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SYMMETRIC BIRKHOFF SUMS IN INFINITE
ERGODIC THEORY
JON. AARONSON, ZEMER KOSLOFF, AND BENJAMIN WEISS
Abstract. We show that the absolutely normalized, symmetric
Birkhoff sums of positive integrable functions in infinite, ergodic
systems never converge pointwise even though they may be almost
surely bounded away from zero and infinity. We also consider
the latter phenomenon characterizing it among transformations
admitting generalized recurrent events
§0 Introduction
Pointwise ergodicity. Pointwise ergodicity for infinite measure pre-
serving transformations fails. Let (X,B,m,T ) be a conservative, er-
godic , measure preserving transformation with m(X) = ∞ then (see
[2]) for any sequence of constants an > 0
either lim
n→∞
Sn(1A)
an
= 0 a.e. ∀ A ∈ B, m(A) < ∞♢
or ∃ nk →∞ so that Snk(1A)
ank
ÐÐ→
k→∞
∞ a.e. ∀ A ∈ B, m(A) > 0.
This is for the one-sided Birkhoff sums Sn(1A)(x) ∶=∑n−1k=0 1A(T kx).
For an invertible (X,B,m,T ), and the one-sided Birkhoff sums re-
placed by the two-sided Birkhoff sums
Σn(1A)(x) ∶= ∑
∣k∣<n
1A(T
kx),
the ♢ analogue may fail.
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Infinite measure examples were given in [18] with constants an > 0
so that
Σn(1A) ≍ an a.e. ∀ A ∈ B, 0 <m(A) < ∞Z
where for eventually positive sequences an, bn, an ≍ bn means existence
of M > 1 so that M−1 < an
bn
<M ∀ n large.
An early hint of this possibility can be found in [12] where an example
(X,B,m,T ) is given for which the forward sums are not comparable to
the backward sums, namely: for A ∈ B, 0 <m(A) < ∞ and a.e. x ∈X ,
lim
n→∞
S−n(1A)(x)
S+n(1A)(x)
= 0 & lim
n→∞
S−n(1A)(x)
S+n(1A)(x)
= ∞(1)
where S+n(f) = Sn(f) and S
−
n(f) ∶= ∑n−1k=0 f ○ T −k. Indeed, in view of
♢, (1) is a consequence ofZ, which is in turn satisfied by the [12]
example (see theorem 3 below).
Our main result (theorem 2 in §2) is thatZ can never be upgraded
to the convergence:
Σn(1A)
an
ÐÐ→
n→∞
m(A) a.e. ∀ A ∈ B, 0 <m(A) < ∞.U
For an infinite measure preserving transformation,Z implies bounded
rational ergodicity (see §1). We proceed to discuss two classes of
bounded rationally ergodic transformations. In section 3 we show that
rank one transformations with a bounded cutting sequence always sat-
isfyZ.
In section 4 we first prove Theorem 4 which states that the return
sequence of a bounded rationally ergodic, weakly pointwise dual er-
godic transformation satisfies the extended regular variation prop-
erty with Karamata indices 1, meanning that there exists M ≥ 1 and
N ∶ N→ N so that
M−1pa(n) ≤ a(pn) ≤Mpa(n), ∀p > 1, n ≥ N(p).
This is used to prove a necessary and sufficient condition (Theorem 5
in §4) for a transformation admitting a generalized recurrent event to
satisfyZ. This condition is a ”trimmed sum” type small tail condition
of the first return time functions to generalized recurrent events.
For larger groups the situation is different. Examples of actions
of large groups satisfyingU analogues for compactly supported, in-
tegrable functions are given in Theorem 1.1 of [15]. In this context
(example 5.1 in §5) we show that certain infinite Z2 actions satisfy the
U analogue for all integrable functions. We also discuss the various
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possibilities for infinite ergodic Z2 actions in terms of the recurrence of
the generators.
The ratio ergodic theorem holds for Zd actions (see [17] for d = 1
and [16] for d ≥ 2) and shows that for an ergodic Zd action, if any of
these statements holds for some A ∈ B, 0 < m(A) < ∞, then it holds
for all A ∈ B, 0 < m(A) < ∞. Thus the properties are invariant under
similarity (see [2]).
§1 Preliminaries
Bounded rational ergodicity.
As in [1], the conservative, ergodic, measure preserving transforma-
tion (X,B,m,T ) is called boundedly rationally ergodic (BRE) if ∃ A ∈
B, 0 <m(A) < ∞ and M > 0 so that
(2)
Sn(1A)(x) ≤Man(A) a.e. on A ∀ n ≥ 1
where an(A) ∶=
n−1
∑
k=0
m(A ∩ T −kA)
m(A)2
.
In this case ([1]), (X,B,m,T ) is weakly rationally ergodic (WRE), that
is, writing an(T ) ∶= an(A) (where A is as in (2)), there is a dense
hereditary ring
R(T ) ⊂ F ∶= {F ∈ B ∶ m(F ) < ∞}
(including all sets satisfying (2)) so that
n−1
∑
k=0
m(F ∩ T −kG) ∼m(F )m(G)an(T ) ∀ F, G ∈ R(T )
and in particular,
an(F ) ∼ an(T ) ∀ F ∈ R(T ), m(F ) > 0.
For invertible transformations, the one sided properties (RE & BRE)
are equivalent to their 2-sided analogues: (X,B,m,T ) is:
● two-sidedly, boundedly rationally ergodic if ∃ A ∈ B, 0 < m(A) <∞
and M > 0 so that
(3)
Σn(1A)(x) ≤Man(A) a.e. on A ∀ n ≥ 1
where an(A) ∶=
n−1
∑
k=−(n−1)
m(A ∩ T kA)
m(A)2
∼ 2an(A);
and
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● two-sidedly, weakly rationally ergodic, if there is a dense hereditary
ring
R(T ) ⊂ F
(including all sets satisfying (3)) so that
an(F ) ∼ 2an(T ) ∀ F ∈ R(T ), m(F ) > 0.
In case T is weakly rationally ergodic, ∃ β(T ) ∈ [0,1], α(T ), β(T ) ∈[1,∞] so that a.e., ∀ f ∈ L1(m)+:
lim
n→∞
1
an(T )Sn(f) = α∫X fdm
lim
n→∞
1
2an(T )Σn(f) = β ∫X fdm
lim
n→∞
1
2an(T )Σn(f) = β ∫X fdm
and T is boundedly rationally ergodic if and only if α(T ) < ∞. See [1]
for the one sided Birkhoff sums, the case of symmetric Birkhoff sums
is similar.
Since bounded rational ergodicity of an invertible (X,B,m,T ) im-
plies that of T −1 we have that α(T ) < ∞ Ô⇒ α(T −1) < ∞. Thus
an invertible, bounded rationally ergodic transformation is two-sidedly
bounded rationally ergodic.
Proposition 1
Let (X,B,m,T ) be an invertible, conservative, ergodic , measure
preserving transformation.
(i) If T satisfiesZ wrt some sequence of normalizing constants, then
T is boundedly rationally ergodic, (hence weakly rationally ergodic).
(ii) If T is boundedly rationally ergodic, then
β(T ) ≤ α(T ) = α(T −1) ≤ 2β(T ) &(4)
β(T ) ≤ α(T )
2
.(5)
Proof of (i) Suppose that
Σn(1A) ≍ a(n)m(A) a.e for some and hence all A ∈ B, 0 <m(A) <∞.
Fix A ∈ B, 0 <m(A) <∞. By Egorov’s theorem ∃ M > 1, N ∈ N & B ∈
B(A), m(B) > 0 so that
Σn(1A)(x)
a(n) <Mm(A) ∀ x ∈ B, n ≥ N.
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On the other hand, ∃ ǫ > 0 so that
lim
n→∞
Σn(1B)
a(n) ≥ 4ǫ a.e.
whence, by Fatou’s lemma
an(B) ≥ 1
3m(B)2 ∫B Σn(1B)dm ≥ ǫ
a(n)
m(B) ∀ n large.
To see bounded rational ergodicity, for n ≥ 1 large and x ∈ B,
Sn(1B)(x) ≤ Σn(1A)(x) ≤Ma(n)m(A) ≤ Mm(A)m(B)
ǫ
⋅ an(B). 2(i)
Proof of (ii) (4)
It suffices to show that α(T ) ≥ α(T −1). Fix A ∈ F+ & ǫ > 0. By
Egorov, ∃ B ∈ B+ ∩A & N0 ≥ 1 so that
S+n(1B)(x) < (α + ǫ)an(T )m(B) ∀ x ∈ B, n ≥ N0.
For n ≥ 1 & x ∈ B, let
Kn(x) ∶=max{0 ≤ k ≤ n ∶ T −k(x) ∈ B};
then Kn ÐÐ→
n→∞
∞ a.e. & whenever Kn(x) ≥ N0,
S−n(1B)(x) = S−Kn(x)(1B) = SKn(x)(1B) ○ T −Kn(x)
≤ (α + ǫ)aKn(x)(T )m(B)
≤ (α + ǫ)an(T )m(B). 2 (4)
Proof of (ii) (5) Let B ∈ F . Since T is bounded rationally ergodic,
α(T ) = α(T −1) <∞ and thus by ♢,
lim
n→∞
S−n(1B)
an(T ) = 0 a.e.
It follows that a.e.,
lim
n→∞
Σn(1B)
2an(T ) = limn→∞
S+n(1B) + S−n(1B)
2an(T )
≤ lim
n→∞
S−n(1B)
2an(T ) + limn→∞
S+n(1B)
2an(T )
=
α
2
m(B).
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§2 No absolutely normalized convergence of two-sided
Birkhoff sums.
Theorem 2
Let (X,B,m,T ) be an infinite, invertible, conservative, ergodic ,
measure preserving transformation, thenU fails.
Proof Suppose otherwise, namely that for some a(n) > 0,
Σn(1A)
2a(n) ÐÐ→n→∞ m(A) a.e. ∀ A ∈ B, 0 <m(A) <∞U
By proposition 1(i), T is boundedly rationally ergodic, hence weakly
rationally ergodic.
We claim first that a(n) ∼ an(T ). To see this, let A ∈ R(T ) and let
B ∈ B(A), m(B) > 0 so that
Σn(1A)
2a(n) ÐÐ→n→∞ m(A) uniformly on B.
It follows that
n−1
∑
k=0
m(B ∩ T −kA) ∼ 1
2 ∫B Σn(1A)dm ∼m(A)m(B)a(n).
On the other hand, since A ∈ R(T ) and B ⊂ A, by Theorem 3.3.1 in
[2],
n−1
∑
k=0
m(B ∩ T −kA) ∼m(A)m(B)an(T )
showing that indeed a(n) ∼ an(T ).
We claim next that α(T ) = 2.
Indeed by (5), α ≥ 2 and by (4), α ≤ 2. Thus
lim
n→∞
1
2a(n)Sn(1F ) =m(F ) a.e. ∀ F ∈ B.
The rest of this proof is on a “single orbit” which we proceed to
specify.
● Fix A ∈ F+. By Egorov, ∃ B ∈ B(A), m(B) > 34m(A) so that
sup
N≥n
1
2a(N)SN(1A),
1
2a(n)Σn(1A)ÐÐ→n→∞ m(A) uniformly on B.
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● Call a point x ∈ B admissible if
SN(1B)(x)
SN(1A)(x) ÐÐ→n→∞
m(B)
m(A) ;A(i)
1
2a(n)Σn(1B)(x)ÐÐ→n→∞ m(B)A(ii)
sup
N≥n
1
2a(N)SN(1B)ÐÐ→n→∞ m(B),A(iii)
and ∃ K ⊂ N, an x-admissible subsequence in the sense that
T nx ∈ B ∀ n ∈K &A(iv)
1
2a(n)Sn(1B)(x)ÐÐÐÐÐÐ→n→∞, n∈K m(B).A(v)
An admissible pair is (x,K) ∈ B × 2N where x is an admissible point
and K is an x-admissible subsequence.
Note that if (x,K) is an admissible pair, then by A(iv) and A(i),
1
2a(n)Sn(1A)(x)ÐÐÐÐÐÐ→n→∞, n∈K m(A).
In what follows cn ≲ dn means limn→∞
cn
dn
≤ 1.
Lemma 0 Almost every x ∈ B is admissible.
Proof
ByU, α(T ) = 2 and the ratio theorem, almost every x ∈ B satisfies
A(i), A(ii) & A(iii).
Also by α(T ) = 2, for a.e. x ∈ B, ∃ K ⊂ N satisfying A(v).
We claim that if K ∶= {kn ∶ n ≥ 1}, kn ↑, then K ′ ∶= {k′n ∶ n ≥ 1}
where k′n ∶= max{j ≤ kn ∶ T jx ∈ B} is x-admissible. Evidently K ′ is
infinite and satisfies A(iv). To check A(v):
2a(kn)m(B) ≥ 2a(k′n)m(B)
A(iii)
≳ Sk′n(1B)(x) = Skn(1B)(x)A(v)∼ 2a(kn)m(B). 2A(v)
Lemma 1 If x ∈ B, K ⊂ N and {Jn ∶ n ∈K} satisfy
1
2a(n)Sn(1A)(x)ÐÐÐÐÐÐ→n→∞, n∈K m(A);
n ≥ Jn ÐÐÐÐÐÐ→
n→∞, n∈K
∞;
lim
n→∞, n∈K
a(Jn)
a(n) =∶ ρ > 0,
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then
1
2a(Jn)SJn(1A)(x) ÐÐÐÐÐÐ→n→∞, n∈K m(A).
Proof
1
2a(Jn)S−Jn(1A)(x) ≲
1
2ρa(n)S−n(1A)(x) as n→∞, n ∈K;
=
1
ρ
( 1
2a(n)Σn(1A)(x) −
1
2a(n)Sn(1A)(x))
ÐÐÐÐÐÐ→
n→∞, n∈K
0 ∵ x ∈ B.
Therefore,
1
2a(Jn)SJn(1A)(x) =
1
2a(Jn)ΣJn(1A)(x) −
1
2a(Jn)S−Jn(1A)(x)
ÐÐÐÐÐÐ→
n→∞, n∈K
m(A). 2
Lemma 2 Let (x,K) ∈ B × 2N be an admissible pair, then
1
12
≤ lim
n→∞, n∈K
a(n9 )
a(n) & limn→∞, n∈K
a(n9 )
a(n) ≤
1
4
.
Proof We show first that
lim
n→∞, n∈K
a(n9 )
a(n) ≥
1
12
.(6)
Define
Ji ∶=min {ℓ ≥ in
9
∶ T ℓx ∈ B} ∧ n(i + 1)
9
; (0 ≤ i ≤ 8),
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then
2m(B)a(n) ≲ Sn(1B)(x) as n →∞, n ∈K
=
8
∑
i=0
Sn
9
(1B)(T in9 x)
=
8
∑
i=0
S (i+1)n
9
−Ji
(1B)(T Jix)
≤
8
∑
i=0
Sn
9
(1B)(T Jix)
≤
8
∑
i=0
∥Sn
9
(1B)∥L∞(B) ∵ ∥Sn
9
(1B)∥L∞(X) = ∥Sn
9
(1B)∥L∞(B)
≲ 18m(A)a(n
9
) as n →∞.
Thus
lim
n→∞, n∈K
a(n9 )
a(n) ≥
2m(B)
18m(A) >
1
12
. 2(6)
Next, we show:
lim
n→∞, n∈K
a(n3 )
a(n) ≤
1
2
.(7)
By (6), {n3 ∶ n ∈K} satisfies the preconditions of Lemma 1 and so
1
2a(n3 )Sn3 (1A)(x) ÐÐÐÐÐÐ→n→∞, n∈K m(A).(8)
For n ∈K, let
Jn ∶=max{j < n
3
∶ T jx ∈ B}.
We claim that a(Jn) ∼ a(n3 ) as n→∞, n ∈K since:
2a(n3 )m(B) ≥ 2a(Jn)m(B)
≳
n→∞
SJn(1B)(x) ∵ x ∈ B;
= Sn
3
(1B)(x)
∼
n→∞, n∈K
2a(n3 )m(B).
The last step uses A(i) and (8).
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Finally as n→∞, n ∈K
2m(A)a(n) ∼ Σn(1A)(T Jnx) ∵ T Jnx ∈ B;
=
n+Jn
∑
k=−n+Jn
1A(T kx)
≥ ΣJn(1A)(T Jnx) +ΣJn(1A)(T nx)
∼ 4m(A)a(Jn) ∵ T Jnx, T nx ∈ B;
∼ 4m(A)a(n3 ). 2(7)
Next, we iterate (7):
lim
n→∞, n∈K
a(n9 )
a(n) ≤
1
4
.(9)
Proof of (9) Let Ln ∶=min {J ≥ n3 ∶ T Jx ∈ B}.
We claim that
∃ N ≥ 1 so that L ∶= {Ln ∶ n ∈K n ≥ N} is x-admissible.(10)
Proof
Firstly, for n ∈K, T nx ∈ B whence Ln ≤ n.
Since
lim
n→∞, n∈K
a(Ln)
a(n) ≥ limn→∞, n∈K
a(n3 )
a(n)
(6)≥ 1
12
we have by Lemma 1 and A(i) that
1
2a(Ln)SLn(1B)(x)ÐÐÐÐÐÐ→n→∞, n∈K m(B)
and L ∶= {Ln ∶ n ∈K} is x-admissible. V(10)
Applying (7) to L = {Ln ∶ n ∈K}, we obtain
lim
n→∞, n∈K
a(Ln3 )
a(Ln) ≤
1
2
.
Since a(n/9) ≤ a(Ln/3), to obtain (9) from this, it suffices to show that
a(Ln) ∼
n→∞, n∈K
a(n
3
)(11)
Proof of (11)
By A(i) and (8),
1
2a(n3 )Sn3 (1B)(x) ÐÐÐÐÐÐ→n→∞, n∈K m(B)
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whence, as n→∞, n ∈K
2a(n
3
)m(B) ∼ Sn
3
(1B)(x)
∼ SLn(1B)(x)
∼ 2a(Ln)m(B)
≥ 2a(n
3
)m(B). 2 (11) & (9)
This completes the proof of lemma 2. V
If (x,K) is an admissable pair, λ, ρ ∈ (0,1) & lim
n→∞, n∈K
a(λn)
a(n) ≥ ρ, then
Lemma 3:
lim
n→∞, n∈K
a((1 − λ)n)
a(n) ≤ 1 − ρ.
Proof
Firstly we claim that as n →∞, n ∈K,
S−λn(1A)(T nx) ∼ 2m(A)a(λn).(12)
To see (12), note that as n →∞, n ∈K,
S−n(1A)(T nx) = Sn(1A)(x) ∼ 2m(A)a(n).
Since T nx ∈ B, we have that
1
2a(n)Sn(1A)(T nx) =
1
2a(n)Σn(1A)(T nx) −
1
2a(n)S−n(1A)(T nx)
ÐÐÐÐÐÐ→
n→∞, n∈K
0
whence also
1
2a(λn)Sλn(1A)(T nx) ÐÐÐÐÐÐ→n→∞, n∈K 0
and
1
2a(λn)S−λn(1A)(T nx) =
1
2a(λn)Σλn(1A)(T nx) −
1
2a(λn)S+λn(1A)(T nx)
ÐÐÐÐÐÐ→
n→∞, n∈K
m(A). 2(12)
To prove the lemma, we assume without loss of generality, that there
exists ε > 0 such that
lim
n→∞, n∈K
a((1 − λ)n)
a(n) > ε
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(if this fails the lemma holds) and thus by Lemma 1,
1
2a((1 − λ)n)S(1−λ)n (1A)ÐÐÐÐÐÐ→n→∞, n∈K m(A).
Consequently as n→∞, n ∈K,
2m(A)a((1 − λ)n) ∼ S(1−λ)n(1A)(x)
= Sn(1A)(x) − S−λn(1A)(T nx)
∼ 2m(A)(a(n) − a(λn))
≲ 2(1 − ρ)m(A)a(n). 2
Proof of the theorem
Fix an admissible pair (x,K) ∈ B × 2N, then by Lemmas 2 and 3
lim
n→∞, n∈K
a(n9 )
a(n) ≤
1
4
& lim
n→∞, n∈K
a(8n9 )
a(n) ≤
11
12
.
For n ∈K, let
Jn = Jn(x) ∶=min {j ≥ n
9
∶ T jx ∈ B}.
We claim that Jn ≤ 8n9 ; else, as n→∞, n ∈K:
2a(n)m(B) ≲ Sn(1B)(x)
= SJn(1B)(x) + S(n−Jn)∨0(1B)(T Jnx)
= Sn
9
(1B)(x) + S(n−J)∨0(1B)(T Jnx)
≤ Sn
9
(1B)(x) + Sn
9
(1B)(T Jnx) assuming Jn > 8n
9
;
≲ 4m(A)a(n
9
)
whence as n→∞, n ∈K,
a(n9 )
a(n) ≳
2m(B)
4m(A) >
3
8
and
3
8
≤ lim
n→∞, n∈K
a(n9 )
a(n) ≤
1
4
. 4
This contradiction shows that indeed for sufficiently large n ∈ K, Jn ≤
8n
9 .
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Finally, since n9 ≤ Jn ≤ 8n9 : [Jn− 8n9 , Jn+ 8n9 ] ⊃ [0, n] and as n→∞, n ∈
K,
2a(8n
9
)m(A) ∼ Σ 8n
9
(1A)(T Jnx)
≥ Sn(1A)(x)
∼ 2a(n)m(A)
whence
11
12
≳
n→∞, n∈K
a(8n9 )
a(n) ≳n→∞, n∈K 1. 4
This last contradiction shows that there is no ergodic theorem for sym-
metric Birkhoff sums of conservative ergodic infinite measure preserving
transformations. V
Remark on quantitative estimates.
The proof of theorem 2 can be adapted to show that ∃ ∆ > 0 so that
for any (X,B,m,T ) satisfyingZ, we have
β(T ) − β(T ) ≥ ∆.
The question of estimating the best ∆ > 0 arises. For the examples
appearing in this paper, ∆ ≥ 12 .
§3 Rank one towers
These are CEMPTs constructed by cutting and stacking as in [13], [14],
[8], Ch. 7 of [22].
Let cn ∈ N, cn ≥ 2 (n ≥ 1) and let Sn,k ≥ 0, (n ≥ 1, 1 ≤ k ≤ cn). The
rank one transformation with construction data
{(cn;Sn,1, . . . , Sn,cn) ∶ n ≥ 1}
is an invertible piecewise translation of the interval JT = (0, ST ) where
ST ∶= 1 +∑
n≥1
1
Cn
cn
∑
k=1
Sn,k ≤∞ with Cn ∶= c1⋯cn.
This is defined as the limit of a nested sequence of Rokhlin towers(τn)n≥1 of intervals where τ1 = [0,1] and τn+1 is constructed from τn by
● cutting τn into cn columns,
● putting Sn,k spacer intervals above the kth column (1 ≤ k ≤ cn);
● and stacking.
The transformation T constructed, being an invertible, piecewise
translation of JT , preserves Lebesgue measure. It is conservative and
ergodic.
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Theorem 3 Let (X,B,m,T ) be the conservative, ergodic measure
preserving transformation with construction data
{(cn;Sn,1, . . . , Sn,cn) ∶ n ≥ 1}.
If supn≥1 cn <∞, then T satisfiesZ.
Proof Let cn ≤ J (n ≥ 1) and let qn be the height of τn (n ≥ 1).
For x ∈ I ∶= [0,1] and n ≥ 1 we have
Cn ≤ Σqn(1I)(x) ≤ 2Cn.
Define a(n) by
a(n) ∶= Cν for qν ≤ n < qν+1,
then, for qν ≤ n < qν+1
a(n) = Cν ≤ Σqν(1I)(x) ≤ Σn(1I)(x) ≤ Σqν+1(1I)(x) ≤ 2Cν+1 ≤ 2Ja(n).
Finally limn→∞
Σn(1A)
a(n) & limn→∞
Σn(1A)
a(n) are T -invariant whence con-
stant by ergodicity and we haveZ. V
Remarks.
1. By Theorem 3 and Proposition 1, every rank one transforma-
tion with bounded cuts and an arbitrary spacer sequence is bounded
rationally ergodic. This was established also in [9].
2. There are examples of bounded rationally ergodic rank one trans-
formations whose return sequence grows arbitrarily slowly. Namely,
if Ln → ∞, then there is a rank one transformation T with cutting
sequence cn ≡ 2 with an(T ) = o(Ln) as n→∞. See theorem 1 in [1].
§4 Weakly pointwise dual ergodic transformations
As in [6], the conservative ergodic measure preserving transformation(X,B,m,T ) is called weakly pointwise dual ergodic if ∃ a(n) > 0, n ≥ 1,
such that for each f ∈ L1+(m),
1
a(n)
n−1
∑
k=0
T̂ kf
mÐÐ→
n→∞ ∫X fdm &
lim
n→∞
1
a(n)
n−1
∑
k=0
T̂ kf = ∫
X
fdm a.e.
where Tˆ ∶ L1(m)→ L1(m) is the transfer operator defined by
∀f ∈ L1(m), g ∈ L∞(m), ∫
X
Tˆ f ⋅ gdm = ∫
X
f ⋅ g ○ Tdm.
This property entails WRE and the return sequence an(T ) ∼ a(n).
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Our next result shows that the return sequence of bounded rationally
ergodic, weakly pointwise dual ergodic transformation must be large.
This is in contrast with the rank one transformations considered in
theorem 3 whose return sequences can grow arbitrarily slowly.
Theorem 4
Let (X,B,m,T ) be weakly pointwise dual ergodic with return se-
quence a(n) = an(T ).
If α(T ) <∞ then ∃ M > 1 and N ∶ N→ N so that
a(pn) =M±1pa(n) ∀ p > 1, n ≥ N(p).(ER)
Remark. The property (ER) is called extended regular variation
with Karamata indices 1 in [7].
Proof of (ER)
Fix Ω ∈ B, m(Ω) = 1 a limited set in the sense of [6], that is satisfying
∥ 1
a(n)
n−1
∑
k=0
T̂ k1Ω∥
L∞(Ω)
ÐÐ→
n→∞
1.
WLOG, a(n) =∑nk=0 uk where un ∶=m(Ω ∩ T −nΩ).
By lemma 4.1 in [6],
Ûs
u(s)
mÐÐ→
s→0+
1 &(13)
1
u(s)∥Ûs∥L∞(Ω) ÐÐ→s→0+ 1(14)
where Ûs ∶=∑n≥0 e−snT̂ n1Ω and u(s) ∶=∑n≥0 e−snun.
For s > 0, set
Us ∶=∑
n≥0
e−sn1Ω ○ T
n,
then
∫
Ω
Usdm =∑
n≥0
une
−sn =∶ u(s).
We claim first that for p ∈ N
∫
Ω
Ups dm ∼ p!
p
∏
k=1
u(ks) as s → 0 + .(15)
Proof of (15)
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Firstly, by convexity,
∫
Ω
Ups dm ≥ (∫
Ω
Usdm)
p
= u(s)p ∀ p ≥ 1, s > 0.(16)
Next, for p ∈ N fixed,
(17)
Ups =p!V (p, s) +E(p, s)Up−1s where
V (p, s) = ∑
0≤n1≤⋅⋅⋅≤np
e−s(n1+⋅⋅⋅+np)
p
∏
k=1
1Ω ○ T
nk
and ∣E(p, s)∣ ≤Mp ∀ s > 0 where Mp is constant.
Thus
Now
V (p, s) = ∞∑
n=0
e−ns1Ω ○ T
n ∑
n≤n2≤⋅⋅⋅≤np
e−s(n2+⋅⋅⋅+np)
p
∏
k=2
1Ω ○ T
nk
nk=n+νk=
∞
∑
n=0
e−ns1Ω ○ T
n ∑
0≤ν2≤⋅⋅⋅≤νp
e−s((p−1)n+ν2+⋅⋅⋅+νp)
p
∏
k=2
1Ω ○ T
n+νk
=
∞
∑
n=0
e−nps1Ω ○ T
n ∑
0≤ν2≤⋅⋅⋅≤νp
e−s(ν2+⋅⋅⋅+νp)
p
∏
k=2
1Ω ○ T
n+νk
=
∞
∑
n=0
e−nps1Ω ○ T
nV (p − 1, s) ○ T n.
whence
∫
Ω
V (p, s)dm = ∫
Ω
V (p − 1, s)Ûpsdm
(14)
≲
s→0+
u(ps)∫
Ω
V (p − 1, s)dm.
Thus
∫
Ω
V (p, s)dm ≲
s→0+
p
∏
k=1
u(ks).(18)
So far, by (16), (17) and (18), we have
u(s)p ≍ ∫
Ω
Ups dm = p!∫
Ω
V (p, s)dm +O(u(s)p−1).(19)
Thus, to finish the proof of (15), it suffices to show that
∫
Ω
V (p, s)dm ≳
s→0+
u(ps)∫
Ω
V (p − 1, s)dm.(20)
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To this end, using (19) and (18), we see that
∫
Ω
U2ps dm = O((∫
Ω
Ups dm)2) as s→ 0+
because
∫
Ω
U2ps dm ≍ u(s)2p = (∫
Ω
Usdm)p ⋅ (∫
Ω
Usdm)pconvexity≤ (∫
Ω
Ups dm)2.
We’ll need to know that
∫
A
Ups dm ∼
s→0+
m(A)∫
Ω
Ups dm ∀ A ∈ B(Ω).(21)
Proof of (21)
Let
Φs ∶=
U
p
s
∫ΩUps dm
,
then ∫ΩΦsdm = 1 & sups>0 ∫ΩΦ2sdm <∞. Thus {Φs ∶ s > 0} is weakly
sequentially precompact in L2(Ω) and for (21), it suffices to show that
Φs ÐÐ→
s→0
1 weakly in L2(Ω).
To see this note that
e−sϕ(x)Us ○ TΩ(x) = Us(x) − 1 on Ω(22)
where ϕ(x) ∶= min {n ≥ 1 ∶ T nx ∈ Ω} (aka the first return time
function) and TΩ is the induced transformation on Ω defined by TΩx ∶=
T ϕ(x)x.
As is well known, (Ω,B(Ω),mΩ, TΩ) is an ergodic probability pre-
serving transformation where mΩ(A) ∶=m(A∣Ω) .
It follows from (22) that
e−spϕUps ○ TΩ = (Us − 1Ω)p = Ups +
p−1
∑
k=0
(p
k
)(−1)kUks = Ups + Ep,sUp−1s
where ∣Ep,s∣ ≤ 2p. Thus
∣Ups ○ TΩ −Ups ∣ ≤ (1 − e−spϕ)Ups ○ TΩ + 2pUp−1s
and
∥Ups ○ TΩ −Ups ]∣L2(Ω) ≤ ∥1 − e−spϕ∥L2(Ω)∥Ups ○ TΩ∥L2(Ω) + 2p∥Up−1s ∥L2(Ω)
= ∥1 − e−spϕ∥L2(Ω)∥Ups ∥L2(Ω) + 2p∥Up−1s ∥L2(Ω)
= o(∫
Ω
Ups dm) as s→ 0 by (19)
whence ∥Φs ○ TΩ −Φs∥L2(Ω) ÐÐ→
s→0
0.
18 JON. AARONSON, ZEMER KOSLOFF, AND BENJAMIN WEISS
Now suppose that Ψ ∈ L2(Ω), tk → 0 so that
Φtk ÐÐÐ→
N→∞
Ψ weakly in L2(Ω),
then (since mΩ ○ T −1Ω =mΩ )
Φtk ○ TΩ ÐÐÐ→
N→∞
Ψ ○ TΩ weakly in L
2(Ω),
and by ∥Ups ○ TΩ −Ups ]∣L2(Ω) = o(∫ΩUps dm),
Φtk ○ TΩ ÐÐÐ→
N→∞
Ψ weakly in L2(Ω).
It follows that Ψ = Ψ ○ TΩ. By ergodicity, Ψ ≡ ∫ΩΨdm = 1. So the only
weak limit point of Φs as s→ 0 is the constant 1. V (21)
Proof of (20)
Suppose that (20) fails and let ǫ > 0 and let sj → 0 be sequence so
that
∫
Ω
V (p, sj)dm ≲ (1 − 2ǫ)u(psj)∫
Ω
V (p − 1, sj)dm.
By (13) and Egorov’s theorem, there is a subsequence tk → 0 and
A ∈ B(Ω), m(A) > 1 − ǫ so that Ûtk ∼ u(tk) as k →∞ uniformly on A,
whence
∫
Ω
V (p, tk)dm ≥ ∫
A
V (p − 1, tk)Ûptkdm
∼ u(ptk)∫
A
V (p − 1, tk)dm
(21)
≳m(A)u(ptk)∫
Ω
V (p − 1, tk)dm
> (1 − ǫ)u(ptk)∫
Ω
V (p − 1, tk)dm. 2 (20) & (15)
Next, we claim that ∃ M > 1 & ∆ ∶ N→ R+ so that
1
M
< pu(ps)
u(s) <M ∀ p ≥ 1, 0 < s <∆(p).(23)
Proof of (23):
We now use the assumption α = α(T ) <∞. Since Us ≲
s→0+
αu(s) a.e.,
by Egorov’s theorem, ∃ A ∈ B(Ω) with m(A) > 0 so that Us ≲
s→0+
αu(s)
uniformly on A.
Using this, (15) and (21), we have
m(A)p! p∏
k=1
u(ks) ∼
s→0+
∫
A
Ups dm ≲
s→0+
m(A)αpu(s)p.
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Fixing c > 0 so that
(p!) 1p ≥ cp ∀ p ≥ 1,
it follows that
cpu(ps) ≤ (p! p∏
k=1
u(ks))
1
p
≲
s→0+
αu(s).
This proves (23).
Using (23), we can now apply the de Haan-Stadtmu¨ller theorem
(theorem 1 in [10] and theorem 2.10.2 in [7]) that ∃ I > 1 so that
u(s) = I±1a(1
s
)
thus obtaining (ER). V
Interarrival stochastic processes and generalized recurrent events.
Let (X,B,m,T ) be a conservative, ergodic measure preserving trans-
formation.
The induced transformation on Ω ∈ F+ is the probability preserving
transformation (Ω,B(Ω),mΩ, TΩ)
where
● mΩ ∶=m(⋅ ∣Ω);
● TΩ ∶ Ω → Ω is the first return or induced transformation defined by
TΩx ∶= T ϕ(x)x where ϕ = ϕΩ ∶ Ω → N is the first return time function
defined by ϕ(x) ∶=min {n ≥ 1 ∶ T nx ∈ Ω}.
The (one-sided) interarrival (stochastic) process of Ω is the stochastic
process (ϕ ○ T nΩ)n≥0 defined on Ω. It corresponds to a factor induced
transformation on Ω corresponding to the sub-invariant factor algebra
B0 ∶= σ({T −nΩ ∶ n ≥ 0}).
As in [5], a stochastic process (X1,X2, . . . ) is continued fraction mix-
ing if ϑ(1) <∞ & ϑ(n) ↓ 0 where
ϑ(n) ∶= sup{∣ P(A∩B)
P(A)P(B) − 1∣ ∶ A ∈ σk1 , B ∈ σ∞k+n, P(A)P(B) > 0, k ≥ 1}.
Here, σN
k
denotes the σ-algebra generated by the random variables{Xj ∶ k ≤ j < N + 1} for k < N + 1 ≤∞.
Let (X,B,m,T ) be a conservative, ergodic measure preserving trans-
formation.
Let Ω ∈ F+. Consider the property:
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(®) Ω’s interarrival stochastic process (ϕΩ ○ T n)n≥0 is continued
fraction mixing with coefficients satisfying ∑∞n=1 ϑ(n)n <∞.
We’ll call any Ω ∈ F+ satisfying (®) a (®) set .
Remarks.
(i) Any recurent event (as in 5.2 of [2]) has an independent, interarrival
stochastic process whence is a (®) set.
(ii) Examples are also obtained by noting that (as shown in [4]) any
stationary stochastic process driven by a mixing Gibbs-Markov map
and with observable measurable with respect to the Markov partition
is continued fraction mixing with exponentially decaying coefficients.
(iii) By lemma 3.7.4 in [2], a transformation with a (®) set has a
factor where the (®) set is a Darling-Kac set (and is hence pointwise
dual ergodic).
For Ω ∈ F+, set
L(t) = LΩ(t) ∶= ∫
Ω
(ϕΩ ∧ t)dmΩ, a(t) ∶= t
L(t) & b ∶= a−1.
Theorem 5
Let (X,B,m,T ) be a conservative, ergodic measure preserving trans-
formation equipped with a (®) set Ω ∈ F+, then (X,B,m,T ) satisfies
Z if and only if
∞
∑
n=1
n ⋅ (mΩ([ϕΩ ≥ n])
LΩ(n) )
2
<∞.(24)
In this case
β(T ) = 1 & β(T ) = 1
2
.(25)
Remarks.
1. As shown in [5] the condition (24) characterizes the “trimmed
sum” convergence property:
1
b(n)(ϕn − max0≤k≤n−1ϕ ○ T kΩ) ÐÐ→n→∞ 1 a.s.
where ϕn ∶= ∑nk=0ϕΩ ○ T kΩ. See the earlier [19, 20] for the independent
case and [11] for the case of continued fraction partial quotients.
2. By lemma 3 in [20], the condition (24) implies that LΩ(n) is slowly
varying.
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Proof
Define ϕ± ∶ Ω → N by
ϕ±(x) ∶= inf {n ≥ 1 ∶ T ±nΩ (x) ∈ Ω} & ϕ±J ∶=
J−1
∑
j=0
ϕ± ○ T ±jΩ
and define
ϕn(x) ∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ϕ+n(x) n ≥ 1,
0 n = 0,
−ϕ−
−n(σ−1x) n ≤ −1.
It follows that
Σn(1Ω)(x) =#{k ∈ Z ∶ ∣ϕk(x)∣ ≤ n}.(26)
For n ∈ N, t > 0: Define Bn(t) by
Bn(t) ∶= 2
n+1
⋃
k=2n+1
[ϕ− ○ T −kΩ > tb(2n)] ∩ [ϕ+ ○ T kΩ > tb(2n)]
where b = a−1, a(n) = an(T ).
Following the ideas in the proof of lemma 1.2 in [5], we claim that
P (Bn(t)) ≍ 2nP ([ϕ+ > tb(2n)])2(27)
Proof of (27) Evidently,
P (Bn(t)) ≤ 2
n+1
∑
k=2n+1
P ([ϕ− ○ T −kΩ > tb(2n)] ∩ [ϕ+ ○ T kΩ > tb(2n)])
≤
2n+1
∑
k=2n+1
(1 + ϑ(2n+1))P ([ϕ− ○ T −kΩ > tb(2n)])P ([ϕ+ ○ T kΩ > tb(2n)])
= (1 + ϑ(2n+1))2nP ([ϕ+ > tb(2n)])2.
For the other inequality, choose κ ≥ 1 so that ϑ(κ) < 12 &
2n+1P ([ϕ± > tb(2n)]) ≤ 12 ∀ n ≥ κ.
Fix n≫ κ & 2n < k ≤ 2n+1 and define
A
(n)
k ∶= [ϕ+○T kΩ∧ϕ−○T −kΩ > tb(2n)]∩ ⋂
2n<j≤2n+1, ∣j−k∣≥κ
[ϕ+○T jΩ∧ϕ−○T −jΩ ≤ tb(2n)].
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It follows that
P (A(n)k ) =
P ([ϕ+ ○ T kΩ ∧ ϕ− ○ T −kΩ > tb(2n)] ∩ ⋂
2n<j≤2n+1, ∣j−k∣≥κ
[ϕ+ ○ T jΩ ∧ ϕ− ○ T −jΩ ≤ tb(2n)])
≥ (1 − ϑ(κ))3P ([ϕ > tb(2n])2P ( ⋂
2n<j≤2n+1
[ϕ+ ○ T jΩ ∧ ϕ− ○ T −jΩ ≤ tb(2n)])3
= 18P ([ϕ > tb(2n])2(1 − P ( ⋂
2n<j≤2n+1
[ϕ+ ○ T jΩ ∨ ϕ− ○ T −jΩ ≤ tb(2n)]))3
≥ 18P ([ϕ > tb(2n])2(1 − 2n+1P ([ϕ > tb(2n)]))3
≥ 1
64
P ([ϕ > tb(2n])2.
Moreover
∑
2n<k≤2n+1
1
A
(n)
k
≤ (2κ + 1)1Bn(t)
whence
P (Bn(t)) ≥ 1
2κ + 1
∑
2n<k≤2n+1
P (A(n)k )
≥ 2
n
64(2κ + 1)P ([ϕ > tb(2n])2. 2 (27)
It follows from (27) and continued fraction mixing that
P (Bn(t) ∩Bn′(t)) ≍ P (Bn(t))P (Bn′(t)) for n ≠ n′ ∈ N.
The Borel Cantelli lemmas now ensure (as in [5] & [19, 20]) that
(28)
∞
∑
n=1
1Bn(t) =∞ a.s. ⇐⇒
∞
∑
n=1
2nP ([ϕ+ > tb(2n)])2 =∞
⇐⇒
∞
∑
n=1
P ([ϕ+ > tb(n)])2 =∞.
If, in addition, b is weakly regularly varying in the sense that
∃ M > 1 such that A(2t) ≤MA(t) & 2A(t) ≤ A(Mt) ∀ large t ∈ R+,
then the convergence of (28) for some t > 0 implies its convergence for
every t > 0; a situation characterized by (24) (for more details, see [5]).
To continue, we pass to the one-sided factor
π ∶ (X,B,m,T ) → (X0,B0,m0, T0)
defined by
π−1B0 = FΩ = FΩ ∶= σ({T −nΩ ∶ n ≥ 0}).
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Fix Ω0 ∈ B0, π−1Ω0 = Ω, then Ω0 is a Darling Kac set for T0.
Proof that (24) ⇒Z & (25)
Suppose that (24) is satisfied then, as above, L(n) is slowly varying
and by the asymptotic renewal equation (3.8.6 in [2]) an(T ) ∝ nL(n) is
1-regularly varying and, in particular, weakly regularly varying.
Moreover, by [5], limn→∞
ϕn
b(n) = 1 a.s., whence (see [3]) α(T ) = 1.
By proposition 1,
lim
n→∞
1
2an(T )Σn(1A) ≤
m(A)
2
a.e. ∀ A ∈ B, 0 <m(A) <∞.
Next, ∑∞k=1 1Bk <∞ a.s. and by theorem 1.1 in [5], ∃ ǫ ∶ N ×Ω→ {−,+}
so that
ϕ
ǫ(n,x)
n (x)
b(n) ÐÐ→n→∞ 1 a.s. where b = a−1, a(n) = an(T ).
In addition, it follows that a.s.,
1
an(T )S
(T ǫ(a(n),x))
n (1Ω)(x) ÐÐ→
n→∞
1 a.s., whence
lim
n→∞
1
2an(T )Σn(1Ω) ≥
1
2
. 2Z & (25)
Proof that Z ⇒ (24)
It follows from α(T ) < ∞ via Theorem 4 that b is weakly regularly
varying.
If (24) fails, then as above, for every t > 0 ∑∞k=1 1Bk(t) = ∞ a.s. and
a.e. x ∈ Ω, ∃ nk →∞ so that
ϕ+nk(x), ϕ−nk(x) > tb(nk).
Set Nk ∶= ⌊tb(nk)⌋, then
S
(T±1)
Nk
(1Ω) < nk ∼ a(Nk
t
) ≤ MI2
t
a(Nk).
It follows that
lim
n→∞
1
2a(N)Σn(1Ω)(x) ≤ limk→∞
1
2a(Nk)ΣNk(1Ω)(x)
≤ lim
k→∞
1
2a(Nk)S
(T )
Nk
(1Ω)(x) + lim
k→∞
1
2a(Nk)S
(T−1)
Nk
(1Ω)(x)
≤ MI
2
t
ÐÐ→
t→∞
0. 2
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§5 The multidimensional situation
Example 5.1.
Let (X,B,m) be R equipped with Borel sets and Lebesgue measure.
Let α, β ∈ R be linearly independent over Q and define
τ = τ (α,β) ∶ Z2 → MPT (X,B,m)
by
τ(k,ℓ)(x) ∶= x + kα + ℓβ.
Define
Ξ
(τ)
n (f) ∶= ∑
∣k∣, ∣ℓ∣≤N
f ○ τ(k,ℓ).
We claim that
Ξ
(T )
n (f)
2N + 1
ÐÐÐ→
N→∞
R∫
X
fdm a.e. ∀ f ∈ L1(m)(U)
where R ∶= min{∣α∣,∣β∣}max {∣α∣,∣β∣} .
Proof of (U) when ∣α∣ > ∣β∣ = 1
Here R = 1∣α∣ &α ∉ Q. We have that W = [0,1) is a maximal wan-
dering set for τ0,1 in the sense that
X = ⊍
n∈Z
τ0,nW,
whence, since ∣α∣ > 1, ∃ κ ∶ Z ×W → Z so that for x ∈W ,
n(x,W ) ∶= {u ∈ Z2 ∶ τu(x) ∈W} = {(ℓ, κ(ℓ, x)) ∶ ℓ ∈ Z}.
Here ∣κ(ℓ, x)∣ = ∣ℓα∣ ± 1 ∀ ℓ ∈ Z, whence for N ≥ 1, x ∈W ,
n(x,W ) ∩ [−N,N]2 = {(ℓ, κ(ℓ, x)), ℓ) ∶ ℓ ∈ Z, ∣ℓ∣, ∣κ(ℓ, x)∣ ≤ N}
and
Ξ
(τ)
N (1W )(x) =#{(κ(ℓ, x), ℓ) ∶ ℓ ∈ Z, ∣ℓ∣ ≤ N} ∼ 2N∣α∣ .
Next define S ∶W →W by S(x) ∶= τ(1,κ(1,x)), then
S(x) = x + α mod 1.
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Thus τ is ergodic and for f ∶X → R, supported and continuous on W ,
we have on W :
Ξ
(T )
n (f)
2N + 1
=
1
2N + 1
∑
∣k∣, ∣ℓ∣≤N
f ○ τ(k,ℓ)
∼ 1
2N
∑
∣ℓ∣≤∣α∣N
f ○ Sℓ
ÐÐÐ→
N→∞
∫
W
fdmW =
1
∣α∣ ∫X fdm uniformly on W.
The proposition follows from this via [16]. V
It is not hard to show that
● the above action T is uniquely ergodic in the sense that the only
T -invariant Radon measures on R are multiples of m; and
● the convergence (U) is uniform on compact subsets for bounded
continuous functions f .
Example 5.2.
Let f ∈ P(N), and let Ω ∶= NZ and P = Pf ∈ P(Ω) be product measure
defined by
P ({ω ∈ Ω ∶ ωk+i = ni ∀ 1 ≤ i ≤ N}) = ∏
1≤i≤N
fni (k ∈ Z).
Let
(X,B,m) ∶= (Ω ×Z,B(Ω ×Z), Pf ×#),
let σ ∶ Ω → Ω is the shift and
ψ ∶ Z2 → MPT (X,B,m)
by
ψ1,0(ω,n) ∶= (σω,n + ω0) & ψ0,1(ω,n) ∶= (ω,n + 1).
The action is ergodic since for ω ∈ Ω,
{ψk,ℓ(ω,0) ∶ k, ℓ ∈ Z} = ⋃
n∈Z
{σj(ω) ∶ j ∈ Z} × {n}.
Moreover, writing
sk(ω) ∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∑k−1j=0 ωj k ≥ 1,
0 k = 0,
−∑∣k∣j=1ω−j = −s−k(σkω) k ≤ −1, ;
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we have
∑
∣k∣, ∣ℓ∣≤N
1Ω×{0}(ψk,ℓ(ω,0)) = ∑
∣k∣, ∣ℓ∣≤N
1Ω×{0}((σkω, sk(ω) − ℓ))
= #{k ∈ [−N,N] ∶ ∣sk(ω)∣ ≤ N}.
Let u = (u0, u1, . . . ) be the renewal sequence with lifetime distribution
f and let au(n) ∶=∑nk=1 uk.
By (26) and theorem 5, we have that the following conditions (on
f ∈ P(N)) are equivalent:
∃ an > 0 so that Ξ
(ψ)(1Ω×{0}) ≍ an(B1)
Ξ(ψ)(1Ω×{0}) ≍ au(n);(B2)
∞
∑
n=1
(f([n,∞))
Lf(n) )
2
<∞ where Lf(n) ∶= n∑
k=1
f([k,∞)).(B3)
In this case (U) fails.
The above examples show that a conservative, ergodic, infinite mea-
sure preserving Z2 action having a dissipative generator with a maximal
wandering set of finite measure can
● satisfy (U);
● satisfy (Z) while not satisfying (U),
● not satisfy (Z).
It follows from theorem 2 that a a conservative, ergodic, infinite
measure preserving Z2 action having a dissipative generator with a
maximal wandering set of infinite measure cannot satisfy (U), the
other two possibilities being available.
Question. There are conservative, ergodic, infinite measure pre-
serving Z2 actions with both generators conservative. We do not know
which of the above possibilities are available for such an action.
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