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In secondary ion mass spectrometry, the detection of MCs1 clusters (with M an element of the
specimen) under a Cs1 bombardment is frequently used for the quantification of major
elements. Despite some very good results obtained by this method, some problems still
remain. In order to gain some more insight into these problems, the formation mechanism of
the MCs1 clusters is investigated using a Monte Carlo model. It is shown that the majority of
the constituent particles of the formed clusters are initially first or second neighbor atoms at
the surface and that the velocity distribution of the MCs1 clusters becomes broader and
peaked at higher velocities with increasing surface binding energy of the M atom. In addition,
it is demonstrated that the interaction potential between the M and Cs1 particle has no
influence on the velocity distribution of the MCs1 clusters. On the other hand, the cluster
formation probability, defined as the probability that a sputtered M and Cs1 particle will form
a MCs1 cluster, is extremely sensitive to this interaction potential. It is also shown that the
cluster formation probability decreases with increasing surface binding energy. Finally, a good
correspondence is obtained between the calculated and experimental velocity distributions of
MCs1 clusters sputtered from different monoatomic materials. As a consequence, the Monte
Carlo model and the discussed results can be validated. (J Am Soc Mass Spectrom 2000, 11,
650–658) © 2000 American Society for Mass Spectrometry
Quantitative analyses with secondary ion massspectrometry (SIMS) are often hampered by
matrix problems. Because of the variations in
matrix compositions, the ionization probability of the
sputtered particles can change strongly, resulting in
nonlinear calibration curves. It is well known that when
detecting MCs1 molecular ions (where M stands for an
element of the specimen) under a Cs1 ion bombard-
ment, these matrix effects are considerably reduced
[1–6] or even absent. This was ascribed to the formation
mechanism of the MCs1 clusters [7, 8], which is be-
lieved to be an association mechanism consisting of two
steps: implantation of the sample with primary Cs1
ions, followed by cluster formation above the surface
between an individual sputtered Cs1 ion and a neutral
M atom. This association mechanism suggests that the
MCs1 intensity is proportional to the product of the
partial sputter yields of M and Cs1. As a consequence,




with Ip the primary ion current, Ytot the total sputter
yield, CM the atomic concentration of element M, CCs
the atomic Cs concentration, bCs1 the ionization effi-
ciency of Cs, and gMCs1 the cluster formation probabi-
lity between one sputtered M atom and one sputtered
Cs1 ion. Based on this equation, quantification of major
elements is possible if the ratios of cluster formation
probabilities of different elements are constant. Good
results could already be obtained for different semicon-
ductor materials [12, 13]. Unfortunately, for some other
materials many problems remain [14, 15].
In order to gain more insight into these problems, the
MCs1 formation process will be investigated using a
formerly developed Monte Carlo model [16]. The
Monte Carlo model is based on the association mecha-
nism described above and was used to calculate the
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velocity distribution of the MCs1 clusters. A good
correspondence between theory and experiment could
be observed for the MCs1 molecular ions sputtered
from pure Fe and Si samples. As a consequence, the
formation mechanism could be validated.
In this article, the Monte Carlo model is used to gain
some deeper insight into the formation process of the
MCs1 clusters. This is achieved by modifying different
physical parameters in the Monte Carlo model and
comparing the resulting velocity distributions. In addi-
tion, the Monte Carlo model is also used to investigate
the influence of different physical parameters on the
formation probabilities (gMCs1) of the MCs
1 ions. These
are important to understand some remaining matrix
effects.
The present Monte Carlo model shows some diffe-
rences with the earlier reported model. In order to show
these changes and to enhance the clarity of the article,
the Monte Carlo model will first be discussed briefly.
Finally, it should be mentioned that we presented a
similar investigation to study the formation of M2
1
molecular ions [17]. It should also be remarked that
these kind of Monte Carlo procedures were first used
by Snowdon [18], who investigated the energy distri-
butions of neutral clusters.
Description of the Monte Carlo Model
Based on the association mechanism described above,
the Monte Carlo model consists of three steps. In the
first step the sputtering of one M and one Cs1 particle
is simulated. Second, the energy condition for cluster
formation between both particles is evaluated. When
this condition is fulfilled, the velocity of the formed
cluster is calculated in the third step of the model. A
velocity distribution for the MCs1 molecular ions is
obtained by repeating these three steps several times.
At the end of the simulation, the cluster formation
probability is calculated by dividing the number of
formed clusters by the total number of simulated sput-
tered M–Cs1 pairs. The three steps of the model will
now be discussed in more detail.
Simulation of the Sputtering Process
The state wherein the particles M and Cs1 are sputtered
can be characterized using the following six parameters
(Figure 1):
1. the velocity: v
2. the length of the position vector relative to the
place of incidence: r
3. the azimuthal angle of the position vector: wr
4. the polar angle of the emission direction: u
5. the azimuthal angle of the emission direction: we
6. the time of emission relative to the time of inci-
dence: t
If it can be assumed that all these parameters are
uncorrelated (zero correlation), the sputtering process
can be simulated by using a Monte Carlo method,
which determines a random value for each parameter
according to its own probability distribution.
The probability distributions of the different para-
meters used in the Monte Carlo model can be described
as follows:
• The ejection time distribution is assumed to be
equally distributed in the interval [0, tmax], with tmax
within the time of the slow collision sputtering pro-
cess that ends somewhere between 100 fs and 1 ps
after the time of incidence of the primary ion [19].
• The probability function P of the length of the posi-
tion vector of emission is assumed to be Gaussian
distributed: P(r , r0 , r 1 dr) } r exp (2r
2/2s2)dr.
The parameter s defines the width of the distribution
and is estimated using the trim96 program (Ziegler
et al.) [24].
• The azimuthal angle of the position and velocity
vector is assumed to be equally distributed in the
interval [0, 2p]. This corresponds to the distribution
expected for a perpendicular incident primary ion
beam on an amorphous target.
• The velocity distribution of the Cs1 particles is ob-
tained experimentally by transforming the measured
energy distribution using the following relation: fv(v)
} fE(E)v.
• The velocity of the neutral M particles is taken from
the well known Sigmund–Thompson relation [20, 21]
after expressing the kinetic energy in function of the
velocity of the particle [22]:
P~v , vM , v 1 dv!}
v2
~–2
1 mv2 1 Es!
3 v dv
with Es the surface binding energy and m the mass of
the matrix atom.
• The distribution of the polar angle (u) of the velocity
vector is based on Sigmund’s theory [23] which is a
cosinelike distribution: dY/dV } cosp(u), with 1 ,
Figure 1. Parameters used to define the state of the sputtered
particles.
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p , 2. After taking into account a correction for all
solid angles with the particular polar angle, the polar
angular distribution can be written as P(u , ui , u 1
du) } cosp(u)sin(u)du.
This setup differs from the former Monte Carlo
model [16]. The parameters r and wr in the present
model are used to determine the place coordinates of
the sputtered M and Cs1 particle at the sample surface
relative to the impact position of the primary ion. In
addition, these coordinates are used to determine the
distance between both particles. In the former Monte
Carlo model we directly used a probability distribution
to determine the distance between the two sputtered
particles.
The present setup has the advantage that the as-
sumption of zero correlation can directly be expressed
in function of the used parameters. Based on the trim96
program [24], the assumption of zero correlation was
investigated [17]. Only the parameter t could not be
taken into account, because this parameter cannot be
calculated with trim. The trim96 program was used to
simulate the sputtering of a pure Si substrate under a
perpendicular incident Cs1 ion beam with energy of 5.5
keV. The state of the sputtered Si particles was calcu-
lated for 100,000 incident primary ions and transformed
into the former parameters (v, r, wr, u, and we). In
addition, these calculated parameters were used to
investigate the presence of a correlation. Two main
types of correlation could be distinguished:
(a) Intrinsic correlation: correlation between the dif-
ferent parameters of one sputtered particle (e.g., a
correlation between the velocity and the polar angle of
a sputtered particle).
(b) Extrinsic correlation: correlation between para-
meters of particles sputtered during the same sputter
cascade (e.g., a correlation between the velocity of
particles sputtered during the same sputter cascade).
It was found that the presence of an intrinsic corre-
lation could be neglected. An extrinsic correlation was
only present for the parameter r and wr. In a first
approximation this correlation will be ignored. Later on
it will be shown that this does not influence the calcu-
lated velocity spectra of the MCs1 clusters.
Evaluation of the Cluster Formation Condition
In the second step of the model, it is investigated if the
sputtered M and Cs1 particle will form a cluster. This is
done using the interaction potential between the M and
Cs1 particles. The former “hard-sphere” interaction
potential, used in [16], is replaced by a more realistic
one:








In this expression r is the distance between the M and
Cs1 particle. Term A is chosen such that the interaction
potential has its minimum for r 5 a0, with a0 the
equilibrium bond distance between the M and Cs1
particle. Term B is the London’s formula for the van
der Waals term [25] with aM and aCs1 the polariz-
abilities of the M and Cs1 particle, respectively. IPM
and IPCs1 are the respective ionization potentials.
Term C is the contribution of the ion–induced dipole
interaction [26].
The determination of the cluster formation condition
can be considered a two-dimensional problem. Because
the interaction potential is a central force, this problem
can be reduced to a one-dimensional problem by intro-
ducing the effective interaction potential Ueff(r) [27]:
Ueff~r! 5 U~r! 1
L2
2mr2
with L the angular moment and m the reduced mass of
the cluster. The second term is the centrifugal term and
takes the rotational effects of the cluster into account
[notice that Ueff(r) can have a maximum due to this
term]. As can be observed, the effective interaction
potential is only defined at the moment that the second
particle is sputtered because at that moment L is de-
fined. In order to evaluate the cluster formation, it is
assumed that the formation process is an elastic process.
Under this assumption, formation is only possible if




with r0 the separation between the two particles at the
moment of sputtering of the second particle. The second
term is the radial relative kinetic energy between the
two particles. In the Monte Carlo model, this cluster
formation condition is evaluated using a numerical
method because an analytical solution is not possible.
Calculation of the Cluster Velocity
When the cluster formation condition is fulfilled, the
velocity of the formed cluster is calculated in the third
step of the model. This is done using the center of mass:
vMCs1 5 uvWMCs1u 5 UmMvWM 1 mCsvWCs1mM 1 mCs U
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with mM and vWM the mass and velocity vector of the
neutral M particle and mCs and vWCs1 the mass and
velocity vector of the Cs1 ion.
Experimental
All experiments were performed on a CAMECA ims5f
instrument. Cs1 primary ions were accelerated to 10
keV and were raster scanned across an area of 250 by
250 mm. The sample potential was set to 4.5 kV resulting
in an impact angle of 42°. In order to obtain high
resolution energy profiles, some hardware modifica-
tions were carried out to make it possible to change the
sample offset in steps of 0.5 V. In combination with the
use of a contrast aperture of 50 mm, a transfer lens of 250
mm, and an energy slit of 1 eV, energy profiles with a
resolution less than 2 eV could be measured. Crater
edge effects were eliminated using a field aperture of
750 mm. The measured energy profiles were corrected
for the instrument transmission. This is a crucial point
and shall be explained in more detail:
Depending on the energy of the sputtered particles,
the maximum emission angle am which is transmitted
by the contrast aperture, is given by [28]
amax 5 asin S d8gD ˛qVE D (1)
with d the diameter of the contrast aperture, D the
distance between sample and extraction plate, g the
magnification factor of the transfer optics of the instru-
ment, q the ion charge, V the extraction potential, and E
the secondary ion emission energy. As a consequence,
the acceptance solid angle of the instrument can be
written as
S 5 2p~1 2 cos amax! (2)
By combining 1 and 2, the acceptance solid angle in
function of the ion energy can be calculated to be
proportional to
S~E!}1 2 ˛1 2 d264g2D2 qVE (3)
If the emission angle was isotropic distributed, the
corrected energy distributions could directly be ob-
tained by dividing the measured spectrum by this solid
angle function. However, the distribution of the emis-
sion angle is not isotropic but is a cosinelike function.
Nevertheless, under the experimental conditions used
this correction procedure might still be used for ions
with energies larger than 1 eV. This can be understood
as follows. It can be calculated with 1 that the maximum
transmitted emission angle for ions with an energy of 1
eV is equal to 10.7°. This angle will be smaller for ions
with higher energies. This means that if the emission
angle is distributed according to a cosine function, the
differential flux within the maximum accepted solid
angle varies only with cos(10.7°)/cos(0°) 5 2%, which
is almost isotropic. Therefore, the relative transmission
of ions with energies larger than 1 eV can be approxi-
mated by their acceptance solid angle. As a conse-
quence, if only energy distributions starting from 1 eV
are considered, a correction for the transmission can be
applied by dividing the measured spectra by 3. Notice
that this approach is no longer valid if the contrast
aperture is too large.
Finally, in order to obtain a velocity distribution, the
corrected energy distribution is transformed using the
relation fv(v) } fE(E)v. Statistical fluctuations are elim-
inated using a least square fitting procedure.
Results and Discussion of the Calculated
Velocity Distributions
First, the Monte Carlo model is used to calculate the
velocity distribution of the FeCs1 molecular ions sput-
tered from a pure Fe solid. The parameters used for the
calculation are given in Table 1. The parameter a0 is
approximated by the sum of the radii of the neutral Fe
and Cs atoms. The radius of the Cs1 ion is not used
because according to the Pauli principle no overlap
with the outermost filled shell of the Cs1 ion is allowed.
This same approximation is also applied for ionic
clusters [29]. The parameter p is set to 1. The parameter
s is estimated using the trim96 program. The ionization
potentials are taken from literature [30] as well as the
polarizability of the Fe and Cs1 particles [30] and the
surface binding energy [31]. The value of the parameter
tmax will be discussed later.
Based on these parameters, the FeCs1 velocity dis-
tribution is calculated. Figure 2 shows the result to-
gether with the used velocity distributions for the
sputtered Cs1 and Fe particles. Notice that the velocity
distribution of the Cs1 ions forms the experimental
input in the model. The influence of the different
parameters on the calculated velocity distribution will
be investigated in the next section. After that, the
calculated velocity distribution will be compared with
experiment.
Table 1. Parameters used for the Monte Carlo calculation of
the velocity distribution of the FeCs1 molecular ions sputtered
from a pure iron sample
Parameter Value Reference
a0 (Å) 4.03 [29]
p 1 —
s (Å) 5 —
IPFe (eV) 7.87 [30]





Es (eV) 4.31 [31]
tmax (fs) 50 —
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Influence of the Parameters s, p, and a0
The parameters s (defining the width of the distribution
of the length of the position vector), p (defining the
cosine-like distribution of the polar angle), and a0 (the
equilibrium bond distance between the M and Cs1
particle) need to be estimated in the model. To evaluate
the influence of an incorrect estimation of these para-
meters, the velocity spectrum of the FeCs1 ions is
calculated for different values for each of these para-
meters. The rest of the parameters are kept constant
(Table 1). Three different s values are used: s 5 5, 15,
and 25 Å. The parameter p is increased from 1 up to 2
and the parameter a0 is increased and decreased by 0.55
Å. It can be observed that all these changes have no
influence on the shape of the calculated velocity spectra.
Because of the fact that the parameter s has no
influence on the calculated distribution, it can also be
concluded that the intrinsic correlation of the parame-
ters r and wr do not influence the shape of the calculated
velocity spectrum, because introducing a correlation
between these parameters has the same effect as chan-
ging the parameter s.
Influence of the Parameter aM
Although the value for aFe is well known, the influence
of this parameter is also investigated in order to check
the influence of the interaction potential on the calcu-
lated velocity distribution. Three different values for aFe
are used: aFe 5 4, 8.4, and 12 Å
3. As can be observed
from Figure 3, these variations induce a large change in
the interaction potential. However, no influence on the
calculated velocity spectra can be observed (Figure 4).
Consequently, it can be concluded that the interaction
potential between the Fe and Cs1 particle is not critical
in the calculation of the shape of the velocity distribu-
tion.
Influence of the Parameter tmax
As shown before, the parameter tmax determines the
time interval in which a particle can be sputtered after
the incidence of a primary Cs1 ion. This parameter is
important in the Monte Carlo model because it influ-
ences the time difference between the sputter events of
the Fe and Cs1 particle: the larger tmax, the larger the
time difference can be.
As with the previous parameters, the influence of the
parameter tmax is investigated by calculating the velo-
city distribution of the FeCs1 particles for different
values of tmax while taking the rest of the parameters as
in Table 1. Three different values for tmax, all lying in the
time interval of the slow collision process, are used:
tmax 5 0, 50, and 300 fs. The corresponding velocity
distributions are shown in Figure 5. It can be observed
that the shape of the calculated distribution for tmax 5 0
fs is almost identical to the one for tmax 5 50 fs. When
tmax is increased to 300 fs, the width of the spectrum
Figure 2. Calculated velocity distribution of the FeCs1 molecular
ions sputtered from a pure Fe sample together with the velocity
distributions of the sputtered Cs1 and Fe particles. The parame-
ters used for the calculation are given in Table 1.
Figure 3. Potential between the Cs1 and Fe particle for different
values of aFe (Å
3).
Figure 4. Calculated velocity distributions of the CsFe1 molec-
ular ions sputtered from a pure Fe sample for different values of
aFe: aFe 5 4, 8.4, and 12 Å
3. The other parameters are the same as
given in Table 1.
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decreases and the peak is shifted to lower velocities.
Intuitively this can be understood as follows. Consider
two neighboring particles sputtered at the same mo-
ment (tmax 5 0). Because they are still neighbors at the
moment of the sputtering, a high cluster formation
probability can be expected. However, when tmax be-
comes large, the mean time between the two sputter
events will increase. As a consequence, the first sput-
tered particle might have traveled a large distance
before the second particle is sputtered. This increases
the separation between the two particles and reduces
the cluster formation probability. Because this effect
will be more pronounced when the velocity of the first
particle is large, it can be expected that the cluster
formation probability decreases more for particles with
a high velocity when tmax increases, which is in agree-
ment with the observed behavior.
As a consequence, the calculated velocity distribu-
tion is influenced by the parameter tmax if tmax becomes
larger than 50 fs. Despite the fact that the slow collision
process takes more than 50 fs, it is assumed that tmax is
equal to or smaller than 50 fs so that the velocity
distribution is independent of tmax. Physically, this
means that we assume that there is a time correlation
between the sputtered particles of the cluster. In order
to make this assumption plausible, the distribution of
the initial distance between the constituent cluster par-
ticles at the sample surface is calculated. Figure 6 shows
this distribution for each value of tmax. It can be
observed that when tmax increases, the width of the
distribution becomes slightly larger. This is understood
by the fact that when two initially far-separated parti-
cles are sputtered, the first sputtered particle can ap-
proach the second one before it is sputtered if tmax is
large. As a consequence, cluster formation between
such particles becomes more probable for large tmax
values. However, it can be calculated that even for
tmax 5 300 fs, more than 80% of the constituent particles
of the formed clusters are initially first or second
neighbor atoms at the surface. Consequently, these
particles are probably originating from the same sputter
cascade resulting in small time differences between the
sputtering events.
Influence of the Parameter Es
The FeCs1 velocity spectrum is also calculated for
different Es values, Es 5 2, 4.3, and 8 eV, whereas the
other parameters are kept constant (Table 1). Figure 7
shows the results of these calculations. It can be ob-
served that with increasing Es value, the width of the
calculated spectra increases and the peak shifts to
higher velocities. This results in an increase of the mean
velocity of the sputtered clusters with increasing Es
value and can be explained using the cluster formation
condition discussed earlier. According to these condi-
tions, cluster formation is only possible if the velocity
Figure 5. Calculated velocity distributions of the CsFe1 mole-
cular ions sputtered from a pure Fe sample for different values of
tmax: tmax 5 0, 50, and 300 fs while the other parameters are the
same as given in Table 1.
Figure 6. Calculated distributions of the initial distance between
the cluster particles of the FeCs1 clusters at the sample surface,
calculated for three values of tmax: tmax 5 0, 50, and 300 fs.
Figure 7. Calculated velocity distributions of the FeCs1 mole-
cular ions sputtered from a pure Fe sample. The calculations are
done for three different values of Es: Es 5 2, 4.31, and 8 eV while
the other parameters are the same as given in Table 1.
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difference between both particles is small. As a conse-
quence, it can be stated that in a first approximation
cluster formation will be favored for these velocities for
which the overlap between the velocity distributions of
the Cs1 and the Fe particles is maximum. Figure 8
shows this overlap for different Es values. It can be
observed that this overlap is peaked at higher velocities
and becomes broader if the parameter Es increases. This
is in accordance with the observed behavior of the
calculated velocity spectra of the MCs1 clusters.
Comparison with Experiment
From the parameter influences discussed above, it can
be concluded that only the surface binding energy Es
influences the shape of the calculated velocity spectra.
Hence, the question rises does there exist an Es value
giving good agreement between experiment and the-
ory. By trying different Es values, it can be found that
the calculated velocity distribution of the FeCs1 clusters
shows good agreement with experiment when using a
surface binding energy of 4.7 eV. As can be observed
from Figure 9, both the peak position and the width of
the calculated spectrum correspond well with the ex-
perimental data. It can also be established that the fitted
Es value is in good agreement with the surface binding
energy published in literature (4.3 eV [31]).
A similar treatment is applied for the AlCs1, GeCs1,
SiCs1, and ZnCs1 clusters sputtered from the respec-
tive pure solids. Like for the FeCs1 clusters, the param-
eter tmax is chosen to be equal to 50 fs. Good agreement
between the experimental and calculated velocity dis-
tribution can be obtained when the surface binding
energies reported in Table 2 are used. The values
reported in literature are also tabulated. A good corre-
spondence between both values can be observed. As a
consequence, the Monte Carlo model with the dis-
cussed parameter influences can be validated.
Finally, it is shown experimentally that the mean
velocity of the MCs1 clusters increases with increasing
Es value, as is predicted in the previous section. This
can be done by calculating the mean velocities of the
FeCs1, AlCs1, GeCs1, SiCs1, and ZnCs1 clusters sput-





These mean velocities are compared with the surface
binding velocity, defined as
vs 5 ˛2Esm
This parameter is used instead of the surface binding
energy in order to take the differences in atomic masses
into account. As can be observed from Figure 10, an
increase in mean velocity is correlated with increasing
surface binding velocity which is also in accordance
with our model. A similar phenomenon was also found
experimentally by Mootz et al. [35] for a different set of
samples.
Figure 8. Overlap between the velocity distributions of the Cs1
ions and the neutral Fe particles for different surface binding
energies: Es 5 2, 4.31, and 8 eV.
Figure 9. Experimental and calculated velocity distribution of
the FeCs1 molecular ions sputtered from a pure Fe sample. The
calculation is performed using a surface binding energy of 4.7 eV
and the other parameters are as given in Table 1.
Table 2. Surface binding energies for which a good
correspondence between theory and experiment exists, together






Fe 4.7 4.3 [31]
Al 3.7 3.6 [32]
Ge 8 7.63 [20]
Si 7.8 7.8 [33]
Zn 1.3 1.35 [34]
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Results and Discussion of the Calculated
Formation Probabilities
The Monte Carlo model is also used to calculate the
formation probability (gMCs1) by dividing the number
of formed clusters by the total number of simulated
sputtered M–Cs1 pairs. It has to be mentioned that a
comparison of these values with experiment has no
sense because there are different unknown parame-
ters in the model, which are critical for the calculation
of the cluster formation probability. Therefore, we
will limit the discussion in this section to the inves-
tigation of the influence of the parameters s, tmax, aFe,
and Es on the cluster formation probability of the
FeCs1 clusters (gFeCs1) sputtered from a pure Fe
sample. Table 3 shows the formation probabilities
calculated for different values of these parameters
while keeping the rest of the parameters the same as
in Table 1.
It can be observed that in contrast with the velocity
distribution, the cluster formation probability is
strongly influenced by the parameter s. A decrease of
gFeCs1 with a factor 19 is observed when the parameter
s increases from 5 to 30. This strong effect can be
explained by the fact that an increase of the parameter
s increases the mean distance between the sputtered
particles at the sample surface. As a consequence, the
formation conditions are much less satisfied resulting in
the decrease of gFeCs1.
When we increase the parameter tmax, from 0 to 300
fs, a similar but much less pronounced behavior can be
observed. The cluster formation probability gFeCs1 is
found to decrease with a factor 1.35. This can be
explained by an increase of the mean time difference
between both sputter events when tmax increases.
Hence, the first particle might be separated too far when
the second particle is sputtered.
Furthermore, it can also be established that in con-
trast to the velocity distribution, the cluster formation
probability is strongly influenced by the parameter aFe.
This parameter is changed in order to investigate the
influence of the depth of the M–Cs1 interaction poten-
tial on the cluster formation probability. The parameter
aFe is changed from 4 to 12 Å
3 resulting in an increase
of the depth of the interaction potential from 0.11 to 0.34
eV (Figure 3). It can be observed that this change
increases the parameter gFeCs1 with a factor of 48. As a
consequence, the cluster formation probability is ex-
tremely sensitive to the binding energy of the MCs1
cluster.
Finally, it can also be observed that the parameter Es
has an important influence on the cluster formation
probability. A decrease of gFeCs1 with a factor 4.5 is
found when Es is increased from 2 to 8 eV. This can be
understood in terms of the overlap of the velocity
distributions of the Cs1 and Fe particles in function of
the surface binding energy (Figure 8). It can be estab-
lished that when the surface binding energy increases,
the overlap shifts towards higher velocities. As a con-
sequence, an equal deviation in emission direction will
in general result in a much higher relative kinetic
energy for two particles with a same velocity. This will
decrease the cluster formation probability. Further-
more, it can be calculated that the surface beneath the
overlap function becomes smaller with increasing sur-
face binding energy. Hence, the probability that two
sputtered particles have the same velocity becomes
lower when the surface binding energy increases. This
results also in a decrease of the cluster formation
probability.
It can be concluded that all four parameters (s, tmax,
aFe, and Es) have an influence on the cluster formation
probability. This fact might be responsible for some of
the remaining problems with the MCs1 quantification
technique.
Figure 10. Mean velocity of MCs1 clusters sputtered from dif-
ferent monoelemental materials in function of the surface binding
velocity. The points are in the following sequence: Zn, Fe, Ge, Al,
and Si.
Table 3. Calculated cluster formation probabilities of FeCs1 clusters (gFeCs1) for different values of the parameters aFe, s, tmax, and
Es while keeping the rest of the parameters the same as in Table 1
s (Å) gFeCs1 tmax (fs) gFeCs1 aFe (Å
3) gFeCs1 Es (eV) gFeCs1
5 1.43 3 1023 0 1.46 3 1023 4 4.87 3 1025 2 3.06 3 1023
15 1.78 3 1024 50 1.43 3 1023 8.4 1.43 3 1023 4.31 1.43 3 1023
30 7.66 3 1025 300 1.08 3 1023 12 2.36 3 1023 8 6.75 3 1024
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