ABSTRACT Neural network models are popularly used in Chinese word segmentation task. The capsule architecture is proposed recently which has solved some defects of convolutional neural network. In this paper, we first introduce the capsule architecture to Chinese word segmentation. We utilize capsules as neural units. Before doing routing algorithm, we make a sliding capsule window to select the features which are extracted from the primary capsule layer. The sliding capsule window is proposed to adapt the capsule architecture to the sequence labeling task. The experiment results show that our proposed capsules based Chinese word segmentation model achieves competitive performances with the previous state-of-the-art methods. Ancient Chinese medical books record a lot of valuable experiences from the ancient medical workers. However, the research about the automatic text analysis on ancient Chinese medical documents is just a beginning. Due to the lack of the annotated data for Chinese medicine, we develop the word segmentation guideline for the ancient Chinese medical documents and select 10 genres, 30 ancient Chinese medical books to set up the annotation dataset. And with the annotated data, we develop the segmenter for the ancient Chinese medical text. Experiments show that the F 1 measures of our model on the two datasets are 94.9% and 81.4% on Chinese Treebank6.0 and Ancient Chinese Medical Books, respectively.
I. INTRODUCTION
Nobel laureate Yoyo Tu was inspired by the ancient Chinese medical book and successfully extracted artemisinin [40] . A lot of valuable medical experiences are recorded in the ancient Chinese medical books. However, the automatic text analysis on the ancient Chinese medical books is in the initial stage. The annotation work is very hard. Because this processing needs the knowledge from ancient Chinese, Chinese medicine and Chinese natural language processing. Some work has been done on the ancient Chinese texts. Wang et al. [22] shows the sentence segmentation in ancient Chinese text with a neural network language model. Wang and Li [31] and Shi et al. [32] improve the accuracy and efficiency of the automatic word segmentation for ancient Chinese. Long et al. [23] presents a named entity recognition (NER) system with a conditional random fields (CRFs) model for Chinese novel in the Ming-Qing dynasty. Word segmentation is still the basic step for the ancient Chinese medicine text analysis. Chinese word segmentation is usually deemed as the character-based sequence labeling task [10] .
Until now, Chinese word segmentation task has got a lot of improvement especially on large modern Chinese corpora, such as Chinese Treebank (CTB). Some of researches achieve more than 95% accuracy on the recognized datasets [8] , [12] , [17] . Linear models with traditional methods such as Maximum Entropy (ME) [24] , structured perception [4] , [25] , CRFs [11] , [26] with hand-crafted features have obtained good performances, however, feature engineering is very labor intensive.
Deep neural network is widely used in natural language process (NLP) tasks. Feed-forward neural network [2] , tensor neural network [5] , gated recursive neural network (GRNN) [9] , long short-term memory (LSTM) model [3] , combination of LSTM and recurrent neural network (RNN) [3] , convolutional neural network (CNN) [8] are applied for Chinese word segmentation task. However, Sabour et al. [1] indicates that, in the convolutional neural networks, there are some exponential inefficiencies that may lead to their demise. And a novel neural network is proposed by [1] named capsule model. The proposed capsules can avoid the exponential inefficiencies by converting pixel intensities into vectors as mentioned in [19] . Capsules could be a remedy for defects of CNN model which CNN with max pooling could not be full use of character information. The capsule architecture model with routing mechanism [1] is proved effective on digital handwritten recognition task. In this paper, we adapt the capsule architecture to the sequence labeling task to realize Chinese word segmentation.
Our proposed capsules-based model performs the Chinese word segmentation task as the following steps: Firstly, we embed Chinese characters through a embedding layer. Secondly, we employ a convolutional neural network to extract hidden local features. After the hidden local feature extraction, these features are sent to a primary capsule layer. The outputs of the primary capsule layer are vectors with more abstract features. A capsule window is used to select the features from the primary capsule layer. The sliding capsule window helps adapt the capsule architecture to the sequence labeling task. And then the selected features multiplied by a weighted matrix are put into the routing algorithm. Next, the outputs of the routing algorithm come into a tag capsule layer whose output is a classification probability for each character. Finally, a tag inference layer is employed to calculate the sentence-level score for tag sequences.
In order to obtain the training data for the ancient Chinese medical books, we annotate 10 different types of medical books of Qing dynasty based on the existing facts and semantic changes for word segmentation task. Figure 1 enumerates some examples. In these medical books, there are a lot of terminologies about traditional Chinese medicine. The terminology segmentation is the most difficult part during the annotation. We segment the terminologies based on 17 semantic types, such as physiology, symptom, syndrome, pathological factors, pathological products, efficacy, method of treatment, channel/meridian and acupuncture points, four diagnostic methods, traditional Chinese drug, prescription, nature and flavor, toxicity, processing, contraindications, decoction method, and proprietary words in Chinese medicine. Then we use the annotated data 1 to train a segmenter for the ancient Chinese medicine with the proposed capsules-based model.
The contributions of our paper are three-fold: (1) We first introduce the capsule architecture to the character-based sequence labeling task, Chinese word segmentation. (2) We set up the annotated ancient Chinese medicine dataset for the word segmentation task. (3) The proposed capsules-based Chinese word segmentation model has achieved competitive performances with the previous 1 The detailed annotation guideline can be obtained from [30] . If you want to get the dataset, please email to zhuyan166@126.com state-of-the-art models. And the ancient Chinese medical book segmenter obtains the acceptable performance.
II. RELATED WORK
There are some annotated datasets in different domains for Chinese word segmentation task, such as CTB [36] including a lot of news documents, patent [37] , the novel zhuxian [38] and ancient Chinese medical books (ACMB) [30] .
Many machine learning methods such as SVM [42] , bayesian method [33] - [35] , CRFs [43] , ME [44] and some deep learning models [45] - [48] are proposed. Since [10] first proposes that Chinese word segmentation task could be considered as a sequence labeling problem, many researches develop their models under the sequence labeling framework.
Some traditional methods based on hand-crafted features proposed for Chinese word segmentation are as follows. The character-based representation is combined with sequential learning models such as Maximum Entropy Markov models [10] , [24] and CRFs [11] , [26] . The word-based model [15] uses perceptron learning techniques. Sun [7] combines character-based with word-based techniques.
Various neural models have been used for Chinese word segmentation. Zheng et al. [2] first applies feed-forward neural network to Chinese word segmentation task. Pei et al. [5] builds a tensor neural network modeling the interaction between the local context and the previous tag. Chen et al. [3] uses a LSTM model to capture long-range dependencies in the sentence. Chen et al. [9] also proposes a GRNN to explicitly model the combinations of the characters in a fixed window. Zhang et al. [14] uses a transition based neural model leveraging both character embeddings and full-word features. Xu and Sun [12] collects local features by Bi-LSTM network and combines them to long distance dependencies via GRNN. Cai and Zhao [16] makes an attempt to re-formalize Chinese word segmentation as a direct segmentation learning task and build a neural network to evaluate the relative likelihood of different segmented sentences. Wang and Xu [8] uses a CNN model containing five convolutional layers to improve the performance of Chinese word segmentation. VOLUME 6, 2018 Capsule is first mentioned in [19] and then Sabour et al. [1] proposes a capsule model. In the capsule model, routing algorithm replaces max-pooling in CNN and the scalar outputs of CNN are displaced by vector outputs. Some researchers make a further improvement. Xi et al. [20] further tests on a capsule network with a higher dimensionality on CIFAR dataset. Hinton et al. [29] proposes a new iterative routing procedure between capsule layers based on EM algorithm. There are also some successful attempts to adapt the capsule model for other fields. Zhang et al. [21] generalizes the existing routing methods within the framework of weighted kernel density estimation. Zhao et al. [18] applies the capsule model to the text classification task.
Although there are a few contributions to Chinese word segmentation in the field of ancient Chinese medicine, some automatic word segmentation work for ancient Chinese has been done [22] , [23] , [31] , [32] .
III. ARCHITECTURE OF CAPSULES BASED WORD SEGMENTATION MODEL
The architecture of capsules based word segmentation model is shown in Figure 2 . The architecture consists of the embedding layer, the convolutional layer, the primary capsule layer, the tag capsule layer, and the tag inference layer.
A. CHARACTER EMBEDDING
We employ an embedding layer to represent input characters into distributed vector firstly. For a sentence with n characters, the sentence is represented as:
where x i ∈ R d is the embedding of the i-th character and ⊕ is the concatenation operator.
B. CONVOLUTIONAL LAYER
Then, we adopt the convolutional layer as the feature extracted layer to extract the hidden local feature c i in Equation 2. A filter with a window size of w is represented as m ∈ R w×d , and d is the embedding size. Let
refer to the concatenation of w characters in a sentence. A feature c i is generated as:
where ⊗ is the convolution operator, b ∈ R is a bias term and f is an ReLU activation because ReLU is proved effectively on training deep networks [41] .
C. ROUTING BETWEEN PRIMARY CAPSULE LAYER AND TAG CAPSULE LAYER 1) PRIMARY CAPSULE LAYER
The primary capsule layer with primary capsules is a modified convolutional layer whose output is vector rather than scalar. We execute the convolutional computation for t times but not only once. In this paper, we set t as 8. Every convolutional computation gets one scalar feature. And then several 
where v j is the vector output of the capsule j and s j is a total input.
2) TAG CAPSULE LAYER
There are four tags per Chinese character in Chinese word segmentation task. The four tags are B, M , E, S which indicate that the location of a Chinese character in a word. Each tag capsule is represented by a 16 dimensional vector in the tag capsule layer. The vector represents the properties of each character. There is a critical property described as the 
probability of the entity [1] . The probability of the entity is computed by the length of tag capsules with the squash function as mentioned in Equation 3 . The squash function can ensure that the length of long vectors is slightly less than 1 and short vectors is close to 0.
3) ROUTING
The routing algorithm is shown in Algorithm 1. The routing algorithm is executed between two capsule layers, the primary capsule layer and the tag capsule layer. Before routing, we utilize a capsule window to select the features which are extracted from the primary capsule layer. The matrix u i which is used to calculate the input of routing algorithm as mentioned in Equation 4. The matrix u i is expanded with the larger capsule window size. The features extracted from the primary capsule layer for one Chinese character are relevant to around characters.
The routing process mainly contains two equations as mentioned in Equation 4 and 5. The first step is to compute a capsule s j without coupling calculation. And each capsule in the primary capsule layer makes a contribution during the computation. Then the coupling coefficients c ij are applied for getting tag capsules.
where the c ij are the coupling coefficients determined by a routing softmax as mentioned in Equation 5 . b ij are the log prior probabilities that the capsule i and the capsule j should be coupled together.
D. TAG INFERENCE
There are dependencies between character tags in a sentence. For example, we use S, B, M , E as our labels, and it is impossible for a character labeled B to follow a character labeled B or M . We introduce a transition score A ij for jumping from i ∈ T to j ∈ T tags in successive characters. We use the scoring function for tag inference as mentioned in [2] . For an input sentence with n characters, the sentence-level score for a tag sequence y is then given as:
where y t is the tag of the t-th character and max j∈T ( v j ) 2 is the most likely label for tag y t by network computing. We also utilize Viterbi algorithm to get the highest scoring sequence in the end.
E. MARGIN LOSS
The prediction for a character class is dependent on the length of the vectors. The length of the vectors representing the probability of the classes is compressed in the interval [0, 1] through the squash function. The margins m + and m − stand for the correct label and the wrong label respectively. The network is trained by minimizing the margin loss as:
where T c = 1 if the category of a tag c is true. Margins m + = 0.9 and m − = 0.1 in our proposed model. λ is a weight which is less than 1. λ is used to stop initial learning from shrinking lengths of all activity vectors. We set 0.5 to λ in our proposed model.
IV. EXPERIMENT
In this section, we firstly introduce the details about two datasets, CTB6.0 and ACMB, which we use in the experiments. Secondly, we present the parameters of two neural network models, the proposed capsules-based model and the baseline CNN-LSTM model respectively. Then, we compare our capsules-based model with the baseline CNN-LSTM model and the previous state-of-the-art methods [2] , [3] , [5] , [9] on CTB6.0 dataset. Finally, we evaluate our capsules based Chinese word segmentation model on ACMB dataset.
A. DATASETS
The statistics of CTB6.0 and ACMB are shown in Table 2. CTB6.0 dataset is widely used on Chinese word segmentation task. We divide the dataset into training, development and test sets as mentioned in [39] .
For ACMB, we select part of the contents from 30 Chinese medical books. Part of the 30 selected books are listed in Table 1 . The selected books cover about 10 genres such as herbals, prescription, warm disease, internal medicine, surgery, gynecology, pediatrics, ENT dept, acupuncture and tuina, and medical record. We annotate the data following the segmentation guideline mentioned in [30] . ACMB is different from the existing large-scale corpora, such as CTB. There are some differences between modern Chinese language and ancient Chinese language, such as grammar, word type, phonetics and rhyme. For example, double syllable words in modern Chinese language have higher frequencies while single syllable words with higher frequencies in ancient Chinese VOLUME 6, 2018 language. Figure 3 shows the statistics on the number of single syllable words, double syllable words and the others. The subject is usually omitted in ancient Chinese language. The meaning of some characters is changed in tune with the times. Figure 4 gives an example about the different meanings of the same characters sequence. In ACMB dataset, the underlined two words (pungent) and (bitter) which are used to describe the nature of Chinese medicine. The underline word (hard) in CTB6.0 dataset translates as toilsome and laborious. Until now, the size of ACMB dataset is still not large enough. The annotation work still continues.
B. CAPSULES-BASED MODEL
In this section, we introduce the detailed parameters and parameters adjustment of the proposed capsules-based model. Following the common settings in Chinese word segmentation task and the capsule network model [1] , the embedding size is set as 256 and the size of feature maps is 256 as well. In the primary capsule layer, the number of capsules is 32 and the vector dimension is 8. The window size and the number of routing iterations are optimized in sets 1, 2, 3, 4, 5, 6, 7 and 1, 2, 3, 4, 5 respectively. When window size is set as n, the size of matrix used to calculate the input of the routing algorithm is 32×n. The output in the tag capsule layer is set as 4, because there are four categories in this task. All the values in the matrices are initialized randomly between -0.01 and 0.01. All the parameters are listed in Table 3 .
1) DROPOUT WITH DIFFERENT RETAINING PROBABILITIES
For the capsules-based model, dropout is set in embedding layer, convolutional layer and primary capsule layer. First we only adopt dropout in embedding layer and convolutional layer on the two datasets. Figure 5 (a) and Figure 5(b) shows the curve graphs with different dropout rates, probabilities of dropping a hidden unit in dropout method, on CTB6.0 and ACMB respectively. We could see the F 1 measures rise to a peak value when the dropout rates are 0.3 and 0.4 respectively and then the F 1 measures decay. Then we apply dropout to primary capsule layer just on CTB6.0 dataset. Figure 5(c) shows applying dropout to primary capsule layer induces a negative effect.
2) CAPSULE WINDOW
In order to adapt the capsule architecture to the sequence labeling task, we make a sliding capsule window to select 70878 VOLUME 6, 2018 the features which are extracted from the primary capsule layer. We make an experiment to learn how different capsule window sizes affects the word segmentation performances on the two datasets. Figure 5 (d) and Figure 5 (e) reveal that with the larger capsule window size, the performances of word segmentation are decreasing until the capsule window is big enough. The experiment indicates that 6 is an big enough window size in our model. Although the performance increases, the improvement is tiny. As a consequence, we just set our capsule window size as 1 for further experiments.
3) ROUTING ITERATION
Figure 5(f) shows the model performances with different routing iterations. We set the number of iterations to 1-5 to investigate the performance and time consumption of our proposed model. When the number of routing iterations is 5, the best results are obtained while the computation load is the heaviest. We make a tradeoff between the performance and the time consumption, and set routing iterations as 3 in our proposed model.
C. CNN-LSTM MODEL
The CNN-LSTM model is selected as the baseline in this paper. The baseline CNN-LSTM model consists of an embedding layer, a convolutional layer with k-max pooling, a Bi-LSTM layer and a tag inference layer. In convolutional layer, filter windows are selected as 1 to 5. The size of feature maps is 200. Other hyper-parameters are shown in Table 3 . The model is trained for 32 epochs with early stop. Dropout is a simple but effective method to avoid over-fitting for training neural networks [6] . We investigate and evaluate four different dropout strategies on the CTB6.0 development set as follows:
1) dropout in embedding: Similar to the denoised autoencoder [27] , we first adopt dropout in character embeddings. The main idea is that the corrupted input forces the model to learn more robust features and prevents the model from simply learning the identity. According to our experiment results shown in Figure 6(c) , the dropout rates from 0.1 to 0.25 get better performance. We use the dropout rate of 0.2 in our model. 2) dropout in CNN output: From Figure 6(d) , dropout in the output of CNN network slightly improves the performance with the dropout rates from 0.2 to 0.3. 3) dropout inside LSTM unit: We also try to dropout inside LSTM unit according to the method from [28] , but it does not show any significant improvement as shown in Figure 6 (e). 4) dropout in LSTM output: Figure 6 (f) indicates that 0.6 brings best performance. So we select the dropout rate of 0.6 on the output of the LSTM.
2) COMBINATION OF DIFFERENT DROPOUT STRATEGIES
In this section, we combine the different dropout strategies. Based on the results shown in Figure 6 , we select different dropout strategies to add the Chinese word segmentation model at the same time. The dropout inside LSTM unit does not perform well. So we do not consider this strategy during VOLUME 6, 2018 the combination investigation. In this paper, we show the following four kinds of combination strategies:(1) dropout in embedding + CNN output; (2) dropout in embedding + LSTM output; (3) dropout in CNN output + LSTM output; (4) dropout in embedding + CNN output + LSTM output.
During the experiments, we set up the same dropout rate of 0.6 for the sake of argument and use a simple model without k-max pooling. As shown in Figure 7 , the performances of different dropout combination strategies among embedding, CNN output and LSTM output layers are given. We can see that the performance of dropout in ''embedding + CNN output + LSTM output'' is the worst. The more layers with dropout do not lead to a better result. The dropout in embedding + LSTM output obtains the best performance.
In Figure 8 , the results of dropout in embedding only and dropout in embedding and LSTM output are similar. But the results of dropout in embedding and LSTM output are always increasing. In our model, we use dropout in embedding and LSTM output based on the result from Figure 7 and Figure 8 . We use k-max pooling in CNN output. Figure 6(b) shows the performance of our model with dropout and without dropout on the development set. The dropout method significantly improves the performance of our model and makes the training more stable.
3) MULTI-SCALE LOCAL FEATURES
In this section, we investigate the effectiveness of differentscaled and different-ranged features in CNN. We train CNN with different window range and window scales. The hidden size of each CNN is kept the same in order to mitigate the effect of different model complexity. The results are shown in Figure 9 (a) and 9(b). From Figure 9 (a), we find that the F-score increases as the window size grows, and a window size of over 5 characters dose not show significant improvement. As shown in Figure 9 (b), the performance of CNN increases as the scale variety grows.
D. RESULT ANALYSIS 1) EXPERIMENTS ON CTB6.0
We compare the proposed word segmentation model with the previous methods on CTB6.0 dataset. Results on CTB6.0 development set with variable models are shown in Table 4 . From Table 4 , we can see that the proposed capsules based Chinese word segmentation model obtains the best result. Table 5 presents the performances of the word segmentation models on the CTB6.0 test set. The performance of the proposed capsules based Chinese word segmentation model is still beyond the state-of-the-art models. The proposed model shows the stable improvement on the baseline CNN-LSTM model. Figure 10 shows a case study about the word segmentation results from different models on CTB6.0 dataset. The difficulty of segmentation is out-of-vocabulary words, such as (department of electrical engineering office) in the example. The correct segmentation way is to segment the phrase (department of electrical engineering office) into (department of electrical engineering) and (office). CNN model makes a mistake in segmenting first part and CNN-LSTM model completely mistakes two parts. This is caused by the ambiguity of the character. It is not easy for machine to learn a character that can form many words such as (electricity) for one character, (electrical machinery) for two characters and (department of electrical engineering) for three characters. From Figure 10 , we can see that our proposed model with more character information has a better performance on solving the ambiguity problem. 
2) EXPERIMENTS ON ACMB
With the annotated ACMB dataset, we develop the segmenter for the ancient Chinese medical texts. In order to investigate the performance of the segmenter on ACMB test set, we compare 5 cases where case 1 is trained on CNN-LSTM model and case 2 to case 5 are trained on the capsules-based model: Table 6 . Both case 1 and case 3 use the ACMB training set. The results of case 3 are better than case 1. This result also proves that the proposed capsules based Chinese word segmentation model performs better than the baseline CNN-LSTM model. Case 2 uses the CTB6.0 training set. The results of case 3 are beyond case 2. We conclude that the annotated ACMB data works. The ACMB dataset is small, while the CTB dataset is larger. The problem is can be considered as the domain adaptation task if we want to label the ACMB data using the CTB data. In this paper, we just discuss two simple adaptation ways, case 4 and case 5. We observe that the performance in the case 4 is around 3% lower than it in the case 5. Due to the gap of syntax and semantics between two sets is giant, the way VOLUME 6, 2018 of the simple combination of the two training sets may have a negative impact on segmentation of ACMB. Case 5 only has the limited improvement over case 3. The adaptation performance is not obvious.
V. CONCLUSION
In this paper, we propose a capsules based Chinese word segmentation model. In the proposed model, features extracted from the convolutional layer are sent to the primary capsule layer whose outputs are vectors rather than scalars. Before executing the routing algorithm, a capsule window is employed to select the features from the primary capsule layer. The sliding capsule window helps to adapt the capsule architecture to the sequence labeling task. Then, the routing algorithm is used to compute the tag capsules between the primary capsule layer and the tag capsule layer. The tag capsules predict the probability of labels. We also provide an annotated dataset about ancient Chinese medical books for Chinese word segmentation. The experiment results show that the proposed model achieves a competitive performance with the previous neural network models on CTB6.0 dataset. And our annotated dataset is proved efficient in improving the word segmentation performance on ancient Chinese medical texts. 
