ABSTRACT Massive multiple-input multiple-output system can enable multi-stream transmission for high spectrum efficiency, which is a key technology in future 5G cellular networks. In this paper, we degenerate a direction of arrival (DOA) related 2-D weighted subspace fitting function into two independent parameterized 1-D versions. Based on this, we develop a novel 2-D DOA estimation algorithm, which can be utilized to assist in performing downlink precoding. Furthermore, we also make an analysis on the computational complexity and the theoretical Cramér-Rao lower bound. The direct merits are as follows: the proposed algorithm includes only once polynomial rooting and also does not require angle paring, hence it is of computational efficiency; in addition, compared with some existing algorithms, it can achieve higher 2-D angle estimating accuracy. A series of Monte Carlo simulations are subsequently carried out, which demonstrate the effectiveness of the proposed algorithm.
I. INTRODUCTION
The fifth generation (5G) cellular network is coming. It is believed that in 5G era the system should be capable of promoting significantly cell capacity and enhance data rate to accommodate rapidly increasing traffic demands of the future. To achieve such a challenge, many potential disruptive technologies such as millimeter wave (mmWave) and massive multiple-input multiple-output (MIMO) that could bring about great changes in both architectural and componential analysis and design [1] , [2] .
The mmWave frequencies, due to the much smaller wavelength, may facilitate the usage of a large number of antenna elements in a compact form at base-station to synthesize highly directional beams corresponding to large array gain [3] . Besides, adaptive array with narrow beams also reduce the impact of interference, which means that mmWave system could more often operates in noise-limited rather than interference-limited conditions [1] .
Therefore, a sharp beam pattern in the intended horizontal (azimuth) and vertical (elevation) angles for downlink communication in mmWave massive MIMO system will play a critical role in practice [4] - [6] . Actually, accurate and sharp multi-beam requires knowing the two-dimensional or even three-dimensional spatial attributes of mobile terminals as a priori. As a typical one or multiple dimension harmonic retrieval problem [7] , [20] , direction of arrival (DOA) estimation has triggered many different kinds of algorithms. Among them, polynomial-rooting-like method, such as MODE algorithm, is first discussed in [8] , and [10] - [12] , and is subsequently generalized or applied in massive MIMO system [13] , [14] . As we know, MODE algorithm [8] is a reparameterization of the original maximum likelihood (ML) estimator but with performance degrading in the low signalto-noise (SNR) region or in small sample size scenario. Later, MODE with extra roots (MODEX) algorithm [10] and its modified versions [11] , [12] are successively proposed to improve the threshold performance and reduce the computational complexity. Inspired by the techniques utilized in [11] , literature [14] proposes an improved tensor-MODE algorithm from the perspective of multiple dimension tensor observations and higher-order singular value decomposition (HOSVD), the performance of which, when the SNR is low and sample size is small, is proved to be a little better in simulation results than the Tensor-MODE algorithm in [13] . However, the above generalization still exists imperfection. Besides the high computational cost of HOSVD for tensor decomposition in [13] and [14] , on the one hand, it runs six times polynomial rooting of MODE algorithm for better estimation performance because there exist in total two-dimensional parameters under three different constraints; and on the other hand, it needs angle pairing. Both procedures have to disburse extra calculation. In this paper, aiming at surmounting the aforementioned problems, we propose a novel computationally efficient two-dimensional DOA estimation algorithms that can be applied to assist downlink precoding in massive MIMO communication system. As a kind of generalization of the traditional one-dimension MODE algorithm, the basic idea behind is that we reconstruct, from a two-dimensional weighted subspace fitting function, two new parameterized reduced dimension versions which are directly associated with the DOA parameters. To the best of our knowledge, this is the first report about how to parameterize the orthogonal projector onto the null space of a joint steering matrix in which the two onedimension steering matrices are coupled by Khatri-Rao product. The advantages of the proposed algorithm are twofold: first, it only requires once MODE rooting procedure with no extra angle pairing, that is to say, it is computationally efficient; second, it has better angle estimating performance than some other algorithms.
The rest of this paper is organized as follows. The basic problem formulation with detailed system model and the proposed algorithms are described in Section II and Section III, respectively. In Section IV, the algorithm's analyses from the perspective of computational complexity and theoretical Cramér-Rao lower bound are presented. After the numerical simulations in Section V, Section VI makes a conclusion for the paper.
Notation: (·) * , (·) T , (·) H denote the complex conjugate, transpose, Hermitian transpose, respectively. Symbol ''⊗'' denotes Kronecker product, '' '' stands for KhatriRao product (column-wise Kronecker product), '' '' for Hadamard-Schur product and '' †'' for pseudo-inverse. I M is a M × M identity matrix and 0 symbolizes zero matrix.
II. PROBLEM FORMULATION
Consider a typical two-dimensional massive MIMO system as is shown in Fig.1 , where an uniform rectangular array (URA) with M × N antenna elements is arranged at the base-station and only one single antenna is equipped at a mobile terminal. We first define a three-dimensional Cartesian coordinate system, in which the positive direction of y-axis is governed by the right-hand rule (from x-axis to yaxis), so that the angle with respect to z-axis, θ ∈ (0 • , 90 • ), and the angle with respect to x-axis, φ ∈ (0 • , 180 • ), both together can indicate the spatial attribute of that mobile terminal.
Without loss of generality, the antenna element in origin o is set as the reference point. The (m, n)-th antenna element locates in the xoz plane with coordinates (dm, 0, dn), where d is the antenna element spacing and m = 0, 1, · · · , M − 1; n = 0, 1, · · · , N − 1. We also assume that there are K resolvable far-field narrow-band uncorrelated sources, each of which has its own angle pair θ k and φ k ,
The received signal at t-th snapshot on (m, n)-th antenna element can be written as [4] , [14] 
where
γ k (t) represents the unknown complex amplitude of the k-th source at t-th snapshot with power
ω m,n (t) is the noise item and it is assumed to be zero-mean circularly symmetric complex Gaussian random variable with unknown but identical variance σ 2 , which is also independent with γ k (t). The total number of snapshots is Q. In [13] and [14] , due to the signal dimension is three, (1) is rewritten as a three-dimensional tensor, which view each mode of the tensor as a independent component. We herein, differently, adopt the traditional form as used in [4] , [7] , and [16] , the advantage of which can be found later. Let a(µ k ) and b(υ k ) be the z-axis and x-axis steering vectors, respectively. Among them,
If let
be the array observation at t-th snapshot, then it has
where vector
and ω(t)
has the same data stacking format as y(t). Furthermore,
, and if considering all Q consecutive snapshots, (7) can be rewritten by the following compact form
III. THE PROPOSED ALGORITHMS
In order to effectively utilize the observation data and reduce possibly correlated source pairs in signal matrix S, we can ''double'' the number of snapshots by taking advantage of the complex conjugate version, i.e., the so-called forwardbackward sample matrix,
where J is the matrix with ones on its anti-diagonal and zeros elsewhere. Considering the eigenvalue decomposition of the array covariance matrix R = E{ỸỸ H }, i.e.,
where U S ∈ C MN ×K is signal subspace, which consists of the eigenvectors with respect to K dominant eigenvalues. These dominant eigenvalues construct
where the eigenvalues are arranged in descending order. In addition, the remnant eigenvectors form the noise subspace U 0 .
A. WEIGHTED SUBSPACE FITTING
It has been shown in [17] and [18] that an asymptotically (towarding the maximum likelihood estimation for large snapshot number or high signal-to-noise ratio), statistically efficient estimation can be obtained by minimizing the following weighted subspace fitting problem
The diagonal weighting matrix in (11) is given by
with the estimated noise variancê
Besides,
stands for the orthogonal projector onto the null space of the joint steering matrix (B A) H . Although one can utilize spectrum searching scheme to minimize the function (11) , it is of computational inefficiency. We herein adopt a MODE-like algorithm that makes use of polynomial rooting. The difficulty relies on how to parameterize the projector P ⊥ B A because B and A are coupling. Therefore, we try to introduce new substitutes.
B. PARAMETERIZATION
To begin, we first try to parameterize the above projector by the following two coefficient groups which are represented by vector form,
The K + 1 coefficients in each group can construct a polynomial, the specific form of which is given below,
where c i ∈ {p i , q i } and ψ i ∈ {µ i , υ i } correspondingly. If we introduce the following set
it can be seen that the mapping from {ψ i } ∈ R to {c i } ∈ L is one-to-one providing we eliminate the nonuniqueness implied by the introduction of c 0 = 1.
, for p and q, respectively, be with the following Toeplitz form
where c ∈ {p, q}. It is observed that rank{G p } = M − K , rank{G q } = N − K , and
Based on the above relation, consequently, we can conclude the following theorem that provides key properties for designing our proposed estimator. Theorem 1: Let the columns of G q and G p span the null space of B H and A H , respectively, and if defining
It is shown in (20) that the columns of G 1 and G 2 span the column spaces, respectively, that can guarantee the following properties
On the other hand, if considering the rank of matrix G 1 and matrix G 2 , they have
Herein we utilize the property of the rank of two matrices' Kronecker product [21] .
As we know, the dimension of the noise subspace is rank{U 0 } = MN − K . Obviously,
Such result directly indicates a fact that the column space spanned by the columns of G 1 and the one spanned by G 2 are all included in the noise subspace spanned by U 0 . This completes the proof.
According to the above theorem, we can construct two projection matrices,
so that one can substitute P G 1 or P G 2 for P ⊥ B A in (11). Consequently, two new objective functions, which further need to be minimized separately, are reformulated as follows
If comparing the original objective function F(µ, υ) with functions F(q) and F(p), we can see that the two-dimensional objective function is divided into two different independent one-dimensional functions, and consequently, the computational complexity decreases. It is also worthy mentioning that the above functions are actually a kind of generalization of the traditional one-dimension MODE algorithm [8] , that is to say, no matter which dimension of the URA reduces, the reformulated F(p) or F(q) will degenerate into normal format.
C. ANGLE ESTIMATION
In order to implement the minimization in (25) more convenient, we definē
whereŪ uv is a M × M matrix, u, v = 1, 2, · · · , N . Further we can get,
In addition, we also exert conjugate symmetry constraint on the unknown parameters {q i } K i=0 , i.e., q i = q * K −i .
The detailed discussion with respect to the above constraint and procedures for minimizing the above quadratic function can be found in [8] , therefore we skip it. Once we get the estimation of parameter vector q, i.e.,q, the angular phase of the roots given by the estimated polynomial in (17) will provide the υ information for all sources. Although one can also minimize F(p) to acquire µ, it requires extra angle paring operation just as the necessary procedure in [13] and [14] . We try to adopt an alternative method.
As shown in [19] , the µ estimation can be achieved by the following optimization problems
and e = [1, 0, · · · , 0] T . Due to we have acquired the estimated υ information through coefficient vectorq, if we take them into (29), then auto-paired z-axis steering vectors can be easily derived by means of Lagrange multiplier method, i.e.,
and the µ information can be drawn from that steering vectors by means of least squares (LS) principle. The detailed procedures are shown as below. First of all, for convenience, letâ k be the abbreviation of normalized a(µ k ). Defining
Note that the unwrapped phase ψ
where the k (m) is given by (34), shown at the bottom of the next page.
The LS fitting problem is shown as follows
where v k ∈ R 2×1 , and
The least square estimation of µ k /π = cos θ k is given by the first element ofv k = † ψ unwrap k , i.e.,v k (1). In short, the detailed steps of the aforementioned algorithm are summarized as shown in Table 1 . 
IV. ALGORITHM ANALYSIS
It is worthy mentioning that the proposed algorithm cannot be directly applied in non-uniform array configuration, however if making use of some auxiliary operations such as array manifold interpolating from non-uniform array to uniform array, our algorithm is still applicable in non-uniform array case.
A. COMPUTATIONAL COMPLEXITY
In the following part, we analyze the computation order required by the proposed algorithm. By neglecting of some trivial operations, we only consider the steps (2) − (5) in Table 1 . Table 2 lists the number of flops required in each steps. Here the SVD is assumed to be performed by the Golub-Reinsch SVD algorithm [26] .
Compared with the tensor-based algorithms, e.g., [13] and [14] , on the one hand, they have to pay out large computational cost for calculating high-order SVD; on the other hand, also have to afford two-times of computational burden because they require separately minimization of two quadratic functions in the procedures of performing MODE algorithm. Consequently, the angle pairing is inevitable. However, the proposed one doesn't suffer these troubles. Besides, compared with parallel factor (PARAFAC) analysis [7] which is another kind of tensor decomposition and also has auto-paired angle estimation, the proposed one does not require alternating least squares to fit the model so that it can avoid higher computation burden.
Numerically, according to the first simulation example in Section V, let M = N = 8, Q = 100, K = 3, the major computational complexity with respect to those kernel procedures of a certain algorithm is shown as follows: due to the HOSVD involves (K + 1) SVDs [23] , hence the computation required by tensor MODE algorithm is (
+ 33K + 17) ≈ 1.6 × 10 7 complex multiplications, where parameter ζ = 4 denotes the iterative number for optimization of MODE algorithm; the PARAFAC algorithm, if adopting alternative least squares + enhanced line search algorithm [22] 
+MNK 2 ] ≈ 6.7×10 5 complex multiplications. We can see that the proposed algorithm has a little heavier computational burden than 2D-ESPRIT, but apparently overmatch other algorithms. The average running time of different algorithms in the subsequent simulations also verify such computational efficiency.
B. CRAMÉR-RAO LOWER BOUND (CRLB) ANALYSIS
In this section, we derive the theoretical Cramér-Rao lower bound, which is utilized as the evaluating benchmark for parameter estimation performance.
We herein assume the signal γ k is a sample function from a Gaussian random process and we know a prior that the component signals are statistically independent with unknown deterministic power. For convenience, defining matrix
T . According to [24] and [25] , the CRB of the estimation variance of η is given by the diagonal elements of the following formular
where Re{z} denotes the real part of complex z, and
and In addition, other necessary matrices in the expression of CRB η are given below
and diagonal matrix
with the following property
V. NUMERICAL EXAMPLES
In order to demonstrate the effectiveness and advantages of the proposed algorithm, in this section, a series of Monte Carlo numerical simulations are presented. Due to the fact that the millimeter wave band is around and above 30GHz where the spectrum is less crowded and great bandwidth are available [2] , [15] , hence for simplicity in following discussion, let the system carrier frequency be 30GHz. According to our considered system model, the URA configuration is adopted. All antennas are assumed to be omnidirectional, and each two adjacent array elements spaces half-wavelength, i.e., d = λ/2, where λ is the wavelength of carrier frequency.
In the following simulations, we assume that the uncorrelated signal sources are all locating in a two-dimensional space. The optimization of q in the proposed algorithm, and also the same in tensor MODE algorithm [13] , are all following the standard iterative procedures of MODE algorithm in [9] , where the iterative number is set as four. Note that, according to the conclusion in [9] , such iterative procedures can promote the estimating performance for the case of small snapshots number.
In addition, the signal-noise-ratio is defined as SNR = 10 log 10 Ã S 2 MN σ 2 . and the average root mean squared error (RMSE) is defined as
which is used to assess the estimation performance. All the numerical results, if no additional statement, are statistically obtained from 1000 independent trials.
In the first simulation, we arrange a scenario: three mobile user with uncorrelated sources locating at θ ∈ {15 • , 30 • , 45 • }, and correspondingly, φ ∈ {50 • , 65 • , 80 • }; the power of all signals is equal, e.g., σ 2 1 = σ 2 2 = σ 2 3 = 1. The signal-noise-ratio is SNR = 5dB. The two-dimension direction of arrival estimating results of totally 200 independent trials, as shown in Fig. 2 , are described in the θ -φ plane. We can clearly see that all sources can be well located at each trial. In the second simulation, we set (θ, φ) ∈ {(16.9 • , 30.2 • ), (30 • , 66.6 • ), (48.3 • , 78.7 • )}, M = N = 9 and the power parameter setting for each signal is kept unchanged. In addition, we compare the proposed algorithms with the tensorbased algorithms [13] , two-dimension ESPRIT and parallel factor (PARAFAC) analysis algorithm [7] as well as the CRLB. It is worthy mentioning that the tensor array observation in the tensor-based algorithm is constructed from (8) by utilizing the MATLAB Tensor Toolbox [27] , and the PARAFAC algorithm is conducted by periodogram-based algorithm with 1024-point FFT after getting the auto-paired array steering vectors. The average RMSE versus SNR is shown in Fig. 3 . As we can see that, numerically, the proposed algorithm is superior to the tensor MODE algorithm with 10dB leading and also has 2dB advantage if comparing with 2D-ESPRIT algorithms. In addition, the PARAFAC algorithm has the same statistical performance as the proposed one at SNR= 0dB, but its improvement due to the increase of SNR will get smaller and smaller; and in higher signal-noiseratio region, SNR ≥ 15dB, it even appears RMSE flooring, whereas the proposed one does not suffer these problems.
We then examine the average RMSE performance with respect to the number of snapshots in Fig. 4 , where the direction-of-arrival arrangement is the same as previous simulation example except the number of antennas is M = N = 8. It is shown that all algorithms can indeed get performance improving when we raise the number of snapshots. In addition, the proposed algorithm and 2D-ESPRIT algorithm also exhibit nearly the same variation tendency. Numerically, when the number of snapshots increase from 100 to 400, the average RMSE of the proposed algorithm decreases from 0.207 to 0.103, whereas the 2D-ESPRIT just decreases from 0.256 to 0.128.
In the forth example, we fix the number of snapshots and test the average RMSE performance with respect to different number of antennas. As shown in Fig. 5 , the tensor MODE algorithm outperforms the 2D-ESPRIT algorithm when the number of antennas is larger than 12, but both of them are all inferior to the proposed one; moreover, the performance gap of angle estimation between 2D-ESPRIT and the proposed becomes wider and wider with the increasing of antenna number.
In the end, we compare the average running time in seconds per run for different algorithms with the same scenario as the first example. Apparently, the time consumption of all algorithms raises with the increase of antennas, and the proposed one consumes less time than tensor MODE algorithm and more time than 2D-ESPRIT algorithm. In brief, if taking both estimation accuracy and computational burden into consideration, we may conclude that the proposed algorithm can serve as a better alternative as compared to the existing competitors.
VI. CONCLUSION
For assisting in precoding of massive MIMO downlink communication, a new computationally efficient two-dimensional DOA estimation algorithm is proposed. By designing two new orthogonal projectors onto the null space of the joint array steering matrix, the polynomial rooting is applied. Particularly, the proposed algorithm can be viewed as a generalization of the traditional one-dimension MODE algorithm. Simulation results verified that the proposed algorithm performs better than some exist methods and simultaneously preserves less computational complexity.
