Abstract-The allocation of physical resources to virtual networks, i.e., the virtual network embedding (VNE), is still an on-going research field due to its problem complexity. While many solutions for the online VNE problem exist, only few have focused on methods that can be generally applied for optimization of online embeddings. In this paper, we propose an admission control based on a Recurrent Neural Network (RNN) to improve the overall system performance for the online VNE problem. Before running a VNE algorithm to embed a virtual network request, the RNN predicts whether the request will be accepted by the VNE algorithm based on the current state of the substrate and the virtual network request (VNR). The RNN prevents VNE algorithms from spending time on VNRs that are either infeasible or that cannot be embedded in acceptable time. In order to train and operate the RNN efficiently, we additionally propose new representations for substrate networks and virtual network requests. The representations are based on topological and network resource features to represent the substrate network and the VNRs with low computational complexity. Via simulations, we show that our admission control reduces the overall computational time for the online VNE problem by up to 91 % while preserving VNE performance on average. Using our new substrate and request representations, the RNN achieves an accuracy ranging between 89 % and 98 % for different VNE algorithms, substrate sizes, and VNR arrival rates.
I. INTRODUCTION Network virtualization plays an important role for future communication networks such as 5G [1] , [2] . With network virtualization, end-service providers can request, use and control virtual networks (VNs) according to their service specific demands. For instance, VNs can be used to dynamically and flexibly interconnect virtual network functions [3] . VNs are sliced out of the infrastructure and provide the needed networking resources, i.e., network link and node capacity for virtual network tenants. In order to operate virtualized infrastructures efficiently, infrastructure operators need to deploy sophisticated resource allocation mechanisms. The allocation of physical to virtual resources, also called the virtual network embedding (VNE), is still an ongoing research area due to its computational complexity [4] .
Due to runtime and computational efficiency, infrastructure operators mostly depend on heuristic embedding algorithms, providing only sub-optimal solutions. In contrast, VNE algorithms based on mathematical programming, e.g., mixed integer programing (MIP), guarantee optimality [5] , [6] , [7] . However, optimal algorithms suffer the problem of exponentially growing runtime for increasing problem sizes. Hence, mechanisms are needed that are able to improve the runtime efficiency in particular for the online VNE problem.
In the mathematical programming research area, on-going studies investigate the potential of applying concepts from machine learning (ML) in order to improve the performance of algorithms and solvers for mathematical programming formulations [8] , [9] , [10] . For instance, ML is used to learn branching during optimization [9] or to detect the best solver configurations for varying problem instances [10] . In this paper, we use ML techniques to predict whether a problem instance, i.e., virtual network request (VNR), will be accepted by a VNE algorithm. In detail, we propose to exploit the behavior of VNE algorithms. If faced with similar problem instances, e.g., similar VNRs, the outputs of VNE algorithms, i.e., accepted or rejected, are likely to be equal. We therefore provide an admission control based on ML to predict the acceptance decisions of VNE algorithms. In detail, the admission control uses a Recurrent Neural Network (RNN) to predict the probability whether VNRs will be accepted by VNE algorithms. The VNE algorithms only process those requests that are accepted by the RNN. Hence, such admission control improves the runtime of systems that face the online VNE problem as VNE algorithms do not spend time on infeasible VNR requests. This improves the computational efficiency as it decreases the amount of needed computational resources.
It has already been shown that graph features and topological features can be used for heuristic-based VNE algorithms [11] , [12] , [13] , [14] , [15] , [16] . Those algorithms use the knowledge that topological graph features of VNRs show a high correlation with topological features of substrate networks for efficient embeddings. In those embeddings, virtual nodes are placed on substrate nodes with similar graph features. In this work, we use graph features to provide a compact representation of the substrate state and the VNRs.
Beside VNE, the application of graph features for classification has already been successfully applied to data mining tasks in chem-informatics and bioinformatics [17] , [18] . For substrate networks and virtual networks, we propose two representations based on feature-vectors constructed from graph as well as resource features (attributes) of the networks. One representation for the substrate network and one representation for the VNRs. The RNN-based admission control uses the new representations as input in order to predict whether VNRs will be accepted. More specifically, the RNN filters out VNRs that are likely to be infeasible or not solvable in acceptable time, given experience from previous runs. Thus, the admission control reduces the computational time for the online VNE problem while not increasing the cost of embedding networks.
We make the following main contributions:
• We initiate the study of using Artificial Neural Networks (ANNs) in admission control for VNE algorithms.
• We present a novel procedure to improve the runtime performance for the online VNE problem.
• We propose network representation models depending on graph and resource features.
• We present and publish an RNN-based admission control and a VNE simulator together with this paper [19] . Our simulations demonstrate that our admission control based on an RNN works for two different VNE algorithms. The admission control reduces the runtime of the online VNE problem between 20 % and 91 % while even improving embedding metrics, such as acceptance ratio, revenue, cost, and revenue-cost-ratio in some cases on average.
II. RELATED WORK
We categorize the related work into two areas. The first area classifies embedding algorithms according to the solution techniques they rely on, i.e., mathematical programming or heuristics. An overview and classification of VNE algorithms is given in [4] . The second area classifies existing admission control mechanisms that are based on Artificial Neural Networks (ANNs) and are deployed for resource management in communication networks.
Exact solutions for VNE algorithms guarantee optimality, i.e., the best possible solution for a given objective function. However, as the VNE problem is NP-hard [4] , exact solutions suffer from exponentially growing runtime. Still, problem formulations are proposed that can serve as baselines for heuristic algorithms for small problem instances [5] , [6] , [7] , [20] . Further VNE algorithms exist that solve only subproblems via mathematical programming, for instance the path embedding [21] . Other algorithms exist that use rounding techniques to derive feasible solutions from Linear Programming (LP) solutions [22] .
Many heuristic solutions have proposed to take topological attributes into account while solving the embedding. Those solutions try to identify the importance of substrate nodes via their graph or resource attributes [14] . Further, the importance of nodes can be quantified via their hop distance [12] . Besides, instead of taking only one or two node metrics into account, node ranks are also done on multiple node characteristics [13] , [11] . Others apply techniques such as Markov Random Walks or Markov Chains to rank nodes [15] , [16] . Those techniques try to order nodes with respect to the overall network state.
Admission control systems in VNE have been used to postpone the embedding of VNRs [21] or for selecting VNRs that provide a high benefit, e.g., in terms of revenue [23] , [24] , [25] . In communication networks, the use of ANNs for admission control is not new. For instance, it has been proposed in the context of ATM networks, cellular networks, or multimedia wireless networks [26] , [27] , [28] , [29] , [30] . As an example, in case of ATM, an ANN was used to rapidly decide whether a flow request might lead to network overutilization [30] , [27] , [26] .
In this paper, we propose an admission control using an RNN to improve the system runtime for the online VNE problem. In contrast to the state-of-the-art, our admission control has to classify graphs, i.e., VNRs, based on substrate states, i.e., a changing graph. For this, we propose a network representation based on topological and resource features.
III. AN ADMISSION CONTROL FOR ONLINE VIRTUAL
NETWORK EMBEDDING A schematic view of our proposed system is shown in Figure 1 . The system consists of two main blocks, the admission control part and the VNE algorithm. In general, it is the goal of the admission control to assess the chances for the successful generation of a solution by the VNE algorithm. The admission control classifies VNRs that arrive over time t. A VNR G V t can be either infeasible, unsolvable in acceptable time (no solution), or accepted. A VNR is classified as no solution if a solver cannot find a feasible solution in time T . Note that this does not imply that the VNR is generally infeasible. The time constraint T allows our system to trade off embedding quality and needed computational runtime.
The admission control uses an RNN to realize the classification. The input of the RNN needs to be compact and independent of the size of substrates and VNRs. For this, the functions φ S and φ V create feature vector representations of substrate networks and VNRs, explained in Sec. V. Using the VNR representations φ V (G V t ) and φ S (G S t−1 ) as input, the RNN filters VNRs. In case a VNR is classified as not solvable in acceptable time (no solution) or infeasible, it will be rejected. Otherwise, the VNR is forwarded to the VNE algorithm for processing. We chose an RNN to capture changing VNRs, which we want to analyze in future work.
In our online VNE system, the (computational) runtime needed for one VNR is compound of the mathematical model creation time (including the creation of φ V (G 
IV. VIRTUAL NETWORK EMBEDDING FORMULATION
In this section, we mathematically describe the online VNE problem. For integrity, we also briefly describe four VNE performance metrics, which are used in the results (Sec. VII).
A. Substrate Network
We denote an undirected graph
S describes the set of physical nodes
where n is the total number of network nodes. E S is the set of physical edges with
denoting a physical edge. Similar to [21] , we denote by P S the set that contains all loop free paths in the substrate network. A path p in ∈ P S consists of a set of edges that connect n
where l specifies the type, e.g., CPU or bandwidth (bw). In this paper, we consider CPU capacity for nodes and link capacity (bandwidth) for edges as resource attributes. This means ∀n ∈ N S : a
specifying the CPU of a substrate node and ∀e ∈ E S : a S bw with bw(e) ∈ R + 0 giving the bandwidth of a substrate link.
B. Virtual Network Requests (VNRs)
gives the demanded CPU of a virtual node. The demanded link bandwidth is given by bw(e), i.e., ∀e ∈ E V : a V bw ∈ A(e). Each VNR has a given lifetime following a pre-defined distribution. Further node and link attributes being necessary for the network state model proposed in this paper will be introduced in Sec. V.
C. Virtual Network Embedding and Performance Metrics
Online VNE algorithms map a VNR G V to a substrate network G S . As VNRs arrive and leave over time, we will use the subscript t to refer to a VNR and the substrate graph at a certain time.
A mapping of a VNR G V t to the substrate G
S t is only valid, if all virtual nodes N
V are allocated to a substrate node N S , and all virtual nodes are connected via their demanded edges E V . All virtual node and link demands in G V t need to be satisfied. For this, a node mapping f N and a link mapping f E is defined [4] :
where a alloc CP U and a alloc bw are the allocated CPU and bw. In order to get all virtual nodes that are mapped to a substrate node and all virtual edges that are mapped to a substrate link, we define the inverse mapping functions providing the set of mapped virtual nodes or virtual edges
We define the residual CPU capacity CP U (n), ∀n ∈ N S and the residual bandwidth capacity bw(e), ∀e ∈ E S as:
The following four metrics are used to quantify the quality of the solution for the online VNE problem.
1) Acceptance Ratio: The acceptance ratio AR for a given time interval
where R acc (T ) is the set of accepted VNRs and R rej (T ) is the set of rejected VNRs during T 2) Revenue: The revenue R(G V ) of a VNR is given by
where | f E | provides the length of the physical path on which a virtual edge has been mapped.
4) Revenue-Cost-Ratio: The revenue-cost-ratio RCR(G V ) of a VNR is defined as the fraction of its revenue R(G
V. NETWORK REPRESENTATIONS AND RNN-BASED ADMISSION CONTROL
In order to achieve an efficient admission control, compact representations of substrate networks and virtual network requests (VNRs) are needed. The representations sizes should be independent of the number of nodes and edges. Thus, 
representations that simply consider a feature per node and edge cannot be generalized and are not efficient.
As graphs are used in many disciplines, different methods have been developed to use graphs together with ML concepts. Examples of such applications are graph classification or community detection. Graph kernels are one method for graph classification. For graph kernels, a function k : G × G → R is defined, where G is the set of all possible graphs for which a mapping
: [31] . Depending on the kernel, the complexity is at best O(n 3 ) [32] , with n being the number of nodes. Besides, the computation of a complete kernel is even at least as complex as the graph isomorphism problem, which is an NP-hard problem [31] .
Another approach is the calculation of node, edge, and graph features. The goal is to obtain a fixed length real valued feature vector φ : G → R n . When used for graph classification, the approach potentially outperforms graph kernels [32] . Table I summarizes all graph features and their complexity used in this work. Although spectral properties have also a complexity of O(n 3 ) like graph kernels, efficient algorithms such as power iteration exist that exploit special properties of the adjacency matrix to calculate eigenvalues. Generally, algorithms exist that efficiently solve eigenvalue problems in less than O(n 3 ) [33] . As our goals are the reduction of computational overhead and a speedup in the embedding process, we use graph features (see Table I ) as presented in [32] , [34] for our network representations. In this way, our feature vectors are independent of the number of nodes and edges of substrate networks and VNRs.
A. Substrate Network Representation
Features for the substrate graph G S must allow the distinction of states in which a request can be embedded. Accordingly, this demands in particular a representation that captures the changing meta-distribution A S , i.e., the changing amount of network resources of nodes and edges. To obtain a representation that captures the changes of the substrate network over time, we consider the graph G S := (N S , E S ) induced by the embedded requests. Formally, ∀o ∈ N S ∪ E S : a cm ∈ A S (o) with a cm ∈ N indicating the number of mapped virtual nodes/edges respectively. Then
N change over time, we obtain a network with a changing topology, for which we always recalculate all graph features (see Table I ) whenever the substrate network changes.
We additionally use eight resource features, which we refer to as VNE-Features (VF) in the remainder. For resource features, we additionally calculate three CPU features (free CPU, occupied CPU, and total CPU), three bandwidth features (free bw, occupied bw, and total bw) as well as two embedding features (total number of currently embedded edges and total number of currently embedded nodes).
We define the mapping φ S (G) : G → R n with n = 29 and the resulting feature vector 
B. Virtual Network Request (VNR) Representation
Different models exist specifying the distribution of edges in graphs [35] . The distribution of edges has an impact on the embedding. For example [36] decomposes requests into stars leveraging their topology to simplify the embedding problem. Therefore the features extracted for graphs of requests must allow a distinction between VNRs based on different models, i.e., representations of similar graphs should be similar. For graphs
Consider two VNRs G V1 and G V2 with the same total number of nodes and the same amount of requested resources, but different connectivity probabilities p, e.g., p 1 < p 2 . The substrate G S t is highly utilized but has enough spare resources to accommodate one of the requests. We assume that the used VNE algorithm has load balancing as objective. The spare resources can then be expected to be distributed evenly on the substrate graph. G V2 is then more likely to be accepted, as each edge is expected to have less bandwidth demand as G V1 . I.e., it is harder to find physical edges that are able to accommodate the edges of G V1 with higher bandwidth requests. To obtain a compact representation, we performed a Principal Component Analysis (PCA) on a set of feature vectors {θ(G V1 ), ··· , θ(G Vm )} consisting of all graph features. The features are extracted from a set of graphs {G V1 , ··· , G Vm } generated according to different models. We select features with high load factors, i.e., high coefficients in the linear 
) where x i corresponds to one of the features listed above. A deeper analysis of the feature selection is planned for future work.
C. Recurrent Neural Network (RNN)-based Admission Control
The input of the RNN is the vector
, which is a combination of x S and x V for the substrate and the request as defined in the previous section. The RNN uses this vector to decide whether the VNR will be accepted by the VNE algorithm. Formally, the RNN learns the following mapping: c : R n → z with z ∈ {0, 1} where n = 36 (as the dimension of φ S (G) is 29 and 7 for φ V (G)). For z, 0 represents reject and 1 accept.
On each VNR arrival, the RNN predicts y ∈ (0, 1) allowing a direct probabilistic interpretation: P (z = 1) = y and P (z = 0) = 1 − y. This reflects how confident the RNN is for each class. We take the class with the maximum probability, which amounts to label a request as accepted if y > 0.5 and else as rejected. The respective request is then either passed on to the VNE algorithm or discarded.
The RNN has one hidden layer with 200 hidden units and is trained using the RMSprop [38] optimizer implemented in the publicly available climin [39] library. The parameters of RMSprop are step-rate of 0.001, momentum of 0.7 and decay of 0.9. The output transfer function is the sigmoid function σ(x) = (1 + e −x ) −1 , the hidden transfer function is the hyperbolic tangent function tanh(x) = (e 2x − 1)(e 2x + 1) −1 , the loss optimized on is the Bernoulli cross-entropy loss L(c | y) = −z log(y) − (1 − z) log(1 − y), where z ∈ {0, 1} is the class label and y the prediction. The RNN is implemented in the publicly available breze library [40] . We used the class SupervisedRNN from this library. We selected the values for all parameters using grid search over the different sizes for the hidden layer, different optimizers and different optimizer settings as given in Table II . The chosen parameters, printed in bold letters in Table II , achieved the highest accuracy on the validation set. Gurobi CPU Cores 1 Gurobi Version Version 6.5.1
VI. SIMULATION SETUP AND RNN SETUP A. Simulation Setup

1) Virtual Network Embedding Algorithm Objectives:
In this paper, we evaluate two existing VNE algorithms [5] , namely Shortest Distance Path (SDP) and Load Balancing (LB), briefly described in the following. Due to lack of space, we omit a detailed listing of constraints and binary variables and refer the reader to the original work [5] .
a) Load Balancing (LB):
The target of the load balancing (LB) algorithm is to minimize the maximum load utilization per physical resource. The cost function is
where CPU max (N S ) is the maximum CPU utilization over all substrate nodes and bw max (E S ) is the maximum utilization over all substrate edges. For instance, for a node n = 0.5 or 50 %. Two weighting parameters α and β are used to trade off the load cost per substrate node and substrate link. b) Shortest Distance Path (SDP): SDP uses as few physical edges for a valid VNE embedding as possible. The algorithm always chooses substrate nodes and substrate links with the highest available capacity. According to [5] , this algorithm targets scenarios with scarce substrate resources. The cost function is
} (12) where α and β are used to trade off the CPU and bandwidth cost. Over all possible assignments, the cost function choses the node and link mapping that provides the minimal value.
2) Environment: For our online VNE setup, virtual network requests (VNRs) arrive over time and need to be embedded on a capacity-constrained substrate network. All parameters are additionally shown in Table III . The topologies of substrate networks and of VNRs are generated based on an Erdos-Renyi model (Random Graph). We generate substrate topologies with 50, 75 and 100 number of nodes and an edge connection probability of 0.1. Both substrate node capacities and edge capacities, which are unitless, are uniformly distributed (uni. distr.) between 50 and 100, i.e., U (50, 100). For VNRs, the edge probability is 0.5, the number of nodes is uniformly distributed (U (5, 14) ), and node and edge capacity are also uniformly distributed (U (50, 100) ). The VNR requests arrive with an exponentially distributed (exp. dstr.) arrival rate λ = 1 100 , 3 100 , 5 100 and stay for an exp. dstr. lifetime with mean 1 000. All chosen parameter settings in this paper are in accordance with existing VNE research [41] , [5] , [42] .
For each setup, i.e., for each combination of embedding algorithm, algorithm time constraint T , number of substrate nodes |N S |, and arrival rate λ, we perform simulation runs with and without RNN until we have processed 5 000 requests. We apply the batch-means approach to calculate the mean values of all metrics used in the results per setup. We form batches of 100 VNRs and calculate the confidence intervals of the mean values of all batches per setup. For runtime, all VNRs are considered per batch, while for revenue, cost, and revenue-cost-ratio, only the accepted VNRs are considered. The solver for the MIP problems is Gurobi version 6.51 [43] . A gurobi instance is restricted to one core to produce reliable runtime results.
B. Recurrent Neural Network (RNN) Setup
The RNN used in this paper is trained offline, i.e., we apply supervised learning. Accordingly, we describe the generation of samples that are used for learning and the training procedure in the following.
1) Sample Generation:
To acquire the necessary training data, we perform 10 simulations for the setups as described in Table III and outlined in the previous section without the admission control, i.e., the RNN. Each run contains 2 500 requests. For each arriving VNR G V t , we store the feature vector x t together with the MIP solution (accepted, no solution, infeasible) and the time needed to create the model and the time needed to solve the MIP problem.
2) Training of RNN: We train one RNN for each combination of number of substrate nodes, algorithm type, and T . Note that one RNN is always trained for all λ values to prove it can be used for different system utilizations. Thus, we train 18 RNNs in total. Note, we plan to analyze RNNs for larger parameter combinations for future work. We use a corpus of three setups combining all λ values to train one RNN model. As a result, the corpus consists of 3 · 10 · 2 500 = 75 000 samples. In matrix notation we have X ∈ R 75 000×36 where each row in X is one feature vector x t .
60 % of the samples are used as training set, 20 % as validation set and 20 % as test set. Every feature vector in training, validation and test set is standardized using x = x−μtrain σtrain with the mean μ train and standard deviation σ train calculated from the training set. Each RNN is then trained for at least 30 000 iterations with patience of 5 000 iterations. Every 50 iterations, the performance of the RNN is evaluated on the validation set. If a new best loss has been achieved, the number of iterations is extended about 5 000 iterations. Training terminates if no new best validation loss is found when the maximum number of iterations is reached. Using this technique, we ensure that the RNN will find a good optimum but also keep the training time low. We take the parameters for which the best validation loss has been achieved and evaluate the model on the test set.
VII. RESULTS
We first inform on the performance of our RNN. Second, we elaborate on the VNE results with respect to the metrics as introduced in Sec. IV. Further, we show the results of the runtime of the online VNE process with and without RNN. Table IV gives an overview of the classification performance of the 18 RNNs. The accuracy gives ratio of correctly classified samples. The True Positive Rate (TPR) gives proportion of correctly identified positive samples (accepted) and the True Negative Rate (TNR) the proportion of correctly identified negative outcomes (infeasible, no solution). All models achieve accuracies between 89 % and 98 % and are better than the respective majority vote. The accuracies for LB are in general higher than SDP. As can be seen from the majority vote column, the datasets are often very skewed. The high values for both TPR and TNR show how well the models learn the mapping c. As the results are similar for different network sizes (50, 75, 100), we will focus on substrate networks with sizes of 100 in the next section.
A. RNN Performance Results
Besides, note that we used y > 0.5 as threshold for our RNN, however, other thresholds than 0.5 can also be chosen to reflect different application scenarios. For example, in case of abundant computational resources, one might want to use a smaller value than 0.5, as this will lead to a higher TPR on the cost of a lower TNR. of accepted (blue), no solution (red), infeasible (green), and filtered (purple) ratios of VNRs by the system, i.e., by the admission control and the VNE algorithm. The results are shown for all T = 30, 60, 90 and λ = 1, 3, 5 with and without RNN. In general, the acceptance ratio (AR) of SDP is higher than LB. The reason is that LB allocates more VNR resources to bottleneck links, which leads to a higher blocking. In contrast to LB, SDP always tries to prevent allocating resources to bottleneck links. For increasing λ, the RNN still achieves a high filtering ratio, i.e., it filters efficiently infeasible or no solution VNRs. This is independent of the ratio of infeasible to no solution VNRs, as the RNN recognizes and filters them reliably for SDP and LB. In all cases, the RNN slightly affects the overall acceptance ratio compared to the case without RNN, i.e., it accepts 7.01 % less (LB, T = 60, λ = 5) or 2.37 % more VNRs (SDP, T = 60, λ = 5), which is due to TNR and TPR. Revenue (R), Cost (C ), and Revenue-cost-ratio (RCR). Similar to AR, it can be observed that R and C are decreasing for increasing λ. The reason is that with increasing λ, more smaller VNRs are embedded, as the available resources are generally scarce. For smaller networks, C decreases faster than the revenue, which leads to an increasing RCR. In case of SDP, the RNN rejects more larger networks (in terms of number of nodes), which provide a lower RCR, thus the mean values are slightly better. The mean values for LB, however, are slightly worse with RNN. The reason is that generally less networks are accepted, which are embedded with higher costs due to LB's objective to balance node and link utilizations. In general, no statistical significant difference between all metrics with and without RNN can be observed in our setups. Fig. 4 shows the results of the mean runtime of batches of 100 VNRs. For both algorithms, the RNN can lead to a statistical significant runtime gain. However, for SDP, the relative runtime gain is smaller than for LB. The reason is that SDP generally accepts more VNE. Thus, more VNRs need to be processed by the VNE algorithm. For LB, the RNN always reduces the runtime by more than 69 %. As the amount of infeasible solutions is generally high for LB, the RNN saves efficiently the processing time of the VNE algorithm. Table V provides an overview over the relative performance improvements. The performance values are computed by dividing the performance over all runs with RNN through the performance without RNN. While parameters such as λ affect the absolute metrics, Table V shows that the relative performance differences for the VNE metrics are generally small. Note again, however, that the RNN has a more positive effect on SDP (RCR improvement up to 4.22 %) than on LB (RCR decreases by 12.14 %). We conclude that our admission control saves significantly computational time while it does not significantly diminish the VNE performance in particular for a VNE algorithm that shows a high acceptance ratio.
B. VNE Performance Results
VIII. CONCLUSIONS
Rapidly and efficiently solving the online virtual network embedding (VNE) problem is inevitable in particular for next generation networks. In this paper, we proposed an admission control for the online VNE problem. The admission control uses a Recurrent Neural Network (RNN) that classifies virtual network requests based on newly developed network representations. Via simulations, we demonstrate that the RNN predicts whether a request will be accepted by the VNE algorithm or rejected, as the request is either infeasible or needs too long for being efficiently processed. Our admission control reduces the overall system runtime, thus improves calculation efficiency for the online VNE problem. We demonstrate the ability to learn from the history of algorithms, i.e., how they performed over time, and how to use this knowledge for admission control of future problem instances.
For future work, we would like to investigate the feature selection in more detail. Further, we want to extend our analysis to a wider range of VNE algorithms and different embedding objectives, e.g., to accept only networks providing a high revenue-cost-ratio. An online learning procedure is also in our future research scope. Further, we want to focus on systems that need to adapt, e.g., to changing networking environments or dynamically changing virtual network demands. Besides, we would like to investigate how our network representations can be beneficial in other research areas, e.g., for Software-defined Networking (SDN) network hypervisor placements [44] , [45] or NFV function placements [3] , where virtual networks are an inevitable component.
