The Hilbert transform H satisfies the Bedrosian identity H(f g) = f Hg whenever the supports of the Fourier transforms of f, g ∈ L 2 (R) are respectively contained in
Introduction
This note is motivated by the important Bedrosian identity in the time-frequency analysis, [1, 2, 3, 6] . The analytic signal method is a key tool in extracting the frequency information of a given signal, [13] . The method engages the Hilbert transform to form the imaginary part of a real signal. We recall that the Hilbert transform H is a bounded linear operator on L 2 (R) defined by (Hf )ˆ(ξ) = −i sgn (ξ)f (ξ), ξ ∈ R, f ∈ L 2 (R), where sgn (ξ) takes the value −1, 0, 1 for ξ < 0, ξ = 0, and ξ > 0, respectively. The Fourier transform adopted in this note has the form
The Hilbert transform is also defined on L p (R) for 1 ≤ p < +∞ as the singular integral operator with the convolution kernel p.v.
1 πx , [5] . Note that the Hilbert transform is translationinvariant in the sense that H(τ x f ) = τ x (Hf ) for all f ∈ L 2 (R) and x ∈ R. Here, τ x f := f (· − x).
The Bedrosian theorem, established in the time-frequency analysis [1, 2, 3, 12] , states that the identity H(f g) = f Hg (1.1)
We call (1.1) the Bedrosian identity. The functions f, g in (1.1) can be naturally interpreted as the amplitude and phase functions of a given signal, respectively. This physical interpretation accounts for its usefulness in the time-frequency analysis [6] and latter in the empirical mode decomposition (EMD) [10] . Especially, the success of EMD in signal analysis has stimulated much interest from the mathematics community. Various characterizations of the Bedrosian identity and reproofs of the Bedrosian theorem have been established (see, for example, [14, 16, 17, 20, 21, 22, 23] ).
Fascinated by the Bedrosian identity, we shall investigate in the note the existence of such an identity for a general bounded singular integral operator on L 2 (R d ). To make our objective more precise, we introduce the following definition. 
Using the above definition, we can restate the Bedrosian theorem as that the Hilbert transform H satisfies the Bedrosian identity with respect to ([−a, b], R \ (−b, a)) for any nonnegative constants 0 ≤ a, b ≤ +∞. Now, from the pure mathematics perspective, we ask the following three questions. (C): Conversely, given a class of bounded singular integral operators, can we find a pair of support sets A, B so that each operator in the class satisfies the Bedrosian identity with respect to (A, B)? For instance, can the Riesz transforms or other bounded singular integral operators in harmonic analysis satisfy the Bedrosian identity with respect to some support sets?
In this note, we will be able to give a complete answer to the first two questions, and to the third one for the partial Hilbert transforms and for the Riesz transforms. To describe our results, we shall recall some definitions and known facts. Firstly, we consider singular integral operators T of the form
where K is a prescribed integral kernel such that T is bounded on L 2 (R d ). We note that such an operator T is translation-invariant, that is,
It is well-known (see, for example, [8] , page 140) that a bounded linear operator T on
The function m above is called the Fourier multiplier of the operator T . Secondly, we shall mainly restrict our discussion on support sets that are open. Some geometric treatments are needed. 
where I, J, K are index sets. Also denote for each k ∈ K by
and introduce
We call these D k the characteristic sets of (A, B) for the problem under investigation.
The main results of this note are described as follows. 
The above theorem answers question (B). One can also tell from this result that for a bounded singular integral operator T on L 2 (R d ) to satisfy the Bedrosian identity, its Fourier multiplier must be constant on a set of positive Lebesgue measure. Thus, when d ≥ 2, the Riesz transforms R j 's defined by 
Finally, we answer question (C) for the partial Hilbert transforms on L 2 (R d ). These operators are defined as follows:
The partial Hilbert transforms turn out to be the ideal singular integral operators for the timefrequency of multi-dimensional signals, [4, 9] . Denote for each Lebesgue measurable set E ⊆ R d byẼ the set of all points x 0 ∈ R d with the property that U ∩ E is of positive Lebesgue measure for any open neighborhood U of x 0 .
Theorem 1.5 Let A, B be two Lebesgue measurable sets in R d . Then all partial Hilbert transforms
H j , 1 ≤ j ≤ d satisfy
the Bedrosian identity with respect to (A, B) if and only if there exist constants
(1.8) Theorems 1.3 and 1.5 will be proved in Sections 2 and 3, respectively. We shall then present examples and explanation to help explore the insight of these results in Section 4.
A Geometric Characterization
We shall prove in this section Theorem 1.3, which provides a geometric characterization of the Bedrosian identity.
Let m ∈ L ∞ (R d ) and let T be the associated bounded linear operator on L 2 (R d ) defined by (1.3). Always denote by A and B two open subsets in R d that come with the associated connected components and characteristic sets given by (1.4) and (1.6). The Lebesgue measure is denoted as | · |. The terms "almost everywhere" and "almost every" with respect to the Lebesgue measure will both be abbreviated as "a.e.".
We start with a necessary and sufficient condition of (1.2) followed from directly applying the Fourier transform to both sides of the identity. 
(2.1)
By applying the Fourier transform to both sides of the identity (1.2), we get that it holds true if and only if for a.e.
Let ξ ∈ R d be fixed and set Λ := (ξ − A) ∩ B. Taking into account the supports off andĝ, one sees that equation (2.2) is equivalent to 
, where E is an arbitrary Lebesgue measurable subset in Λ with |E| < +∞ and χ E denotes its characteristic function. The substitution yields
Another simple fact we shall need is as follows. Proof: It suffices to point out that a connected open set in R d is path-connected (see [7] , page 90). ✷
We are ready to present the promised proof. In the proof, we shall use the notation B r (ζ) := {x ∈ R d : x − ζ < r} for r > 0 and ζ ∈ R d .
Proof of Theorem 1.3: We begin with the sufficiency. Suppose that on each characteristic set of (A, B), the Fourier multiplier a.e. equals a constant. We need to show that for a.e. ξ ∈ R d , (2. 
and hence is nonempty. Since C k is a connected component of A + B, we get for such A i and B j that A i + B j ⊆ C k , and thus B j ⊆ D k by the definitions (1.5) and (1.6). The conclusion is that for
As m is a.e. constant on each D k , (2.1) holds true for a.e. ξ ∈ R d . The proof for the sufficiency part is complete.
Turning to the necessity, we assume that (2.1) holds true for a.e. ξ ∈ R d . Our objective is to show that m is a.e. constant on each D k . To this end, we shall first prove that m is a.e. constant on B j for each j ∈ J k . Let j ∈ J k . Then there exists some i ∈ I such that A i + B j ⊆ C k . Set U := {ξ ∈ A i + B j : (2.1) holds true}.
By our assumption, |(
We claim thatB j = B j . Note that
We have hence shownB j = B j . It follows that for each η ∈ B j , there exists some point ξ ∈ U such that η
Since ξ ∈ U satisfies (2.1), m is a.e. constant on (ξ − A i ) ∩ B j , which is an open neighborhood of η. By Lemma 2.2, m a.e. equals a constant u j on B j .
To continue, let i ∈ I be such that A i + B j ⊆ C k . Recall that for a.e. ξ ∈ A i + B j , (2.1) is true, that is m(ξ) = m(η) for a.e. η ∈ (ξ − A i ) ∩ B j ⊆ B j . Therefore, m is a.e. equal to u j on A i + B j . Since C k is the union of certain A i + B j such that it remains connected, we obtain that m is a.e. constant on C k . Note that we have just shown that for all j ∈ J k and i ∈ I with A i + B j ⊆ C k , m = u j a.e. on both A i + B j and B j . Therefore, m is a.e. constant on each characteristic set
Support Sets for the Partial Hilbert Transforms
We shall characterize in this section the support sets for the partial Hilbert transforms (1.7), and hence give proof for Theorem 1.5. Toward this purpose, we first make several simple observations. 
The following observation has been made, for example, in [4, 24] .
Lemma 3.2 A bounded linear translation-invariant operator T on L 2 (R d ) is a linear combination of the compositions of H j , 1 ≤ j ≤ d if and only if its Fourier multiplier m satisfies
where c ν 's are constants.
The above two preparations lead to the following key lemma. 
We hence obtain for each ν ∈ {−1,
where for a subset D ⊆ R d and sign vector ν ∈ {−1,
Let ξ ∈ B. By (3.2), ξ ∈ B ν for some ν ∈ {−1, 1} d . Then by definition (3.4), for each 1 ≤ j ≤ d, we get ξ j ∈ (c ν j , +∞) ⊆ (a j , +∞) when ν j = 1 and
The proof is complete. ✷
In the final part of this section, we shall prove the result in Theorem 1.5 for general support sets A, B. To this end, we first recall from the introduction that each Lebesgue measurable set E is associated with its essential set
We remark that |E \Ẽ| = 0. The support supp f of a Lebesgue measurable function f on R d is the essential set of {x ∈
A few more notations will be used. Denote by conv A the convex hull of a set A ⊆ R d , which is the smallest convex set that contains A. Set for each 1
We shall need the celebrated Titchmarsh convolution theorem [11, 18] stated below.
Another simple observation is made.
Proof: Let 1 ≤ j ≤ d. Recall that the multiplier of H j is −i sgn (ξ j ). By applying the Fourier transform to both sides of H j (f g) = f H j g, we see that the identity holds if and only if
The above equation is equivalent to (3.6) and (3.7). ✷
We now prove Theorem 1.5 by the Titchmarsh convolution theorem.
Proof of Theorem 1.5: The sufficiency has been proved in [15, 19, 24] . We need to deal with the necessity here. Let A, B ⊆ R d be Lebesgue measurable. Suppose that all partial Hilbert transforms H j , 1 ≤ j ≤ d satisfy the Bedrosian identity with respect to (A, B) . By Lemma 3.5, equations (3.6) and (3.7) hold true for each 1
We claim that it must follow that for all 1 ≤ j ≤ d
and
We shall prove (3.8) by contradiction. The other claim (3.9) can be verified in a similar manner. Assume to the contrary that for some ξ ′ ∈Ã and
Then there exist open balls U, V of sufficiently small radius such that
Asf ,ĝ are of compact support, we get by Lemma 3.4
conv suppf * ĝ = conv suppf + conv suppĝ
Consequently, suppf * (ĝχ R d j− ) = suppf * ĝ R d j− , contradicting (3.6). We have hence proved (3.8) and (3.9) 
ifB j+ is nonempty. Otherwise, set a j := +∞. It follows from (3.9) thatÃ ⊆ {ξ ∈ R d :
The proof is complete by noticing that the set inclusions in (1.8) are satisfied. ✷
Examples
We present a few examples to illustrate Theorem 1.3 and Corollary 1.4. For brevity, we shall call an operator T Bedrosian with (A, B) to mean that it satisfies the Bedrosian identity with respect to (A, B). Furthermore, "bounded linear translation-invariant" will be abbreviated as "BLTI". Fourier multiplier of T is a.e. constant, which is also equivalent to that T is a linear combination of the compositions of the partial Hilbert transforms on R d .
We mention that it was proved in [19] that a BLTI operator T on L 2 (R d ) is Bedrosian with (A, B) given by (4.1) for all a j , b j > 0, 1 ≤ j ≤ d, if and only if it is a linear combination of the compositions of the partial Hilbert transforms. The improvement of our result here is again that we show a single pair of support sets of the form (4.1) is enough to ensure that the corresponding operator T must be given as described above. We illustrate this example below. (ii) −A = B. Let I := {j : 1 ≤ j ≤ d, µ j = ν j }. Then we have only one characteristic set, which is (A + B) ∪ B = {ξ ∈ R d : µ j ξ j > 0, j ∈ I}.
In this case, we have nontrivial BLTI operators that are Bedrosian with (A, B). By Theorem 1.3, the Fourier multipliers of such operators are a.e. constant on the characteristic set above. The support sets and the characteristic set in this case are illustrated below. 
