Stochastic modeling of gene expression: application of ensembles of
  trajectories by Torkaman, Pegah & Jafarpour, Farhad H.
Stochastic modeling of gene expression: application
of ensembles of trajectories
Pegah Torkaman and Farhad H. Jafarpour‡
Physics Department, Bu-Ali Sina University, 65174-4161 Hamedan, Iran
Abstract. It is well established that gene expression can be modeled as a
Markovian stochastic process and hence proper observables might be subjected to
large fluctuations and rare events. Since dynamics is often more than statics, one
can work with ensembles of trajectories for long but fixed times, instead of states or
configurations, to study dynamics of these Markovian stochastic processes and glean
more information. In this paper we aim to show that the concept of ensemble of
trajectories can be applied to a variety of stochastic models of gene expression and
hence, apart from asymptotic behavior of remote tails of probability distributions of
the dynamical observables, generating functions for the cumulants of these observables
can easily be obtained. We start with the simplest stochastic model of gene expression
and then extend our approach to more sophisticated and yet more realistic models.
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1. Introduction
Traditionally, stochastic simulation has been a powerful tool for studying the dynamics
of gene regulatory networks [1]. However, this approach is not always efficient specially
when rare events occur [2].
The theory of large deviations deals with the probabilities of rare events [3]. Given
the fact that gene expression is intrinsically a stochastic process, fluctuations or rare
events of proper quantities might be observed. Several prominent examples of such rare
events have been observed in biological systems which include phenotypic transitions [4].
Recently, a vast amount of research is devoted to show that the dynamics of
stochastic systems can be studied by analyzing the statistical properties of dynamical
trajectories (time-realizations) [5, 6, 7, 8, 9, 10, 11, 12, 13]. It is of great importance
to characterize fluctuations in the system conditioned on the occurrence of a rare
event. Ensembles of trajectories are associated with large deviations of time-integrated
quantities (time-dependent observables). While some trajectories are responsible for
creating typical values of the observable, some other trajectories create a specific
fluctuation or an atypical value of the observable. By looking at a certain set of
trajectories which is responsible for a specific fluctuation, we are imposing constraints
on the time-integrated quantities [14]. It has been shown that one can determine
the changes in dynamical model parameters so that it reproduces the effects of rare
fluctuations. An auxiliary model (sometimes called driven or effective model) is a
conditioning-free Markov stochastic process whose steady-state trajectories are close
to those of a biased ensemble during a time translational invariance regime. In other
words, the statistics of the conditioning-free Markov stochastic process reproduces the
fluctuations of the original Markov process conditioned on the occurrence of a rare
event [15, 16].
In comparison with the static ensemble of configurations approach, the above
mentioned approach provides us, in principle, with a variety of information. Assuming
that the probability distribution function of the dynamical observable has a large
deviation form, one can calculate the large deviation function. The scaled cumulant
generating function of the time-integrated observable can also be calculated. It is also
possible to determine the probability vectors of both the final and initial configuration,
knowing that the value of the observable through the evolution of the system is
restricted to a certain value. Last but not least, the effective process can also be
calculated [3, 13, 15].
In this paper we aim to show that using the ensemble of trajectories approach one
can obtain a better understanding of the dynamical behavior of the stochastic models
of gene expression. After a brief review of Mathematical preliminaries we start with
the simplest model of gene expression consisting of Poissonian creation and degradation
of proteins. We will then add burst and switch of promoter to the models and show
that these models are still solvable. In comparison with a recent work on modeling
of stochastic gene expression conditioned on large deviations [17], we will show that
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it is possible to add degradation of proteins/mRNA’s to their model and, apart from
what have been calculated, one can answer quite interesting questions such as which
dynamical trajectories have the most contribution to occurrence of a rare event.
2. Mathematical preliminaries
Let us consider a stochastic process system with discrete configuration space {c}. The
time evolution equation for probability of being in configuration c at time t, denoted by
P (c, t), is given by
d
dt
P (c, t) =
∑
c′ 6=c
wc′→cP (c′, t)−
∑
c′ 6=c
wc→c′P (c, t) (1)
in which wc→c′ is a time-independent rate of jumping from configuration c to c′. By
introducing an orthonormal complete basis {|c〉} with 〈c|c′〉 = δc,c′ and defining
〈c|P (t)〉 ≡ P (c, t)
and the matrix elements of H as
〈c|H|c′〉 ≡ wc′→c for c′ 6= c and 〈c|H|c〉 ≡ −
∑
c′ 6=c
wc→c′ for c′ = c
we can rewrite the Master equation (1) as follows [18]
d
dt
|P (t)〉 = H|P (t)〉 (2)
in which |P (t)〉 is the probability vector at time t and H is the stochastic generator of
the process with the following property
〈1|H = 0
where we have defined a summation vector 〈1| as 〈1| ≡ ∑c〈c|. In the long time limit
the steady-state probability vector satisfies
H|P ∗〉 = 0 .
Instead of looking at the time-evolution of the probability vector and calculating
the average values of the observables over a static ensemble of configurations, we can
look at realizations or trajectories of the process in the space of configurations of the
system and then, by defining dynamical observables over these trajectories, we can study
the dynamical properties of the process such as dynamical phase transitions [14, 19].
There are usually two types of dynamical observables or equivalently time-integrated
observables. The first type is a purely spatial observable and depends on both the
configurations that the system meets along a trajectory and the time it spends in each
configuration. This type of a time-integrated observable which is a functional of the
trajectory can be written as ∑
i
(ti+1 − ti)φc(ti)
Stochastic modeling of gene expression: application of ensembles of trajectories 4
in which φc(ti) is the increment of the observable when it meets the configuration c at
time ti. The second type of a time-integrated observable depends on the transitions
among consecutive configurations along a trajectory and can be written as∑
i
θc(ti)→c(ti+1)
in which the increment of this current is denoted by θc(ti)→c(ti+1) [3, 15]. We can build
an ensemble of trajectories in different ways as we do in traditional classical statistical
mechanics for the ensemble of configurations. This will be discussed in the following.
We start with the micro-canonical ensemble of configurations defined for an isolated
system with fixed energy E. The constraint of fixed energy means that every member
of the micro-canonical ensemble has the same energy. It is exactly because of this
constraint that calculating the conditional probability of being in c given that E is fixed
P (c|E) is difficult. Quite similarly, we can consider an ensemble of trajectories, defined
between an initial time 0 and a final time t (called the observation time which is assumed
to be very long), with a constraint on the value of a given dynamical observable over the
trajectories. This ensemble contains those trajectories, among all possible trajectories,
for which the value of that observable is fixed along the trajectory [13, 14, 20].
We can also consider an ensemble of trajectories assuming that the average value of
a given dynamical observable is constant during the observation time [19, 20]. This
is similar to the canonical ensemble of configurations in the traditional statistical
mechanics where the probability of being in a configuration is calculated at fixed
temperature (i.e. the average value of the energy is fixed). This can be achieved by
multiplying the probabilities in the micro-canonical ensemble by e−βH(c) in which H(c) is
the Hamiltonian of the system while being in the configuration c. As the temperature is
varied, the average energy is changed. Calculating the average value of any observables
in this canonical ensemble of energy gives the typical value of those observables under
fixed temperature. For the ensemble of trajectories this can be formulated as follows:
We multiply the probability of taking the trajectory C, denoted by P [C], by e−sAt[C]
in which At is a time-extensive dynamical observable explained before. The ensemble
average of a dynamical observable, say Ot[C], which is a functional of C is given by
〈O〉s = 1
Z
∑
C
Ot[C]P [C]e−sAt[C] . (3)
The dynamical partition function Z appeared in (3) is a normalization factor whose
logarithm is called the dynamical free energy. Note that, as in the canonical ensemble,
the field s conjugated to At can fix the average value of this observable during the
observation time. This means that the averages are now calculated in an ensemble of
trajectories under fixed s. The above statistics is constructed over a biased ensemble
of trajectories which is sometimes called the s-ensemble. Averages in the s-ensemble
with s = 0 correspond to the steady-state averages of Ot which is the only physically
accessible ensemble. These averages are clearly time-translational invariant; however,
this invariance is broken for the averages over the s-ensemble with s 6= 0. It has been
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shown that if the observation time is very long and we are far from the boundaries t′ = 0
and t′ = t, there is a temporal regime during which the time translational invariance
(TTI) is recovered [13, 15].
Let us look at the large deviations of the dynamical observable At in the long
time limit. It has been shown that the generating function of the moments of the
time-integrated quantity at =
1
t
At can be written as
Z = 〈e−tsat〉s = 〈1|etH(s)|P (0)〉 (4)
in which the average 〈e−tsat〉s is taken over all possible trajectories during the time
interval [0, t] and H(s) is a modified generator which is equal to the stochastic generator
of the process H at s = 0. The matrix elements of H(s) are
〈c|H(s)|c′〉 = wc′→ce−sθc′→c for c′ 6= c and 〈c|H(s)|c〉 = −
∑
c′ 6=c
wc→c′ − sφc for c′ = c
in which φc and θc′→c are the increments of the time-dependent observables of the first
and the second type respectively from which we construct the s-ensemble [3, 14]. In the
long time limit one can write
lim
t→∞
1
t
ln〈e−tsat〉s = Λ∗(s) (5)
where Λ∗(s), which is called the Scaled Cumulant Generating Function (SCGF) of the
observable, is the largest eigenvalue of the modified generator H(s). Note that the
derivatives of Λ∗(s) evaluated at s = 0 give the cumulants of At scaled by time i.e.
lim
t→∞
1
t
〈At〉c = (−1)n d
n
dsn
Λ∗(s)
∣∣∣
s=0
(6)
from which one can characterize the fluctuations of the observable. According to the
Ga¨rtnerEllis Theorem if Λ∗(s) exists and is differentiable for all s ∈ R, then at satisfies
a large deviation principle namely
P (at ∈ da)  e−tI(a)da
with the rate function I(a) given by the LegendreFenchel transform of Λ∗(s)
I(a) = − inf
s∈R
{sa+ Λ∗(s)} (7)
in which the symbol inf above stands for infimum of, which can be taken to mean the
same as minimum of. Expanding I(a) beyond quadratic order gives information about
non- Gaussian fluctuations of At/t, which are referred to as large deviations. Moreover,
from (7) we find
a = 〈at〉s = − d
ds
Λ∗(s) (8)
a relation which connects the average value of the observable at to the conjugate
field s [3]. It is worth mentioning that the right and the left eigenvectors of H(s)
corresponding to the largest eigenvalue of the modified generator Λ∗(s) are quite
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meaningful in the context of large deviations in terms of trajectories. Considering the
following eigenvalue relations
H(s)|Λ∗〉 = Λ∗(s)|Λ∗〉 , (9)
〈Λ˜∗|H(s) = Λ∗(s)〈Λ˜∗| (10)
it has been shown that
|Λ∗〉 ∝
∑
c
Pf (c, s)|c〉 , (11)
|Λ˜∗〉 = 〈Λ˜∗|T ∝
∑
c
Pi(c, s)|c〉 (12)
in which Pf (c, s) and Pi(c, s) are in fact the probability of the final and initial
configuration respectively, knowing that the value of s is fixed and related to the
observable a through (8) [5, 13, 15]. It is worth mentioning that these normalized
probabilities are defined as follows
Pf (c, s) =
〈c|Λ∗〉
〈1|Λ∗〉 , (13)
Pi(c, s) =
〈Λ˜∗|c〉〈c|P (0)〉
〈Λ˜∗|P (0)〉 . (14)
We could also look at the probability of observing a given configuration ct′ at a time
t′ during the evolution of the system far from the initial and final configuration, i.e.
0  t′  t, conditioned on fixed s. Starting from t′ = 0 the system relaxes, on a time
scale τ , into the TTI regime during which the probability of being in the configuration
c at fixed s is given by
PTTI(c, s) =
〈Λ˜∗|c〉〈c|Λ∗〉
〈Λ˜∗|Λ∗〉 . (15)
During the TTI regime defined as τ  t′, τ  t− t′ in which τ is a relaxation time into
this temporal regime, the steady-state trajectories of the effective process, discussed
below, are those of the biased ensemble of trajectories [14, 15, 16].
As we mentioned before, in the long time limit each specific fluctuation in the
system can be described by a stochastic Markov process called the effective process.
This process is equivalent to the conditioning of the original process on seeing a certain
fluctuation. It has been shown that the stochastic generator of this effective stochastic
process is given by
Heff(s) = U(s)H(s)U
−1(s)− Λ∗(s) (16)
which is a generalization of Doob’s h-transform. U(s) in (16) is a diagonal matrix with
the matrix element 〈c|U(s)|c〉 = 〈Λ˜∗|c〉. The off-diagonal matrix elements of (16) are
given by
〈c′|Heff(s)|c〉 = 〈c′|H(s)|c〉〈Λ˜
∗|c′〉
〈Λ˜∗|c〉 . (17)
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and the diagonal elements can be obtained using the fact that (16) is a stochastic
matrix [15].
Finally, there is an important family of stochastic processes for which the effective
process is identical to the original process except that the effective rates are just rescaled
values of those in the original process [21]. This property has an important consequence.
If we can calculate the the effective rates (by calculating the left eigenvector 〈Λ˜∗|) and the
steady-state probability vector |P ∗〉, we can substitute the original rates in the steady-
sate probability vector for the effective rates and using (15) obtain the right eigenvector
|Λ∗〉 of the modified generator associated with Λ∗(s). We will use this property later in
the paper.
Considering this short introduction to the large deviations, we apply the above
results to different well-known models of gene expression. We will start with the simplest
model and then cover the more detailed ones. We will show how the powerful toolbox
of large deviations can serve us find considerable amount of information about the
dynamics of these models.
3. The models
As we mentioned earlier, gene expression is intrinsically a stochastic process. After
modeling of gene expression as a Markovian stochastic process one can, in principle,
calculate the probability distribution of many relevant observables, such as number of
proteins or mRNA’s, and also their moments [22, 23]. However, until recently, not much
is done on the dynamical properties of this stochastic process when these observables
are considered as a dynamical observables.
The toolbox of large deviations, as explained briefly in the previous section, allows
one to study the dynamical properties of the stochastic processes as well as the large
deviations of these observables when considered as dynamical variables defined on
trajectories or time-realizations of the process. This approach, as we will see, provides
us with a deeper understanding of the dynamical properties of gene expression as a
Markovian stochastic process.
In what follows, we will consider stochastic models of gene expression at mRNA or
protein level and investigate the dynamical properties of these models using the concept
of s-ensemble. We will show that the large deviation form of the probability distribution
of dynamical observables and also the cumulants of these observables can be calculated
exactly.
3.1. Model 1
As the first model we consider a birth-death model at protein level in which the proteins
are created with the rate k and degradation is occurred with the rate nµ in which n is
the number of the proteins [24]. A simple sketch of this model is given in Fig. (1). The
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Figure 1. A simple sketch of Model 1.
Master equation for this process can be simply written as
d
dt
P (n, t) = kP (n− 1, t) + µ(n+ 1)P (n+ 1, t)− (k + nµ)P (n, t) (18)
in which P (n, t) is the probability of existing n protein at time t. Note that here the
configuration of the system is determined by the number of proteins and that the space
of configurations is infinite dimensional. The steady-state probability distribution P ∗(n)
(which turns to be an equilibrium steady-state in this case) can easily be obtained by
letting t→∞ and solving (18). The result is given by
P ∗(n) = e−γ
γn
n!
with n = 0, 1, 2, 3, . . . (19)
in which γ ≡ k
µ
. The average number of proteins in the steady-state (which is sometimes
called the typical value) can be easily calculated
〈n〉 =
∞∑
n=0
nP ∗(n) = γ .
Let us now consider the number of proteins as a dynamical observable (the first type)
defined on the trajectories or time-realizations of the process during an observation
time of length t. The modified generator H(s) in the complete orthonormal basis
{|0〉, |1〉, |2〉, |3〉, . . .} is given by
H(s) =

−k µ 0 0 · · ·
k −k − µ− s 2µ 0 · · ·
0 k −k − 2µ− 2s 3µ · · ·
0 0 k −k − 3µ− 3s · · ·
...
...
...
...
. . .
 . (20)
It turns out that the full spectrum of the modified generator (20) can be calculated
exactly. Considering the following eigenvalue relations
H(s)|Λ〉 = Λ(s)|Λ〉 ,
〈Λ˜|H(s) = Λ(s)〈Λ˜|
we have found
|Λj〉 =
∞∑
n=0
φjn|n〉 , (21)
〈Λ˜j| =
∞∑
n=0
φ˜jn〈n| (22)
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and
Λj(s) = −(µ+ s)j − ks
µ+ s
with j = 0, 1, 2, 3, . . . (23)
where
φjn =
1
n!
Cn
(
j;
kµ
(µ+ s)2
)( −µ
µ+ s
)j( k
µ+ s
)n
e
− µk
2(µ+s)2 ,
φ˜jn =
1
j!
Cn
(
j;
kµ
(µ+ s)2
)( −k
µ+ s
)j( µ
µ+ s
)n
e
− µk
2(µ+s)2 .
Cn(j;x) is the Poisson-Charlier polynomial defined explicitly by [25]
Cn(j;x) =
min(n,j)∑
l=0
(−1)l
(
n
l
)(
j
l
)
l!x−l (24)
for x > 0. These polynomials are a family of orthogonal polynomials satisfying the
following relation
∞∑
j=0
xj
j!
Cn(j;x)Cm(j;x) = x
−nexn!δn,m . (25)
Note that in (23) s is restricted to s ∈] − µ,+∞]. On the other hand, s ∈] − µ, 0[
(s ∈]0,+∞]) correspond to the ensemble average of the observable larger (smaller) than
its typical value while s = 0 gives the typical value of observable. Note that using∑∞
j=0 φ
j
mφ˜
j
n = δm,n, the left and right eigenvectors of H(s) satisfy
∞∑
j=0
|Λj〉〈Λ˜j| = 1 .
The largest eigenvalue of (20) is given by j = 0 in (23) i.e. Λ∗(s) = −ks
µ+s
. As we
mentioned earlier, derivatives of Λ∗(s) with respect to s generate the cumulants of n in
the s-ensemble. The first derivative of the largest eigenvalue at s = 0 gives
〈n〉s=0 = − d
ds
Λ∗(s)
∣∣∣
s=0
= γ
as expected. The right and the left eigenvectors of (20) corresponding to the largest
eigenvalue Λ∗(s) (or j = 0 in (23)) are now given by
|Λ∗〉 =
∞∑
n=0
1
n!
( k
µ+ s
)n
|n〉 (26)
and
〈Λ˜∗| =
∞∑
n=0
( µ
µ+ s
)n
〈n| (27)
respectively.
Let us now investigate the effective dynamics of the process. As we have already
explained, an unconditional stochastic process for which the typical value of the
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dynamical observable is an atypical value of the same observable in the original process,
is called the effective process. Considering the number of proteins as a dynamical
observable, the matrix elements of the stochastic generator of this effective process are
found to be
〈n+ 1|Heff(s)|n〉 = kµ
µ+ s
, (28)
〈n− 1|Heff(s)|n〉 = n(µ+ s) . (29)
We remind the reader that the configuration of the system c is now defined by the
number of proteins in the system n. As can be seen these effective rates of birth and
death are just rescaled values of those in the original process.
It turns out that in the long time limit, the probability distribution for the number
of proteins n has a large deviation form P (n)  e−tI(n) with the following rate function
I(n) = − inf
s
{ns+ Λ∗(s)} = (
√
k −√nµ)2 . (30)
Let us have a look at another interesting quantity that is the s-ensemble average
of n at time t′ where is a time between 0 and t. This quantity is given by
〈n(t′)〉s = 〈1|e
(t−t′)H(s)nˆet
′H(s)|P˜ (s, 0)〉
〈1|P˜ (s, t)〉 (31)
in which the modified generator H(s) is given by (20) and P˜ (n, s, t) ≡ 〈n|P˜ (s, t)〉 is the
solution of the following Master equation
d
dt
P˜ (n, s, t) = kP˜ (n− 1, s, t) + µ(n+ 1)P˜ (n+ 1, s, t)
− (k + n(µ+ s))P˜ (n, s, t) . (32)
The diagonal matrix nˆ has the diagonal elements 〈n|nˆ|n〉 = n. Straightforward
calculations result in
P˜ (n, s, t) = eψ(t)−ξ(t)
ξ(t)n
n!
(33)
in which
ξ(t) =
k
(
se−t(µ+s) + µ
)
µ(µ+ s)
, ψ(t) =
ks
(
se−t(µ+s) − µ(µ+ s)t− s)
µ(µ+ s)2
.
Finally, after some calculations, we find
〈n(t′)〉s =
k
(
µ+ se−(µ+s)t
′) (
µ+ se−(µ+s)(t−t
′)
)
µ(µ+ s)2
0 ≤ t′ ≤ t . (34)
It is easy to see that
〈n(t− t′)〉s = 〈n(t′)〉s
which comes from the fact that s-ensemble is time-reversal symmetric. The result (34)
is also interesting from the point that in the long time limit the s-ensemble average of
the number of proteins at the initial and final times are given by
〈n(0)〉s = 〈n(t)〉s = k
µ+ s
. (35)
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Figure 2. Plot of 〈n(t′)〉s and 〈J(t′)〉s as a function of t′ for t = 20, k = 3, µ = 2 and
three different values of s. At s = 0 the system is in equilibrium hence both quantities
are time independent. For s 6= 0 these quantities are constant only during the TTI
regime.
After a relaxation time τ = 1/(µ+ s) the system falls into the TTI regime during which
we have
〈n(t′)〉s = kµ
(µ+ s)2
. (36)
As we mentioned, this model is in equilibrium in the long time limit i.e. the
steady-state probability distribution P (n) given by (19), besides the birth and death
rates, satisfy the detailed balance condition. On the other hand, the average of the
current of the proteins in the system (the current of birth minus the current of death)
is zero because of the detailed balance. However, in the s-ensemble of trajectories the
average of this current is only zero during the TTI regime while it is non-zero during
the initial and final transient regimes characterized by the relaxation time τ . In order to
clarify this, we have studied that average of the net current of proteins in the s-ensemble
of number of proteins. The s-ensemble average of the net current is given by
d
dt
〈n(t′)〉s = 〈J(t′)〉s = 〈JBirth(t′)− JDeath(t′)〉s
=
〈1|e(t−t′)H(s)Jˆet′H(s)|P˜ (s, 0)〉
〈1|P˜ (s, t)〉 (37)
in which J is a square matrix with the following elements
〈n+ 1|Jˆ |n〉 = k ,
〈n− 1|Jˆ |n〉 = −nµ .
After some straightforward calculations one finds
〈J(t′)〉s = ks
µ+ s
(
e−(µ+s)(t−t
′) − e−(µ+s)t′
)
0 ≤ t′ ≤ t . (38)
At three different times, including the TTI regime, the asymptotic behavior of the
current is given by
〈J(0)〉s = − ks
µ+ s
for 0 = t′  t , (39)
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〈J(t′)〉s = 0 for 0 t′  t , (40)
〈J(t)〉s = ks
µ+ s
for t′ = t→∞ . (41)
As can be seen the ensemble average of the net current is non-zero during the transient
regimes while it is zero during the TTI regime as expected. In Fig. 2 we have plotted
both 〈n(t′)〉s and 〈J(t′)〉s as a function of t′ for different values of s. As can be seen
during the transient regimes both quantities are functions of time except s = 0; however,
there is a temporal regime where 〈n(t′)〉s is a constant while 〈J(t′)〉s is zero.
We conclude the analysis of this model in the s-ensemble of trajectories by
discussing the probability of observing a given configuration n at time t′ ∈ [0, t] given
that s is fixed. This quantity is given by
Ps(n, t
′) =
〈1|e(t−t′)H(s)|n〉〈n|et′H(s)|P˜ (s, 0)〉
〈1|P˜ (s, t)〉 . (42)
Straightforward calculations results in
Ps(n, t
′) =
e
−k
(
se−(µ+s)t′+µ
)(
se−(µ+s)(t−t′)+µ
)
µ(µ+s)2
n!
(
k
(
se−(µ+s)t
′
+ µ
) (
se−(µ+s)(t−t
′) + µ
)
µ(µ+ s)
)n
.
The fact that the Ps(n, t
′) = Ps(n, t − t′), which reveals the time-reversal symmetry of
s-ensemble, can easily be seen. Now one can take the limit of this probability in the
long time limit to find that
lim
t→∞
Ps(n, t
′ = 0) =
e−
k
µ+s
n!
(
k
µ+ s
)n
,
lim
t→∞
Ps(n, 0 t′  t) = e
− kµ
(µ+s)2
n!
(
kµ
(µ+ s)2
)n
, (43)
lim
t→∞
Ps(n, t
′ = t) =
e−
k
µ+s
n!
(
k
µ+ s
)n
.
These can also be obtained from the properties of the left and the right eigenvectors of
H(s) associated with its largest eigenvalue, as already explained in (13), (14) and (15).
More specifically, limt→∞ Ps(n, 0 t′  t) can be obtained by substituting the effective
rates in the steady-state probability distribution function (19).
In Fig. 3 we have plotted (43) as a function of t′ for three different values of s.
The diagrams show which configuration is more probable in each case as s is varied. As
can be seen in (43), the probability distributions at the beginning and the end of the
trajectory are the same because of time-reversal symmetry. The average value of the
number of proteins during the TTI regime is given by the first derivative of Λ∗(s) with
respect to s.
3.2. Model 2
Recent experiments have observed a feature of gene regulation which can be captured by
defining stochastic processes in which protein production often occurs in bursts resulting
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Figure 3. Plot of (43) as a function of n at k = 3 and µ = 2. 〈n〉s=−1, 〈n〉s=3 and
〈n〉s=0 correspond to − ddsΛ∗(s) at s = −1, s = 3 and s = 0 respectively. Note that
a negative (positive) value of s corresponds to a larger (smaller) than typical value of
the observable.
from many factors [23, 26, 27]. In what follows we consider an effective model for protein
production. We assume that protein production occurs with rates k, and burst sizes n
drawn from a state-dependent geometric distribution bn given by
bn =
bn
(1 + b)n+1
, n = 0, 1, 2, . . . . (44)
The Master equation for the probability distribution P (n, t) of having n protein at time
t is
d
dt
P (n, t) = k
n∑
r=0
brP (n−r, t)+µ(n+1)P (n+1, t)− (k+nµ)P (n, t) .(45)
The steady-state distribution is given by
P ∗(n) =
(γ)n
n!
( b
1 + b
)n
(1 + b)−γ (46)
in which the symbol (x)n ≡ x(x+1) · · · (x+n−1) is the ordinary Pochhammer symbol.
The average number of proteins in the steady-state is also given by
〈n〉 = bγ .
Let us now consider the number of proteins as a dynamical observable defines on the
time-realizations of the process and investigate the fluctuations of this quantity. The
modified generator for this process is given by
H(s) =

−k + kb0 µ 0 · · ·
kb1 −k + kb0 − µ− s 2µ · · ·
kb2 kb1 −k + kb0 − 2µ− 2s · · ·
kb3 kb2 kb1 · · ·
...
...
...
. . .
 .(47)
It turns out that the largest eigenvalue of H(s) is given by
Λ∗(s) =
−kbs
µ+ s+ bs
(48)
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Figure 4. A simple sketch of Model 3.
and the right and left eigenvectors corresponding to this eigenvalue are also as follows
|Λ∗〉 =
∞∑
n=0
1
n!
(
k
µ+ s+ bs
)
n
( b
1 + b
)n
(1 + b)
−k
µ+s+bs |n〉 , (49)
〈Λ˜∗| =
∞∑
n=0
( µ
µ+ s
)n
〈n| . (50)
Using the left eigenvector 〈Λ˜∗| the effective rates can be calculated using (17)
〈n+ r|Heff(s)|n〉 = kbr
( µ
µ+ s
)r
, (51)
〈n− 1|Heff(s)|n〉 = n(µ+ s) (52)
for n, r = 0, 1, 2, . . .. Considering the number of proteins as a dynamical observable, its
probability distribution in the long time limit has a large deviation form which is given
by
P (n)  e−tI(n)
in which the rate function I(n) can easily be calculated using (7)
I(n) =
kb+ nµ− 2√kbnµ
1 + b
. (53)
3.3. Model 3
In the third example, we consider a stochastic process of gene expression from a promoter
with 2 internal states i = 0, 1. The promoter makes random transition from 0 to 1 with
rate α and from 1 to 0 with rate β. In each state, a single mRNA is generated with rate
k0 (k1) when the system is at the state 0 (1) [24]. This model is schematically drawn in
Fig. (4)
In what follows we will show that it is possible to present a full description of the
dynamical properties of the process. On the other hand, we can discuss the fluctuations
of the number of proteins in the long time limit. Considering the number of proteins
as the dynamical observable the modified generator of the process in the complete
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orthonormal basis {|i, n〉} = {|0, 0〉, |1, 0〉, |0, 1〉, |1, 1〉, . . .} is given by
H(s) =

A0 D1 0 0 · · ·
B1 A1 D2 0 · · ·
0 B1 A2 D3 · · ·
0 0 B1 A3 · · ·
...
...
...
...
. . .
 (54)
in which
An =
(
−α− k0 − n(µ+ s) β
α −β − k1 − n(µ+ s)
)
, Dn =
(
nµ 0
0 nµ
)
for n = 0, 1, 2, . . . and also
B1 =
(
k0 0
0 k1
)
.
It turns out that the largest eigenvalue Λ∗(s) and its corresponding left and right
eigenvectors of H(s) can be calculated exactly. Assuming the following form for the
left eigenvector
〈Λ˜∗| =
∞⊕
n=0
(
µ
µ+ s
)n
(
1 φ
)
(55)
in which
φ =
√
((k0 − k1) s+ (α− β)(µ+ s))2 + 4αβ(µ+ s)2
2α(µ+ s)
+
(k0 − k1) s+ (α− β)(µ+ s)
2α(µ+ s)
one obtains the largest eigenvalue of the modified generator
Λ∗(s) =
√
(µ(α + β) + s (α + β + k0 + k1))
2 − 4s ((µ+ s) (αk1 + βk0) + k0k1s)
2(µ+ s)
− µ((α + β)) + s (α + β + k0 + k1)
2(µ+ s)
. (56)
As we mentioned earlier, the derivatives of Λ∗(s) at s = 0 generate the cumulants of the
observable in the steady-state of the process. It is easy to check the the average of the
proteins in this model is given by
〈n〉 = k1α + k0β
µ(α + β)
.
The right eigenvector corresponding to Λ∗ can also be calculated with more efforts.
Let us consider
|Λ∗〉 =
∞⊕
n=0
(
φ
(0)
n
φ
(1)
n
)
. (57)
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Straightforward calculations show that the generating functions of φ
(0)
n and φ
(1)
n defined
as
f0(x) =
∞∑
n=0
φ(0)n x
n , f1(x) =
∞∑
n=0
φ(1)n x
n
satisfy (
µ− (µ+ s)x
)
f ′0(x) +
(
k0(x− 1)− (α + Λ∗(s))
)
f0(x) + βf1(x) = 0 ,(
µ− (µ+ s)x
)
f ′1(x) +
(
k1(x− 1)− (β + Λ∗(s))
)
f1(x) + αf0(x) = 0 .
We will show how to calculate f0(x), because f1(x) can easily be obtained by applying
the following transformation to f0(x)
α β and k0  k1 .
By defining a new variable z as
z ≡ −µ+ (µ+ s)x
the equation governing f0(z) becomes
−z2f ′′0 (z) + z(pz + q)f ′0(z) + (az2 + bz + c)f0(z) = 0
in which
p =
k0 + k1
µ+ s
,
a = − k0k1
(µ+ s)2
,
q = −(k0 + k1) s+ (µ+ s)(µ+ s+ α + β + 2Λ
∗(s))
µ+ s
,
b =
2k0k1s+ (µ+ s) (k1(α + Λ
∗(s)) + k0(β + Λ∗(s) + µ+ s))
(µ+ s)2
,
c = −k0k1s
2 + s(µ+ s) (k1(α + Λ
∗(s)) + k0(β + Λ∗(s))) + Λ∗(s)(µ+ s)2(α + β + Λ∗(s))
(µ+ s)2
.
Now by choosing
f0(z) = F0(z)erzzt
in which
r =
1
2
(p−
√
p2 + 4a) ,
t =
1
2
(1 + q +
√
(1 + q)2 + 4c)
we obtained the equation governing F0(z) as follows
A(z)F ′′0 (z) + B(z)F ′0(z) + C(z)F0(z) = 0
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in which
A(z) = z ,
B(z) = 1 +
√
(1 + q)2 + 4c− z
√
p2 + 4a ,
C(z) = −1
2
(
pq + 2b+
√
p2 + 4a(1 +
√
(1 + q)2 + 4c
)
.
The final result is now given by a Hypergeometric function as follows
F0(z) = 1F1(pq + 2b+
√
p2 + 4a(1 +
√
(1 + q)2 + 4c)
2
√
p2 + 4a
; 1+
√
(1 + q)2 + 4c; z
√
p2 + 4a) .
Having the left eigenvector associated with the largest eigenvalue, we can calculate
the effective rates as follows
〈0, n+ 1|Heff(s)|0, n〉 = k0µ
µ+ s
,
〈1, n+ 1|Heff(s)|1, n〉 = k1µ
µ+ s
,
〈0, n− 1|Heff(s)|0, n〉 = n(µ+ s) ,
〈1, n− 1|Heff(s)|1, n〉 = n(µ+ s) ,
〈0, n|Heff(s)|1, n〉 = βφ−1 ,
〈1, n|Heff(s)|0, n〉 = αφ
for n = 0, 1, 2, 3, . . .. As can be seen, the effective rates are rescaled when compared to
those in the original process.
3.4. Model 4
The fourth example is similar to the third model except we have added burst. As in
the previous model we consider a stochastic process of gene expression from a promoter
with 2 internal states i = 0, 1. The promoter makes random transition from 0 to 1
with rate α and from 1 to 0 with rate β. In each state, bursts of gene expression
leading to the production of mRNAs occur with rate k0 (k1) when the system is at
the state 0 (1), and burst sizes n drawn from a state-dependent distribution bn as
introduced in (44). This model can also be used to represent gene expression at the
level of proteins. As in the previous models we are going to show that the largest
eigenvalue of the modified generator besides the left eigenvector associated with this
eigenvalue can be calculated exactly. These quantities are enough to provide us with a
full description of the dynamical properties of the process.
By considering the complete orthonormal basis {|i, n〉} = {|0, 0〉, |1, 0〉, |0, 1〉, |1, 1〉, . . .}
the modified generator of the process in the presence of burst is given by
H(s) =

A0 D1 0 0 · · ·
B1 A1 D2 0 · · ·
B2 B1 A2 D3 · · ·
B3 B2 B1 A3 · · ·
...
...
...
...
. . .
 (58)
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Figure 5. Plot of the largest eigenvalue Λ∗(s) (left) and the large deviation function
(or rate function) of the model 4 (right) for α = 0.5, β = 1.5, k0 = 3, k1 = 6, µ = 2 and
b = 1. The inset in the left figure shows the first derivative of the largest eigenvalue
for β 6= 0 (filled line) and β = 0 (dashed line).
in which
An =
(
−α− k0 + k0b0 − n(µ+ s) β
α −β − k1 + k1b0 − n(µ+ s)
)
and also
Bn =
(
k0bn 0
0 k1bn
)
, Dn =
(
nµ 0
0 nµ
)
for n = 0, 1, 2, . . .. It turns out that the largest eigenvalue and also the corresponding
left eigenvector can be calculated as in the third model. Assuming the following form
for the left eigenvector
〈Λ˜∗| =
∞⊕
n=0
(
µ
µ+ s
)n
(
1 φ
)
(59)
in which
φ =
√
(bs (k0 − k1) + (α− β)(bs+ µ+ s))2 + 4αβ(bs+ µ+ s)2
2α(bs+ µ+ s)
+
bs (k0 − k1) + (α− β)(bs+ µ+ s)
2α(bs+ µ+ s)
one obtains
Λ∗(s) =
√
(bs (α + β + k0 + k1) + (α + β)(µ+ s))
2 − 4bs (bsk0k1 + (αk1 + βk0) (bs+ µ+ s))
2(bs+ µ+ s)
− bs (α + β + k0 + k1) + (α + β)(µ+ s)
2(bs+ µ+ s)
.
The first derivative of the largest eigenvalue at s = 0 gives the average number of
proteins in the steady-state
〈n〉 = b(k1α + k0β)
µ(α + β)
.
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Note that for k0 = k1 = k, we recover the results of the second model i.e.
Λ∗(s) =
−kbs
µ+ s+ bs
.
In Fig. 5 we have plotted the largest eigenvalue and the rate function calculated using
the LegendreFenchel transformation (7). Note that as β approaches to zero the first
derivative of the largest eigenvalue changes discontinuously at certain s. This indicates
a first-order dynamical phase transition.
In contrast to the previous cases, we have found that calculating the right
eigenvector of H(s) for an arbitrary s is a formidable task. The effective rates of the
effective dynamics can be calculated using (17) as for the previous models. The results
are
〈0, n+ r|Heff(s)|0, n〉 = k0br
( µ
µ+ s
)r
,
〈1, n+ r|Heff(s)|1, n〉 = k1br
( µ
µ+ s
)r
,
〈0, n− 1|Heff(s)|0, n〉 = n(µ+ s) ,
〈1, n− 1|Heff(s)|1, n〉 = n(µ+ s) ,
〈0, n|Heff(s)|1, n〉 = βφ−1 ,
〈1, n|Heff(s)|0, n〉 = αφ
for n, r = 0, 1, 2, 3, . . .. As for the previous models, the effective rates of the effective
dynamics are just rescaled in comparison to the the reaction rates of the original process.
3.4.1. Generalization The previous model can be generalized to the one in which the
promoter has more than two internal states. We assume that the promoter changes
its internal state from i to j with the rate αi→j with i, j = 1, 2, 3, . . . , N . The Master
equation governing the time evolution of the probability distribution function for having
n proteins at time t when the promoter is in the state i is given by
d
dt
Pi(n, t) = ki
n∑
r=0
brPi(n− r, t) + µ(n+ 1)Pi(n+ 1, t)
− (ki +
∑
j 6=i
αi→j + nµ)Pi(n, t)
+
∑
j 6=i
αj→iPj(n, t) .
Considering the s-ensemble of number of proteins, the modified generator is given by
H(s) =

A0 D1 0 0 · · ·
B1 A1 D2 0 · · ·
B2 B1 A2 D3 · · ·
B3 B2 B1 A3 · · ·
...
...
...
...
. . .
 (60)
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in which the matrix elements of N ×N matrices An, Bn and Dn are given by
(An)ij =
{
−∑j′ 6=i αi→j′ − ki + kib0 − n(µ+ s) i = j
αj→i i 6= j ,
(Bn)ij =
{
kibn i = j
0 i 6= j ,
(Dn)ij =
{
nµ i = j
0 i 6= j
for i, j = 1, 2, 3, . . . , N . It turns out that, because of the special structure of H(s),
the largest eigenvalue and its corresponding left eigenvalue of H(s), as an infinite-
dimensional matrix, reduce to those of an N × N matrix. Considering the following
left eigenvector
〈Λ˜∗| =
∞⊕
n=0
〈X˜n| (61)
with
〈X˜n| = ( µ
µ+ s
)n
(
φ0 φ1 . . . φN
)
we only need to solve
〈X˜0|H˜(s) = Λ∗(s)〈X˜0| (62)
in which H˜(s) is defined as follows
(H˜(s))ij =
{
−∑j′ 6=i αi→j′ − ki − n(µ+ s) + ki(1 + b− bµµ+s)−1 i = j
αj→i i 6= j
.
Now the effective rates can be calculated, after calculating φn’s, as follows
〈i, n+ r|Heff(s)|i, n〉 = kibr
( µ
µ+ s
)r
,
〈i, n− 1|Heff(s)|i, n〉 = n(µ+ s) ,
〈i, n|Heff(s)|j, n〉 = αj→i φi
φj
with i, j = 1, 2, 3, . . . , N and n, r = 1, 2, 3, . . ..
Comparing with a recent work on stochastic gene expression conditioned on large
deviations [17], this generalization adds degradation to the process while remaining
integrable. On the other hand, as we saw, the conditioning-free effective process is
represented by a process similar to the original process except that it has renormalized
parameters [21].
4. Concluding remarks
In this paper, we studied four Markovian stochastic models of gene expression
conditioned on large deviations of the population of proteins. Starting with a simple
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birth-death model, which is a continuous-time Markov process often used to study how
the number of individuals in a population change through time, we showed that the
model if fully integrable in the sense that the SCGF and also the corresponding left
and right eigenvectors of the associated modified generator could be calculated exactly.
The SCGF gives us, through the Ga¨rtnerEllis Theorem, the large deviation form of the
probability distribution function of the number of proteins. Dynamical behavior of the
system also obtained using the probabilistic concepts of the left and right eigenvectors
associated with the SCGF.
We gradually generalized the simple birth-death process to the stochastic processes
which were more realistic in the realm of gene expression. We showed that they were still
integrable and fluctuations of the dynamical observable could be traced using the large
deviation theory. Finally, we showed that the modeling of gene expression as a Batch
Markovian Arrival Process (BMAP) studied in [17] could be generalized to a model
which includes degradation and that this generalization does not alter the integrability
of the system.
As it has been explained in [28], the SCGF is not always given by the largest
eigenvalue of the modified generator. This might happen in the systems with infinite-
dimensional configuration space. We have checked that, despite the configuration space
is infinite-dimensional, the SCGF is still given by the largest eigenvalue of the modified
generator.
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