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Abstract. Mao H. (2017, Representing attribute reduction and con-
cepts in concept lattice using graphs. Soft Computing 21(24):7293–7311)
claims to make contributions to the study of reduction of attributes in
concept lattices by using graph theory. We show that her results are ei-
ther trivial or already well-known and all three algorithms proposed in
the paper are incorrect.
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1 Introduction
Mao (2017) claims that she studies attribute reduction and formal concept enu-
meration in Formal Concept Analysis (FCA) with the aid of Graph Theory.
We show, that the use of the Graph Theory is trivial. Specifically, Mao simply
replaces the notion of formal context by an equivalent notion of pre-weighted
relevant graph and presents well-known and trivial facts as novel and interest-
ing. Additionally, Mao provides a method of enumeration of formal concepts in
a reduced formal context. The method is represented by three algorithms; we
demonstrate, using examples, that they are incorrect.
2 Preliminaries
We use the same notions and the same notations as Mao (2017); however we
need to also recall a few notions from (Ganter and Wille, 1999) to explain our
case. Thus, for the reader’s convenience, we provide full preliminaries.
An input to FCA is a triplet (O,P, I), called a formal context, where O,P are
finite non-empty sets of objects and attributes, respectively, and I is a binary
relation between O and P ; (o, a) ∈ I means that the object o has the attribute
a. Finite formal contexts are usually depicted as tables, in which rows represent
objects, columns represent attributes, and each entry contains a cross if the
corresponding object has the corresponding attribute, and is otherwise left blank
(see top parts of Figures 3–5 for examples).
The formal context induces the following operators:
↑ : 2O → 2P assigns to a set X of objects the set X↑ of all attributes shared
by all the objects in X .
↓ : 2P → 2O assigns to a set B of attributes the set B↓ of all objects which
share all the attributes in B.
For singletons we use shortened notation and write o↑, a↓ instead of {o}↑, {a}↓,
respectively.
Formal concept is a pair (X,B) of sets X ⊆ O,B ⊆ P , s.t. X↑ = B and
B↓ = X . The first component of a formal concept is called extent, the second
one is called intent. The collection of all formal concepts in (O,P, I) is denoted
B(O,P, I). The collection B(O,P, I) with order≤ defined by (X1, B1) ≤ (X2, B2)
if X1 ⊆ X2 for all formal concepts (X1, B1), (X2, B2) ∈ B(O,P, I), forms a
complete lattice called a concept lattice.
We call a computation of B(O,P, I) a formal concept enumeration.
We consider the following two binary relations on P induced by a formal
context:
– dependency ⊑, defined by a ⊑ b if a↓ ⊆ b↓ for all a, b ∈ P ,
– equivalence ≡, defined by a ≡ b if a↓ = b↓ for all a, b ∈ P .
Formal context (O,P, I) is called clarified if a1 ≡ a2 implies a1 = a2 for any
a1, a2 ∈ P ; i.e. if it does not contain duplicate columns. Removal of duplicate
columns (keeping one representative of each ≡-class) is called a clarification.
An attribute a is called reducible in formal context (O,P, I) if there is Z ⊆
P \{a} such that a↓ = Z↓ (equivalently, if B(O,P, I) and B(O,P \{a}, I∩(O×P \
{a})) are isomorphic). Formal context is reduced if it has no reducible attributes.
Removal of reducible attributes is called a reduction. Ganter and Wille (1999)
provide efficient method for clarification and reduction.
Originally for Rough Set Theory, Pawlak (1982) proposed three types of at-
tributes. These types were introduced into FCA by Zhang et al (2005). We omit
their definitions and just explain their relationship to the reducible and irre-
ducible attributes: absolutely necessary (core) attributes are exactly irreducible
attributes; relatively necessary attributes are those reducible attributes that be-
come irreducible when their duplicates are removed; and absolutely unnecessary
attributes are those which are neither absolutely nor relatively necessary.
3 The use of Graph Theory is trivial and the results are
not novel
Mao (2017) claims to propose a method of attribute reduction which utilizes
Graph Theory and is based on removing vertices from a particular graph; this
should distinguish her method from other known approaches (Ganter and Wille,
1999; Zhang et al, 2005) which are based on the removal of attributes.
Specifically, she introduces a so-called pre-weighted relevant graph G(O,P, I)
(derived from a formal context (O,P, I)) as a graph with vertices being the
attributes in P and edges being given as follows: for a, b ∈ P and a 6= b,
– if x↓ = y↓ there is a bi-arc joining x and y, i.e. x⇔ y,
– if x↓ ⊂ y↓ there is an arc joining y to x, i.e. x→ y.
Thus, G(O,P, I) is basically (O,P, I) with the relations⊑ and ≡ (specifically,
the arcs → correspond to pairs in ⊑ \ ≡ and the bi-arcs ⇔ correspond to non
reflexive pairs in ≡). This represents the entire utilization of Graph Theory in
Mao’s work.
Mao describes the attribute reduction in three steps (see Fig. 1):
(1) For an input formal context (O0, P0, I0) satisfying
o↑ 6= ∅ and a↓ 6= ∅ for all o ∈ O0, a ∈ P0
the formal context (O1, P1, I1) is found by removing full-row objects and
full-column attributes from (O0, P0, I0).
(2) For (O1, P1, I1) find context (O2, P2, I2) by clarification.
(3) For (O2, P2, I2) find context (O3, P3, I3) by reduction.
(O0, P0, I0)
(O1, P1, I1)
(O2, P2, I2)
(O3, P3, I3)
(1) remove full-column attributes
and full-row objects
(2) remove duplicate attributes
(clarification)
(3) remove reducible attributes
(reduction)
Fig. 1. Three phase process of attribute reduction in Mao (2017).
The method is basically identical with the method known from the basic
literature (Ganter and Wille, 1999).
At best, Mao’s results could be considered to show how to use precomputed
relations ⊑ and ≡ to achieve better time complexity. However there are two
problems with it.
– First, the relations are used the same way as in (Ganter and Wille, 1999)
(where they are not precomputed), or they present a trivial improvement.
As an example of the latter, (Mao, 2017, Theorem 3.1) characterizes objects
with full row. The theorem states that we need not check whether the object
has all attributes, instead we can just check whether it has all attributes
that are minimal w.r.t. ⊑.
– Second, if the complexity is taken into account, it should be said that the
computation of ≡ and ⊑ for (O,P, I) requires the same time as entire clar-
ification and reduction using classic methods described in basic literature
(Ganter and Wille, 1999). Mao does not mention the complexity of the com-
putation of ≡ and ⊑ neither does she refer to the classic methods.
Substitution of the basic notions with the equivalent newly introduced no-
tions is Mao’s main resource for results. Instead of removal attributes from
(O,P, I) she removes the corresponding vertices from G(O,P, I). Rephrased,
using basic notions of FCA, the results become trivial or are already well-known.
Specifically, Theorem 3.2 states that duplicate attributes are reducible, which
is obvious. Theorem 3.3 states that in the clarified context (O2, P2, I2) no at-
tributes are relatively necessary, which is obvious because (O2, P2, I2) is obtained
by clarification of the context (O1, P1, I1). Theorem 3.4 is an overcomplicated
characterization of reducible attributes, which after a straightforward simplifi-
cation becomes the one by Ganter and Wille (1999). Theorem 3.5 states, that
in the reduced context (O3, P3, I3) all attributes are irreducible, which again is
obvious, because (O3, P3, I3) is obtained by reduction of (O2, P2, I2). Finally,
Theorems 3.6 and 3.7 explain trivial relationships between Pawlak’s types of
attributes in P0, P1, P2, and P3.
4 The proposed algorithms are incorrect
Mao (2017) proposes a method of computing formal concepts in (O,P, I); more
specifically, the subset A containing all formal concepts excluding the top and
the bottom concepts of B(O,P, I) and the attribute concepts.
The method consists of three algorithms which each compute different por-
tions of A with the aid of a pre-weighted relevant graph; their input is a pre-
weighted relevant graph and a maximal attribute c1.
1. The algorithm 1 computes the set F containing those concepts (A,B) ∈ A
which satisfy c1 ∈ B and b /∈ B for all b ∈ N
+
G(O,P,I)(c1) (see Fig. 2 (top)).
2. The algorithm 2 computes the set S containing those concepts (A,B) ∈ A
which satisfy c1 ∈ B and b ∈ B for some b ∈ N
+
G(O,P,I)(c1) (see Fig. 2 (middle)).
3. The algorithm 3 computes the set T containing those concepts (A,B) ∈ A
which satisfy c1 /∈ B (see Fig. 2 (bottom)).
N+
G(O,P,I)(c1) in items 1. and 2. denotes the lower cone of attribute c1 w.r.t. ⊑,
excluding c1 itself.
All three algorithms are described in a very complicated way which makes
them almost unreadable. More importantly, they are incorrect. In what follows,
we present the examples in which the algorithms fail to deliver correct outputs.
We need to recall some additional notation from (Mao, 2017):
– V →a denotes the upper cone of attribute a w.r.t. ⊑, excluding a itself;
– ω(a) denotes the pre-weight of a, i.e. ω(a) = a↓.
•
c1
•
b1
•
b2
•
c1
•
b1
•
b2
•
c1
•
b1
•
b2
Fig. 2. Portions of concept lattice computed by the algorithm 1 (top), algo-
rithm 2 (middle), and algorithm 3 (bottom)
4.1 Example for algorithm 1
Consider the formal context depicted in Fig. 3 (top).
c1 c2 b n
1 ×
2 × ×
3 × ××
4 ×
c1 {1, 2, 3} c2 {3, 4}
b
{1, 3}
n ∅
Fig. 3. A formal context (top) and its pre-weighted relevant graph (bottom) as an
example for algorithm 1
We demonstrate that the algorithm 1 fails to deliver correct output for its pre-
weighted relevant graph (Fig. 3 (bottom)) and attribute c1. We have C = {c1, c2}
and N+
G(O,P,I)(c1)
= {b, n}. The following represents how the algorithm runs
when we exactly follow exactly the steps in Mao (2017).
(step 1)
H1 = {x ∈ P \ {c1} |x /∈ N
+
G(O,P,I)(c1)
and ω(c1) ∩ ω(x) 6= ∅} = {c2}.
As H1 6= ∅ is the case, we select h1 ∈ H1. There is only one option, thus we set
h1 := c2. We compute extent A1 and B1 as
A1 = ω(c1) ∩ ω(c2) = {3} and B1 = {c1, c2}.
AsH1\B1 = ∅, the condition of non-existence of h ∈ H1\B1 with ω(c1)∩ω(c2) ⊂
ω(h) is trivially satisfied, and (A1, B1) is outputted.
(step 2) As |H1| = 1 we stop the computation.
We obtained a pair ({3}, {c1, c2}) as an output, but this pair is not a formal
concept. If we close it, we obtain ({3}, {c1, c2, b}) which should not be in F , since
it contains b.
4.2 Example for algorithm 2
Consider the formal context depicted in Fig. 4 (top).
c1 c2 c3 b
1 ×
2 × ×
3 × × ×
4 × ××
5 × ×
6 ×
c1 {2, 3, 4, 5} c2 {1, 2, 3}
c3 {4, 5, 6}b {3, 4}
Fig. 4. A formal context (top) and its pre-weighted relevant graph (bottom) as an
example for algorithm 2
We demonstrate that algorithm 2 fails to deliver the correct output for its
pre-weighted relevant graph (Fig. 4 (bottom)) and attribute c1. We have that
C = {c1, c2, c3} and N
+
G(O,P,I)(c1) = {b}.
(step 6) We set b1 := b as it is the only option; and we compute
Hb1 = {c2, c3}.
(step 7) We have Hb1 6= ∅. We select d1 := c2. We compute
Ab1 : = ω(b1) ∩ ω(d1) = ω(b) ∩ ω(c2) = {3},
Bb1 : = {b1, d1} ∪ V
→b1
3 ∪ V
→d1
3 = {b, c2} ∪ {c1} ∪ ∅
= {b, c1, c2}.
We continue with Case 2 because c3, the only element in Hb1 \ Bb1 , does not
satisfy Ab1 ⊂ ω(c3). The rest of this step is trivial since N
+
G(O,P,I)(b) = ∅;
(Ab1 , Bb1) is outputted.
(step 8) We set d11 = c2, d12 = c3. And compute
A1d1 = ω(b1) ∩ ω(d11) ∩ ω(d12) = ω(b) ∩ ω(c2) ∩ ω(c3) = ∅.
Since A1d1 is empty the algorithm stops.
The algorithm terminated without outputting a formal concept ({4}, {c1, c3, b}),
which belongs to S.
4.3 Example for algorithm 3
The third algorithm uses the previous two algorithms. Even if algorithm 1 and
algorithm 2 were correct, algorithm 3 would be still incorrect, and this is shown
for the formal context depicted in Fig. 5 (top), its pre-weighted relevant graph is
in Fig. 5 (bottom), and its attribute c1.
c1 c2 c3 b
1 ×
2 × × ×
3 × × ×
4 × ×
5 ×
c1 {2, 3, 4} c2 {1, 2, 3}
c3 {3, 4, 5}b {2}
Fig. 5. A formal context (top) and its pre-weighted relevant graph (bottom) as an
example for algorithm 3
(step 15) C := C \ {c1} = {c2, c3};
G(O,P, I) := G(O,P, I) \ (c1 ∪N
+
G(O,P,I)(c1)); (1)
i.e. G(O,P, I) now contains only vertices c2 and c3.
(step 16) We use algorithms 1 and 2 for updated graph G(O,P, I) and c2. It is
not clear whether (1) includes removal of c1 from P :
– If yes, we get ({3}, {c2, c3}) as one of the outputs of algorithm 1 and 2, but
it is not a formal concept
– If no, we get ({3}, {c1, c2, c3}) as one of the outputs of algorithm 1 and 2,
but it does not belong to T .
Either way, we obtain a wrong output.
4.4 Bogus complexity analysis
As the method of formal concept enumeration is incorrect, we could simply
disregard its complexity analysis, however, even then there is a problem which
needs mentioning.
In the description of both, attribute reduction and formal concept enumer-
ation, Mao uses steps which perform intersections and/or comparisons of pre-
weights, i.e. subsets of the set O. In the accompanied complexity analysis, she
claims complexity of these steps to be O(|P |2) or O(|P |3); i.e independent of
the size of the subsets or the size of O. This could be actually achieved if all the
intersections of pre-weights were precomputed, however, a collection of all the
intersections is, in fact, the collection of all extents. As each extent uniquely de-
termines its formal concept, this assumption means that Mao’s method of formal
concept enumeration requires all formal concepts to be precomputed.
To sum up, either the claimed complexities are incorrect, or Mao works from
an assumption that makes the actual computation superfluous.
5 Conclusion
Mao (2017) provides nothing new. Her theoretical results are either trivial or
well-known and all three proposed algorithms are incorrect.
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