This chapter introduces the techniques that have been used to identify the genetic regulatory modules by integrating data from various sources. Data relating to the functioning of individual genes can be drawn from many different and diverse experimental techniques. Each piece of data provides information on a specific aspect of the cell regulation process. The chapter argues that integration of these diverse types of data is essential in order to identify biologically relevant regulatory modules. A concise review of the different integration techniques is presented, together with a critical discussion of their pros and cons. A very large number of research papers have been published on this topic, and the authors hope that this chapter will present the reader with a high-level view of the area, elucidating the research issues and underlining the importance of data integration in modern bioinformatics.
Introduction
A network of transcription factors regulating transcription factors or other proteins is called a transcriptional regulatory network or gene regulatory network. The understanding and reconstruction of this regulation process at a global level is one of the major challenges for the nascent field of bio-informatics (Schlkopf et al., 2004) .
Considerable work has been done by molecular biologists over the last few years in identifying the functions of specific genes. In an ideal world it would be desirable to apply these results in order to build detailed models of regulation where the precise action of each gene is understood. However, large number of genes and the complexity of the regulation process means that this approach has not been feasible. Research into discovering causal models based on the actions of individual genes has encountered a major difficulty in estimating a large number of parameters from a paucity of experimental data. Fortunately however, biological organisation opens up the possibility of modelling at a less detailed level. In nature, complex functions of living cells are carried out through the concerted activities of many genes and gene products which are organized into co-regulated sets also known as regulatory modules (Segal et al., 2003) . Understanding the organization of these sets of genes will provide insights into the cellular response mechanism under various conditions. Recently a considerable volume of data on gene activity, measured using several diverse techniques, has become widely available. By fusing this data using an integrative approach, we can try to unravel the regulation process at a more global level. Although an integrated model could never be as precise as one built from a small number of genes in controlled conditions, such global modelling can provide insights into higher processes where many genes are working together to achieve a task. Various techniques from statistics, machine learning and computer science have been employed by researchers for the analysis and combination of the different types of data in an attempt to identify and understand the function of regulatory modules.
There are two underlying problems resulting from the nature of the available data. Firstly, each of the different data types (microarray, dna-binding, protein-protein interaction and sequence data) provides a partial and noisy picture of the whole process. They need to be integrated in order to obtain an improved and reliable picture of the whole underlying process. Secondly, the amount of data that is available from each of these techniques is severely limited. To learn good models we need lots of data, yet data is only available for few experiments of each type. To alleviate this problem many researchers have taken the path of merging all available datasets before carrying out an analysis. Thus there can be some confusion regarding the term integrative because it has been used to describe both of these two very different approaches to data integration: one among datasets of the same type, for example microarrays, but from different experiments, and the other among different types of data, for example microarray and DNA binding data.
In the rest of the chapter we will describe various techniques proposed to carry out both of these types of integration and will discuss their pros and cons. We will review some of the prominent research following the former approach by Ihmels et al. (2002) and , and work following the latter approach by Bar-Jospeh et al.(2003) , Tanay at al. (2004 Tanay at al. ( , 2005 and Lemmens et al. (2006) .
Background

Biological background
Higher organisms are made up of various different cell types each of which performs a specific role that contributes to its overall functioning. The fascinating fact is that each of these cells contains exactly the same set of genes. The cells of higher organisms, known as eukaryotes, differ from those of the less evolved prokaryotes in having a well-defined nucleus that carries the genetic material. The remarkable diversity among the cells is a result of a precisely controlled mechanism of expression and regulation of a subset of genes in each cell type. The expression of genes into their complements, called m-RNAs or transcripts, is known as transcription while the next step of the process, which leads to creation of a protein from the intermediate m-RNA is called translation. Proteins can react with each other and influence the regulation of cells from the outside by a process of signal transduction. Like most biological systems, this whole process is regulated at multiple places. The process begins when some molecules known as transcription factors (TFs) are activated by a trans-membrane receptor, leading them to bind to gene regulatory elements and to promote access to the DNA and facilitate the recruitment of RNA polymerase to the transcriptional start site. The gene regulatory elements of the DNA, also known as promoter regions, are situated upstream of the gene at a distance which can vary from a few base pairs to hundreds of base pairs. The regulatory elements contain binding sites for multiple transcription factors allowing each gene to respond to multiple signalling pathways and facilitate fine-tuning of the m-RNAs that are produced. Once the transcription factors are bound on the regulatory elements, they can either promote or inhibit gene expression. In the case of a promoter the process of transcription starts. A protein called RNA polymerase starts to copy the information contained in the gene into messenger RNA (m-RNA). These m-RNA molecules, being exact replicas of the gene, contain both exons (which will be used in the later process) and introns (which will be removed). A process known as splicing removes the introns and the remaining m-RNA, called spliced m-RNA, is transported out of the nucleus into the cellular material. There it is translated into a polypeptide chain with the help of ribosomes and this chain then folds into a three-dimensional structure known as protein. A detailed review of the whole process can be found in any standard textbook on molecular biology.
The previous paragraph gives only a partial picture. Since transcription factors themselves are proteins, the same process may regulate them. In fact there are genes that code just for transcription factors. This process is similar to a feedback loop in which transcription factors are regulated by other transcription factors. In particular, a major goal is to understand how transcription factors affect gene expression and which groups of genes are co-regulated by certain sets of transcription factors.
Data Sources
Various types of data are used to identify regulatory mechanisms. These are primarily generated by molecular biologists using experimental techniques. Some of the types currently available are:
• m-RNA expression measured using microarrays • Transcription factor binding to DNA measured using ChIP-chip (chromatin immunoprecipitation) • Transcription factor binding motifs from the promoter sequences of genes • Protein-protein interactions (PPI) using co-immunoprecipitation and other techniques One of the most important sources of data is genome-wide measurement of m-RNA expression levels carried out using microarrays. These have received considerable attention in the last six years and various technologies for microarray measurement have been developed (Schulze & Downward, 2001) . Microarrays allow simultaneous measurement of the expression levels of a large number of genes. Similar expression profiles identify genes that may be controlled by a shared regulatory mechanism. Spellman is one of the microarray pioneers who used it to study global expression of genes at various time points in yeast cell cycle . He along with some other researchers (Gasch et al., 2000) also studied the response of the yeast genes when subjected to various kinds of stress. Processing microarray data to reduce the errors introduced at various stages is known as normalization. Quakenbush (2006) provides a good overview of the techniques used for normalization and analyzing while Smyth et al. (2003) discuss in detail the statistical issues involved in normalization.
Another source of data is transcription factor-DNA binding data that is generated as a result of the chromatin immunoprecipitation (ChIP) technique also popularly known as the ChIP-chip assay. The technique is used to determine whether proteins, including transcription factors will bind to particular regions of the chromatin within living cells. Harbison et al. (2004) determined the global genomic occupancy of 203 transcription factors in yeast, which are all known to bind to DNA in the yeast genome. Lee et al. (2002) produced a similar yeast dataset for a smaller number of transcription factors. Both these researchers reported results in the form of a confidence value (statistical P value) of a transcription factor attaching to the promoter region of a gene. The reason behind using statistical techniques was to average the errors in microarray technology and account for multiple cell populations. One of the prominent problems with such approaches is that in order to infer whether a transcription factor attached to the promoter sequence or not, we have to choose an arbitrary artificial threshold of the P-value.
Transcription factor binding motifs are sequence patterns observed in the intergenic regions of the genome usually located upstream of the genes. They are thought to be responsible for allowing access of transcription factors to binding sites. Initial approaches to identifying these were based on first clustering genes by coexpression, and then looking for common sequences in the upstream regions of the genes located in the same cluster. Kellis et al. (2003) used comparative genome analysis between three related yeast species to find these motifs.
Protein-protein interaction (PPI) data for human and other proteins are available as a result of advances in technologies like co-immunoprecipitation, mass-spectroscopy and yeast two-hybrid assays. There has been a tremendous growth in this type of data in the recent years.
Data Integration Plain Clustering
When microarray data started becoming available in the 1990s, a prime goal was to identify sets of genes that act together functionally to perform certain cellular tasks such as metabolism or cell-cycle functions. In this early phase of data analysis, various clustering algorithms, e.g. Eisen et al. (1998) , were applied in order to find such gene modules. An assumption behind this clustering approach was that co-expression implied coregulation. In other words, if sets of genes were showing similar patterns of microarray expression they must be co-regulated and hence belong to the same module. So, co-expression was assumed to imply co-regulation and co-regulation was assumed to imply similar function. However, both these assumptions are not always correct. The validity of the resulting clusters could be tested by identifying common promoter elements on the upstream portion of genes within the same cluster on the assumption that genes are co-regulated because they have common promoter elements. Another popular way to show validity was by using gene ontology to show that the majority of genes belonging to a module were similar in function. In these early works no prior information was used to guide the process of clustering.
Causal Networks
Naturally the research community wanted to model the causal relationships among various genes in much more detail, and this precipitated a second phase of modelling in which mostly Bayesian networks and their variants, such as dynamic Bayesian networks, were applied to model the gene regulatory processes (Friedman at al., 2000; Husmeier, 2003; Murphy & Mian, 1999; Zou & Conzen, 2005) . Friedman et al. (2000) were the first to utilise Bayesian networks for modelling gene expression data and they tried two types of local distribution -discrete (multinomial) and continuous (linear Gaussian) -to express the relation between dependent genes. They tested the work on the microarray expression data of Spellman et al. (1998) . When networks that modelled the data accurately were identified, two pairwise features were computed from them -Markov relations and order relations. The Markov relation just checks if each gene of a pair is in the Markov blanket of the other. This would imply a direct causal relationship between them indicating a biological relation. The order relation checks if X is ancestor of Y in all the networks of an equivalence class. This can be determined directly from the directed graph by checking whether there is a path from X to Y that is directed towards Y consistently. An order relation implies that the two genes have a role in some more complex regulatory process. Temporal aspects of data were incorporated into the model by adding a discrete variable as the root. They suggested that non-linear local/temporal models should be used for better accuracy. Their analysis of the results shows that the method is sensitive to the choice of local model and in the case of the multinomial distribution is also sensitive to the discretization method used. Werhli et al. (2006) carried out a comparative study of the performance of modelling gene regulatory networks using graphical Gaussian models (GGMs), relevance networks and Bayesian networks. They used both laboratory data as well as simulated data to evaluate the different approaches. They observed that on both types of data, Bayesian networks outperformed both relevance networks and graphical Gaussian models.
The major difficulty with this fine tuned modelling approach is that for such a high dimensional problem involving many thousands of genes, the amount of experimental data available is never enough for accurate modelling. Moreover, it's very hard to deal with the cyclical feedback nature of gene networks using Bayesian networks since, without the explicit incorporation of time, they only handle acyclic relationships among the variables. The end result of such models was that the performance was not good and not many verifiable findings were made (Husmeier, 2003) . In order to improve upon the results, work was done to incorporate better prior knowledge in the Bayesian network based modelling. Imoto et al. (2003) combined PPI, DNA binding, promoter element motifs as well as literature text mining. Tamada et al. (2003 Tamada et al. ( , 2005 ) also used similar diverse datasets to build Bayesian network models.
Weakly supervised Module Algorithms
After these initial frustrations in moving from very naive modelling (plain clustering) to highly detailed modelling (dynamic Bayesian networks), research began to tread a path somewhere in the middle. This pragmatic approach did yield very good results and is still the basis of current research. One of the most complete studies using these types of weakly supervised methods was carried out by Segal et al. (2003) . Their method uses gene expression microarray data and very weak prior knowledge in the form of the names of genes producing the transcription factors, in order to separate genes into sets that are co-regulated. It takes as input a gene expression data set and a large precompiled set of candidate regulatory genes and outputs groups of co-regulated genes (modules), their regulators, and a regulation program that specifies behaviours of the modules as a function of regulator's expression and the conditions under which regulation takes place.
The Module Networks algorithm, used by Segal et al. (2003) , takes a list of potential regulators and microarray expression data as input and uses an iterative procedure that searches for a regulation program for each module (set of genes) and then reassigns each gene to the module whose program best predicts its behaviour. It uses an iterative procedure, based on the Expectation Maximization (EM) method that is initialized with the results of another clustering algorithm. For each cluster of genes it searches for a regulation program that provides the best prediction of the expression profiles of genes in the module as a
In their experiments they compiled a set of regulators from the Saccharomyces Genome Database (SGD) and the Yeast Proteome Database (YPD) based on annotations that broadly suggest that certain genes have a regulatory role, as either a transcription factor or a signalling protein. They also identified more potential regulators by finding genes similar to those above but removing the global regulators from the list. Microarray data for gene expression for yeast was collected from the Stanford microarray database. They chose a subset that had significant gene expression change and removed from this set the cluster known to be generic environmental response genes. Finally, they added all the genes from the regulator list above. With these two datasets (expression and regulators), they use a module network learning algorithm (Segal, Pe'er et al., 2005) to find separate sets of regulators and the regulated modules. They obtained modules that showed significant similarity in promoter element motifs as well as annotations in the gene ontology compiled by the Gene Ontology Consortium (2001). Ihmels et al. (2002) proposed an algorithm called Signature, which performs bi-clustering, that is to say clustering genes, and conditions together based on expression data. It is unlike the later bi-clustering algorithms in that it does not simultaneously generate data partitions but works in steps. The input to the algorithm is a set of genes and, in the first step, experimental conditions under which these genes change their expression above a threshold are chosen. In the second stage, all genes that have changed expression significantly under these conditions are selected. They evaluate the consistency of their clustering algorithm by analyzing the recurrence of the output gene sets in their resulting modules when the input is mixed with irrelevant genes. The idea is that the results of any good algorithm should not deviate too much when slight perturbations are introduced in the data. A module is considered to be reliable if it is obtained from several distinct slightly perturbed input gene sets. Since it carries out a refinement of clusters in two stages, there can be no guarantee that the results would be clustered in an optimal manner. A better formulation might be to use the EM (expectation maximization) algorithm in order to maximize their objective function.
Despite its success in moving one step ahead from plain clustering algorithms, one of the biggest shortcomings of their research was that the biological prior knowledge was almost of insignificant level. Only names of transcription factors or conditions for which experiments were carried out were employed. At about this time more significant prior knowledge started becoming available in the form of ChIP-chip DNA binding data and other sources as described in an earlier section. The next step of research focused on ways of integrating these datasets in order to find gene modules.
Strongly supervised Module Algorithms
Bar-Joseph et al. (2003) describe an algorithm for discovering regulatory modules. Their algorithm is called GRAM (Genetic Regulatory Modules), and combines microarray expression data with DNA-binding data. This was one of the first papers to have combined these two sources in order to achieve better clusters. DNAbinding data provides direct physical evidence of regulation and thus offers an improvement on previous work where only indirect evidence of interaction, for example promoter sequences, were used for prior information. The GRAM algorithm begins by performing an exhaustive search over all possible combinations of transcription factors indicated by the DNA-binding dataset using certain (strict) threshold Pvalues. This yields sets of genes that are regulated by sets of transcription factors. This gene list is filtered by studying their expression patterns to find genes that show co-expression. These act as seeds for gene modules. The next pass revisits transcription factors and expands the seed modules by adding genes with a relaxed P-value criterion that show co-expression. GRAM allows a gene to be part of more than one module. They identified 106 modules with 655 distinct genes regulated by 68 transcription factors. Within a module the role of each transcription factor was identified as activator or repressor by analysing the correlation between the transcription factor's expression and the expression of regulated genes. Validation was done by analyzing the promoter gene sequences in same cluster using the TRANSFAC database to identify common sequences. Tanay et al. (2004) analysed several diverse datasets in an attempt to reveal the modular organization of the yeast regulation system. They defined modules as groups of genes with statistically significant correlated behaviour across the diverse datasets. Their algorithm is called SAMBA (Statistical-Algorithmic Method for Bicluster Analysis) and is an extensible framework that can be easily updated as new datasets become available. In their analysis they have integrated expression, PPI and DNA-binding datasets. In SAMBA, all genomic information is modelled as weighted bi-partite graphs. Nodes on one side of graph represent genes while the other side represents properties of genes, for example proteins encoded by them. Edges between property nodes and gene nodes are assigned weights. A module is a sub graph of this bi-partite graph and a high quality module is defined as a heavy sub graph in the weighted bi-partite graph. The key point is that all sources of data are considered as properties of genes or proteins encoded by genes and there is one unified representation of all data as a bi-partite graph. Since their algorithm is based on combinatorial principles rather than graph theoretic (spectral) methods there are no guarantees of a globally optimum partitioning. For evaluation, they found the biological significance of resulting clusters by calculating the enrichment score of all gene ontology (GO) terms associated with the genes of a module and later annotated the modules with the highest valued terms, that is to say those terms that are shared by the highest number of genes. They also analyzed 600 base pairs in the upstream promoter region of the genes in a module for common motif enrichment. For each potential motif they calculated the enrichment score among all the genes of the module. The positive aspect of their approach is that it utilises all sources of information in one uniform representation and only requires a measure of similarity of genes across a subset of properties. It also allows overlapping modules (with common genes), which is not a feature of traditional clustering algorithms. One of the limitations of their approach is that all sources of data are assigned equal weights and it isn't possible to weigh them separately according to reliability or importance.
In a later piece of work Tanay et al. (2005) extended the work described above by investigating the SAMBA algorithm in more detail. They analysed more diverse datasets and focused more on the biological significance of the results, explaining them much more fully. The paper mainly describes a study of fresh data in the context of an extensive compendium of existing datasets using SAMBA. They proposed that future work should be carried out on integration across species on the basis that transcription modules are highly conserved among species.
The work of Lemmens et al. (2006) is similar to other module discovery algorithms in that they propose a very simple and intuitive algorithm to find co-regulated sets of genes that have similar expression profiles, the same binding transcription factors and a commonality of motifs. The principal difference from other algorithms is that where others used motif information to validate their results, they have used it in order to find the modules itself. Their algorithm, known as ReMoDiscovery works in two passes. In the first pass, known as the seed discovery step, tightly co-expressed genes having a minimum number of common transcription factors and a minimum number of common conserved motifs are put together in separate modules known as seed modules. In the second pass, known as the seed extension step, the size of the modules is increased by computing the mean of the module's gene expression and ranking the remainder of the genes in the dataset in order of their decreasing correlation with the mean profile. They compared their algorithm results with SAMBA and GRAM (discussed separately) and reported their findings. All parameters, such as the cut off for various datasets, have been chosen without much justification, and the basic idea seems very similar to the work of Bar-Joseph et al. (2003) . Some of the comparison metrics used do not seem very sound, for example average functional enrichment values have been calculated for the modules without normalizing to account for the size of the modules. Similarly, summary statistics like minimum and maximum number of genes in modules do not provide relevant information for comparison of algorithms . Huang and Pan (2006) investigated a traditional clustering method known as K-medoids which is a robust version of the K-means clustering method. Unlike K-means, which uses the mean of all genes in a cluster as its centre, K-medoids uses the most central gene. It is found by locating the one with minimum average dissimilarity to rest of the genes. They incorporated prior knowledge into it by modifying the distance metric used while clustering. They have used microarray expression data for clustering while biological knowledge about the known similarity between pairs of genes is derived from gene ontology. Previous approaches to including biological knowledge in distance based clustering methods have included gene ontology and metabolic pathways to estimate distance, or similarity, measures among gene pairs and then used these along with microarray expression based distance metrics to create an average distance, which is later used to cluster expression data. The authors used a shrinkage approach for the distance metric to shrink it towards zero in cases where there is strong evidence that two genes are functionally related. Their algorithm has two steps in which the first step uses the shrunk distance metric to cluster genes whose functionality is known from gene ontology. The second step clusters the remaining genes. In the second step clustered genes are assigned to either one of the step one clusters or to a step two cluster, depending on their distance from the medoids. The shrinkage parameter is chosen using cross validation. They evaluated their algorithm using both simulated as well as real data. In a later piece of work Pan (2006) used known functions of genes from existing biological research to assign different prior probabilities for a gene to belong to a cluster. He developed an Expectation Maximization algorithm for this stratified mixture model. The research described above concerns the evaluation of individual techniques to integrate data from multiple sources. Some researchers have also focussed on creating generic frameworks for data integration. Troyanskaya et al. (2003) developed a meta framework for integration of diverse sources of data. We call it meta because it doesn't directly integrate the datasets but uses results from other techniques like clustering algorithms and combines them with other evidence. Their proposed framework is known as MAGIC (Multisource Association of Genes by Integration of Clusters) and is based on a Bayesian network whose conditional probability tables have been built with the advice of yeast genetic experts. Given a pair of genes, it outputs the probability that they are functionally related after weighing the evidences from various sources. Evaluation of the predictions from the system is done using gene ontology data.
Most of the techniques that we have described work well for real (numerical) data but are less effective when dealing with string data, for example gene sequences, or graph data such as protein interactions. In many cases ad-hoc techniques have been deployed. In an approach to this problem, Lanckriet et al. (2004) have proposed a framework where such diverse data could be merged in a principled manner. It is based on kernel methods in which algorithms work on kernel matrices that are derived from pairwise similarity among variables using so called kernel functions (Shawe-Taylor & Cristianini, 2004) . If a valid kernel function can be defined to encode the similarity between two variables, then the methods are applicable regardless of the different types of data -strings, vectorial or graphical -being used. This framework will provide a means to integrate more diverse types of data as and when they become available in the future. The original paper proposed the framework only for supervised learning but extensions to unsupervised learning are possible.
Future Trends
One of the biggest challenges in understanding transcriptional regulation is that the whole process is regulated at multiple points from transcription to actual protein synthesis and it is known that transcription activity (m-RNA concentration) is not a perfect indicator of protein concentration (Griffin et al., 2002) as there are many post translational factors (m-RNA stability, protein degradation, post-translational modifications etc.) that affect the process. Since it's still not possible to get the protein concentration data for all the available m-RNA data, we must keep this severe limitation in mind when drawing conclusions from models where we assume that m-RNA expression can be used as a surrogate for protein activity level.
Another big challenge that inhibits precise modelling of the process is lack of available data about the 3D structure of chromatin (DNA). Apart from the promoter sequence the 3-D structure of chromatin decides whether a transcription factor is allowed access to a certain position or not. Sometimes a transcription factor itself facilitates changes in the chromatin structure that allows it access to the promoter sequence.
Based on the results so far we are far away from a fully comprehensive model of regulation in even simpler organisms like yeast. Higher organisms pose other challenges because of cell and tissue heterogeneity. Apart from this, multi-cellular organisms are a big challenge as it's very difficult to segregate the expression of one cell from its neighbouring ones. Most genomic techniques measure average signal in a sample from a cell population. When analysing a heterogeneous tissue, this is a big concern as individual signals from different cell types are obfuscated. Moreover, the averaging effect introduces an additional source of noise as the proportions of different cells are different across samples.
Interpretation of results is very hard because, even though gene ontology databases have contributed significantly to the creation of a common language to describe properties, we do not have annotations for all genes and gene products. Without high quality annotations, the best algorithms are rendered useless as we can never know how accurate they are.
Future research in the area of integration will continue as more data of different types becomes available. The focus will likely shift towards integration of data from multiple cell types, conditions and even organisms. Apart from integration techniques, future research is likely to move towards better validation of the various techniques and the creation of gold standards against which results can be assessed. Another growing area of research is based on more detailed modelling using reaction kinematics of gene products. This could help understanding not only the qualitative models of regulation but also detailed quantitative ones.
Most of the research work that we have discussed till now has been validated using data involving yeast. Simple unicellular organisms have the advantage that the sample of cells used in an experiment is homogenous. Each cell is assumed to be performing the same regulatory actions. Now that some understanding of the regulatory mechanisms in simple organisms has been gained, the research focus is shifting towards the parts of the human genome specifically related to cancer. Human tumour expression data is slowly growing in size and despite all the challenges, positive results have been obtained by researchers while studying both individual cancers and, with an integrative approach, simultaneously studying a large cancer compendium of multiple datasets. Segal, Friedman et al. (2004) used microarray data from various types of cancer related experiments to create a cancer module map. In this map they used the modules to characterize various tumour stages and types based on whether modules were activated or suppressed. This research highlighted the value of integration as well as the module level view for analyzing complex medical conditions. More computational approaches are required to combine experimental data involving cancer in different animals. Orphanides and Reinberg (2002) argue very explicitly that there is no single model of regulation and each cell process has evolved its own detailed regulation model. Moreover, we usually observe only a few snapshots of these processes, which makes it very hard to reconstruct the underlying mechanisms. The data that is integrated comes from various laboratories where experiments are done under different conditions and with different platforms. We must be very careful while integrating such data and care must be taken to check beforehand if the data shows similar trends. Otherwise, instead of complementing each other, various datasets would only add to the noise and obfuscate the meaningful patterns (Mishra & Gillies, 2007) . The above conditions are some of the reasons why in most of the research, insignificant amount of overlap has been observed in the results (Dolinski & Botstein, 2005) .
Conclusion
Despite all the challenges, high-throughput technologies have changed the research focus from studying a handful of genes to studying interactions at the whole genome level. Data integration seems to be the only approach which can help us understand the underlying processes. We have only begun to understand regulation quantitatively and have a long way to go before we can construct fully detailed regulatory network models.
