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Abstrat. We introdue C-Algebras (quantum analogues of ompat Riemann
surfaes), dened by polynomial relations in non-ommutative variables and on-
taining a real parameter that, when taken to zero, provides a lassial non-linear,
Poisson-braket, obtainable from a single polynomial C(onstraint) funtion. For
a ontinuous lass of quarti onstraints, we expliitly work out nite dimensional
representations of the orresponding C-Algebras.
Introdution
Harmoni homogenous polynomials in 3 ommuting variables, upon substitution of N -dimensional
representations of su(2) for the ommuting variables, an be used to dene a map from funtions on
S
2
to N × N matries, that sends Poisson brakets to matrix ommutators [GH82℄. The result was
dubbed Fuzzy Sphere, in [Mad92℄. In [KL92℄ and [BMS94℄ it was proven (onjetured in [BHSS91℄)
that the (omplexied) Poisson algebra of funtions on any Riemann surfae arises as a N →∞ limit
of gl(N,C). Insight on how matries an enode topologial information (ertain sequenes having
been indentifyable as onverging to a partiular funtion, but gl(N,C) laking topologial invariants)
was gained in [Shi04℄. That no onrete anologue of the Fuzzy Sphere onstrution [GH82℄ for higher
genus ompat surfaes ould be found, and that the one found for the torus [FFZ89, Hop88℄ was
of a very dierent nature, remained an unsolved puzzle, just as the rigidity of the 2 onstrutions.
We are happy to announe a resolution by presenting a unied (and onrete, as well as non-rigid,
and intuitively simple) treatment for general ompat Riemann surfaes. In setion 1 we desribe
Riemann surfaes of genus g embedded in R3 as inverse images of polynomial ontraint-funtions,
C(~x). In setion 2 we dene a Poisson braket on R3, to be restrited to the embedded Riemann
surfae. In setion 3 we review the quantization for the round 2-sphere. In setion 4 we outline our
onstrution for general genus. In setion 5 we work out the onjetured onstrution for a ontinuous
lass of tori and deformed spheres. In setion 6 we disuss how the lassial singularity at µ = 1 is
reeted in the quantum world.
1 Genus g Riemann surfaes
The aim of this setion is to present ompat onneted Riemann surfaes of any genus embedded in
R
3
by inverse images of polynomials. For this purpose we use the regular value theorem and Morse
theory. Let C be a polynomial in 3 variables and dene Σ = C−1({0}). What are the onditions on C,
for Σ to be a genus g Riemann surfae? If C is a submersion on Σ, then Σ is an orientable submanifold
of R
3
. Σ has to be ompat and of the desired genus. For further details see [Hir76, Hof02℄.
1
The lassiation of 2 dimensional ompat (onneted) manifolds is well known. In this ase, there
is a one to one orrespondane between topologial and dieomorphism lasses. The result is that
any ompat orientable surfaes is homeomorphi (hene dieomorphi) to a sphere or to a surfae
obtained by glueing tori together (onneted sum). The number g of tori is alled the genus and is
related to the Euler-Poinaré harateristi by the formula χ = 2− 2g.
Morse theory To ompute χ(Σ) we apply Morse theory to a spei funtion. A point p of a
(smooth) funtion f on Σ is a singular point if Dfp = 0, in whih ase f(p) is a singular value. At any
singular point p one an onsider the seond derivative D2fp of f and p is said to be non-degenerate
if det(D2fp) 6= 0. Moreover one an attah an index to eah suh point depending on the signature of
D2f : 0 if positive, 1 if hyperboli and 2 if negative. A Morse funtion is a funtion suh that every
singular point is non-degenerated and singular values all distint. Then χ(Σ) is given by the formula:
χ(Σ) = n(0)− n(1) + n(2),
where n(i) is the number of singular points whih have an index i.
The Cotex funtion is dened as the restrition of the rst projetion on the surfae. It's not
neessarily a Morse funtion (one has to hoose a good embedding for that), but the singular points
are those for whih the gradient gradC is parallel to the Ox axis. Moreover the Hessian matrix of
Cotex at suh a point p is:
− 1
∂C
∂x
(p)
(
∂2C
∂y2
(p) ∂
2C
∂y∂z
(p)
∂2C
∂y∂z
(p) ∂
2C
∂z2
(p)
)
.
Polynomial model Take
C(~x) = (P (x) + y2)2 + z2 − µ2,
where µ > 0, P (x) = a2kx
2k + a2k−1x
2k−1 + · · · + a1x + a0 with a2k > 0 and k > 0. Obviously Σ is
losed and bounded (even degree of P ) hene ompat. Σ is a submanifold of R3 if, and only if for
eah p ∈ Σ, DCp 6= 0 whih is equivalent to requiring that the polynomials P − µ and P + µ have
only simple roots. The singular points of the Cotex funtion on Σ are the points (x, 0, 0) suh that
P (x)2 = µ2 and the Hessian matrix is:
− 1
∂C
∂x
(x, 0, 0)
(
4P (x) 0
0 2
)
.
Hene it is positive or negative if, and only if P (x) = µ and hyperboli if, and only if P (x) = −µ.
With the fat that P (x) an't be zero at a singular point, it also proofs that Cotex is a genuine Morse
funtion. Finally,
n(0) + n(2) = #{P = µ} and n(1) = #{P = −µ}.
If the polynomial P − µ has exatly 2 simple roots and the polynomial P + µ has exatly 2g simple
roots, then χ(Σ) = 2− 2g and Σ is a surfae of genus g.
Expliit onstrution of P Let g > 0. Set:
(i) G(t) = (t− 1)(t− 22) . . . (t− g2) and M = max
0≤t≤g2+1
G(t), α ∈
(
0, 2µ
M
)
(ii) Q(x) = αG(x) − µ and P (x) = Q(x2)
One an diretly see that Q+ µ has exatly g simple roots, hene P + µ has exatly 2g simple roots.
For t ∈ [0; g2 + 1], the funtion Q(t) − µ has no zero. On the other hand, for t ≥ g2 + 1, Q(t) − µ
is stritly growing and has exaly one zero. Consequently the polynomial P − µ has exatly 2 simple
roots and the surfae Σ dened above is a genus g ompat Riemann surfae.
2
2 Poisson brakets in R
3
For arbitrary C : R3 −→ R (twie ontinuously dierentiable)
{f, g}
R3
:= ~∇C · (~∇f × ~∇g) (2.1)
denes a Poisson braket for funtions on R
3
(see e.g. Nowak [Now97℄ who studied the formal de-
formability of (2.1))
1
. Let Σg ⊂ R3 be desribed, as in setion 1, by a onstraint:
1
2
C(~x) := ψ(x, y) +
z2 − 1
2
!
= 0. (2.2)
The Poisson brakets between x,y and z then read:
{x, y}R3 = z
{y, z}R3 = ψx
{z, x}R3 = ψy. (2.3)
Expliitely, substituting {x, y} for z, one obtains
ψ(x, y) +
1
2
{x, y}2
R3
= const
(
=
1
2
)
, (2.4)
resp.
ψx =
{
y, {x, y}R3
}
R3
ψy =
{{x, y}R3 , x}R3 . (2.5)
Let x(σ1, σ2), y(σ1, σ2), z(σ1, σ2) be a loal parametrisation of Σg. Restriting {f, g}R3 to a Poisson
braket, {f, g}C , on the surfae C(
⇀
x) = 0, and realizing {f, g}C on Σg loally as
1
ρ(σ1, σ2)
(
∂f
∂σ1
∂g
∂σ2
− ∂g
∂σ1
∂f
∂σ2
)
,
the relation (equivalene!, up to dierent onstant values on the r.h.s. of (2.4)) between (2.4) and (2.5)
is seen as follows: dierentiating (2.4) with respet to the loal parameters, ϕ1 and ϕ2, one obtains
a linear system of equations for ψx and ψy, whose algebrai solution (via Cramers rule, e.g. ) gives
(2.5). To go from (2.5) to (2.4) (with the onstant unspeied, of ourse) one either notes simply
that the l.h.s. of (2.4) ommutes with both x and y (aording to (2.5)), or one diretly solves (2.5)
via a hodograph-transformation (p. [BKL05℄, in whih Poisson braket equations are onsidered,
whose solutions also ontain surfaes of general type
2
); hanging independent variables from σ1, σ2
to x1 = x(σ
1, σ2) and x2 = y(σ
1, σ2); using (deriving) (as e.g. in [BH93℄)
{x, y}C =: J(x1, x2)
{f, x}C = −Jfy
{f, y}C = Jfx,
(2.5) then beomes
−JJx = ψx
−JJy = ψy,
i.e.
1
2J
2 + ψ = const.
1
While we did not (yet nd a way to) use his results, we are very grateful for his New Year's Eve explanations, as
well as providing us with his Ph.D. Thesis.
2
Apart from spheres, however, these surfaes are either non-polynomial, or non-ompat  or both  ausing the
orresponding quantum-algebras to be neessarily dierent from ours.
3
3 The fuzzy sphere [GH82℄
Consider the usual spherial harmonis,{
Ylm(θ, ϕ)
}
l=1,...,∞
m=−l,...,+l
,
eigenfuntions of the Laplae operator on S
2
(△S2Ylm = −l(l + 1)Ylm). Write them as harmoni
homogenous polynomials in x1 = r sin θ cosϕ, x2 = r sin θ sinϕ and x3 = r cos θ (restrited to r
2 =
~x2 = 1):
Ylm(θ, ϕ) =
∑
c
(m)
a1a2···al xa1xa2 · · · xal (3.1)
(where the tensor c... is by denition traeless and totally symmetri), and then replae the ommuting
variables xa by generators Xa of the N -dimensional irreduible (spin s =
N−1
2 ) represensation of su(2),
to obtain N2 − 1 N ×N -matries:
T
(N)
lm := γNl
∑
c
(m)
a1a2···al Xa1Xa2 · · ·Xal for l = 1, . . . , N − 1 m = −l, . . . ,+l ; (3.2)
automatially, T
(N)
lm ≡ 0 for l ≥ N . Instead of having ~X
2
:= X21 + X
2
2 + X
2
3 equal to
N2−1
4 1 (the
usual normalisation), it is advantageous to hoose the normalisation
~X2 = 1,
[Xa,Xb] =
2i√
N2 − 1ǫabcXc, (3.3)
and then γNl = −i
√
N2−1
4 . As the Poisson braket on S
2
,
{f, g}S2(θ, ϕ) :=
1
sin θ
(
∂f
∂θ
∂g
∂ϕ
− ∂g
∂θ
∂f
∂ϕ
)
(3.4)
an be obtained by restriting the Poisson braket
{f, g}R3(~x) := ~x ·
(
~∇f(~x)× ~∇g(~x)
)
(3.5)
to S
2
(via ~x 2 = 1), {Ylm, Yl′m′}S2 an be omputed from{
rlYlm, r
l′Yl′m′
}
R3
=
∑
c(m)a1...al c
(m′)
b1...bl′
{
xa1xa2 · · · xal , xb1xb2 · · · xbl′
}
(3.6)
by using the derivation property, and
{xa, xb} = ǫabcxc (3.7)
(following from (3.5)), as well as then deomposing the resulting polynomial of degree l + l′ − 1 into
harmoni homogenous ones, to obtain the struture onstants of the Lie-Poisson algebra of funtions
on the 2-sphere (in the basis of the spherial harmonis).
Calulating [
T
(N)
lm , T
(N)
l′m′
]
= −N
2 − 1
4
∑
c(m)a1...al c
(m′)
b1...bl′
[
Xa1Xa2 · · ·Xal ,Xb1Xb2 · · ·Xbl′
]
(3.8)
the rst step is idential to the one after (3.6), while any further use of the ommutation relations (3.3)
 neessary to obtain the desired traeless totally symmetri tensors  indues fators of 1/
√
N2 − 1;
hene one nds agreement to leading order of N of the struture onstants of gl(N,C), in the basis{
T
(N)
lm
}
l=1,...,N−1
, satisfying
Tr
(
T
(N)†
lm T
(N)
l′m′
)
= δll′δmm′
(N + l)!
16π(N − 1− l)!(N2 − 1)l−1 ,
with those of the Poisson algebra.
4
4 The onstrution for general Riemann surfaes
Let us onsider ompat Riemann surfaes Σg ∈ R3 desribed by(
P (x) + y2
)2
+ z2 = const (= 1) (4.1)
(with P, as in setion (1), an even polynomial of degree 2g), resp.{
y, {x, y}} = P ′(x)(P (x) + y2){{x, y}, x} = 2y(P (x) + y2) (4.2)
(for (2.3)). We laim that fuzzy analogues of Σg an be obtained via matrix analogues of (4.1) and
(4.2). Apart from possible expliit 1/N orretions, diret ordering questions arise both on the r.h.s.
of (4.2), and in (4.1), while on the l.h.s. of (4.2) one replaes Poisson brakets by
1
i~
(ommutator(s)).
Consider therefore the problem of looking for matries X,Y satisfying
(P (X) + Y 2)2 − 1
~2
[X,Y ]2 = 1, (4.3)
resp.
1
~2
[
X, [X,Y ]
]
= 2Y 3 + Y P (X) + P (X)Y (4.4)
1
~2
[
Y, [Y,X]
]
=
2g−1∑
r=1
ar
r−1∑
i=0
Xi
(
P (X) + Y 2
)
Xr−1−i (4.5)
if P (X) =
∑2g
r=0 arX
r
; the r.h.s. of (4.5) will also be denoted by P (X)′|ϕ=P (X)+Y 2 (for a term X4 in
P (X), e.g. , P ′(X)|ϕ would orrespondingly inlude X3ϕ +X2ϕX +XϕX2 + ϕX3). This ordering
in (4.4) and (4.5) is onsistent, as(
[X,Y ]Y
)
X − [X,Y ](Y X) =
(
Y [X,Y ] +
[
[X,Y ], Y
])
X − [X,Y ](XY + [Y,X]) (4.6)
= · · ·
=
[
Y,
[
[X,Y ],X
]]
+
[[
[X,Y ], Y
]
,X
]
(4.7)
indeed equals to zero (insert (4.4) and (4.5) for the 2 double ommutators to get P (X)Y 2−Y 2P (X)+
[P ′(X)|Y 2 ,X] = · · · = 0), whih is has to, due to assoiativity of matrix multipliation (and resulting
Jaobi identity).
Finding (for spei values of ~
2
) onrete representations of (4.4) and (4.5), resp.(4.3), let alone
lassifying them, is of ourse a very ompliated task. We sueeded in doing so for P (x) = x2 −
µ (orresponding to a torus when µ > 1, and deformed spheres, when −1 < µ < 1, see setion
(5), but rst we would like to outline some qualitative features involved for the general ase. As
mentioned in the introdution, one of the puzzles was the rigidity of the onstrution for the round
2-sphere [GH82℄ and the toral rational rotation algebra [FFZ89℄ (see also [Hop89℄). In the present
onstrution we now have a (generally, i.e. apart from ertain ritial values  signaling topology
hange) ontinuous dependene on the data (P ) whih desribe the Riemann surfae. For given P ,
and ~, we dene the orresponding Fuzzy Riemann Surfae Σ~(P ) (for xed P , expeted to exist
for innitely many disrete values of ~, oming arbitrarily lose to zero) as the algebra generated by
the orresponding nite (N -)dimensional solutions (X,Y ) of (4.4),(4.5), resp.(4.3). Aording to the
semilassial philosophy explained below (p. [Shi04℄) X and Y will exhibit eigenvalue sequenies
(generially smoothly depending on P ) harateristi of the topologial type, reeting the behaviour
of the orresponding lassial embedding funtions x and y.
Let us observe that we an read o information of topology from a generi single funtion f by
using Morse theory. This Morse theoreti information of topology manifests itself in the eigenvalue
distribution of the matrix fˆ orresponding to the funtion f :
5
the key idea is to introdue an auxilary Hamiltonian dynamial system, whose phase spae is the
surfae and whose Hamiltonian is given by f . Thus we onsider ordinary dierential equations
d
dt
σ1 = {σ1, f},
d
dt
σ2 = {σ2, f}, (4.8)
where σ1, σ2 parametrise the embedded surfae. Sine lassial orbits of (4.8) are equal-f lines on
the surfae, the family of the lassial orbits exhibits branhing proesses whih exatly reet Morse
theoreti information. The eigenvalue distribution of fˆ is determined (to leading order in 1
N
) by the
Bohr-Sommerfeld rule. That is, the eigenvalues are values of f on lassial orbits whih are suh that
the area between adjaent orbits is equal to the total area of the surfae divided by N . It follows that
the eigenvalues are grouped into subsets eah orresponding to the branhes on the surfae. These
subsets are alled in [Shi04℄ as eigenvalue sequenes, and have the property that (for suiently large
N) the eigenvalues belonging to a sequene rise in a smooth way. The branhing proesses of the
sequenes are the same as those of the lassial orbits. Furthermore, using the eigenvalue sequenes
and (4.8), a rule to alulate general (o-diagonal) matrix elements of a matrix gˆ orresponding to a
general funtion g was given in [Shi04℄. Essential properties of the matrix regularisation, suh as the
orrespondene of the matrix ommutator and the Poisson braket, an be derived from those rules.
5 Expliit solutions for tori and deformed spheres:
Representations of the simplest non-linear CAlgebras
Let now P (x) = x2 − µ whih, for µ > 1 desribes a torus, and for −1 < µ < 1 a (deformed) sphere.
We will onstrut solutions for the orresponding matrix equations, whih we take as
[X,Y ] = i~Z (5.1)
[Y,Z] = i~
{
X,X2 + Y 2 − µ} (5.2)
[Z,X] = i~
{
Y,X2 + Y 2 − µ} (5.3)(
X2 + Y 2 − µ
)2
+ Z2 = 1 (5.4)
(in this setion,
{
A,B
}
denotes the anti-ommutator AB+BA, and not a Poisson-braket). Denoting
X2 + Y 2 − µ by ϕ, one nds (using the Jaobi-identity, the derivation property, and equations (5.2)
+ (5.3)) that [
ϕ,Z
]
=
{
X,
[
X,Z
]}
+
{
Y,
[
Y,Z
]}
= −i~{X,{Y, ϕ}}+ i~{Y,{X,ϕ}}
= i~
[
ϕ,
[
X,Y
]]
= −~2[ϕ,Z], (5.5)
hene ϕ(X,Y ) and Z ommute, and an be diagonolized simultaneously; it then also follows that
ϕ2 + Z2 is entral, i.e. ommutes with X,Y and Z.
In omplex notation, W := X + iY , (5.2) and (5.3) an be written together as(
W 2W † +W †W 2
)(
~
2 + 1
)
= 4µ~2W + 2(1− ~2)WW †W, (5.6)
from whih the ruial ommutativity of D := WW † and D˜ := W †W ,[
WW †,W †W
]
=
[
X2 + Y 2 − i[X,Y ],X2 + Y 2 + i[X,Y ]]
= 2i
[
X2 + Y 2,
[
X,Y
]]
= 0,
(5.7)
also follows diretly (by using (5.6)). In the basis where both D and D˜ are diagonal
D = diag(d1, . . . , dN )
D˜ = diag(d˜1, . . . , d˜N ),
6
(5.6) beomes
Wij
((
~
2 + 1
)
(d˜i + dj) +
(
~
2 − 1)(di + d˜j)− 4µ~2) = 0, (5.8)
and from (WW †)W = W (W †W ) we obtain
Wij
(
di − d˜j
)
= 0 (5.9)
(whih in fat was already used when writing (5.8) symmetrially). Thus, for Wij 6= 0, (5.8) and
(5.9) are equivalent to (
dj
d˜j
)
=
(
α −1
1 0
)(
di
d˜i
)
+
(
δ
0
)
α = 2
1− ~2
1 + ~2
= 2cos 2θ , δ = 4µ
~
2
1 + ~2
= 4µ sin2 θ,
(5.10)
where we have put ~ = tan θ. (5.10) is of the form
~xj = A~xi + ~c ; (5.11)
so, for
W =

0 w1 0 · · · 0
0 0 w2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0 wN−1
wN 0 · · · 0 0
 , wk 6= 0, (5.12)
~x(n+1) = A~x(n) + ~c, n = 1, 2, . . . , N (5.13)
are the only equations relating the N eigenvalue pairs. What an we say about the possibility of
oming bak to the same point ~x after N iterations, i.e
~x(N+1) − ~x = AN~x+
(
1+A+A2 + · · · +AN−1
)
~c− ~x = 0. (5.14)
Multiplying by (1−A) gives (
1−AN)((1−A)~x+ ~c) = 0, (5.15)
and one dedues that either det
(
1−AN) 6= 0, in whih ase
~x = (1−A)−1~c = 1
2− α
(
δ
δ
)
=
(
µ
µ
)
, (5.16)
 a x point of the transformation (i.e. A
(
µ
µ
)
+~c =
(
µ
µ
)
, making all d's and d˜'s equal to one another,
i.e. Z ≡ 0, whih we don't want)  or 2Nθ is a multiple of 2π, i.e.
~ = tan
(
π
N
k
)
, (5.17)
in whih ase (5.14) holds for every ~x, as then 1+A+ · · ·+AN−1 = 0 and AN = 1 (the eigenvalues
of A are e±2iθ). Expressing the onstraint (5.4) in terms of
D = WW † = X2 + Y 2 − i[X,Y ]
D˜ = W †W = X2 + Y 2 + i[X,Y ],
(5.18)
7
giving
(
D + D˜ − 2µ)2 + (D − D˜)2
tan2 θ
= 4 · 1, (5.19)
one sees that the transformation (5.10) must leave invariant the ellipse given via (5.19). Although
this beomes obvious in the irle-oordinates
Z =
D − D˜
2~
= − i
~
[X,Y ]
ϕ =
1
2
(
D + D˜
)− µ = X2 + Y 2 − µ, (5.20)
in whih the transformation (5.13) between eigenvalue-pairs is simply a rotation by 2θ,(
zn+1
ϕn+1
)
=
(
cos(2nθ) − sin(2nθ)
sin(2nθ) cos(2nθ)
)(
z1
ϕ1
)
, (5.21)
the piture of a by 45◦ rotated ellipse (with halfaxes 1 and ~ = tan θ) lying in the (d, d˜)-plane is
extremely useful, in partiular when disussing the (µ, θ)-dependene ofN -dimensional representations
of eqs (5.1)(5.4) (s.b.).
Remembering, e.g. that D = WW † we get
|Wk|2 = dk,
whih is only solvable if the ellipse dened by ~x1 = (d, d˜) entirely lies in the rst quadrant. This
observation leads to the following: Assume that θ = π/N for some N > 0 and let ~x = (d, d˜) lie on
the ellipse (d+ d˜− 2µ)2 + (d− d˜)2/~2 = 4. If µ ≤ 1 then there exists no ~x = (d, d˜) suh that dn > 0
and d˜n > 0 for n = 1, 2, . . . , N . If µ > 1 and cos θ > 1/µ then, for every hoie of ~x = (d, d˜) on the
ellipse, dn > 0 and d˜n > 0 for all n ≥ 1.
These solutions take the form
X =
1
2

0 x1 0 · · · 0 xN
x1 0 x2 · · · 0 0
0 x2 0
.
.
. 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · xN−2 0 xN−1
xN 0 · · · 0 xN−1 0

Y = − i
2

0 y1 0 · · · 0 −yN
−y1 0 y2 · · · 0 0
0 −y2 0 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · −yN−2 0 yN−1
yN 0 · · · 0 −yN−1 0

Z = diag
(
z1, z2, . . . , zN
)
xl = yl =
√
µ+
cos
(
2πl
N
+ β
)
cos
(
π/N
) = wl
zl = − sin
(
2πl
N
− π
N
+ β
)
(5.22)
and the ellipse, on whih (di, d˜i) lie, will typially look like in Figure 1.
In the region 1 < µ < 1/ cos θ the set of (d, d˜), for whih d(n), d˜(n) > 0 for all n, is a union of disjoint
intervals whose lengths dereases and eventually beome a set of N distint points as µ→ 1 (however,
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Figure 1: µ = 2, N = 11.
Figure 2: µ ≈ 1.055, N = 7.
making d(i) = 0 for some i, giving not a loop, but a string solution. This transition will be disussed
in Setion 6). For a loop solution in this region, the points (di, d˜i) will preisely miss the negative
region, like in Figure 2. For µ < 1, by making a string Ansatz for W
W =

0 w1 0 · · · 0
0 0 w2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0 wN−1
0 0 · · · 0 0
 , (5.23)
one derives, from D = WW † and D˜ = W †W , the ondition d˜1 = 0 = dN , whih makes the hoie
d1 = 2 sin θ
(
µ sin θ +
√
1− µ2 cos2 θ) neessary. Can we now, for given N , nd θ suh that dN = 0?
Assume that −1 < µ < 1/ cos θ and let ~x1 =
(
2 sin θ
(
µ sin θ+
√
1− µ2 cos2 θ), 0). If θ is a solution of
cos(Nθ)
cos θ
= −µ, (5.24)
then dn = 0 and dn, d˜n > 0 for n = 2, 3, . . . , N − 1.
There are three values of µ for whih it is partiularly easy to alulate these solutions expliitly:
µ = 1, µ = ~ and µ = 0.
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µ = 1:
X =
1
2

0 x1 0 · · · 0
x1 0 x2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 xN−2 0 xN−1
0 0 0 xN−1 0
 , Y = −
i
2

0 y1 0 · · · 0
−y1 0 y2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 −yN−2 0 yN−1
0 0 0 −yN−1 0

Z = diag
(
z1, z2, . . . , zN
)
, zl = sin
(
2πl
N + 1
)
xl = yl =
√√√√
1−
cos
(
(2l+1)π
N+1
)
cos π
N+1
(5.25)
µ = ~ = tan π2(N−1) :
X =
1
2

0 x1 0 · · · 0
x1 0 x2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 xN−2 0 xN−1
0 0 0 xN−1 0
 , Y = −
i
2

0 y1 0 · · · 0
−y1 0 y2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 −yN−2 0 yN−1
0 0 0 −yN−1 0

Z = diag
(
z1, z2, . . . , zN
)
, zl = cos
(
(l − 1)π
N − 1
)
xl = yl =
√
2
cos π2(N−1)
√
sin
(
πl
2(N − 1)
)
cos
(
π(l − 1)
2(N − 1)
)
(5.26)
µ = 0:
X =
1
2

0 x1 0 · · · 0
x1 0 x2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 xN−2 0 xN−1
0 0 0 xN−1 0
 , Y = −
i
2

0 y1 0 · · · 0
−y1 0 y2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 −yN−2 0 yN−1
0 0 0 −yN−1 0

Z = diag
(
z1, z2, . . . , zN
)
, zl = cos
(
lπ
N
− π
2N
)
xl = yl =
√
1
cos π2N
sin
( lπ
N
)
(5.27)
In the region −1 < µ ≤ 1 the orresponding ellipse for a string solution will typially look like Figure
3.
Figure 3: µ = 1/2, N = 11 and θ ≈ 0.189.
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Let us now derive the subritial ondition for existene of an N -dimensional string representation,
cos(Nθ) + µ cos θ = 0, (5.28)
valid for all µ ∈ (−1, 1/ cos θ]; with no solution for µ = −1 as (X2 + Y 2 + 1)2 + Z2 = 0 annot have
any nontrivial solutions. It is useful to remember that
µ = 1 ⇒ θ = π
N + 1
µ = 0 ⇒ θ = π
2N
µ = ~ ⇒ θ = π
2(N − 1) .
(5.29)
For µ ∈ [tan θ, 1] (other values of µ an be treated analogously):
d1 = 2µ sin θ
(
sin θ +
√
1
µ2
− cos2 θ
)
, d˜1 = 0
dN = 0 , d˜N = d1
(5.30)
gives
z1 =
cot θ
2
d1 = µ cos θ
(
sin θ +
√
1
µ2
− cos2 θ
)
= −zN
ϕ1 =
d1
2
− µ = µ
(
sin θ
√
1
µ2
− cos2 θ − cos2 θ
)
= ϕN < 0.
(5.31)
Let χ be the angle from (z1, ϕ1) to (zN , ϕN ): If we, by doing (N −1) rotations by 2θ, want to go from
ϕ
z
χ
(zN , ϕN) (z1, ϕ1)
Figure 4:
(z1, ϕ1) to (zN , ϕN ), we get the ondition
2θ(N − 1) = π + 2arccos z1 (5.32)
sine µ ∈ [tan θ, 1]. Rearranging (5.32), and inserting the expression for z1 one obtains, by taking cos
of both sides
sin(N − 1)θ − µ cos θ sin θ = cos θ
√
1− µ2 cos2 θ. (5.33)
Squaring the expression and solving for µ yields
µ = tan θ sin(N − 1)θ ±
√
1− sin2(N − 1)θ
= ∓cos
(
(N − 1± 1)θ)
cos θ
.
(5.34)
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By knowing the sign of cos(Nθ) and cos θ, we see that one of the roots is a false root, leaving
µ = −cos(Nθ)
cos θ
. (5.35)
For given µ, out of the solutions for θ, it is only the smallest that gives the string solution; the larger
θ's orrespond to a total rotation of more than 2π (giving negative di's).
6 The singularity
Figure 5: (x2 + y2 − 1)2 + z2 = 1
The equation
(x2 + y2 − µ)2 + z2 = 1 (6.1)
denes a regular surfae, exept for µ = 1 (the singularity being at the origin, x = y = z = 0, see
gure 5). How is this singularity reeted in the fuzzy world, i.e. when looking at nite dimensional
representation of (5.1-5.4)? Interestingly, Σ~=tan θ(P = x
2 − 1) does exist, for θ an integer fration
of π. Equations (5.1-5.4) do have, for θ = π/N , (up to onjugation) a unique (irreduible) N − 1
dimensional solution:
X =
1
2

0 x2
x2 0
.
.
.
.
.
.
.
.
. xN−1
xN−1 0
 , Y = − i2

0 y2
−y2 0 . . .
.
.
.
.
.
. yN−1
−yN−1 0
 ,
Z =

z2 0
z3 0
0
.
.
.
0 zN−1
 (6.2)
xl = yl =
√
1− cos
(
2πl
N
− π
N
)
cos
(
π
N
) , zl = sin(2π(l − 1)
N
)
, for l = 2, 3, . . . , N.
What happens, is the following: while for large enough µ (µ > 1/ cos θ > 1), the ellipse lies entirely
in the rst quadrant of the (d, d˜) plane (d, d˜ > 0), leading to an N -dimensional representation (if
Nθ = 2π) for arbitrary initial onditions (i.e. an arbitrary initial point on the ellipse), this is no
longer the ase when µ approahes 1; when µ beomes smaller than 1/ cos θ, and approahes 1 from
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above, the ontinuous range of inital onditions gradually shrinks, leaving at µ = 1 preisely one
N -dimensional representation, whih however has the additional feature that in the limit (µ = 1)
the rst row and olumn of X, Y and Z beomes identially zero. This drop of the dimensionality
(by 1) for given θ = π/N ould be viewed as reeting the singularity, while on the other hands it
leverly (smoothly) leads over to the subritial (µ < 1) N -dependene of θ.
The only representation that survives as µ→ 1 is the one given by
X =
1
2

0 x1 0 xN
x1 0
.
.
. 0
0
.
.
.
.
.
. xN−1
xN 0 xN−1 0
 , Y = − i2

0 y1 0 −yN
−y1 0 . . . 0
0
.
.
.
.
.
. yN−1
yN 0 −yN−1 0
 ,
Z = diag(z1, z2, . . . , zN )
xl = yl =
√
µ− cos
(
2πl
N
− π
N
)
cos
(
π
N
) , zl = sin(2π(l − 1)
N
)
, for l = 1, 2, . . . , N.
(6.3)
i.e. d1 = d˜1 = µ − 1 (the lower tip of the ellipse) as the starting point (due to d˜2 = d1 = µ − 1 > 0
it is qualitatively lear, that, with that initial ondition one jumps over the small region of negative
d˜, as well as, at the end the one of negative d).
The drop in dimensionality (for µ = 1) then is simply the vanishing of x1 = y1 and xN = yN . One
ould of ourse relabel the points (always start with the seond point, instead of the lower tip) suh
that µ = 1 the upper (N−1)×(N−1) blok has a smooth limit (and the N th row/olumn disappears
as µ→ 1). As noted above, the subritial behaviour of θ as a funtion of µ (to have a N -dimensional
representation) is more involved. As the allowed part of the ellipse shrinks to zero as µ goes from 1
to −1), θ has to aordingly derease (for xed dimension N of the representation); for µ = 0, it is
equal to π/2N .
As a reetion of the lassial singularity at µ = 1, the quantum (fuzzy) analogue manifests itself not
only (by the sudden drop in dimension) at µ = 1, but also in the neighbouring region, 1 < µ < 1/ cos θ,
whih we shall now disuss in detail: in this range,
d± = 2 sin θ
(
µ sin θ ±
√
1− µ2 cos2 θ
)
; (6.4)
the d-values at whih the ellipse rosses the d-axis, are both (real and) positive. The orresponding
points on the zϕ irle have oordinates
z± = cos θ
(
µ sin θ ±
√
1− µ2 cos2 θ
)
> 0
ϕ± = ± sin θ
√
1− µ2 cos2 θ − µ cos2 θ < 0. (6.5)
Let us denote the angles between the negative ϕ axis and the 2 points (given by (6.5)) by ψ± (p.
Figure 2).
At µ = 1/ cos θ: ψ+ = ψ− = θ and at µ = 1: ψ
(1)
+ = 2θ, ψ
(1)
− = 0. To nd a losed string
solution, initial onditions with angles ψ ∈ (ψ−, ψ+), are forbidden (as well as those regions obtained
by rotating the interval (ψ−, ψ+) by 2kθ (k = 1, . . . , N − 1). To the blak regions one has to
add rotation images of the orresponding part of the ellipse that extended into the negative d-region
ψ ∈
(
ψ˜+, ψ˜−
)
= (−ψ+,−ψ−).
Hene one obtains
B :=
N−1⋃
k=0
(
−ψ+ + 2π
N
+
2π
N
k,ψ+ +
2π
N
k
)
(6.6)
as the forbidden (blak) region. B ontinuously grows from empty (at µ = 1/ cos θ) to
B1 = [0, 2π) \
{
0,
2π
N
,
4π
N
, . . . , 2π
N − 1
N
}
(6.7)
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(at µ = 1, where ψ+ = 2θ = 2π/N ; due to d(ψ = 0) = 0 = d˜(ψ = 0) at µ = 1 the losed string
solution disappears, the orresponding dimensionality drops by 1, and the truely N -dimensional
open-string representation then orrponds to θ = π/(N − 1)).
Note that while in the ritial region (1 ≤ µ ≤ 1/ cos θ) both losed and open string N -dimensional
solutions exist, they never oexist for the same value of θ (resp.~). N -dimensional losed-string-
solutions naturally require θ = 2π/N , while N -dimension open-string-solutions are subjet to the
quantisation ondition
cos(Nθ) + µ · cos θ = 0 (6.8)
(the derivation is idential to the one for the subritial region(s), µ < 1), whih gives θ = π/N for
µ = 1/ cos θ, and θ = π/(N − 1) for µ = 1 (and no integer lying between N and N − 1).
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