Abstract. Image-based human gesture recognition technology has been extensively studied. However, in the actual application of human gesture recognition, when the complex reality environment is encountered, the recognition accuracy and real-time performance of the existing methods are degraded. This paper proposes an improved Stacked Hourglass structure for human body gesture recognition, which further reduces the weight and number of hyperparameters of the Stacked Hourglass structure without reducing the recognition rate. In addition, after each convolutional layer in each Hourglass subnet, part of the weighting parameters is discarded according to a certain probability, further reducing the computational cost. Experimental results based on the human body pose data set show that this improved method has certain advantages in accuracy, and the computational cost is reduced due to its structural design.
Introduction
With the development of artificial intelligence and computer technology, image-based human gesture recognition technology has been widely studied. Human body gesture recognition refers to the process of finding the position of a joint point of a human body given an image or a video. Human gesture recognition has a broad application prospect in the fields of behavior recognition, human-computer interaction, games, animation. For example, tracking the movement of two people interacting outdoors; analyzing the dancer's movements to produce matching music and graphics; human gait for medical rehabilitation and sports training, etc. [1, 2] .
There are many ways to detect human posture, and it is a simple and easy way to use a smart sensor that can be worn. A wearable smart sensor is a device that can be worn directly on the body or integrated into clothing, accessories, and can interact with the cloud through software support.
Wearable sensors have become very popular in many applications, such as medical, entertainment, security, and commercial. They are very useful in providing accurate and reliable information about people's activities and behaviors, ensuring a safe and good living environment. Smart wearable sensor technology can revolutionize our lives, social interactions and activities as personal computers do decades ago. Wearable sensors in the form of emergency buttons for emergency rescue have been in use for a long time and have achieved great commercial success [3] .
In gait analysis using a wearable sensor, the motion sensor is worn or attached to various parts of the patient's body, such as the foot and waist. These sensors can be accelerometers, gyro sensors, force sensors, strain gauges, inclinometers, goniometers, etc., which can measure various characteristics of human gait. The motion signals recorded by these sensors can be used to perform gait analysis [4] .
In addition to wearable smart sensors, depth vision sensors are also a type of sensor that is often used in human body attitude detection. The human body fall posture recognition method based on the depth vision sensor usually extracts the depth image of the human body by means of the Kinect device, and further judges the human body posture with the depth information. Kinect refers to both the advanced RGB/depth sensing hardware and the software-based technology that interprets the RGB/depth signals. The hardware consists of a common RGB camera, depth sensor and four microphone arrays that provide depth signals, RGB images and audio signals simultaneously. There are several tools available for this software that allow users to develop products for a variety of applications. These tools provide tools for synchronizing image signals, capturing three-dimensional motions in the human body, recognizing faces, and recognizing human speech [5, 6] .
Until now, the human body gesture recognition is still a very challenging task due to the huge changes in appearance. Occlusion, non-rigid motion, scale changes, viewpoint changes, subtle movements, and clothing colors same as the background color are the important issues. Previous methods can be divided into appearance-based methods, motion-based methods, space-time-based methods, and deep learning-based methods, which have been the hot research topics. Convolutional Neural Network (CNN) model is a supervised machine learning algorithm that learns the hierarchy of features by building advanced features from low-level features [7, 8] . The human body gesture recognition algorithm based on common RGB vision sensor is mainly based on machine learning algorithm and deep neural network algorithm. Convolutional neural network and recurrent neural network are commonly deep neural network architectures.
It is obviously that, to ensure the accuracy of deep convolutional neural network architecture calculation, it is necessary to build an accurate neural network model, involving many mathematical operations, and need to ensure that the deep convolutional neural network architecture has a fast-enough response speed to fall in time. Identification is performed. The large-scale commercialization cannot be realized if there is no high-performance hardware for its implementation. On the other hand, in the process of human body gesture recognition, the visual sensor and the wearable sensor are required to be in a working state at the same time, and detecting the human body posture not only increases the calculation amount of the neural network architecture, but also increases the visual sensor and the wearable sensor. Power consumption.
This paper presents an improved Stacked Hourglass strategy for human fall gesture recognition. Gesture recognition is performed on the target human body simultaneously using multiple sensors; the vision-based sensor uses an improved Stacked Hourglass network structure for gesture recognition; specifically, a part of the Stacked Hourglass architecture is improved to a parallel module, and at the sub-network layer Partial parameters are randomly discarded, and the convolutional neural network is improved to a candidate region convolutional neural network using the attention mechanism.
The rest of paper is organized as follows: In Section 2, we give some technologies of wearable/Kinect devices and some studies related to gesture recognition. Our proposed network structure is given in Section 3, which is followed by the experimental results. The conclusions are given in the last Section 5.
Body Gesture Recognition Technologies

Gesture Recognition Based on Wearable Device
Recently, wearable sensor products such as smart watches have gradually appeared and have been extended to the industrial field. Use a wearable smart sensor to detect and collect data such as acceleration, tilt, vibration, shock, and multi-degree motion of the human body, and use a fall algorithm to determine whether the wearer has fallen.
The emergence of smartwatch technology, which was shown in Figure 1 , provides an interesting alternative to audio-based user interaction systems for mobile phones for blind and low vision users. Modern smart watches are cheap and non-invasive devices. Previous work has shown that with accelerometers and vibration feedback, they can be successfully used to build simple user interaction systems based on gesture recognition [9] . Majumber et al. proposed a smartphone-based fall prediction and prevention system to detect gait anomalies in real time. It uses a combination of built-in accelerometers and gyroscopes and shoe pressure values to warn users of potential falls due to gait anomalies. The system provides high accuracy, distinguishes between normal and abnormal walking patterns, and predicts risk reduction more accurately [10] .
However, battery life and cost may be the most important factor in the acceptance of smart watches on the market. The challenge of optimizing batteries is an ongoing research topic. This is a multidisciplinary challenge. Further research on end-user applications, internal hardware (lightweight batteries, hardware miniaturization) and external hardware (wireless inductive charging or other materials such as solid electrolytes instead of lithium ions) can be studied. Studies that harvest kinetic energy and body heat for power generation may also have an impact. Some researchers continue to focus on reinventing batteries and their charging processes, such as wireless charging by magnetic induction. There have been no revolutionary improvements [11] .
Gesture Recognition Based on Kinect Device
The input data of Kinect is a vector stream of twenty body joint positions obtained through the standard application programming interface (API) of Kinect Software Development Kit (SDK). These joints represent the human body captured by the Kinect camera. The human gesture recognition results from Kinect Camera was shown in Figure 2 [12] . By using 20 body joint positions automatically extracted by Kinect, the system successfully divides the input into three types of postures (standing, sitting, and lying down). In the experiment, Kinect is located 2-3 meters on the body plane, and uses algorithms such as BPNN, SVM, decision tree and naive Bayes for body posture recognition. The results show that BPNN shows superior performance compared to other classification methods. Specifically, each frame depth image acquired by the Kinect depth camera is used for color classification and calibration, and then the position estimation of the three-dimensional joint point is performed, and finally the calibration color is matched with the three-dimensional joint point to obtain the human skeleton system; Whether a fall posture occurs, generally speaking, when the human body changes from a standing posture to a falling posture, the coordinates of the skeleton points are displaced, and the specified skeleton points are extracted and the displacement calculation is performed by the Euclidean distance, and then A comparison with a given threshold determines that a fall has occurred if it is greater than the set threshold.
However, with the Kinect seat single sensor, the accuracy of human body gesture recognition is often affected by various disturbances such as complex background, illumination, rapid movement of the human body, and changes in shooting angle.
An Improved Stacked Hourglass Structure for Gesture Recognition
The RGB image human body gesture prediction algorithm based on common vision sensors has also been proposed by many researchers. The RGB image human body gesture recognition algorithm based on common vision sensor is mainly based on machine learning algorithm and deep neural network algorithm. As a recognized visual issue, pose estimation has plagued researchers for many years of arduous challenges. A good posture estimation system must be robust to occlusion and severe deformation, succeed in rare and novel poses, and change in appearance due to factors such as clothing and lighting.
Convolutional neural network and cyclic neural network are commonly used deep neural network architectures. The DeepPose method [13] uses 7-layer CNN to determine the human body pose estimation as joint point regression, and further uses cascaded multiple DNN-based regression to increase the joint point prediction effect. The Flow ConvNet [14] regards pose estimation as a detection problem and finally outputs a heatmap map. Flow ConvNet extracts the 3rd and 7th layers of the convolutional neural network and obtains the spatial fusion layers through convolution operations. The purpose is to extract the intrinsic relationship between the joint points of the human body, and use the optical flow method to enhance the heatmaps and use the parameter pooling. The method combines the front and rear frame heatmaps into a scoremap to improve the robustness of the recognition.
As an extension of convolutional neural networks, Stacked Hourglass, which is shown in Figure 3 , is a novel network design used to predict human posture [15] . The Stacked Hourglass network captures and integrates information from all dimensions of the image. Hourglass's design is based on the visualization of the pooling and subsequent up-sampling steps used to obtain the final output of the network. Like many convolution methods that produce pixel output, Stacked Hourglass aggregates to very low resolution, then up-samples and combines multiple resolution features. Stacked Hourglass, on the other hand, differs from existing designs primarily in its more symmetrical topology. Extend a single Hourglass by continuously placing multiple Hourglass modules end-to-end. This allows for cross-scale repetition from bottom to top, top-down inference. Combined with intermediate supervision, repeated two-way inference is critical to the ultimate performance of the network. The resulting network architecture achieved significant improvements in two standard pose estimation benchmarks (FLIC and MPII Human Pose). On MPII, the average accuracy of all joints is increased by more than 2%, and for more difficult joints such as knees and ankles, it can be increased by 4-5%. As shown in Figure 4 , it is the structure of a single Hourglass module, the structure is bilaterally symmetric, by using multiple convolution and pooling layers, and after each pooling, bifurcation and convolution, to obtain the lowest resolution feature and then up-sampling Mainly adopting nearest neighbor up-sampling to perform element-by-element addition, and finally connect two 1*1 convolution layers.
The above-mentioned human gesture recognition method is mainly based on the deep convolutional neural network architecture, but the excessively large network scale causes a large increase in the amount of calculation. We propose a way to improve the Stacked Hourglass architecture by modifying multiple serial Hourglass modules in Stacked Hourglass into parallel Hourglass modules, while randomly discarding some parameters between Hourglass subnet layers to further increase computational speed and reduce Calculate the target of the cost.
Specifically, the improved Stacked Hourglass network structure shown in Figure 5 retains the residual learning module for extracting high-level features and the Hourglass subnet for changing data depth in the Stacked Hourglass structure, except that the traditional Stacked Hourglass uses multiple Hourglass sub-networks one by one. The way of row further reduces the number of weights and hyperparameters without reducing the recognition rate; in addition, some experiments prove that in each Hourglass subnet, some weight parameters are randomly discarded after each convolution layer. There is no significant impact on the recognition rate, so a part of the convolved weight parameter is randomly discarded in the improved structure with a certain probability to further reduce the computational cost. 
Experimental Results
To evaluate the effectiveness of the method, we first tested the FLIC data obtained from the film [16] , which contains an order of magnitude more labeled data for training and testing than existing datasets. We use a 4-core intel CPU, train the network on the TensorFlow (https://www.tensorflow.org/) open source platform under the ubuntu18.04 operating system, and train the neural network on the NVIDIA TitanX GPU. Due to limited computing power, we randomly selected 1000 images as data sets. The Mean error (MSE) loss is used to quantitatively evaluate differences between methods. The heat map output by the method to be tested is compared with a ground truth heat map based on the joint position.
We evaluate elbow position and wrist position in the FLIC data separately. The 1000 images data was divided into 5 groups: 900 training vs. 100 tests by selecting randomly; 800 training vs. 200 tests by selecting randomly; 700 training vs. 300 tests by selecting randomly; 600 training vs. 300 tests by selecting randomly; 500 training vs. 500 tests by selecting randomly.
It can be seen from the Figure 6 and Figure 7 that in the detection of the elbow position, under the first data group, the difference between the proposed method and the Stacked Hourglass method is not much different; in the fifth group, the former is higher than the latter. In the first data group, the proposed method is slightly lower than the Stacked Hourglass method. From the third data group, the detection accuracy of our method is higher than that of the Stacked Hourglass structure. Therefore, it can be considered that the structure we proposed has some advantages in the specific data set. 
Summary
The human body gesture recognition algorithm has received extensive attention from researchers, but in practical applications, it also faces realistic problems such as complex background, illumination, rapid human motion, and changes in shooting angle. The complexity and diversity of the real environment still seriously affect the human body gesture recognition system. Recognition accuracy and real-time. The invention proposes an improved method for stacking Hourglass architecture, which improves multiple serial Hourglass modules in Stacked Hourglass into parallel Hourglass modules, and randomly discards some parameters between Hourglass sub-network layers to further improve calculation speed and Reduce the cost of the calculation. The experimental results show that the proposed method has certain precision advantages on specific data sets. Due to its structural characteristics, the algorithm complexity of our method is reduced compared to Stacked Hourglass. Next, we will study how to continue to compress the number of parameters in the Hourglass subnet layer.
