Confounding due to population substructure is always a concern in genetic association studies. While methods have been proposed to adjust for population stratification in the context of common variation, it is unclear how well these approaches will work when interrogating rare variation. Family-based association tests can be constructed that are robust to population stratification. For example, when considering a quantitative trait, a linear model can be used that decomposes genetic effects into between and within-family components and a test of the within-family component is robust to population stratification. However, this within-family test ignores between-family information potentially leading to a loss of power. Here, we propose a family-based two-stage rare-variant test for quantitative traits. We first construct a weight for each variant within a gene, or other genetic unit, based on score tests of between-family effect parameters. These weights are then used to combine variants using score tests of within-family effect parameters. Since the between-family and within-family tests are orthogonal under the null hypothesis, this two-stage approach can increase power while still maintaining validity. Using simulation, we show that this two-stage test can significantly improve power while correctly maintaining type I error. We further show that the two-stage approach maintains the robustness to population stratification of the within-family test and we illustrate this using simulations reflecting samples comprised of continental and closely related subpopulations.
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Introduction
In the past decades, Genome wide association studies (GWAS) have been successfully identify many phenotype associated genetic variants. These variants have often informed on phenotype related biologic processes. However, this variants can only explain a small proportion of genetic heritability. For example, twins studies estimates that the narrow sense heritability of human height is 0.7-0.9 (Macgregor et al., 2006; Silventoinen et al., 2003; Visscher, 2008) . However, height associated variants identified from GWAS can only explain about 5% of the phenotypic variance (Visscher, 2008; Gudbjartsson et al., 2008; Weedon et al., 2008; Lettre et al., 2008) . Since only common tagSNPs (MAF ě 5%) are presented in GWAS analysis, rare variants are proposed to account for this missing heritability (Cirulli and Goldstein, 2010; Gibson, 2012) . As next-generation sequencing technologies become economical, many research groups are transitioning to whole genome or whole exome sequencing as their primary approach to measuring genetic variation, which allows the possibility to comprehensively detect rare variation.
One of the concerns of rare variants analysis is confounding due to population stratifications.Population stratification refers to the situation where the allele frequencies vary across subpopulations. When the phenotype trait also varies by subpopulation, perhaps due to non-genetic factors such as environment, Association studies can be confounded, resulting in increased type I error rate. Many methods, such as genomic control (Reich and Goldstein, 2001; Zheng et al., 2006; Devlin and Roeder, 1999) , principle component analysis (Price et al., 2006) , have been proposed to correct population stratifications. These methods work well for common variants.
Compared to common variants, rare variants occur more recently so they are more likely to be population specific and more likely to have local substructure, resulting in a systematic different and stronger stratification impact than common variants. As shown by Mathieson and McVean (Mathieson and McVean, 2012) , these approaches to correcting population stratification for common variants may fail in the context of rare variation.
Transmission Disequilibrium Test (TDT) proposed by Spielman et al (Spielman et al., 1993 ) based on case-parent trios are robust to population stratification,making it a great choice for test of rare variation. However, TDT is designed for dichotomous phenotype. To extend this robust test to the analysis of quantitative traits, several different versions of quantitative TDT are proposed (Abecasis et al., 2000; Allison, 1997; Zhu and Elston, 2001; Sun et al., 2000 However, both methods discard the between family information, leading to the loss of power. Jiang et al (Jiang et al., 2014a) proposed an method to screen the possible causal genes with the between family genotype before the test based on withinfamily component. They show that this method can increase the statistical power while maintain the validity of test comparing to methods using only within family information. Besides screening at the gene level, the between family information can also be used to screen at variants level. Jiang et al. (Jiang et al., 2014b) During the combining step, the scores computed in the first stage are used as the weights for each variant.
As shown in chapter 3, this weighting scheme is orthogonal to the test constructed by within-family component, thus the type I error rate will be correctly maintained.
The simulation results also show that this weighting scheme can significantly improve the statistical power when the proportion of causal variants is small. When confounding factors due to population stratification exist, the test constructed from the within-family component can always maintain the correct type I error rate no matter whether principal component analysis can correct the confounding or not.
Due to the orthogonality of the weights, our weighting scheme will not influence this robustness. In chapter 4, we discuss the simulation results and also proposed several future aspects to improve current method.
Methods
General framework
2.1.1 Efficient score at single locus.
We used the method in Abecasis et al (2000) to decompose each variant for each trio: offspring's genotype are decamped to between family component (b) and with-in family component (w). For i-th family at locus j, b ij "
where g ijO,M,F represent the genotype of offspring, mother and father's genotype of i-th family at locus j respectively.
At the first stage, we constructed a linear regression model using offspring's genotype and the between-family component.
where y i is the phenotype of offspring in i-th family, and X i is a vector of covariates.
We assume each offspring are independent of each other and " N p0, σ 2 q.
The the contribution of each trio to the efficient score statistics respect to β b ,
where η " rα, γ T s T represent all covariants. Note, since σ 2 is cancelled in the following test, we do not take σ 2 as a nuisance parameter. S Plugging the estimated information matrix into equation 2.1,
where µ i is the fitted phenotype value under the null hypothesis β b " 0. The efficient score for each locus can be computed by summing up each family's contribution
This efficient score S bj will be used as the weights of locus j when combining all variants in a gene.
At the second stage, the test are constructed based on the within-family component:
This model is the same as Ionita-laza and De et al. The null hypothesis is β w " 0.
Simlar to the computation in the first step, we computed each family's contribution to the efficient score statistics respect to β w . Since the within-family component is orthogonal to the between-family component and all other covariates, S w,ij has a simple form,
This efficient score will be used to constructed the test for the association between gene and phenotype.
Combining variants in a gene.
Test for single locus are often underpowered when applying to rare variants. A common strategy to improve the test power is to accumulate variants in a gene (or a genomic region).Two accumulation techniques are possible under our test framework.
Assume there are total m variants in a gene, we first using the method adopted by Ionita-laza et al., i.e.,
where c j is the weight of locus j, in the test developed by Ionita-laza et al., c j "
Betapf j ; 1, 25q withf j being the estimated MAF of variant j based on parental genotypes, such that rare variants can be up-weighted.
In our test, we use the efficient score computed in the first step as the weights, thus,
This statistics can be represented by quadratic form,
where S w is a nˆm matrix with S w ri, js " S w,ij and Λ is a diagonal matrix with Λrj, js " S 2 b,.j the efficient score based on within-family component is asymptotically distributed as a normal distribution with mean 0 under the null hypothesis, so T SKAT can be approximated to a mixture of χ 2 distribution, i.e.T SKAT "
where λ m is the eigenvalue of V " covpS w qΛ,Davie's method (Davies, 1980) are used to approximate the p-value from this mixture of χ 2 distribution.
We can also construct the test with the method in De et al.,
It is reasonable to assume that the efficient score of each family are independently identically distributed with mean 0, thus, the variance of W can be estimated empirically.
similarly to the kernel test, the weights can be 1 such that every variants are equally weighted or weighted by the MAF, e.g., c j " Betapf j ; 1, 25q. In our case, we still use the efficient score computed through the beween-family components, then
According to the central limit theorem, T burden asymptotically distributed as χ 2 distribution with degree-of-freedom 1.
Simulation strategy
Homogenous population
We perform a simulation study to evaluate the type I error rates and to compare the power with other weighting schemes. In the simulation, we generated a 10000 30kbp haplotype pool with COSI, which mimic the genomic distribution of European population. We randomly select 5 subregions with a total length 1.5kb to represent the captured region in exome sequencing. During each simulation, we first randomly picked four haplotypes from the pool to generate parents haplotype, and then randomly selected one haplotype from each parent to form offspring's genotype,assuming no crossover within a gene. The offspring's phenotype are then simulated based on the simulation scheme in SeqSIMLA (Chung and Shih, 2013) . Specifically, we fixed the proportion of genotypic variance explained by the gene (V g ) and then randomly picked up some as QTLs from variants with MAF less than 0.03 in the capture regions. We assume each variant explain the same proportion of genetic variance from V g unless specifically stated. With the additive model in SeqSIMLA we compute the genotypic value a k "
for each causal variant where V k is the variance explained by causal variant k ,V k "
Vg Nc
, N c is the total number of causal variants in the gene. Therefore, the phenotype of the offspring y " µ`ř K k"1 a k pg kO´1 q`P`E, where mu is a user specific mean in populations,we set mu " 0; P follows a normal distribution with mean 0 and variance being the polygenic variance V poly and E follows a normal distribution with mean 0 and variance being environment variance, V E " V tot´Vg´Vpoly . In most simulation setting, we set V g " 0.05V tot and V poly " 0.15V g . Repeating this process until 2000 trios are generated in each simulation set.
Continental population stratification.
To induce confounders due to population stratification, we simulated two haplotype pools with COSI, mimicking the genome feature of European and African populations, and then generated samples from these two population pools separately with the same model described above but allowing different phenotypic mean (µ) in two populations. Besides variants that locate in the gene in the analysis, we generated 100 common variants to be used to perform PCA. These common variants are generated from the Balding-Nichols model (Balding and Nichols, 1995) . Specifically, we generated the ancestry allele frequency (p) for each variants from a uniform distribution with min = 0.1 and max =0.3, and then the allele frequency in two populations (p 1 , p 2 )are generated through a beta distribution p 1´Fst Fst p, 1´Fst Fst p1´pqq. For samples generated from population 1, we simulated the genotype for the common variants from a binomial distribution with mean p 1 , similarly, generated genotype for samples in population 2 with mean p 2 . During these simulation, we assume all these 100 common variants are independent of each other. In the analysis step, these variants are used to perform the PCA and then the top 10 components are included in the analysis as covariates.
Closely related subpopulations.
We also examined the performance of all these methods when subtle population structure exist. We first generated a haplotype pool with a total length 10 Mbp, calibrating to mimic the European populations with COSI. We randomly picked 5 variants with minor allele frequency greater than 0.4 from all genetic variants in the pool and then divided the haplotype pool to 32 subgroups based on the possible combinations of these 5 variants. To mimic the exome sequencing studies, we randomly picked a 30 Kbp region to represent the gene used in simulation analysis for this 10Mbp haplotype and then randomly picked 5 subregions with total length 1.5
Kbp from this 30 Kbp region to represents the captured regions in exome sequencing.
Besides these variants, we also picked the common variants used in PCA by selecting one variants from every 100 common variants which has a minor allele frequency in r0.1, 0.3s. Following the same procedure described in 2.2.1 generated samples from each subgroup, during simulation, different phenotypic mean pµq were used in different subgroups. We generated a total 2000 trios in each simulation dataset and in the analysis the top 10 principal components are included as covariates.
Results
Type I error rates and Power comparison
To evaluate the performance of the weighting scheme, we compared the power of our weighting scheme to others. Table 3.1 and Table 3 .2 summarized the the type I error rates and power of all methods under different simulation scenarios. The weighting scheme did not impact the validity of the test, all type I error rates were maintained in the correct level. As can been seen from Table 3 .1, when the proportion of causal variants is small (less than 40%), our weighting scheme can significantly improve the test power, for example, when 10% of variants are causal variants in the gene, our weighting scheme can increase about 50% of the power for the burden test comparing the test with uniform weights,i.e., increased from 0.254 to 0.388 and about 40% comparing to that weighted by MAF. Similar performance was also observed in the kernel test. Moreover, our weighting scheme is not based on any assumption on the relation between MAF and effect size of the variants, thus, as shown in Table 3 .2, the power increase can still be preserved when we changed the simulation scheme, but weighting based on MAF can lead of loss of power. Table 3 .3 presents the correlation between sample size and the increase of power.
As can been seen, with the increase of the sample size, we can observe more significant power increase by comparing the power of test under our weighting scheme to that uniformly weighted.This is most likely because that the larger sample size can help more accurately estimate the weights for each variants at the first stage.
Test under population stratification
Continental population stratification.
We evaluated the performance of our weighting scheme when population stratification exist. In this scenario, we also evaluated the performance of population based methods. As can been see from Figure 3 .1, the type I error rates of population based methods are inflated while that of our method can still be maintained without PCA. After PCA adjustment, the type I error rates of population can be controlled under this simulation setting. Table 3 .4 show the power of different methods when population stratification exist. The statistical power of the weighting scheme is reduced when the estimation of the weights was biased without PCA, but this disadvantage is eliminated after adjusted by PCA. As can be seen, after PCA adjustment, our weighting scheme still have the highest power among three weighting scheme for both burden test and kernel test.
Closely related subpopulations.
As Mathieson and McVean (Mathieson and McVean, 2012) pointed out when the population structure are more subtle, the PCA failed to correct the inflated type I error rates in the population based test. As can been see from Figure 3 .2, both population based burden test and kernel test show an obvious inflated type I error rate even when adjusted by PCA. However, tests based on the within-family component and weighted by between-family components maintain the correct type I error rate whether PCA adjustment used. In this simulation setting, Our weighting scheme still maintain a reasonable power even though the efficient score computed in the first stage may be biased by the unadjustable population stratification as can be seen from Table 3 .5 We evaluate if the screening procedure proposed by Jiang et al. (Jiang et al., 2014a) can be integrated to our analysis. In this setting, we generate 10 genes and randomly selected one as causal genes in the power comparison. Bonferroni correction are used in the multiple gene analysis. In this analysis, the between-family component are used twice, we first evaluate if the type I error rate can be maintained. As can be seen from Table 3 .6, the type I error rate of test after screening are well controlled and the type I error rate is preserved after Bonferroni adjustment.
We then compare the power of test with screening to that without screening. As can be seen From Figure 3 .3, the test power can be improve from two ways. First, comparing the test without screening, i.e., bs and bm in the plot, test weighted by between-family component have a higher power across different causal proportion.
Second, comparing the test which including both screening procedure and weighting scheme, bs-screen, to those only included screening procedure (gm-screen) or only included weighting scheme (bs), we can found there is also significant power increase. When the proportion of causal variants are small, our methods show that this weighting scheme can significantly improve the test power.
In general, the tests based within-family components have a lower power than the population based tests, even when weighted by between-family components. However, when population stratification exists, population based methods cannot maintain the right type I error rate. Our method is always robust to population stratification no matter the population stratification is caused by continental difference populations or closely related populations.
We also show that our method can be combined with the screening procedure developed by Jiang et al (Jiang et al., 2014a) . When combining with the screening procedure, the between-family components have been used twice, however, this did not influence the validity of our methods due to the fact that the final test is constructed from within-family components. combining screening procedures can also improve the test power when the screening rate is appropriate for both our methods or methods without weighting scheme.
Currently, we presented the method only in offspring-parent trios, but this methods can be easily extended to other nuclear family structure, for example, parental genotype are unknown but sibling genotypes are given. As Abecasis et al proposed (Abecasis et al., 2000) , the between family component will be the average of sibling's genotype, i.e., b " ř j g j ns and the within-family component is defined the same as in our method. In such situation, at the first stage, the between-family component will be used only once for each family to compute the weights for each locus and then the within-family components will be taken as indecent for siblings to construct the test statistics at the second stage.
