Boltzmann machines (BMs) are a class of binary neural networks for which there have been numerous proposed methods of estimation. Recently, it has been shown that in the fully visible case of the BM, the method of maximum pseudolikelihood estimation (MPLE) results in parameter estimates, which are consistent in the probabilistic sense. In this brief, we investigate the properties of MPLE for the fully visible BMs further, and prove that MPLE also yields an asymptotically normal parameter estimator. These results can be used to construct confidence intervals and to test statistical hypotheses. These constructions provide a closed-form alternative to the current methods that require Monte Carlo simulation or resampling. We support our theoretical results by showing that the estimator behaves as expected in simulation studies.
I. INTRODUCTION
Boltzmann machines (BMs) were first proposed in [1] as neural network models, but may now be seen as statistical models for the conditional and joint distribution of multivariate binary data. Although the BM may include hidden units, it remains an extremely flexible model even without them. We term the case without hidden units: the fully visible BM (FVBM). The FVBM can be defined as follows.
Let X = (X 1 , X 2 , . . . , X d ) T be a d-variate binary random vector, where X j ∈ {−1, 1} for j = 1, . . . , d. If X has probability density function (pdf)
where x is a realization of X, M is a d × d symmetric matrix such that diag(M) = 0, b is a d × 1 vector, and Z(θ) is a normalizing constant, then the model is said to be an FVBM. Here, the superscript T denotes matrix transposition, 0 is a zero vector of appropriate dimension, and θ = (vech T (M), b T ) T is the parameter vector. The normalizing constant can be written as
It is clear that for any high dimensionality d, expression (2) becomes intractable. This makes conventional techniques, such as maximum-likelihood estimation (MLE), of the parameter vector θ infeasible.
To bypass the MLE, there have been numerous developments in algorithms for parameter estimation in BMs. These developments include gradient descent on simulated Kullback-Leibler (KL) divergence [1] , alternating minimization of the KL divergence [2] , Manuscript mean-field approximations [3] , [4] , and minimizing contrastive divergence [5] . To the best of our knowledge, none of the algorithms listed above have been shown to consistently estimate the FVBM parameter vector. In contrast, recent results show that statistical consistency can be proved for estimation by maximum pseudolikelihood (PL) [6] , score matching [7] , and nonlinear least-squares [8] .
In this brief, we develop upon the work in [6] to show that the maximum PL estimator (MPLE) for the FVBM is not only consistent, but is also asymptotically normal. Upon establishing asymptotic normality, one can construct confidence intervals (CIs) as well as perform hypothesis tests for various parameter vector elements. This brief provides an alternative to the work of Desmarais and Cranmer [9] who constructed CIs and hypothesis tests via the bootstrap. Our asymptotic constructions are closed-form and are, thus, more computationally efficient than the methods that use Monte Carlo simulation or resampling, such as those in [9] .
We establish asymptotic normality by proving that the regularity conditions of [10, p. 463, Th. 5.1] (as prescribed in [11] ) are fulfilled for the FVBM. We then support our proofs with simulations to empirically show that approximate normality is exhibited in relatively small sample sizes.
The brief proceeds as follows. We introduce the MPLE and outline the consistency result of [6] in Section II. We prove the asymptotic normality of the MPLE for FVBMs in Section III; we also derive CIs and hypothesis testing procedures in this section. Simulation results are then provided in Section IV. Finally, the conclusions are drawn in Section V.
II. MAXIMUM PSEUDOLIKELIHOOD ESTIMATION
Let X ( j ) = (X 1 , . . . , X j −1 , X j +1 , . . . , X d ) T be the vector of elements excluding X j for j = 1, . . . , d. In the FVBM, the conditional probabilities of X j = x j given X ( j ) = x ( j ) can be written as
where m j is the j th column of M and b j is the j th component of b.
If we denote a random sample as X 1 , . . . , X n , where X i = (X i1 , . . . , X id ) T for i = 1, . . . , n, then the PL and log-PL for model (1) can be written as and log PL(θ; x 1 , . . . ,
respectively. The MPLE can then be defined aŝ
Maximizing the PL as a means of estimation was first suggested in [12] in the context of Markov random fields (MRFs), where the likelihood functions have intractable normalization constants similar to (2) . Since then, there has been strong research in establishing the statistical properties of MPLE for MRFs (see [13] , [14] ) and vector-variate data (see [11] , [15] , [16] ). Recent reviews of PL methods can be found in [17] , [18] , and [19, Ch. 9] .
A. Consistency of MPLE
In [6] , it was shown that the MPLE for the FVBM is consistent. This was achieved by first establishing that for each
The facts
were then used to show
The Hessian for each P j (x) was then derived to be
Here, we use negative powers to denote multiplicative reciprocation, rather than functional inversion. From results (5) and (6) and by making the following assumption: A1: for each j = 1, . . . , d, the matrix EH j (X; m j , b j ) is nonsingular negative-definite. Hyvärinen [6] showed that the MPLE is consistent by invoking an M-estimator-like argument [20, Th. 5.7]. Assumption A1 was required to guarantee the existence of a unique point of convergence.
III. ASYMPTOTIC NORMALITY
In this section, we establish the asymptotic normality of the MPLE for model (1) . To do this, we invoke [11, Th. 2.2] and lay out the assumptions of the theorem, as they apply to model (1) . We then validate each of the assumptions to obtain the desired result, and [11, Th. 2.2] can be stated as follows.
Theorem 1: Let X 1 , . . . , X n be an independent identically distributed (i.i.d.) sample from a density f (x; θ 0 ), where θ 0 is the true parameter, and letθ n be the MPLE, which maximizes the corresponding PL PL(θ; x 1 , . . . , x n ) = PL(θ). Under the assumptions of [10, p. 463, Th. 5.1], there exists a sequenceθ n , such that
as n → ∞, where
Let θ k be the kth component of the vector θ, be the set of all possible [d(d + 1)/2]-variate vectors, which adhere to the FVBM restrictions on M, and E θ 0 be the expectation over the FVBM with parameter vector θ 0 , rather than θ. In the context of the FVBM, the assumptions of Theorem 1 can be stated as follows. B1: The function P j (x) is identifiable with respect to θ, for each j . B2: For each j , P j (x) have a common support that does not depend on θ. B3: There exists an open subset ω of containing the true parameter θ 0 such that for all x ∈ {−1, 1} d , the values of conditional probability P j (x) admit all third derivatives (∂ 3 /∂θ k 1 ∂θ k 2 ∂θ k 3 )P j (x) for each θ ∈ ω and j . B4: The first and second logarithmic derivatives satisfy
and
for each j . B5: The matrix
A. Main Results
We note that B2 is valid by the definition of model (1) . Assumption B3 can be validated by noting that P j (x) is smooth for any fixed x over the parameter space .
Next, we observe that log P j (x) is also smooth with respect to θ for any fixed x, and thus, all third logarithmic derivatives exist. Because the third logarithmic derivatives are all continuous with respect to θ, the expectation over the discrete sample space x ∈ {−1, 1} d must be bounded. Hence, B6 follows by noting that |EY | < ∞ implies E|Y | < ∞, for any random variable Y .
Assumption B1 can be validated with the following lemma.
Proof: If we assume that m j = m * j or b j = b * j , and P j (x) = P * j (x), then it follows that:
Upon simplification, (10) implies that
Thus, the result follows by contradiction.
The validation of B4 can be achieved in two steps. First, condition (8) can be shown using results (5) and (6) from Section II. Second, condition (9) can be proved using Lemma 2.
Lemma 2: For arbitrary random variables Y 1 , Y 2 , and Y 3 , with pdfs p that permit the necessary conditionings, the following statements are true:
Proof: We show result (11) directly by observing that 
Results (12) and (13) can be shown in a similar manner. Using Lemma 2, we can validate (9) by the following lemma.
Proof: Result (14) can be shown by proving the three components
We show result (15) directly by observing that
Upon applying result (11) to the final line, we get
which in conjunction with the fact X 2 j = 1 yields (12) and (13) can be used to show results (16) and (17) in a similar manner, respectively.
Finally, we are left with B5, which is equivalent to assumption A1. B5 is a direct consequence of the concavity of E θ 0 [log PL(θ 0 ; X 1 )], which can be verified by showing that the sequence n −1 log PL(θ; X 1 , . . . , X n ) is concave for any n, via the lemma of [21] . B5 is validated by noting that the only nonlinear terms in log PL(θ; x 1 , . . . , x n ) are of the form − log cosh(z), and that d 2 [−log cosh(z)]/dz 2 = −sech 2 (z) < 0 for z ∈ R.
Theorem 2: If X 1 , . . . , X n is an i.i.d. sample from density (1) with parameter vector θ 0 , then there exists a sequenceθ n , such that θ n P → θ 0 and √ n(θ n − θ 0 )
Proof: The result follows from [11, Th. 2.2] by validating B1-B6, and assuming A1.
Thus, for sufficiently large n, the distribution ofθ n is approximately normal, with mean vector 0 and covariance matrix n −1 I 0 (θ 0 ).
B. Statistical Inference
The normality result can be applied to construct two important inferential tools: 1) asymptotic CIs and 2) hypothesis tests. We proceed to present the Wald-type forms of these constructions, as discussed in [19, Sec. 9.3.1] .
For the kth element of θ, an asymptotic CI with confidence level CL = (1 − α) × 100% can be given as
where α ∈ (0, 1) , is the standard normal distribution function, and I 0k 1 k 2 (θ) is the element in the k 1 th row and k 2 th column of the matrix I 0 (θ). Here,θ nk is the kth component ofθ n .
Now, suppose that we can partition the parameter vector θ into two components such that θ = (γ T , δ T ) T , where γ is an r -variate vector of interesting parameter elements. One can test the null hypothesis that γ 0 = γ * against the alternative that γ 0 = γ * using the Wald-type test statistic
where we correspondingly partitionθ n = (γ T ,δ T ) T and I −1 0γ γ (θ) is the submatrix of I −1 0 (θ) with rows and columns corresponding to the parameter elements of γ . Here, W γ * D → χ 2 (r) as n → ∞ under the null hypothesis, where χ 2 (r) is the χ 2 -distribution with r degrees of freedom.
We note that in expressions (18)- (20) , it is required that I 0 (θ) can be evaluated at the true parameter vector θ 0 . As θ 0 is unknown in practice, we can use the estimatê
in place of I 0 (θ 0 ), wherê
It can be shown thatÎ 0 (θ n ) P → I 0 (θ 0 ), as n → ∞ (see [22, Th. 7.3] ). Details of alternative CI and test statistic constructions can be found in [19, Sec. 9.3] ; these include multivariate confidence regions as well as tests for functional restrictions on the parameter vector.
IV. SIMULATIONS
We now report on a set of simulation studies, S1 and S2, that are used to assess the empirical evidence for the extent to which the theoretical assertions from Section III apply to finite samples. In S1, we generated random samples of sizes n = 64, 128, 256, 512, 1024, and 2048 from a trivariate FVBM with parameter vector With the simulated random samples, we computed the MPLE by means of the Nelder-Mead algorithm [23] as implemented through the optim function in the R programming environment [24] . The MPLE was then used to construct CL = 90%, 95%, and 99% CIs for each element of θ 0 . We also computed the statistic W b * for testing the null hypothesis that b 0 = b * = 0, against the alternative that b 0 = b * at the α = 0.1, 0.05, and 0.01 significant levels.
Using N = 10 000 repetitions of each construction, we assessed the performance of the CIs by computing the coverage percentage (CP): the percentage of times θ 0 k = 0 appears in (L k,CL , U k,CL ) out of the N CIs constructed.
Similarly, using N repetitions of each test statistic, we assessed the performance of W b * by computing the false positive rate (FPR). The FPR is defined as the proportion of times (r) . By Theorem 2, the CP and FPR should approach CL percent and α, respectively, as n becomes large.
In S2, we repeat the simulation study of S1 but with m 0 12 = 1/4, m 0 13 = −1/8, and m 0 23 = 1/8. Unlike S1, where all of the correlations are zero [i.e., corr(X j , X j * ) = 0 for all j = j * ], S2 has intervariable correlations corr(X 1 , X 2 ) = 0.230, corr(X 1 , X 3 ) = −0.094, and corr(X 2 , X 3 ) = 0.094.
A. Results
We present the CP and FPR results for both the simulation scenarios in Tables I and II, respectively.  TABLE II FPRs FROM N = 10 000 REPETITIONS FOR THE TEST STATISTIC W b * FOR SCENARIOS S1 AND S2, AT α = 0.01, 0.05, AND 0.10 AND n = 64, 128, . . . , 2048 TABLE III AD TEST p-VALUES FOR THE STANDARD NORMALITY OF EACH N = 10 000 OBSERVATIONS SAMPLE OF T n (θ k ) = (n/I 0kk (θ 0 )) 1/2 (θ nk − θ 0 k ) FROM S1 AND S2, FOR n = 64, 128, . . . , 2048 AND k = 1, . . . , 6. A VALUE OF 0 IMPLIES THAT THE p-VALUE IS LESS THAN 0.0005
Upon inspection of Table I , the CPs for both S1 and S2 appear uniformly close to the intended confidence levels, in the range of sample sizes considered. That is, we notice that the CPs are not monotonically increasing toward an asymptote of the anticipated CL value, as n increases. This lack of monotonicity was also observed for N = 1000, and thus we do not believe that sampling error is the cause of this observation. It is likely that this effect is due to the fact that the FVBM is a discrete distribution, and thus, the Wald CI constructions suffer from oscillatory effects due to the use of a continuous approximation. Oscillation in discrete distribution CIs is well documented and details can be found in [25] . In [26] , oscillatory effects were demonstrated for large n in the binomial setting; this is directly relevant to the FVBM, since the marginal distributions of X are Bernoulli [e.g., in S1, the marginal distribution of X j is Ber(1/2), for each j = 1, 2, 3].
In Table II , we notice that in both S1 and S2, the FPRs converge toward the intended significant levels, as n increases. In S1, the correct significant levels are practically reached at n = 2048. The convergence appears slower in S2, but a decreasing trend can be observed in this case. This slower convergence toward the correct significant levels can be explained by the increased variance of the MPLE, due to the correlations between the components of X; this phenomenon is generally studied under the name of multicollinearity. See [27] for a recent discussion on multicollinearity, and see [28] for a neural networks perspective.
For any true parameter θ 0 , Theorem 2 implies that the test statistic T n (θ k ) = (n/I 0kk (θ 0 )) 1/2 (θ nk − θ 0 k ) has approximate distribution N(0, 1) as n gets large, for each k. As such, we can use the Anderson-Darling AD) test for goodness-of-fit (see [ to assess the closeness of the distribution for the N observations sample of T n (θ k ), for each n and k, to the standard normal distribution. The null hypothesis of the AD test is that the sample arises from the proposed distribution [i.e., N(0, 1), in this case], and the alternative is otherwise. We utilize the approximation method of [30] to compute the p-values for the tests, and report our results for both S1 and S2 in Table III. From Table III , we notice that all of the estimate components show insignificant deviations from standard normality in S1, when n = 512, 1024, and 2048, at the usual α = 0.05 significance level. Similarly, in S2, all of the estimate components are effectively standard normal for n = 2048. Thus, these results give strong support for the asymptotic normality of the MPLE in small samples.
V. CONCLUSION
In this brief, we have extended upon the results of [6] to show that the MPLE for the FVBM is not only a consistent estimator, but is also asymptotically normal. This theoretical result was then supported via simulation studies, which showed that the CIs and hypothesis tests constructed using the asymptotic normality of the MPLE exhibit correct levels of confidence and significance in small samples, respectively. Furthermore, AD tests were used to show that the individual parameter estimates achieve small sample normality.
We hope this brief provokes further interest in developing statistical theory for BMs and encourages applications such as the modeling of supreme court justice decisions in [9] . Thus far, we have considered only the fully visible case of the BM in this brief, because it is the simplest to understand in a statistical context. However, in future work, it would be interesting to extend the results to the case where hidden units are present.
