Abstract. In this paper, several su cient conditions for boundedness of the Hilbert transform between two w eighted L p -spaces are obtained.
We u s e L p to denote L p (v) i f v = 1 . Let H p be the subspace of L p which those functions are analytic on the unit disk D. There is an orthogonal projection P from L 2 onto H 2 . The Hilbert transform T is de ned to beT = ;i P + i (I ; P).
We are concerned with the problem of identifying those pair (v u) of positive functions on @Dfor which the Hilbert transform T is bounded from L p (u) to L p (v) , that is where the supremum is taken over all arcs I. Muckenhoupt 14] has shown that the A p condition is a necessary and su cient condition where I denotes the characteristic function of I. Sawyer 22] also showed that the S p condition with additional conditions is su cient f o r (1). Fujii 8] has obtained the following su cient condition for (1):
There exist constants 0 < < 1, and 0 < C 0 < 1 such that, for every arc I and all measurable subsets E and F of I with E \ F = 0 and jFj jIj, where c(n ) is a constant greater than 1 and c(n )I is the arc with the same center as I and expanded c(n ) times.
Sawyer's condition involves the operator M, and it is interesting to obtain su cient conditions close in form to the A 0 p condition. In that direction, Neugebauer 17] has obtained the following su cient condition for (2) for r > 1, Recently P erez 19] has improved the condition (3) and obtained weaker su cient conditions for (2) using the general maximal operator involving in Banach function spaces. In this paper, using Banach function norms we de ne a maximal operator and a nontangential maximal operator. We shall show s e v eral su cient conditions for (1 The condition (4) is analogous to the condition (3) and the following condition: for 0 < < 1 and r > 1, We can improve the condition (4) using the scale of Lorentz spaces or Orlicz spaces which are concrete examples of Banach function spaces.
Let P(z x) bethe Poisson kernel P(z x) = 1 ; j zj 2 j1 ; z x j 2 :
We shall show that one of the following conditions is a su cient condition for (1) In this paper we will improve the above su cient conditions for boundedness of the product of two either Toeplitz operators or Hankel operators using Orlicz spaces or Lorentz spaces. In particular, we will show that if for two outer functions f and g in H 2 ,
then T f T g is bounded, and if for two functions f and g in L 2 , We de ne a n o n tangential maximal operator N X f(x) associated to the space X by Thus by the de nition of the Luxemburg norm, we have kf z k X < A :
2. Distribution function inequality.
In this section we will get two distribution function inequalities involving the Lusin area integral and the nontangential maximal operator N X for Banach function spaces X.
For w a point i n @D , w e let ; w denote the angle with vertex w and opening =2 which is bisected by the radius to w. The set of points z in ; w satisfying jz ; wj < " will bedenoted by ; w " . We x the shape of our typical truncated cone ; w " . Whenever h is in L 1 , w e de ne the truncated Lusin area integral of h to be (20) A " (h)(w) = and a > 0 su ciently large, there is a constant C a > 0 such that Proof. We will show only the rst distribution function inequality. The same method will prove the second one. 
We claim the following distribution function inequalities, i.e. for a > 0 su ciently large (23) jE(a)j K a jI z j and (24) jF(a)j K a jI z j and lim a!1 K a = 1 .
First we show how Theorem 1 follows from those two distribution
On the other hand, we have jE(a) \ F(a)j j E(a)j + jF(a)j ; j I z j:
Since lim a!1 K a = 1 , w e have
This completes the proof of Theorem 1. Now we turn to the proof of our claim. For simplicity we will present only the details of the proof of (23) . Using the same method we can prove (24) . The proof consists of three steps. Let E denote the characteristic function of the subset E of @D . In order to prove (23) we write P(f ) as P(f ) = P ( 1 ) Since an elementary estimate shows that for w 2 2I z , P(z w)> C = j2I z j, it follows that
By the generalized H older inequality w e have
Because for each u 2 I z , z is in ;(u) we have jf 2 I z : A 2 (z) ( 1 ) tgj C jI z j t kf z k X inf w2I z N X 0 (w) :
Thus jf 2 I z : A 2 (z) ( 1 ) < t gj 1 ; C kf z k X inf w2I z N X 0 (w) t jI z j :
Step 2. On I z ,
A 2 (z) (P ( ( 2 ) Applying the generalized H older inequality yields jr(P 2 )(u)j C 1 ; j zj 2 kf z k X k z k X 0 : Because z belongs to ;(u), for any u 2 I z , the last factor on the right is no larger than CN X 0 (u), and the desired inequality i s established.
Step 3. This step will complete the proof of the distribution function inequality (23) by combining last two steps. Since P(f ) = P( 1 ) + P( 2 ), we have A 2 (z) (P (f ))(w) A 2 (z) ((P 1 ))(w) + A 2 (z) (P( 2 ))(w) : 3. Hilbert transform.
In this section we apply the distribution function inequality (21) in Theorem 1 to get a su cient condition for the boundedness of the Hilbert transform on two weighted L p . Let kTk z p denote the norm of
Given a Banach function space X, we will use X 0 to denote its associate space which is another Banach space. What is the di erence between A 1 weights and invariant A 1 weights? The following theorem answers the question completely.
Let f(z) and g(z) be two nonnegative functions. We use f(z) = g(z) to denote that there are two positive constants C 1 and C 2 such that C 1 f(z) g(z) C 2 f(z) for any z. By the second condition in Theorem 8, we have
If L is su ciently large, there are two numbers0 < = 1 =L 2 < 1 and 0 < = 1 =L+C=log L < 1 s u c h that whenever E I z and jEj jI z j,
We have proved that v is an A 1 weight by 3]. This completes the proof of Theorem 8.
In 25], it is shown that if a measure in D satis es
then the following imbedding theorem
for all f 2 L 2 , holds. We w i l l c haracterize invariant A 1 weights by t h e so-called imbeddingtheorem. 
This is equivalent to
Conversely suppose that v satis es the conditions in This completes the proof of the theorem.
