Abstract. We prove higher integrability properties of solutions to the problem of minimizing Ω L (x, u(x), ∇u(x))dx, where ξ → L(x, u, ξ) is a convex function satisfying some additional conditions. As an application, we prove the validity of the Euler-Lagrange equation for a class of functionals with growth faster than exponential.
Introduction.
In this paper we consider a higher integrability property of a solutionũ to the problem of minimizing Ω
L(x, u(x), ∇u(x))dx.
More precisely, our aim is to establish the local integrability of the map
|∇ ξ L (·,ũ(·), ∇ũ(·)) ||∇ũ(·)|. (1)
In fact, for Lagrangians L(x, u, ·) growing faster than exponential, the integrability of L (·,ũ(·), ∇ũ) does not, in general, imply the integrability of |∇ ξ L (·,ũ(·), ∇ũ(·)) | (see an example in [2] ). However, the integrability of (1) is needed both to establish the validity of the Euler-Lagrange equation for the solution to this problem, i.e., in order to prove that the equation (x,ũ(x) , ∇ũ(x)), ∇η(x) + L u (x,ũ(x), ∇ũ(x))η(x)]dx = 0 holds for every admissible variation η and to prove additional regularity properties (higher differentiability) of the solution, as in [3] .
Clearly, a proof of regularity (∇u in L ∞ ) of the solution is also a proof of the higher integrability of the solution. In this sense, for the case L(ξ) = e |ξ| 2 , special cases of higher integrability have been obtained by Lieberman [6] and by Naito [7] ; Lieberman, in the same paper, considers also a more general Lagrangian but assumes, among other regularity conditions, that the Euler-Lagrange equation admits a C 3 solution.
In [2] , a Lagrangian of the kind L = e f (|∇u|) + g(x, u) was considered, where f and g are regular functions satisfying some growth assumptions and f is convex, and a higher integrability result was obtained. The purpose of the present paper is twofold: first we wish to present a more general result, suited for being used in the investigation of further regularity properties of the solution; second, we wish to use the higher integrability property to establish the validity of the Euler-Lagrange equation for a class of Lagrangians growing faster than exponential.
It is well known, in fact (see, e.g., [4] ), that so far, the validity of the EulerLagrange equation for Lagrangians of general form has been established only for Lagrangians growing at most exponentially; Lieberman and Naito consider the case L = e |∇u| 2 ; more recently, Degiovanni and Marzocchi in [5] consider functionals of the form L(∇u(x))dx + ϕ(u), where ϕ ∈ W −1,p , without any upper growth condition on L, and in [1] , ϕ(u) is replaced by a more general term g(x, u) concave w.r.t. u. However, the few results proved so far for integrands having growth faster than exponential hold only for Lagrangians of a very special form.
The proof of the higher integrability result, which will be presented below, is independent on the validity of the Euler-Lagrange equation; this fact prompted us to try to use the higher integrability property to extend the validity of the EulerLagrange equation beyond exponential growth. A result along these lines is presented in the second part of the paper: in it, we allow the growth of L with respect to ξ to be approximately up to |ξ| |ξ| ≡ exp(|ξ| log |ξ|).
Assumptions and higher integrability results.
Some results in this paper will depend on the properties of the
for its properties, we refer to [8] .
We shall consider Lagrangians L satisfying the following convexity and regularity assumptions.
Assumption A. L(x, u, ξ) is nonnegative and positive whenever ξ = 0, and the map t → L(x, u, tξ) is nondecreasing for t ≥ 0. In addition, for every (x, u), the restriction to the set |ξ| ≥ 1 of the mapping ξ → L(x, u, ξ) is the restriction to the same set of a convex function. Moreover, L(x, u, ξ) is C 1 (u × ξ) for each fixed x and measurable in x for each fixed (u, ξ), and it is such that for every ω ⊂⊂ Ω and U there exist constants M = M (ω, U ), K = K(ω, U ), and, for every R, a function α ω,U,R in L 1 (ω) such that for almost every x ∈ ω and for every |u| ≤ U we have
The higher integrability results will depend on the validity of the following condition. In it, and for the remainder of the paper, for an open O ⊂⊂ Ω and δ > 0, we 
The next theorem infers the higher integrability result from the validity of Condition C. 
In fact, if this is true, taking O to be ω in Assumption A, point (iii) proves the claim.
Hence, let O δ 0 ⊂⊂ Ω, and let U be a bound for |ũ| on O δ 0 . Let δ, η and the constantsR andK be provided by Condition C (we assumeR ≥ 1).
Sinceũ is a solution, for the variation −εηũ, with ε > 0, we obtain
We have 
pointwise in x, and with the right-hand side computed at (x,ũ(x), ∇ũ(x)). (4) is uniformly bounded so that for every ε and for someM we have
and also
≤KeK, the lefthand side of (5) (6) is nonnegative and so is its limit,K +
Since the integrand above is nonnegative, we have obtained, in particular, that
On O we have that η ≡ 1,ũ is bounded, and that, by (i) of Assumption A, there exists K such that
hence there exists H + such that
is bounded, thus proving the theorem.
It is easy to show that the Lagrangians of exponential growth satisfy Condition C. However, the following result shows that this condition is satisfied by a substantially larger class of functions. We shall need the following.
. We shall also refer to the following.
Exponential growth condition. For every open O ⊂⊂ Ω and U there exists a constant c such that for almost every
Remarks. For every sufficiently large z, 0 / ∈ ∂(L * )(z); if this was not the case, in fact, the map z → (L * )(z) would be constant and L, hence Λ, would be defined on a single point.
The map t → exp(|t| p ) for p > 1 satisfies condition (ii) but not condition (i); the map t → exp(exp(t)) satisfies neither condition (i) nor condition (ii).
In the proof of Theorem 2, we shall need the following preliminary result (Lemma 1 in [2] ). Lemma 1. Let G : → 2 be upper semicontinuous, strictly increasing, and such that
Then the implicit Cauchy problem Fix u, |u| ≤ U and notice that for s ∈ [0, 1] we have |u − sεηu| ≤ U . We have
.
is nondecreasing with respect to t on {t ≥ 0}; hence the third term on the right-hand side is nonpositive. Moreover, |
≤ c, and hence the same is true for the second term.
(b) Consider case (ii). From
where the first integrand is evaluated at (x, u − sεηu, ξ(1 − εη)− εu∇η) and the second at (x, u, ξ(1 − sεη) − sεu∇η), we obtain
where
For z = 0, set
. Considerx, the solution tox ∈ G(x ), provided by Lemma 1, defined and positive on (0, τ]. Possibly decreasing τ , we can assume, without loss of generality, that
Notice that from the inclusion x(t) ∈ G(x (t)) we infer that x > 0 on (0, τ], hence that x is strictly increasing, so that x is strictly increasing as well. Set δ τ = min{τ, δ} and define η as follows: let d(x) be the distance from a point x ∈ O δτ to ∂O δτ and set
so that, in particular, η = 1 on O. Almost everywhere, d is differentiable with |∇d| = 1 and, at a point of differentiability, we have
Hence, a.e., we have that |∇η| ≤ 1 x(δτ )x (δ τ ) and that either ∇η = 0 or
where we have set
an increasing function.
Consider the term ε
, |ξ| ≥R implies that both |ξ ε | ≥ 1 and |ξ| ≥ 1.
For those x such that
anyK ≥ KU will do to prove the result. Moreover, by Assumption A, we have
from this we infer that, when ∇η(x) = 0, (14) holds. Hence, we are left to consider those x such that, at once,
Given any v, w ∈ n , from the assumption of convexity of log L(x, u, ·), we obtain that its gradient is monotonic, i.e., that
From inequalities (15) and (16), we infer
We are free to assume M < 1; taking ε < M 4 , we finally have
and, recalling (12), we obtain
+ ε|∇η|U (20) and that L is nondecreasing, from (10), (12), (17), (19), and (20) we obtain
By (11), we have thatx(δ τ )|∇η| ≤ 1; there exists σ such that for t < σ we have
Hence, for those x such that |∇η(x)| < σ, recalling (13), we obtain
, a constant independent on ε, thus proving the result in this case.
It is left to consider those x such that |∇η(x)| ≥ σ: in this case, from (18), we have |ξ| ≤
6U
M·h(x(δτ )σ) , and, from (10), the result follows from the boundedness of |∇η|. 
The validity of the
t ≥ 1 either (i) d dt L(t) ≤ c or (ii) d dt L(t) ≤ c (1 + log t), L(·) is convex,
and Dom(L * ) is open, where L(·) = log Λ(·). Then, a locally bounded solutionũ to the problem of minimizing
Ω L (x, u (x) , ∇u (x)) dx for u ∈ u 0 + W 1,1 0 (Ω) (21)
satisfies the Euler-Lagrange equation.
Lagrangians of exponential growth satisfy (i); the map Λ(t) = t t is not of exponential growth but satisfies (ii): in this case, Dom(L * ) = . In order to prove Theorem 3, we shall need the following lemma. 
Proof. Ad (i). By assumption, L is a single-valued, continuous, nondecreasing function; hence, its inverse, ∂L * , is strictly increasing, possibly multivalued, and defined on the image of L . The selection δ * (discontinuous at most on a set of measure zero) is strictly increasing and bounded on sets compactly contained in its domain. Consider
where ρ N (n(m)) is a standard mollifier having support in [− 
We notice that x ∈ co{δ * (y) : |y − y m | ≤ 
Hence, there are y 1 and y 2 such that
By the monotonicity of L , the last inequality can be written as
We have obtained The condition that Dom(∂L * ) be open is not satisfied by a map like L(t) = |t|; it is satisfied by the minimal area functional L(t) = 1 + |t| 2 and a fortiori by any L of superlinear growth.
Proof of Theorem 3. Fix 0 < h 0 < 1 c ; we claim that both in case (i) and in case (ii), there exists K such that 0 < h < h 0 implies
ch , and we infer that (22) holds. In case (ii), again Λ (t + h) ≤ Λ * for t ≤ 1, while for t > 1 we have
By assumption, log(Λ) is convex for t > 1 so that there exists c 3 such that
, and (22) is established.
Next, we claim that setting t = |∇ũ(x)| in the right-hand side of (22), we obtain a function integrable on compact subsets of Ω. By (i) of the comparison assumption, we have that Λ(|∇ũ|) ∈ L 1 loc (Ω). By (ii) of the comparison assumption, to show that |∇ũ|Λ (|∇ũ|) ∈ L 1 loc (Ω) it is enough to show that Theorem 1 holds, i.e., that the assumptions of Theorem 2 are satisfied. The assumptions are obviously satisfied in case (i), so we consider case (ii). We have to prove that
and there exists H such that for every α ≥ 1 and for every β, the right-hand side is bounded by H. The last term is integrable, by our previous claim, and is independent of ε, so that we can pass to the limit under the integral sign. Finally, considering also −η, we obtain that 
