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Abstract—When several wireless users are sharing the spec-
trum, packet collision is a simple, yet widely used model for inter-
ference. Under this model, when transmitters cause interference
at any of the receivers, their collided packets are discarded and
need to be retransmitted. However, in reality, that receiver can
still store its analog received signal and utilize it for decoding
the packets in the future (for example, by successive interference
cancellation techniques). In this work, we propose a physical layer
model for wireless packet networks that allows for such flexibility
at the receivers. We assume that the transmitters will be aware
of the state of the channel (i.e. when and where collisions occur,
or an unintended receiver overhears the signal) with some delay,
and propose several coding opportunities that can be utilized by
the transmitters to exploit the available signal at the receivers for
interference management (as opposed to discarding them). We
analyze the achievable throughput of our strategy in a canonical
interference channel with two transmitter-receiver pairs, and
demonstrate the gain over conventional schemes. By deriving
an outer-bound, we also prove the optimality of our scheme for
the corresponding model.
Index Terms—Packet collision, wireless networks, interference,
delayed channel state knowledge, physical layer model.
I. INTRODUCTION
The packet collision model is a simple, yet widely used
model for interference in wireless packet networks. Under
this model, when transmitters cause interference at any of
the receivers, their collided packets are discarded and need
to be retransmitted. As a result, centralized scheduling or
Aloha-type mechanisms are used to minimize the impact of
collisions. However, it is widely known that when collision
occurs, the receiver can still store its analog received signal
and utilize it for decoding the packets in the future. This can
be done via a variety of techniques studied in multiuser joint
detection and interference cancellation for cellular networks
(e.g., [1]–[5]). ZigZag decoding [6] also demonstrates that
interference decoding and successive interference cancellation
can be accomplished in 802.11 MAC.
In this paper, we propose a physical layer model for packet
networks that allows the flexibility of storing the analog
received signals at the receivers, so that they can be utilized
for decoding packets in the future. We study the coding
opportunities that arise for interference management in such
networks. We focus on a network in which two transmitter-
receiver pairs can coordinate for interference management,
based on their delayed knowledge of the channel state, see
Fig. 11. Depending on the aggregate interference from other
users, there will be four channel states at each receiver, say
Rx1, as follows: State 1: if the signal-to-interference-plus-noise
ratio (SINR) of the link from Tx1 is above a threshold, we
assume that Rx1 can decode its intended packet; State 2: if
the SINR of the link from Tx2 is above a threshold, we
assume that Rx1 can decode other user’s packet; State 3: if the
SINR of both incoming links is below the desired threshold,
but each link is individually strong, then we assume that
Rx1 obtains a linear combination of the transmitted packets;
finally, State 4: in any other scenario, Rx1 discards the received
signal. Motivated by recent results in information theory on
the gains obtained from completely outdated channel state
information (e.g., [7]–[13]), we study how transmitters can
optimally utilize their delayed knowledge for packet coding
and interference management.
aggregate interference 
from all other users
Fig. 1. A wireless packet network in which multiple transmitter-receiver
pairs are communicating with each other. We focus on two nearby pairs that
can coordinate for interference management.
Our main contributions in this paper are threefold. First,
we develop two novel coding opportunities at the transmit-
ters for interference management that go well beyond the
conventional approach of packet repetition coding. Suppose
each transmitter sends one packet and each receiver obtains a
linear combination of the packets. Then, it will be sufficient
to deliver only one of the packets to both receivers in the
future. We refer to such packets as “packets of common
1Note that the transmitters do not exchange any information bits and they
solely coordinate via their delayed knowledge of the channel-state.
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2interest”. In the first coding opportunity, “packet delivery with
side information”, at each transmitter, we combine a packet
of common interest and a packet that was overheard by the
unintended receiver. We show that delivering such combination
of packets can resolve two previous interferences. In the
second coding opportunity, “interference delivery with side
information”, we take advantage of the overheard packets and
the packets that are available at their corresponding receivers
but are still useful for the unintended receiver. In fact, we
combine packets that were transmitted in three different cases,
and we show that by delivering such combination of packets,
we can resolve interference in those three cases.
Second, we propose a strategy that systematically utilizes
the aforementioned coding opportunities in a network in which
two transmitter-receiver pairs can coordinate for interference
management. Our transmission strategy is carried on over two
phases. Each channel realization creates coding opportunities
that can be exploited in the second phase. After the initial
phase, we update the status of the previously transmitted
packets by moving them to a number of virtual queues. Then,
we incorporate our coding ideas to empty these queues at
higher throughput. We observe that merging or concatenating
some of the opportunities can offer even more gain. To
achieve the optimal throughput, we find the most efficient
arrangement of combination, concatenation, and merging of
the opportunities.
Third, we show the optimality of our transmission strategy,
and we characterize the throughput region of a network
in which two transmitter-receiver pairs can coordinate for
interference management. We derive an information theoretic
outer-bound for our problem. The key idea for the derivation
of the outer-bound is an extremal rank inequality for an
underlying broadcast channel, which leads to a tight outer-
bound for our problem. The established inequality provides a
bound on how much a transmitter can favor one receiver to
the other in terms of the rank of the received signal at the
two receivers, using delayed knowledge of the channel state
information. Our achievable throughput region agrees with the
information theoretic outer-bound we obtain, thus proving the
optimality of our scheme.
The rest of the paper is organized as follows. In Section II,
we formulate our problem and present our main results. We
then provide an overview of our main achievability techniques
in Section III. In Section IV, we describe our unified trans-
mission strategy. Section V is dedicated to the proof of the
optimality of our scheme. Section VI concludes the paper and
describes several interesting future directions.
II. SYSTEM MODEL AND MAIN RESULTS
We consider a wireless packet network in which multiple
transmitter-receiver pairs wish to communicate with each
other. We focus on two nearby transmitter-receiver pairs. The
two pairs are denoted by Tx1-Rx1 and Tx2-Rx2, see Fig. 1.
Transmitter 1 has m1 packets with corresponding physical
layer codewords of length τ denoted by ~a1,~a2, . . . ,~am1 and
wishes to communicate them to receiver 1. In this paper, we
assume that the mapping from the packets to their correspond-
ing physical layer codewords is fixed, and some point-to-point
coding strategy (e.g., LDPC codes, Reed-Solomon codes, etc)
is used for the mapping. The details of this mapping does not
affect the scheme presented in this paper. The only important
issue is the existence of a threshold γ, such that if codeword ~ai
is transmitted and is received with signal-to-interference-plus-
noise ratio of above γ, the receiver should be able to decode
it with high probability. Note that the threshold γ depends
on how much redundancy is incorporated when encoding the
packets (i.e. the coding rate). Similarly, transmitter 2 has m2
packets with corresponding physical layer codewords of length
τ denoted by ~b1,~b2, . . . ,~bm2 for receiver 2.
We divide the interference at receiver i into two parts: (1)
from the nearby transmitter i¯ where i¯ = 3 − i; and (2)
from the remaining transmitters in the network. We denote
the aggregate interference from the remaining transmitters plus
noise at receiver i at time t by ~zi(t) where t denotes a time
slot of length τ which is enough for transmitting a packet.
Therefore, if Tx1 and Tx2 send packets ~a and ~b at time t
respectively, the received signal at receiver i will be given by2
~yi(t) = g1i(t)~a+ g2i(t)~b+ ~zi(t). (1)
We define the signal-to-interference-plus-noise ratio of link
ji at Rxi, i, j ∈ {1, 2}, as:
SINRji = 10 log10
(
P |gji|2
E [~zi(t)] + P |gj¯i|2
)
, (2)
where P is the average transmit power constraint. Further-
more, define the signal-to-noise ratio (SNR) of link ji at Rxi,
i, j ∈ {1, 2}, as:
SNRji = 10 log10
(
P |gji|2
E [~zi(t)]
)
. (3)
Comparing the definition of SINRji and SNRji, we see that
in SNRji we do not consider the interference from Txj¯ .
Suppose at time t, Tx1 and Tx2 send packets ~a and ~b
respectively. Based on the SINR and SNR values of different
links at each time t, we have one of the following states at
any of the receivers, say Rx1:
• State 1 (SINR11 ≥ γ): In this state the SINR of the
desired packet (i.e. ~a) at Rx1 is above the threshold, and
hence, it can be decoded correctly. As shown in Fig. 2(a),
this state is as if there is no interference at Rx1, and the
packet can be decoded properly.
• State 2 (SINR21 ≥ γ): Similar to State 1, but in this case
the SINR of the interfering packet (i.e. ~b) at Rx1 is above
the threshold, and hence, it can be decoded correctly, see
Fig. 2(b).
• State 3 (SINRi1 < γ but SNRi1 ≥ γ for i = 1, 2):
This state corresponds to the scenario that the SINRs
of both packets (~a and ~b) are below the threshold at
Rx1, however, the individual links are strong. Thus, the
2We assume that gji(t)’s are drawn from some continuous distribution
(Rayleigh distribution for instance) and are possibly correlated across time.
3(a) State 1: SINR11 ≥ γ (b) State 2: SINR21 ≥ γ
(c) State 3: SINRi1 < γ, SNRi1 ≥ γ (d) State 4
Fig. 2. Based on the SINR and SNR values of different links at each time
t, we have four states.
receiver obtains a linear combination of the packets as
depicted in Fig. 2(c). In this case, the receiver cannot
decode the packets, however, it stores the signal as the
weighted linear combination of the packets.
• State 4: In any other scenario, Rx1 discards the received
signal, see Fig. 2(d).
At each time t, we define two binary parameters at Rx1,
α11(t) and α21(t), to determine which state happens:
State 1→ (α11(t) = 1, α21(t) = 0) ,
State 2→ (α11(t) = 0, α21(t) = 1) ,
State 3→ (α11(t) = 1, α21(t) = 1) ,
State 4→ (α11(t) = 0, α21(t) = 0) . (4)
Based on the definitions, we can capture these cases,
through the following abstraction of the physical layer at Rx1:
~y1(t) = α11(t)g11(t)~a+ α21(t)g21(t)~b, (5)
for instance, in Case 1 we have (α11(t) = 1, α21(t) = 0) and
~y1(t) = g11(t)~a, (6)
and in Case 3 we have (α11(t) = 1, α21(t) = 1) and
~y1(t) = g11(t)~a+ g21(t)~b. (7)
Similarly, we define α12(t) and α22(t), and we will have four
similar states for Rx2. Therefore, from the point of view of a
receiver, we have four states, and a total of 16 distinct cases
for the channel configurations as in Table I.
We represent the channel-state at time instant t by the
quadruple
α(t) = (α11(t), α12(t), α21(t), α22(t)). (8)
The channel-state varies over time due to: (1) mobility of
the two transmitter-receiver pairs and fading, and (2) time-
varying aggregate interference from other users. We assume
that each transmitter is aware of the channel-state information
with some delay which for simplicity assumed to be one
transmission block (i.e. τ ). Hence, at time instant t, each
transmitter knows αt−1 = (α(`))t−1`=1. We refer to this model
of knowledge as the Delayed Channel-State Information at the
Transmitters (Delayed CSIT) model. We further assume that
the receivers have a delayed knowledge of the channel-state
and the channel gains.
In general, αji(t)’s are correlated across time and with
respect to each other. This correlation allows us to predict
future and improve the throughput that way. However, in this
paper, we aim to focus on the gains from the stored analog
signals at the receivers. Therefore, in order to isolate ourselves
from the benefit of predicting the future, we assume that
αji(t)’s vary as i.i.d. Bernoulli random variables B(p) for
0 ≤ p ≤ 1. For convenience, we denote a linear combination
of packets ~a and ~b by L(~a,~b).
Based on this model, we define the achievable throughput
region of Tx1 and Tx2 as follows. Consider the scenario in
which Txi wishes to reliably communicate mi packets to
Rxi during n uses of the channel, i = 1, 2. We assume that
the packets and the channel gains are mutually independent.
Receiver Rxi is only interested in packets from Txi, and it
will recover (decode) them using the received signals ~yni and
the knowledge of the channel state information.
At each time instant, transmitter i creates a linear combi-
nation of the mi packets it has for receiver i by choosing
a precoding vector ~vi(t) ∈ R1×mi , i = 1, 2. Then, the
transmit signals at time t at Tx1 and Tx2 are given by ~v1(t)A
and ~v2(t)B respectively, where A = [~a1,~a2, . . . ,~am1 ]
>, and
B =
[
~b1,~b2, . . . ,~bm2
]>
. We impose the following constraints
on ~v1(t) and ~v2(t) to satisfy the power constraint at the
transmitters:
||~v1(t)||, ||~v2(t)|| ≤ 1, (9)
where ||.|| represents the Euclidean norm. Due to the Delayed-
CSIT assumption, ~vi(t) is only a function of αt−1. The
received signal of receiver i at time t, can be represented by
~yi(t) = α1i(t)g1i(t)~v1(t)A+ α2i(t)g2i(t)~v2(t)B. (10)
We denote the overall precoding matrix of transmitter i by
Vni ∈ Rn×mi , where the tth row of Vni is ~vi(t). Furthermore,
let Gnij be an n × n diagonal matrix where the tth diagonal
element is αij(t)gij(t), i, j = 1, 2. Thus, we can right the
output at receiver i as
~yni = G
n
1iV
n
1A+G
n
2iV
n
2B, i = 1, 2. (11)
We denote the interference subspace at receiver i by Ii and
is given by
Ii = colspan (Gi¯iVi¯) , i = 1, 2, (12)
where colspan of a matrix represents the sub-space spanned by
its column vectors, and let Ici denote the subspace orthogonal
to Ii. Then in order for decoding to be successful at receiver i,
it should be able to create mi linearly independent equations
that are solely in terms of its intended packets. Mathematically
speaking, this means that the image of colspan (GniiV
n
i ) on
Ici should have the same dimension as colspan (Vni ) itself.
More precisely, we require
dim
(
ProjIci colspan (G
n
iiV
n
i )
)
= dim (colspan (Vni )) = mi, i = 1, 2. (13)
4We say that a throughput tuple of (R1, R2) =
(m1/n,m2/n) is achievable, if there exists a choice ofVn1 and
Vn2 , such that (13) is satisfied for i = 1, 2 with probability 1.
The throughput region, C, is then the closure of all achievable
throughput tuples (R1, R2).
As benchmarks for comparison, we consider the following
schemes.
1) Transmission under time division model (TDMA): In
this scheme, at any given time only one transmitter
can communicate. When a transmitter talks during its
allocated interval, it has the opportunity to communicate
with its receiver only a fraction p of the times. That is
due to the fact that only a faction p of the time slots,
the corresponding direct link is on, meaning the SINR is
above the required threshold (αij(t) ∼ B(p)). Therefore,
the achievable throughput in this model is p. In Fig. 3,
we have plotted the achievable throughput region of the
TDMA model for p = 1/2.
2) Transmission under rateless codes: In this scheme,
transmitters try to provide enough equations (by using
rateless codes for instance) to the receivers such that
each receiver can recover all packets (not just the ones
intended for it). This is one way to take advantage of
the available analog signals at the receivers. Since each
receiver obtains useful information only (1− p)2 of the
times, therefore, the sum throughput would be (1− p)2.
In Fig. 3, we have plotted the achievable throughput
region of the rateless model for p = 1/2. As we can
see, the sum throughput is improved from 1/2 to 3/4
which indicates an improvement of 50%.
In this paper, we study the optimal throughput region for
the physical layer model described in (11). In particular, we
develop a new transmission strategy that incorporates two
novel coding opportunities at the transmitters for interference
management, and goes well beyond the aforementioned bench-
mark schemes. We also prove the optimality of our scheme in
the context of a network with two transmitter-receiver pairs
that can coordinate for interference management as discussed
above, hence, characterizing the throughout region of this
R1
R2
(0.45,0.45)
(0.375,0.5)
Proposed Scheme
TDMA Model
Rateless Model
Fig. 3. A comparison of our proposed scheme with TDMA model and
rateless model for p = 1/2.
network as follows.
Theorem 1: The throughput region, C, of the network in
which two transmitter-receiver pairs can coordinate as dis-
cussed above, is as follows:
C =
{
0 ≤ Ri ≤ p, i = 1, 2,
Ri + (2− p)Ri¯ ≤ p(2− p)2, i = 1, 2,
(14)
where we have assumed αji(t)’s in (5) are distributed as i.i.d.
B(p) random variables for 0 ≤ p ≤ 1.
We have plotted the achievable throughput region of our
proposed scheme for p = 1/2 in Fig. 3. As we can see, the sum
throughput is 0.9 which is well beyond the two other schemes.
In fact, it indicates an improvement of 90% compared to the
TDMA model, and an improvement of 20% compared to the
rateless model.
In Section IV, we describe our unified transmission strategy
for this theorem, and in Section V, by deriving an outer-bound,
we prove the optimality of our scheme.
III. CODING OPPORTUNITIES
In this section, we show how the stored analog received
signals from the past can be utilized to better manage inter-
ference. In particular, we illustrate two novel coding opportu-
nities that later in Section IV, we use to design the optimal
transmission strategy for the network with two transmitter-
receiver pairs (as stated in Theorem 1). We should mention
that although we mainly talk about the network with two
transmitter-receiver pairs, the ideas and concepts we talk about
here are general and not limited to this specific network.
We start by discussing a conventional approach of utilizing
the previously received signals at the receivers to better man-
age interference by the transmitters, namely packet repetition
coding. This technique can be best explained through the
following example.
1
2
1
2
2
1
(a)
1
2
1
2
(b)
Fig. 4. (a) We only need to retransmit one of the packets, say ~a, to both
receivers, and we refer to this packet as a packet of common interest; (b)
packets ~a and ~b are already decoded at the unintended receivers, we can
update their status to interference-free packets.
Assume that at a time instant, Tx1 and Tx2 send packets ~a
and ~b respectively, and each receiver is in State 3 as described
in Section II, see Fig. 4(a). Hence, each receiver obtains a
linear combination of the packets. Now, instead of discarding
the received signals, and retransmission of both ~a and ~b, we
can store the analog equations at the receivers. We then only
retransmit one of them, say ~a, to both receivers. This way, Rx2
gets ~a, and it can use ~a and L2
(
~a,~b
)
to cancel interference
and decode the desired packet (i.e. ~b). So in a sense, after
5occurrence of the configuration in Fig. 4(a), we can update
the status of packets ~a and ~b as follows. Packet ~a becomes
a packet of common interest to both receivers. Packet ~a joins
queue Q1→{1,2} that represents the packets at Tx1 that are of
interest of both receivers. Packet ~b becomes virtually delivered
(since when ~a is delivered to Rx2, packet ~b can be decoded
using SIC).
Tx1
Tx2
Rx1
Rx2
a1
b1 L2(a1,b1)
L1(a1,b1)
Tx1
Tx2
Rx1
Rx2
a2
b2
b2
a2
Fig. 5. Coding opportunity Type-I (packet delivery with side information):
It is sufficient to provide (~a1 + ~a2) and
(
~b1 +~b2
)
to both receivers.
Similarly, suppose at a time instant, Tx1 and Tx2 send
packets ~a and ~b respectively, and each receiver is in State 2
as described in Section II, see Fig. 4(b). In this scenario, each
receiver can successfully decode the packet of the unintended
receiver, but not its own. However, since the unintended
receivers have packets ~a and ~b, from now on these packets
cannot create interference. Therefore, we can update their
status to interference-free packets, and move them to queues
Q1→1|2 and Q2→2|1 respectively (queue Qi→i|¯i represents the
packets at transmitter i that are required by receiver i but
available at receiver i¯, i = 1, 2).
Interference-free packets seem very appealing. At first
glance, one might think that simply retransmitting these pack-
ets would be the best approach. However, perhaps surprisingly,
we show that by combining them with other packets, we can
achieve even higher throughput. In what follows, we show that
by innovative coding of interference-free packets and packets
of common interest, one can do much better. In particular, we
identify two coding opportunities as follows.
• Coding opportunity Type-I (packet delivery with side
information): Consider two time instants in which each one
of the transmitters send two packets (denoted by ~a1,~a2 at
Tx1 and ~b1,~b2 at Tx2) and the channel configurations are as
shown in Fig. 5. As mentioned before, either one of ~a1 or ~b1
can be considered as a “packet of common interest”, and ~a2
and ~b2 are “interference-free packets”. Under the conventional
approach described above, we have to retransmit ~a1 (or ~b1),
~a2 and ~b2. However, there is a more efficient way of deliv-
ering the packets by the following coding idea. We observe
that providing (~a1 + ~a2) and
(
~b1 +~b2
)
to both receivers is
sufficient to recover the packets For instance, if (~a1 + ~a2) and(
~b1 +~b2
)
are available at Rx1, it can subtract ~b2 to recover
~b1, then using ~b1 and L1
(
~a1,~b1
)
it can obtain ~a1; finally,
using ~a1 and (~a1 + ~a2) it can recover ~a2. Similar argument
holds for the other receiver. Indeed, the linear combination
(~a1 + ~a2) available at Tx1, and
(
~b1 +~b2
)
available at Tx2,
are packets of common interest and they join Q1→{1,2} and
Q2→{1,2} respectively.
To clarify why coding opportunity Type-I is useful, we
consider a numerical example. In the scenario where αij(t)’s
are B(1/2) random variables, in average, two interference-
free packets can be communicated in two time instants or
one packet per time instant. On the other hand as we will
see later, in average, one packet of common interest can be
communicated in 4/3 time instants. Thus, in average, we can
deliver ~a1,~b1,~a2 and ~b2 in 10/3 time instants. However, after
coding opportunity Type-I and delivering two packets of com-
mon interest, in average, we are in fact recovering 4 packets
in 8/3 time instants which indicates 20% improvement.
• Coding opportunity Type-II (interference delivery with
side information): Consider three time instants in which
each one of the transmitters send three packets (denoted by
~a1,~a2,~a3 at Tx1 and ~b1,~b2,~b3 at Tx2) and then through
Delayed-CSIT, the transmitters realize that the channel config-
urations were as shown in Fig. 6. Now, under the conventional
approach described above, we can move ~a1 and ~b1 to Q1→1|2
and Q2→2|1 respectively; and we can retransmit ~a2 and ~b3.
However, the following coding idea provides a more efficient
way of delivering the packets. The main idea is to take
advantage of packets ~a2 and ~b3 which are already available
at their receivers. Transmitters 1 and 2 can respectively create
two coded packets (~a1 + ~a3) and
(
~b1 +~b2
)
. Now note that
if (~a1 + ~a3) and
(
~b1 +~b2
)
are available at Rx1, it can
subtract ~b1 to recover ~b2, then using ~b2 and L1
(
~a2,~b2
)
it
can obtain ~a2; finally, using ~a3 and (~a1 + ~a3) it can recover
~a1. Similar argument holds for the other receiver. Indeed, the
linear combination (~a1 + ~a3) available at Tx1, and
(
~b1 +~b2
)
available at Tx2, are “packets of common interest” and they
join Q1→{1,2} and Q2→{1,2} respectively.
Now, a natural question arises: “Are there more efficient
coding strategies?”. We will next answer this question for the
network with two transmitter-receiver pairs. In particular, in
Section IV, we propose an efficient way of combining and
concatenating the coding opportunities presented in this sec-
tion, and in Section V, we prove the optimality of our scheme.
Hence, in the context of networks with two transmitter-receiver
pairs, the coding opportunities discussed in this section are
indeed sufficient to achieve the optimal throughput.
IV. OPTIMAL CONCATENATION OF CODING
OPPORTUNITIES
In this section, we describe how the key ideas developed in
Section III, can be systematically utilized and concatenated
to achieve the optimal throughput in a network in which
two transmitter-receiver pairs can coordinate for interference
management. In fact, we show how to achieve the throughput
region given in Theorem 1 for p = 1/2. The transmission
strategy for general value of p is similar and is omitted here.
The main ideas required to extend this result for general value
of p can be found in [14] Section V in the context of a two-
user binary fading interference channel.
6Tx1
Tx2
Rx1
Rx2
a1
b1
→
→
Tx1
Tx2
Rx1
Rx2
a2
b2 b2
L3(a2,b2)
→
→
→ →
→
Tx1
Tx2
Rx1
Rx2
a3
b3
a3
L4(a3,b3)
→
→
→
→ →
b1
→
a1
→
Fig. 6. Coding opportunity Type-II (interference delivery with side information): It is sufficient to provide (~a1 + ~a3) and
(
~b1 +~b2
)
to both receivers.
We show that we can achieve a throughput arbitrary close
to corner point (0.45, 0.45), see Fig. 3. In fact, we show that
it is possible to communicate the initial 2m packets in
n = (20/9)m+O
(
m2/3
)
(15)
time instants3 with vanishing error probability (as m → ∞).
Therefore achieving corner point (0.45, 0.45) as m → ∞.
The transmission strategy for corner points (0.375, 0.5) and
(0.5, 0.375) follows similar principles and is omitted due to
space limitations. Our transmission strategy consists of two
phases as described below.
Phase 1 [uncategorized transmission]: At the beginning of the
communication block, we assume that the packets at Txi are
in queue Qi→i (the initial state of the packets), i = 1, 2. At
each time instant t, Txi sends out a packet from Qi→i, and this
packet will either stay in the initial queue or transition to one
of the following possible queues will take place according to
the description in Table I. If at time instant t, Qi→i is empty,
then Txi, i = 1, 2, remains silent until the end of Phase 1.
(A) Qi,C1 : The packets that at the time of communication,
all channel gains were on.
(B) Qi→{1,2}: The packets that are of common interest of
both receivers and do not fall in category (A).
(C) Qi→i|¯i: The packets that are required by Rxi but are
available at the unintended receiver Rxi¯ where i¯ = 3−i.
A packet is in Qi→i|¯i if Rxi¯ gets it without interference
and Rxi does not get it with or without interference.
(D) Qi→i¯|i: The packets that are required by Rxi¯ but are
available at the intended receiver Rxi. More precisely,
a packet is in Qi→i¯|i if Rxi gets the packet without
interference and Rxi¯ gets it with interference.
(E) Qi→F : The packets that we consider delivered and no
retransmission is required.
More precisely, based on the channel realizations, a total
of 16 possible configurations may occur at any time instant
as summarized in Table I. The transition for each one of the
channel realizations is as follows.
• Case 1
(
↗↘⇀⇁
)
: If at time instant t, Case 1 occurs, then
each receiver gets a linear combination of the packets
that were transmitted. Then, if either of such packets is
3Throughout the paper whenever we state the number of packets or time
instants, say n, if the expression is not an integer, then we use the ceiling of
that number dne, where d.e is the smallest integer greater than or equal to n.
Note that since we will take the limit as m → ∞, this does not change the
end results.
TABLE I
ALL CONNECTIVITY CONFIGURATIONS AND STATUS TRANSITIONS. ~a
REPRESENTS A PACKET IN Q1→1 AND ~b REPRESENTS A PACKET IN Q2→2 .
Tx1
Tx2
Rx1
Rx2Case 1
Tx1
Tx2
Rx1
Rx2Case 9
Tx1
Tx2
Rx1
Rx2Case 2
Tx1
Tx2
Rx1
Rx2Case 10
Tx1
Tx2
Rx1
Rx2Case 3
Tx1
Tx2
Rx1
Rx2Case 11
Tx1
Tx2
Rx1
Rx2Case 4
Tx1
Tx2
Rx1
Rx2Case 12
Tx1
Tx2
Rx1
Rx2Case 5
Tx1
Tx2
Rx1
Rx2Case 13
Tx1
Tx2
Rx1
Rx2Case 6
Tx1
Tx2
Rx1
Rx2Case 14
Tx1
Tx2
Rx1
Rx2Case 7
Tx1
Tx2
Rx1
Rx2Case 15
Tx1
Tx2
Rx1
Rx2Case 8
Tx1
Tx2
Rx1
Rx2Case 16
provided to both receivers then the receivers can recover
both. The transmitted packet of Txi leaves Qi→i and
joins Qi,C1
4, i = 1, 2. Although we can consider such
packets as packets of common interest, we keep them in
an intermediate queue for now and as we describe later,
we combine them with other packets to create packets of
common interest.
• Case 2
(
↘→⇁
)
: In this case, Rx1 has already received its
4In this paper, we assume that the queues are ordered. Meaning that the
first packet that joins the queue is placed at the head of the queue and any
new packet occupies the next empty position. For instance, suppose there are
` packets in Q1,C1 and ` packets in Q2,C1 , then the next time Case 1 occurs,
the transmitted packet of Txi is placed at position `+ 1 in Qi,C1 , i = 1, 2.
7corresponding packet while Rx2 has a linear combination
of the transmitted packets, see Table I. As a result, if
the transmitted packet of Tx1 is provided to Rx2, it will
be able to decode both. In other words, the transmitted
packet from Tx1 is available at Rx1 and is required by
Rx2. Therefore, transmitted packet of Tx1 leaves Q1→1
and joins Q1→2|1. Note that the packet of Tx2 will not
be retransmitted since upon delivery of the packet of
Tx1, Rx2 can decode its corresponding packet. Since no
retransmission is required, the packet of Tx2 leaves Q2→2
and joins Q2,F (the final state of the packets).
• Case 3
(
↗→⇁
)
: This is similar to Case 2 with swapping
user IDs.
• Case 4
(→
→
)
: In this case, each receiver gets its corre-
sponding packet without any interference. We consider
such packets to be delivered and no retransmission is
required. Therefore, the transmitted packet of Txi leaves
Qi→i and joins Qi,F , i = 1, 2.
• Case 5
(→) and Case 6 (↘→): In these cases, Rx1 gets its
corresponding packet interference free. We consider this
packet to be delivered and no retransmission is required.
Therefore, the transmitted packet of Tx1 leaves Q1→1 and
joins Q1,F , while the transmitted packet of Tx2 remains
in Q2→2.
• Case 7
(↗⇀): In this case, Rx1 has a linear combination of
the transmitted packets, while Rx2 has not received any-
thing, see Table I. It is sufficient to provide the transmitted
packet of Tx2 to both receivers. Therefore, the transmitted
packet of Tx2 leaves Q2→2 and joins Q2→{1,2}. Note
that the packet of Tx1 will not be retransmitted since
upon delivery of the packet of Tx2, Rx1 can recover its
corresponding packet. This packet leaves Q1→1 and joins
Q1,F . Similar argument holds for Case 8
(↗↘⇀).
• Cases 9,10,11, and 12: Similar to Cases 5,6,7, and 8 with
swapping user IDs respectively.
• Case 13 (↗): In this case, Rx1 has received the transmit-
ted packet of Tx2 while Rx2 has not received anything,
see Table I. Therefore, the transmitted packet of Tx1
remains in Q1→1, while the transmitted packet of Tx2
is required by Rx2 and it is available at Rx1. Hence,
the transmitted packet of Tx2 leaves Q2→2 and joins
Q2→2|1. Queue Q2→2|1 represents the packets at Tx2 that
are available at Rx1, but Rx2 needs them.
• Case 14 (↘): This is similar to Case 13.
• Case 15 (↗↘): In this case, Rx1 has received the transmit-
ted packet of Tx2 while Rx2 has received the transmitted
packet of Tx1, see Table I. In other words, the transmitted
packet of Tx2 is available at Rx1 and is required by Rx2;
while the transmitted packet of Tx1 is available at Rx2
and is required by Rx1. Therefore, we have transition
from Qi→i to Qi→i|¯i, i = 1, 2.
• Case 16: Packet of Txi remains in Qi→i, i = 1, 2.
Phase 1 goes on for (4/3)m+m
2
3 time instants, and if at
the end of this phase, either of the queues Qi→i is not empty,
we declare error type-I and halt the transmission (we assume
m is chosen such that m
2
3 ∈ Z).
Assuming that the transmission is not halted, let Ni,C1 ,
Ni→j|j¯ , and Ni→{1,2} denote the number of packets in queues
Qi,C1 , Qi→j|j¯ , and Qi→{1,2} respectively at the end of the
transitions, i = 1, 2, and j = i, i¯. The transmission strategy
will be halted and an error type-II will occur if any of the
following events happens.
Ni,C1 > E[Ni,C1 ] +m
2
3
4
= ni,C1 , i = 1, 2;
Ni→j|j¯ > E[Ni→j|j¯ ] +m
2
3
4
= ni→j|j¯ , i = 1, 2, and j = i, i¯;
Ni→{1,2} > E[Ni→{1,2}] +m
2
3
4
= ni→{1,2}, i = 1, 2. (16)
From basic probability, we know that
E[Ni,C1 ] =
Pr (Case 1)m
1−∑i=9,10,13,16 Pr (Case i) = m/12, (17)
E[Ni→i|¯i] = E[Ni→{1,2}] = m/6, E[Ni→i¯|i] = m/12.
Furthermore, we can show that the probability of errors
of types I and II decreases exponentially with m. More
precisely, we use Chernoff-Hoeffding bound5, to bound the
error probabilities of types I and II. For instance, we have
Pr [error type− I] ≤
2∑
i=1
Pr [Qi→i is not empty]
≤ 4 exp
(
−m4/3/(m+ (3/4)m2/3)
)
, (18)
which decreases exponentially to zero as m→∞.
At the end of Phase 1, we add 0’s (if necessary) in order
to make queues Qi,C1 , Qi→j|j¯ , and Qi→{1,2} of size equal
to ni,C1 , ni→j|j¯ , and ni→{1,2} respectively as defined in (16),
i = 1, 2, and j = i, i¯. For the rest of this section, we assume
that Phase 1 is completed and no error has occurred.
We now use the ideas described in Section III, to further
create packets of common interest. In particular, we demon-
strate how to incorporate the ideas of Section III to create
packets of common interest in an optimal way.
• Type I Combining the packets in Qi,C1 and Qi→i|¯i
(packet delivery with side information): Consider the
packets that were transmitted in Cases 1 and 15, see
Fig. 5. Providing (a1 + a2) and (b1 + b2) to both re-
ceivers is sufficient to recover the packets. Hence, we
can remove two packets in Qi,C1 and Qi→i|¯i, by inserting
their summation in Qi→{1,2}, i = 1, 2, and then deliver
this packet of common interest to both receivers during
the second phase.
We have E[Ni,C1 ] < E[Ni→i|¯i]. Therefore, after this
combination, queue Qi,C1 becomes empty and we have
E[Ni→i|¯i]− E[Ni,C1 ] = 1/12m (19)
5We consider a specific form of the Chernoff-Hoeffding bound [15]
described in [16], which is simpler to use and is as follows. If
x1, . . . , xr are r independent random variables, and w =
∑r
i=1 xi, then
Pr [|w − E [w] | > α] ≤ 2 exp
(
−α2
4
∑r
i=1 Var(xi)
)
.
8packets left in Qi→i|¯i.
• Type II Combining packets in Qi→i¯|i and Qi→i|¯i (in-
terference delivery with side information): Consider the
packets that were transmitted in Cases 2 and 14, see
Fig. 7. If we provide (a1 + a2) to both receivers then
Rx1 can recover packets a1 and a2, whereas Rx2 can
recover packet b1. Therefore, (a1 + a2) is a packet of
common interest and can join Q1→{1,2}. Hence, we can
remove two packets in Q1→2|1 and Q1→1|2, by inserting
their summation in Q1→{1,2}, and we deliver this packet
of common interest to both receivers during the second
phase. Note that due to the symmetry of the channel,
similar argument holds for Q2→1|2 and Q2→2|1.
Tx1
Tx2
Rx1
Rx2
a1
b1
a1
L(a1,b1)
Tx1
Tx2
Rx1
Rx2
a2
b2 a2
Fig. 7. Suppose at a time instant, transmitters 1 and 2 send out packets a1
and b1 respectively, and Case 2 occurred. At another time instant, suppose
transmitters 1 and 2 send out packets a2 and b2 respectively, and Case 14
occurred. Now, (a1 + a2) available at Tx1 is useful for both receivers and
it is a packet of common interest. Hence, (a1 + a2) joins Q1→{1,2}.
After combining the packets, queue Qi→i|¯i and Qi→i¯|i
both become empty, i = 1, 2.
Hence at the end of Phase 1, if the transmission is not halted,
we have a total of
(4/3)
1/8m+m2/3︸ ︷︷ ︸
Cases 11 and 12
+ 1/8m+m2/3︸ ︷︷ ︸
coding opportunities
 = 1/3m+ 8/3m2/3
(20)
number of packets in Q1→{1,2} (same for Q2→{1,2}).
This completes the description of Phase 1. We now describe
how to deliver the packets of common interest in Phase 2 of
the transmission strategy. The problem resembles a network
with two transmitters and two receivers where each transmitter
Txi wishes to communicate its m packets to both receivers,
i = 1, 2. The channel gain model is the same as described
in Section II. We refer to this network as the two-multicast
network, and we have the following result for it.
Lemma 1: For the two-multicast network as described
above, the optimal throughput region is given by{
Ri ≤ 1/2, i = 1, 2,
R1 +R2 ≤ 3/4.
(21)
This result basically shows that the capacity region of the
two-multicast network described above is equal to the capacity
region of the multiple-access channel formed at either of the
receivers. The proof of Lemma 1 is omitted due to space
limitations and can be found in [14] Section V. Basically,
transmitters can create enough random linear equations of their
packets such that the receivers can recover all packets from
these equations with probability 1 as m→∞.
Phase 2 [transmitting packets of common interest]: In this
phase, we deliver the packets in Q1→{1,2} and Q2→{1,2}
using the transmission strategy for the two-multicast problem.
More precisely, the packets in Qi→{1,2} will be considered as
the packets of Txi.From Lemma 1, we know that rate tuple
(R1, R2) = (3/8, 3/8) is achievable. Therefore, transmission
of the packets in Q1→{1,2} and Q2→{1,2}, will take
ttotal =
(
2/3m+ 16/3m2/3
)
/(3/4). (22)
Therefore, the total transmission time of our two-phase
achievability strategy is equal to
4/3m+m
2
3 +
(
2/3m+ 16/3m2/3
)
/(3/4), (23)
hence, if we let m → ∞, the decoding error probability of
recovering packets of common interest goes to zero, and we
achieve a symmetric throughput of
R1 = R2 = lim
,δ→0
m→∞
m
ttotal
= 0.45. (24)
This completes the achievability proof of corner point A.
Although, we have only provided the transmission strategy
for p = 1/2, same concepts and ideas apply to the general
value of p. Therefore, we achieve the following throughput
region. {
0 ≤ Ri ≤ p, i = 1, 2,
Ri + (2− p)Ri¯ ≤ p(2− p)2, i = 1, 2,
(25)
V. PROVING THE OPTIMALITY
In this section, we prove the optimality of the transmission
scheme we described in Section IV. In particular, we derive
an outer-bound on the throughput region for the network
with two transmitter-receiver pairs (introduced in Section II)
that matches our achievable region in (25), thus, proving
the optimality of our scheme. Suppose a throughput tuple of
(R1, R2) is achievable, meaning that Txi has nRi packets for
Rxi, and uses a beamforming precoding matrix Vni to create
its transmit signal, i = 1, 2. The received signal at Rxi is
~yni = G
n
1iV
n
1A+G
n
2iV
n
2B, i = 1, 2, (26)
and the decodability condition is to have
dim
(
ProjIci colspan (G
n
iiV
n
i )
)
= dim (colspan (Vni )) = nRi, i = 1, 2, (27)
with probability 1. We first derive the outer-bound on individ-
ual throughput rates. We have
nR1
a.s.
= E
[
dim
(
ProjIc1 colspan (G
n
11V
n
1 )
)]
(a)
≤ E [rank [Gn11Vn1 ]]
(b)
≤ pn, (28)
where the first equality holds since the decodability condition
should be satisfied with probability 1; (a) is true since we
ignored the interference, and this can only increase the dimen-
sion; and b holds since α11(t) is equal to 1 with probability
9p. Dividing both sides by n, we get R1 ≤ p. Similarly, we get
R2 ≤ p. Next, we derive the following outer-bound:
Ri + (2− p)Ri¯ ≤ p(2− p)2, i = 1, 2. (29)
Again, by symmetry, we only prove the result for i = 1. We
use the following lemma in the proof of the outer-bound.
Lemma 2: The following inequality holds almost surely
under the Delayed-CSIT assumption (for 0 < p ≤ 1).
E [rank [Gn12Vn1 ]] ≥
1
2− pE [rank [G
n
11V
n
1 ]] . (30)
Proof:
E [rank [Gn12Vn1 ]]
= E
[
n∑
t=1
rank
[
Gt12V
t
1
]− rank [Gt−112 Vt−11 ]
]
= E
[
n∑
t=1
1
{
α12(t)g12(t)~v1(t) /∈ rowspan
(
Gt−112 V
t−1
1
)}]
a.s.
= pE
[
n∑
t=1
1
{
~v1(t) /∈ rowspan
(
Gt−112 V
t−1
1
)}]
(31)
≥ pE
[
n∑
t=1
1
{
~v1(t) /∈ rowspan
[
Gt−112 V
t−1
1
Gt−111 V
t−1
1
]}]
(a)
=
p
p(2− p)E
[
n∑
t=1
rank
[
Gt12V
t
1
Gt11V
t
1
]
− rank
[
Gt−112 V
t−1
1
Gt−111 V
t−1
1
]]
=
1
2− pE
[
rank
[
Gn12V
n
1
Gn11V
n
1
]]
≥ 1
2− pE [rank [G
n
11V
n
1 ]] ,
where the third equality holds almost surely since g12(t) comes
from a continuous distribution; and (a) holds since
Pr [α12(t) = α11(t) = 0] = 1− (1− p)2 = p(2− p). 
To obtain the outer-bound in (29) for i = 1, we have
n (R1 + (2− p)R2) a.s.= E
[
dim
(
ProjIc1 colspan (G
n
11V
n
1 )
)]
+ (2− p)E
[
dim
(
ProjIc2 colspan (G
n
22V
n
2 )
)]
(a)
≤ E [rank [Gn11Vn1 ]] + (2− p)E [rank [Gn12Vn1 +Gn22Vn2 ]]
− (2− p)E [rank [Gn12Vn1 ]] (32)
Lemma 2≤ (2− p)E [rank [Gn12Vn1 +Gn22Vn2 ]]
(c)
≤ p(2− p)2n,
where the first equality holds since the decodability condition
should be satisfied with probability 1; (b) is true since we
ignored interference; and (c) holds since
Pr [α12(t) = α22(t) = 0] = 1− (1− p)2 = p(2− p). (33)
Dividing both sides by n, we get the desired outer-bound.
This completes the derivation of the outer-bound.
VI. CONCLUSION AND FUTURE DIRECTIONS
In this work, we considered a physical layer model for
packet networks that allows for the flexibility of storing analog
signals at the receivers (when collision occurs), and utilizing
them for decoding packets in the future. We proposed two
general coding opportunities at the transmitters for interfer-
ence management and a unified transmission strategy that
systematically utilizes such opportunities in the context of a
network with two transmitter-receiver pairs. We further prove
the optimality of our scheme by developing an outer-bound via
an extremal rank inequality with Delayed-CSIT assumption.
An extension of our work would be to consider scenar-
ios in which more than two transmitter-receiver pairs can
coordinate for interference management. However, obtaining
global channel state information (even delayed) in such cases
is quite difficult. Thus, it would be interesting to study a larger
network in which transmitters have access to local [17], [18]
and/or mismatched [19] channel state information, and see
how they can coordinate based on such knowledge to perform
interference management.
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