The p-rank of a Steiner triple system B is the dimension of the linear span of the set of characteristic vectors of blocks of B, over GF(p). We derive a formula for the number of different Steiner triple systems of order v and given 2-rank r 2 < v and the number of Steiner triple systems of order v and given 3-rank r 3 < v − 1. We prove that there are no Steiner triple systems of 2-rank smaller than v and, at the same time, 3-rank smaller than v − 1.
Introduction
A Steiner triple system STS(v) is a finite set S of cardinality v whose elements are called points, provided with a collection of 3-subsets called blocks such that every 2-subset of S is contained in one and only one block. We assume that S = {1, . . . , v} and do not distinguish a block b with its characteristic vectors, that is, the v-tuple of 0s and 1s having 1s in the coordinates numbered by the elements of b. E.g., (0, 1, 0, 1, 1, 0, 0) = {2, 4, 5} (v = 7). The dimension of the space over GF(p) spanned by the blocks (to be exact, by their characteristic vectors) of a Steiner triple system T is called the p-rank of T . As shown in [4] , the p-rank of every STS(v) is v for all prime p except 2 and 3. The series of papers [1, 17, 13, 24, 25, 26, 23, 8, 6, 7] are devoted to the study of STS(v) of deficient 2-or 3-rank. In particular, in [17] , [25] , [23] , there found formulas for the number of STS(2 m − 1) of 2-rank 2 m − m, 2 m − m + 1, 2 m − m + 2, respectively. In a recent work [7] , a formula for the number of STS dual to a fixed binary or ternary subspace was found.
In the current paper, we derive formulas for the number of STS(v) of arbitrary 2-rank smaller than v, see Theorem 4.6, or 3-rank smaller than v − 1 (note that the 3-rank of STS cannot exceed v − 1, as it is always orthogonal to the all-one vector (1, 1, . . . , 1) over GF(3)), see Theorem 3.6. In particular, our result generalizes the formulas for 2-rank 2 m − m [17] , 2 m − m + 1 [25] ,MinGW32 and 2 m − m + 2 [23] , obtained before. The generalization is based on the Möbius transform, which makes possible to derive a common formula for different ranks and also to simplify some arguments. The formulas are tight but conditional: they involve the numbers of objects of smaller order (Steiner triple systems, 1-factorizations of complete graph, and latin squares).
For partial cases where these numbers are known, we obtain explicit values. Namely, in addition to the results known before, we get the number of STS(3 k ) of 3-rank v − k and v − k + 1, the number of STS(7 · 3 k ) of 3-rank 7 · 3 k − k − 1, and the number of STS(10 · 2 k − 1) of 2-rank 10 · 2 k − k − 1, for every k (Corollaries 3.7 and 4.7). In the other cases, our formulas can be combined with the asymptotic estimations of the number of Steiner triple systems [21, 10] , 1-factorizations [3, 10, 22] , and latin squares, see e.g. [18, Theorems 17.2, 17.3] .
In the next section, we define necessary concepts and mention related facts. In Section 3, we describe the structure of STS(v) of 3-rank smaller than v − 1 and of its dual space and derive a formula for the number of such systems. In Section 4, similar results are obtained for STS(v) of 2-rank smaller than v.
Definitions and notations
Orthogonality and duality. Two v-tuples x = (x 1 , . . . , x v ) and y = (y 1 , . . . , y v ) understood as vectors over GF(q) are said to be orthogonal, denoted x ⊥ y, if x 1 y 1 +. . .+x v y v = 0. Given a set B of vectors, the dual space B ⊥ is the set of all vectors orthogonal to each element of B. By B , we denote the linear span of the vector set B.
To simplify the formulas, we will use the standard notation of q-factorial [n] q ! = n s=1 s−1 i=0 q i . Using this notation, the number n t=1 (q n − q t−1 ) of different bases in an n-dimensional space over GF(q) can be written as q
Latin squares. A latin square of order n is a function f : {1, . . . , n} 2 → {1, . . . , n} invertible in each argument. Traditionally, latin squares are represented by their value tables, whose rows and columns, by definition, contain all elements from 1 to n. (A system from the set {1, . . . , n} with a latin square operation f is known as a quasigroup of order n.) A latin square f is called symmetric if f (x, y) ≡ f (y, x) (i.e., the corresponding quasigroup is commutative). A latin square f is called
It is well known and obvious that the idempotent totally symmetric latin squares of order n are in one-to-one correspondence with the Steiner triple systems of order n. Proposition 2.1. Let S = {1, . . . , n}. For every Steiner triple system (S, B), the function f defined as f (x, x) ≡ x and f (x, y) = z for every {x, y, z} ∈ B is an idempotent totally symmetric latin square. Inversely, every idempotent totally symmetric latin square f : S 2 → S induces the Steiner triple system (S, B), B = {{x, y, z} : x = y, f (x, y) = z}.
Slightly less obvious but also well known is the following bijection.
Proposition 2.2. For every odd n, there is a one-to-one correspondence between symmetric latin squares of order n and symmetric latin squares f of order n + 1 such that f (x, x) ≡ n + 1.
Proof. Given symmetric latin square f of order n + 1 such that f (x, x) ≡ n + 1, the function g : {1, . . . , n} 2 → {1, . . . , n} defined by g(x, x) = f (x, n + 1), g(x, y) = f (x, y) for every different x and y from {1, . . . , n} is straightforwardly a symmetric latin square.
To see the inverse, it is important to note that for a symmetric latin square g of odd order n, the set {g(x, x) : x ∈ {1, . . . , n}} coincides with {1, . . . , n} (indeed, for every x the number of the pairs (y, z) such that g(y, z) = x is odd n, while the number of the pairs (y, z) such that g(y, z) = x and y = z is even, from the symmetry). Then we define the required f by the identities f (x, x) = n + 1, f (x, n + 1) = f (n + 1, x) = g(x, x), and f (x, y) = g(x, y) for every x, y ∈ {1, . . . , n}, x = y. Remark 1. The symmetric latin squares f of even order n such that f (x, x) ≡ n are in a straightforward one-to-one correspondence with the ordered 1-factorizations of the complete graph on the vertex set {1, . . . , n} (i.e., the ordered partitions of the set of edges of this graph into n − 1 sets of mutually disjoint edges; the number of the ordered partitions equals (n − 1)! times the number of unordered partitions, see [27] ), with the tournament schedules for n teams, see e.g. [30] , and with the resolutions of the complete system of pairs from {1, . . . , n}, see e.g. [1] . Under these different names, but in the same context as in the current paper, the symmetric latin squares can be mentioned in the literature on combinatorial designs.
Möbius coefficients. For a prime power q, define the numbers µ i = 1, and for an i-dimensional space S over GF(q), i ≥ 0, and the set S of its subspaces,
Remark 2. The numbers µ (q) i are related with the so-called Möbius function on the poset of spaces over GF(q). Namely, for two spaces U and V , the Möbius function 
Non-full-3-rank STS
Let v ≡ 1, 3 mod 6; that is, there exist STS(v). By V v , we denote the vector space of all v-tuples over GF (3) . Denote by D the set of subspaces of V v , each including the all-one vector and being orthogonal to at least one STS(v); denote
The following lemma can be considered as a treatment of the results of [4, Sect. 4] in terms of the structure of a basis for the dual space of STS. The prove given in [8] includes a proof of more deep mathematical result, a variation of Bonisoli's theorem. We give an independent simple prove.
Proof. Without loss of generality, we can assume that the first column of M is (1, 0, ..., 0)
T (we can achieve this by subtracting the first row from some of the others). Claim (*). 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 0 0 0 1 1 1 2 2 2 0 0 0 1 1 1 2 2 2 0 0 0 1 1 1 2 2 
Lemma 3.2. Let i and j be nonnegative integers such that i ≤ j. If D j is not empty, then every subspace from D i is contained in exactly Γ v,i,j subspaces from D j , where
In particular,
Proof. Firstly, let us fix some D i from D i and construct all D j from D j that satisfy D i ⊆ D j . Let M i be a generator matrix of D i whose first row contains only 1s. According to Lemma 3.1, M i divides the coordinates into 3 i "cells" such that each cell contains the same columns in it. Since D i ⊆ D j , so D j has a generator matrix M j that starts with the i + 1 rows of M i , and this matrix subdivides the cells into 3 j "subcells" of the same size.
The number of such subdivisions is A = 
Lemma 3.3 (the structure of non-full-3-rank STS [7] ). Given a subspace D from D j , the set of STS(v) orthogonal to D is in one-to-one correspondence with the collections of 3 j Steiner triple systems of order v/3 j and 3 j (3 j − 1)/6 latin squares of order v/3 j .
Proof (a sketch
• For each of 3 j groups, the triples with all 3 points in these group form STS(v/3 j ).
• For every 3 distinct groups {α 1 , . . . , α v/3 j }, {β 1 , . . . , β v/3 j }, {γ 1 , . . . , γ v/3 j } corresponding to columns a, b, c with a + b + c = 0, the triples with one point in each of these 3 groups have the form {α x , β y , γ f (x,y) } for some latin square f of order v/3 j .
Corollary 3.4 ([7]
). Given a subspace D from D j , the number Φ(D) of STS(v) orthogonal to D equals Φ v,j , where
Ψ u is the number of STS(u), and Λ u is the number of latin squares of order u. Now, given a subspace D from D j , we know the number Φ(D) of STS that are orthogonal to some subspace of D. To find the number of STS that are dual to D, we should apply to the function Φ(D) the Möbius transform on the poset of subspaces of D. This is essentially done in the next lemma. 
where Γ v,i,j and Φ v,j are from Lemma 3.2 and Corollary 3.4.
Proof. Utilizing the definition of Γ v,i,j and then expanding Φ v,j , we have
where P (D ′ ) is the set of STS(v) orthogonal to D ′ . We continue:
We see that the last formula meets the definition of Υ v,i .
Theorem 3.6. Assume that v is divided by 3 k and k is the largest integer with this property. Let i ∈ {0, . . . , k}. The total number of different STS(v) of 3-rank v − i − 1 equals
where µ
Ψ u is the number of STS(u) (and also the number of idempotent totally symmetric latin squares of order u), and Λ u is the number of latin squares of order u. 
Proof. According to [28] [12] ). According to [29] , we have Ψ 1 = Ψ 3 = 1, Ψ 7 = 30, Ψ 9 = 840 (the last known value is Ψ 19 [9] ). Applying the result of Theorem 3.6, we get the formulas.
A computer-aimed classification of equivalence classes of STS(27) of 3-rank 24 is described in [6] . In particular, the total number of different systems with these parameters can be calculated from [6, Table 1 ] as the sum N r 27!/|Aut(S)| over the all rows of the table except the last one (corresponding to the 3-rank 23). This number coincides with the one given by our formula, 22 300 404 167 684 260 773 163 008 000 000.
Non-full-2-rank STS
In this section, to simplify the formulas, we denote the order of STS by w − 1 instead of v. ByV w−1 , we denote the vector space of all (w − 1)-tuples over GF (2) . Denote byḊ i the set of i-dimensional subspaces ofV w−1 orthogonal to at least one STS(w − 1). The following lemma can be considered as a treatment of the results of [4, Sect. 3] in terms of the structure of a basis for the dual space of STS. Since the rank of M is i, it contains i linearly independent columns. It follows from (*) that it contains all 2 i − 1 different nonzero columns of height i. It remains to show that every nonzero column a occur |K| + 1 times, where K is the set of positions in which M has the all-zero column. Let J be the sets of positions in which M has the column a, and let l ∈ J. For each j from J\{l}, there is k from K such that {j, k, l} is a block of the STS. Moreover, different js correspond to different ks. This shows that |J\{l}| ≤ |K|. Similarly, |K| ≤ |J\{l}|. 1 1 1 1 1 1 1 1 1 1 1 1 1 1  0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1  0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 
  .
Lemma 4.2. Let i and j be nonnegative integers such that i ≤ j. IfḊ j is not empty, then every subspace fromḊ i is contained in exactlyΓ w,i,j subspaces fromḊ j , wherė
In particular, |Ḋ j | =Γ w,0,j .
Proof. The proof is similar to that of Lemma 3.2. The difference is that the size of one cell, corresponding to the all-zero columns of the generator matrix, is one less than for each of the other cells; the same can be said for the subcells. So, totally we have
subdivisions. Dividing this number by the number B = 2
(2 s − 1) of the matrices generating the same space, we get the result.
The following lemma describes the structure of an arbitrary non-full-2-rank STS. It was proved in [26] for the partial case of STS(2 k − 1) of rank 2 k + 2; the arguments, however, are applicable to the general case. It should be also noted that Theorem 4.1 in [1] is close to this result, but the structure of the part of the block set connected with latin squares is not described there (with the exception of one partial example in Remark 6).
Lemma 4.3 (the structure of non-full-2-rank STS [7] ). Given a subspace D froṁ D j , the set of STS(w − 1) orthogonal to D is in one-to-one correspondence with the collections of one STS(w/2 j − 1), 2 j − 1 symmetric latin squares of order w/2 j − 1, and (2 j − 1)(2 j − 2)/6 latin squares of order w/2 j .
Proof (a sketch). According to Lemma 3.1, a generator matrix M of D divides the coordinates into 2 j − 1 groups of size w/2 j and one group of size w/2 j − 1 (the last group corresponds to the all-zero columns of M). It can be seen that the set of triples of every STS(v) orthogonal to D is divided into the 2 j + (2 j − 1)(2 j − 2)/6 following subsets:
• The triples with all 3 points in the group of size w/2 j − 1 form STS(w/2 j − 1).
• The triples with one points in the group {γ 1 , . . . , γ w/2 j −1 } of size w/2 j − 1 and two points in one of the 2 j − 1 groups {α 1 , . . . , α w/2 j } of size w/2 j . Such triples have the form {α x , α y , γ f (x,y) } for some symmetric latin square f satisfying f (x, x) ≡ w/2 j . Proposition 2.2 relates f with a symmetric latin square of order w/2 j − 1.
• For every 3 distinct groups {α 1 , . . . , α w/2 j }, {β 1 , . . . , β w/2 j }, {γ 1 , . . . , γ w/2 j } corresponding to columns a, b, c with a + b + c = 0, the triples with one point in each of these 3 groups have the form {α x , β y , γ f (x,y) } for some latin square f of order v/2 j .
Corollary 4.4 ([7]
). Given a subspace D fromḊ j , the numberΦ(D) of STS(w − 1) orthogonal to D equalsΦ w−1,j , wherė
Ψ u is the number of STS(u) (and the number of idempotent totally symmetric latin squares of order u), Π u is the number of symmetric latin squares of order u, Λ u is the number of latin squares of order u.
Lemma 4.5. Assume that w is divided by 2 k and k is the largest integer with this property. Let i ∈ {0, . . . , k}, and let D be inḊ i . The number of STS(w − 1) with dual space D equalsΥ w−1,i , whereΥ
whereΓ w,i,j andΦ w−1,j are from Lemma 3.2 and Corollary 3.4.
The proofs of the lemma and the following theorem are the same as those of Lemma 3.5, and we omit them. 
w 2 /48−w/4+2/3 +7·2 w 2 /24−3w/4−5/3+k −1 (see [23] ).
The number of STS(10w
Proof. To apply the formula from Theorem 4.6, in addition to the values considered in the proof of Corollary 3.7, we need Π 1 = 1, Π 3 = 6, Π 7 = 31449600 = 7! · 6240 [19] , Π 9 = 444733651353600 = 9! · 1225566720 [5] , see also [30] ,
see also [28] . We also formally need the trivial values Π 0 = 1 and Φ 0 = 1.
Remark 3. Taking into account Propositions 2.1 and 2.2, we know that Ψ(u − 1) and Π(u − 1) are the numbers of latin squares of order u with certain restrictions. So, Ψ(u − 1) < Π(u − 1) < Λ(u). It can be then noted that if j ≥ 3, then the most valuable factor in the formulas for the number of ST S(v) of 2-or 3-rank at most v − j is connected with the number of unrestricted latin squares.
Concluding remarks
As we see from the results of [7] , the structure of the Steiner triple systems of deficient rank, either 2-or 3-rank, with fixed orthogonal subspace, is well understood, meaning that it can be described in terms of latin squares and Steiner triple systems of smaller order. The possibility to derive an explicit formula for the number of the non-full-rank STS (involving the number of latin squares and smaller STS) implies that this description is constructive even if we do not fix the orthogonal subspace of the systems. We finish the paper with a simple statement that shows that the privileges given by the knowledge of the structure of a Steiner triple system depending on the value of its 2-rank or the value of its 3-rank cannot be combined in the same system. Proposition 5.1. There is no a Steiner triple system of order v larger than 3 that is both non-full-2-rank and non-full-3-rank, i.e., of 2-rank less than v and 3-rank less than v − 1.
Proof. Assume that S an a STS(v), v > 3, which is (i) of 3-rank at most v − 2 and (ii) 2-rank at most v − 1, v > 3. By Lemma 3.1, (i) means that there is a vector with v/3 zeros, v/3 ones, and v/3 twos that is orthogonal to S over GF(3); in particular, v ≡ 0 mod 3. Assumption (ii) means that S has a Steiner subsystem S ′ of order (v − 1)/2, by Lemma 4.3. Since v > 3 implies (v − 1)/2 > v/3, the system S ′ is orthogonal over GF(3) to a vector that is not all-0, all-1, or all-2. By Lemma 3.1, the order (v − 1)/2 is an integer divisible by 3, and we get v ≡ 1 mod 3, a contradiction.
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