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Coherent perfect absorption (CPA), also known as time-reversed laser, is a wave phenomenon
resulting from the reciprocity of destructive interference of transmitted and reflected waves. In this
work we consider quasi one-dimensional lattice networks which posses at least one flat band, and
show that CPA and lasing can be induced in both linear and nonlinear regimes of this lattice by
fine-tuning non-Hermitian defects (dissipative terms localized within one unit-cell). We show that
local dissipations that yield CPA simultaneously yield novel dissipative compact solutions of the
lattice, whose growth or decay in time can be fine-tuned via the dissipation parameter. The scheme
used to numerically visualize the theoretical findings offers a novel platform for the experimental
implementation of these phenomena in optical devices.
The growing interest in non-Hermitian system is mo-
tivated by the novel and unprecedented phenomena that
gain and loss terms can generate. The phenomenon of co-
herent perfect absorption (CPA) a notable discovery in
this field which arises from the interplay of propagating
waves in homogeneous media and local dissipations, and
it is related to the concept of spectral singularity [1, 2].
Introduced by Chong et.al. in Ref.[3] and also referred
as time-reversed laser, two counter-propagating coher-
ent radiations towards a local dissipation leads to the
distructive-interference of the transmitted and the scat-
tered waves upon the fine-tuning of the wave frequencies
and the complex potential (see Fig.1 for a schematic view
of the process). It was also noticed that by inverting the
local dissipation into a gain potential - equivalently, re-
versing the time - a perfect absorber can be turned into a
laser where only outgoing radiations originated from the
complex potential are present, while incoming ones are
extinct [3]. Longhi [4] and Chong et.al. [5] realized that
CPA and lasing can be simultaneously achieved, yielding
laser-absorbers. More recently, CPA and lasing phenom-
ena have been extended to one-dimensional nonlinear lat-
tice chains [6, 7] - where these phenomena are achieved in
small propagating waves regimes - and nonlocal absorber
[8]. In particular, CPA was also realized experimentally
in cold atomic systems [7]. An important open frontier is
to extend CPA to lattices which support multiple Bloch
bands with distinct spectral properties. This may induce
additional novel phenomena in lattice in presence of a
non-Hermitian source. Moreover, it would substantially
extend the applicability and the experimental implemen-
tation of perfect absorbers and lasers.
In the recent years a growing amount of attention has
been received by translationally invariant networks which
simultaneously support propagating waves and compact
localization. These systems - commonly referred as flat
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Figure 1: Schematic representation of CPA: αL, βR and
αR, βL control the incident and the reflected waves respec-
tively; the red area represents the localized dissipation. The
trigones represent the dissipative compact state (dCLS).
band networks - are characterized by the existence of at
least one dispersionless (flat) spectral band [9, 10]. The
corresponding eigenmodes of the flat band are typically
strictly compact in space - hence dubbed compact local-
ized states (CLS) - and they arise due to destructive inter-
ference. Notable theoretical advances for these systems
includes systematic generator schemes [11–14] localiza-
tion phenomena due to onsite perturbations [15–18], and
the existence of compact breathers in flat band networks
with Kerr nonlinearity [19–21]. Moreover, these systems
have been realized experimentally in several set-ups, in-
cluding photonics lattices [22–24] to exciton-polariton
condensates [25] and ultra cold atoms [26], among oth-
ers. These findings highlight how flat band networks are
ideal set-ups to study and implement novel and highly
relevant phenomena in condensed matter physics.
Both the CLS and CPA are wave phenomena result-
ing from destructive interference. However, the question
”can these phenomena be embedded in a single device?”
has not yet been tackled. In this work we address this
yet unanswered question by considering flat band net-
works in presence of Kerr nonlinearity and complex non-
Hermitian dissipative terms localized within one unit-
cell. We then analytically prove and numerically ver-
ify that the chosen dissipations can induce CPA phe-
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2nomenon out of dispersive waves, as well as induce non-
propagating excitations localized at the dissipative sites
out of the flat band states.
Let us consider the equations of motion of a network
with ν sites per unit-cell
iΨ˙n = −H0Ψn −H1Ψn+1 −H†1Ψn−1 −
iγ
2
VΨ0δn,0 (1)
represented by the time-dependent complex vector Ψn ∈
Cν . Here H0 and H1 are real square matrices of size
ν. The dissipation is localized within the unit-cell at
n = 0, where γ > 0 and the square matrix V encodes
the gain and loss terms of the non-Hermitian terms -
non-Hermitian defects. The steady-state solution Ψn =
Une
−iµt of Eq.(1) yields the eigenvalue problem
µUn = −H0Un −H1Un+1 −H†1Un−1 −
iγ
2
V U0δn,0. (2)
For γ = 0 (no dissipation), the Bloch solution Un =
eiknΦk turns Eq.(2) to µΦk = B(k)Φk where the matrix
B(k) ≡ −H0 − eikH1 − e−ikH†1 depends on the wave
vector k. This resulting eigenvalues of the matrix B(k)
yield the band structure formed by ν Bloch bands Ω =
{µj(k)}νj=1 of Eq.(1). In this work we consider systems
which contains at least one flat band.
Let us consider the following ansatz of solution for
Eq.(1)
Un = Φj
 αLe
ikn + βLe
−ikn n < 0
u0 n = 0
αRe
ikn + βRe
−ikn n > 0.
(3)
where Φj is the eigenvector of B(k) correspondent to the
dispersive band µj . Hence, αL and βR control the inci-
dent waves from the left (L), while αR and βL the re-
flected wave from the right (R). In this framework, CPA
implies to fine-tune the wave-vector k in Eq.(3) with re-
spect to the dissipation components {γ, V } in order to
admit the incident radiations αL, βR and annihilate the
reflected radiations αR, βL - as represented in Fig.1. In
general, different choices of the dissipation matrix V may
be considered to induce CPA, depending on the disper-
sive wave considered. Certain choices of V can both (i)
induce fine-tuned CPA from counter-propagating disper-
sive waves and (ii) preserve the CLS of the flat band
which overlaps with the dissipative cell, inducing non-
propagating localized excitations centered at the dissi-
pative unit-cell whose amplitudes either decay exponen-
tially/grow exponentially/stay constant in time depend-
ing on the dissipation parameters. Following [6, 7], (i) in
general hold true when considering the Kerr nonlinearity
gF(Ψn)Ψn in Eq.(1) where F(Ψn) =
∑
j |ψjn|2 ej ⊗ ej
with {ej} canonical basis of Rν . However, (ii) depends
whether the linear CLS can be continued as compact
time-periodic solution (breather) in the nonlinear regime
of the lattice [21].
To illustrate these statements, we employ a simple
one-dimensional two-bands network ν = 2 with Ψn =
(an, bn)
T , as shown in Fig.2(a). The matrices H0, H1 in
Eq.(1) that define the Cross-Stitch lattice (CS) are
H0 =
(
0 h
h 0
)
, H1 =
(
1 1
1 1
)
, V = V1 ≡
(
1 0
0 1
)
(4)
For γ = 0, the linear CS network posseses one dispersive
band µ1(k) = −h− 4 cos k and one flat band µ2 = h, as
shown in Fig.2(b) for h = 1.
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Figure 2: (a) Profile of the Cross-Stitch lattice. (b) Band
structure for h = 1.
To fine-tune CPA in the CS network, in Eq.(3) we con-
sider the normalized eigenvector Φ1 =
1√
2
(1, 1)T corre-
spondent to the model’s dispersive band µ1(k). Consid-
ering the local symmetry of both the chain and Φ1, it
naturally follows to choose a symmetric diagonal dissi-
pative matrix V = V1 in Eq.(4). This choice induce the
CPA condition for a given k - see Appendix A for details.
γ∗ = 8 sin k (5)
Moreover, CPA occurs also in the nonlinear regime g 6= 0
of the lattice at the same condition Eq.(5) in perturbative
regimes (small propagating waves regime) - as detailed in
Appendix A.
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Figure 3: Dispersive case Φ1: time evolution of Sn (a) and
N (c) for γ = 6.73 ≈ γ∗ and Sn (b) and N (d) for γ = 1.
Here: k = 1 and g = 1, while nR = 75 and nL = −75. The
blue horizontal lines signal the dissipative unit-cell at n = 0.
We visualize numerically this theoretical prediction in
the nonlinear CS network with nonlinear strength g = 1
by considering two counter-propagating Gaussian beams
3[28] centered far from the dissipative unit-cell n = 0
at unit-cells nL  0 and nR  0 respectively, with
nL = −nR. Written in components Ψn = (an, bn)T , the
Gaussian beams at t = 0 read
an = bn = P0e
−α(n−nR)2e−ik(n−nR)
+ P0e
−α(n−nL)2eik(n−nL)
(6)
where P0 = 0.01 is the amplitude and α = 0.0075 is
the inverse width of the excitation - see Appendix B
for details. For k = 1 in Eq.(6), the CPA condition
Eq.(5) yields γ∗ ≈ 6.73. In Fig.3(a,b) we show the time
evolution of the local densities Sn = |an|2 + |bn|2 for
γ = γ∗ ≈ 6.73 (a) and γ = 1 (b). At the CPA con-
dition - Fig.3(a) - the two incoming radiations are fully
absorbed at the dissipative cell n = 0 (signaled with the
blue horizontal line), and no propagating radiation fol-
lows. Instead, away from the CPA condition - Fig.3(b) -
the two incoming radiations are only partially absorbed
and propagating radiations survive. This complete and
partial absorption is further visualized in Fig.3(c) and
(d) respectively, where we show the time-evolution of the
total norm N =
∑
n Sn.
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Figure 4: Total norm N at t = 60 versus γ for V1 (a) and V2
for δ = 1(b). Inset: percentage % at t = 60, with γ∗ (orange);
1% of the norm (green). Here h = 1 and g = 1.
In Fig.4(a) we show the unabsorbed total norm N at
time t = 60 computed for different values of the dis-
sipation strength γ. This is further detailed in the in-
set, where we show the percentage of remaining norm
% = 100N(t=60)N(t=0) versus γ. The minimum of the curve
lies to γ∗ - denoted by the vertical orange line - where
% ≈ 0. We can additionally observe that a significant
part of the curve lies below the horizontal green line -
line denoting one percent. This indicates that there ex-
ists a non-negligible neighborhood of γ∗ where any γ cho-
sen within such interval leaves less than one percent of
unabsorbed incoming radiations.
Due to destructive interference, the normalized eigen-
vector Φ2 =
1√
2
(1,−1)T of B(k) correspondent to the flat
band µ2 of the CS lattice introduced in Eq.(3) does not
yield propagating waves. Indeed, considering an = −bn
in Eq.(6) with nR  0 and nL  0 yields two non-
propagating Gaussian excitations centered at nR and nL
respectively - as shown in Fig.5(a). This also persists for
nL = 0 = nR - as shown in Fig.5(b). However, the local
density Sn at n = 0 of the non-propagating excitation
decays exponentially in time as S0 ∼ e−γt - as shown in
the inset of Fig.5(b).
The emergence of the dissipative non-propagating ex-
citation at n = 0 shown in Fig.5(b) follows from the fact
that the dissipation V1 in Eq.(4) is symmetric between
the two sub-lattices and therefore it does not break the
CLS located at the unit-cell n = 0 - state indicated with
black dots in Fig.2(a) - but it turns its frequency com-
plex, µ = h − iγ/2. Hence, this CLS turns dissipative.
Analogous fate occurs in the nonlinear regime of the CS
lattice. Indeed, as discussed in Ref.[21], Kerr nonlinear-
ity preserves destructive interference, and the dissipative
CLS at n = 0 with amplitude A
Un,0(t) = A
(
1
−1
)
δn,0e
−iΩt (7)
becomes a dissipative solution of the lattice with renor-
malized frequency Ω = h+gA2−iγ/2. In both linear and
nonlinear regime of the CS, the local density of the com-
pact solution decays exponentially in time S0(t) ∼ e−γt
due to the imaginary term −iγ/2 in their frequency. This
behavior in time can be controlled by employing a second
dissipation matrix V2 in Eq.(4) for δ ∈ R
V = V2 ≡
(
1 δ
δ 1
)
(8)
The frequency of the compact dissipative solution Eq.(7)
reads Ω = h+gA2−iγ(1−δ)/2. Hence S0(t) ∼ e−γ(1−δ)t,
which recalling that for any γ > 0 implies that the local
density S0 of the compact solution decays exponentially
for δ < 1, grows exponentially for δ > 1 and stay constant
for δ = 1. This consequently implies the existence of
a non-propagating excitations located at the dissipative
unit-cell with the amplitude at the dissipative cell n = 0
that either decays, grows or stays constant with time
according to the dissipation parameters - as shown in
Fig.5(c) for δ = 1.
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Figure 5: Flat band case Φ2: (a) Time evolution of Sn for
γ = 0.25 and δ = 0 while nR = 75 and nL = −75. (b) Same
as in (a) with nR = 0 = nL. Inset: time evolution of S0. (c)
Time evolution of Sn for γ = 0.25, δ = 1 with nR = 0 = nL.
Here g = 1 and k = 1.
This second dissipative matrix V2 in Eq.(8) not only
allows for fine control of the time-behavior of the com-
pact flat band solutions, but it also induces CPA with
4condition
γ∗ =
8
1 + δ
sin k (9)
that generalizes Eq.(5) - see Appendix A for details. This
prediction has been numerically confirmed in Fig.4(b) in
the same framework as for V1. In particular, we can
again observe in the inset that while CPA is achieved at
γ∗ ≈ 3.115 - condition obtained from Eq.(9) with k = 1
and δ = 1 - a non-trivial neighborhood of γ∗ exists where
less than one percent of the incoming beams’ total norm
is unabsorbed.
Remarkably, this procedure works and CPA can be
obtained in a plethora of other flat band topologies. For
example, the diamond chain, whose profile is shown in
Fig.6(a) and the equations of motion written in compo-
nents Ψn = (an, bn, cn)
T with local dissipation controlled
by the parameters γ, δ and in presence of Kerr nonlinear-
ity are shown below
ia˙n = −cn − cn+1 − hbn − iγ
2
(a0 + δb0)δn,0 + gan|an|2
ib˙n = −cn − cn+1 − han − iγ
2
(b0 + δa0)δn,0 + gbn|bn|2
ic˙n = −an−1 − an − bn−1 − bn + gan|an|2
(10)
For g = 0 and γ = 0, Eq.(10) possesses two dispersive
bands µ1,2(k) = (−h ±
√
h2 + 16 + 16 cos k)/2 and one
flat band µ3 = h - Fig.6(b). This model (also called
rhombic lattice) has been employed to theoretically study
the impact of non-hermitian hopping [29], magnetic field
[30–32] and electric fields [33] on flat band networks, as
well as to experimentally realize compact localized states
[34], study CLS in driven photonic flatband lattices [35],
and experimentally observe Aharonov-Bohm caging ef-
fect [36].
Via the transfer matrix formalism, CPA can be fine-
tuned in the diamond chain considering the eigenmodes
φ1,2 = (1, 1,±
√
2e−k/2)T /2 in the ansatz Eq.(3) corre-
spondent to the dispersive bands µ1,2. For both bands,
CPA occurs with condition
γ∗ =
4
√
2
1 + δ
sin
k
2
(11)
condition which still holds in the nonlinear regime g 6= 0
of the diamond chain Eq.(10).
This theoretical prediction can be achieved with
two counter-propagating Gaussian beams located at
nL  0 and nR  0 respectively with nL = −nR,
which in the diamond chain case are bn = an =
P0e
−α(n−nR)2e−ik(n−nR) + P0e−α(n−nL)
2
eik(n−nL) and
cn = ±
√
2e−k/2an - see Appendix B for details. For
k = 1 and δ = 1, Eq.(11) predicts that CPA is achieved
for γ∗ ≈ 1.36, which is visualized analogously with the
CS in Fig.6(c). On the other hand, the flat band eigen-
vector Φ3 =
1√
2
(1,−1, 0)T of B(k) of the diamond chain
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Figure 6: (a) Profile of the diamond chain. (b) Band struc-
ture. (c) Total norm N at t = 250 versus γ for δ = 1. Inset:
percentage % at t = 250, with γ∗ (orange); 1% of the norm
(green). (d) Time evolution of Sn for γ = 1, δ = 1. Inset:
time evolution of S0 for δ = 1.25 (top), δ = 1(middle) and
δ = 0.75 (bottom) with γ = 1. Here g = 1 and h = 1.
induces a non-propagating Gaussian excitation located
at n = 0 - Fig.6(d). The reason for this phenomenon fol-
lows from the fact that the chosen dissipation does not
lift the linear CLS at n = 0 - indicated with black dots
in Fig.6(a) - but it only alters its frequency and makes
it dissipative. This still holds in the nonlinear regime
g 6= 0 of Eq.(10) since the linear CLS locate at the unit-
cell n = 0 can be continued as compact breather with
frequency Ω = h+ gA2 − iγ(1− δ)/2 [21]. This yields a
precise control of the time behavior of the breather den-
sity S0, namely S0 decays exponentially for δ < 1, grows
exponentially for δ > 1 and stay constant for δ = 1 - as
shown in the inset of Fig.6(d).
By choosing certain flat band geometries, we showed
that local dissipations can be arranged to induce CPA
and at the same time preserve the compact solution that
exists at the dissipative unit-cell. This notably relates
to the local symmetry in the chosen dissipative terms
(matrix V ) as shown in Appendix A. If this symmetry
in V is broken, the destructive interference that yields
CLS is locally lifted and the system does not admit dis-
sipative compact states - although it still can support
CPA. The current setting of a single dissipative unit-cell
in Eq.(1) prevent to simultaneously achieve CPA and dis-
sipative CLS in networks whose compact states occupies
at least U ≥ 2 unit-cells - e.g. the Lieb lattice [37] - since
the partial overlap between CLS and dissipation lifts de-
structive interference. Hence, the existence of dissipative
CLS requires the local dissipation to span over at least U
unit-cells with a profile which respect the CLS symme-
tries. Such dissipative CLS may also become dissipative
compact solutions of the nonlinear regime - in agreement
with Ref.[21] - as well as their time behavior (exponen-
tial growth, decay or being constant) can be controlled by
tuning the dissipation parameters, in analogy with what
we herewith reported. Moreover, following [6, 7], we ob-
5serve that the absorption conditions in Eq.(5,9,11) can
be reversed into lasing conditions by permuting the sign
of the prefactor iγ/2 of the dissipative terms V in Eq.(1)
to positive +iγ/2. This namely implies that in Eq.(3) the
incoming radiations aL, bR are annihilated and only out-
going radiations aR, bL emerge from the non-hermitian
unit-cell.
To summarize, we have shown that local dissipa-
tions in lattice networks can yield simultaneously two
wave phenomena: coherent perfect absorption and
the existence of dissipative compact localized states.
Both phenomena are the result of destructive wave
interference, and we shown that they can be embedded
in a single device which posses both dispersive and flat
bands by engineering the local dissipations. In a broader
perspective, our results firstly usher the existence and
the study of compact dissipative breathers in nonlinear
non-Hermitian media (see [38] for a recent survey on
dissipative discrete breathers) which may additionally
account for Ghost states in the case of PT -symmetric
nonlinear networks [39]. Additionally, it is interesting
to note the analogy between the dissipative compact
solutions induced by symmetric local dissipation with
the bound states in the continuum (BIC) waves studied
in Ref.[40]. Secondly, these findings pave the way
to accomplish CPA and lasing phenomena in multi
band networks supporting propagating waves. These
include optical and photonic systems as well as exciton-
polaritons and microwave systems, all systems where flat
band networks have been studied and experimentally
realized. Moreover the Gaussian beams set-up herewith
employed to visualize our theoretical findings offers a
novel and powerful scheme to experimentally realize
CPA in order to fabricate switches [41], interferometers
[42] and logic elements [43] in several physically relevant
frameworks, particularly nonlinear optical and photonic
lattice networks.
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Appendix A: Coherent perfect absorption conditions
1. Transfer Matrix Method
Let us recap the ansatz
Un = Φj
 αLe
ikn + βLe
−ikn n < 0
u0 n = 0
αRe
ikn + βRe
−ikn n > 0.
(A1)
For φj the eigenmode of the matrix Bloch B(k) corre-
spond to one dispersive band µj of a multiband network.
We define
aL = αLΦj , aR = αRΦj , bL = βLΦj , bR = βRΦj
(A2)
where aL and bR are the incident wave amplitudes from
left (L) and right (R), while aR and bL are the reflected
wave amplitudes. We then introduce the transfer matrix
M , defined as(
aR
bR
)
= M
(
aL
bL
)
where M =
(
M11(k) M12(k)
M21(k) M22(k)
)
(A3)
In this case, the transfer matrix M is a square matrix of
size 2ν and the components Mi,j(k) blocks of side ν.
Following [7], CPA conditions can be derived via
the transfer matrix M . CPA occurs when there exist
non-zero incoming radiations aL and bR, but the out-
going radiations aR and bL are zero. In Eq.(A3), this
translates into finding the k∗ such that M11(k∗) = Oν
[6, 7], since(
0
bR
)
=
(
M11(k∗)aL
M21(k∗)aL
)
, ⇔
{
M11(k∗) = Oν
bR = aL
(A4)
and M21(k∗) = 1. Here, (k∗)2 represents a time-reversed
spectral singularity. Let us remark that reversing the
condition - incoming radiations aL and bR are zero, but
the outgoing radiations aR and bL are non-zero - yields
lasing condition [5]. In Eq.(A3), this translates into find-
ing the k∗ such that M22(k∗) = Oν [6, 7].
2. Cross-Stitch - Linear Regime
The cross-stitch lattice is a ν = 2 bands problem,
µUn =−H0Un −H1Un+1 −H†1Un−1 − i
γ
2
V U0δn,0 ; H0 =
(
0 h
h 0
)
, H1 =
(
1 1
1 1
)
(A5)
with one dispersive band µ1(k) = −h − 4 cos k, whose
correspondent eigenvector is Φ1 =
1√
2
(1, 1)T . In this
case, we choose two type of dissipations matrix V defined
as
V1 =
(
1 0
0 1
)
and V2 =
(
1 δ
δ 1
)
(A6)
Case 1 - V1
For the Cross-Stitch lattice H1 = H
†
1 . Eq.(A5) at n =
{0,±1} yield[
µ1I2 +H0 + i
γ
2
V1
]
U0
= −H1
[
aRe
ik + bRe
−ik + aLe−ik + bLeik
] (A7)
6[µ1I2 +H0] [U1 + U−1] = −H1(U2 + U−2)− 2H1U0
(A8)
[µ1I2 +H0] [U1 − U−1] = −H1(U2 − U−2) (A9)
From Eq.(A2), we sort Eq.(A7,A8,A9) in terms of Φ1.
Recalling the identities H0Φ1 = hΦ1, H1Φ1 = 2Φ1, and
[µ1I2+H0]Φ1 = −4 cos kΦ1, Eq.(A8) and Eq.(A9) reduce
to
[αR + βR + αL + βL]Φ1 = H1U0 (A10)
[αR + βR]Φ1 = [αL + βL]Φ1
(A11)
Since the identity
[
µ1I2 +H0 + iγ2V1
]
Φ1 =(−4 cos k + iγ2 )Φ1, from Eq.(A7) it follows
U0 = − 2−4 cos k + iγ2
[αRe
ik + βRe
−ik + αLe−ik + βLeik]Φ1
(A12)
In Eq.(A10), this ultimately results into the equality[
αR
(
4 sin k +
γ
2
)
− βR
(
4 sin k − iγ
2
)]
Φ1
=
[
αL
(
4 sin k − γ
2
)
− βL
(
4i sin k + i
γ
2
)]
Φ1
(A13)
Since Φ1 =
1√
2
(1, 1)T , we just refer at both Eq.(A11) and
Eq.(A13) as equations of scalar numbers. These two con-
ditions ultimately yield the entrees of the transfer matrix
M Eq.(A4)
M11 =
8 sin k − γ
8 sin k
I2 M12 =
−γ
8 sin k
I2
M21 =
γ
8 sin k
I2 M22 =
8 sin k + γ
8 sin k
I2
(A14)
Imposing M11(k) = O2 yields the CPA condition
γ∗ = 8 sin k ⇔ k∗ = arcsin γ
8
(A15)
Symmetry imposed coexistence of CLS and CPA
Let us consider the Cross-Stitch lattice (CS) lattice
with diagonal elements va, vb in the matrix V1 in Eq.(A6)
- Eq.(4) of the main text
µan = −an−1 − an+1 − bn−1 − bn+1 − hbn − iγ
2
vaa0δn,0
µbn = −bn−1 − bn+1 − an−1 − an+1 − han − iγ
2
vbb0δn,0.
(A16)
For va = vb, the case in the former section is obtained,
which leads to CPA as well as to dissipative CLS with
frequency Ω = h−iγ/2. For va 6= vb, the two components
of the compact state a0, b0 decay at different rate, namely
|a0|2 ∼ e−γvat and |b0|2 ∼ e−γvbt. This lifts destructive
interference and consequently destroy the compact state.
This is shown in Fig.7, where the time-evolution of Sn
is shown for the CLS with γ = 0.2 and va = 1 = vb in
(a) and va = 1 while vb = 1.25 in (b), confirming that
in the former case compactness is preserved and in the
latter case compactness is lost. In panel (c) we show how
the exponential decay of S0 ∼ e−γvat for va = vb (black
curve) is distorted and lost for va 6= vb (blue curve).
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Figure 7: (a) Time evolution of Sn for va = 1 = vb. (b) Time
evolution of Sn for va = 1 and vb = 1.25. (c) Time evolution
of S0 for va = 1 = vb (black) and for va = 1 and vb = 1.25
(blue). The red dashed line indicates the exponential decay
S0 ∼ e−γvat.
However, such asymmetric dissipation does not lift CPA
for va 6= vb but va − vb ≈ 0, and the CPA. Indeed, con-
dition Eq.(5) of the main text gains a prefactor
γ∗ =
va + vb
2vavb
8 sin k (A17)
as shown in Fig.8
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Figure 8: Total norm N at t = 60 versus γ for va = 1 and
vb = 1.25. Inset: percentage % at t = 60, with γ∗ (orange);
1% of the norm (green).
This can be understood by employing a unitary transfor-
7mation as in Ref.[11]
pn =
1√
2
(an + bn), qn =
1√
2
(an − bn)
v+ =
1
2
(va + vb), v− =
1
2
(va − vb),
(A18)
which maps Eq. (A16) to
µpn =
iγ
2
v+δn,0p0 − hpn + iγ
2
v−δn,0q0 − 2(pn+1 + pn−1)
µqn =
iγ
2
v+δn,0q0 + hqn +
iγ
2
v−δn,0p0.
(A19)
For va = vb, then v
− = 0 which fully decoupled the two
sub-lattices. The pn sub-lattice in Eq.(A19) yields the
CPA condition γ∗ = 8 sin k in Eq.(A15). For va 6= vb
with va − vb ≈ 0 will not largely renormalize µ in the qn
sub-lattice, hence at n = 0 we approximate µ ≈ h. It
then follows that q0 = −v−v+ p0 which substituted in the
pn sub-lattice yields
µpn =
iγ
2
(
v+ −
v2−
v+
)
p0δn,0 − hpn − 2(pn+1 + pn−1)
(A20)
The prefactor of the dissipative strength γ between
brackets can be recast into
v2+ − v2−
v+
=
2
va + vb
v2a + v
2
b + 2vavb − (v2a + v2b − 2vavb)
4
=
2vavb
va + vb
(A21)
and it ultimately enters the CPA condition in Eq.(A17).
Case 2 - V2
The second case follows the former one, although
with a different identity
[
µ1I2 +H0 + iγ2V2
]
Φ1 =[−4 cos k + iγ2 (1 + δ)]Φ1 employed in Eq.(A12). It then
follows
U0 =− 2−4 cos k + iγ2 (1 + δ)
·
· [αReik + βRe−ik + αLe−ik + βLeik]Φ1
(A22)
Similar procedure lead to the transfer matrix entrees
M11 =
8 sin k − γ(1 + δ)
8 sin k
I2, M12 =
−γ(1 + δ)
8 sin k
I2
M21 =
γ(1 + δ)
8 sin k
I2, M22 =
8 sin k + γ(1 + δ)
8 sin k
I2
(A23)
Imposing M11(k) = O2 yields the CPA condition
γ∗ =
8
1 + δ
sin k ⇔ k∗ = arcsin γ(1 + δ)
8
(A24)
3. Cross-Stitch - Nonlinear Regime
In the nonlinear regime of the Cross-Stitch lattice we
cannot apply the transfer matrix M strategy in Eq.(A4)
to obtain the CPA condition.
µan = −an−1 − an+1 − bn−1 − bn+1 − hbn + g|an|2an
−
[
iγ
2
an +
iγδ
2
bn
]
δn,0
µbn = −bn−1 − bn+1 − an−1 − an+1 − han + g|bn|2bn
−
[
iγδ
2
an +
iγ
2
bn
]
δn,0
(A25)
Nevertheless, we can show that nonlinearity does not
alter the linear CPA condition in the following way. We
consider only the Case 2 - V2 of the dissipation, as this
turns into V1 for δ = 0.
Let us consider the steady-state solution Ψn =
(an, bn)
T e−iµt for Eq.(A25). We then consider the
ansatz Eq.(A1) reduced to aL = bR = ρΦ1 and
Φ1 =
1√
2
(1, 1)T and bL = aR = 0
Un = Φ1

ρeikn n < 0
ρ n = 0
ρe−ikn n > 0.
(A26)
For small amplitude waves, this fixes µ′ = −h− 4 cos k+
gρ2. Eq.(A25) at n = 0 then reads
µ′ρ = −2ρ(e−ik + e−ik)− hρ+ gρ3 − iγ
2
(1 + δ)ρ
⇔ µ′ = −4e−ik − h+ gρ2 − iγ
2
(1 + δ)
⇔ −h− 4 cos k + gρ2 = −4e−ik − h+ gρ2 − iγ
2
(1 + δ)
⇔ −4 cos k = −4e−ik − iγ
2
(1 + δ)
⇔ cos k − e−ik = iγ
8
(1 + δ)
⇔ e
ik − e−ik
2
= i
γ
8
(1 + δ) ⇔ sin k = γ(1 + δ)
8
(A27)
yielding the same CPA condition Eq.(A24) valid in the
linear regime g = 0.
Appendix B: numerical simulation
1. Gaussian beams
Let us consider the Cross-Stitch lattice in Eq.(A25)
written in components Ψn = (an, bn)
T with no dissipa-
tion γ = 0. Since the mode Φ1 =
1√
2
(1, 1)T associated
to the dispersive band of the model µ1(k) = −h− 4 cos k
8is symmetric upon the two components, we initialize a
small amplitude propagating wave with Gaussian profile
located at the unit-cell nR  0 - as shown in Fig.9(a) -
by defining a symmetric excitation an = bn, with
an = P0e
−α(n−nR)2e−ik(n−nR) (B1)
Here k is the quasi-momentum, α is called the inverse
width of the wave and P0 is the amplitude. In Fig.9(b)
we show the time-evolution of this Gaussian beam. Let
us observe that this wave packet is not mono-chromatic.
However, the choice of α implies a spatial width of the
beam of approximatively fifteen unit-cells, with a corre-
spondent frequency range of the packet in the reciprocal
k-space lower than 10−1. This choice therefore keeps the
frequency width of the wave packet close to the desired
one.
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Figure 9: (a) Spatial profile of the initial excitation in
Eq.(B1) for P0 = 0.01 and α = 0.0075, with nR = 75. (b)
Time evolution of Sn for k = 1. Here g = 1, h = 1.
In order to achieve CPA, two counter-propagating
beams which meet at unit-cell n = 0 (where the dissi-
pation will be located) are required. We achieve this by
considering two equal beams in Eq.(B1) which departs
from opposite sides nR  0 and nL  0 with nL = −nR
and opposite quasi-momentum k - as shown in Fig.10(a)
- by defining a symmetric excitation an = bn with
an = P0e
−α(n−nR)2e−ik(n−nR) + P0e−α(n−nL)
2
eik(n−nL)
(B2)
This is visualized in Fig.10(b), where we see that the two
beams collide at the unit-cell n = 0.
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Figure 10: (a) Spatial profile of the initial excitation in
Eq.(B2) for P = 0.01 and α = 0.0075, with nR = 75 and
nL = −75 . (b) Time evolution of Sn for k = 1. Here g = 1,
h = 1.
The very same strategy has been applied to visual-
ize CPA in the nonlinear diamond chain, whose com-
ponents are Ψn = (an, bn, cn)
T . Since the eigenmodes
φ1,2 = (1, 1,±
√
2e−k/2)T /2 of the two dispersive bands
µ1,2(k) = (−h±
√
h2 + 16 + 16 cos k)/2 is symmetric on
the outer components an, bn and has ±
√
2e−k/2 as a mul-
tiplicative factor on the central component cn, we define
the Gaussian beams
an = P0e
−α(n−nR)2e−ik(n−nR) + P0e−α(n−nL)
2
eik(n−nL)
(B3)
with bn = an and cn = ±
√
2e−k/2an.
2. Computations
All the numerical simulations of the time-evolution
herewith shown have been performed using the commer-
cial software Mathematica and employing the 4th-order
explicit Runge-Kutta scheme.
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