Hecke-Algebren zu unimodularen und unitären Matrixgruppen über Dedekind-Ringen by Ensenbach, Marc
Hecke-Algebren zu unimodularen
und unitären Matrixgruppen
über Dedekind-Ringen

HECKE-ALGEBREN ZU UNIMODULAREN
UND UNITÄREN MATRIXGRUPPEN
ÜBER DEDEKIND-RINGEN
Von der Fakultät für Mathematik ,
Informatik und Naturwissenschaften der
Rheinisch -Westfälischen Technischen Hochschule
Aachen zur Erlangung des akademischen Grades
eines Doktors der Naturwissenschaften
genehmigte D issertation
vorgelegt von
D iplom -Mathematiker Marc Ensenbach
aus Bocholt
Berichter :
Universitätsprofessor Dr . rer . nat . Aloys Krieg
Universitätsprofessor Dr . rer . nat . Herbert Pahlings
Tag der mündlichen Prüfung : 17 . Oktober 2008
D iese D issertation ist auf den Internetseiten
der Hochschulbibliothek online verfügbar .

VORWORT
Diese Dissertation entstand von 2004 bis 2008 am Lehrstuhl A für
Mathematik der RWTH Aachen.
Für die Betreuung der Arbeit möchte ich mich bei Herrn Professor
Krieg bedanken. Er hat mich durch viele wertvolle Anregungen unter-
stützt und war bei fachlichen Problemen stets ansprechbar.
Für die Übernahme der Zweitbetreuung danke ich Herrn Professor
Pahlings.
Meinen derzeitigen und ehemaligen Kollegen am Lehrstuhl A für
Mathematik möchte ich für die gute Arbeitsatmosphäre, die vielen
interessanten mathematischen und nicht-mathematischen Unterhal-
tungen und die Versorgung mit Kuchen danken. Mein besonderer
Dank gilt Frau Morton und Frau Giese, die mir bei verwaltungs- und
organisationstechnischen Fragen stets geholfen haben.
Mein Dank gilt auch dem Graduiertenkolleg »Hierarchie und Symme-
trie in mathematischen Modellen«. Ohne dessen Unterstützung wäre
diese Dissertation zu diesem Zeitpunkt wohl noch nicht fertiggestellt.
Danken möchte ich dabei besonders dem Sprecher, Herrn Profes-
sor Hiß, und den anderen Stipendiaten für die vielen anregenden
Gespräche und Vorträge.
Abschließend gilt meinen Eltern und meinen Freunden und allen,
die dafür gesorgt haben, dass auch außerhalb des Institutes meine
5
Vorwort
Promotionsphase eine sehr angenehme Zeit geworden ist – alle hier
namentlich aufzuzählen würde den Rahmen sprengen – mein aller-
herzlichster Dank für diese schönen vier Jahre.
Aachen, im Juni 2008 Marc Ensenbach
6
INHALTSVERZEICHNIS
Zusammenfassung 9
Summary 11
Einleitung 13
1 Grundlagen 19
1.1 Die abstrakte Theorie der Hecke-Algebren . . . . . . . 19
1.2 Dedekind-Ringe . . . . . . . . . . . . . . . . . . . . . . . 28
2 Hecke-Algebren zu unimodularen Gruppen 39
2.1 Wohldefiniertheit . . . . . . . . . . . . . . . . . . . . . . 39
2.2 Grundlagen der Elementarteilertheorie . . . . . . . . . 42
2.3 Maßformeln . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.4 Ein Reduktionssatz . . . . . . . . . . . . . . . . . . . . . 75
2.5 Methoden zur Berechnung konkreter Produkte . . . . . 78
2.6 Elementarteiler von Matrixprodukten . . . . . . . . . . 94
2.7 Tensorproduktzerlegungen . . . . . . . . . . . . . . . . 108
2.8 Zerlegbare Matrizen . . . . . . . . . . . . . . . . . . . . 115
2.9 Minimale Erzeugendensysteme . . . . . . . . . . . . . . 134
3 Hecke-Algebren zu unitären Gruppen 143
3.1 Wohldefiniertheit . . . . . . . . . . . . . . . . . . . . . . 143
3.2 Rechtsnebenklassenvertreter . . . . . . . . . . . . . . . . 150
7
Inhaltsverzeichnis
3.3 Tensorproduktzerlegungen . . . . . . . . . . . . . . . . 154
3.4 Simultane Vertretersysteme . . . . . . . . . . . . . . . . 161
Ausblick 167
Lebenslauf 169
Literaturverzeichnis 171
Symbolverzeichnis 175
Index 177
8
ZUSAMMENFASSUNG
In dieser Dissertation wird die Struktur der Hecke-Algebren zu uni-
modularen Matrixgruppen über Dedekind-Ringen und zu unitären
Matrixgruppen über Ganzheitsringen imaginär-quadratischer Zahl-
körper untersucht.
Erstes Hauptresultat der Untersuchung der unimodularen Gruppen
über einem Dedekind-Ring o ist eine Maßformel, die es gestattet, im
Falle von (2× 2)-Matrizen die Anzahl der in einer Doppelnebenklasse
der Form GL2(o)A GL2(o) enthaltenen Rechtsnebenklassen der Form
GL2(o)Ai als
µ(A) = N(f2(A)) ∏
p Primideal
p|f2(A)
(1+N(p)−1)
zu berechnen, wobei N(·) die Norm eines Ideals und f2(A) den zwei-
ten Grundfaktor von A bezeichnet, der als d2(A)d1(A)−2 definiert
ist, wenn di(A) für den i-ten Determinantenteiler von A steht. Als
Anwendung dieser Maßformel erhält man für das Produkt in der
Hecke-Algebra die Reduktionsformel
(Jdiag(1, a)K ∗ Jdiag(1, b)K)(diag(1, c)) = {1, falls c ∈ abo∗,
0 sonst.
Das zweite zentrale Ergebnis ist eine Tensorproduktzerlegung. Be-
zeichnet H∗ die Hecke-Algebra auf der Menge aller Matrizen aus
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on×n mit Determinante in Z \ {0} zu der Untergruppe GLn(o) und
H∗p für jede Primzahl p ∈ N die Hecke-Algebra auf der Menge al-
ler Matrizen aus on×n mit einer Determinante der Form ±pk für ein
k ∈N0 ebenfalls zur Untergruppe GLn(o), so hat man
H∗ ∼=
⊗
p Primzahl in N
H∗p .
Weiter wird gezeigt werden, dass die H∗p stets endlich erzeugte Al-
gebren sind. Für n = 2 liefert die explizite Konstruktion einiger
Erzeugendensysteme und die Untersuchung auf Minimalität, dass
in den Fällen, dass po die Primidealzerlegung p oder p2 über o hat,
sogar algebraisch unabhängige Erzeugendensysteme existieren – ge-
nauer, dass in diesen Fällen H∗p ∼= C[X1, X2] gilt – und im Falle der
Primidealzerlegung po = pq stets eine Relatorenmenge R(p) existiert,
so dass H∗p ∼= C[X1, X2, X3, X4]  R(p) gilt, was für den Fall, dass o
Ganzheitsring eines quadratischen Zahlkörpers ist, auf die Formel
H∗ ∼=
⊗
p träge oder verzweigt
C[X1, X2]⊗
⊗
p zerlegt
C[X1, X2, X3, X4]  R(p)
führt.
Die Untersuchung der unitären Matrixgruppen liefert ausgezeichnete
Vertreter von Rechtsnebenklassen (solche, deren C-Block die Null-
matrix ist) und die Existenz von simultanen Vertretersystemen von
Rechts- und Linksnebenklassen. Hauptresultat ist die Beziehung
Tn(pl) ∗ Tn(m) = Tn(plm)
für den Fall, dass p eine träge Primzahl ist und l, m, n ∈N mit p 6 | m
gilt, wobei Tn(m) ein Element der Hecke-Algebra bezeichnet, das für
alle Matrizen mit einer gewissen Determinante den Koeffizient 1 und
sonst überall den Koeffizient 0 hat. Als Negativresultat wird bewiesen,
dass im allgemeinen eine Tensorproduktzerlegung wie im Falle der
unimodularen Gruppen hier nicht möglich ist.
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SUMMARY
In this thesis the structure of the Hecke algebras related to unimodular
matrix groups over Dedekind domains and to unitary matrix groups
over the ring of integers of an imaginary quadratic number field is
being analysed.
The first main result of the analysis of the unimodular groups over
a Dedekind domain o is a measure formula which in the case of
(2× 2) matrices allows to calculate the number of right cosets of type
GL2(o)Ai contained in a double coset of type GL2(o)A GL2(o) by
means of the formula
µ(A) = N(f2(A)) ∏
p prime ideal
p|f2(A)
(1+N(p)−1),
where N(·) denotes the norm of an ideal and f2(A) denotes the second
fundamental factor of A, which by definition equals to d2(A)d1(A)−2
when di(A) stands for the i-th determinantal divisor of A. As an
application of this measure formula to the product in the Hecke
algebra one obtains the reduction formula
(Jdiag(1, a)K ∗ Jdiag(1, b)K)(diag(1, c)) = {1, if c ∈ abo∗,
0 otherwise.
The second central result is a tensor product decomposition. Denote
by H∗ the Hecke algebra on the set of all matrices from on×n with
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determinant in Z \ {0} with respect to the subgroup GLn(o) and by
H∗p for every prime p ∈N the Hecke algebra on the set of all matrices
from on×n with a determinant of type ±pk for some k ∈N0, likewise
with respect to the subgroup GLn(o). Then one has
H∗ ∼=
⊗
p prime in N
H∗p .
Furthermore, it will be proven that the H∗p are always finitely generated
algebras. For the case n = 2 the explicit construction of some systems
of generators and the analysis of minimality show that in those cases
in which po has the prime ideal decomposition p or p2 over o there
even exist algebraically independent systems of generators – more
precisely, that H∗p ∼= C[X1, X2] holds in those cases –, and that in those
cases of prime ideal composition po = pq there always exists a set of
relators R(p) such that H∗p ∼= C[X1, X2, X3, X4]  R(p) holds, which
in the case that o is the ring of integers of a quadratic number field
yields the formula
H∗ ∼=
⊗
p inert or ramified
C[X1, X2]⊗
⊗
p split
C[X1, X2, X3, X4]  R(p).
The analysis of the unitary matrix groups yields distinguished repre-
sentatives of right cosets (those whose C-block is the zero matrix) and
the existence of simultanous sets of representatives of right and left
cosets. The main result ist the relation
Tn(pl) ∗ Tn(m) = Tn(plm)
for the case that p is an inert prime and l, m, n ∈N holds with p 6 | m,
where Tn(m) denotes an element of the Hecke algebra which for all
matrices with a certain determinant has the coefficient 1 and otherwise
has the coefficient 0. As a negative result it is proven that in general
a tensor product decomposition similar to the one for the case of a
unimodular group does not exist here.
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EINLEITUNG
Ausgangspunkt der Hecke-Theorie für Modulformen ist der 1920 von
Mordell geführte Beweis der Formel
τ(m)τ(n) = ∑
d|ggT(m,n)
d>0
d11τ(mnd−2),
die das Produkt zweier Fourierkoeffizienten der normierten Diskri-
minante ∆∗ (einer Spitzenform vom Gewicht 12) als gewichtete Sum-
me von Fourierkoeffizienten darstellt (Proc. Cambridge Phil. Soc. 19,
S. 117–124). In moderner Sprechweise benutzte Mordell dabei implizit
Hecke-Operatoren vom Gewicht 12.
Im Jahre 1940 erkannte Hecke, dass die von Mordell verwendete Kon-
struktion – die im wesentlichen einer Durchschnittsbildung über trans-
formierte Modulformen entsprach – verallgemeinert werden konnte,
und definierte eine Klasse von Operatoren (Math. Werke, S. 644–707),
die heute Hecke-Operatoren genannt werden.
In der Form, wie sie von Hecke definiert wurden, entsprachen die
Hecke-Operatoren bestimmten Mengen von Matrizen, wobei diese
Mengen invariant unter der Links- und Rechtsmultiplikation mit
Modulmatrizen (den (2 × 2)-Matrizen mit Determinante 1) waren.
Aus dieser Darstellung ergab sich eine weitere Verallgemeinerung: Es
wurden nun Operatoren zu allen (nichtleeren) Mengen, die invariant
unter Links- und Rechtsmultiplikation mit Modulmatrizen waren,
13
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definiert. Als elementaren Bestandteil erhielt man so die minimalen
Mengen mit dieser Eigenschaft, die Doppelnebenklassen.
Die grundlegende Bedeutung der Doppelnebenklassen für die Hecke-
Operatoren führte zu der Idee, zur Untersuchung der Relationen zwi-
schen diesen (verallgemeinerten) Operatoren eine »abstrakte Hecke-
Algebra« auf dem Vektorraum der formalen Summen von Doppel-
nebenklassen zu definieren und diese mit Hilfsmitteln der linearen
Algebra zu analysieren. Die Erfolge dieses Ansatzes führten zu einem
größeren Bekanntheitsgrad der abstrakten Hecke-Algebren, und die
Tatsache, dass diese Algebren nicht nur in der Theorie der Modulfor-
men Verwendung fanden, sondern auch Konzepte der Darstellungs-
theorie verallgemeinerten (vergleiche die Einführung in Abschnitt 1.1),
führten zu einer Etablierung als Gegenstand eigenständiger Forschun-
gen.
Die abstrakte Hecke-Algebra kann so allgemein formuliert werden,
dass sie nicht nur für Doppelnebenklassen bezüglich der Gruppe
der Modulmatrizen, sondern auch für Doppelnebenklassen bezüglich
weiteren Gruppen, die eine bestimmte Endlichkeitsbedingung erfüllen,
definiert werden können. Die wohlbekannten Grundlagen der sich
daraus ergebenden allgemeinen Theorie werden in Abschnitt 1.1 aus
der Literatur zusammengestelllt.
Die in dieser Dissertation zu untersuchenden Hecke-Algebren sind in
enger Anlehnung an die aus der Theorie der Modulformen bekann-
ten »klassischen« Algebren solche, die über Doppelnebenklassen zu
bestimmten Matrixgruppen definiert sind, nämlich den Doppelneben-
klassen zu unimodularen und unitären Gruppen.
Die Theorie der Hecke-Algebren zu unimodularen Gruppen (also
den Gruppen der über gegebenen Ringen invertierbaren Matrizen)
ist für den Fall, dass der zugrundeliegende Ring ein Hauptidealring
ist, wohlbekannt und wurde in [Ens04] aus Arbeiten von Freitag,
Krieg und Tamagawa zusammengestellt. Als Verallgemeinerung wer-
den nun in dieser Dissertation als zugrundeliegende Ringe nicht nur
14
Hauptidealringe, sondern beliebige normendliche Dedekind-Ringe
betrachtet, was insbesondere alle Ganzheitsringe algebraischer Zahl-
körper abdeckt.
Die Grundlagen der Theorie der Dedekind-Ringe werden in Abschnitt
1.2 dargestellt, bevor dann im zweiten Kapitel die Struktur der ab-
strakten Hecke-Algebren zu unimodularen Gruppen über diesen Rin-
gen untersucht wird. In Abschnitt 2.1 wird dabei zunächst gezeigt,
dass die interessierenden Hecke-Algebren unter den gegebenen Vor-
aussetzungen tatsächlich wohldefiniert sind. Abschnitt 2.2 legt die
Grundlagen für genauere algebraische Untersuchungen, indem für
den zu betrachtenden Fall eine einfache Charakterisierung der Gleich-
heit von Doppelnebenklassen gegeben wird und deren Konsequenzen
untersucht werden.
Im klassischen Fall von einiger Bedeutung sind Formeln zur Bestim-
mung der Anzahl von Rechtsnebenklassen in gegebenen Doppelne-
benklassen, da es diese erlauben, bestimmte formale Potenzreihen als
Quotient von Polynomen darzustellen; in Abschnitt 2.3 wird eine sol-
che Formel für den Fall von (2× 2)-Matrizen über Dedekind-Ringen
hergeleitet, und in Abschnitt 2.4 findet diese Formel Anwendung im
Beweis eines Reduktionssatzes, der es gestattet, Teile der Struktur ei-
ner gegebenen Hecke-Algebra durch die Struktur einer Hecke-Algebra
zu Matrizen eines einfacheren Formats zu beschreiben. Der Abschnitt
2.5 stellt eine weitere Anwendung der Formel zur Berechnung der
Anzahl von Rechtsnebenklassen in Doppelnebenklassen vor, die es
erlaubt, Produkte von konkret gegebenen Doppelnebenklassen von
Matrizen in der Hecke-Algebra explizit algorithmisch zu berechnen;
neben dem auf dieser Anwendung beruhenden Algorithmus wer-
den darüberhinausgehend auch weitere Methoden zur Berechnung
konkreter Produkte behandelt.
In Abschnitt 2.6 wird die bereits aus Abschnitt 2.2 bekannte Elementar-
teilertheorie dahingehend vertieft, dass der Zusammenhang zwischen
dem Produkt in der Hecke-Algebra und den Determinantenteilern
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im Detail untersucht wird. Diese Ergebnisse finden in Abschnitt 2.7
bei der Tensorproduktzerlegung von Hecke-Algebren Anwendung.
Für den klassischen Fall kennt man das Ergebnis, dass die Hecke-
Algebra sich als Tensorprodukt gewisser zu Primzahlen gehöriger
Unteralgebren schreiben lässt; in dem hier betrachteten allgemeinen
Fall lässt sich jedoch nur eine leicht schwächere Aussage beweisen.
Eine weitere Anwendung der Ergebnisse aus Abschnitt 2.6 findet sich
im Abschnitt 2.8 bei der Charakterisierung und expliziten Beschrei-
bung von Erzeugendensystemen der in der Tensorproduktdarstellung
auftretenden Unteralgebren; auch hier erhält man eine wesentlich
kompliziertere Struktur als im klassischen Fall, in dem jede dieser
Unteralgebren isomorph zu einem Polynomring in mehreren Varia-
blen ist. In Abschnitt 2.9 schließlich werden die zuvor konstruierten
Erzeugendensysteme auf Minimalität untersucht.
Nachdem im zweiten Kapitel die Hecke-Algebra zu unimodularen
Gruppen über Dedekind-Ringen untersucht wurde, behandelt das drit-
te Kapitel den Fall unitärer Gruppen über Ganzheitsringen imaginär-
quadratische Zahlkörper. Die unitären Gruppen werden in Abschnitt
3.1 als Gruppen von Matrizen, die eine bestimmte Invarianzbedin-
gung erfüllen, eingeführt. Eine leichte Modifikation der Bedingung an
das Transformationsverhalten liefert die Menge, auf der – wie gezeigt
wird – in wohldefinierter Weise eine Hecke-Algebra definiert werden
kann.
Wie auch im zweiten Kapitel sollen die hier definierten Hecke-Alge-
bren auf die Möglichkeit einer Tensorproduktzerlegung untersucht
werden. Als Vorbereitung werden dazu im Abschnitt 3.2 ausgezeichne-
te Vertreter von Rechtsnebenklassen bestimmt. In Abschnitt 3.3 wird
dann unter Verwendung dieser ausgezeichneten Vertreter gezeigt,
dass in Spezialfällen gewisse Multiplikativitäten in der Hecke-Algebra
gelten, im allgemeinen aber eine vollständige Tensorproduktzerlegung
nicht möglich ist.
Das dritte Kapitel schließt in Abschnitt 3.4 mit dem Nachweis, dass
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sich bezüglich der unitären Gruppe Vertretersysteme der in einer
Doppelnebenklasse enthaltenen Rechtsnebenklassen finden lassen,
die zugleich auch Vertretersysteme der in der Doppelnebenklasse
enthaltenen Linksnebenklassen sind.
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KAPITEL EINS
GRUNDLAGEN
Dieses Kapitel gibt einen Überblick über die benötigten Grundlagen
aus der Theorie der Hecke-Algebren (wie sie etwa in [Kri90] darge-
stellt ist) und der Theorie der Dedekind-Ringe und führt dabei die
hier verwendete Notation ein.
§ 1.1
D I E A B S T R A K T E T H E O R I E D E R
H E C K E - A L G E B R E N
Algebraisch motiviert sich die Betrachtung von Hecke-Algebren aus
dem in der Darstellungstheorie wichtigen Begriff der Gruppenalge-
bra.
Ist G eine Gruppe, so bildet die Menge
C(G) = { f : G → C | f (g) 6= 0 nur für endlich viele g ∈ G}
19
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der Abbildungen von G nach C mit endlichem Träger einen C-Vektor-
raum, der eine Basis der Form {1g | g ∈ G} besitzt, wobei
1g : G → C, h 7→
{
1, falls g = h,
0 sonst
die Indikatorfunktion von g (beziehungsweise der Menge {g}) be-
zeichnet. Versieht man diesen Vektorraum zusätzlich mit der durch
1g ∗ 1h = 1gh für alle g, h ∈ G
eindeutig bestimmten bilinearen Verknüpfung, so wird er zu einer C-
Algebra. Diese Algebra wird Gruppenalgebra zu G genannt.
Hecke-Algebren entstehen als Verallgemeinerungen von Gruppenal-
gebren dadurch, dass als Basis des zu betrachtenden C-Vektorraums
Indikatorfunktionen nicht zu Gruppenelementen, sondern zu Neben-
klassen betrachtet werden. Nachfolgend werden die hierbei verwen-
deten Bezeichnungen eingeführt.
1.1.1 Beze ichnungen : Ist G eine (multiplikativ geschrie-bene) Gruppe, so führt man für beliebige g ∈ G und
M, N ⊆ G die Bezeichnungen
Mg = {mg |m ∈ M},
gN = {gn | n ∈ N},
MN = {mn |m ∈ M, n ∈ N}
ein. Ist U eine Untergruppe von G, so heißt Ug die Rechtsnebenklasse
von g bezüglich U; analog wird gU als Links- und UgU als Doppelne-
benklasse bezeichnet. Ist M eine Vereinigung von Rechtsnebenklassen
bezüglich U, so bezeichnet
U  M = {Ug | g ∈ M}
die Menge der in M enthaltenen Rechtsnebenklassen (die aufgrund
der Voraussetzung, dass U eine Untergruppe ist, paarweise disjunkt
20
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sind). Analog definiert man M U und U  M U als Menge der in
M enthaltenen Links- beziehungsweise Doppelnebenklassen, wenn M
eine Vereinigung solcher Nebenklassen ist.
Mit |M| für eine beliebige Menge M wird die Kardinalität von M
bezeichnet. Insbesondere steht also |U  M| für die Anzahl der in M
enthaltenen verschiedenen Rechtsnebenklassen bezüglich U, falls M
eine Vereinigung solcher Rechtsnebenklassen ist. Analoge Bezeich-
nungen werden auch für die Anzahlen von Links- beziehungsweise
Doppelnebenklassen verwendet.
Ist M ein System von paarweise disjunkten Mengen (etwa eine Ne-
benklassenmenge), so bedeutet die Bezeichnung x :: M, dass x ein
Vertretersystem der Mengen in M durchläuft, also für jede in M enthal-
tene Menge M genau einmal einen (nicht näher bestimmten) Wert aus
M annimmt. 
Mit den gerade eingeführten Bezeichnungen lässt sich nun der Über-
gang von der Gruppenalgebra zur Hecke-Algebra vollziehen. Würde
man dabei allerdings in natürlicher Weise das Produkt zweier Indika-
torfunktionen 1Ug und 1Uh durch 1Ug ∗ 1Uh = 1U(gh) definieren, wäre
im allgemeinen Fall, nämlich wenn U kein Normalteiler von G ist, kei-
ne Wohldefiniertheit gegeben. Hier wird dieses Problem nicht durch
die Forderung gelöst, dass U ein Normalteiler sein soll; statt dessen de-
finiert man nicht beliebige Produkte der Form 1Ug ∗ 1Uh, sondern nur
solche vom Typ (1Ug1 + · · ·+ 1Ugm) ∗ 1Uh, bei denen es ein g ∈ G gibt,
das 1Ug1 + · · ·+ 1Ugm = 1UgU erfüllt. Dann kann nämlich die natür-
liche Definition (1Ug1 + · · ·+ 1Ugm) ∗ 1Uh = 1Ug1h + · · ·+ 1Ugmh ohne
Wohldefiniertheitsprobleme vorgenommen werden, wie das folgende
Lemma zeigt.
1.1.2 Lemma : Sei G eine Gruppe und U eine Untergrup-pe von G sowie g, h ∈ G und h′ ∈ Uh. Weiter gebe es
g1, . . . , gr, g′1, . . . , g
′
r ∈ UgU, so dass
UgU = Ug1 ∪˙ · · · ∪˙ Ugr = Ug′1 ∪˙ · · · ∪˙ Ug′r
21
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gilt, wobei die Notation mit ∪˙ ausdrücken soll, dass alle vereinigten
Mengen paarweise disjunkt sind. Unter diesen Voraussetzungen ist
Ug1h ∪˙ · · · ∪˙ Ugrh = Ug′1h′ ∪˙ · · · ∪˙ Ug′rh′
erfüllt. 
Bewei s :
vergleiche [Fre83] nach iv.1.5 (S. 228) 
Dieses Lemma liefert die Begründung dafür, dass nachher Indika-
torfunktionen zu Doppelnebenklassen – und nicht zu Rechtsneben-
klassen – als Basiselemente der zu konstruierenden Hecke-Algebra
herangezogen werden. Dies hat jedoch zur Folge, dass verlangt wer-
den muss, dass die zu betrachtenden Doppelnebenklassen UgU nur
aus endlich vielen Rechtsnebenklassen bestehen, da in der obigen De-
finition von 1UgU ∗ 1Uh das Auftreten unendlicher Summen vermieden
werden soll. Vor der formalen Einführung des Hecke-Produkts wird
daher zunächst ein Kriterium zur Überprüfung dieser Bedingung
vorgestellt.
1.1.3 Lemma : Sei G eine Gruppe, U eine Untergruppe vonG und g ∈ G. Dann gilt |U UgU| = ∣∣U ∩ g−1Ug U∣∣,
also lässt sich UgU genau dann als Vereinigung endlich vieler Rechts-
nebenklassen bezüglich U darstellen, wenn
∣∣U ∩ g−1Ug U∣∣ endlich
ist. 
Bewei s :
Sind u, v ∈ U mit Ugu = Ugv, so gibt es ein w ∈ U mit gu = wgv.
Mit dieser Wahl von w folgt g−1wg = uv−1 ∈ U. Setzt man nun
also x = g−1wg, so ist x ∈ U und x ∈ g−1Ug, und es gilt xv = u,
woraus die Gleichheit der Rechtsnebenklassen (U ∩ g−1Ug)u und
(U ∩ g−1Ug)v folgt. Demzufolge ist die Abbildungsvorschrift
ϕ : U UgU → U ∩ g−1Ug U,
Ugu 7→ (U ∩ g−1Ug)u für jedes u ∈ U,
22
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wohldefiniert. Die so erklärte Abbildung ϕ ist injektiv, da für u, v ∈ U
mit (U ∩ g−1Ug)u = (U ∩ g−1Ug)v die Existenz eines y ∈ U ∩ g−1Ug
mit u = yv folgt und man insbesondere gu = gyv ∈ gg−1Ugv = Ugv
und somit Ugu = Ugv erhält. Die Surjektivität von ϕ schließlich ist
klar, da man für jedes beliebige u ∈ U die Nebenklasse Ugu als Urbild
von (U ∩ g−1Ug)u hat. Insgesamt ist ϕ also eine Bijektion, was die
Behauptung beweist. 
Es folgt die angekündigte Definition des Hecke-Produktes.
1.1.4 Voraussetzungen und Beze ichnungen : Sei Geine Gruppe und U eine Untergruppe von G. Weiter stehe
M für ein Untermonoid von G mit U ⊆ M und der Eigenschaft, dass
es für alle g ∈ M ein m ∈N = {1, 2, . . .} und g1, . . . , gm ∈ M gibt mit
UgU = Ug1 ∪˙ · · · ∪˙ Ugm.
Es bezeichne [g] die Doppelnebenklasse UgU, und die Indikatorfunk-
tionen JgK, JgKR, JgKL : G → C seien definiert durch
JgK(h) = {1, falls h ∈ UgU,
0 sonst
und
JgKR(h) =
{
1, falls h ∈ Ug,
0 sonst,
JgKL(h) =
{
1, falls h ∈ gU,
0 sonst.
Für g, g1, . . . , gm, h ∈ M mit [g] = Ug1 ∪˙ · · · ∪˙ Ugm (also mit anderen
Worten JgK = Jg1KR + · · ·+ JgmKR) setze
JgK ∗ JhKR = Jg1hKR + · · ·+ JgmhKR,
und erhalte durch bilineare Fortsetzung eine Verknüpfung, die insbe-
sondere f1 ∗ f2 für zwei Elemente f1 und f2 aus H erklärt, wobei H
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den C-Vektorraum, der von der Menge {JgK | g ∈ M} erzeugt wird,
bezeichnet. Zuletzt definiere das Maß µ(V) := |U V| für alle Teil-
mengen V von G, die sich als Vereinigungen von Rechtsnebenklassen
bezüglich U schreiben lassen. 
Die folgende Bemerkung stellt eine alternative Möglichkeit der Defini-
tion von ∗ vor.
1.1.5 Bemerkung : Die Bezeichnungen aus 1.1.4 seien hierübernommen. Für alle Funktionen f1, f2 ∈ H gilt dann
( f1 ∗ f2)(g) =
∫
G
f1(gt−1) f2(t) dµ(t),
wobei die rechte Seite ein Integral im allgemeinen maßtheoretischen
Sinne bezeichnet, da µ ein Maß auf der σ-Algebra aller Teilmengen
von G ist, die Vereinigungen von Rechtsnebenklassen bezüglich U
sind.
Die Definition als eine solche Faltung ist insbesondere dann von Inter-
esse, wenn auf G ein Haar-Maß existiert, von dem µ eine Vergröberung
darstellt. Dies ist beispielsweise der Fall, wenn man G als allgemeine
lineare Gruppe über dem Körper der p-adischen Zahlen und U als
allgemeine lineare Gruppe über dem Ring der ganzen p-adischen
Zahlen wählt. Genaueres zu diesem maßtheoretischen Zugang (insbe-
sondere ein Beweis der hier behaupteten Gleichheit) kann in [Ens04]
nachgelesen werden. 
Bevor nun H als Hecke-Algebra definiert werden kann, muss zunächst
sichergestellt sein, dass die Verknüpfung f1 ∗ f2 zweier Elemente von
H wieder ein Element in H liefert und die Verknüpfung assoziativ ist.
Dies ist neben einer weiteren wichtigen Eigenschaft dieser Verknüp-
fung Inhalt des folgenden Lemmas.
1.1.6 Lemma : Es seien die Bezeichnungen aus 1.1.4 übernom-men.
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a) Für alle f1, f2 ∈ H gilt f1 ∗ f2 ∈ H.
b) Für alle f1, f2, f3 ∈ H gilt ( f1 ∗ f2) ∗ f3 = f1 ∗ ( f2 ∗ f3).
c) Ist e das neutrale Element von G, so gilt f ∗ JeK = f = JeK ∗ f für
alle f ∈ H. 
Bewei s :
[Fre83] iv.1.7 (S. 228) 
Der Frage nach der Kommutativität von ∗ wird später in diesem
Abschnitt noch nachgegangen (vergleiche 1.1.12). Zunächst soll nun
jedoch die Hecke-Algebra formal eingeführt werden.
1.1.7 Def in it ion (Hecke-Algebra): Die Bezeichnungen aus1.1.4 seien hier übernommen. Die Menge H zusammen
mit ∗ und den üblichen Verknüpfungen auf C-Vektorräumen von
Funktionen heißt Hecke-Algebra zum Hecke-Tripel (G, M, U). Diese Al-
gebra (und auch die Menge H) wird mit H(G, M, U) bezeichnet. 
Eine alternative Definition von H beschreibt dieses als Menge aller
Funktionen f : G → C, die f (ugv) = f (g) für alle g ∈ G und u, v ∈ U
erfüllen, und für die der sogenannte Träger Vereinigung endlicher
vieler Doppelnebenklassen der Form [h] für h ∈ M ist. Da auch in
einigen der folgenden Untersuchungen der Träger eine Rolle spielt,
wird hier eine formale Definition gegeben und dann sein Verhalten
unter der Verknüpfung ∗ betrachtet.
1.1.8 Def in it ion (Träger): Ist (G, M, U) ein Hecke-Tripelund f ∈ H(G, M, U), so definiert man den Träger von f
als
{g ∈ G | f (g) 6= 0}
und bezeichnet ihn mit Tr f . 
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Eigenschaften des Trägers der Verknüpfung zweier Elemente aus der
Hecke-Algebra beschreibt das folgende Lemma.
1.1.9 Lemma : Mit den Bezeichnungen aus 1.1.4 gilt für Funk-tionen f1, f2 ∈ H stets
Tr( f1 ∗ f2) ⊆ (Tr f1)(Tr f2).
Ist zusätzlich fi(g) > 0 für alle i ∈ {1, 2} und g ∈ M erfüllt, so gilt
sogar
Tr( f1 ∗ f2) = (Tr f1)(Tr f2),
insbesondere gilt für alle g, h ∈ M, dass JgK ∗ JhK den Träger UgUhU
hat. 
Bewei s :
Sei f1 = a1Jg1KR + · · · + amJgmKR und f2 = b1Jh1KR + · · · + bnJhnKR
mit ai 6= 0 und bj 6= 0 für alle 1 6 i 6 m und 1 6 j 6 n. Dann ist
f1 ∗ f2 eine Summe von Funktionen der Form aibjJgihjKR mit Träger
Ugihj, wobei Ugi ⊆ Tr f1 und hj ∈ Tr f2 gilt. Daraus folgt die erste
Teilaussage, nämlich Tr( f1 ∗ f2) ⊆ (Tr f1)(Tr f2).
Nun sei zusätzlich f1 > 0 und f2 > 0 angenommen, was äquivalent
dazu ist, dass in obiger Darstellung von f1 und f2 alle auftreten-
den Koeffizienten ai und bj positiv sind. Sei weiter k1 ∈ Tr f1 und
k2 ∈ Tr f2. Dann gibt es ein 1 6 i 6 m und ein 1 6 j 6 n, so dass
k1 ∈ Ugi und k2 ∈ Uhj gilt. Wähle u ∈ U so, dass k2 = uhj erfüllt
ist. Da giu ∈ [gi] ⊆ Tr f1 gilt, gibt es ein 1 6 r 6 m mit giu ∈ Ugr. Es
folgt k1k2 ∈ Ugiuhj = Ugrhj, also ( f1 ∗ f2)(k1k2) > arbj > 0, da ar > 0
und bj > 0 vorausgesetzt wurde und auch sonst in der Darstellung
von f1 ∗ f2 als Linearkombination von Indikatorfunktionen nur posi-
tive Koeffizienten auftraten. Aus ( f1 ∗ f2)(k1k2) > 0 erhält man die
Beziehung k1k2 ∈ Tr( f1 ∗ f2), woraus sich die Behauptung ergibt, da
k1 ∈ Tr f1 und k2 ∈ Tr f2 beliebig gewählt waren. 
Für viele Zwecke genügt es nicht, nur den Träger von f1 ∗ f2 zu ken-
nen, sondern man benötigt oft noch zusätzlich Informationen über
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die genauen Funktionswerte – unter anderem deshalb, weil die Funk-
tionswerte nach 1.1.6 (a) und der Definition von H als Koeffizienten
in der Darstellung von f1 ∗ f2 als Linearkombination von (paarweise
verschiedenen) Indikatorfunktionen des Typs JgK für g ∈ M auftreten.
Das folgende Lemma stellt Formeln zur Berechnung dieser Funktions-
werte beziehungsweise Koeffizienten für die elementaren Produkte
der Form Jg1K ∗ Jg2K für g1, g2 ∈ M vor.
1.1.10 Lemma : Es seien die Bezeichnungen aus 1.1.4 über-nommen und g, g1, . . . , gm, h, h1, . . . , hn ∈ M, so dassJgK = Jg1KR + · · ·+ JgmKR und JhK = Jh1KR + · · ·+ JhnKR gilt. Dann
hat man
(JgK ∗ JhK)(k) = ∣∣{(i, j) | gihj ∈ Uk, 1 6 i 6 m, 1 6 j 6 n}∣∣
=
∣∣{(g′, h′) |Uk = Ug′h′, g′ :: U  [g], h′ :: U  [h]}∣∣
und
µ([k])(JgK ∗ JhK)(k) = ∣∣{(i, j) | gihj ∈ UkU, 1 6 i 6 m, 1 6 j 6 n}∣∣
= |{(g′, h′) | UkU = Ug′h′U, g′ :: U  [g],
h′ :: U  [h]}|
für alle k ∈ M. 
Bewei s :
[Kri90] i.4.4 (S. 14 f.) 
Als nächstes soll in diesem Abschnitt die schon früher angesproche-
ne Frage nach der Kommutativität von Hecke-Algebren untersucht
werden. Zur Formulierung eines hinreichenden Kriteriums wird der
Begriff des Antiautomorphismus benötigt.
1.1.11 Def in it ion (Antiautomorphismus): Es sei G eineGruppe. Eine bijektive Abbildung ϕ : G → G heißt
Antiautomorphismus, wenn ϕ(gh) = ϕ(h)ϕ(g) für alle g, h ∈ G gilt. 
27
1 Grundlagen
Wenn nun auf G ein Antiautomorphismus existiert, der gewisse Bedin-
gungen erfüllt, kann die Kommutativität der Hecke-Algebra gefolgert
werden.
1.1.12 Satz : Es seien die Bezeichnungen aus 1.1.4 übernom-men. Existiert ein Antiautomorphismus ϕ : G → G,
der ϕ(U) = U und [ϕ(g)] = [g] für alle g ∈ M erfüllt, so ist die Hecke-
Algebra H(G, M, U) kommutativ. 
Bewei s :
[Kri90] i.7.2 (S. 27) 
Bislang wurde fast ausschließlich die Zerlegung von Doppelneben-
klassen in Rechtsnebenklassen betrachtet. Da gegebenenfalls auch die
Zerlegung in Linksnebenklassen von Interesse ist, wird noch eine
Charakterisierung der Existenz eines simultanen Vertretersystems von
U UgU und UgU U angegeben.
1.1.13 Lemma : Es seien die Bezeichnungen aus 1.1.4 über-nommen und g ∈ M gegeben. Gilt dann für die Mäch-
tigkeiten von Vertretersystemen |U UgU| = |UgU U|, so gibt es
g1, . . . , gm ∈ M mit
Ug1 ∪˙ · · · ∪˙ Ugm = UgU = g1U ∪˙ · · · ∪˙ gmU. 
Bewei s :
[Fre83] iv.1.9 (S. 230) 
§ 1.2
D E D E K I N D - R I N G E
Die Hecke-Algebren, die in den nachfolgenden Kapiteln genauer
untersucht werden sollen, sind allesamt Matrixgruppen über soge-
nannten Dedekind-Ringen, die eine Verallgemeinerung von Ganz-
heitsringen algebraischer Zahlkörper darstellen. In diesem Abschnitt
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werden deshalb Dedekind-Ringe formal definiert und ihre wichtigs-
ten Eigenschaften aufgeführt; schließlich wird noch auf das später
verwendete Konzept der Lokalisierung eingegangen. Da dazu Begriffe
und Bezeichnungen aus der allgemeinen Idealtheorie über Integritäts-
ringen benötigt werden, folgt zunächst eine kurze Zusammenfassung,
die vor allem die hier verwendete Notation einführen soll.
1.2.1 Def in it ion : Sei o ein Integritätsring und K dessenQuotientenkörper. Eine nichtleere Teilmenge a ⊆ o heißt
ganzes Ideal von K oder Ideal in o, wenn für alle a, b ∈ a und r ∈ o
stets a + b ∈ a und ra ∈ a folgt. Die Mengen der Form {ca | a ∈ a}
für ein ganzes Ideal a 6= {0} und ein c ∈ K \ {0} heißen (gebrochene)
Ideale von K. Die Menge aller gebrochenen Ideale von K wird mit I(K)
bezeichnet.
Sind a und b Ideale von K und c ∈ K, so sei
ca = {ca | a ∈ a},
a+ b = {a + b | a ∈ a, b ∈ b},
a · b = ∑
a∈a
b∈b
abo.
Die Summe a+ b heißt auch größter gemeinsamer Teiler von a und b.
Unter dem größten gemeinsamen Teiler zweier Elemente a, b ∈ K
wird die Summe ao+ bo verstanden. Ist der größte gemeinsame Teiler
zweier Ideale oder Elemente von K gleich o, so heißen die Ideale
oder Elemente teilerfremd. Mit a−1 für a 6= {0} schließlich wird das
gebrochene Ideal von K bezeichnet, das der Bedingung a−1a = o
genügt.
Ist a ein Ideal in o, so heißt No(a) := |o a| (wenn man o und a als
additive Gruppen auffasst) die Norm von a. Wenn klar ist, auf welchen
Ring die Norm bezogen ist, wird die vereinfachte Schreibweise N(a)
verwendet. Der Ring o heißt normendlich, wenn N(a) für jedes Ideal a
in o endlich ist.
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Sind a und b Ideale von K, zu denen es ein Ideal c von o mit a = bc
gibt, so heißt b Teiler von a, was mit b | a bezeichnet wird. Wie üblich
bedeutet dann b 6 | a, dass b kein Teiler von a ist. Gilt bei b | a zusätzlich
noch b 6= a, so heißt b echter Teiler von a. Dies wird mit b ‖ a bezeichnet.
Die hier definierten Begriffe werden auf Elemente von K übertragen,
indem man a ∈ K durch ao ersetzt.
Ein Ideal a von K heißt Hauptideal, wenn es ein a ∈ K gibt mit a = ao.
Die Menge aller von {0} verschiedenen Hauptideale von K wird mit
H(K) bezeichnet. Ist b ein Ideal von K, so heißt bH(K) (als Teilmenge
der multiplikativen Gruppe I(K)) die Idealklasse von b, und die Menge
aller Idealklassen in I(K), also I(K)H(K), wird mit C(K) bezeichnet
und heißt Klassengruppe von K. Die Klassenzahl von K schließlich ist
definiert als die Mächtigkeit von C(K) und wird mit h(K) bezeichnet.
Ein Ideal p von o, das p 6= {0} und p 6= o erfüllt, heißt Primideal, wenn
für alle a, b ∈ o mit ab ∈ p stets a ∈ p oder b ∈ p gilt.
Die multplikative Gruppe {a ∈ o | ao = o} schließlich heißt Einheiten-
gruppe von o und wird mit o∗ bezeichnet. 
Die nun folgende Definition von Dedekind-Ringen ist eine von ver-
schiedenen äquivalenten Formulierungen (vergleiche etwa [Koc97]
nach Satz 3.1.1 (S. 63) und Satz 3.4.1 (S. 69)).
1.2.2 Def in it ion (Dedekind-Ring): Ist o ein Integritätsring,so wird er Dedekind-Ring genannt, wenn die folgenden
beiden Bedingungen erfüllt sind:
(i) Jedes Ideal a 6= {0} im Quotientenkörper K von o besitzt eine
Darstellung der Form
a = pv11 · · · pvmm
mit paarweise verschiedenen Primidealen pi und Exponenten
vi ∈ Z \ {0}, und diese Darstellung ist bis auf Reihenfolge der
pi eindeutig.
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(ii) Sind a und b zwei Ideale in o, so gilt a ⊆ b genau dann, wenn
b | a gilt (also ein Ideal c in o existiert mit a = bc). 
Die Betrachtung von Dedekind-Ringen wurde durch die folgende
wichtige Beispielklasse motiviert.
1.2.3 Satz : Ist K ein algebraischer Zahlkörper und o dessenGanzheitsring, so ist o ein Dedekind-Ring mit Quotien-
tenkörper K. 
Bewei s :
[Neu92] i(3.1) (S. 18 f.) zusammen mit [Koc97] nach Satz 3.1.1 (S. 63)
und Satz 3.4.1 (S. 69) 
Die Eindeutigkeit der Primidealzerlegung in Dedekind-Ringen gibt
Anlass zur Definition von Vielfachheiten.
1.2.4 Def in it ion (Vielfachheit): Sei o ein Dedekind-Ring,K dessen Quotientenkörper und a ein Ideal in K mit
Primidealzerlegung wie in 1.2.2 (i). Dann definiert man vpi (a) = vi
für alle 1 6 i 6 m und vp(a) = 0 für alle Primideale p von o, die nicht
unter den p1, . . . , pm vorkommen. Man nennt vp(a) die Vielfachheit von
p in a. Für alle a ∈ K definiert man vp(a), die Vielfachheit von p in a,
durch vp(ao).
Für beliebige Ideale b in o definiert man die Vielfachheit von b in
einem Ideal a von K durch sup{i ∈ Z | bi teilt a} und bezeichnet sie
mit vb(a). Wie oben überträgt man die Definition auf Elemente von
K, indem man von diesen Elementen zu den von ihnen erzeugten
Hauptidealen übergeht. 
Der Vollständigkeit halber sei an dieser Stelle bemerkt, dass es nun
für Primideale p zwei verschiedene Definitionen der p-Vielfachheit
gibt, wobei diese aber gleichwertig sind.
Für die Vielfachheiten gelten Rechenregeln, die das folgende Lemma
zusammenfasst.
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1.2.5 Lemma : Sei o ein Dedekind-Ring mit QuotientenkörperK und p ein Primideal von o. Weiter seien a1, . . . , an Ideale
von K. Dann gilt:
a) vp(a1 · · · an) = vp(a1) + · · ·+ vp(an).
b) vp(a−11 ) = −vp(a1).
c) vp(a1 + · · ·+ an) = min{vp(a1), . . . , vp(an)}.
d) Es gilt a1 | a2 genau dann, wenn vq(a1) 6 vq(a2) für alle Primidea-
le q von o gilt.
e) vp(a1 ∩ · · · ∩ an) = max{vp(a1), . . . , vp(an)}.
Die Aussagen (a) und (b) gelten auch, wenn die ai durch Elemente ai
von K ersetzt werden, die Aussage (c) muss bei dieser Ersetzung zu
vp(a1 + · · ·+ an) > min{vp(a1), . . . , vp(an)} modifiziert werden. 
Bewei s :
[Koc97] 3.3 (S. 67 ff.), für die Vielfachheiten bei einem Schnitt von
Idealen beachte, dass sich b ⊆ ai nach der Definition von Dedekind-
Ringen und Teil (d) dadurch charakterisieren lässt, dass vq(b) > vq(ai)
für alle Primideale q von o gilt 
Der Schnitt von Idealen lässt sich nach den gerade angegebenen
Rechenregeln für Vielfachheiten auch durch Produkt- und Summen-
bildung ausdrücken.
1.2.6 Lemma : Sei o ein Dedekind-Ring und K dessen Quotien-tenkörper. Weiter seien a und b zwei Ideale von K. Dann
gilt a∩ b = ab(a+ b)−1, und ba−1 ∩ ab−1 ist ein Ideal in o. Sind a und
b teilerfremde Ideale in o, so gilt ba−1 ∩ ab−1 = ab und a ∩ b = ab
sowie a−1 ∩ b−1 = o und o∩ ab−1 = a. 
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Bewei s :
Für jedes Primideal p von o gilt
vp(ab(a+ b)−1) = vp(a) + vp(b)−min{vp(a), vp(b)}
= max{vp(a), vp(b)},
was a∩ b = ab(a+ b)−1 beweist. Ebenso hat man
vp(ba−1 ∩ ab−1) = max{vp(b)− vp(a), vp(a)− vp(b)}
= |vp(b)− vp(a)| > 0,
für alle Primideale p von o, also liegt ba−1 ∩ ab−1 in o. Falls a und b
teilerfremde Ideale von o sind, müssen auch a2 und b2 teilerfremd
sein, also gilt a2 + b2 = o, woraus
ba−1 ∩ ab−1 = ba−1ab−1(ba−1 + ab−1)−1 = (ba−1 + ab−1)−1
= ab(b2 + a2)−1 = abo−1 = ab
folgt. Weiter hat man hier a ∩ b = ab(a+ b)−1 = abo−1 = ab wegen
a+ b = o, und genauso berechnet man
a−1 ∩ b−1 = a−1b−1(a−1 + b−1)−1 = (ab(a−1 + b−1))−1
= (b+ a)−1 = o−1 = o.
Schließlich hat man noch
o∩ ab−1 = oab−1(o+ ab−1)−1 = (a−1b(o+ ab−1))−1
= (a−1(b+ a))−1 = (a−1o)−1 = a
was auch die letzte Behauptung beweist. 
Dedekind-Ringe müssen nicht zwangsläufig Hauptidealringe sein,
was bedeutet, dass im allgemeinen nicht jedes Ideal von o durch
genau ein Element erzeugt ist. Man kann jedoch zeigen, dass man
immer mit zwei Erzeugern auskommen kann. Grundlage dafür ist
das folgende allgemeinere Resultat.
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1.2.7 Satz : Sei o ein Dedekind-Ring. Weiter seien a und b von{0} verschiedene Ideale in o. Dann gibt es ein a ∈ a mit
ab+ ao = a und ab∩ ao = ab. 
Bewei s :
[Koc97] Satz 3.3.5 (S. 69) 
Eine Spezialisierung liefert nun den angekündigten Zwei-Erzeuger-
Satz.
1.2.8 Satz : Sei o ein Dedekind-Ring, K dessen Quotientenkör-per und a ein Ideal von K sowie a1 ∈ a \ {0}. Dann gibt
es ein a2 ∈ a, das a1o+ a2o = a erfüllt. 
Bewei s :
Wähle gemäß [Koc97] Satz 3.2.2 (S. 65) ein m ∈ K, so dass ma ein
ganzes Ideal ist. Da wegen a1 ∈ a das Ideal a1a−1 ganz ist, liefert die
erste Aussage aus 1.2.7 ein a ∈ ma mit (ma)(a1a−1) + ao = ma, also
ma1o+ ao = ma. Die Wahl a2 = m−1a beweist dann die Behauptung
wegen a1o+ a2o = m−1(ma1o+ ao) = m−1ma = a. 
Wie in allen Ringen gilt auch in Dedekind-Ringen ein chinesischer
Restsatz. Da nach 1.2.6 der Schnitt teilerfremder Ideale mit ihrem
Produkt übereinstimmt, hat man hier auch eine Fassung für Produkte
von Idealen.
1.2.9 Satz : Sei o ein Dedekind-Ring. Weiter seien a1, . . . , anpaarweise teilerfremde Ideale von o sowie a1, . . . , an ∈ o.
Dann gibt es ein a ∈ o mit
{x ∈ o | x ∈ ai + ai für alle 1 6 i 6 n} = a + a1 · · · an. 
Bewei s :
Dies ist eine leichte Umformulierung von [Koc97] Satz 3.6.3 (S. 73).
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Für spätere Beweise werden noch bestimmte von einem Dedekind-
Ring abgeleitete Ringe benötigt.
1.2.10 Def in it ion (Lokalisierung): Sei o ein Dedekind-Ring mit Quotientenkörper K und M eine endliche
Menge von Primidealen von o. Dann heißt
oM := {x ∈ K | vp(x) > 0 für alle p ∈M}
die Lokalisierung von o an M. Für Primideale p von o setzt man abkür-
zend op = o{p}. 
Das folgende Lemma beinhaltet die wichtigsten Eigenschaften von
Lokalisierungen.
1.2.11 Lemma : Sei o Dedekind-Ring mit QuotientenkörperK und M eine endliche Menge Primidealen von o.
a) Die Menge oM ist eine Teilmenge von K und mit den dadurch
induzierten Verknüpfungen ein Hauptidealring.
b) Für jedes a ∈ K gilt
aoM = {u ∈ K | vp(u) > vp(a) für alle p ∈M}.
c) Für a, b ∈ K gilt aoM = boM genau dann, wenn vp(a) = vp(b) für
alle p ∈ M erfüllt ist. Weiter gilt aoM | boM genau dann, wenn
vp(a) 6 vp(b) für alle p ∈M erfüllt ist.
d) Ist a ein Ideal in oM und b ein gebrochenes Ideal in K, so ist a∩ b
ein gebrochenes Ideal in K oder gleich {0}. Ist a ∈ K so gewählt,
dass a = aoM gilt, so hat man vp(a ∩ b) = max{vp(a), vp(b)} für
alle p ∈M und vp(a ∩ b) = vp(b) für alle Primideale p von o mit
p /∈M.
e) Für alle a ∈ o und Primideale p von o gilt vp(aop ∩ o) = vp(a).
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f) Ist p ein Primideal von o und a ein Ideal von op mit vp(a∩ o) > 0,
so gibt es ein a ∈ o mit a = aop.
g) Ist p ein Primideal von o, und sind a und b Ideale von op mit
vp(a ∩ o) > 0 und vp(b ∩ o) > 0, so gilt a = b genau dann, wenn
vp(a ∩ o) = vp(b ∩ o) erfüllt ist. Weiter ist a | b äquivalent zu
vp(a∩ o) 6 vp(b∩ o).
h) Ist p ein Primideal von o, und sind a und b Ideale von op mit
vp(a∩ o) > 0 und vp(b∩ o) > 0, so gilt
vp((ab) ∩ o) = vp(a∩ o) + vp(b∩ o).
i) Sind a1, . . . , an aus o gegeben, so hat man
vp((a1op + · · ·+ anop) ∩ o) = min{vp(a1), . . . , vp(an)}
für alle Primideale p von o. 
Bewei s :
a) [Koc97] Satz 3.7.2 (S. 75)
b) Anwendung der Definition von oM im Fall a 6= 0 liefert
aoM = {ax | x ∈ K mit vp(x) > 0 für alle p ∈M}
= {u ∈ K | vp( ua ) > 0 für alle p ∈M}
1.2.5
= {u ∈ K | vp(u)− vp(a) > 0 für alle p ∈M}
= {u ∈ K | vp(u) > vp(a) für alle p ∈M},
und für a = 0 sind wegen vp(0) = ∞ beide Seiten der behaupteten
Gleichung gleich {0}.
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c) Man hat
aoM = boM
(b)⇔
{u ∈ K | vp(u) > vp(a) für alle p ∈M}
= {u ∈ K | vp(u) > vp(b) für alle p ∈M} ⇔
vp(a) = vp(b) für alle p ∈M,
und
aoM | boM (b)⇔
{u ∈ K | vp(u) > vp(a) für alle p ∈M}
⊇ {u ∈ K | vp(u) > vp(b) für alle p ∈M} ⇔
vp(a) 6 vp(b) für alle p ∈M.
d) Da oM nach Teil (a) ein Hauptidealring ist, existiert zu a stets ein
a ∈ oM ⊆ K mit a = aoM. Dann gilt
a = aoM
(b)
= {u ∈ K | vp(u) > vp(a) für alle p ∈M},
also
a∩ b = {u ∈ b | vp(u) > vp(a) für alle p ∈M}.
Nun ist u ∈ b nach 1.2.5 gleichbedeutend mit b | uo und damit
äquivalent dazu, dass vp(u) > vp(b) für alle Primideale p von o
gilt. Somit besteht a ∩ b genau aus den Elementen u von K, für
die vp(u) > vp(a) für alle p ∈ M und vp(u) > vp(b) für alle
Primideale p von o gilt. Dies beweist alle Behauptungen.
e) Die Aussage erhält man mit b = o und M = {p} aus Teil (d),
indem man vp(a) > 0 und vp(o) = 0 benutzt.
f) Da op nach Teil (a) ein Hauptidealring ist, gibt es ein a′ ∈ K mit
a = a′op. Nun setze v = vp(a′) und wähle ein a aus pv \ pv+1.
Da nach Teil (e) v = vp(a′) = vp(a′op ∩ o) = vp(a ∩ o) gilt und
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vp(a ∩ o) > 0 nach Voraussetzung erfüllt ist, liegt a dann in o,
und es gilt weiter vp(a) = v = vp(a′) und somit nach Teil (c)
aop = a′op = a, was die Behauptung beweist.
g) Nach Teil (f) gibt es a, b ∈ o mit a = aop und b = bop, und nach
Teil (e) gilt dann vp(a∩ o) = vp(a) und vp(b∩ o) = vp(b), so dass
man mit Teil (c) die Behauptungen erhält.
h) Nach Teil (f) gibt es a, b ∈ o mit a = aop und b = bop. Nun folgt
vp((ab) ∩ o) = vp((abop) ∩ o) (e)= vp(ab) = vp(a) + vp(b)
(e)
= vp(aop ∩ o) + vp(bop ∩ o)
= vp(a∩ o) + vp(b∩ o).
i) Da op nach Teil (a) ein Hauptidealring ist, gibt es ein a0 ∈ op mit
a1op + · · ·+ anop = a0op. Nun ist nach Teil (b)
aiop = {u ∈ K | vp(u) > vp(ai)}
für alle 0 6 i 6 n. Nach Wahl von a0 gilt ai ∈ a0op und damit auch
vp(ai) > vp(a0) für alle 1 6 i 6 n, also
vp(a0) 6 min{vp(a1), . . . , vp(an)}.
Nach Wahl von a0 gibt es darüberhinaus a′1, . . . , a
′
n mit a′i ∈ aiop
für alle 1 6 i 6 n und a0 = a′1 + · · · + a′n. Damit erhält man
nach 1.2.5 zunächst vp(a0) > min{vp(a′1), . . . , vp(a′n)}, und da
a′i ∈ aiop und somit vp(a′i) > vp(ai) für alle 1 6 i 6 n gilt, kann
man weiter min{vp(a′1), . . . , vp(a′n)} > min{vp(a1), . . . , vp(an)}
abschätzen. Dies zeigt
vp(a0) > min{vp(a1), . . . , vp(an)},
also hat man insgesamt
min{vp(a1), . . . , vp(an)} = vp(a0) (e)= vp(a0op ∩ o),
was die Behauptung beweist. 
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KAPITEL ZWEI
HECKE-ALGEBREN ZU
UNIMODULAREN GRUPPEN
In diesem Kapitel wird für beliebige Dedekind-Ringe o die Struktur
von Hecke-Algebren H(G, M, U) untersucht, bei denen U die Menge
aller invertierbaren Matrizen über o mit einem vorgeschriebenem
Format ist. Diese Algebren stellen eine Verallgemeinerung der in
[Hei90] betrachteten Hecke-Algebren dar.
§ 2.1
W O H L D E F I N I E RT H E I T
In diesem Abschnitt werden die zur Definition der zu betrachtenden
Hecke-Algebren nötigen Bezeichnungen eingeführt und dann diese
Algebren auf Wohldefiniertheit untersucht. Zunächst werden dazu die
hier verwendeten Notationen für Matrizen vorgestellt.
2.1.1 Beze ichnungen : Es sei o ein Integritätsring. Sindm, n ∈ N, so bezeichnet om×n die Menge der Matrizen
mit m Zeilen und n Spalten mit Einträgen in o, also die Menge der
(m× n)-Matrizen über o.
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Ist A ∈ om×n, so definiert man (A)I J für Mengen I ⊆ {1, . . . , m} und
J ⊆ {1, . . . n} als diejenige Matrix, die aus A entsteht, indem man alle
Zeilen streicht, deren Nummern nicht I vorkommen, und alle Spalten
streicht, deren Nummern nicht in J vorkommen. Weiter bezeichnet
(A)ij für 1 6 i 6 m und 1 6 j 6 n den Eintrag von A im Schnittpunkt
der i-ten Zeile mit der j-ten Spalte.
Das Symbol AT steht für die Transponierte und Aadj für die Adjunkte
einer Matrix A.
Der Rang einer Matrix A ∈ om×n, also das maximale r ∈ N0 (wobei
N0 =N∪ {0}) mit r 6 n, für das es ein J ⊆ {1, . . . , n}mit |J| = r gibt,
so dass die Spalten von (A)I J für I = {1, . . . , m} linear unabhängig
sind, wird mit Rang A bezeichnet. Ist A ∈ on×n eine quadratische
Matrix, so steht det A für die Determinante von A.
Für n ∈ N bezeichnet man die (n × n)-Einheitsmatrix mit En und
definiert die allgemeine lineare Gruppe GLn(o) durch
GLn(o) = {A ∈ on×n | ∃A′ ∈ on×n : AA′ = En}
= {A ∈ on×n | det A ∈ o∗}.
Zuletzt wird noch das Monoid ILn(o) durch
ILn(o) = {A ∈ on×n | det A 6= 0}
definiert. 
Nun werden die in diesem Abschnitt benötigten Grundvoraussetzun-
gen angegeben.
2.1.2 Voraussetzungen und Beze ichnungen : Sei oein normendlicher Dedekind-Ring und K dessen Quoti-
entenkörper. Setze Gn = GLn(K) und In = ILn(o) sowie Un = GLn(o)
für jedes n ∈N und
Un[a] = {M ∈ Un |M− En ∈ an×n}
für alle n ∈N und Ideale a in o. 
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Für den Beweis, dass (Gn, In, Un) ein Hecke-Tripel ist, wird gezeigt,
dass jede Hauptkongruenzgruppe Un[a] in Un endlichen Index hat
und jede Untergruppe vom Typ Un ∩ A−1Un A für A ∈ In eine Haupt-
kongruenzgruppe enthält, so dass dann mit 1.1.3 die Behauptung
gefolgert werden kann.
2.1.3 Lemma : Es seien die Bezeichnungen aus 2.1.2 über-nommen und n ∈ N. Für jedes Ideal a von o ist dann
|Un[a] Un| < ∞. 
Bewei s :
Die Abbildung
ϕ : Un → GLn(o a), M 7→ M + an×n
ist ein Gruppenhomomorphismus: Dass ϕ(MN) = ϕ(M)ϕ(N) für
alle M, N ∈ Un gilt, erhält man sofort, indem man man die Einträge
des Matrixprodukts betrachtet, also ist nur noch die Wohldefiniertheit
der Abbildung zu beweisen, wofür hier genügt, für jedes M ∈ Un die
Invertierbarkeit von M + an×n in (o a)n×n zu zeigen. Aus
(M + an×n)(M−1 + an×n) = En + an×n
erhält man diese direkt.
Nach dem Homomorphiesatz ist nun Kern ϕ Un ∼= Bild ϕ, und da
Kern ϕ = {M ∈ Un |M + an×n = En + an×n} = Un[a] gilt, folgt
|Un[a] Un| = |Bild ϕ| 6 |GLn(o a)| 6 ∣∣(o a)n×n∣∣ = |o a|n2 < ∞
wegen der Normendlichkeit von o. 
Nun kann die Wohldefiniertheit von H(Gn, In, Un) bewiesen wer-
den.
2.1.4 Satz : Es seien die Bezeichnungen aus 2.1.2 übernommenund n ∈N. Dann ist (Gn, In, Un) ein Hecke-Tripel. 
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Bewei s :
Es genügt zu zeigen, dass Un AUn für jedes A ∈ In in endlich viele
Rechtsnebenklassen bezüglich Un zerfällt, da die anderen Eigenschaf-
ten eines Hecke-Tripels für (Gn, In, Un) klarerweise erfüllt sind.
Sei A ∈ In und m = det A. Jedes M ∈ Un[mo] besitzt eine Darstellung
der Form M = En + mM′ für ein M′ ∈ on×n. Damit folgt
AMA−1 = A(En + mM′)A−1 = En + AM′mA−1,
wobei En + AM′mA−1 zu on×n gehört, da mA−1 als Adjunkte von A
auch zu on×n gehört und alle anderen auftretenden Matrizen ebenfalls
in on×n liegen. Es ist also AMA−1 ∈ on×n. Wegen
det(AMA−1) = (det A)(det M)(det A)−1 = det M
M∈Un∈ o∗
liegt AMA−1 sogar in Un, und es folgt daraus M ∈ A−1Un A. Da M
ein beliebiges Element von Un[mo] war, zeigt dies Un[mo] ⊆ A−1Un A,
und da Un[mo] ⊆ Un gilt, hat man auch Un[mo] ⊆ Un ∩ A−1Un A.
Zusammen mit |Un[mo] Un| < ∞ nach 2.1.3 folgt dann erst recht∣∣Un ∩ A−1Un A Un∣∣ < ∞, und da A ein beliebiges Element von In
war, ergibt sich mit 1.1.3 die Behauptung. 
§ 2.2
G R U N D L A G E N D E R
E L E M E N TA RT E I L E RT H E O R I E
Aus der Definition von Produkten von Elementen von Hecke-Algebren
ist ersichtlich, dass Charakterisierungen der Gleichheit von Doppel-
nebenklassen für Strukturuntersuchungen hilfreich sein können. Für
den Fall der in diesem Kapital zu untersuchenden Hecke-Algebren
zu unimodularen Matrixgruppen erhält man ein solche Kriterium aus
der Elementarteilertheorie. Nachfolgend werden die benötigten Aus-
sagen dieser Theorie für Dedekind-Ringe vorgestellt. Die Begriffe und
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Resultate sind größtenteils den Arbeiten [Ste12], [Fra34] und [Kru32]
entnommen.
Grundlegend für die Einführung von Elementarteilern ist das Konzept
der Ableitung einer Matrix.
2.2.1 Def in it ion (Ableitung): Fixiere für alle k, n ∈N mitk 6 n eine Aufzählung In,k,1, . . . , In,k,(nk) der k-elementigen
Teilmengen von {1, . . . , n}. Bezeichne o einen Dedekind-Ring und K
dessen Quotientenkörper. Sei A ∈ Km×n und 1 6 k 6 min{m, n}. Die
Matrix B ∈ K(mk )×(nk) mit
(B)zs = det((A)Im,k,z ,In,k,s) für alle 1 6 z 6 (
m
k ) und 1 6 s 6 (
n
k)
heißt k-te Ableitung von A und wird auch mit A[k] bezeichnet. 
Mit diesem Konzept lassen sich nun Determinantenteiler und davon
abgeleiteten Begriffe wie Elementarteiler definieren.
2.2.2 Def in it ion (Determinantenteiler): Die Bezeichnun-gen aus 2.2.1 seien übernommen. Der größte gemeinsame
Teiler
∑
16z6(mk )
16s6(nk)
(A[k])zs o = ∑
16z6(mk )
16s6(nk)
(det(A)Im,k,z ,In,k,s) o
aller Einträge von A[k] heißt k-ter Determinantenteiler von A und wird
mit dk(A) bezeichnet. Weiter definiert man di(A) = o für alle i 6 0
und dj(A) = {0} für alle j > min{m, n}.
Für alle k ∈ Z mit dk(A) 6= {0} definiere ek(A) = dk(A)dk−1(A)−1
und fk(A) = ek(A)ek−1(A)−1 und setze weiter ek(A) = {0} sowie
fk(A) = {0} für alle k ∈ Z mit dk(A) = {0}. Dann heißt ek(A) der
k-te Elementarteiler und fk(A) der k-te Grundfaktor von A. 
Es sei bemerkt, dass mit diesen Bezeichnungen d1(A) = e1(A) = f1(A)
der größte gemeinsame Teiler der Einträge von A ist, da man A[1] aus
A durch Zeilen- und Spaltenvertauschungen erhalten kann.
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Da Dedekind-Ringe nicht zwangsläufig Hauptidealringe sein müssen,
werden für die spätere Anwendung neben den gerade definierten
noch zwei weitere Begriffe benötigt.
2.2.3 Def in it ion (Zeilenklasse, Spaltenklasse): Seien dieBezeichnungen aus 2.2.1 übernommen, r = Rang A und
1 6 i 6 (mr ) so gewählt, dass die i-te Zeile von A[r] nicht die Nullzeile
ist. Dann heißt  (mr )∑
k=1
(A[r])ik o
 ·H(K)
die Zeilenklasse von A und wird mit Z(A) bezeichnet. Ist 1 6 j 6 (nr)
so gewählt, dass die j-te Spalte von A[r] nicht die Nullspalte ist, dann
heißt  (nr)∑
k=1
(A[r])kj o
 ·H(K)
die Spaltenklasse von A und wird mit S(A) bezeichnet. 
Zunächst noch einige Anmerkungen zur Wohldefiniertheit: Da die
Matrix A[r] von den gewählten Anordnungen In,k,1, In,k,2, . . . abhängt,
wird gefordert, dass bei jedem Auftreten eines solchen Ausdrucks
dieselbe Anordnung gewählt wird. Um welche es sich konkret handelt,
ist für das Folgende nicht relevant. Bei den Determinantenteilern (und
damit auch bei den Elementarteilern und Grundfaktoren) ist das
Ideal dk(A) (genauso ek(A) und fk(A)) unabhängig von der konkreten
Anordnung der Einträge von A[k]; deshalb sind diese Ideale sogar ohne
weitere Einschränkungen wohldefiniert. Zuletzt kann man zeigen,
dass Zeilenklasse und Spaltenklasse von A unabhängig von der Wahl
der Zeile i beziehungsweise der Spalte j sind (und dass es stets vom
Nullvektor verschiedene Zeilen und Spalten gibt), so dass auch diese
Begriffe wohldefiniert sind (vergleiche etwa [Ste12] § 2, 11. (S. 331)).
Der nachfolgende Satz fasst nun einige der grundlegenden Eigenschaf-
ten der gerade neu eingeführten Begriffe zusammen, beschränkt sich
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dabei jedoch auf den uns hier interessierenden Fall von quadratischen
Matrizen.
2.2.4 Satz : Sei o ein Dedekind-Ring, K dessen Quotientenkör-per, n ∈N und A ∈ Kn×n vom Rang r. Dann gilt:
a) dk(A) = d1(A[k]) für alle 1 6 k 6 n.
b) dr(A) 6= {0}, er(A) 6= {0} und fr(A) 6= {0}.
c) dk(A) = ek(A) = fk(A) = {0} für alle k > r.
d) (det A)o = dn(A) = e1(A) · · · en(A)
= f1(A)nf2(A)n−1 · · · fn−1(A)2fn(A).
e) Ist r = n, so gilt Z(A) = S(A) = H(K).
f) ek(A) | ek+1(A) für alle k ∈ Z.
g) Ist A ∈ on×n, so sind alle Grundfaktoren, Elementarteiler und
Determinantenteiler von A Ideale in o.
h) Gibt es s, t ∈N, so dass A von der Form ( B 00 C ) ist für ein B ∈ Ks×t
und ein C ∈ K(n−s)×(n−t), so gilt Z(A) = Z(B) · Z(C).
i) Für alle B ∈ Kn×n und 1 6 k 6 r gilt A[k]B[k] = (AB)[k]. 
Bewei s :
Die Aussagen (a)–(e) sind einfache Folgerungen aus den Definitionen,
(f) und (h) findet man in [Kru32] nach Satz 10 (S. 25), Teil (g) folgt aus
den Definitionen und Teil (f), und (i) ist der Satz von Binet-Cauchy
([Ait69] 39. (S. 92)). 
Die Bedeutung der Elementarteilertheorie für die Behandlung von
Hecke-Algebren besteht – wie schon zu Anfang dieses Abschnitts er-
wähnt – darin, dass sich mit Hilfe der Elementarteiler charakterisieren
lässt, wann zwei Doppelnebenklassen bezüglich GLn(o) übereinstim-
men.
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2.2.5 Satz : Sei o ein Dedekind-Ring, K dessen Quotientenkör-per, n ∈N und A, B ∈ Kn×n. Dann sind äquivalent:
(i) Es gibt P, Q ∈ GLn(o) mit B = PAQ.
(ii) Es gilt Z(A) = Z(B), und für alle 1 6 k 6 n ist ek(A) = ek(B).
Falls Rang A = n gilt (also A in GLn(K) liegt), ist (i) bereits äquivalent
dazu, dass ek(A) = ek(B) für alle 1 6 k 6 n gilt.
Sämtliche Aussagen gelten genauso, wenn man überall ek durch dk
oder überall ek durch fk ersetzt. 
Bewei s :
[Kru32] Satz 11 (S. 25) für die Äquivalenz von (i) und (ii), der Zusatz
für Rang A = n folgt mit 2.2.4 (e), die Möglichkeit des Übergangs zu
Determinantenteilern oder Grundfaktoren ergibt sich direkt aus den
Definitionen. 
Aus diesem Satz lassen sich mehrere wichtige Folgerungen ziehen.
2.2.6 Folgerung : Sei o ein Dedekind-Ring und K dessenQuotientenkörper. Ist A ∈ GLn(K), so liegt AT in der
Doppelnebenklasse GLn(o)A GLn(o). 
Bewei s :
Da die Determinante invariant unter Transposition ist, enthalten für
jedes 1 6 k 6 n die Matrizen A[k] und (AT)[k] dieselben Einträge
(wenn auch an verschiedenen Stellen). Daraus folgt
dk(AT) = d1((AT)[k]) = d1(A[k]) = dk(A),
also auch ek(AT) = ek(A) für alle 1 6 k 6 n, so dass sich mit 2.2.5 die
Behauptung ergibt. 
Als Anwendung dieser Folgerung lässt sich die Kommutativität der
Hecke-Algebra H(Gn, In, Un) feststellen.
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2.2.7 Satz : Es seien die Bezeichnungen aus 2.1.2 übernommenund n ∈ N. Dann ist die Hecke-Algebra H(Gn, In, Un)
kommutativ. 
Bewei s :
Betrachte die Abbildung ϕ : Gn → Gn, A 7→ AT. Aus der elementaren
Matrix-Theorie erhält man, dass diese Abbildung ein wohldefinierter
Antiautomorphismus ist, der darüberhinaus ϕ(Un) = Un erfüllt. Für
jedes A ∈ In gilt weiter ϕ(A) = AT ∈ Un AUn nach 2.2.6, also auch
Unϕ(A)Un = Un AUn, so dass man mit 1.1.12 nun die Kommutativität
von H(Gn, In, Un) erhält. 
Aus 2.2.5 erhält man eine weitere Aussage, die später bei der Bestim-
mung von Normalformen wichtig wird.
2.2.8 Folgerung : Für a1, . . . , an, b1, . . . , bn ∈ o sind äquiva-lent:
(i) Es gilt a1o+ · · ·+ ano = b1o+ · · ·+ bno.
(ii) Es gibt eine Matrix R ∈ GLn(o) mit
R(a1 · · · an)T = (b1 · · · bn)T. 
Bewei s :
(ii)⇒ (i): Ist (ii) erfüllt, so liefert 2.2.5 die Gleichung
e1((a1 · · · an)T) = e1((b1 · · · bn)T),
was nach Definition der Elementarteiler äquivalent zur Aussage (i) ist.
(i)⇒ (ii): Es gelte a1o+ · · ·+ ano = b1o+ · · ·+ bno. Nehme zunächst
an, dass bi 6= 0 für mindestens ein 1 6 i 6 n gilt. Definiere
A =

a1 0 · · · 0
a2 0 · · · 0
...
...
. . .
...
an 0 · · · 0
 ∈ on×n, B =

b1 0 · · · 0
b2 0 · · · 0
...
...
. . .
...
bn 0 · · · 0
 ∈ on×n.
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Da
e1(A) = a1o+ · · ·+ ano = b1o+ · · ·+ bno = e1(B)
nach Voraussetzung gilt, ek(A) = {0} = ek(B) für alle 2 6 k 6 n
erfüllt ist und darüberhinaus die Zeilenklasse von A als Idealklasse des
größten gemeinsamen Teilers der Einträge einer Zeile von A[1] = A,
also einer Zeile der Form (ai 0 · · · 0), die Hauptklasse ist und
Gleiches für B gilt, womit insbesondere Z(A) = Z(B) erfüllt ist, gibt
es nach 2.2.5 Matrizen P, Q ∈ GLn(o) mit B = PAQ, also BQ−1 = PA.
Schreibe
Q−1 =
(
q q˜
q′ Q′
)
für q ∈ o, q˜ ∈ o1×(n−1), q′ ∈ o(n−1)×1,
Q′ ∈ o(n−1)×(n−1),
und setze a = (a1 · · · an)T sowie b = (b1 · · · bn)T und weiter
b′ = (b2 · · · bn)T. Dann gilt
BQ−1 =
(
b1 0
b′ 0
)(
q q˜
q′ Q′
)
=
(
b1q b1q˜
b′q b′ q˜
)
und
PA = P(a 0) = (Pa 0),
so dass mit BQ−1 = PA die Beziehungen
bq =
(
b1q
b′q
)
= Pa und bq˜ =
(
b1q˜
b′ q˜
)
= 0
folgen. Da nach Annahme nicht alle Einträge von b gleich 0 sind und
o ein Integritätsring ist, erhält man aus bq˜ = 0, dass q˜ = 0 gelten
muss. Daher gilt nun q det Q′ = det Q−1 ∈ o∗ wegen Q−1 ∈ GLn(o),
also folgt insbesondere q ∈ o∗. Setzt man nun R = q−1P, so gilt
R ∈ GLn(o) wegen P ∈ GLn(o) und q−1 ∈ o∗, und aus bq = Pa folgt
b = q−1Pa = Ra, was die Behauptung für diesen Fall liefert.
Es verbleibt, den Fall b1 = · · · = bn = 0 zu betrachten. Hier muss
wegen a1o + · · · + ano = b1o + · · · + bno auch a1 = · · · = an = 0
gelten, so dass man etwa R = En wählen kann. Dies vervollständigt
den Beweis. 
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Für das Folgende ebenfalls von Interesse ist nun, wann zu vorgeschrie-
benen Elementarteilern (oder Determinantenteilern oder Grundfak-
toren) und vorgeschriebener Zeilenklasse (oder Spaltenklasse) eine
Matrix existiert. Dabei wird zunächst der Fall betrachtet, dass n ge-
gebene Elementarteiler durch eine Matrix in o2n×2n realisiert werden
sollen, da dies eine einfache Normalform erlaubt.
2.2.9 Satz : Sei o ein Dedekind-Ring, K dessen Quotienten-körper und n ∈ N. Weiter seien b1, . . . , bn Ideale in o
mit {0} 6= b1 | b2 | · · · | bn und K eine Idealklasse, wobei K = H(K)
gelte, falls bn nicht das Nullideal ist. Bestimme 1 6 r 6 n so, dass
br 6= {0} und bk = {0} für alle r < k 6 n gilt. Dann gibt es eine
Matrix A ∈ o2n×2n, die von der Form
A =

a1 0 · · · 0
b1
...
...
a2
b2
. . .
ar−1
br−1
ar cr
br dr
...
...
0 · · · · · · 0 · · · 0
...
...
. . .
...
0 · · · · · · 0 · · · 0

ist, Zeilenklasse K hat und ek(A) = bk für alle 1 6 k 6 n erfüllt. Weiter
kann man fordern, dass ako+ bko = bk für alle 1 6 k < r gilt und
die Matrix ( ar crbr dr ) vom Rang 1 ist und Zeilenklasse K sowie ersten
Elementarteiler br hat; ist K = H(K), darf darüberhinaus cr = dr = 0
gefordert werden. 
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Bewei s :
[Kru32] vor Satz 11 (S. 25) für die allgemeine Form und [Kru32] nach
Satz 9 (S. 24) für cr = dr = 0 falls K = H(K) 
Dieses Ergebnis wird nun auf die Realisierbarkeit von n vorgeschriebe-
nen Determinantenteilern, Elementarteilern beziehungsweise Grund-
faktoren in on×n übertragen. Dabei wird im folgenden nur noch auf
den hier interessierenden Fall von Matrizen mit vollem Rang einge-
gangen.
2.2.10 Satz : Sei o ein Dedekind-Ring und n ∈ N. Weiterseien a1, . . . , an, b1, . . . , bn und c1, . . . , cn von {0} ver-
schiedene Ideale in o. Dann gilt:
a) Ist A ∈ om×m mit m > n eine Matrix vom Rang n mit dn(A) ∈ H(K)
und Z(A) = H(K), so gibt es eine Matrix B ∈ on×n, die die gleichen
Determinantenteiler, Elementarteiler und Grundfaktoren hat wie
A.
b) Es gibt genau dann eine Matrix B ∈ on×n mit ek(A) = bk für alle
1 6 k 6 n, wenn b1 · · · bn ein Hauptideal ist und bk−1 | bk für alle
2 6 k 6 n gilt.
c) Es gibt genau dann eine Matrix A ∈ on×n mit dk(A) = ak für alle
1 6 k 6 n, wenn an ein Hauptideal ist und a2k−1a
−1
k−2 | ak für alle
2 6 k 6 n gilt (dabei sei a0 = o gesetzt).
d) Es gibt genau dann eine Matrix C ∈ on×n mit fk(A) = ck für alle
1 6 k 6 n, wenn cn1cn−12 · · · c2n−1cn ein Hauptideal ist. 
Bewei s :
a) Nach [Fra34] Satz 1 (S. 150) gilt S(A)Z(A) = dn(A)H(K), also gilt
mit dn(A) ∈ H(K) und Z(A) = H(A) auch S(A) = H(K); mit
[Fra34] Satz 6 (S. 155) folgt nun die Behauptung. (Die Resultate
in [Fra34] sind explizit für den Fall von Ganzheitsringen algebrai-
scher Zahlkörper formuliert, doch die Übertragung auf beliebige
Dedekind-Ringe ist wortwörtlich möglich.)
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b) Die Existenz der Matrix B für gegebene b1, . . . , bn, die die ge-
nannten Bedingungen erfüllen, folgt aus 2.2.9 und Teil (a), dass
umgekehrt für gegebenes B die Elementarteiler die genannten
Bedingungen erfüllen, steht in 2.2.4 (d) und 2.2.4 (f)
c) ist eine Umformulierung von Teil (b)
d) ist eine Umformulierung von Teil (b) 
Der gerade bewiesene Satz besagt zusammen mit 2.2.5, dass es ei-
ne Bijektion zwischen den in ILn(o) enthaltenen Doppelnebenklas-
sen bezüglich GLn(o) und den n-Tupeln (b1, . . . , bn) von Idealen mit
b1, . . . , bn in o mit b1 | · · · | bn und b1 · · · bn ∈ H(K) gibt. In analoger
Weise existieren auch Bijektionen zwischen diesen Doppelnebenklas-
sen und Determinantenteilertupeln beziehungsweise Grundfaktoren-
tupeln.
Eine weitere Anwendung von 2.2.9 liefert für jede Matrix in on×n eine
Normalform, die allerdings nicht mehr im gleichen Matrixring liegt.
2.2.11 Satz : Sei o ein Dedekind-Ring, n ∈N und A ∈ o
n×n
eine Matrix vom Rang n. Setze A′ = ( A 00 0 ) ∈ o2n×2n.
Dann gibt es Matrizen A1, . . . , An ∈ o2×2, wobei Ak für jedes 1 6 k 6 n
von der Form ( ak 0bk 0 ) ist mit e1(Ak) = ek(A), so dass
diag(A1, . . . , An) ∈ GL2n(o)A′GL2n(o)
gilt, wobei diag(A1, . . . , An) die Blockdiagonalmatrix mit den Blöcken
A1, . . . , An auf der Diagonalen bezeichnet. 
Bewei s :
Anwendung von 2.2.9 unter Berücksichtigung von Rang A = n und
51
2 Hecke-Algebren zu unimodularen Gruppen
somit en(A) 6= {0} liefert die Existenz einer Matrix der Form
A′′ =

a1 0 · · · 0
b1
...
...
a2
b2
. . .
an−1
bn−1
an
...
...
bn 0 · · · 0

∈ o2n×2n,
die die Beziehungen ek(A′′) = ek(A) und ako+ bko = ek(A) für alle
1 6 k 6 n erfüllt. (Die Anwendung von 2.2.9 ist nach 2.2.4 (f) möglich.)
Definiert man nun Ai = (
ai 0
bi 0
) für alle 1 6 i 6 n, so kann man
diag(A1, . . . , An) aus A′′ durch Vertauschung von Spalten erhalten,
also gilt insbesondere diag(A1, . . . , An) ∈ A′′GL2n(o). Andererseits
gilt Z(A′′) = H(K) = Z(A′) und ek(A′′) = ek(A) = ek(A′) für alle
1 6 k 6 n, also erhält man mit 2.2.5, dass A′′ ∈ GL2n(o)A′GL2n(o)
gilt. Insgesamt ist also
diag(A1, . . . , An) ∈ A′′GL2n(o) ⊆ GL2n(o)A′GL2n(o),
was zu zeigen war. 
Die gerade konstruierte Normalform wird in einem späteren Ab-
schnitt noch wichtig werden, wenn es darum geht, Aussagen über die
Determinantenteiler von Produkten von Matrizen zu machen. Diese
Aussagen werden benötigt, um den Träger von Produkten von Elemen-
ten der zu untersuchenden Hecke-Algebra genauer zu beschreiben.
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§ 2.3
M A S S F O R M E L N
In der Definition von Hecke-Algebren im ersten Kapitel war gefor-
dert, dass jede Doppelnebenklasse bezüglich U Vereinigung endlich
vieler Rechtsnebenklassen bezüglich U ist. In diesem Abschnitt soll
es nun darum gehen, die Anzahl der benötigten Rechtsnebenklassen
exakt zu berechnen. Ebenso von Interesse ist eine Formel, die für eine
Doppelnebenklasse die Anzahl bestimmter ausgezeichneter Rechts-
nebenklassen angibt. Zunächst werden die Bezeichnungen für die zu
berechnenden Größen eingeführt.
2.3.1 Voraussetzungen und Beze ichnungen : Sei oein normendlicher Dedekind-Ring und K dessen Quo-
tientenkörper. Für jedes n ∈ N sei Gn = GLn(K) und Un = GLn(o)
sowie In = ILn(o). Weiter seien die sich daraus ergebenden Bezeich-
nungen aus 1.1.4 übernommen (mit Gn anstelle von G und Un anstelle
von U sowie In anstelle von M).
Ein Analogon zum Maß µ, das auf Vereinigungen von Rechtsneben-
klassen bezüglich Un definiert ist, wird nun auch für Elemente der
Hecke-Algebra H(Gn, In, Un) eingeführt: Für jedes A ∈ In definiere
µ(JAK) = µ([A]) und setze die Abbildung µ linear auf H(Gn, In, Un)
fort. Zur Vereinfachung der Notation setze noch µ([A]) = µ(A) für
alle A ∈ In.
Für A ∈ In und 1 6 i 6 n setze weiter
gi(A) = (A)1io+ · · ·+ (A)nio,
und für Ideale a von o definiere
µa(JAK) = ∣∣{Un A′ | A′ ∈ Un AUn, g1(A′) = a}∣∣ = µa([A]) = µa(A).
Setze auch die Abbildung µa linear auf H(Gn, In, Un) fort. 
53
2 Hecke-Algebren zu unimodularen Gruppen
Die hier vorgestellte Definition von µa verlangt eine Anmerkung zur
Wohldefiniertheit: Diese ist gegeben, da g1(A′′) = g1(A′) für alle
A′′ ∈ Un A′ gilt (nach 2.2.8).
Zur Abzählung der in einer Doppelnebenklasse enthaltenen verschie-
denen Rechtsnebenklassen mit vorgeschriebenem größten gemein-
samen Teiler der ersten Spalte wird folgendes Vorgehen gewählt:
Bestimme zunächst für jede Rechtsnebenklasse mit vorgeschriebenem
größten gemeinsamen Teiler der ersten Spalte einen ausgezeichneten
Vertreter (2.3.2), und zähle dann diejenigen, die in der gegebenen
Doppelnebenklasse liegen (2.3.3 beziehungsweise 2.3.6). Die nachfol-
genden Analysen beschränken sich dabei auf den Fall n = 2.
2.3.2 Lemma : Es seien die Bezeichnungen aus 2.3.1 übernom-men, a ein Ideal in o und b ∈ a. Weiter sei gemäß 1.2.8 ein
a ∈ a \ {0} gewählt, das ao+ bo = a erfüllt, und V ein Vertretersystem
von (o ∩ ab−1o)  (ba−1o ∩ ab−1o). Dann hat jede Rechtsnebenklas-
se U2 A für A ∈ I2 mit g1(A) = a und d2(A) = bo einen eindeutig
bestimmten Vertreter der Form(
a c− 1
b ba−1c
)
für ein c ∈ V.
Das Vertretersystem V ist endlich. 
Bewei s :
Für die Eindeutigkeit des Vertreters zeige, dass für c, d ∈ V mit
U2
(
a c− 1
b ba−1c
)
︸ ︷︷ ︸
=:C
= U2
(
a d− 1
b ba−1d
)
︸ ︷︷ ︸
=:D
stets c = d gilt. Wegen U2C = U2D gibt es ein P = (
p1 p2
p3 p4 ) ∈ U2 mit(
p1 p2
p3 p4
)(
a c− 1
b ba−1c
)
=
(
a d− 1
b ba−1d
)
,
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also (
p1a + p2b p1(c− 1) + p2ba−1c
p3a + p4b p3(c− 1) + p4ba−1c
)
=
(
a d− 1
b ba−1d
)
.
Daraus liest man zunächst p1a + p2b = a und p3a + p4b = b ab und
folgert p2 = ab−1(1 − p1) sowie p3 = ba−1(1 − p4). Da die Deter-
minanten von C und D übereinstimmen (beide sind gleich b) und
PC = D gilt, hat man det P = 1, also p1 p4 − p2 p3 = 1. Einsetzen der
Gleichungen für p2 und p3 liefert p1 p4− (1− p1)(1− p4) = 1, woraus
nach Auflösen p4 = 2− p1 folgt. Aus der letzten Matrixgleichung
liest man weiter p3(c− 1) + p4ba−1c = ba−1d ab. Zusammen mit den
Gleichungen für p2, p3 und p4 folgt daraus nun
d− c = ab−1(ba−1d)− c = ab−1(p3(c− 1) + p4ba−1c)− c
= ab−1 p3(c− 1) + p4c− c
= ab−1(ba−1(1− p4))(c− 1) + p4c− c
= (1− p4)(c− 1) + p4c− c = p4 − 1 = (2− p1)− 1
= 1− p1 = ba−1(ab−1(1− p1)) = ba−1 p2 ∈ ba−1o
folgt. Da c und d als Elemente von V beide in ab−1o liegen, gilt
auch d− c ∈ ab−1o, also insgesamt d− c ∈ ba−1o ∩ ab−1o. Da V als
Vertretersystem modulo ba−1o ∩ ab−1o gewählt wurde, muss daher
d = c gelten.
Existenz des Vertreters: Sei A ∈ I2 mit g1(A) = a und d2(A) = bo. Da
ao+ bo = a = g1(A) gilt, gibt es nach 2.2.8 ein P1 ∈ U2 mit
P1 A =
(
a ∗
b ∗
)
.
Setze ε = b(det(P1 A))−1. Wegen d2(P1 A) = d2(A) = bo gilt dann
ε ∈ o∗. Weiter sei P2 = diag(ε, 1) ∈ U2. Dann gilt
det(P2P1 A) = (det P2)det(P1 A) = εdet(P1 A)
= b(det(P1 A))−1 det(P1 A) = b.
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Die Ideale o ∩ ab−1o und o ∩ ba−1o sind teilerfremd, denn für jedes
Primideal p von o gilt
vp((o∩ ab−1o) + (o∩ ba−1o))
1.2.5
= min{max{0, vp(a)− vp(b)}, max{0, vp(b)− vp(a)}}
= 0,
also (o ∩ ab−1o) + (o ∩ ba−1o) = o. Nach dem chinesischen Restsatz
(1.2.9) gibt es dann ein p ∈ o mit p ∈ (o∩ ba−1o)+ ε−1 und gleichzeitig
p ∈ (o∩ ab−1o) + 1. Die Matrix
P3 =
(
p ab−1(1− εp)
ba−1(p− 1) ε+ 1− εp
)
liegt in o2×2, denn aus p ∈ (o ∩ ba−1o) + ε−1 folgt εp ∈ εba−1o+ 1
und damit ab−1(1− εp) ∈ εo = o, und aus p ∈ (o ∩ ab−1o) + 1 folgt
p− 1 ∈ ab−1o und damit ba−1(p− 1) ∈ o, für die übrigen Einträge ist
offensichtlich, dass sie in o liegen. Darüberhinaus hat man det P3 = 1,
also insbesondere P3 ∈ U2. Nun ist
P3P2P1 A = P3
(
ε 0
0 1
)(
a ∗
b ∗
)
=
(
p ab−1(1− εp)
ba−1(p− 1) ε+ 1− εp
)(
aε ∗
b ∗
)
=
(
paε+ a(1− εp) ∗
bε(p− 1) + εb + b− εpb ∗
)
=
(
a ∗
b ∗
)
.
Setze r = (P3P2P1 A)12 und s = (P3P2P1 A)22, dann ist
as− br = det(P3P2P1 A) = (det P3)det(P2P1 A) = 1 · b = b,
und es folgt as = br + b = b(1+ r) und damit 1+ r = ab−1s ∈ ab−1o.
Da zudem 1+ r ∈ o gilt, gibt es nach Wahl von V dann ein c ∈ V mit
1+ r ∈ c + (ba−1o∩ ab−1o). Setze nun
P4 =
(
ab−1s− c + 1 ab−1(c− r− 1)
s− ba−1c c− r
)
.
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Diese Matrix liegt in o2×2: Zunächst gilt 1+ r− c ∈ ba−1o∩ ab−1o nach
Wahl von c, also ist insbesondere ab−1(c− r− 1) ∈ ab−1(−ba−1o) = o;
weiter gilt
ab−1s− c + 1 = (ab−1s− r) + (r− c + 1) = 1b (as− br) + (r− c + 1)
= 1b · b + (r− c + 1),
also liegt ab−1s− c + 1 in o, da dies bereits für 1 sowie r und c gilt;
ebenso liegt
s− ba−1c = s + ba−1(1+ r− c)− ba−1(1+ r)
in o, denn einerseits wurde bereits 1 + r ∈ ab−1o gezeigt, woraus
ba−1(1+ r) ∈ o folgt, andererseits folgt aus
1+ r− c ∈ ba−1o∩ ab−1o
insbesondere ba−1(1+ r− c) ∈ ba−1(ab−1o) = o; schließlich liegt auch
c− r in o, da bereits c und r aus o gewählt wurden. Man rechnet nun
nach, dass
det P4 = −r + ab−1s = 1b (as− br) = 1b · b = 1
gilt, was insbesondere P4 ∈ U2 beweist. Dann ist P4P3P2P1 A ∈ U2 A,
da die Matrizen P1, . . . , P4 alle in U2 liegen. Verwendet man zur Ver-
kürzung der Schreibweise t = c− r− 1, so ist nun
P4P3P2P1 A = P4
(
a r
b s
)
=
(
ab−1s− c + 1 ab−1t
s− ba−1c c− r
)(
a r
b s
)
=
(
a2b−1s− ac + a + at ab−1sr− cr + r + ab−1st
as− bc + bc− br sr− ba−1cr + cs− rs
)
,
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und indem man t = c− r− 1 einsetzt, erhält man weiter(
a2b−1s− ac + a + at ab−1sr− cr + r + ab−1st
as− bc + bc− br sr− ba−1cr + cs− rs
)
=
(
a2b−1s− ar −cr + r + ab−1s(c− 1)
as− br −ba−1cr + cs
)
=
(
a(ab−1s− r) (ab−1s− r)(c− 1)
b(ab−1s− r) ba−1c(−r + ab−1s)
)
=
(
a c− 1
b ba−1c
)
,
da oben bereits gezeigt wurde, dass ab−1s− r = 1 gilt. Dies beweist,
dass es in U2 A einen Vertreter der gewünschten Form gibt.
Die Endlichkeit von V folgt aus der Endlichkeit eines Vertretersystems
von o (ba−1o∩ ab−1o), die sich wiederum aus der Normendlichkeit
von o ergibt, da ba−1o∩ ab−1o nach 1.2.6 ein Ideal in o ist. 
Nun wird eine erste Formel für die Anzahl von Rechtsnebenklassen
mit vorgeschriebenem größten gemeinsamen Teiler der ersten Spalte
angegeben.
2.3.3 Lemma : Es seien die Bezeichnungen aus 2.3.1 übernom-men. Darüberhinaus sei A ∈ I2 und a ein Ideal in o mit
d1(A) | a | d2(A). Wähle ein a ∈ a mit ao+ (det A)o = a (möglich
nach 1.2.8, da det A ∈ a wegen a | d2(A) = (det A)o), setze q = a−1a
sowie b = a−1d2(A) und wähle ein Vertretersystem V von q  qb.
Dann gilt
µa(A) = |{c ∈ V | a+ (c− 1)o+ cq−1b = d1(A)}|. 
Bewei s :
Zeige zunächst, dass V ein Vertretersystem von
(o∩ a(det A)−1o)  ((det A)a−1o∩ a(det A)−1o)
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ist. Die Ideale q und b sind teilerfremd, denn es gilt
a = ao+ (det A)o = aq+ ab = a(q+ b),
also q+ b = o. Deswegen erhält man
o∩ a(det A)−1o = o∩ aq(ab)−1 = o∩ qb−1 1.2.6= q
und
(det A)a−1o∩ a(det A)−1o = bq−1 ∩ qb−1 1.2.6= bq,
woraus sich die Behauptung dieser Vorüberlegung ergibt.
Ist U2B für ein B ∈ I2 eine Rechtsnebenklasse in U2 AU2 mit g1(B) = a,
so gilt insbesondere d2(B) = d2(A). Nach 2.3.2 besitzt U2B dann
einen eindeutigen Vertreter von der dort beschriebenen Form (mit
b = det A). Zur Berechnung von µa(A) bestimme also die Anzahl
der Vertreter C in der Form von 2.3.2 mit b = det A (das V ist gemäß
Vorüberlegung bereits korrekt gewählt), die d1(C) = d1(A) erfüllen
(denn genau dann liegt dieser Vertreter nach 2.2.5 in U2 AU2, da
zusätzlich d2(C) = bo = d2(A) gilt). Bestimme dazu die Anzahl der
c ∈ V mit
d1
((
a c− 1
det A (det A)a−1c
))
= d1(A).
Nun ist
d1
((
a c− 1
det A (det A)a−1c
))
= ao+ (det A)o+ (c− 1)o
+((det A)a−1c)o
= a+ (c− 1)o+ d2(A)a−1c
= a+ (c− 1)o+ (ab)(aq)−1c
= a+ (c− 1)o+ cbq−1.
Dies schließt den Beweis ab. 
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Diese erste elementare Anzahlformel kann noch vereinfacht werden
und auf eine »geschlossene Form« gebracht werden. Als Vorbereitung
werden einige Hilfslemmata benötigt.
2.3.4 Lemma : Es seien die Bezeichnungen aus 2.3.1 und 2.3.3übernommen. Für c ∈ q und Ideale c von o sind dann
äquivalent:
(i) c | a+ (c− 1)o+ cq−1b.
(ii) c | a und ac | d2(A) und c | c− 1. 
Bewei s :
(i) ⇒ (ii): Aus (i) erhält man sofort c | a und c | c− 1. Es verbleibt
nun ac | d2(A) zu zeigen. Zeige dazu vp(ac) 6 vp(d2(A)) für alle
Primideale p. Ist p ein Primideal mit p 6 | c, so folgt wegen a | d2(A) die
behauptete Ungleichung:
vp(ac) = vp(a) + vp(c) = vp(a) + 0 6 vp(d2(A)).
Sei nun p ein Primideal mit p | c. Wegen c | c− 1 ist vp(c− 1) > 1, und
da c− 1 und c stets teilerfremd sind, muss vp(c) = 0 gelten. Nach (i)
gilt c | cq−1b, also
1 6 vp(c) 6 vp(cq−1b) = vp(c)− vp(q) + vp(b) = −vp(q) + vp(b).
Nun kann nicht vp(q) > 1 gelten, denn da q und b teilerfremd sind
(vergleiche den Beweis von 2.3.3), würde vp(b) = 0 und daraus mit
der gerade gezeigten Ungleichung 1 6 −vp(q) 6 −1 folgen. Daher
muss vp(q) = 0 gelten, da q ein Ideal in o ist. Aus obiger Ungleichung
erhält man dann vp(c) 6 vp(b) und somit
vp(ac) = vp(a) + vp(c) 6 vp(a) + vp(b) = vp(ab) = vp(d2(A)).
Die bewiesenen Aussagen zusammengenommen liefern nun (ii).
(ii)⇒ (i): Zum Beweis dieser Richtung genügt es, c | cq−1b zu zeigen,
falls (ii) gilt. Aus ac | d2(A) folgt c | a−1d2(A) = b, und wegen c ∈ q
ist cq−1 ⊆ o, also gilt erst recht c | cq−1b. 
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Auch das nachfolgende Lemma wird als Hilfsmittel im Beweis einer
Vereinfachung von 2.3.3 benötigt.
2.3.5 Lemma : Es seien die Bezeichnungen aus 2.3.1 und 2.3.3übernommen. Für jedes Ideal c von o mit c | a | d2(A)c−1
gilt dann
|{c ∈ V | c− 1 ∈ c}| = N(b)N(c)−1. 
Bewei s :
(1) Es gilt c | b: Wegen a | d2(A)c−1 existiert ein Ideal a′ in o mit
aa′ = d2(A)c−1; es folgt b = d2(A)a−1 = d2(A)d2(A)−1ca′ = ca′, also
c | b.
(2) Wegen der Teilerfremdheit von b und q (vergleiche den Beweis von
2.3.3) müssen nach (1) auch q und c teilerfremd sein. Daher existiert
nach 1.2.9 ein d ∈ o mit
{x ∈ o | x ∈ q, x ∈ 1+ c} = d + cq.
(3) Es sei {c ∈ V | c − 1 ∈ c} = {d1, . . . , dk} und V = {d1, . . . , dm}
mit m > k. Dann bilden die d1 − d, . . . , dk − d ein Vertretersystem von
cq bq:
(3a) Wegen d ∈ q und d ∈ 1+ c nach (2) sowie di − 1 ∈ c nach Wahl
von d1, . . . , dk gilt di − d ∈ di + q = q und di − d ∈ (di − 1) + c = c,
also di − d ∈ c ∩ q = cq für alle 1 6 i 6 k (dabei gilt c ∩ q = cq nach
1.2.6 aufgrund der Teilerfremdheit).
(3b) Da die di Elemente eines Vertretersystems von q bq sind, müssen
die di + bq für 1 6 i 6 m und damit auch die (di − d) + bq für
1 6 i 6 m paarweise verschieden sein.
(3c) Für jedes x ∈ cq gibt es ein 1 6 j 6 k mit x ∈ (dj − d) + bq: Ist
x ∈ cq = c∩ q, also x ∈ c und x ∈ q, so gilt nach (2) x + d ∈ x + q = q
und x+ d ∈ x+ 1+ c = 1+ c, also x+ d ∈ q∩ (c+ 1). Wegen x+ d ∈ q
gibt es ein 1 6 j 6 m mit x + d ∈ dj + bq. Es gilt sogar j 6 k, denn
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nach (1) gilt c | b | bq, womit aus x + d ∈ dj + bq auch x + d ∈ dj + c
folgt, was dj − 1 ∈ x + d− 1 + c = c liefert, da bereits x + d ∈ c+ 1
gezeigt wurde. Damit ist Punkt (3) vollständig bewiesen.
(4) Es gilt |cq bq| = N(b)N(c)−1: Man hat
N(c)N(q) · |cq bq| = N(cq) · |cq bq|
= |o cq| · |cq bq|
= |o bq| = N(bq)
= N(b)N(q),
woraus man nach Division durch N(c)N(q) die Behauptung aus (4)
erhält.
Die Punkte (3) und (4) liefern zusammengenommen den Beweis des
Lemmas. 
Mit diesen Lemmata ist nun eine Vereinfachung der Maßformel aus
2.3.3 möglich.
2.3.6 Satz : Es seien die Bezeichnungen aus 2.3.1 übernom-men. Weiter sei A ∈ I2 und a ein Ideal in o. Gilt nun
d1(A) | a | d2(A)d1(A)−1, so ist
µa(A) =
N(d2(A))
N(a)N(d1(A))
∏
p Primideal
p|ad1(A)−1+d2(A)d1(A)−1a−1
(1−N(p)−1),
andernfalls ist µa(A) = 0. 
Bewei s :
(1) In 2.3.3 wurde gezeigt, dass mit den dort eingeführten Bezeichnun-
gen
µa(A) = |{c ∈ V | a+ (c− 1)o+ cq−1b = d1(A)}|
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gilt. Ist a ein Ideal von o mit µa(A) > 1, so gibt es ein c ∈ V mit
a+ (c− 1)o+ cq−1b = d1(A), also insbesondere
d1(A) | a+ (c− 1)o+ cq−1b.
Mit 2.3.4 folgt d1(A) | a und ad1(A) | d2(A), also zusammengenom-
men d1(A) | a | d2(A)d1(A)−1. Daher ist nun µa(A) = 0, falls diese
Bedingung nicht erfüllt ist.
(2) Es sei
Q = {q Primideal von o | q teilt d2(A)d1(A)−2} = {q1, . . . , qm}.
Im folgenden gelte stets d1(A) | a | d2(A)d1(A)−1. Definiere nun
M = {c ∈ V | a+ (c− 1)o+ cq−1b = d1(A)}. Für Ideale c von o setze
M(c) = {c ∈ V | c teilt a+ (c− 1)o+ cq−1b}. Dann gilt zunächst
m
∑
k=0
∑
{p1,...,pk}⊆Q
|{p1,...,pk}|=k
(−1)k |M(d1(A)p1 · · · pk)|
=
m
∑
k=0
∑
{p1,...,pk}⊆Q
|{p1,...,pk}|=k
∑
c∈M(d1(A)p1···pk)
(−1)k.
Es bezeichne χc die Indikatorfunktion von M(c). Da für jedes Ideal c′
in o offenbar M(d1(A)) ⊇ M(d1(A)c′) gilt, hat man weiter
m
∑
k=0
∑
{p1,...,pk}⊆Q
|{p1,...,pk}|=k
∑
c∈M(d1(A)p1···pk)
(−1)k
=
m
∑
k=0
∑
{p1,...,pk}⊆Q
|{p1,...,pk}|=k
∑
c∈M(d1(A))
(−1)kχd1(A)p1···pk (c)
= ∑
c∈M(d1(A))
m
∑
k=0
∑
{p1,...,pk}⊆Q
|{p1,...,pk}|=k
(−1)kχd1(A)p1···pk (c).
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Für jedes c ∈ M(d1(A)) sei Q(c) die Menge aller Primideale von o,
die das Ideal (a+ (c− 1)o+ cq−1b)d1(A)−1 teilen. Sind nun q1, . . . , qk
paarweise verschiedene Primideale von o, so gilt c ∈ M(d1(A)q1 · · · qk)
nach Definition von M(c) und Q(c) genau dann, wenn {q1, . . . , qk}
eine Teilmenge von Q(c) ist. Daher gilt weiter
∑
c∈M(d1(A))
m
∑
k=0
∑
{p1,...,pk}⊆Q
|{p1,...,pk}|=k
(−1)kχd1(A)p1···pk (c)
= ∑
c∈M(d1(A))
|Q(c)|
∑
k=0
∑
{p1,...,pk}⊆Q(c)
|{p1,...,pk}|=k
(−1)k
= ∑
c∈M(d1(A))
|Q(c)|
∑
k=0
(|Q(c)|
k
)
(−1)k
= ∑
c∈M(d1(A))
0|Q(c)| = |{c ∈ M(d1(A)) |Q(c) = ∅}| .
Für c ∈ M(d1(A)) gilt Q(c) = ∅ nach Definition von Q(c) genau
dann, wenn d1(A) = a+ (c− 1)o+ cq−1b gilt (beachte, dass das in der
Definition von Q(c) auftretende Ideal (a+ (c− 1)o+ cq−1b)d1(A)−1
für jedes c ∈ M(d1(A)) ein ganzes Ideal ist und somit Q(c) = ∅ nur
gelten kann, wenn dieses Ideal gleich o ist), also erhält man insgesamt
m
∑
k=0
∑
{p1,...,pk}⊆Q
|{p1,...,pk}|=k
(−1)k |M(d1(A)p1 · · · pk)|
= |{c ∈ M(d1(A)) | d1(A) = a+ (c− 1)o+ cq−1b}|
= |{c ∈ V | d1(A) = a+ (c− 1)o+ cq−1b}|.
(3) Seien p1, . . . , pk Primideale. Falls
d1(A)p1 · · · pk | a | d2(A)(d1(A)p1 · · · pk)−1
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nicht gilt, ist für c = d1(A)p1 · · · pk die erste oder die zweite Bedingung
der Aussage aus 2.3.4 (ii) verletzt und folglich nach diesem Lemma
|M(d1(A)p1 · · · pk)| = 0, ansonsten hat man
|M(d1(A)p1 · · · pk)| 2.3.4= |{c ∈ V | d1(A)p1 · · · pk teilt c− 1}|
2.3.5
= N(b)N(d1(A)p1 · · · pk)−1.
(4) Für Primideale p1, . . . , pk definiere
ψ(p1, . . . , pk) =
{
1, falls d1(A)p1 · · · pk | a | d2(A)(d1(A)p1 · · · pk)−1,
0 sonst.
Dann gilt
m
∑
k=0
∑
{p1,...,pk}⊆Q
|{p1,...,pk}|=k
(−1)k |M(d1(A)p1 · · · pk)|
(3)
=
m
∑
k=0
∑
{p1,...,pk}⊆Q
|{p1,...,pk}|=k
(−1)kN(b)N(d1(A)p1 · · · pk)−1ψ(p1, . . . , pk),
also
N(b)−1N(d1(A))
m
∑
k=0
∑
{p1,...,pk}⊆Q
|{p1,...,pk}|=k
(−1)k |M(d1(A)p1 · · · pk)|
=
m
∑
k=0
∑
{p1,...,pk}⊆Q
|{p1,...,pk}|=k
(−1)kN(p1)−1 · · ·N(pk)−1ψ(p1, . . . , pk).
Nun gilt d1(A)p1 · · · pk | a | d2(A)(d1(A)p1 · · · pk)−1 genau dann,
wenn p1 · · · pk | ad1(A)−1 und p1 · · · pk | d2(A)d1(A)−1a−1 gilt, was
wiederum äquivalent dazu ist, dass p1 · · · pk den größten gemeinsamen
Teiler ad1(A)−1 + d2(A)d1(A)−1a−1 teilt. Daher sind in obiger Summe
65
2 Hecke-Algebren zu unimodularen Gruppen
genau die Summanden von Null verschieden, bei denen die p1, . . . , pk
alle das Ideal ad1(A)−1 + d2(A)d1(A)−1a−1 teilen. Es bezeichne nun
Q′ die Menge aller Primideale, die ad1(A)−1 + d2(A)d1(A)−1a−1 tei-
len. Dann erhält man folgende Vereinfachung:
m
∑
k=0
∑
{p1,...,pk}⊆Q
|{p1,...,pk}|=k
(−1)kN(p1)−1 · · ·N(pk)−1ψ(p1, . . . , pk)
=
|Q′ |
∑
k=0
∑
{p1,...,pk}⊆Q′
|{p1,...,pk}|=k
(−1)kN(p1)−1 · · ·N(pk)−1
=
|Q′ |
∑
k=0
∑
{p1,...,pk}⊆Q′
|{p1,...,pk}|=k
(−N(p1)−1) · · · (−N(pk)−1),
und nach dem allgemeinen Distributivgesetz gilt
|Q′ |
∑
k=0
∑
{p1,...,pk}⊆Q′
|{p1,...,pk}|=k
(−N(p1)−1) · · · (−N(pk)−1)
= ∏
q∈Q′
(1−N(q)−1).
Fügt man nun alle Umformungen in diesem Absatz zusammen und
ergänzt den Faktor N(b)N(d1(A))−1 wieder, so ergibt sich die Glei-
chung
m
∑
k=0
∑
{p1,...,pk}⊆Q
|{p1,...,pk}|=k
(−1)k |M(d1(A)p1 · · · pk)|
= N(b)N(d1(A))−1 ∏
q∈Q′
(1−N(q)−1).
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(5) Zusammengefasst gilt
µa(A)
(1)
= |{c ∈ V | a+ (c− 1)o+ cq−1b = d1(A)}|
(2)
=
m
∑
k=0
∑
{p1,...,pk}⊆Q
|{p1,...,pk}|=k
(−1)k |M(d1(A)p1 · · · pk)|
(4)
= N(b)N(d1(A))−1 ∏
q∈Q′
(1−N(q)−1)
b=d2(A)a−1=
N(d2(A))
N(a)N(d1(A))
∏
q∈Q′
(1−N(q)−1),
was die Behauptung beweist. 
Diese Formel für µa(A) wird im nächsten Abschnitt noch im Beweis
eines Reduktionssatzes relevant. Zunächst soll jedoch auch eine Maß-
formel für die Anzahl aller in einer Doppelnebenklasse enthaltenen
Rechtsnebenklassen gezeigt werden.
2.3.7 Satz : Es seien die Bezeichnungen aus 2.3.1 übernommenund A ∈ I2. Dann gilt
µ(A) = N(f2(A)) ∏
p Primideal
p|f2(A)
(1+N(p)−1).

Bewei s :
(1) Zur Berechnung von µ(A) müssen alle µa(A) aufsummiert werden,
da dies dann die Anzahl der Rechtsnebenklassen U2B in U2 AU2 mit
beliebigem größten gemeinsamen Teiler der Einträge der ersten Spalte
von B beschreibt; definiert man für Primideale p und Ideale c von o
zur Abkürzung
ψp(c) =
{
1−N(p)−1, falls p | cd1(A)−1 + d2(A)d1(A)−1c−1,
1 sonst,
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so gilt
µ(A) = ∑
a Ideal in o
µa(A)
2.3.6
= ∑
d1(A)|a|d2(A)d1(A)−1
N(d2(A))
N(a)N(d1(A))
∏
p Primideal
ψp(a).
Verwende als neuen Summationsindex a′ = d2(A)d1(A)−1a−1 anstelle
von a. Dann ist die Bedingung d1(A) | a | d2(A)d1(A)−1 gleichbe-
deutend mit o | a′ | d2(A)d1(A)−2 = f2(A), und ψp(a) = 1−N(p)−1,
das heißt p | ad1(A)−1 + d2(A)d1(A)−1a−1, ist äquivalent zur Bedin-
gung p | (a′)−1d1(A)−2d2(A) + a′ = (a′)−1f2(A) + a′, und es gilt
ψp(a) = 1 für alle Primideale p, die diese Bedingung nicht erfüllen.
Darüberhinaus gilt N(a′) = N(d2(A))N(d1(A))−1N(a)−1, also hat
man insgesamt
∑
d1(A)|a|d2(A)d1(A)−1
N(d2(A))
N(a)N(d1(A))
∏
p Primideal
ψp(a)
= ∑
o|a′ |f2(A)
N(a′) ∏
q Primideal
q|(a′)−1f2(A)+a′
(1−N(q)−1).
(2) Für Ideale c von o bezeichne Qc die Menge aller Primideale q, die
c−1f2(A) + c teilen. Sei nun p ein Primideal, k ∈ N0 und c ein Ideal
von o mit p 6 | c. Dann gilt
p ∈ Qpkc ⇔
p | (pkc)−1f2(A) + pkc ⇔
vp((pkc)−1f2(A)) > 0 und vp(pkc) > 1 ⇔
−k + vp(f2(A)) > 0 und k > 1 ⇔
1 6 k < vp(f2(A)),
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und für jedes Primideal p′ 6= p ist
p′ ∈ Qpkc ⇔
p′ | (pkc)−1f2(A) + pkc ⇔
vp′((p
kc)−1f2(A)) > 0 und vp′(pkc) > 1 ⇔
vp′(c
−1f2(A)) > 0 und vp′(c) > 1 ⇔
p′ ∈ Qc.
(3) Beweise nun die Behauptung durch vollständige Induktion nach
der Anzahl der Primteiler von f2(A). Ist diese Anzahl gleich 0, so gilt
f2(A) = o und damit
µ(A)
(1)
= ∑
o|a′ |f2(A)
N(a′) ∏
q∈Qa′
(1−N(q)−1)
= N(o) ∏
q∈Qo
(1−N(q)−1) = 1 · 1 = 1,
was mit der zu zeigenden Formel übereinstimmt. Nun werde f2(A)
von mindestens einem Primideal p geteilt. Es gilt
µ(A)
(1)
= ∑
o|a′ |f2(A)
N(a′) ∏
q∈Qa′
(1−N(q)−1)
=
vp(f2(A))
∑
k=0
∑
o|c|f2(A)
p6 |c
N(pkc) ∏
q∈Q
pkc
(1−N(q)−1)
(2)
=
vp(f2(A))−1
∑
k=1
∑
o|c|f2(A)
p6 |c
N(p)kN(c)(1−N(p)−1) ∏
q∈Qc
(1−N(q)−1)
+ ∑
o|c|f2(A)
p6 |c
N(c) ∏
q∈Qc
(1−N(q)−1)
+ ∑
o|c|f2(A)
p6 |c
N(p)vp(f2(A))N(c) ∏
q∈Qc
(1−N(q)−1).
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Da
vp(f2(A))−1
∑
k=1
∑
o|c|f2(A)
p6 |c
N(p)kN(c)(1−N(p)−1) ∏
q∈Qc
(1−N(q)−1)
=
vp(f2(A))−1
∑
k=1
∑
o|c|f2(A)
p6 |c
N(p)kN(c) ∏
q∈Qc
(1−N(q)−1)
−
vp(f2(A))−1
∑
k=1
∑
o|c|f2(A)
p6 |c
N(p)k−1N(c) ∏
q∈Qc
(1−N(q)−1)
=
vp(f2(A))−1
∑
k=1
∑
o|c|f2(A)
p6 |c
N(p)kN(c) ∏
q∈Qc
(1−N(q)−1)
−
vp(f2(A))−2
∑
k=0
∑
o|c|f2(A)
p6 |c
N(p)kN(c) ∏
q∈Qc
(1−N(q)−1)
= ∑
o|c|f2(A)
p6 |c
N(p)vp(f2(A))−1N(c) ∏
q∈Qc
(1−N(q)−1)
− ∑
o|c|f2(A)
p6 |c
N(c) ∏
q∈Qc
(1−N(q)−1)
gilt, vereinfacht sich die Formel für µ(A) zu
µ(A) = ∑
o|c|f2(A)
p6 |c
N(p)vp(f2(A))N(c) ∏
q∈Qc
(1−N(q)−1)
+ ∑
o|c|f2(A)
p6 |c
N(p)vp(f2(A))−1N(c) ∏
q∈Qc
(1−N(q)−1)
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= N(p)vp(f2(A))(1+N(p)−1) ∑
o|c|f2(A)
p6 |c
N(c) ∏
q∈Qc
(1−N(q)−1).
Wähle nun eine Matrix A′ ∈ In mit di(A′) = di(A)p−vp(di(A)) für jedes
i ∈ {1, 2}; dies ist möglich nach 2.2.10, denn für alle Primideale q von
o gilt
vq((d1(A)p−vp(d1(A)))2) =
{
2vq(d1(A)), falls q 6= p,
0 sonst
}
2.2.4 (f)
6
{
vq(d2(A)), falls q 6= p,
0 sonst
}
= vq(d2(A)p−vp(d2(A))),
also (d1(A)p−vp(d1(A)))2 | d2(A)p−vp(d2(A)). Mit dieser Wahl tritt p
nicht als Primteiler von f2(A′) auf, also kann die Induktionsvorausset-
zung auf A′ angewendet werden. Berücksichtige nun noch, dass mit
der Definition von Q′c als Menge aller Primideale, die c−1f2(A′) + c
teilen, für ein Ideal c von o mit p 6 | c stets Qc = Q′c gilt, da wegen p 6 | c
sowohl p /∈ Qc als auch p /∈ Q′c nach Definition dieser Mengen gelten
muss und für jedes Primideal q 6= p die Bedingungen p | c−1f2(A) + c
und p | c−1f2(A′) + c wegen vq(f2(A′)) = vq(f2(A)) äquivalent sind.
Somit erhält man
∑
o|c|f2(A)
p6 |c
N(c) ∏
q∈Qc
(1−N(q)−1)
= ∑
o|c|f2(A′)
N(c) ∏
q∈Q′c
(1−N(q)−1)
(1)
= µ(A′) (IV)= N(f2(A′)) ∏
p′ Primideal
p′ |f2(A′)
(1+N(p′)−1)
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und damit insgesamt
µ(A) = N(p)vp(f2(A))(1+N(p)−1) ∑
o|c|f2(A)
p6 |c
N(c) ∏
q∈Qc
(1−N(q)−1)
= N(p)vp(f2(A))(1+N(p)−1)N(f2(A′)) ∏
p′ Primideal
p′ |f2(A′)
(1+N(p′)−1)
= N(f2(A)) ∏
p′ Primideal
p′ |f2(A)
(1+N(p′)−1),
was zu zeigen war. 
Die folgende Bemerkung stellt einige bereits bekannte vergleichba-
re Ergebnisse zur Berechnung der Anzahl von Rechtsnebenklassen
zusammen.
2.3.8 Bemerkung : Wird der Fall K = Q untersucht, so lässtsich eine Aussage beweisen, die eine bestimmte formale
Potenzreihe über der Hecke-Algebra als Quotient von Polynomen dar-
stellt (zu diesem Rationalitätssatz vergleiche etwa [Kri90] v (9.3)). In
den Beweis dieser Aussage geht ein, dass für jede Primzahl p die Dop-
pelnebenklasse GLn(Q)diag(1, . . . , 1, p, . . . , p)GLn(Q), bei der das p
genau j-mal auftritt, nach eine leichten Umformulierung der Indexfor-
mel aus [Kri90] v (7.2) in genau
p−
j(j+1)
2 ∑
16v1<···<vj6n
pv1+···+vj
Rechtsnebenklassen bezüglich GLn(Z) zerfällt. Man rechnet leicht
nach, dass dieses Resultat im Falle n = 2 (und folglich j ∈ {0, 1, 2})
mit dem Ergebnis aus 2.3.7 übereinstimmt.
Ist man für einen Hauptidealring o mit der Notation aus 2.3.1 nicht an
µ([A]) für jedes A ∈ In interessiert, sondern für jedes d ∈ o \ {0} nur
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an der Anzahl der in der Menge {A ∈ In | det A ∈ do∗} enthaltenen
Rechtsnebenklassen bezüglich Un, so erhält man diese gemäß [New72]
Satz ii.4 (S. 20) über
∏
p∈P
p|d
n−1
∏
j=1
N(p)vpo(d)+j − 1
N(p)j − 1 ,
wenn P ein Vertretersystem von {p | p Primelement in o} o∗ bezeich-
net. Im Falle n = 2 vereinfacht sich die an gleicher Stelle gegebene
alternative Formel für diese Rechtsnebenklassenzahl zu
∑
c∈o
c|d
N(c),
was mit der für die klassische Theorie der Hecke-Operatoren wichti-
gen Anzahl der Rechtsnebenklassen in T1  Td übereinstimmt, wenn
Tm für alle m ∈ Z die Menge der Matrizen A ∈ Z2×2 mit det A = m
bezeichnet (vergleiche [Koe07] Korollar iv.1.2 (S. 209)). 
Zum Abschluss dieses Abschnitts steht noch eine elementare Anwen-
dung des Hauptresultats 2.3.7.
2.3.9 Folgerung : Sei o ein normendlicher Dedekind-Ringund U = GL2(o) sowie
U0[a] =
{(
a b
c d
)
∈ U
∣∣∣∣ b ∈ a}
für jedes Ideal a von o. Für jedes m ∈ o gilt dann
|U0[mo] U| = N(mo) ∏
p Primideal
p|m
(1+N(p)−1).

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Bewei s :
Sei m ∈ o und A = ( 1 00 m ). Für B = ( a bc d ) ∈ U gilt
B ∈ A−1UA ⇔
ABA−1 ∈ U ⇔(
1 0
0 m
)(
a b
c d
)(
1 0
0 m−1
)
∈ U ⇔(
a m−1b
mc d
)
∈ U,
und da bereits
det
(
a m−1b
mc d
)
= ad− bc = det B B∈U∈ o∗
und a, m, c, d ∈ o gilt, hat man(
a m−1b
mc d
)
∈ U ⇔ m−1b ∈ o ⇔ b ∈ mo,
also ist insgesamt B ∈ U0[mo] äquivalent zu B ∈ U und B ∈ A−1UA.
Somit gilt U0[mo] = U ∩ A−1UA. Mit den Bezeichnungen aus 2.3.1 ist
nun
|U0[mo] U| = |U ∩ A−1UA U| 1.1.3= |U UAU|
= µ(A)
2.3.7
= N(f2(A)) ∏
p Primideal
p|f2(A)
(1+N(p)−1)
= N(mo) ∏
p Primideal
p|m
(1+N(p)−1),
was die Behauptung beweist. 
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§ 2.4
E I N R E D U K T I O N S S AT Z
Die im letzten Abschnitt hergeleiteten Anzahlformeln für Rechtsne-
benklassen gestatten für einen Spezialfall (nämlich n = 2) den Be-
weis einer Vermutung, die bestimmte Produkte in der Hecke-Algebra
H(Gn, In, Un) auf Produkte in H(Gn−1, In−1, Un−1) zurückführt. Als
Vorbereitung dieses Reduktionssatzes muss zunächst als Hilfsaussage
die Multiplikativität von µo bewiesen werden.
2.4.1 Lemma : Es seien die Bezeichnungen aus 2.3.1 übernom-men und zwei Elemente f , g ∈ H(G2, I2, U2) gegeben.
Dann gilt µo( f ∗ g) = µo( f )µo(g). 
Bewei s :
Aufgrund der Definition von µo genügt es, diese Aussage für den
Fall f = JAK und g = JBK für Matrizen A, B ∈ I2 zu zeigen. Für
alle C ∈ Tr( f ∗ g) = U2 AU2BU2 (nach 1.1.9) gilt d1(A)d1(B) | d1(C)
nach 2.6.2, also auch d1(A)d1(B) | g1(C). Daher gilt µo( f ∗ g) = 0,
falls d1(A) 6= o oder d1(B) 6= o; da dann wegen d1(A) | g1(A) be-
ziehungsweise d1(B) | g1(B) auch µo(A) = 0 oder µo(B) = 0 gilt,
ist die Behauptung in diesem Fall erfüllt. Betrachte nun den verblei-
benden Fall d1(A) = o = d1(B). Sei A1, . . . , Ak ein Vertretersystem
der Rechtsnebenklassen bezüglich U2 von U2 AU2 und B1, . . . , Bm ein
Vertretersystem der Rechtsnebenklassen bezüglich U2 von U2BU2. Da-
bei seien die Bj nach 2.2.8 ohne Beschränkung der Allgemeinheit so
gewählt, dass die Vertreter mit o als größtem gemeinsamen Teiler der
Einträge der ersten Spalte die Form ( 1 ∗0 ∗ ) haben. Nach Definition von
µo und ∗ ist
µo(JAK ∗ JBK) = |{(i, j) | 1 6 i 6 k, 1 6 j 6 m, g1(AiBj) = o}|.
Sei 1 6 i 6 k und 1 6 j 6 m. Ist g1(Bj) 6= o, so gilt auch g1(AiBj) 6= o,
denn in der ersten Spalte von AiBj stehen Linearkombinationen der
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Einträge der ersten Spalte von Bj. Ist g1(Bj) = o, so gilt
AiBj =
(
(Ai)11 (Ai)12
(Ai)21 (Ai)22
)(
1 ∗
0 ∗
)
=
(
(Ai)11 ∗
(Ai)21 ∗
)
.
Daher gilt g1(AiBj) = o genau dann, wenn (Ai)11 und (Ai)21 teiler-
fremd sind, also wenn g1(Ai) = o ist. Insgesamt erhält man
µo( f ∗ g) = |{(i, j) | 1 6 i 6 k, 1 6 j 6 m, g1(AiBj) = o}|
= |{(i, j) | 1 6 i 6 k, 1 6 j 6 m, g1(Ai) = o, g1(Bj) = o}|
= |{1 6 i 6 k | g1(Ai) = o}| · |{1 6 j 6 m | g1(Bj) = o}|
= µo( f )µo(g),
was die Behauptung beweist. 
Nun lässt sich der angekündigte Reduktionssatz aufschreiben und
beweisen. Dabei wird eine Formulierung gewählt, die die einfache
Struktur der Hecke-Algebra H(G1, I1, U1) ausnutzt.
2.4.2 Satz : Es seien die Bezeichnungen aus 2.3.1 übernommenund a, b, c ∈ o. Setze A = diag(1, a) und B = diag(1, b)
sowie C = diag(1, c). Dann gilt
(JAK ∗ JBK)(C) = {1, falls c ∈ abo∗,
0 sonst. 
Bewei s :
Nach Definition von µo und ∗ gilt
∑
D::U2I2U2(JAK ∗ JBK)(D) · µo(JDK)
= µo(JAK ∗ JBK) 2.4.1= µo(JAK)µo(JBK) 2.3.6= N(d2(A))N(d2(B))
= N(ao)N(bo) = N(abo) = N(d2(AB))
2.3.6
= µo(JABK).
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Es ist AB ∈ Tr(JAK ∗ JBK) nach 1.1.9, und wegen (JAK ∗ JBK)(D) ∈N0
für jedes D ∈ I2 nach Definition von ∗ gilt sogar (JAK ∗ JBK)(AB) > 1.
Es folgt
0 6 ∑
D::U2I2U2
D/∈U2 ABU2
(JAK ∗ JBK)(D) · µo(JDK)
= ∑
D::U2I2U2(JAK ∗ JBK)(D) · µo(JDK)
−(JAK ∗ JBK)(AB) · µo(JABK)
= µo(JABK)− (JAK ∗ JBK)(AB) · µo(JABK)
= (1− (JAK ∗ JBK)(AB)) · µo(JABK) 6 0,
also
∑
D::U2I2U2
D/∈U2 ABU2
(JAK ∗ JBK)(D) · µo(JDK) = 0
und
(1− (JAK ∗ JBK)(AB)) · µo(JABK) = 0.
Mit 2.3.6 folgt µo(JABK) = µo(Jdiag(1, ab)K) > 0, also erhält man aus
der letzten abgesetzten Gleichung (JAK ∗ JBK)(AB) = 1. Da in der
vorletzten abgesetzten Gleichung auf der linken Seite alle Summan-
den nichtnegativ sind, müssen sie alle gleich 0 sein. Insbesondere
muss (JAK ∗ JBK)(D) = 0 gelten, falls µo(JDK) > 0 gilt. Für alle
d ∈ o hat man aber µo(Jdiag(1, d)K) = N(do) > 0 nach 2.3.6, also
gilt (JAK ∗ JBK)(C) = 0, falls C /∈ U2 ABU2. Da C ∈ U2 ABU2 nach
2.2.5 äquivalent zu c ∈ abo∗ ist, folgt nun die Behauptung. 
Zum Abschluss dieses Abschnitts steht noch eine Bemerkung zu einer
Verallgemeinerung von 2.4.2.
2.4.3 Bemerkung : Der gerade bewiesene Satz ist ein Spezi-alfall der folgenden aus der klassischen Hecke-Theorie
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motivierten Vermutung, die für n > 2 noch nicht bewiesen wer-
den konnte: Sind A′, B′, C′ ∈ In−1 gegeben (wieder mit den Bezeich-
nungen aus 2.3.1) und A = diag(1, A′) sowie B = diag(1, B′) und
C = diag(1, C′) gesetzt, dann gilt
(JAK ∗ JBK)(C) = (JA′K ∗ JB′K)(C′).
Diese Aussage wird für den klassischen Fall, dass o ein Hauptidealring
ist, in [Fre83] iv.2.5 (S. 240) formuliert und bewiesen. 
§ 2.5
M E T H O D E N Z U R B E R E C H N U N G
K O N K R E T E R P R O D U K T E
In diesem Abschnitt werden deterministische und probabilistische
Algorithmen zur Berechnung von konkreten Produkten in Hecke-
Algebren zu unimodularen Gruppen vorgestellt. Die wichtigsten Be-
standteile dabei sind algorithmisch überprüfbare Kriterien für die
Gleichheit von Doppelnebenklassen und Methoden zur Zerlegung
von Doppelnebenklassen in Rechtsnebenklassen. Sind diese gegeben,
kann der im folgende Satz formulierte allgemeine Algorithmus zur
Produktberechnung verwendet werden.
2.5.1 Satz : Es seien die Bezeichnungen aus 2.3.1 übernommenund der folgende Algorithmus gegeben, der auf Matrizen
A, B ∈ In arbeitet:
(1) Bestimme durch Zerlegung von [A] und [B] in Rechtsnebenklassen
Matrizen A1, . . . , Ak ∈ [A] und B1, . . . , Bm ∈ [B], die ein Vertreter-
system von Un  [A] beziehungsweise Un  [B] bilden.
(2) Setze D = {}.
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(3) Für jedes Paar (i, j) mit 1 6 i 6 k und 1 6 j 6 m überprüfe, ob es
ein C′ ∈ D mit [AiBj] = [C′] gibt; falls dies nicht der Fall ist, füge
AiBj als Element zu D hinzu und setze cAi Bj = 1; gibt es hingegen
ein C′ ∈ D mit [AiBj] = [C′], das zudem noch UnC′ = Un AiBj
erfüllt, so erhöhe cC′ um 1.
Terminiert dieser Algorithmus, erhält man D ⊆ In und cC ∈ N für
alle C ∈ D, so dass JAK ∗ JBK = ∑
C∈D
cCJCK
gilt. 
Bewei s :
Die Aussage folgt aus 1.1.10. 
Das in dem gerade aufgestellten Algorithmus benötigte Gleichheitskri-
terium für Doppelnebenklassen ist hier durch 2.2.5 gegeben, so dass
nur die Zerlegung in Rechtsnebenklassen zu untersuchen bleibt.
Verwendet man die für den Fall n = 2 bereits hergeleiteten Formeln
für die Anzahl von Rechtsnebenklassen in einer gegebenen Doppel-
nebenklasse, lässt sich der folgende Algorithmus vom Las-Vegas-Typ
zur Zerlegung beliebiger Doppelnebenklassen der Form U2 AU2 for-
mulieren.
2.5.2 Satz : Es seien die Bezeichnungen aus 2.3.1 übernommenund der folgende Algorithmus gegeben, der auf einer
Matrix A ∈ I2 arbeitet und ein endliches Erzeugendensystem S von
U2 benötigt:
(1) Berechne k = µ(A) gemäß 2.3.7.
(2) Setze R = {A}.
(3) Wähle »zufällig« ein l ∈N (»nicht zu groß«).
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(4) Setze Q = E2. Wiederhole nun l-mal den folgenden Schritt: Wähle
zufällig ein Element C von S ∪ {P−1 | P ∈ S} und verwende bei
der nächsten Wiederholung Q · C anstelle von Q.
(5) Wenn es kein B ∈ R mit U2 AQ = U2B gibt, füge AQ als Element
zu R hinzu.
(6) Wenn |R| < k gilt, gehe zu Schritt (3), ansonsten Ende.
Terminiert dieser Algorithmus, erhält man mit R ein Vertretersystem
von Un  [A]. 
Bewei s :
Gemäß Schritt (5) enthält R nie zwei verschiedene Matrizen, die in der-
selben Rechtsnebenklasse bezüglich U2 liegen. Weiter werden höchs-
tens Elemente von [A] zu R hinzugefügt. Da nun gemäß Schritt (6)
der Algorithmus nur terminiert, wenn R dieselbe Mächtigkeit wie ein
Vertretersystem von U2  [A] erreicht, muss in diesem Fall dann auch
R ein Vertretersystem von U2  [A] sein. 
Ein für die Durchführung einer Zerlegung in Rechtsnebenklassen
nach diesem Algorithmus benötigtes Erzeugendensystem von U2 lässt
sich in Spezialfällen einfach angeben.
2.5.3 Satz : Sei K ein algebraischer Zahlkörper und o dessenGanzheitsring. Weiter seien ω1, . . . ,ωn ∈ o und Einhei-
ten ε1, . . . , εt ∈ o∗ so gewählt, dass o = Zω1 + · · · +Zωn gilt und
{ε1, . . . , εt} ein Gruppenerzeugendensystem von o∗ darstellt. Ist nun
entweder
(i) K kein imaginärquadratischer Zahlkörper oder
(ii) K ∈ {Q(√−1),Q(√−2),Q(√−3),Q(√−7),Q(√−11)} (also K
imaginärquadratischer Zahlkörper und o zusammen mit der
üblichen Norm N ein Euklidischer Ring),
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so ist {(
1 ωk
0 1
) ∣∣∣∣ 1 6 k 6 n} ∪{( 1 0ωk 1
) ∣∣∣∣ 1 6 k 6 n}
∪
{(
εk 0
0 1
) ∣∣∣∣ 1 6 k 6 t}
ein Erzeugendensystem von GL2(o). 
Bewei s :
Setze
S1 =
{(
1 ωk
0 1
) ∣∣∣∣ 1 6 k 6 n} ∪{( 1 0ωk 1
) ∣∣∣∣ 1 6 k 6 n} und
S2 =
{(
εk 0
0 1
) ∣∣∣∣ 1 6 k 6 t} ,
und sei Q ∈ GL2(o). Setzt man ε = det Q und P1 = diag(ε, 1),
so ist P−11 Q ∈ GL2(o) mit det P−11 Q = ε−1ε = 1. Nach [Hah89]
4.3.10 und den nachfolgenden Bemerkungen (S. 173) gibt es unter
den gemachten Voraussetzungen an K Matrizen P2, . . . , Pm ∈ o2×2 mit
P−11 Q = P2 · · · Pm, so dass für jedes 1 6 j 6 m entweder Pj = ( 1 ∗0 1 )
oder Pj = ( 1 0∗ 1 ) gilt. Für jedes r ∈ o = Zω1 + · · · + Zωn gibt
es nun a1, . . . , as ∈ {ω1, . . . ,ωn} und v1, . . . , vs ∈ {1,−1}, so dass
r = v1a1 + · · ·+ vsas und folglich(
1 r
0 1
)
=
(
1 a1
0 1
)v1
· · ·
(
1 as
0 1
)vs
sowie(
1 0
r 1
)
=
(
1 0
a1 1
)v1
· · ·
(
1 0
as 1
)vs
gilt. Demnach lässt sich Pj für jedes 2 6 j 6 m als Produkt von
Matrizen aus S1 und Inversen von Matrizen aus S1 darstellen. Da zu
ε nach Wahl der ε1, . . . , εt ganze Zahlen w1, . . . , wt mit ε = ε
w1
1 · · · εwtt
existieren, liegt P1 im Erzeugnis von S2. Somit folgt insgesamt aus
81
2 Hecke-Algebren zu unimodularen Gruppen
Q = P1 · · · Pm (was man aus P−11 Q = P2 · · · Pm erhält), dass Q in
der von S1 ∪ S2 erzeugten Gruppe liegt. Da Q aus GL2(o) beliebig
gewählt war und zudem S1 ∪ S2 ⊆ GL2(o) gilt, erhält man, dass das
Gruppenerzeugnis von S1 ∪ S2 genau gleich GL2(o) ist. 
Ein erstes Beispiel für den Algorithmus aus 2.5.2 verwendet den gera-
de bewiesenen Satz zur Angabe des benötigten Erzeugendensystems
von U2.
2.5.4 Be i sp iel : Sei ω =
√
10 und K = Q(ω) sowie o der
Ganzheitsring von K. Aus der algebraischen Zahlentheo-
rie ist bekannt, dass o = Z + Zω gilt und o∗ von −1 und 3 + ω
erzeugt wird (Spezialfall des Dirichletschen Einheitensatzes). Somit
kann man nach 2.5.3 in dem Algorithmus aus 2.5.2 die Menge S als{(
1 1
0 1
)
,
(
1 0
1 1
)
,
(
1 ω
0 1
)
,
(
1 0
ω 1
)
,
(−1 0
0 1
)
,
(
3+ω 0
0 1
)}
wählen.
Verwende nun die Bezeichnungen aus 1.1.4 mit G = GL2(K) und
U = GL2(o) sowie M = IL2(o). Der Algorithmus aus 2.5.2 liefert
beispielsweise die Zerlegungens(
1 0
0 2
){
=
s(
1 0
0 2
){
R
+
s(
1 1
0 2
){
R
+
s(
1 ω
0 2
){
R
+
s(
1 1+ω
0 2
){
R
+
s(
2 0
0 1
){
R
+
s(
2 0
ω 1
){
R
unds(
1 0
0 ω
){
=
9
∑
b=0
s(
1 b
0 ω
){
R
+ ∑
c∈{0,2,4,5,6,8}
s(
ω 0
c 1
){
R
+
s(
ω+ 5 2
5 2−ω
){
R
+
s(
2 ω+ 5
4−ω 5
){
R
.
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Mit 2.5.1 und den gerade berechneten Zerlegungen erhält man bei-
spielsweise die Produktes(
1 0
0 2
){
∗
s(
1 0
0 2
){
=
s(
1 0
0 4
){
+ 6
s(
2 0
0 2
){
+
s(
2 ω
0 2
){
und s(
1 0
0 ω
){
∗
s(
1 0
0 ω
){
=
s(
1 0
0 10
){
+ 3
s(
ω 2
0 ω
){
+6
s(
ω 5
0 ω
){
+ 18
s(
ω 0
0 ω
){
sowie s(
1 0
0 2
){
∗
s(
1 0
0 ω
){
=
s(
1 0
0 2ω
){
+
s(
2 0
0 ω
){
. 
Der vorgestellte Zerlegungsalgorithmus kann leicht modifiziert auch
in den Fällen benutzt werden, in denen 2.5.3 keine Aussage über
die Erzeuger von U2 liefert, indem man anstelle eines Erzeugenden-
systems von U2 eine beliebige Teilmenge S von U2 verwendet. Die
Terminierung ist dann im allgemeinen weniger wahrscheinlich, aber
falls diese eintritt, wird immer noch eine korrekte Zerlegung geliefert.
Das folgende Beispiel zeigt, dass man auch in den Fällen, in denen die
in 2.5.3 angegebene Menge kein Erzeugendensystem ist, mit dieser
Menge S im Algorithmus gute Ergebnisse erzielen kann.
2.5.5 Be i sp iel : Sei ω =
√−5 und K = Q(ω) sowie o der
Ganzheitsring von K. Aus der algebraischen Zahlentheo-
rie ist bekannt, dass o = Z+Zω und o∗ = {1,−1} gilt. Somit kann
man mit der gerade diskutierten Modifikation von 2.5.2 in dem Algo-
rithmus
S =
{(
1 1
0 1
)
,
(
1 0
1 1
)
,
(
1 ω
0 1
)
,
(
1 0
ω 1
)
,
(−1 0
0 1
)}
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wählen.
Verwende nun die Bezeichnungen aus 1.1.4 mit G = GL2(K) und
U = GL2(o) sowie M = IL2(o). Der Algorithmus aus 2.5.2 liefert
beispielsweise die Zerlegungens(
1 0
0 2
){
=
s(
1 0
0 2
){
R
+
s(
1 1
0 2
){
R
+
s(
1 ω
0 2
){
R
+
s(
1 1+ω
0 2
){
R
+
s(
2 0
0 1
){
R
+
s(
2 0
1+ω 1
){
R
unds(
1 0
0 ω
){
=
s(
1 0
0 ω
){
R
+
s(
1 1
0 ω
){
R
+
s(
1 −1
0 ω
){
R
+
s(
1 2
0 ω
){
R
+
s(
1 −2
0 ω
){
R
+
s(
ω 0
0 1
){
R
.
Mit 2.5.1 und den gerade berechneten Zerlegungen erhält man bei-
spielsweise die Produktes(
1 0
0 2
){
∗
s(
1 0
0 2
){
=
s(
1 0
0 4
){
+ 6
s(
2 0
0 2
){
+
s(
2 1+ω
0 2
){
und s(
1 0
0 ω
){
∗
s(
1 0
0 ω
){
=
s(
1 0
0 5
){
+ 6
s(
ω 0
0 ω
){
sowie s(
1 0
0 2
){
∗
s(
1 0
0 ω
){
=
s(
1 0
0 2ω
){
.
Für eine Übersicht weiterer Produkte verwende für Ideale b1, b2 von
o die Notation Jb1, b2K zur Beschreibung von JBK für eine Matrix
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B ∈ IL2(o) mit ei(bi) = bi für alle i ∈ {1, 2} (sofern eine solche Matrix
existiert), und erlaube, dass in dieser Notation Hauptideale der Form
bio abkürzend durch bi angegeben werden können (so dass etwa J1, 2K
dasselbe bedeutet wie Jo, 2oK). Weiter führe die Bezeichnungen
p2 = 2o+ (1+ω)o
p31 = 3o+ (1+ω)o
p32 = 3o+ (2+ω)o
ein (so dass p22 = 2o und p31p32 = 3o gilt). Dann erhält man als
Produkte der Form JAK ∗ JBK mit JAK ∗ JBK 6= JABK und in der Menge
{C ∈ IL2(o) | det C ∈ 4o∗} enthaltenem Träger
J1, p22K ∗ J1, p22K = J1, p42K+ Jp2, p32K+ 6Jp22, p22K,
mit in {A ∈ IL2(o) | det A ∈ 5o∗} enthaltenem Träger
J1,ωK ∗ J1,ωK = J1,ω2K+ 6Jω,ωK,
mit in {A ∈ IL2(o) | det A ∈ 6o∗} enthaltenem Träger
J1, p2p31K ∗ J1, p2p32K = J1, p22p31p32K+ 3Jp2, p2p31, p32K,
mit in {A ∈ IL2(o) | det A ∈ 8o∗} enthaltenem Träger
J1, p22K ∗ J1, p42K = J1, p62K+ Jp2, p52K+ 4Jp22, p42K,J1, p22K ∗ Jp2, p32K = Jp2, p52K+ Jp22, p42K+ 6Jp32, p32K,
mit in {A ∈ IL2(o) | det A ∈ 9o∗} enthaltenem Träger
J1, p31p32K ∗ J1, p31p32K = J1, p231p232K+ 4Jp31, p31p232K
+4Jp32, p231p32K+ 16Jp31p32, p31p32K,
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mit in {A ∈ IL2(o) | det A ∈ 16o∗} enthaltenem Träger
J1, p22K ∗ J1, p62K = J1, p82K+ Jp2, p72K+ 4Jp22, p62K,J1, p22K ∗ Jp2, p52K = Jp2, p72K+ Jp22, p62K+ 4Jp32, p52K,J1, p22K ∗ Jp22, p42K = Jp22, p62K+ Jp32, p52K+ 6Jp42, p42K,J1, p42K ∗ J1, p42K = J1, p82K+ Jp2, p72K+ 2Jp22, p62K
+4Jp32, p52K+ 24Jp42, p42K,J1, p42K ∗ Jp2, p32K = Jp2, p72K+ Jp22, p62K+ 4Jp32, p52K,Jp2, p32K ∗ Jp2, p32K = Jp22, p62K+ Jp32, p52K+ 6Jp42, p42K,
und mit in {A ∈ IL2(o) | det A ∈ 27o∗} enthaltenem Träger
J1, p231K ∗ J1, p31p332K = J1, p331p332K+ 3Jp31, p231p332K,J1, p231K ∗ Jp32, p31p232K = Jp32, p331p232K+ 3Jp31p32, p231p232K,J1, p31p32K ∗ J1, p231p232K = J1, p331p332K+ 3Jp31, p231p332K
+3Jp32, p331p232K+ 9Jp31p32, p231p232K,J1, p31p32K ∗ Jp31, p31p232K = Jp31, p231p332K+ 3Jp31p32, p231p232K,J1, p31p32K ∗ Jp32, p231p32K = Jp32, p331p232K+ 3Jp31p32, p231p232K,J1, p232K ∗ J1, p331p32K = J1, p331p332K+ 3Jp32, p331p232K,J1, p232K ∗ Jp31, p231p32K = Jp31, p231p332K+ 3Jp31p32, p231p232K.
Um auch ein Beispiel für das Verhalten einer trägen Primzahl zu
geben, wird noch das Produkt
J1, 11K ∗ J1, 11K = J1, 121K+ 122J11, 11K
berechnet. 
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Möchte man nun Produkte in H(Gn, In, Un) für n > 3 berechnen, steht
bislang ein zu 2.3.7 analoges Ergebnis nicht zu Verfügung. Für die Zer-
legung von Doppelnebenklassen in Rechtsnebenklassen wird daher
ein anderes Kriterium benötigt, das garantiert, dass zu einem bestimm-
ten Zeitpunkt bereits alle möglichen Rechtsnebenklassen gefunden
wurden. Ein solches Kriterium kann aus der folgenden hinreichenden
Bedingung für die Gleichheit zweier Rechtsnebenklassen für den Fall
von Diagonalmatrizen hergeleitet werden.
2.5.6 Satz : Es sei o ein normendlicher Dedekind-Ring undn ∈N. Weiter sei Un = GLn(o) und die Diagonalmatrix
A = diag(a1, . . . , an) ∈ ILn(o) gegeben. Ist für P, Q ∈ Un dann
(Q− P)ij ∈ a−1i (a1o∩ · · · ∩ ano)
für alle 1 6 i, j 6 n erfüllt, so gilt bereits Un AP = Un AQ. 
Bewei s :
Setze R = QP−1. Dann gilt
R− En = QP−1 − En = (Q− P)P−1.
Da mit P auch (P−1)T in Un liegt, erhält man
n
∑
j=1
((Q− P)P−1)ijo =
n
∑
j=1
(((Q− P)P−1)T)jio
=
n
∑
j=1
((P−1)T(Q− P)T)jio
2.2.8=
n
∑
j=1
((Q− P)T)jio
=
n
∑
j=1
(Q− P)ijo.
Da nach Voraussetzung
a−1i (a1o∩ · · · ∩ ano) | (Q− P)i1o+ · · ·+ (Q− P)ino
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gilt, folgt somit insbesondere (R− En)ij ∈ a−1i (a1o∩ · · · ∩ ano) für alle
1 6 i, j 6 n. Definiere nun D ∈ Kn×n durch (D)ij = ai(R−En)ija−1j für
alle 1 6 i, j 6 n. Dann gilt sogar D ∈ on×n, denn für alle 1 6 i, j 6 n
hat man
(D)ij = ai(R− En)ija−1j ∈ aia−1i (a1o∩ · · · ∩ ano)a−1j
= (a1o∩ · · · ∩ ano)a−1j ⊆ ajoa−1j = o.
Weiter gilt nun
(A−1DA)ij = (diag(a−11 , . . . , a
−1
n )D diag(a1, . . . , an))ij
= a−1i (D)ijaj = a
−1
i ai(R− En)ija−1j aj = (R− En)ij
für alle 1 6 i, j 6 n, also hat man A−1DA = R− En und folglich
ARA−1 − En = A(R− En)A−1 = D ∈ on×n,
woraus man auch ARA−1 ∈ on×n erhält. Da wegen P, Q ∈ Un auch
R = QP−1 ∈ Un und damit det R ∈ o∗ gilt, ist
det(ARA−1) = (det A)(det R)(det A)−1 = det R ∈ o∗,
also erhält man zusammen mit ARA−1 ∈ on×n, dass ARA−1 ∈ Un
und somit R ∈ A−1Un A gilt. Da schon gezeigt wurde, dass R ∈ Un
gilt, hat man insgesamt R ∈ Un ∩ (A−1Un A), und aus R = QP−1 folgt
damit (Un ∩ (A−1Un A))P = (Un ∩ (A−1Un A))Q. Gemäß dem Beweis
von 1.1.3 ist dies äquivalent zu Un AP = Un AQ, was die zu zeigende
Aussage war. 
Mit dem geraden bewiesene Satz lässt sich ein Algorithmus zur Zerle-
gung von Un diag(a1, . . . , an)Un in Rechtsnebenklassen für beliebige
n ∈N formulieren.
2.5.7 Satz : Es seien die Bezeichnungen aus 2.3.1 übernommenund der folgende Algorithmus gegeben, der auf einer
Matrix A = diag(a1, . . . , an) ∈ In arbeitet:
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(1) Wähle für jedes 1 6 i 6 n ein Vertretersystem Vi der Restklassen-
menge o a−1i (a1o∩ · · · ∩ ano).
(2) Setze W = {Q′ ∈ on×n | (Q′)ij ∈ Vi für alle 1 6 i, j 6 n} und
R = ∅.
(3) Wähle ein Q′ ∈W.
(4) Finde – sofern möglich – ein Q ∈ Un mit
(Q−Q′)ij ∈ a−1i (a1o∩ · · · ∩ ano)
für alle 1 6 i, j 6 n. Falls ein solches Q nicht existiert, entferne Q′
aus W und gehe zurück zu Schritt (3).
(5) Wenn es kein B ∈ R mit U2 AQ = U2B gibt, füge AQ als Element
zu R hinzu.
(6) Entferne Q′ aus W. Wenn W 6= ∅ gilt, gehe zurück zu Schritt (3),
ansonsten Ende.
Terminiert dieser Algorithmus, erhält man mit R ein Vertretersystem
von Un  [A]. 
Bewei s :
Gemäß Schritt (5) enthält R nie zwei verschiedene Matrizen, die in der-
selben Rechtsnebenklasse bezüglich U2 liegen. Weiter werden höchs-
tens Elemente von [A] zu R hinzugefügt. Somit verbleibt nur noch zu
zeigen, dass die Vereinigung aller Mengen der Form Un A′ für A′ ∈ R
die Menge [A] enthält. Sei B ∈ [A]. Dann gibt es ein P ∈ Un mit
B ∈ Un AP. Ist W wie in Schritt (2) gewählt, so gibt es nach Definition
dieser Menge ein Q′ ∈ W mit (P−Q′)ij ∈ a−1i (a1o∩ · · · ano) für alle
1 6 i, j 6 n. Konstruiert man zu Q′ wie in Schritt (4) ein Q ∈ Un
mit (Q−Q′)ij ∈ a−1i (a1o∩ · · · ∩ ano) für alle 1 6 i, j 6 n, so gilt auch
(P − Q)ij ∈ a−1i (a1o ∩ · · · ∩ ano) für alle 1 6 i, j 6 n und folglich
Un AP = Un AQ nach 2.5.6. Da nun wegen Q′ ∈W mindestens einmal
in Schritt (5) ein Vertreter der Rechtsnebenklasse Un AQ zu R hinzuge-
fügt wird, gibt es also ein B′ ∈ R mit UnB′ = Un AQ = Un AP, also ist
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wegen B ∈ Un AP die Matrix B in der Vereinigung aller Rechtsneben-
klassen der Form Un A′ für A′ ∈ R enthalten. Da B beliebig aus [A]
gewählt werden kann, schließt dies den Beweis ab. 
Bei der Durchführung von Schritt (4) im letzten Algorithmus hilft fol-
gende Charakterisierung von Teilmatrizen von Matrizen aus GLn(o).
2.5.8 Satz : Sei o ein Dedekind-Ring und A
′ ∈ on×k für ein
1 6 k 6 n gegeben. Dann sind äquivalent:
(i) Es gilt dj(A′) = o für alle 1 6 j 6 k.
(ii) Es gibt ein R ∈ GLn(o) mit (R)ij = (A′)ij für alle 1 6 i 6 n und
1 6 j 6 k. 
Bewei s :
(i)⇒ (ii): Es gelte dj(A′) = o für alle 1 6 j 6 k. Setze
A =
(
A1 0
A3 0
)
∈ on×n und B =
(
Ek 0
0 0
)
∈ on×n
mit
A1 =
(A)11 · · · (A)1k... . . . ...
(A)k1 · · · (A)kk

und
A3 =
(A)k+1,1 · · · (A)k+1,k... . . . ...
(A)n1 · · · (A)nk
 .
Gemäß Voraussetzung gilt nun dj(A) = dj(A′) = o = dj(B) für jedes
1 6 j 6 k sowie dj(A) = {0} = dj(B) für jedes k < j 6 n, und
darüberhinaus tritt in jeder Zeile von A[k] nur höchstens ein von 0 ver-
schiedener Eintrag auf (nämlich in der Spalte, die der Spaltenauswahl
{1, . . . , k} von A entspricht), also gilt Z(A) = H(K), und analog zeigt
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man Z(B) = H(K). Nun erhält man aus 2.2.5, dass P, Q ∈ GLn(o) mit
B = PAQ existieren. Schreibe
P =
(
P1 P2
P3 P4
)
und Q−1 =
(
Q1 Q2
Q3 Q4
)
mit P1, Q1 ∈ ok×k.
Aus B = PAQ erhält man BQ−1 = PA, also(
Ek 0
0 0
)(
Q1 Q2
Q3 Q4
)
=
(
P1 P2
P3 P4
)(
A1 0
A3 0
)
und damit (
Q1 Q2
0 0
)
=
(
P1 A1 + P2 A3 0
P3 A1 + P4 A3 0
)
.
Diese Gleichung liefert insbesondere Q2 = 0, und zusammen mit
Q−1 ∈ GLn(o) erhält man die Invertierbarkeit von Q1 in ok×k. Setzt
man R = P−1 diag(Q1, En−k), so gilt R ∈ GLn(o) wegen Q1 ∈ GLk(o)
und P ∈ GLn(o), und man hat
A = P−1BQ−1 = P−1
(
Q1 0
0 0
)
= R
(
Q−11 0
0 En−k
)(
Q1 0
0 0
)
= R
(
Ek 0
0 0
)
,
also stimmen die ersten k Spalten von A und R überein, womit R die
gewünschten Bedingungen erfüllt.
(ii) ⇒ (i): Sei R ∈ GLn(o) mit (R)ij = (A′)ij für alle 1 6 i 6 n und
1 6 j 6 k. Fixiere ein 1 6 j 6 k, und verwende die Bezeichnungen
S = { f : {1, . . . , n} → {1, . . . , n} | f injektiv},
Sj = { f : {j + 1, . . . , n} → {1, . . . , n} | f injektiv},
Sj,τ = { f : {1, . . . , j} → {1, . . . , n} \ Bild τ | f injektiv}
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für τ ∈ Sj, und für jedes σ ∈ S sei ε(σ) ∈ {±1} das Vorzeichen der
Permutation σ. Dann gilt
det R = ∑
σ∈S
ε(σ)aσ(1),1 · · · aσ(n),n
= ∑
τ∈Sj
∑
$∈Sj,τ
ε(ρ ◦ τ)a(ρ◦τ)(1),1 · · · a(ρ◦τ)(n),n
= ∑
τ∈Sj
ε(τ)aτ(j+1),j+1 · · · aτ(n),n ∑
$∈Sj,τ
ε(ρ)aρ(1),1 · · · aρ(j),j︸ ︷︷ ︸
=:D(τ)
.
Nun ist D(τ) die Determinante der (j× j)-Untermatrix von A′, die
durch Auswahl der Zeilen entsteht, deren Nummern in der Menge
{1, . . . , n} \ Bild τ enthalten sind. Da für τ ∈ Sj stets D(τ) ∈ dj(A′)
gilt, folgt nun insgesamt det R ∈ dj(A′), so dass man wegen det R ∈ o∗
dann dj(A′) = o erhält. Da 1 6 j 6 k beliebig gewählt war, zeigt dies,
dass (i) gilt. 
Mit den eingeführten Hilfsmitteln können nun einige Beispiele für
den Fall n = 3 berechnet werden.
2.5.9 Be i sp iel : Sei ω =
√−5 und K = Q(ω) sowie o der
Ganzheitsring von K. Verwende nun die Bezeichnungen
aus 1.1.4 mit G = GL3(K) und U = GL3(o) sowie M = IL3(o). Zur
Berechnung der Zerlegung von [diag(1, 1, 2)] wird algorithmisch ge-
mäß 2.5.7 vorgegangen, wobei nur dann versucht wird, zu Q′ ∈W ein
zugehöriges Q ∈ U3 zu finden, wenn Q′ die im nächsten Absatz her-
geleitete notwendige Bedingung für die Existenz von einem solchen
Q erfüllt.
Es existiere zu Q′ ∈ W ein zugehöriges Q ∈ U3. Da gemäß 2.5.7
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(Q−Q′)ij ∈ 2o für alle i ∈ {1, 2} und j ∈ {1, 2, 3} gilt, hat man
o
2.5.8
= d2
((
(Q)11 (Q)12 (Q)13
(Q)21 (Q)22 (Q)23
))
⊆ d2
((
(Q′)11 (Q′)12 (Q′)13
(Q′)21 (Q′)22 (Q′)23
))
+ 2o ⊆ o.
Ist also der größte gemeinsame Teiler von 2o mit dem zweiten De-
terminantenteiler von (Q′){1,2},{1,2,3} nicht gleich o, kann zu Q′ kein
Q ∈ U3 existieren.
Ist die hergeleitete notwendige Bedingung für die Existenz einer
zu Q′ gehörigen Matrix Q ∈ U3 nicht erfüllt, wird dieses Q′ im
Algorithmus verworfen; ansonsten werden systematisch Matrizen, die
die Kongruenzbedingungen für Q erfüllen, darauf getestet, ob ihre
Determinante in o∗ liegt, und im Erfolgsfall als Wert für Q verwendet.
In diesem Beispiel ist dieses Vorgehen stets erfolgreich, so dass man
folgende Zerlegung erhält:
Jdiag(1, 1, 2)K
= ∑
a,b∈{0,1,ω,1+ω}
uv1 0 a0 1 b
0 0 2
}~
R
+ ∑
a∈{0,1,ω,1+ω}
uv1 a 00 2 0
0 0 1
}~
R
+ ∑
a,b∈{0,1}
uv1 a b0 2 0
0 1+ω 1
}~
R
+
uv2 0 00 1 0
0 0 1
}~
R
+
uv 2 0 01+ω 1 0
0 0 1
}~
R
+
uv 2 0 00 1 0
1+ω 0 1
}~
R
+
uv 2 0 00 1 1
1+ω 0 1
}~
R
.
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Analog kann man Zerlegungen von weiteren Doppelnebenklassen der
Form [diag(1, 1, m)] für m ∈ o berechnen. Dabei erhält man etwa, dass
[diag(1, 1,ω)] in 31 und [diag(1, 1, 3)] in 169 Rechtsnebenklassen be-
züglich U3 zerfällt. Zur übersichtlicheren Darstellung von sich daraus
ergebenden Produkten führe wie in 2.5.5 die Bezeichnungen p2 und
p31 sowie p32 ein (so dass p22 = 2o und p31p32 = 3o gilt) und verwende
in analoger Weise die Notation J·, ·, ·K zur Bezeichnung von JBK für
eine Matrix B mit vorgeschriebenen Elementarteilern. Dann gilt etwa
J1, 1, 2K ∗ J1, 1, 2K = J1, 1, 4K+ J1, p2, p32K+ 6J1, 2, 2K,J1, 1,ωK ∗ J1, 1,ωK = J1, 1, 5K+ 6J1,ω,ωK,
J1, 1, 2K ∗ J1, 1,ωK = J1, 1, 2ωK,
J1, 1, 3K ∗ J1, 1, 3K = J1, 1, 9K+ 4J1, p31, p31p232K+ 4J1, p32, p231p32K
+16J1, 3, 9K,
J1, 1, 2K ∗ J1, 1, 3K = J1, 1, 6K,
J1, 1,ωK ∗ J1, 1, 3K = J1, 1, 3ωK.

§ 2.6
E L E M E N TA RT E I L E R V O N
M AT R I X P R O D U K T E N
Nachdem im letzten Abschnitt konkrete Produkte der Form JAK ∗ JBK
algorithmisch berechnet wurden, soll es nun darum gehen, theoreti-
sche Aussagen über Funktionswerte der Form (JAK ∗ JBK)(C) herzu-
leiten.
Aus 1.1.9 ist bekannt, dass (JAK ∗ JBK)(C) genau dann von 0 ver-
schieden ist, wenn C ∈ Un AUnBUn gilt. Daher sollen nun Aussagen
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über die Elementarteiler (beziehungsweise Determinantenteiler) der
in Un AUnBUn auftretenden Matrizen getroffen werden.
2.6.1 Satz : Sei o ein Dedekind-Ring und n ∈N. Weiter seienA, B ∈ ILn(o). Dann gilt dk(A)dk(B) | dk(AB) für alle
1 6 k 6 n. 
Bewei s :
Zunächst gilt für zwei beliebige Matrizen A′, B′ ∈ om×m stets die
Beziehung d1(A′)d1(B′) | d1(A′B′): Die Einträge von A′B′ sind Sum-
men von Produkten der Form a′b′, wobei a′ ein Eintrag von A′ und
b′ ein Eintrag von B′ ist. Allgemein gilt d1(A′) | a′ und d1(B′) | b′
(denn die ersten Determinantenteiler sind genau die größten gemein-
samen Teiler aller Einträge einer Matrix), so dass für das Produkt
d1(A′)d1(B′) | a′b′ folgt. Die Summen solcher Produkte werden dann
ebenfalls von d1(A′)d1(B′) geteilt, also gilt d1(A′)d1(B′) | c′ für alle
Einträge c′ von A′B′, woraus d1(A′)d1(B′) | d1(A′B′) folgt.
Für 1 6 k 6 n erhält man durch Anwendung des gerade Bewiesenen
dk(A)dk(B)
2.2.4 (a)
= d1(A[k])d1(B[k]) | d1(A[k]B[k])
2.2.4 (i)
= d1((AB)[k])
2.2.4 (a)
= dk(AB),
was zu zeigen war. 
Für die Anwendung auf die zu betrachtende Hecke-Algebra wird aus
dem Satz eine etwas allgemeinere Aussage abgeleitet.
2.6.2 Folgerung : Sei o ein Dedekind-Ring und n ∈N. Wei-ter seien Matrizen A, B ∈ ILn(o) gegeben. Für jede Ma-
trix C ∈ GLn(o)A GLn(o)B GLn(o) und jedes 1 6 k 6 n gilt dann
dk(A)dk(B) | dk(C). 
Bewei s :
Ist C ∈ GLn(o)A GLn(o)B GLn(o), so gibt es P, Q, R ∈ GLn(o) mit
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C = PAQBR. Dann gilt
dk(A)dk(B)
2.2.5
= dk(PA)dk(QBR)
2.6.1
| dk(PAQBR) = dk(C). 
Mit der gerade bewiesenen Folgerung lassen sich über die Determi-
nantenteiler der beteiligten Matrizen Aussagen treffen, dass in der zu
untersuchenden Hecke-Algebra bestimmte Funktionswerte der Form
(JAK ∗ JBK)(C) gleich 0 sind (nämlich solche, für die die angegebene
Determinantenteilerrelation zwischen A, B und C nicht erfüllt ist). Es
werden zusätzlich aber auch Aussagen benötigt, die garantieren, dass
bestimmte Funktionswerte für über ihre Determinantenteiler spezifi-
zierte Matrizen von Null verschieden sind. Ein Satz, der dieses leistet,
wird nachfolgend vorgestellt. Zum Beweis werden Normalformen
und ein Hilfslemma benötigt.
2.6.3 Lemma : Sei o ein Dedekind-Ring und n ∈ N. Wei-ter seien A1, . . . , An in o2×2 Matrizen vom Rang 1 mit
d1(A1) | d1(A2) | · · · | d1(An). Setze A = diag(A1, . . . , An). Dann gilt
ek(A) = d1(Ak) für alle 1 6 k 6 n und Z(A) = Z(A1) · · ·Z(An). 
Bewei s :
Die Aussage Z(A) = Z(A1) · · ·Z(An) folgt aus 2.2.4 (h). Zeige daher
nur noch, dass ek(A) = d1(Ak) für alle 1 6 k 6 n gilt. Sei k ∈ N mit
k 6 n und A′ eine (k× k)-Untermatrix von A mit von 0 verschiedener
Determinante. Sei Z = {z1, . . . , zk} mit z1 < · · · < zk die zugehörige
Zeilenauswahl und S = {s1, . . . , sk} mit s1 < · · · < sk die zugehörige
Spaltenauswahl.
Da die Untermatrix eine von 0 verschiedene Determinante hat, muss
zi > 2(i− 1) für alle 1 6 i 6 n gelten, denn jede Auswahl von mehr
als i− 1 Zeilen aus den ersten 2(i− 1) Zeilen von A ist linear abhängig,
da für alle 1 6 j 6 n die Zeilen 2j− 1 und 2j nach Konstruktion von
A stets Vielfache voneinander sind.
Ist a ein Eintrag aus der i-ten Zeile von (A)ZS, dann ist a ein Eintrag
der zi-ten Zeile von A. Sei zunächst a 6= 0. Dann gehört a nach
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Konstruktion von A zu Aj für j = [
zi+1
2 ] (wobei [x] für x ∈ R die
Gauß-Klammer von x, also sup{y ∈ Z | y 6 x}, bezeichnet), liegt
also in d1(Aj); wegen zi > 2(i − 1) gilt j > i, also d1(Ai) | d1(Aj)
aufgrund der Teilbarkeitsbeziehung aus den Voraussetzungen, so dass
aus a ∈ d1(Aj) auch a ∈ d1(Ai) folgt. Da a ∈ d1(Ai) auch für a = 0
gilt, liegen die Einträge der i-ten Zeile der Untermatrix (A)ZS alle in
d1(Ai). Hat man nun ein Produkt aus k Faktoren, bei dem jeweils der
i-te Faktor aus der i-ten Zeile von (A)ZS stammt, liegt dieses Produkt
folglich in d1(A1) · · · d1(Ak). Da sich die Determinante von (A)ZS als
Summe und Differenz solcher Produkte schreiben lässt, liegt auch sie
in d1(A1) · · · d1(Ak).
Der k-te Determinantenteiler von A als größter gemeinsamer Tei-
ler aller (k× k)-Unterdeterminanten wird von d1(A1) · · · d1(Ak) ge-
teilt, da dies nach dem gerade Bewiesenem bereits für alle betrach-
teten Unterdeterminanten gilt. Es verbleibt, die umgekehrte Teil-
barkeitsbeziehung dk(A) | d1(A1) · · · d1(Ak) zu zeigen, denn dann
gilt dk(A) = d1(A1) · · · d1(Ak) für alle 1 6 k 6 n und folglich
ek(A) = dk(A)dk−1(A)−1 = d1(Ak) für alle 1 6 k 6 n. Unter den
(k× k)-Untermatrizen von A treten speziell alle Matrizen der Form
diag(a1, . . . , ak) auf, bei denen jeweils ai ein Eintrag von Ai ist, also
liegen alle Produkte der Form a1 · · · ak in dk(A). Das von diesen Pro-
dukten erzeugte Teilideal von dk(A) ist genau gleich d1(A1) · · · d1(Ak),
denn die Einträge eines Ai bilden jeweils ein Erzeugendensystem
von d1(Ai). Es folgt dk(A) | d1(A1) · · · d1(Ak), was den Beweis ab-
schließt. 
Mit diesem Hilfslemma kann nun der Beweis des folgenden Satzes
über die »Realisierbarkeit« bestimmter Determinantenteiler in der
Menge GLn(o)A GLn(o)B GLn(o) angegangen werden.
2.6.4 Satz : Sei o ein Dedekind-Ring und n ∈N. Weiter seienA und B Matrizen aus ILn(o). Dann gibt es eine Matrix
C ∈ GLn(o)A GLn(o)B GLn(o) mit dk(C) = dk(A)dk(B) für alle k ∈N
mit k 6 n. 
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Bewei s :
Setze Un = GLn(o) und U2n = GL2n(o) sowie
E′ =
(
En
0
)
∈ o2n×n, E˜ = (En 0) ∈ on×2n.
Seien
A′ = E′AE˜ = ( A 00 0 ) ∈ o2n×2n und B′ = E′BE˜ = ( B 00 0 ) ∈ o2n×2n
sowie A∗ = diag(A1, . . . , An) und B∗ = diag(B1, . . . , Bn) Normalfor-
men von A′ und B′ aus 2.2.11. Setze
C∗ = A∗(B∗)T = diag(A1BT1 , . . . , AnB
T
n)
und wähle gemäß 2.2.10 eine Matrix C ∈ on×n mit fk(C) = fk(A)fk(B)
für alle 1 6 k 6 n. Dies ist möglich, da
f1(C)nf2(C)n−1 · · · fn(C) = (f1(A)f1(B))n · · · (fn(A)fn(B))
= (f1(A)n · · · fn(A))(f1(B)n · · · fn(B))
= dn(A)dn(B)
als Produkt zweier Hauptideale wieder ein Hauptideal ist. Mit dieser
Wahl gilt auch ek(C) = ek(A)ek(B) und dk(C) = dk(A)dk(B) für alle
1 6 k 6 n. Setze
C′ = E′CE˜ = ( C 00 0 ) ∈ o2n×2n.
Zeige nun, dass C′ ∈ U2nC∗U2n gilt. Betrachte zunächst AkBTk für
1 6 k 6 n. Sei Ak = ( a 0b 0 ) und Bk = ( c 0d 0 ). Dann hat
AkBTk =
(
a 0
b 0
)(
c d
0 0
)
=
(
ac ad
bc bd
)
Rang 1, den ersten Determinantenteiler
aco+ ado+ bco+ bdo = (ao+ bo)(co+ do) = d1(Ak)d1(Bk)
= ek(A)ek(B)
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und die Zeilenklasse (aco+ ado)H(K) = ad1(Bk)H(K) = d1(Bk)H(K).
Weiter folgt dann
d1(Ak−1BTk−1) = ek−1(A)ek−1(B)
2.2.4 (f)
| ek(A)ek(B) = d1(AkBTk )
für alle 1 6 k 6 n. Damit sind die Voraussetzungen von 2.6.3 erfüllt;
man erhält ek(C∗) = d1(AkBTk ) wegen C
∗ = diag(A1BT1 , . . . , AnB
T
n),
also ek(C∗) = ek(A)ek(B) = ek(C) und damit dk(C∗) = dk(C) für alle
1 6 k 6 n (für j > n ist dj(C∗) = {0} = dj(C′)). Für den Beweis von
C′ ∈ U2nC∗U2n verbleibt gemäß 2.2.5 daher nur noch Z(C∗) = Z(C′)
zu zeigen. Zunächst ist Z(C′) = Z(C) = H(K) nach 2.2.4 (e). Weiter
ist Z(C∗) = Z(A∗(B∗)T) = Z(A1BT1 ) · · ·Z(AnBTn) nach 2.6.3 aufgrund
der Struktur von A∗(B∗)T. Da bereits gezeigt wurde, dass
Z(AkBTk ) = d1(Bk)H(K) = ek(B)H(K)
gilt, erhält man
Z(A1BT1 ) · · ·Z(AnBTn) = e1(B) · · · en(B)H(K) = dn(B)H(K)
= H(K) = Z(C′).
Dies schließt den Beweis von C′ ∈ U2nC∗U2n ab.
Aus der gerade bewiesenen Tatsache C′ ∈ U2nC∗U2n folgt, dass es
P, Q ∈ U2n mit C′ = PC∗Q = PA∗(B∗)TQ gibt. Mit 2.2.11 erhält man,
dass es Matrizen P1, Q1, P2, P2 ∈ U2n gibt mit A∗ = P1 A′Q1 sowie
B∗ = P2B′Q2. Darüberhinaus gilt C = E˜C′E′ sowie A′ = E′AE˜ und
B′ = E′BE˜. Insgesamt erhält man so
C = E˜C′E′ = E˜PA∗(B∗)TQE′ = E˜PP1 A′Q1(P2B′Q2)TQE′
= E˜PP1E′AE˜Q1(P2E′BE˜Q2)TQE′
= E˜PP1E′AE˜Q1QT2 E˜TBT(E′)TPT2 QE′.
Setzt man R1 = E˜PP1E′ ∈ on×n und R2 = E˜Q1QT2 E˜T ∈ on×n sowie
R3 = (E′)TPT2 QE′ ∈ on×n, so hat man C = R1 AR2BTR3. Insbesondere
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gilt
det C = (det R1)(det A)(det R2)(det B)(det R3),
und da sich (det A)(det B) und det C wegen dn(A)dn(B) = dn(C) nur
um einen Faktor aus der Einheitengruppe o∗ unterscheiden können,
folgt (det R1)(det R2)(det R3) ∈ o∗, also det R1, det R2, det R3 ∈ o∗,
und damit insgesamt R1, R2, R3 ∈ Un. Daraus erhält man nun, dass
C ∈ Un AUnBTUn 2.2.6= C ∈ Un AUnBUn
gilt, und da C nach Konstruktion darüberhinaus die geforderten Be-
dingungen an die Determinantenteiler erfüllt, ist damit die Aussage
bewiesen. 
Eine leichte Modifikation des Beweises liefert eine Verallgemeine-
rung:
2.6.5 Bemerkung : Durch Einfügen geeigneter Permutati-onsmatrizen im Beweis von 2.6.4 erhält man folgende
stärkere Aussage: Ist o ein Dedekind-Ring, n ∈ N, und sind A und B
Matrizen aus ILn(o), so gibt es für jede Permutation pi auf {1, . . . , n}
eine Matrix C ∈ GLn(o)A GLn(o)B GLn(o), deren Elementarteiler
e1(A)epi(1)(B), . . . , en(A)epi(n)(B) sind (bis auf Sortierung). 
Zu gegebenen A, B ∈ ILn(o) liefern die bislang bewiesenen Aussagen
M, N ⊆ ILn(o) mit M ⊆ Tr(JAK ∗ JBK) ⊆ N. Ist o ein Hauptidealring,
lässt sich zumindest im Fall n = 2 eine Verschärfung zu M = N, also
eine genaue Charakterisierung des Trägers, erreichen.
2.6.6 Satz : Sei o ein Hauptidealring. Weiter seien A, B undC Matrizen aus IL2(o). Dann sind äquivalent:
(i) Es gilt C ∈ GL2(o)A GL2(o)B GL2(o).
(ii) Es gilt d1(A)d1(B) | d1(C) | (d1(A)d1(B))(f2(A) + f2(B)) und
d2(C) = d2(A)d2(B). 
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Bewei s :
Wähle a, b, c, d ∈ o mit ao = d1(A) und bo = d1(B) sowie co = f2(A)
und do = f2(B) (möglich wegen 2.2.4 (g) und der Tatsache, dass o ein
Hauptidealring ist). Setze A′ = diag(a, ac) und B′ = diag(b, bd). Dann
gilt d1(A′) = ao = d1(A) sowie d2(A′) = a2co = d1(A)2f2(A) = d2(A)
und genauso dk(B′) = dk(B) für alle k ∈ {1, 2}. Wähle nun gemäß
2.2.5 Matrizen P, Q1, Q2, R ∈ GL2(o) mit A = PA′Q1 und B = Q2B′R.
(i) ⇒ (ii): Es gebe P′, Q′, R′ ∈ GL2(o) mit C = P′AQ′BR′. Dann gilt
det C = (det P′)(det A)(det Q′)(det B)(det R′) ∈ (det A)(det B)o∗, al-
so d2(C) = d2(A)d2(B). Weiter gilt d1(A)d1(B) | d1(C) nach 2.6.2.
Somit verbleibt nur noch d1(C) | (d1(A)d1(B))(f2(A) + f2(B)) zu
zeigen. Mit den oben eingeführten allgemeinen Bezeichnungen ist
C = P′PA′Q1Q′Q2B′RR′ und damit d1(C) = d1(A′Q1Q′Q2B′) nach
2.2.5 wegen P′P ∈ GL2(o) und RR′ ∈ GL2(o). Setze zur Abkürzung
Q1Q′Q2 = Q =
(
q1 q2
q3 q4
)
.
Dann gilt
A′QB′ =
(
a 0
0 ac
)(
q1 q2
q3 q4
)(
b 0
0 bd
)
=
(
aq1b aq2bd
acq3b acq4bd
)
,
also d1(C) = d1(A′QB′) = ab(q1o+ q2do+ cq3o+ cq4do). Sei nun p ein
Primideal von o. Gilt p 6 | q1, so ist vp(q1o+ q2do+ cq3o+ cq4do) = 0,
also
vp(d1(C)) = vp(ab(q1o+ q2do+ cq3o+ cq4do))
= vp(ab) = vp(d1(A)d1(B))
6 vp(d1(A)d1(B)(f2(A) + f2(B))).
Gilt hingegen p | q1, so folgt p 6 | q2 und p 6 | q3, da man andernfalls mit
p | q1q4 − q2q3 = det Q einen Widerspruch zu Q ∈ GL2(o) erhalten
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würde. Somit gilt dann
vp(d1(C)) = vp(ab(q1o+ q2do+ cq3o+ cq4do))
= vp(ab) +min{vp(q1), vp(d), vp(c), vp(cq4d)}
6 vp(ab) +min{vp(d), vp(c)} = vp(ab) + vp(do+ co)
= vp(ab(do+ co)),
und da nach Wahl von a, b, c und d nun ao = d1(A) sowie bo = d1(B)
und co = f2(A) sowie do = f2(B) gilt, hat man auch in diesem Fall
vp(d1(C)) 6 vp(d1(A)d1(B)(f2(A) + f2(B))),
so dass insgesamt d1(C) | d1(A)d1(B)(f2(A) + f2(B)) folgt.
(ii)⇒ (i): Sei C eine Matrix aus IL2(o), die die Aussage in (ii) erfüllt.
Definiere a = d1(C)d1(A)−1d1(B)−1. Da dann nach Voraussetzung
a | f2(A) + f2(B) = co+ do und somit erst recht c ∈ a gilt, gibt es
nach 1.2.8 ein q1 ∈ a mit q1o + co = a. Weiter gilt aufgrund der
Voraussetzungen a ⊆ o und somit q1 ∈ o. Daher gibt es nach 1.2.8
ein q2 ∈ o mit q1o+ q2o = o. Demzufolge existieren dann q3, q4 ∈ o
mit q1q4 − q2q3 = 1. Setzt man also Q = ( q1 q2q3 q4 ), so gilt det Q = 1 und
folglich Q ∈ GL2(o). Definiert man weiter C′ = A′QB′, so ist dann
det C′ = (det A′)(det Q)(det B′) = (det A′)(det B′) und somit
d2(C′) = d2(A′)d2(B′)
2.2.5
= d2(PA′Q1)d2(Q2B′R)
= d2(A)d2(B) = d2(C)
erfüllt. Weiter gilt
C′ = A′QB′ =
(
a 0
0 ac
)(
q1 q2
q3 q4
)(
b 0
0 bd
)
=
(
aq1b aq2bd
acq3b acq4bd
)
,
also d1(C′) = ab(q1o+ q2do+ cq3o+ cq4do). Sei nun p ein Primideal
von o. Gilt p 6 | q1, so ist vp(q1o+ q2do+ cq3o+ cq4do) = 0 und somit
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vp(d1(C′)) = vp(ab), und wegen q1 ∈ a folgt aus p 6 | q1 erst recht p 6 | a
und damit
vp(d1(C)) = vp(d1(A)d1(B)a) = vp(d1(A)d1(B))
= vp(ab) = vp(d1(C′)).
Gilt hingegen p | q1, so folgt p 6 | q2 und p 6 | q3 wie im ersten Teil des
Beweises, woraus man
vp(d1(C′)) = vp(ab(q1o+ q2do+ cq3o+ cq4do))
= vp(ab) +min{vp(q1), vp(d), vp(c), vp(cq4d)}
= vp(ab) +min{vp(q1), vp(d), vp(c)}
= vp(ab) + vp(q1o+ do+ co)
erhält. Nach Wahl von q1 gilt nun q1o+ co = a, und da wie oben
gesehen a | co+ do gilt, hat man dann auch q1o+ co+ do = a. Somit
erhält man
vp(d1(C′)) = vp(ab) + vp(q1o+ do+ co) = vp(ab) + vp(a)
= vp(d1(A)d1(B)a) = vp(d1(C)).
Da also vp(d1(C′)) = vp(d1(C)) für alle Primideale p von o gilt, hat
man d1(C′) = d1(C). Zusammen mit der bereits gezeigten Aussage
d2(C′) = d2(C) und 2.2.5 folgt, dass P′, R′ ∈ GL2(o) mit C = P′C′R′
existieren. Somit folgt
C = P′C′R′ = P′A′QB′R′ = P′P−1 AQ−11 QQ
−1
2 BR
−1R′,
und da P′P−1 und Q−11 QQ
−1
2 sowie R
−1R′ als Produkte von Ma-
trizen aus GL2(o) selbst wieder in GL2(o) liegen, folgt insgesamt
C ∈ GL2(o)A GL2(o)B GL2(o). 
Die Aussage (i) ⇒ (ii) aus 2.6.6 lässt sich durch Lokalisierung auf
beliebige Dedekind-Ringe verallgemeinern.
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2.6.7 Satz : Sei o ein Dedekind-Ring. Weiter seien A und B Ma-trizen aus IL2(o). Für jedes C ∈ GL2(o)A GL2(o)B GL2(o)
gilt dann d1(A)d1(B) | d1(C) | (d1(A)d1(B))(f2(A) + f2(B)) sowie
d2(C) = d2(A)d2(B). 
Bewei s :
Es gelte C ∈ GL2(o)A GL2(o)B GL2(o). Sei p ein Primideal von o. Für
Matrizen D ∈ on×n und k ∈ {1, 2} verwende die Bezeichnung
dp,k(D) =
(2k)
∑
i=1
(2k)
∑
j=1
(D[k])ijop.
Dann ist dp,k(D) der k-te Determinantenteiler von D, wenn man die-
se Matrix als Element von o2×2p auffasst. Da op nach 1.2.11 (a) ein
Hauptidealring ist, erhält man aus 2.6.6, dass
dp,1(C) | dp,1(A)dp,1(B)(dp,1(A)−2dp,2(A) + dp,1(B)−2dp,2(B))
und somit
dp,1(A)dp,1(B)dp,1(C) | dp,1(B)2dp,2(A) + dp,1(A)2dp,2(B)
gilt. Zur Abkürzung definiere c1 = dp,1(C) und ak = dp,k(A) sowie
bk = dp,k(B) für jedes k ∈ {1, 2}. Nun gilt
vp(a1 ∩ o) = vp(((A)11op + (A)12op + (A)21op + (A)22op) ∩ o)
1.2.11 (i)
= min
i,j∈{1,2}
vp((A)ij) > 0,
da die Einträge von A alle in o liegen. Genauso erhält man weiter
vp(b1 ∩ o) > 0 und vp(c1 ∩ o) > 0. Dass auch vp(a2 ∩ o) > 0 und
vp(b2 ∩ o) > 0 gilt, erhält man aus der Tatsache, dass die Determinan-
ten von A und B in o liegen. Daher erhält man mit den Rechenregeln
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aus 1.2.11
vp(a1b1c1 ∩ o) = vp(a1 ∩ o) + vp(b1 ∩ o) + vp(c1 ∩ o)
= min
i,j∈{1,2}
vp((A)ij) + min
i,j∈{1,2}
vp((B)ij)
+ min
i,j∈{1,2}
vp((C)ij)
= vp(d1(A)) + vp(d1(B)) + vp(d1(C))
= vp(d1(A)d1(B)d1(C))
und genauso
vp((b21a2 + a
2
1b2) ∩ o)
= min{vp((b21a2) ∩ o), vp((a21b2) ∩ o)}
= min{2vp(b1 ∩ o) + vp(a2 ∩ o), 2vp(a1 ∩ o) + vp(b2 ∩ o)}
= min{2vp(d1(B)) + vp(d2(A)), 2vp(d1(A)) + vp(d2(B))}
= min{vp(d1(B)2d2(A)), vp(d1(A)2d2(B))}
= vp(d1(B)2d2(A) + d1(A)2d2(B)).
Nun gilt wie oben gesehen a1b1c1 | b21a2 + a22b2 und folglich nach
1.2.11 (g)
vp((a1b1c1) ∩ o) 6 vp((b21a2 + a22b2) ∩ o),
so man zusammen mit den durchgeführten Umformungen
vp(d1(A)d1(B)d1(C)) 6 vp(d1(B)2d2(A) + d1(A)2d2(B))
erhält. Da p ein beliebiges Primideal von o war, folgt insgesamt
d1(A)d1(B)d1(C) | d1(B)2d2(A) + d1(A)2d2(B)
und somit
d1(C) | d1(A)−1d1(B)d2(A) + d1(A)d1(B)−1d2(B)
= d1(A)d1(B)(d1(A)−2d2(A) + d1(B)−2d2(B))
= d1(A)d1(B)(f2(A) + f2(B)),
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was eine der zu beweisenden Behauptungen war. Die noch fehlenden
Behauptungen d1(A)d1(B) | d1(C) und d2(C) = d2(A)d2(B) erhält
man aus 2.6.1 und der Multiplikativität der Determinante. 
Sind A und B zwei Matrizen aus IL2(o) mit d2(A) + d2(B) = o,
so gilt erst recht f2(A) + f2(B) = o, da f2(A) ein Teiler von d2(A)
und f2(B) ein Teiler von d2(B) ist. In diesem Fall schließt man mit
2.6.7, dass d1(C) = d1(A)d1(B) und d2(C) = d2(A)d2(B) für alle
C ∈ GL2(o)A GL2(o)B GL2(o) gelten muss. Mit 2.2.5 folgt dann, dass
GL2(o)A GL2(o)B GL2(o) aus genau einer Doppelnebenklasse besteht,
und da AB ∈ GL2(o)A GL2(o)B GL2(o) gilt, folgt
GL2(o)A GL2(o)B GL2(o) = GL2(o)AB GL2(o).
Diese Aussage lässt sich nicht nur für n = 2, sondern für beliebiges
n ∈ N beweisen. Dazu wird als Vorbereitung der folgende Satz
benötigt.
2.6.8 Satz : Sei o ein Dedekind-Ring und n ∈ N. Weiterseien A, B ∈ ILn(o) mit dn(A) + dn(B) = o. Dann gilt
dk(AB) = dk(A)dk(B) für alle 1 6 k 6 n. 
Bewei s :
Sei p ein Primideal von o. Für Matrizen D ∈ on×n verwende die
Bezeichnung dp,k(D) wie im Beweis von 2.6.7, und definiere analog
ep,k(D) = dp,k(D)dp,k−1(D)−1.
Da op nach 1.2.11 (a) ein Hauptidealring ist, gibt es nach [New72] Satz
ii.9 (S. 26) a′1, . . . , a
′
n ∈ op und b′1, . . . , b′n ∈ op, so dass a′1 | · · · | a′n
sowie b′1 | · · · | b′n und A′ := diag(a′1, . . . , a′n) ∈ GLn(op)A GLn(op)
sowie B′ := diag(b′1, . . . , b
′
n) ∈ GLn(op)B GLn(op) gilt. Die Bemerkung
nach [New72] Satz ii.9 (S. 26 f.) besagt nun, dass ep,k(A′) = a′kop
und ep,k(B′) = b′kop für alle 1 6 k 6 n gilt, und für das Produkt
A′B′ = diag(a′1b
′
1, . . . , a
′
nb′n) folgt ep,k(A′B′) = a′kb
′
kop für alle k ∈ N
mit k 6 n. Somit erhält man
ep,k(AB) = a′kb
′
kop = ep,k(A)ep,k(B)
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für alle 1 6 k 6 n und damit auch dp,k(AB) = dp,k(A)dp,k(B) für alle
1 6 k 6 n. Für jedes 1 6 k 6 n hat man nun wie im Beweis von 2.6.7
vp(dk(A)dk(B)) = vp((dp,k(A)dp,k(B)) ∩ o) = vp((dp,k(AB)) ∩ o)
= vp(dk(AB)),
und da diese Gleichung für jedes beliebige Primideale p von o gilt,
folgt dk(A)dk(B) = dk(AB), was zu beweisen war. 
Mit diesem Satz kann die für den Fall d2(A) + d2(B) = o bereits
hergeleitete Gleichung GL2(o)A GL2(o)B GL2(o) = GL2(o)AB GL2(o)
auf (n× n)-Matrizen verallgemeinert werden.
2.6.9 Folgerung : Sei o ein Dedekind-Ring. Weiter seienA, B ∈ ILn(o) mit dn(A) + dn(B) = o. Dann gilt
GLn(o)A GLn(o)B GLn(o) = GLn(o)AB GLn(o). 
Bewei s :
Sei C ∈ GLn(o)A GLn(o)B GLn(o). Dann gibt es P, Q, R ∈ GLn(o) mit
C = PAQBR. Da nach 2.2.5 dn(PAQ) + dn(BR) = dn(A) + dn(B) = o
gilt, erhält man für jedes 1 6 k 6 n, dass
dk(C) = dk(PAQBR)
2.6.8= dk(PAQ)dk(BR)
2.2.5
= dk(A)dk(B)
gilt. Da C aus GLn(o)A GLn(o)B GLn(o) beliebig gewählt war, folgt
so mit 2.2.5, dass GLn(o)A GLn(o)B GLn(o) nur aus höchstens einer
Doppelnebenklasse bezüglich GLn(o) besteht. Die Behauptung erhält
man nun aus AB ∈ GLn(o)A GLn(o)B GLn(o). 
Die in diesem Abschnitt bewiesenen Sätze finden im folgenden An-
wendung, wenn es darum geht, Hecke-Algebren als Tensorprodukte
zu schreiben und die Struktur der einzelnen Faktoren genauer zu
untersuchen.
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§ 2.7
T E N S O R P R O D U K T Z E R L E G U N G E N
Die »klassische« Hecke-Algebra H(GLn(Q), ILn(Z), GLn(Z)) lässt
sich bis auf Isomorphie als Tensorprodukt über alle Teilalgebren der
Form H(GLn(Q), In,p, GLn(Z)) für Primzahlen p ∈N schreiben, wo-
bei In,p die Menge aller (n× n)-Matrizen über Z mit Determinante
aus {±1,±p,±p2,±p3, . . .} bezeichnet (vergleiche etwa [Fre83] iv.2.2
(S. 238)). Im hier betrachteten allgemeinen Fall ist eine solche Tensor-
produktdarstellung weder über Primelemente noch über Primideale
von o möglich. Hauptgründe dafür sind die Tatsachen, dass einer-
seits die Primelementzerlegung in o nicht immer eindeutig zu sein
braucht und andererseits nicht für jeden Dedekind-Ring jede Prim-
idealpotenz pk als Determinante einer Matrix auftreten kann, denn
dies würde erfordern, dass pk stets ein Hauptideal ist. Indem die
Menge der möglichen Determinanten eingeschränkt wird, erhält man
jedoch zumindest für eine Teilalgebra eine zum klassischen Fall ana-
loge Zerlegung. Zunächst werden die benötigten Voraussetzungen
dargestellt.
2.7.1 Voraussetzungen und Beze ichnungen : Seio ein normendlicher Dedekind-Ring und K dessen Quo-
tientenkörper. Für jedes n ∈ N sei Gn = GLn(K) und Un = GLn(o)
sowie In = ILn(o). Weiter seien die sich daraus ergebenden Bezeich-
nungen aus 1.1.4 übernommen (mit Gn anstelle von G und Un anstelle
von U sowie In anstelle von M).
Definiere nun weiter
I∗n = {A ∈ In | dn(A) = ao für ein a ∈ Z},
und für jede Primzahl p ∈N setze
I∗n,p = {A ∈ I∗n | dn(A) = pko für ein k ∈N0}. 
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Mit diesen Bezeichnungen kann man nun zusätzlich die Hecke-Alge-
bren H(Gn, I∗n , Un) und H(Gn, I∗n,p, Un) bilden und untersuchen.
2.7.2 Def in it ion : Es seien die Bezeichnungen aus 2.7.1übernommen, n ∈ N und p ∈ N eine Primzahl. Dann
heißt H(Gn, I∗n,p, Un) Primärkomponente von H(Gn, I∗n , Un) bezüglich
p. 
Um die Wohldefiniertheit der angestrebten Tensorproduktdarstellung
zu zeigen, benötigt man zunächst eine Aussage, die JAK ∗ JBK für den
Fall von teilerfremden Determinanten beschreibt. In deren Beweis wird
die folgende Charakterisierung der Tatsache, dass sämtliche Einträge
einer über K gegebenen Matrix bereits in o liegen, verwendet.
2.7.3 Lemma : Sei o ein Dedekind-Ring mit QuotientenkörperK und n ∈ N. Weiter seien l, m ∈ o teilerfremd und
M ∈ Kn×n mit lM ∈ on×n und mM ∈ on×n. Dann gilt M ∈ on×n. 
Bewei s :
Sei x ein beliebiger Eintrag von M. Dann gilt lx ∈ o und mx ∈ o,
also x ∈ l−1o ∩ m−1o. Da l und m teilerfremd sind, gilt nach 1.2.6
l−1o∩m−1o = o. Dies beweist die Behauptung. 
Nun kann im Falle von teilerfremden Determinanten das ProduktJAK ∗ JBK auf ein Matrixprodukt zurückgeführt werden.
2.7.4 Satz : Es seien die Bezeichnungen aus 2.7.1 übernommenund n ∈ N. Weiter seien Matrizen A, B ∈ In gegeben mit
dn(A) + dn(B) = o. Dann gilt JAK ∗ JBK = JABK. 
Bewei s :
Nach 2.6.9 gilt Un AUnBUn = Un ABUn, also muss nach 1.1.9 ein c ∈ C
mit JAK ∗ JBK = cJABK existieren. Sei {A1, . . . , Ar} ein Vertretersystem
von Un  [A] und {B1, . . . , Bs} ein Vertretersystem von Un  [B]. Für
c = 1 genügt es nach 1.1.10 zu zeigen, dass die Rechtsnebenklassen
Un AiBj für 1 6 i 6 r und 1 6 j 6 s paarweise verschieden sind. Seien
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nun 1 6 i, k 6 r und 1 6 j, l 6 s mit Un AiBj = Un AkBl . Dann existiert
ein P ∈ Un mit PAiBj = AkBl , und es folgt A−1k PAi = Bl B−1j woraus
man mit ε := (det A)(det Ak)−1 die Gleichungskette
(det A)Bl B−1j = ε(det Ak)Bl B
−1
j = ε(det Ak)A
−1
k PAi = εA
adj
k PAi
erhält, wobei der rechtsstehende Ausdruck ein Produkt von ε mit
Matrizen aus on×n ist und ε = (det A)(det Ak)−1 ∈ o∗ wegen Ak ∈ [A]
nach 2.2.5 gilt, was insgesamt beweist, dass (det A)Bl B−1j ∈ on×n gilt.
Andererseits hat man mit ε′ := (det B)(det Bj)−1 ∈ o∗ auch
(det B)Bl B−1j = ε
′(det Bj)Bl B−1j = ε
′Bl B
adj
j ∈ on×n,
so dass man aus der wegen dn(A) + dn(B) = o gegebenen Teiler-
fremdheit von det A und det B nach 2.7.3 erhält, dass Bl B−1j ∈ on×n
gilt. Wegen det(Bl B−1j ) = (det Bl)(det Bj)
−1 = ε′ ∈ o∗ hat man sogar
Bl B−1j ∈ Un, also erhält man UnBl = UnBj, und da Bl und Bj aus ei-
nem Vertretersystem von Un  [B] gewählt wurden, muss dann sogar
Bl = Bj gelten. Analog erhält man Ai = Ak, denn aus PAiBj = AkBl
folgt wegen Bj = Bl und Bj, Bl ∈ In zunächst PAi = Ak und damit
Un Ai = Un Ak. Damit wurde gezeigt, dass Un AiBj = Un AkBl nur für
(i, j) = (k, l) gelten kann, was beweist, dass die Un AiBj paarweise
verschieden sind. Dies schließt den Beweis ab. 
Nachdem nun bewiesen wurde, dass in bestimmten SpezialfällenJAK ∗ JBK = JABK gilt, stellt sich die Frage, wann sich umgekehrt
zu einem C ∈ In Matrizen A und B finden lassen, die gewissen
Nebenbedingungen genügen und JCK = JAK ∗ JBK erfüllen.
2.7.5 Satz : Es seien die Bezeichnungen aus 2.7.1 übernom-men. Weiter sei n ∈N und C ∈ In. Gibt es Hauptideale
a, b in o mit a+ b = o und dn(C) = ab, so gibt es Matrizen A, B ∈ In
mit dn(A) = a und dn(B) = b sowie JCK = JAK ∗ JBK. Die Doppel-
nebenklassen [A] und [B] sind durch diese Bedingungen eindeutig
bestimmt. 
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Bewei s :
Existenz: Für jedes 1 6 k 6 n definiere Ideale ak und bk durch
vp(ak) =
{
vp(ek(C)), falls p | a,
0 sonst
und
vp(bk) =
{
vp(ek(C)), falls p | b,
0 sonst
für alle Primideale p von o. Da die Ideale a und b teilerfremd sind
und ek(C) | dn(C) = ab gilt (2.2.4 (d), (g)), hat man mit dieser Wahl
akbk = ek(C) (1.2.5). Wegen e1(C) | · · · | en(C) (2.2.4 (f)) gilt dann auch
a1 | · · · | an und b1 | · · · | bn, und da e1(C) · · · en(C) = dn(C) = ab gilt,
hat man a1 · · · an = a sowie b1 · · · bn = b, also sind diese Produkte
Hauptideale. Damit existieren nach 2.2.10 Matrizen A, B ∈ In, die
ek(A) = ak und ek(B) = bk für alle 1 6 k 6 n erfüllen. Für diese
Matrizen gilt dn(A) + dn(B) = a+ b = o und JAK ∗ JBK = JABK nach
2.7.4 sowie dk(AB) = dk(A)dk(B) = a1 · · · ak · b1 · · · bk = dk(C) nach
2.6.8 für alle 1 6 k 6 n. Mit 2.2.5 erhält man aus der letzten AussageJABK = JCK, womit insgesamt JCK = JAK ∗ JBK gezeigt ist.
Eindeutigkeit: Sind A, A′, B, B′ ∈ In mit dn(A) = a = dn(A′) und
dn(B) = b = dn(B′) sowie JAK ∗ JBK = JCK = JA′K ∗ JB′K, so gilt
dk(A)dk(B)
2.6.8= dk(AB)
2.7.4
2.2.5
= dk(C)
2.7.4
2.2.5
= dk(A′B′)
2.6.8= dk(A′)dk(B′)
für alle 1 6 k 6 n. Da a und b teilerfremd sind und dk(A), dk(A′) | a
sowie dk(B), dk(B′) | b gilt, folgt dk(A′) = dk(A) und dk(B) = dk(B′)
für alle 1 6 k 6 n, was mit 2.2.5 [A] = [A′] und [B] = [B′] zeigt und
die Eindeutigkeit beweist. 
Als Vorstufe zur Zerlegung von H(Gn, I∗n , Un) beschreibt das folgende
Lemma das Tensorprodukt zweier Teilalgebren.
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2.7.6 Lemma : Es seien die Bezeichnungen aus 2.7.1 übernom-men und n ∈ N. Ist M eine multiplikativ abgeschlos-
sene Menge von Hauptidealen in o (insbesondere gelte o ∈ M), so
sei MM = {A ∈ In | dn(A) ∈ M}. Seien nun A und B zwei mul-
tiplikativ abgeschlossene Mengen von Hauptidealen in o, so dass
a+ b = o für alle a ∈ A und b ∈ B gilt, und AB bezeichne die Menge
{ab | a ∈ A, b ∈ B}. Dann gilt
H(Gn, MAB, Un) ∼= H(Gn, MA, Un)⊗H(Gn, MB, Un). 
Bewei s :
Da die JAK für A :: Un  MA Un eine Vektorraumbasis der Hecke-
Algebra H(Gn, MA, Un) bilden und Analoges für B :: Un  MB Un
gilt, genügt es zu zeigen, dass die JAK ∗ JBK für A :: Un  MA Un
und B :: Un  MB Un eine Basis von H(Gn, MAB, Un) darstellen.
Zeige zunächst, dass die Elemente JAK ∗ JBK für A :: Un  MA Un
und B :: Un  MB  Un ein Vektorraum-Erzeugendensystem von
H(Gn, MAB, Un) bilden. Dazu weise nach, dass sich jedes JCK für
C ∈ MAB als Linearkombination solcher Produkte schreiben lässt.
Ist C ∈ MAB, so gilt d2(C) ∈ AB, also gibt es dann ein a ∈ A und
ein b ∈ B mit d2(C) = ab, und es gilt a+ b = o. Nach 2.7.5 existiert
dann ein A ∈ MA und ein B ∈ MB mit JCK = JAK ∗ JBK, wobei man
ohne Einschränkung A aus einem vorgegebenen Vertretersystem von
Un  MA Un wählen kann und Analoges für B gilt.
Nun verbleibt zu zeigen, dass die JAK ∗ JBK für A :: Un  MA Un und
B :: Un  MB Un linear unabhängig sind. Da A und B teilerfremde
Determinanten haben, gilt nach 2.7.4 JAK ∗ JBK = JABK. Da die JCK
mit C ∈ In und dn(C) ∈ AB eine Basis von H(Gn, MAB, Un) bilden,
genügt es zu zeigen, dass aus JA′B′K = JABK für A, A′ ∈ MA und
B, B′ ∈ MB stets [A] = [A′] und [B] = [B′] folgt. Setze
a = dn(A), a′ = dn(A′), b = dn(B), b′ = dn(B′).
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Dann gilt ab = a′b′ und a, a′ ∈ A sowie b, b′ ∈ B. Für jedes Primideal
p von o folgt vp(a) + vp(b) = vp(a′) + vp(b′) (1.2.5). Betrachte als
ersten Fall, dass vp(a) = 0 und vp(b) = 0 gilt. Dann muss auch
vp(a′) = 0 und vp(b′) = 0 gelten, da alle auftretenden Vielfachheiten
wegen a, b ⊆ o nichtnegativ sein müssen. Als zweiten Fall betrachte
vp(a) = 0 und vp(b) > 0. Da nach Wahl von A und B die Ideale
a′ und b teilerfremd sind, folgt vp(a′) = 0 = vp(a), und daraus
erhält man vp(b) = vp(b′) wegen vp(a) + vp(b) = vp(a′) + vp(b′). Im
verbleibenden Fall ist vp(a) > 0. Wegen a+ b = o und a+ b′ = o folgt
vp(b) = 0 = vp(b′) und somit auch vp(a) = vp(a′). Insgesamt wurde
damit in allen Fällen vp(a) = vp(a′) und vp(b) = vp(b′) gezeigt, und
da dies für jedes Primideal p gilt, muss a = a′ und b = b′ gelten. Mit
der Eindeutigkeit der Zerlegung aus 2.7.5 erhält man nun [A] = [A′]
und [B] = [B′], was den Beweis abschließt. 
Es folgt die angekündigte Tensorproduktzerlegung. Die Aussage wird
dabei etwas allgemeiner formuliert und bewiesen, so dass die Zer-
legung von H(Gn, I∗n , Un) eine einfache Folgerung aus diesem Satz
ist.
2.7.7 Satz : Es seien die Bezeichnungen aus 2.7.1 übernom-men, n ∈N und R ein faktorieller Teilring von o sowie
Mn = {A ∈ In | dn(A) = ro für ein r ∈ R}.
Weiter sei P(R) die Menge der Primelemente von R und P ein Vertre-
tersystem von P(R)  R∗. Für jedes p ∈ P setze
Mn,p = {A ∈ Mn | dn(A) = pko für ein k ∈N0}.
Dann gilt
H(Gn, Mn, Un) ∼=
⊗
p∈P
H(Gn, Mn,p, Un).

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Bewei s :
Sei p1, p2, . . . eine Abzählung von P und
A = {pv1o | v ∈N0}
sowie
B = {pv1i1 · · · p
vk
ik
o | k ∈N0, 2 6 i1 < · · · < ik, v1, . . . , vk ∈N}.
Diese Mengen erfüllen die Voraussetzungen von 2.7.6 (Teilerfremdheit
über R impliziert Teilerfremdheit über o, da aus aR + bR = R stets
o = Ro = (aR + bR)o ⊆ ao+ bo folgt), und AB ist die Menge aller
Ideale der Form ro mit r ∈ R. Mit den Bezeichnungen aus dem letzen
Lemma ist also
H(Gn, Mn, Un) = H(Gn, MAB, Un)
∼= H(Gn, MA, Un)⊗H(Gn, MB, Un)
= H(Gn, Mn,p1 , Un)⊗H(Gn, MB, Un).
Spaltet man nun analog H(Gn, Mn,p2 , Un) von H(Gn, MB, Un) ab und
setzt diese Abspaltung mit p3, p4, . . . fort, erhält man induktiv die
Behauptung. 
2.7.8 Folgerung : Es seien die Bezeichnungen aus 2.7.1 über-nommen und n ∈N. Dann gilt
H(Gn, I∗n , Un) ∼=
⊗
p Primzahl in N
H(Gn, I∗n,p, Un).

Die gerade gezeigte Zerlegung von H(Gn, I∗n , Un) zieht nun die Fra-
ge nach der Struktur der Primärkomponenten dieser Hecke-Algebra
nach sich. Erste Aussagen in diese Richtung liefert der übernächste
Abschnitt, in dem endliche Erzeugendensysteme von H(Gn, I∗n,p, Un)
bestimmt werden. Zunächst müssen jedoch noch einige Vorbereitun-
gen getroffen werden.
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§ 2.8
Z E R L E G B A R E M AT R I Z E N
Als Vorbereitung zur Bestimmung von Erzeugendensystemen von
Primärkomponenten wird in diesem Abschnitt das Konzept der zer-
legbaren und unzerlegbaren Matrizen eingeführt und untersucht. Es
wird sich herausstellen, dass man Erzeugendensysteme von Hecke-
Algebren dadurch charakterisieren kann, dass sie alle FunktionenJCK für unzerlegbare C ∈ In erzeugen, was die Überprüfung dieser
Eigenschaft vereinfacht, da es nur endlich viele unzerlegbare Matrizen
gibt.
Bevor der Begriff der zerlegbaren Matrizen definiert werden kann,
müssen zunächst zwei Größenrelationen im Determinantenteilersinne
eingeführt werden.
2.8.1 Def in it ion : Es seien die Bezeichnungen aus 2.7.1übernommen, n ∈N und A, B ∈ In. Gilt di(A) | di(B) für
alle 1 6 i 6 n, so heißt A im Determinantenteilersinne kleiner/gleich
B; dies wird mit AE B bezeichnet. Gibt es zusätzlich ein 1 6 i 6 n mit
di(A) ‖ di(B), so heißt A im Determinantenteilersinne (echt) kleiner
als B; dies wird mit AC B bezeichnet. 
Diese Größenrelation wird zunächst im folgenden Lemma benötigt,
das Aussagen über das Verschwinden und Nichtverschwinden von
Koeffizienten in einem Produkt der Form JAK ∗ JBK macht.
2.8.2 Lemma : Es seien die Bezeichnungen aus 2.7.1 übernom-men, n ∈ N und A, B, C ∈ In mit dk(C) = dk(A)dk(B)
für alle 1 6 k 6 n. Dann gilt (JAK ∗ JBK)(C) 6= 0, und für alle C′ ∈ In
mit (JAK ∗ JBK)(C′) 6= 0 folgt CE C′. 
Bewei s :
Diese Aussagen folgen mit 1.1.9 aus 2.6.4 beziehungsweise 2.6.2. 
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Weiter kann nun auch der für diesen Abschnitt titelgebende Begriff
eingeführt werden.
2.8.3 Def in it ion (zerlegbar, unzerlegbar): Es seien die Be-zeichnungen aus 2.7.1 übernommen, n ∈N und Mn ein
Untermonoid von In mit Un ⊆ Mn sowie C ∈ Mn. Gibt es A, B ∈ Mn
mit dn(A) ‖ dn(C) und dn(B) ‖ dn(C), so dass C ∈ Un AUnBUn gilt
und für C′ ∈ Un AUnBUn stets C E C′ folgt, so heißt C in Mn zer-
legbar mit A und B. Ist C nicht zerlegbar, so heißt es unzerlegbar. Ist
f ∈ H(Gn, Mn, Un) mit f (C) 6= 0 nur für unzerlegbare C ∈ Mn, so
heißt auch f unzerlegbar. 
Erstes Ziel dieses Abschnitts ist der Beweis der Tatsache, dass eine
Menge, die alle JCK für unzerlegbare Matrizen C erzeugt, bereits
ein Erzeugendensystem der Hecke-Algebra H(Gn, Mn, Un) ist. Dieser
Beweis – und auch der Nachweis eines vorbereitenden Lemmas – lässt
sich mit dem Begriff des harmonischen Elements für Hecke-Algebren
leichter formulieren.
2.8.4 Def in it ion (harmonisch): Es seien die Bezeichnungenaus 2.7.1 übernommen, n ∈ N und Mn ein Untermonoid
von In mit Un ⊆ Mn sowie f ∈ H(Gn, Mn, Un) und a ein Ideal von o.
Ist f (C) = 0 für alle C ∈ Mn mit dn(C) 6= a, so heißt f harmonisch zur
Determinante a.
Ist f ∈ H(Gn, Mn, Un) beliebig, so definiere fa ∈ H(Gn, Mn, Un) durch
fa : C 7→
{
f (C), falls dn(C) = a,
0 sonst.
Dieses fa heißt a-harmonischer Teil von f . 
Es folgt das angekündigte vorbereitende Lemma für den Beweis von
2.8.6.
116
2.8 Zerlegbare Matrizen
2.8.5 Lemma : Es seien die Bezeichnungen aus 2.7.1 übernom-men, n ∈N und Mn Untermonoid von In mit Un ⊆ Mn
sowie f ∈ H(Gn, Mn, Un) und a ein Ideal von o. Dann gibt es ein
k ∈N0 und c1, . . . , ck ∈ C sowie Matrizen A1, . . . , Ak, B1, . . . , Bk ∈ Mn
mit dn(Ai) ‖ a und dn(Bi) ‖ a sowie dn(AiBi) = a für alle 1 6 i 6 k, so
dass der a-harmonische Teil von f + c1JA1K ∗ JB1K+ · · ·+ ckJAkK ∗ JBkK
unzerlegbar ist. 
Bewei s :
Mit 2.2.5 folgt, dass es nur endlich viele Doppelnebenklassen der
Form [C] mit dn(C) = a gibt, da nur endlich viele Möglichkeiten für
die d1(C), . . . , dn−1(C) existieren (denn sie müssen nach 2.2.4 (f) alle
Teiler von dn(C) = a sein). Daher ist für jedes C ∈ Mn mit dn(C) = a
die Zahl
d(C) = max{l ∈N0 | ∃C1, . . . , Cl ∈ Mn : C = C0 C · · ·C Cl ,
dn(C1) = · · · = dn(Cl) = a}
wohldefiniert, und es gibt ein D ∈N0 mit d(C) 6 D für alle C ∈ Mn
mit dn(C) = a. Für jedes C′ ∈ Mn mit dn(C′) = a und C C C′ gilt
d(C) > d(C′), denn man kann stets C′ C · · ·C Cl zu CC C′ C · · ·C Cl
erweitern. Für jedes s ∈ N0 und g ∈ H(Gn, Mn, Un) definiere nun
noch
Zs(g) = {[C] | g(C) 6= 0, C zerlegbar, dn(C) = a, d(C) = s}.
(1) Es gebe ein s ∈N0 mit Zs( f ) 6= ∅. Zeige, dass man dann ein c ∈ C
und A, B ∈ Mn mit dn(A) ‖ a und dn(B) ‖ a sowie dn(AB) = a findet,
so dass f ∗ := f + cJAK ∗ JBK die Inklusion Zs( f ∗) $ Zs( f ) und für
alle t > s die Gleichung Zt( f ∗) = Zt( f ) erfüllt. Wähle ein C ∈ Zs( f ).
Dann ist C zerlegbar, also existieren A, B ∈ Mn mit dn(A) ‖ a und
dn(B) ‖ a, so dass C ∈ Un AUnBUn gilt. Aus Letzterem folgt bereits
dn(AB) = dn(A)dn(B) = dn(C) = a, so dass nur noch zu zeigen
verbleibt, dass ein c ∈ C existiert, so dass f ∗ := f + cJAK ∗ JBK die
Inklusion Zs( f ∗) $ Zs( f ) erfüllt und für alle t > s die Gleichung
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Zt( f ∗) = Zt( f ) gilt. Wähle nun c = − f (C)((JAK ∗ JBK)(C))−1, was
möglich ist, da nach 1.1.9 C ∈ Un AUnBUn = Tr(JAK ∗ JBK) und somit
(JAK ∗ JBK)(C) 6= 0 gilt. Dann hat man
f ∗(C) = f (C) + c(JAK ∗ JBK)(C)
= f (C)− f (C)((JAK ∗ JBK)(C))−1(JAK ∗ JBK)(C)
= f (C)− f (C) = 0,
also [C] /∈ Zs( f ∗). Sei C′ ∈ Mn mit [C′] ∈ Zs( f ∗). Aus [C] /∈ Zs( f ∗)
folgt dann insbesondere [C′] 6= [C], also gibt es nach 2.2.5 ein k ∈N
mit k 6 n und dk(C′) 6= dk(C). Wäre C′ ∈ Tr(JAK ∗ JBK), so erhielte
man mit 2.8.2, dass CE C′ gelten würde, und wegen dk(C′) 6= dk(C)
hätte man sogar C C C′, woraus wie oben gesehen d(C) > d(C′)
folgte, was wegen [C] ∈ Zs( f ) und [C′] ∈ Zs( f ∗) den Widerspruch
s > s liefern würde. Somit kann nicht C′ ∈ Tr(JAK ∗ JBK) gelten; da
nach Definition von f ∗ aber [C′] ∈ Zs( f ) oder C′ ∈ Tr(JAK ∗ JBK)
gelten muss, folgt [C′] ∈ Zs( f ), und wegen [C′] 6= [C] hat man sogar
[C′] ∈ Zs( f ) \ {[C]}. Dies beweist Zs( f ∗) $ Zs( f ). Da f und f ∗ sich
nach Definition höchstens auf Tr(JAK ∗ JBK) unterscheiden, für jedes
C′ ∈ Tr(JAK ∗ JBK) mit [C′] 6= [C] wie oben gesehen d(C′) < d(C) = s
gilt und man im Falle [C′] = [C] klarerweise d(C′) = d(C) = s hat,
stimmen Zt( f ) und Zt( f ∗) für alle t ∈N0 mit t > s überein.
(2) Es gebe ein s ∈ N0 mit Zt( f ) = ∅ für alle t ∈ N0 mit t > s.
Sei |Zs( f )| = k. Setze fk = f . Für jedes i = k, k− 1, . . . , 1 existieren
nach (1) ci ∈ C und Ai, Bi ∈ Mn mit dn(Ai) ‖ a und dn(Bi) ‖ a
sowie dn(AiBi) = a, so dass fi−1 := fi + ciJAiK ∗ JBiK die Inklusion
Zs( fi−1) $ Zs( fi) und für alle t > s die Gleichung Zt( fi−1) = Zt( fi)
erfüllt. Wegen |Zs( f )| = k hat man so schließlich Zs( f0) = ∅ und
weiter Zt( f0) = Zt( fk) = Zt( f ) = ∅ für alle t > s, also insgesamt
Zt( f0) = ∅ für alle t > s.
(3) Nach Wahl von D ist die Voraussetzung von (2) für s = D er-
füllt. Bezeichne mit f˜D−1 das zu f˜D := f gemäß (2) konstruierte f0.
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Dann gilt Zt( f˜D−1) = ∅ für alle t > D− 1, also erfüllt f˜D−1 die Vor-
aussetzungen an f in (2) für s = D − 1, so dass sich analog zum
Übergang von f˜D zu f˜D−1 ein f˜D−2 zu f˜D−1 konstruieren lässt und
man dann auch weiter f˜D−3, . . . , f˜0 analog erhält. Man hat schließlich
Zt( f˜0) = ∅ für alle t ∈ N0, was nach der Definition der Zt bedeutet,
dass der a-harmonische Teil von f˜0 unzerlegbar ist. Darüberhinaus ist
nach Konstruktion f˜0 − f eine Linearkombination von Funktionen der
Form JAK ∗ JBK mit A, B ∈ Mn und dn(A) ‖ a sowie dn(B) ‖ a und
dn(AB) = a, womit die Behauptung bewiesen ist. 
Damit sind die Vorbereitungen zum Beweis der Charakterisierung
von Erzeugendensystemen von Hecke-Algebren abgeschlossen.
2.8.6 Satz : Es seien die Bezeichnungen aus 2.7.1 übernom-men, n ∈ N und Mn ein Untermonoid von In, das
Un ⊆ Mn erfüllt. Weiter seien f1, . . . , fk ∈ H(Gn, Mn, Un). Gilt dannJCK ∈ C[ f1, . . . , fk] für alle in Mn unzerlegbaren C ∈ Mn, so ist
C[ f1, . . . , fk] = H(Gn, Mn, Un). 
Bewei s :
Zeige, dass JCK ∈ C[ f1, . . . , fk] für alle C ∈ Mn gilt. Für JEnK gilt dies
nach Voraussetzung, da En unzerlegbar ist. Sei nun C ∈ Mn, und es sei
bereits gezeigt, dass JC′K ∈ C[ f1, . . . , fk] für alle C′ mit dn(C′) ‖ dn(C)
gilt. Da JCK harmonisch zur Determinante dn(C) ist, gibt es nach
dem letzten Lemma ein k ∈ N0 und c1, . . . , ck ∈ C sowie Matrizen
A1, . . . , Ak, B1, . . . , Bk ∈ Mn mit dn(Ai) ‖ dn(C) und dn(Bi) ‖ dn(C)
sowie dn(AiBi) = dn(C) für alle 1 6 i 6 k, so dass der dn(C)-harmo-
nische Teil von f ∗ := JCK+ c1JA1K ∗ JB1K+ · · ·+ ckJAkK ∗ JBkK unzer-
legbar ist. Da die JAiK ∗ JBiK nach 1.1.9 wegen dn(AiBi) = dn(C) stets
dn(C)-harmonisch sind und selbiges für JCK gilt, ist auch f ∗ als Linear-
kombination dieser Funktionen dn(C)-harmonisch. Zusammengefasst
erhält man also, dass f ∗ unzerlegbar und damit eine Linearkombinati-
on von Funktionen der Form JDK für unzerlegbare D ∈ Mn ist. Nach
Voraussetzung ist jedes solche JDK ein Element von C[ f1, . . . , fk], also
gilt dies dann auch für f ∗. Da nach Induktionsvoraussetzung wegen
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dn(Ai) ‖ dn(C) und dn(Bi) ‖ dn(C) auch JAiK, JBiK ∈ C[ f1, . . . , fk] gilt,
kann nun
JCK = f ∗ − c1JA1K ∗ JB1K− · · · − ckJAkK ∗ JBkK ∈ C[ f1, . . . , fk]
gefolgert werden. Da die JCK für C ∈ Mn eine C-Vektorraum-Basis
von H(Gn, Mn, Un) bilden, erhält man damit die Behauptung. 
Das nächste Ziel ist nun, die Zerlegbarkeit von Matrizen durch einfa-
chere Bedingungen zu charakterisieren, damit die Anwendung des
gerade bewiesenen Satzes leichter möglich ist.
2.8.7 Lemma : Es seien die Bezeichnungen aus 2.7.1 über-nommen, n ∈ N und Mn ein Untermonoid von In mit
Un ⊆ Mn. Ein C ∈ Mn ist genau dann zerlegbar, wenn es A, B ∈ Mn
gibt mit dn(A) ‖ dn(C) und dn(B) ‖ dn(C) sowie di(C) = di(A)di(B)
für alle 1 6 i 6 n. 
Bewei s :
Nach der Definition von Zerlegbarkeit und 1.1.9 genügt es, die Äqui-
valenz folgender Aussagen zu beweisen:
(i) Es gilt (JAK ∗ JBK)(C) 6= 0, und aus (JAK ∗ JBK)(C′) 6= 0 folgt
stets CE C′.
(ii) Es gilt di(C) = di(A)di(B) für alle 1 6 i 6 n.
(ii)⇒ (i): Diese Richtung ist die Aussage von 2.8.2.
(i) ⇒ (ii): Nach 2.6.4 und 2.8.2 existiert eine Matrix C′ ∈ Mn, die
(JAK ∗ JBK)(C′) 6= 0 und di(C′) = di(A)di(B) für alle 1 6 i 6 n
erfüllt. Demzufolge muss für jedes C ∈ Mn, das der Bedingung
(i) genügt, di(C) | di(C′) = di(A)di(B) für alle 1 6 i 6 n gelten
(wegen C E C′). Aus (JAK ∗ JBK)(C) 6= 0 folgt mit 1.1.9 und 2.6.2
darüberhinaus di(A)di(B) | di(C), also hat man insgesamt gezeigt,
dass di(A)di(B) | di(C) | di(A)di(B) und damit di(C) = di(A)di(B)
für alle 1 6 i 6 n gilt. 
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Das nachfolgende Lemma vereinfacht die Charakterisierung aus 2.8.7,
indem die Existenz einer Zerlegung in Matrizen in eine Aussage über
Ideale umformuliert wird.
2.8.8 Lemma : Es seien die Bezeichnungen aus 2.7.1 übernom-men, n ∈ N und T eine multiplikativ abgeschlossene
Menge von Hauptidealen von o mit der Eigenschaft, dass für alle
a, b ∈ T mit a | b auch ba−1 ∈ T gilt. Setze Mn = {C ∈ In | dn(C) ∈ T}.
Für ein C ∈ Mn sind dann äquivalent:
(i) Die Matrix C ist in Mn zerlegbar.
(ii) Es gibt Ideale c1, . . . , cn in o mit ci | fi(C) für alle 1 6 i 6 n, so
dass cn1c
n−1
2 · · · c2n−1cn ∈ T \ {o, dn(C)} gilt. 
Bewei s :
(i) ⇒ (ii): Sei C in Mn zerlegbar. Dann gibt es nach 2.8.7 A, B ∈ Mn
mit dn(A) ‖ dn(C) und dn(B) ‖ dn(C) sowie di(C) = di(A)di(B)
(und damit auch ei(C) = ei(A)ei(B) und fi(C) = fi(A)fi(B)) für alle
1 6 i 6 n. Definiere ci = fi(A) für alle 1 6 i 6 n. Da Grundfaktoren
nach 2.2.4 (g) hier stets Ideale in o sind, hat man
ci = fi(A) | fi(A)fi(B) = fi(C).
Weiter gilt dann
cn1c
n−1
2 · · · c2n−1cn = f1(A)nf2(A)n−1 · · · fn−1(A)2fn(A)
2.2.4 (d)
= dn(A),
also ist dieses Produkt ein Hauptideal aus T. Da dn(A)dn(B) = dn(C)
mit dn(A) ‖ dn(C) und dn(B) ‖ dn(C) gilt, muss o ‖ dn(A) ‖ dn(C)
und damit cn1c
n−1
2 · · · cn /∈ {o, dn(C)} erfüllt sein.
(ii) ⇒ (i): Seien c1, . . . , cn gegeben, die die in (ii) geforderten Bedin-
gungen erfüllen. Dann existiert nach 2.2.10 eine Matrix A ∈ In mit
fi(A) = ci für alle 1 6 i 6 n. Setze nun c′i = fi(C)c−1i für alle 1 6 i 6 n.
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Dann sind die c′i wegen ci | fi(C) Ideale in o. Weiter gilt
(c′1)
n(c′2)n−1 · · · c′n = f1(C)nc−n1 f2(C)n−1c−(n−1)2 · · · fn(C)c−1n
2.2.4 (d)
= dn(C)(cn1c
n−1
2 · · · cn)−1,
was ein Hauptideal ist, da bereits cn1c
n−1
2 · · · cn nach Voraussetzung ein
Hauptideal ist. Gemäß 2.2.10 existiert daher eine Matrix B ∈ In mit
fi(B) = c′i für alle 1 6 i 6 n.
Nach Konstruktion gilt nun fi(A)fi(B) = fi(C) und folglich auch
ei(A)ei(B) = ei(C) und di(A)di(B) = di(C) für alle 1 6 i 6 n.
Darüberhinaus war dn(A) = cn1c
n−1
2 · · · cn ein Ideal aus T, ebenso
dn(B) = dn(C)dn(A)−1 (nach Wahl von T, da dn(A) | dn(C)), also lie-
gen A und B sogar in Mn. Wegen dn(A) = cn1c
n−1
2 · · · cn /∈ {o, d2(C)}
kann weder dn(A) = dn(C) noch dn(B) = dn(C) gelten, also gilt so-
wohl dn(A) ‖ dn(C) als auch dn(B) ‖ dn(C). Nach 2.8.7 ist damit die
Zerlegbarkeit von C in Mn bewiesen. 
Im letzten Teil dieses Abschnitts sollen nun die unzerlegbaren Ma-
trizen für Primärkomponenten beschrieben werden. Dort kann die
Bestimmung algorithmisiert werden.
2.8.9 Voraussetzungen und Beze ichnungen : Über-nehme die Bezeichnungen aus 2.7.1. Weiter sei p ∈ N
eine Primzahl mit Primidealzerlegung
po = pv11 · · · pvmm
über o. Für jedes n ∈N und C ∈ I∗n,p sowie 1 6 i 6 n und 1 6 j 6 m
sei
Vji(C) = vpj(fi(C))
und Vj(C) = (Vj1(C), . . . , Vjn(C)). Für n-Tupel b = (b1, . . . , bn) ∈ Nn0
definiere D(b) = nb1 + (n− 1)b2 + · · ·+ 2bn−1 + bn (so dass nach 1.2.5
und 2.2.4 (d) insbesondere D(Vj(C)) = vpj(dn(C)) für alle 1 6 j 6 m
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gilt). Ist zusätzlich b′ = (b′1, . . . , b
′
n) ∈ Nn0 , so schreibe b′ 6 b, falls
b′i 6 bi für alle 1 6 i 6 n gilt, und b′ < b, falls b′ 6 b und b′ 6= b gilt.
Weiter definiere
L(b) = {D(b′) | b′ ∈Nn0 , b′ 6 b}.
Sind b1, . . . bn Ideale in o, die die entsprechende Bedingung aus 2.2.5
erfüllen, so setze [b1, . . . , bn] = [C] für eine beliebige Matrix C ∈ In,
die ei(C) = bi für alle 1 6 i 6 n erfüllt, weiter setze Jb1, . . . , bnK = JCK.
Anstelle von ao für ein a ∈ o wird in diesen Schreibweise auch einfach
a verwendet. 
Mit diesen Bezeichnungen kann man nun eine Charakterisierung der
Zerlegbarkeit durch eine rein kombinatorische Bedingung formulie-
ren.
2.8.10 Lemma : Es seien die Bezeichnungen aus 2.8.9 über-nommen. Weiter seien n, k ∈ N und C ∈ I∗n,p mit
dn(C) = pko. Dann sind äquivalent:
(i) C ist in I∗n,p zerlegbar.
(ii) Es gibt ein 1 6 l < k, so dass lvj ∈ L(Vj(C)) für alle 1 6 j 6 m
gilt. 
Bewei s :
Man erhält I∗n,p mit der Konstruktion für Mn aus 2.8.8, indem man
T = {plo | l ∈N0} setzt. Nach 2.8.8 genügt es daher, die Äquivalenz
folgender Aussagen zu zeigen:
(i’) Es gibt ein 1 6 l < k und Ideale c1, . . . , cn in o mit ci | fi(C) für
alle 1 6 i 6 n, so dass cn1cn−12 · · · c2n−1cn = pl gilt.
(ii) Es gibt ein 1 6 l < k, so dass lvj ∈ L(Vj(C)) für alle 1 6 j 6 m
gilt.
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(i’)⇒ (ii): Ist (i’) erfüllt, so definiere bji = vpj(ci) und bj = (bj1, . . . , bjn)
für alle 1 6 i 6 n und 1 6 j 6 m. Wegen ci | fi(C) für alle 1 6 i 6 n
gilt bj 6 Vj(C) für alle 1 6 j 6 m (1.2.5). Nach Definition folgt
D(bj) ∈ L(Vj(C)) für alle 1 6 j 6 m. Nun ist
D(bj) = nbj1 + (n− 1)bj2 + · · ·+ bjn
= nvpj(c1) + (n− 1)vpj(c2) + · · ·+ vpj(cn)
1.2.5= vpj(c
n
1c
n−1
2 · · · cn) = vpj(pl) = lvj
für alle 1 6 j 6 m, was (ii) beweist.
(ii) ⇒ (i’): Ist nun (ii) erfüllt, so gibt es für jedes 1 6 j 6 m ein
bj = (bj1, . . . , bjn) ∈Nn0 mit bj 6 Vj(C) und D(bj) = lvj. Definiere
ci = p
b1i
1 · · · pbmim
für alle 1 6 i 6 n. Dann gilt ci | fi(C) für alle 1 6 i 6 n, denn für alle
1 6 j 6 m ist
vpj(ci) = bji 6 Vji(C) = vpj(fi(C)).
Weiter ist
cn1c
n−1
2 · · · cn = (pb111 · · · pbm1m )n(pb121 · · · pbm2m )n−1 · · · (pb1n1 · · · pbmnm )
= pnb11+(n−1)b12+···+b1n1 · · · pnbm1+(n−1)bm2+···+bmnm
= pD(b1)1 · · · pD(bm)m = plv11 · · · plvmm = plo,
was nun (i’) beweist. 
Die Bedingung (ii) von 2.8.10 kann dabei als rein kombinatorische
Bedingung aufgefasst werden, da nach Bestimmung der Vj(C) alle
weiteren Berechnungen in N0 stattfinden.
In den zwei Spezialfällen m = 1 und v1 = 1 beziehungsweise m = 1
und v1 = 2 lassen sich die unzerlegbaren Matrizen der Primärkompo-
nente für beliebiges n in einfacher geschlossener Form angeben.
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2.8.11 Lemma : Es seien die Bezeichnungen aus 2.8.9 über-nommen mit m = 1 und v1 = 1. Weiter sei n ∈N und
C ∈ I∗n,p. Dann sind äquivalent:
(i) C ist unzerlegbar.
(ii) Es gilt [C] = [1, . . . , 1, p, . . . , p], wobei die Anzahl der p im zwi-
schen 0 und n (jeweils einschließlich) liegt. 
Bewei s :
Sei C ∈ I∗n,p und b = (b1, . . . , bn) = V1(C). Die Zerlegbarkeit von C ist
nach 2.8.10 äquivalent zur Existenz eines l ∈N mit
l < vp1(dn(C)) = nb1 + (n− 1)b2 + · · ·+ bn und l ∈ L(V1(C)),
was nach Definition von L(V1(C)) wiederum äquivalent zur Existenz
eines a ∈Nn0 mit a 6 b und 1 6 D(a) < nb1 + (n− 1)b2 + · · ·+ bn ist.
Fasst man die letzten beiden Bedingungen zusammen, erhält man als
äquivalente Bedingung für die Zerlegbarkeit von C die Existenz eines
a ∈Nn0 mit (0, . . . , 0) < a < b.
1. Fall: b1 = · · · = bn = 0, also [C] = [1, . . . , 1]. Dann kann es kein
a ∈Nn0 mit (0, . . . , 0) < a < b geben, also ist C unzerlegbar.
2. Fall: Es gibt ein i mit bi = 1 und bj = 0 für alle j 6= i, es ist
also [C] = [1, . . . , 1, p, p, . . . , p]. Da es auch hier kein a ∈ Nn0 mit
(0, . . . , 0) < a < b gibt, kann C nicht zerlegbar sein.
3. Fall: Es gibt ein i mit bi > 2. In diesem Fall gibt es ein a ∈Nn0 mit
(0, . . . , 0) < a < b, also ist dann C zerlegbar.
4. Fall: Es gibt i 6= j mit bi > 1 und bj > 1. Mit der gleichen Begrün-
dung wie im dritten Fall ist C zerlegbar. 
Den Fall m = 1 und v1 = 2 behandelt man analog.
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2.8.12 Lemma : Es seien die Bezeichnungen aus 2.8.9 über-nommen mit m = 1 und v1 = 2. Dann sind die [C]
für unzerlegbare C ∈ I∗n,p genau diejenigen von einer der folgenden
Formen:
(i) [1, . . . , 1, p, p, . . . , p], wobei die Anzahl der p gerade ist,
(ii) [1, . . . , 1, p, p, . . . , p, p2, p2, . . . , p2], wobei die Anzahl der p gerade
und die Anzahl der p2 ungerade ist. 
Bewei s :
Sei C ∈ I∗n,p und b = (b1, . . . , bn) = V1(C). Weiter sei k ∈ N0 mit
dn(C) = pko gewählt. Dann gilt
k = 12 vp1(dn(C)) =
1
2 (nb1 + (n− 1)b2 + · · ·+ bn),
also ist insbesondere D(b) = nb1 + (n− 1)b2 + · · ·+ bn eine gerade
Zahl.
Die Zerlegbarkeit von C ist nach 2.8.10 äquivalent zur Existenz eines
1 6 l < k mit 2l ∈ L(V1(C)), was nach Definition von L(V1(C))
gleichbedeutend mit der Existenz eines a ∈ Nn0 mit a 6 b und D(a)
gerade sowie 1 6 12 D(a) < k ist. Wegen D(b) = 2k erhält man als
weitere äquivalente Umformulierung die Existenz eines a ∈ Nn0 mit
(0, . . . , 0) < a < b und geradem D(a).
Fall 1: Alle Einträge von b sind gleich Null. Dann gilt [C] = [1, . . . , 1]
(Fall (i)). Da es kein a ∈Nn0 mit (0, . . . , 0) < a < b gibt, ist C unzerleg-
bar.
Fall 2: Genau ein Eintrag von b ist von Null verschieden.
Fall 2.1: Der von Null verschiedene Eintrag von b ist gleich 1. Sei
1 6 i 6 n mit bi = 1. Dann muss n− i+ 1 eine gerade Zahl sein, sonst
hätte man einen Widerspruch zur Vorüberlegung, wo gezeigt wurde,
dass D(b) gerade ist. Es folgt nun [C] = [1, . . . , 1, p, p, . . . , p], wobei die
Anzahl der p gleich n− i + 1, also gerade ist (Fall (i)). Da es hier kein
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a ∈Nn0 mit (0, . . . , 0) < a < b gibt, kann ein solches C nicht zerlegbar
sein.
Fall 2.2: Der von Null verschiedene Eintrag von b ist gleich 2.
Fall 2.2.1: Für das i mit bi = 2 ist n− i + 1 ungerade. Dann ist also
[C] = [1, . . . , 1, p2, p2, . . . , p2], wobei die Anzahl der p2 ungerade ist
(Fall (ii)). Für die Wahl eines a ∈ Nn0 mit (0, . . . , 0) < a < b gibt es
nur die Möglichkeit a = (a1, . . . , an) mit ai = 1 und aj = 0 für j 6= i.
Dann aber ist D(a) = n− i+ 1 ungerade, so dass man auch hier keine
Zerlegung hat.
Fall 2.2.2: Für das i mit bi = 2 ist n − i + 1 gerade. Dann ist also
[C] = [1, . . . , 1, p2, p2, . . . , p2], wobei die Anzahl der p2 gerade ist. Hier
hat man eine Zerlegung, denn man kann a = (a1, . . . , an) mit ai = 1
und aj = 0 für j 6= i wählen und hat dann (0, . . . , 0) < a < b und
D(a) = n− i + 1 gerade.
Fall 2.3: Der von Null verschiedene Eintrag von b ist größer als 2. Auch
hier ist [C] nicht von der Form (i) oder (ii). Sei 1 6 i 6 n mit bi > 3.
Dann hat man eine Zerlegung, denn man kann a = (a1, . . . , an) mit
ai = 2 und aj = 0 für j 6= i wählen und hat dann (0, . . . , 0) < a < b
und D(a) = 2(n− i + 1) gerade.
Fall 3: Genau zwei Einträge von b sind von Null verschieden.
Fall 3.1: Die von 0 verschiedenen Einträge von b sind beide gleich 1.
Fall 3.1.1: Für r, s ∈ N mit r < s und br = bs = 1 sind n− r + 1 und
n− s + 1 ungerade. Dann ist [C] = [1, . . . , 1, p, p, . . . , p, p2, p2, . . . , p2],
wobei die Anzahl der p gleich s− r und damit gerade ist; die Anzahl
der p2 ist gleich n− s + 1 und damit ungerade (Fall (ii)). Hier ist C
unzerlegbar, denn die einzigen a ∈Nn0 mit (0, . . . , 0) < a < b erfüllen
D(a) ∈ {n− r + 1, n− s + 1} und sind somit ungerade.
Fall 3.1.2: Für r, s ∈ N mit r < s und br = bs = 1 ist n − r + 1
oder n− s+ 1 gerade. Dann ist [C] = [1, . . . , 1, p, p, . . . , p, p2, p2, . . . , p2],
wobei die Anzahl der p2 gerade ist (falls n− s + 1 gerade ist) oder
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die Anzahl der p ungerade ist (falls n− s + 1 ungerade und folglich
n− r + 1 gerade ist). In diesem Fall hat man eine Zerlegung, denn für
a = (a1, . . . , an) wählt man entweder ar = 1 und aj = 0 für alle j 6= r
(im Falle, dass n− r + 1 gerade ist) oder as = 1 und aj = 0 für alle
j 6= s (im Falle, dass n− s + 1 gerade ist); dann ist (0, . . . , 0) < a < b
und D(a) gerade.
Fall 3.2: Von den beiden von Null verschiedenen Einträgen von b
ist einer größer als 1. Hier ist [C] nicht von der Form (i) oder (ii).
In diesem Fall hat man eine Zerlegung: Sei 1 6 i 6 n mit bi > 2.
Wählt man a = (a1, . . . , an) mit ai = 2 und aj = 0 für j 6= i, so gilt
(0, . . . , 0) < a < b, und D(a) = 2(n− i + 1) ist gerade.
Fall 4: Mindestens drei Einträge von b sind von Null verschieden.
Auch hier ist [C] nicht von der Form (i) oder (ii). Seien r, s, t ∈ N
paarweise verschieden mit br, bs, bt > 1. Von den Zahlen n − r + 1
und n− s + 1 sowie n− t + 1 sind entweder mindestens zwei gerade
oder mindestens zwei ungerade. In beiden Fällen seien dies ohne
Beschränkung der Allgemeinheit n− r + 1 und n− s + 1. Definiere
a = (a1, . . . , an) durch ar = 1 und as = 1 sowie aj = 0 für alle j /∈ {r, s}.
Dann hat man (0, . . . , 0) < a < b mit D(a) = (n− r + 1) + (n− s + 1)
gerade als Summe entweder zweier ungerader oder zweier gerader
Zahlen. Daher ist C zerlegbar. 
Anstatt für eine feste Primidealzerlegung von po die unzerlegbaren
Matrizen für alle n ∈N zu bestimmen, kann man auch versuchen, für
festes n die unzerlegbaren Matrizen für alle Primidealzerlegungen zu
beschreiben.
2.8.13 Lemma : Es seien die Bezeichnungen aus 2.8.9 über-nommen und C ∈ I∗2,p. Ist d2(C) = o oder d2(C) = po,
so ist C unzerlegbar. Gilt hingegen p3 | d2(C), so ist C zerlegbar. Im
verbleibenden Fall d2(C) = p2o ist C genau dann unzerlegbar, wenn
ein 1 6 j 6 m existiert, für das vj ungerade ist und Vj1(C) = vj gilt
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(äquivalent: C ist genau dann zerlegbar, wenn Vj1(C) 6 2[
vj
2 ] für alle
1 6 j 6 m gilt). 
Bewei s :
Sei k ∈ N0 mit d2(C) = pko. Die Zerlegbarkeit von C ist nach 2.8.10
äquivalent zur Existenz eines 1 6 l < k mit lvj ∈ L(Vj(C)) für alle
1 6 j 6 m. Ist k = 0 oder k = 1, so kann C also nicht zerlegbar sein.
Betrachte nun den Fall k > 3. Zum Nachweis der Zerlegbarkeit von
C zeige, dass für 1 6 j 6 m stets 2vj ∈ L(Vj(C)) gilt. Sei 1 6 j 6 m.
Wähle a = (a1, a2) mit
a2 = 2 min
{
vj,
[Vj2(C)
2
]}
, a1 = vj − 12 a2.
Dann sind a1 und a2 ganzzahlig, und es gilt 0 6 a2 6 2vj. Weiter
folgt a1 = vj − 12 a2 > 0, also insgesamt a ∈N20. Nach Wahl von a2 gilt
a2 6 Vj2(C). Ist a2 = 2vj, so gilt
a1 = vj − 12 a2 = 0 6 Vj1(C).
Andernfalls ist
a2 = 2
[Vj2(C)
2
]
> Vj2(C)− 1,
und mit 2Vj1(C) +Vj2(C) = vpj(d2(C)) = kvj folgt
a1 = vj − 12 a2 6 vj − 12 (Vj2(C)− 1) = vj − 12 (kvj − 2Vj1(C)− 1)
= vj(1− 12 k) +Vj1(C) + 12
k>3
6 − 12 vj +Vj1(C) + 12
vj>1
6 Vj1(C),
so dass man insgesamt a 6 Vj(C) erhält. Daher ist D(a) ∈ L(Vj(C)),
und mit D(a) = 2a1 + a2 = 2vj folgt die hier zu zeigende Aussage.
Untersuche nun den verbleibenden Fall, sei also k = 2. Dann gilt
2Vj1(C)+Vj2(C) = vpj(d2(C)) = 2vj, also hat man Vj1(C) 6 vj für alle
1 6 j 6 m. Betrachte zunächst den Unterfall, dass es kein 1 6 j 6 m
gibt mit vj ungerade und Vj1(C) = vj. Zeige die Zerlegbarkeit von C
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durch Nachweis von vj ∈ L(Vj(C)) für alle 1 6 j 6 m. Sei 1 6 j 6 m.
Setze a = (a1, a2) mit
a1 =
[Vj1(C)
2
]
, a2 = vj − 2a1.
Dann sind a1 und a2 ganzzahlig, und es gilt 0 6 a1 6 Vj1(C). Weiter
ist
a2 = vj − 2
[Vj1(C)
2
]
> 0
wegen Vj1(C) 6 vj, und es gilt
a2 = vj − 2
[Vj1(C)
2
]
= 12 (2Vj1(C) +Vj2(C))− 2
[Vj1(C)
2
]
= Vj1(C)− 2
[Vj1(C)
2
]
+ 12 Vj2(C);
ist Vj1(C) gerade, so folgt aus dieser Rechnung a2 = 12 Vj2(C) 6 Vj2(C),
ist Vj1(C) ungerade, so muss in diesem Unterfall Vj1(C) < vj gelten,
und es folgt Vj2(C) = 2vj − 2Vj1(C) > 2, also
Vj1(C)− 2
[Vj1(C)
2
]
+ 12 Vj2(C) = 1+
1
2 Vj2(C) =
1
2 (Vj2(C) + 2)
6 12 (2Vj2(C)) = Vj2(C).
Insgesamt erhält man also a ∈ Nn0 mit a 6 Vj(C). Darüberhinaus
gilt D(a) = 2a1 + a2 = vj, so dass vj ∈ L(Vj(C)) folgt, was die
Untersuchung dieses Unterfalls abschließt. Nun gebe es ein 1 6 j 6 m
mit vj ungerade und Vj1(C) = vj. Zeige die Unzerlegbarkeit von
C durch den Nachweis der Tatsache, dass es kein a 6 Vj(C) mit
D(a) = vj gibt. Sei a = (a1, a2) mit a 6 Vj(C). Aus Vj1(C) = vj folgt
mit 2Vj1(C) +Vj2(C) = 2vj, dass Vj2(C) = 0 gilt. Es folgt a2 = 0 nach
Wahl von a. Dann ist D(a) = 2a1 + a2 = 2a1 gerade, kann also nicht
gleich vj sein. Dies schließt den Beweis ab. 
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Im allgemeinen Fall gestaltet sich eine geschlossene Beschreibung
der unzerlegbaren Matrizen sehr viel komplexer. Daher wird hier
darauf verzichtet; stattdessen sollen im folgenden obere Schranken für
die Determinanten unzerlegbarer Matrizen hergeleitet werden, die es
ermöglichen, alle unzerlegbaren Matrizen in I∗n,p durch Überprüfung
endlich vieler Fälle zu bestimmen.
2.8.14 Lemma : Es seien die Bezeichnungen aus 2.8.9 über-nommen, n ∈ N mit n > 2 und C ∈ I∗n,p so, dass
pnk | dn(C) gilt, wobei k das kleinste gemeinsame Vielfache der Zah-
len 1, . . . , n bezeichnet. Dann ist C in I∗n,p zerlegbar. 
Bewei s :
Sei 1 6 j 6 m. Wegen pnk | dn(C) gilt
nkvj = vpj(p
nk) 6 vpj(dn(C)) = D(Vj(C)) =
n
∑
i=1
(n− i + 1)Vji(C).
Einer der n Summanden muss mindestens gleich kvj sein, da sonst
die Ungleichung nicht gelten würde. Es existiert also ein 1 6 i 6 n
mit (n− i + 1)Vji(C) > kvj. Setzt man nun a = (a1, . . . , an) mit
ar =
{ kvj
n−i+1 , falls r = i,
0 sonst,
so ist
kvj
n−i+1 ∈ N wegen n − i + 1 ∈ {1, . . . , n}, da k das kleinste
gemeinsame Vielfache von 1, . . . , n ist. Weiter gilt mit dieser Wahl
a 6 Vj(C). Insgesamt folgt damit D(a) ∈ L(Vj(C)). Wegen
D(a) = (n− i + 1) kvj
n− i + 1 = kvj
folgt nun mit 2.8.10 die Behauptung wegen 1 6 k < nk. 
Diese Schranke genügt für die Folgerung, dass jede Primärkomponen-
te von H(Gn, I∗n , Un) ein endliches Erzeugendensystem hat (Anwen-
dung von 2.8.6). Für praktische Zwecke zur expliziten Bestimmung
131
2 Hecke-Algebren zu unimodularen Gruppen
aller unzerlegbaren Matrizen ist diese Aussage aus Komplexitätsgrün-
den jedoch nicht gut geeignet. Mit weiteren Hilfsaussagen lässt sich
die Schranke jedoch so weit drücken, dass man computergestützt für
mehrere nichttriviale Fälle die jeweilige maximale p-Potenz von dn(C)
für unzerlegbare C ∈ I∗n,p berechnen kann.
2.8.15 Be i sp i el : Es seien die Bezeichnungen aus 2.8.9 über-nommen. Berechne nun für einige Fälle
max{k ∈N0 | Es gibt ein unzerlegbares C ∈ I∗n,p mit dn(C) = pko}.
Der folgenden Tabelle kann man diese Werte in Abhängigkeit von n
und der Primidealzerlegung (PIZ) von p entnehmen.
PIZ n = 2 n = 3 n = 4 n = 5
p1 2 3 4 5
p21 1 3 3 5
p1p2 2 6 12 20
p31 2 2 4
p21p2 2 6 12
p1p2p3 2 6 12
p41 1 3 3
p31p2 2 6 12
p21p
2
2 1 3 6
p21p2p3 2 6 12
p1p2p3p4 2 6 12 
Durch systematisches Durchprobieren aller Möglichkeiten kann man
nun jeweils alle unzerlegbaren Matrizen bestimmen.
2.8.16 Be i sp i el : Es seien die Bezeichnungen aus 2.8.9 über-nommen. Berechne für einige Spezialfälle alle unzer-
legbare Matrizen in I∗n,p.
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n PIZ Klassen unzerlegbarer Matrizen
2 p1 [1, 1], [1, p1], [p1, p1]
2 p21 [1, 1], [1, p
2
1], [p1, p1]
2 p1p2 [1, 1], [1, p1p2], [p1, p1p22], [p2, p
2
1p2], [p1p2, p1p2]
2 p31 [1, 1], [1, p
3
1], [p1, p
2
1], [p
3
1, p
3
1]
2 p21p2 [1, 1], [1, p
2
1p2], [p1, p1p2], [p2, p
4
1p2], [p1p2, p
3
1p2],
[p21p2, p
2
1p2]
2 p1p2p3 [1, 1], [1, p1p2p3], [p1, p1p22p
2
3], [p2, p
2
1p2p
2
3],
[p1p2, p1p2p23], [p3, p
2
1p
2
2p3], [p1p3, p1p
2
2p3],
[p2p3, p21p2p3], [p1p2p3, p1p2p3]
2 p41 [1, 1], [1, p
4
1], [p1, p
3
1], [p
2
1, p
2
1]
n PIZ Klassen unzerlegbarer Matrizen
3 p1 [1, 1, 1], [1, 1, p1], [1, p1, p1], [p1, p1, p1]
3 p21 [1, 1, 1], [1, 1, p
2
1], [1, p1, p1], [p1, p1, p
2
1], [p
2
1, p
2
1, p
2
1]
3 p1p2 [1, 1, 1], [1, 1, p1p2], [1, p1, p1p22], [1, p2, p
2
1p2],
[1, p1p2, p1p2], [p1, p1, p1p32], [p2, p2, p
3
1p2],
[p1p2, p1p2, p1p2], [p2, p1p2, p21p2], [p1, p1p2, p1p
2
2],
[p2, p21p2, p
2
1p
2
2], [p1, p1p
2
2, p
2
1p
2
2], [p
2
2, p
3
1p
2
2, p
3
1p
2
2],
[p21, p
2
1p
3
2, p
2
1p
3
2]
3 p31 [1, 1, 1], [1, 1, p
3
1], [1, p1, p
2
1], [p1, p1, p1], [1, p
3
1, p
3
1]
n PIZ Klassen unzerlegbarer Matrizen
4 p1 [1, 1, 1, 1], [1, 1, 1, p1], [1, 1, p1, p1], [1, p1, p1, p1],
[p1, p1, p1, p1]
4 p21 [1, 1, 1, 1], [1, 1, 1, p
2
1], [1, 1, p1, p1], [1, p1, p1, p
2
1],
[p1, p1, p1, p1], [1, p21, p
2
1, p
2
1]

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§ 2.9
M I N I M A L E E R Z E U G E N D E N S Y S T E M E
Nachdem im letzten Abschnitt unzerlegbare Matrizen bestimmt wur-
den, stellt sich nun die Frage, ob die daraus gemäß 2.8.6 ableitbaren
Erzeugendensysteme der Form {JCK | C ∈ I∗n,p unzerlegbar} \ {J1, 1K}
von Primärkomponenten minimal sind.
Im Falle n = 2 lässt sich eine nicht zu komplizierte untere Schranke für
die Mächtigkeit von Erzeugendensystemen von Primärkomponenten
angeben.
2.9.1 Lemma : Es seien die Bezeichnungen aus 2.8.9 übernom-men. Setze
d =
m
∏
i=1
(vi + 1) und r =
m
∏
i=1
([vi
2
]
+ 1
)
.
Dann besteht jedes Erzeugendensystem von H(G2, I∗2,p, U2) als C-Al-
gebra aus mindestens max{r, d− (r2)} Elementen. 
Bewei s :
Allgemein gilt: Ist { f1, . . . , fk} ein Erzeugendensystem einer C-Alge-
bra und F ∈ C[X2, . . . , Xk], so ist auch { f1 + F( f2, . . . , fk), f2, . . . , fk}
ein Erzeugendensystem derselben Algebra, denn für alle Polynome
G ∈ C[X1, . . . , Xk] ist auch
H = G(X1 − F(X2, . . . , Xk), X2, . . . , Xk)
ein Polynom, und es gilt
H( f1 + F( f2, . . . , fk), f2, . . . , fk) = G( f1, . . . , fk).
Sei nun { f1, . . . , fk} ein Erzeugendensystem von H(G2, I∗2,p, U2) als C-
Algebra. Dann ist auch { f1, . . . , fk, J1, 1K} ein Erzeugendensystem, und
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mit den im letzten Absatz beschriebenen Transformationen kann man
ein Erzeugendensystem der Form {g1, . . . , gk, J1, 1K} erhalten, bei dem
für 1 6 i 6 n stets gi = fi − fi(E2)J1, 1K, also insbesondere gi(E2) = 0
gilt. Wegen g01 = J1, 1K kann man J1, 1K aus obigem Erzeugendensys-
tem streichen, so dass man {g1, . . . , gk} als Erzeugendensystem der
Hecke-Algebra erhält.
Setze
M1 = {C ∈ I∗2,p | d2(C) = po}
und
H1 = { f |M1 | f ∈ H(G2, I∗2,p, U2)}.
Mit 2.2.4 (f) und 2.2.5 folgt, dass die Menge {Ja, pa−1K|M1 | a2 teilt p}
eine Basis von H1 ist. Nun gilt a2 | p genau dann, wenn in der Prim-
idealzerlegung von a jeder Exponent eines Primideals höchstens halb
so groß ist wie der entsprechende Exponent in der Primidealzerlegung
von p. Demnach besteht diese Basis aus genau ([ v12 ] + 1) · · · ([ vm2 ] + 1)
Elementen. Die Dimension von H1 als C-Vektorraum ist also gleich r.
Da {g1, . . . , gk} ein Erzeugendensystem von H(G2, I∗2,p, U2) als C-Alge-
bra ist, erzeugen die Monome gv11 ∗ · · · ∗ gvkk mit v1, . . . , vk ∈N0 diese
Menge als C-Vektorraum. Folglich ist H1 das C-Vektorraum-Erzeugnis
der gv11 ∗ · · · ∗ gvkk |M1 mit v1, . . . , vk ∈ N0. Da für alle 1 6 i 6 k nach
Konstruktion aus gi(C) 6= 0 stets p | det C folgt, muss (gi ∗ gj)(C) 6= 0
für beliebige 1 6 i, j 6 k stets p2 | det C implizieren (1.1.9), also ist
gi ∗ gj|M1 = 0 für alle diese i, j. Daher ist H1 bereits das C-Vektorraum-
Erzeugnis von g1|M1 , . . . , gk|M1 . Indem man gegebenenfalls umsor-
tiert, kann man ohne Beschränkung der Allgemeinheit annehmen,
dass {g1|M1 , . . . , gr|M1} eine Basis von H1 ist, da dieser Vektorraum
die Dimension r hat. Es folgt nun insbesondere k > r, was bereits
einen Teil der Behauptung beweist. Durch Addition geeigneter Viel-
fache der g1, . . . , gr zu gr+1, . . . , gk kann man ein Erzeugendensystem
{g1, . . . , gr, hr+1, . . . , hk} von H(G2, I∗2,p, U2) als C-Algebra erhalten, für
das hi(C) 6= 0 für r < i 6 k stets p2 | det C impliziert.
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Setze nun
M2 = {C ∈ I∗2,p | d2(C) = po oder d2(C) = p2o}
und
H2 = { f |M2 | f ∈ H(G2, I∗2,p, U2)}.
Die Menge {Ja, pa−1K|M2 | a2 teilt p} ∪ {Jb, p2b−1K|M2 | b2 teilt p2} ist
eine Basis von H2 (nach 2.2.4 (f) und 2.2.5). Es wurde bereits gezeigt,
dass die Bedingung a2 | p von genau r verschiedenen ganzen Idealen
erfüllt wird; weiter gilt b2 | p2 genau dann, wenn in der Primidealzer-
legung von b jeder Exponent eines Primideals höchstens so groß ist
wie der entsprechende Exponent in der Primidealzerlegung von p.
Demnach enthält diese Basis genau r + (v1 + 1) · · · (vm + 1) Elemente.
Die Dimension von H2 als C-Vektorraum ist also gleich r + d. Da
{g1, . . . , gr, hr+1, . . . , hk} ein Erzeugendensystem von H(G2, I∗2,p, U2)
als Algebra ist, erzeugen die Monome gv11 ∗ · · · ∗ gvrr ∗ hvr+1r+1 ∗ · · · ∗ hvkk
mit v1, . . . , vk ∈N0 diese Menge als C-Vektorraum. Folglich ist H2 das
C-Vektorraum-Erzeugnis der gv11 ∗ · · · ∗ gvrr ∗ hvr+1r+1 ∗ · · · ∗ hvkk |M2 mit
v1, . . . , vk ∈N0. Da nach Konstruktion für alle 1 6 i 6 r aus gi(C) 6= 0
stets p | det C und für alle r < i 6 k aus hi(C) 6= 0 stets p2 | det C folgt,
implizieren sowohl (gi ∗ gj ∗ gl)(C) 6= 0 (für beliebige 1 6 i, j, l 6 r)
als auch (gi ∗ hj)(C) 6= 0 (für beliebige 1 6 i 6 r und r < j 6 k) und
(hi ∗ hj)(C) 6= 0 (für beliebige r < i, j 6 k) stets p3 | det C (nach 1.1.9),
also muss für gv11 ∗ · · · ∗ gvrr ∗ hvr+1r+1 ∗ · · · ∗ hvkk |M2 6= 0 genau einer der
folgenden Fälle auftreten: (i) Es gibt genau ein 1 6 i 6 k mit vi = 1,
für alle j 6= i gilt vj = 0. (ii) Es gibt genau ein 1 6 i 6 r mit vi = 2, für
alle j 6= i gilt vj = 0. (iii) Es gibt 1 6 i < j 6 r mit vi = 1 und vj = 1,
für alle l 6= i, j ist vl = 0. Indem man die Anzahl der Möglichkeiten
für die einzelnen Fälle addiert, erhält man, dass das oben angegebene
C-Vektorraum-Erzeugendensystem für H2 aus genau k + r + (r2) von
0 verschiedenen Elementen besteht. Diese Anzahl muss mindestens
so groß sein wie die Dimension von H2, also folgt k + r + (r2) > r + d
und damit k > d− (r2), was nun auch den noch fehlenden Teil der
Behauptung beweist. 
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Nun können die aus den Ergebnissen des letzten Abschnitts ableitba-
ren Erzeugendensysteme von Primärkomponenten auf Minimalität
untersucht werden.
2.9.2 Be i sp iel : Die Bezeichnungen seien zunächst aus 2.7.1übernommen. Wähle als Erzeugendensystem der Alge-
bra H(G2, I∗2,p, U2) gemäß 2.8.6 alle Funktionen der Form JCK für
unzerlegbare C ∈ I∗2,p mit [C] 6= [1, 1] (die Funktion J1, 1K wird im
Erzeugendensystem nicht benötigt, da sie sich stets als g0 für ein
g ∈ H(G2, I∗2,p, U2) darstellen lässt). Alle in 2.8.16 vorgestellten Bei-
spiele für n = 2 liefern so Erzeugendensysteme, deren Mächtigkeit
gleich der in 2.9.1 berechneten Schranke ist, also sind alle diese Erzeu-
gendensysteme minimal.
Betrachte nun (mit den Voraussetzungen aus 2.8.9) den Fall m = 1 und
v1 = 5. Als von [1, 1] verschiedene Klassen unzerlegbarer Matrizen
erhält man mit 2.8.13
[1, p5], [p, p4], [p2, p3], [p5, p5],
während 2.9.1 als untere Schranke für die Mächtigkeit eines Erzeu-
gendensystems 3 liefert. Daher gestattet dieses Lemma hier keinen
Beweis der Minimalität des aus den unzerlegbaren Matrizen ableitba-
ren Erzeugendensystems. Als Ursache für die Nichtverwendbarkeit
der Schranke aus 2.9.1 kann man die Tatsache ausmachen, dass es
Beispiele gibt, in denen die im Beweis auftretenden Monome g21, g
2
2,
g23, g1 ∗ g2, g1 ∗ g3 und g2 ∗ g3 linear abhängig sind. Ob dies immer so
ist, also ob das oben herleitbare Erzeugendendsystem mit 4 Elementen
dennoch minimal ist, kann derzeit weder bewiesen noch widerlegt
werden. 
In zu 2.9.1 analoger Weise lassen sich auch Schranken für den Fall
n > 3 herleiten. Es stellt sich jedoch heraus, dass diese Schranke
kaum brauchbar ist, da sie nur in wenigen Fällen mit der Mächtigkeit
des aus den unzerlegbaren Matrizen herleitbaren Erzeugendensys-
tem übereinstimmt. Als nächstes soll daher eine andere Fragestellung
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untersucht werden, nämlich ob die als minimal identifizierten Er-
zeugendensysteme sogar algebraisch unabhängig sind. Im Fall der
Primidealzerlegung po = p1 kann der Beweis der algebraischen Un-
abhängigkeit nahezu wortwörtlich aus dem klassischen Fall (etwa
aus [Fre83] 2.9 (S. 244)) übernommen werden. Einige interessantere
Spezialfälle werden im folgenden betrachtet.
2.9.3 Lemma : Es seien die Bezeichnungen aus 2.8.9 über-nommen mit m = 1 und v1 = 2. Dann bilden J1, p21K undJp1, p1K ein algebraisch unabhängiges C-Algebren-Erzeugendensystem
von H(G2, I∗2,p, U2). Es gilt also H(G2, I∗2,p, U2) ∼= C[X1, X2], wobei X1
und X2 Unbestimmte sind. 
Bewei s :
Setze zur Vereinfachung der Schreibweisen p = p1. Es genügt nun zu
zeigen, dass J1, p2K und Jp, pK algebraisch unabhängig sind. Es sei an-
genommen, diese beiden Elemente seien algebraisch abhängig. Dann
gibt es ein Polynom F ∈ C[X1, X2] mit F 6= 0 und F(J1, p2K, Jp, pK) = 0.
Dies ist äquivalent dazu, dass es eine endliche nichtleere Teilmenge M
vonN0×N0 und Koeffizienten cm1m2 ∈ C \ {0} für alle (m1, m2) ∈ M
gibt mit
f := ∑
(m1,m2)∈M
cm1m2J1, p2Km1 ∗ Jp, pKm2 = 0.
Wähle nun (k1, k2) so, dass
k2 = min{m2 | (m1, m2) ∈ M}
und
k1 = min{m1 | (m1, k2) ∈ M}
gilt. Dann hat man (k1, k2) ∈ M, und für jedes Paar (m1, m2) ∈ M mit
(m1, m2) 6= (k1, k2) folgt k2 < m2 (falls m2 6= k2) oder k1 < m1 (falls
m2 = k2 und m1 6= k1), also k2 < m2 oder 2k1 + 2k2 < 2m1 + 2m2.
Wählt man nun gemäß 2.2.10 ein C ∈ I∗2,p mit d1(C) = pk1 und
d2(C) = p2k1+2k2 , so gilt d1(C) ‖ pm2 oder d2(C) ‖ p2m1+2m2 . In einem
Produkt der Form J1, p2Kl1 ∗ Jp, pKl2 haben aber nur solche C ∈ I∗2,p
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einen von 0 verschiedenen Funktionswert, für die pl2 | d1(C) und
p2l1+2l2 | d2(C) gilt (induktive Anwendung von 2.8.2), also gilt hier
(J1, p2Kl1 ∗ Jp, pKl2)(C) = 0 für alle (l1, l2) ∈ M \ {(k1, k2)},
so dass
0 = f (C) = ∑
(m1,m2)∈M
cm1m2(J1, p2Km1 ∗ Jp, pKm2)(C)
= ck1k2(J1, p2Kk1 ∗ Jp, pKk2)(C)
folgt. Nach 2.8.2 (induktiv angewendet) ist (J1, p2Kk1 ∗ Jp, pKk2)(C) 6= 0,
so dass man aus der letzten Gleichung ck1k2 = 0 erhält, was einen
Widerspruch zu (k1, k2) ∈ M darstellt. Daher können J1, p2K und Jp, pK
nicht algebraisch abhängig sein. 
Es gibt auch Fälle, in denen minimale Erzeugendensysteme von Pri-
märkomponenten nicht algebraisch unabhängig sind, wie das folgende
Lemma zeigt.
2.9.4 Lemma : Seien die Voraussetzungen 2.8.9 mit m = 2 undv1 = v2 = 1 erfüllt. Dann ist
{J1, p1p2K, Jp1, p1p22K, Jp2, p21p2K, Jp1p2, p1p2K}
ein minimales Erzeugendensystem von H(G2, I∗2,p, U2), aber algebra-
isch abhängig. 
Bewei s :
Dass die gegebene Menge ein minimales Erzeugendensystem von
H(G2, I∗2,p, U2) ist, wurde bereits in 2.9.2 bewiesen, zeige also nur noch
die algebraische Abhängigkeit.
Die folgenden Monome können nach 1.1.9 (induktiv angewendet)
aufgrund der Multiplikativität der Determinante jeweils nur auf den
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Matrizen C ∈ I∗2,p mit d2(C) = p4o einen von Null verschiedenen Wert
annehmen:J1, p1p2K4, J1, p1p2K2 ∗ Jp1, p1p22K,J1, p1p2K2 ∗ Jp2, p21p2K, J1, p1p2K2 ∗ Jp1p2, p1p2K,Jp1, p1p22K2, Jp1, p1p22K ∗ Jp2, p21p2K,Jp1, p1p22K ∗ Jp1p2, p1p2K, Jp2, p21p2K2,Jp2, p21p2K ∗ Jp1p2, p1p2K, Jp1p2, p1p2K2.
Nun hat { f |M | f ∈ H(G2, I∗2,p, U2)} für M = {C ∈ I∗2,p | dn(C) = p4o}
die C-Vektorraum-Dimension 9, eine Basis dieses Vektorraumes wird
nach 2.2.4 (f) und 2.2.5 beispielsweise von
J1, p41p42K, Jp1, p31p42K, Jp21, p21p42K, Jp2, p41p32K, Jp1p2, p31p32K,Jp21p2, p21p32K, Jp22, p41p22K, Jp1p22, p31p22K, Jp21p22, p21p22K
gebildet. Daher müssen die 10 oben aufgelisteten Monome linear ab-
hängig sein, also existiert eine nichttriviale Linearkombination der 0.
Dies beweist auch die algebraische Abhängigkeit, da eine Linearkom-
bination von Monomen ein Polynom ist. 
Der Fall der Primidealzerlegung po = p2 kann vollständig analysiert
werden.
2.9.5 Lemma : Seien die Voraussetzungen 2.8.9 mit m = 1 undv1 = 2 erfüllt. Dann ist
{JCK | C ∈ I∗n,p unzerlegbar} \ {J1, 1K}
für n = 2 ein algebraisch unabhängiges und für n > 3 ein algebraisch
abhängiges Erzeugendensystem von H(Gn, I∗n,p, Un). 
Bewei s :
Nach 2.8.6 und 2.9.3 verbleibt zu zeigen, dass für n > 3 die gegebe-
ne Menge algebraisch abhängig ist. Berechne dazu die Dimension
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des Untervektorraums Vn von H(Gn, I∗n,p, Un), der alle Funktionen
enthält, die nur auf den Matrizen C mit dn(C) = p81 einen von Null
verschiedenen Wert annehmen. Diese Dimension ist gleich der Anzahl
der Elemente der Form Ja1, . . . , anK mit a1 · · · an = p81, da diese eine
Basis des Untervektorraums bilden. Die Dimensionsberechnung für
festes n ist also durch kombinatorische Überlegungen durchführbar.
Berechne nun weiter pn, die Anzahl der Produkte von Elementen aus
der gegebenen Menge, die in diesem Unterraum liegen, also nur auf
den Matrizen C mit dn(C) = p81 einen von Null verschiedenen Wert
annehmen. Dies ist ebenfalls durch endlich viele Produktbildungen
durchführbar. Man erhält
n dim Vn pn
3 10 11
4 15 16
5 18 19
6 20 21
7 21 22
8 22 23
Da hier jeweils die Anzahl der Produkte größer ist als die Untervek-
torraumdimension, müssen die Produkte linear abhängig sein, womit
die Menge algebraisch abhängig ist. Im Fall n > 8 gilt nun ebenfalls
dim Vn = 22, da aufgrund der Bedingung dn(C) = p81 in der Darstel-
lung JCK = Ja1, . . . , anK nur die letzten 8 Einträge von o verschieden
sein dürfen und man für eine Basis B8 von V8 somit
{Jdiag(1, . . . , 1, C)K ∈ H(Gn, I∗n,p, Un) | JCK ∈ B8}
als eine Basis von Vn erhält. Analog kann man die Produkte für n = 8
zu Produkten für n > 8 erweitern und erhält für die Anzahl der
Produkte pn > p8 = 23 > 22 = dim Vn. Insgesamt liegt algebraische
Abhängigkeit also für alle n ∈N mit n > 3 vor. 
Für weitere Spezialfälle kann die Untersuchung von minimalen Er-
zeugendensystemen auf algebraische Abhängigkeit in ähnlicher Form
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geführt werden. Eine allgemeine Charakterisierung der algebraisch
unabhängigen minimalen Erzeugendensysteme ist allerdings bislang
nicht bekannt.
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KAPITEL DREI
HECKE-ALGEBREN ZU UNITÄREN
GRUPPEN
Nachdem im letzten Kapitel für beliebige Dedekind-Ringe o die Struk-
tur von Hecke-Algebren H(G, M, U) untersucht wurde, bei denen U
die Menge aller invertierbaren Matrizen über o mit einem vorgeschrie-
benem Format ist, sollen nun in Teilen vergleichbare Resultate für
den Fall hergeleitet werden, dass U eine unitäre Gruppe zu einem
Ganzheitsring eines imaginär-quadratischen Zahlkörper ist. Auch
diese Algebren kann man als Verallgemeinerungen der in [Hei90]
betrachteten Hecke-Algebren bezüglich Gruppen von (2× 2)-Matrizen
auffassen.
§ 3.1
W O H L D E F I N I E RT H E I T
In diesem Abschnitt werden die zur Definition der zu betrachtenden
Hecke-Algebren nötigen Bezeichnungen eingeführt und dann diese
Algebren auf Wohldefiniertheit untersucht. Dazu werden Matrixtrans-
formationen definiert und dann Mengen von Matrizen betrachtet, die
ein spezielles Transformationsverhalten zeigen.
143
3 Hecke-Algebren zu unitären Gruppen
3.1.1 Voraussetzungen und Beze ichnungen : Sei Kein imaginär-quadratischen Zahlkörper und o dessen
Ganzheitsring. Ist n ∈N und sind L, M ∈ Kn×n, so definiere
M∗ = MT und L[M] = M∗LM,
wobei M die Matrix bezeichnet, die man aus M erhält, indem man
alle Einträge komplex konjugiert. Setze
Jn =
(
0 −En
En 0
)
∈ o2n×2n
sowie Un = GLn(o). Für jedes m ∈ K führe weiter die Bezeichnungen
∆n(m) = {M ∈ o2n×2n | Jn[M] = mJn}
und
∆′n(m) = {M ∈ K2n×2n | Jn[M] = mJn}
ein. Setze nun Γn = ∆n(1) und
∆n =
∞⋃
m=1
∆n(m) sowie ∆′n =
⋃
m∈Q\{0}
∆′n(m).
Für jedes M ∈ ∆′n sei w(M) ∈ K definiert durch die Gleichung
Jn[M] = w(M)Jn. Weiter definiere Γn[a] = {M ∈ Γn |M− En ∈ an×n}
für alle n ∈N und Ideale a in o.
Zuletzt wird noch eine Konvention eingeführt: Wird für eine Matrix
M ∈ K2n×2n eine Schreibweise der Form M = ( A BC D ) ohne weitere
Spezifikation von A, B, C und D verwendet, so beinhaltet dies, dass
die Blöcke A, B, C und D alle das Format n× n haben. 
Zunächst beweise einige elementare Eigenschaften von ∆′n(m) und
∆n(m).
3.1.2 Lemma : Es seien die Bezeichnungen aus 3.1.1 übernom-men und n ∈N.
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3.1 Wohldefiniertheit
a) Ist m ∈ K \Q, so gilt ∆′n(m) = ∅.
b) Ist m ∈ Q und M ∈ ∆′n(m), so gilt |det M| = |m|n.
c) Ist m ∈ Q \ {0}, so ist M ∈ ∆′n(m) äquivalent zu M∗ ∈ ∆′n(m), und
M ∈ ∆n(m) ist äquivalent zu M∗ ∈ ∆n(m). 
Bewei s :
a) Sei m ∈ K und M ∈ ∆n(m). Wegen J∗n = JTn = −Jn und M∗∗ = M
gilt
mJn = Jn[M] = M∗ Jn M = (M∗ Jn M)∗∗ = (M∗ J∗n M∗∗)∗
= (−M∗ Jn M)∗ = (−mJn)∗ = −mJ∗n = mJn,
also m = m und somit m ∈ R, also insgesamt m ∈ K∩R = Q (da K
imaginär-quadratischer Zahlkörper). Daraus folgt die Behauptung.
b) Sei m ∈ Q und M ∈ ∆′n(m). Dann gilt M∗ Jn M = Jn[M] = mJn,
also
(det M∗)(det Jn)(det M) = det(mJn) = m2n det Jn,
woraus man mit det Jn = 1 die Gleichung (det M∗)(det M) = m2n
erhält. Wegen det M∗ = det M = det M hat man
|det M|2 = (det M)(det M) = (det M∗)(det M) = m2n,
was die Behauptung liefert.
c) Sei M ∈ ∆′n(m). Dann gilt M∗ Jn M = Jn[M] = mJn, also
Jn[M∗]Jn M = M∗∗ Jn M∗ Jn M = MJn M∗ Jn M = MJnmJn
= mM(−E2n) = −mM.
Da |det M| = |m|n 6= 0 nach Teil (b) gilt, ist M in K2n×2n invertier-
bar. Weiter gilt J−1n = −Jn, so dass man aus dieser Gleichung
Jn[M∗] = Jn[M∗]Jn MM−1 J−1n = −mMM−1 J−1n = −mJ−1n = mJn,
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also M∗ ∈ ∆′n(m) erhält. Ist M ∈ ∆n(m) = ∆′n(m) ∩ o2n×2n, so
liefert das bereits Bewiesene zunächst M∗ ∈ ∆′n(m), und da mit M
auch M∗ in o2n×2n liegt, gilt in diesem Fall sogar M∗ ∈ ∆n(m). Von
den behaupteten Äquivalenzen wurde somit jeweils eine Richtung
bewiesen; die jeweils andere erhält man nun mit M∗∗ = M durch
erneute Anwendung des bewiesenen Teils. 
Hilfreich für weiterführende Untersuchungen ist die nachfolgende
Charakterisierung der Elemente von ∆′n(m) und ∆n(m).
3.1.3 Lemma : Es seien die Bezeichnungen aus 3.1.1 übernom-men und n ∈ N. Weiter sei M = ( A BC D ) ∈ K2n×2n. Für
jedes m ∈ Q sind dann äquivalent:
(i) Es gilt M ∈ ∆′n(m).
(ii) Es gilt C∗A = A∗C und D∗B = B∗D sowie A∗D− C∗B = mEn.
(iii) Es gilt BA∗ = AB∗ und DC∗ = CD∗ sowie AD∗ − BC∗ = mEn.
Gilt M ∈ o2n×2n, so ist (ii) und auch (iii) äquivalent zu M ∈ ∆n(m). 
Bewei s :
Die Äquivalenz (i) ⇔ (ii) erhält man aus der Definition von ∆′n(m)
und
Jn[M] =
(
C∗A− A∗C C∗B− A∗D
D∗A− B∗C D∗B− B∗D
)
.
Die Aussage (i) ⇔ (ii) liefert die Äquivalenz von M∗ ∈ ∆′n(m) und
(iii). Mit 3.1.2 (c) erhält man daraus (i)⇔ (iii).
Der Zusatz ist nach Definition von ∆′n(m) und ∆n(m) klar. 
Die gerade bewiesene Charakterisierung liefert eine explizite Formel
zur Berechnung einer Inversen.
3.1.4 Lemma : Es seien die Bezeichnungen aus 3.1.1 übernom-men und n ∈N.
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3.1 Wohldefiniertheit
a) Ist M = ( A BC D ) ∈ ∆′n und setzt man
M′ = 1
w(M)
(
D∗ −B∗
−C∗ A∗
)
∈ K2n×2n,
so gilt M′M = E2n.
b) Es gilt ∆′n ⊆ GL2n(K).
c) Es gilt Γn ⊆ U2n. 
Bewei s :
a) Ausmultiplizieren liefert
M′M = 1
w(M)
(
D∗A− B∗C D∗B− B∗D
A∗C− C∗A A∗D− C∗B
)
3.1.3
=
(
En 0
0 En
)
,
was genau die Behauptung ist.
b) folgt aus (a)
c) Für jedes M ∈ Γn = ∆n(1) ⊆ o2n×2n liegt das gemäß Teil (a)
konstruierte M′ wegen w(M) = 1 in o2n×2n, und da M′M = E2n
nach Teil (a) gilt, folgt die Behauptung. 
Die algebraische Struktur der Menge ∆′n und einiger spezieller Teil-
mengen wird im folgenden Lemma genauer untersucht.
3.1.5 Lemma : Es seien die Bezeichnungen aus 3.1.1 übernom-men und n ∈N.
a) Für alle l, m ∈ Q gilt
∆′n(l) · ∆′n(m) ⊆ ∆′n(lm) und ∆n(l) · ∆n(m) ⊆ ∆n(lm).
b) Für alle m ∈ Q \ {0} gilt ∆′n(m)−1 = ∆′n( 1m ).
c) Mit der Matrixmultiplikation ist ∆′n eine Untergruppe von GL2n(K).
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d) Mit der Matrixmultiplikation ist Γn eine Untergruppe von U2n. 
Bewei s :
a) Sei L ∈ ∆′n(l) und M ∈ ∆′n(m). Dann gilt
Jn[LM] = (LM)∗ JnLM = M∗L∗ JnLM = lM∗ Jn M = lmJn,
also LM ∈ ∆′n(lm), was die erste Behauptung liefert. Zum Nach-
weis von ∆n(l) ·∆n(m) ⊆ ∆n(lm) verwende den bereits bewiesenen
Teil und die Tatsache, dass hier alle Matrizen in o2n×2n liegen.
b) Sei M ∈ ∆′n(m)−1. Dann gilt M−1 ∈ ∆′n(m) und somit
mJn = Jn[M−1] = (M−1)∗ Jn M−1,
also m−1 J−1n = MJ−1n M∗. Mit J−1n = −Jn hat man dann
−m−1 Jn = MJ−1n M∗ = −M∗∗ Jn M∗ = −Jn[M∗],
also m−1 Jn = Jn[M∗] und folglich M∗ ∈ ∆′n(m−1), woraus man
M ∈ ∆′n( 1m ) nach 3.1.2 (c) erhält. Dies beweist ∆′n(m)−1 ⊆ ∆′n( 1m );
indem man m durch 1m ersetzt, erhält man ∆
′
n(
1
m )
−1 ⊆ ∆′n(m) und
daraus dann ∆′n( 1m ) = (∆
′
n(
1
m )
−1)−1 ⊆ ∆′n(m)−1, so dass man
insgesamt die zu zeigende Gleichheit bewiesen hat.
c) Nach Teil (a) und Teil (b) sowie 3.1.4 (b) ist ∆′n eine bezüglich
Multiplikation und Inversenbildung abgeschlossene Teilmenge von
GL2n(K), die darüberhinaus wegen Jn[E2n] = E∗2n JnE2n = Jn die
Einheitsmatrix enthält. Dies beweist die Behauptung.
d) Nach Teil (a) und 3.1.4 (c) ist Γn = ∆n(1) eine bezüglich Multiplika-
tion abgeschlossene Teilmenge von U2n, die darüberhinaus wegen
Jn[E2n] = E∗2n JnE2n = Jn die Einheitsmatrix enthält. Ist M ∈ Γn, so
ist M−1 ∈ o2n×2n wegen Γn ⊆ U2n; weiter gilt M−1 ∈ ∆′n(1) nach
Teil (b), also insgesamt
M−1 ∈ ∆′n(1) ∩ o2n×2n = ∆n(1) = Γn.
Das beweist die Abgeschlossenheit von Γn bezüglich Inversenbil-
dung und schließt den Beweis der Behauptung ab. 
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3.1 Wohldefiniertheit
Im letzten Kapitel wurde die Wohldefiniertheit der Hecke-Algebra
über die Tatsache gezeigt, dass jede Hauptkongruenzgruppe Un[a]
in Un endlichen Index hat und jede Untergruppe Un ∩ A−1Un A für
A ∈ In eine Hauptkongruenzgruppe enthält. Für den Nachweis, dass
(∆′n,∆n, Γn) ein Hecke-Tripel ist, kann analog vorgegangen werden.
3.1.6 Lemma : Es seien die Bezeichnungen aus 3.1.1 über-nommen und n ∈ N. Für jedes Ideal a von o ist dann
|Γn[a]  Γn| < ∞. 
Bewei s :
Die Abbildung ϕ : Γn → GL2n(o a), M 7→ M + a2n×2n ist ein Grup-
penhomomorphismus: Die Beziehung ϕ(MN) = ϕ(M)ϕ(N) für alle
M, N ∈ Γn erhält man sofort, indem man man die Einträge des Ma-
trixprodukts betrachtet, also ist nur noch die Wohldefiniertheit der
Abbildung zu beweisen, wofür hier genügt, für jedes M ∈ Γn die
Invertierbarkeit von M + a2n×2n in (o a)2n×2n zu zeigen. Aus
(M + a2n×2n)(M−1 + a2n×2n) = E2n + a2n×2n
erhält man diese direkt, da M−1 wegen M ∈ Γn ⊆ U2n (letzteres
gemäß 3.1.5 (d)) existiert und in o2n×2n liegt.
Nach dem Homomorphiesatz ist nun Kern ϕ  Γn ∼= Bild ϕ, und da
Kern ϕ = {M ∈ Γn |M + a2n×2n = E2n + a2n×2n} = Γn[a] gilt, folgt
|Γn[a]  Γn| = |Bild ϕ| 6 |GL2n(o a)| 6 ∣∣∣(o a)2n×2n∣∣∣
= |o a|4n2 < ∞,
da o als Ganzheitsring eines algebraischen Zahlkörpers normendlich
ist (vergleiche [Neu92] i (2.5)). 
Nun kann die Wohldefiniertheit von H(∆′n,∆n, Γn) bewiesen wer-
den.
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3.1.7 Satz : Es seien die Bezeichnungen aus 3.1.1 übernom-men und n ∈N. Dann ist (∆′n,∆n, Γn) ein Hecke-Tripel.
Bewei s :
Es genügt zu zeigen, dass Γn MΓn für jedes M ∈ ∆n in endlich viele
Rechtsnebenklassen bezüglich Γn zerfällt, da die anderen Eigenschaf-
ten eines Hecke-Tripels für (∆′n,∆n, Γn) nach 3.1.5 erfüllt sind.
Sei M ∈ ∆n und m = w(M). Jedes L ∈ Γn[mo] besitzt eine Darstellung
der Form L = E2n + mL′ für ein L′ ∈ o2n×2n. Damit folgt
MLM−1 = M(E2n + mL′)M−1 = E2n + ML′mM−1,
wobei E2n + ML′mM−1 zu o2n×2n gehört, da mM−1 nach 3.1.4 (a) auch
zu o2n×2n gehört und alle anderen auftretenden Matrizen ebenfalls in
o2n×2n liegen. Es ist also MLM−1 ∈ o2n×2n. Wegen M ∈ ∆n(m) und
L ∈ Γn = ∆n(1) gilt MLM−1 ∈ ∆′n(m · 1 · 1m ) = ∆′n(1) nach 3.1.5 (a), (b).
Somit liegt MLM−1 sogar in ∆′n(1) ∩ o2n×2n = ∆n(1) = Γn, und es
folgt daraus L ∈ M−1Γn M. Da L ein beliebiges Element von Γn[mo]
war, zeigt dies Γn[mo] ⊆ M−1Γn M, und da Γn[mo] ⊆ Γn gilt, hat man
auch Γn[mo] ⊆ Γn ∩M−1Γn M. Zusammen mit |Γn[mo]  Γn| < ∞ nach
3.1.6 folgt dann erst recht
∣∣Γn ∩M−1Γn M  Γn∣∣ < ∞, und da M ein
beliebiges Element von ∆n war, ergibt sich mit 1.1.3 die Behauptung.
§ 3.2
R E C H T S N E B E N K L A S S E N V E RT R E T E R
Für die folgende Untersuchung der Hecke-Algebra zum Hecke-Tripel
(∆′n,∆n, Γn) werden ausgezeichnete Vertreter von Rechtsnebenklassen
bezüglich Γn benötigt. Bei dem Beweis der Existenz der gewünschten
Vertreter wird von der Theorie der Hermiteschen Paare Gebrauch
gemacht.
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3.2 Rechtsnebenklassenvertreter
3.2.1 Def in it ion (Hermitesche Paare): Es sei K ein imagi-när-quadratischer Zahlkörper, o sein Ganzheitsring und
n ∈ N. Ein Paar (A, B) von Matrizen A, B ∈ on×n heißt Hermitesches
Paar, wenn Rang(A B) = n und AB∗ = BA∗ gilt.
Ein Hermitesches Paar (A, B) heißt teilerfremd, wenn für alle x ∈ K1×n
mit xA ∈ o1×n und xB ∈ o1×n auch x ∈ o1×n gilt.
Zwei Hermitesche Paare (A1, B1) und (A2, B2) heißen assoziiert, wenn
A1B∗2 = B1 A∗2 gilt. 
Zunächst werden einige grundlegende Eigenschaften Hermitescher
Paare zitiert.
3.2.2 Lemma : Es seien die Bezeichnungen aus 3.1.1 übernom-men und n ∈N.
a) Ist M = ( A BC D ) ∈ ∆n, so sind (A, B) und (C, D) sowie (A∗, C∗) und
(B∗, D∗) Hermitesche Paare.
b) Ein Hermitesches Paar (A, B) ist genau dann teilerfremd, wenn
dn((A B)) = o gilt.
c) Ist M = ( A BC D ) ∈ Γn, so sind (A, B) und (C, D) teilerfremde Her-
mitesche Paare.
d) Ist (A, B) ein teilerfremdes Hermitesches Paar, so gibt es in Γn eine
Matrix der Form ( A B∗ ∗ ). 
Bewei s :
a) Dies erhält man aus 3.1.3, wenn man für die Paare (A∗, C∗) und
(B∗, D∗) berücksichtigt, dass A∗C∗∗ = C∗A∗∗ zu A∗C = C∗A und
B∗D∗∗ = D∗B∗∗ zu B∗D = D∗B äquivalent ist.
b) [Bra51] vor Lemma 1 (S. 144)
c) [Bra51] vor Lemma 1 (S. 144)
d) [Bra51] Lemma 1 (S. 144) 
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Wichtig für das weitere Vorgehen ist der folgende Satz, der es für be-
stimmte Betrachtungen gestattet, von beliebigen Hermiteschen Paaren
zu teilerfremden Hermiteschen Paaren überzugehen.
3.2.3 Satz : Sei K ein imaginär-quadratischer Zahlkörper undo sein Ganzheitsring. Ist dann (A, B) ein Hermitesches
Paar, so gibt es ein teilerfremdes Hermitesches Paar (A′, B′), das zu
(A, B) assoziiert ist. 
Bewei s :
[Bra49] Satz i (S. 831) 
Mit dem gerade zitierten Satz lässt sich nun die Existenz eines ausge-
zeichneten Vertreters in jeder Rechtsnebenklasse der Form Γn M für
M ∈ ∆n beweisen.
3.2.4 Satz : Es seien die Bezeichnungen aus 3.1.1 übernommenund n ∈ N. Ist M ∈ ∆n, so gibt es in Γn M ein Element
der Form ( ∗ ∗0 ∗ ). 
Bewei s :
Sei M = ( A BC D ) ∈ ∆n. Dann ist (A∗, C∗) nach 3.2.2 (a) ein Hermitesches
Paar, zu dem es nach 3.2.3 ein assoziiertes teilerfremdes Hermitesches
Paar (F, G) gibt, so dass insbesondere FC = FC∗∗ = GA∗∗ = GA gilt.
Das teilerfremde Hermitesche Paar (F, G) lässt sich nach 3.2.2 (d) zu
einer Matrix P = ( F G∗ ∗ ) ∈ Γn ergänzen. Wegen Jn ∈ Γn gilt dann auch
JnPJn ∈ Γn. Zusammen mit
JnPJn M =
(
0 −En
En 0
)(
F G
∗ ∗
)(
0 −En
En 0
)(
A B
C D
)
=
(∗ ∗
G −F
)(
A B
C D
)
=
( ∗ ∗
GA− FC GB− FD
)
GA=FC=
(∗ ∗
0 ∗
)
folgt nun die Behauptung. 
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3.2 Rechtsnebenklassenvertreter
Nun lassen sich Vertretersysteme von Γn  ∆n(m) angeben.
3.2.5 Satz : Es seien die Bezeichnungen aus 3.1.1 übernom-men, n ∈ N und Vn ein Vertretersystem von Un  on×n.
Weiter sei
X′n,m = {( A B0 D ) ∈ ∆n(m) | D ∈ Vn}.
Dann gilt ∆n(m) = ΓnX. Insbesondere lässt sich aus X′n,m ein Vertre-
tersystem Xn,m von Γn  ∆n(m) auswählen. 
Bewei s :
Zeige, dass zu jedem M ∈ ∆n(m) ein P ∈ Γn und ein M′ ∈ X′n,m
existiert man M = PM′. Nach 3.2.4 existiert ein P′ ∈ Γn und ein
R ∈ on×n mit P′M = ( ∗ ∗0 R ). Wähle nun Q ∈ Un so, dass QR ∈ V gilt.
Wie man mit 3.1.3 nachrechnet, gilt diag(Q∗, Q−1) ∈ Γn. Setzt man
also P = (P′)−1 diag(Q∗, Q−1) und M′ = P−1M, so gilt P ∈ Γn und
M′ ∈ ∆n(m) nach 3.1.5 (a), (b) sowie M = PM′ und
M′ = P−1M = diag(Q∗, Q−1)−1P′M =
(
(Q∗)−1 0
0 Q
)(∗ ∗
0 R
)
=
(∗ ∗
0 QR
)
QR∈Vn∈ X′n,m,
was M ∈ ΓnX′n,m beweist. Somit gilt also ∆n(m) ⊆ ΓnX′n,m. Die Inklu-
sion ΓnX′n,m ⊆ ∆n(m) erhält man aus 3.1.5 (a), womit insgesamt die
behauptete Gleichheit gezeigt ist. Der Zusatz ist klar. 
Die hier gezeigten Sätze finden im nächsten Abschnitt Anwendung,
wo die Frage nach einer Tensorproduktzerlegung von H(∆′n,∆n, Γn)
untersucht wird.
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§ 3.3
T E N S O R P R O D U K T Z E R L E G U N G E N
In diesem Abschnitt wird gezeigt, dass es ein Analogon zu 2.7.8
für H(∆′n,∆n, Γn) nicht geben kann. Darüberhinaus werden einige
dennoch geltende schwächere Resultate bewiesen. Als Vorbereitung
wird gezeigt, dass die ΓnLM für L :: Γn  ∆n(l) und M :: Γn  ∆n(m)
paarweise verschieden sind, wenn l und m teilerfremde natürliche
Zahlen sind.
3.3.1 Lemma : Es seien die Bezeichnungen aus 3.1.1 über-nommen, l, m ∈N teilerfremd und n ∈N. Weiter seien
Xn,l und Xn,m gemäß 3.2.5 konstruiert. Sind dann L, L′ ∈ Xn,l und
M, M′ ∈ Xn,m mit ΓnLM = ΓnL′M′ gegeben, so gilt bereits L = L′
und M = M′. 
Bewei s :
Wegen ΓnLM = ΓnL′M′ gibt es ein P ∈ Γn mit L′M′ = PLM, und
es folgt M′M−1 = (L′)−1PL. Wegen M ∈ Xn,m ⊆ ∆n(m) folgt mit
3.1.4 (a), dass mM−1 ∈ o2n×2n und somit auch mM′M−1 ∈ o2n×2n gilt.
Ebenso erhält man aus L ∈ Xn,l ⊆ ∆n(l), dass lL−1 ∈ o2n×2n gilt,
woraus lM′M−1 = l(L′)−1PL ∈ o2n×2n folgt. Insgesamt erhält man
nun M′M−1 ∈ o2n×2n nach 2.7.3 aufgrund der Teilerfremdheit von
l und m. Darüberhinaus gilt M′M−1 ∈ ∆′n(1) nach 3.1.5 (a) wegen
M, M′ ∈ ∆n(m), also insgesamt M′M−1 ∈ ∆′n(1) ∩ o2n×2n = Γn, wor-
aus Γn M′ = Γn M folgt. Da M und M′ als Elemente von Xn,m zu einem
Vertretersystem von Γn ∆n(m) gehören, erhält man aus Γn M′ = Γn M
bereits M′ = M. Somit wird die Voraussetzung ΓnLM = ΓnL′M′ zu
ΓnLM = ΓnL′M, und Multiplikation mit M−1 von rechts auf beiden
Seiten liefert ΓnL′ = ΓnL und damit wegen L, L′ ∈ Xn,l auch L′ = L,
womit nun die Behauptung vollständig bewiesen ist. 
In Analogie zu 2.7.5 stellt sich nun die Frage, ob sich unter bestimmten
Voraussetzungen jedes gegebene N ∈ ∆n(lm) als Produkt zweier
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Matrizen L ∈ ∆n(l) und M ∈ ∆n(m) schreiben lässt.
3.3.2 Lemma : Es seien die Bezeichnungen aus 3.1.1 übernom-men, l, m ∈ N teilerfremd und n ∈ N. Zu jeder Matrix
N = ( A B0 D ) ∈ ∆n(lm), für die dn(A) + lno ein Hauptideal ist, gibt es
dann Matrizen L ∈ ∆n(l) und M ∈ ∆n(m) mit N = LM. 
Bewei s :
Setze a = dn(A) + lno und b = a−1dn(A). Da a nach Voraussetzung
ein Hauptideal ist, muss auch b ein Hauptideal in o sein. Wegen
N ∈ ∆n(lm) folgt AD∗ = lmEn nach 3.1.3, also (det A)(det D) = lnmn
und damit {0} 6= dn(A) | lnmno. Da l und m teilerfremd sind, gibt es
dann (teilerfremde) Ideale a′ und b′ in o mit dn(A) = a′b′ und a′ | ln
sowie b′ | mn. Da dann auch b′ und ln teilerfremd sind, gilt
a = dn(A) + lno = a′b′ + lno = a′ + lno = a′,
womit wegen ab = dn(A) = a′b′ auch b = b′ folgt. Insgesamt sind also
a und b teilerfremde Hauptideale in o mit dn(A) = ab. In Verbindung
mit 1.1.9 liefert 2.7.5 nun Matrizen A′1, A
′
2 ∈ on×n mit dn(A′1) = a und
dn(A′2) = b sowie A ∈ Un A′1Un A′2Un. Wähle nun A1 ∈ Un A′1 und
A2 ∈ Un A′2Un mit A = A1 A2.
Aus 3.1.3 folgt A∗D = lmEn und damit
lmA−1 = (lmA−1)∗∗ = (l m(A−1)∗)∗ = (lm(A∗)−1)∗ = D∗.
Somit gilt insbesondere lmA−1 ∈ on×n. Man erhält lmA−12 A−11 ∈ on×n,
und daraus ergibt sich lmA−12 ∈ on×n A1 ⊆ on×n. Andererseits hat
man (det A2)A−12 = A
adj
2 ∈ on×n und somit wegen
(det A2)o = dn(A2)
2.2.5
= dn(A′2) = b | mn
erst recht mn A−12 ∈ on×n. Insgesamt gilt also lmA−12 ∈ on×n und
mn−1mA−12 ∈ on×n, und da l und m und damit auch l und mn−1
teilerfremd sind, liefert 2.7.3 nun, dass mA−12 ∈ on×n gilt. Analog zeigt
man lA−11 ∈ on×n. Setzt man also D1 = (lA−11 )∗ und D2 = (mA−12 )∗,
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so gilt D1, D2 ∈ on×n und A∗1 D1 = A∗1(lA−11 )∗ = lEn sowie analog
A∗2 D2 = mEn. Mit der oben gezeigten Gleichung lmA−1 = D∗ gilt
weiter
D1D2 = (lA−11 )
∗(mA−12 )
∗ = lm(A−12 A
−1
1 )
∗ = lm((A1 A2)−1)∗
= (lmA−1)∗ = (D∗)∗ = D.
Wähle nun ein x ∈ lZ ∩ (1 + mZ), was wegen der Teilerfremdheit
von l und m nach 1.2.9 möglich ist. Setze dann B1 = (1− x)BD−12
und B2 = xA−11 B. Wegen D2 = (mA
−1
2 )
∗ ist D−12 =
1
m A
∗
2 , also ist
B1 = (1− x)BD−12 wegen m | 1− x ein Element von on×n. Da vorhin
bereits bewiesen wurde, dass lA−11 in o
n×n liegt, folgt wegen x | l
auch B2 = xA−11 B ∈ on×n.
Setze
L =
(
A1 B1
0 D1
)
und M =
(
A2 B2
0 D2
)
.
Dann gilt L, M ∈ o2n×2n, da für alle Teilmatrizen gezeigt wurde, dass
sie in on×n liegen. Wegen N ∈ ∆n(lm) gilt (BA∗)∗ = AB∗ = BA∗
sowie A∗D = lmEn nach 3.1.3, und oben wurde zudem D = D1D2
gezeigt. Somit erhält man
B∗1 D1 = (D
∗
1 B1)
∗ = (D∗1 (1− x)BD−12 )∗ = (D∗1 (1− x)BD−1DD−12 )∗
= (1− x)(D∗1 (BD−1)D1)∗ = (1− x)D∗1 (BD−1)∗D1
= (1− x)D∗1 (B 1lm A∗)∗D1 = (1− x)D∗1 1lm (BA∗)∗D1
= (1− x)D∗1 1lm BA∗D1 = (1− x)D∗1 BD−1D1
= D∗1 (1− x)BD−12 = D∗1 B1.
Da zudem A∗1 D1 = lEn bereits gezeigt wurde, folgt L ∈ ∆n(l) mit
3.1.3. Für den Nachweis von M ∈ ∆n(m) gehe analog vor: Aus 3.1.3
erhält man wegen N ∈ ∆n(lm), dass (D∗B)∗ = B∗D = D∗B und
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AD∗ = lmEn gilt, woraus (A−1B)∗ = ( 1lm D
∗B)∗ = 1lm D
∗B = A−1B
folgt, und oben wurde bereits A∗2 D2 = mEn gezeigt. Somit erhält man
B∗2 D2 = (D∗2 B2)∗ = (D∗2 xA−11 B)
∗ = x(D∗2 A−11 AA
−1B)∗
= x(D∗2 A2(A−1B))∗ = x(A−1B)∗A∗2 D2 = x(A−1B)mEn
= x(mEn)∗(A−1B) = x(A∗2 D2)∗(A−1B) = xD∗2 A2 A−1B
= D∗2 xA−11 B = D
∗
2 B2.
Zusammen mit A∗2 D2 = mEn folgt M ∈ ∆n(M) mit 3.1.3. Zuletzt hat
man
LM =
(
A1 B1
0 D1
)(
A2 B2
0 D2
)
=
(
A1 A2 A1B2 + B1D2
0 D1D2
)
mit A1 A2 = A und D1D2 = D sowie
A1B2 + B1D2 = A1xA−11 B + (1− x)BD−12 D2 = xB + B− xB = B,
also LM = N. Dies schließt den Beweis ab. 
In dem gerade bewiesenen Lemma wurde ein hinreichendes Krite-
rium dafür formuliert, dass eine gegebene Matrix aus ∆n(lm) sich
als Produkt von Matrizen aus ∆n(l) und ∆n(m) schreiben lässt. Nun
soll eine ganze Klasse von Matrizen, die diesen Bedingungen genügt,
angegeben werden.
3.3.3 Satz : Es seien die Bezeichnungen aus 3.1.1 übernom-men, p eine in o träge Primzahl und l, m, n ∈ N mit
p 6 | m. Dann gibt es zu jedem N ∈ ∆n(plm) Matrizen L ∈ ∆n(pl) und
M ∈ ∆n(m) mit N = LM. 
Bewei s :
Sei P ∈ Γn gemäß 3.2.4 so gewählt, dass N′ := PN = ( A B0 D ) gilt. Da
po ein Primideal und gleichzeitig ein Hauptideal in o ist, sind alle
Teiler von plno Hauptideale, also ist insbesondere dn(A) + plno ein
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Hauptideal. Da p 6 | m gilt, sind pl und m teilerfremd, also folgt mit
3.3.2, dass es ein L′ ∈ ∆n(pl) und ein M ∈ ∆n(m) gibt mit N′ = L′M.
Setzt man L = P−1L′, so ist nach 3.1.5 (a), (d) auch L ein Element von
∆n(pl), und es gilt LM = P−1L′M = P−1N′ = N, was zu beweisen
war. 
Die Aussage aus 3.3.3 soll nun in eine Aussage über die Hecke-Al-
gebra H(∆′n,∆n, Γn) übersetzt werden. Dazu werden zunächst die
verwendeten Bezeichnungen eingeführt.
3.3.4 Voraussetzungen und Beze ichnungen : DieBezeichnungen aus 3.1.1 seien übernommen. Darüberhin-
aus verwende für jedes n ∈ N die Bezeichnungen, die sich mit ∆′n
anstelle von G und Γn anstelle von U sowie ∆n anstelle von M aus
1.1.4 ergeben. Für alle m, n ∈N definiere zuletzt
Tn(m) = ∑
M::Γn∆n(m)ΓnJMK. 
Nun folgt die angekündigte Übertragung der Aussage von 3.3.3 auf
H(∆′n,∆n, Γn).
3.3.5 Satz : Es seien die Bezeichnungen aus 3.3.4 übernom-men, p ∈N eine in o träge Primzahl und l, m, n ∈N mit
p 6 | m. Dann gilt Tn(pl) ∗ Tn(m) = Tn(plm). 
Bewei s :
Stellt man Tn(pl) ∗ Tn(m) als Linearkombination von Funktionen der
Form JNK für N :: Γn  ∆n  Γn dar, so liefert 3.3.1 aufgrund der
Teilerfremdheit von pl und m in Verbindung mit 1.1.10, dass die dort
auftretenden Koeffizienten alle jeweils nur 0 oder 1 sein können. Für
N /∈ ∆n(plm) muss der zugehörige Koeffizient gleich 0 sein, da für
L ∈ ∆n(pl) und M ∈ ∆n(m) der Träger von JLK ∗ JMK nach 1.1.9 und
3.1.5 (a) stets eine Teilmenge von ∆n(plm) ist. Für jedes N ∈ ∆n(plm)
hingegen gibt es nach 3.3.3 Matrizen L ∈ ∆n(pl) und M ∈ ∆n(m)
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mit LM = N, so dass insbesondere N ∈ ΓnLΓn MΓn und somit nach
1.1.9 N ∈ Tr(JLK ∗ JMK) folgt, was beweist, dass N im Träger von
Tn(pl) ∗ Tn(m) enthalten ist. Da für jedes N ∈ ∆n wie bereits gesehen
(Tn(pl) ∗ Tn(m))(N) ∈ {0, 1} gilt, hat man insgesamt
(Tn(pl) ∗ Tn(m))(N) =
{
1, falls N ∈ ∆n(plm),
0 sonst,
was die zu beweisenden Aussage liefert. 
Es stellt sich nun die Frage, ob in 3.3.5 auf die Bedingung, dass p in o
träge ist, verzichtet werden kann.
3.3.6 Bemerkung : Auf die Trägheitsbedingung in 3.3.5 kannnicht verzichtet werden.
Die Voraussetzungen und Bezeichnungen aus 3.3.4 seien übernommen
für K = Q(ω) mit ω =
√−5. Weiter sei p = 2 und q = 3 sowie
N =
(
A 0
0 D
)
mit A =
(
1 0
0 1+ω
)
und D =
(
6 0
0 1+ω
)
.
Dann gilt AD∗ = 6E2, also N ∈ ∆2(6) = ∆2(pq) nach 3.1.3. Es sei
angenommen, es würde T2(2) ∗ T2(3) = T2(6) gelten, also insbeson-
dere (T2(2) ∗ T2(3))(N) = 1 erfüllt sein. Mit den Bezeichnungen
aus 3.2.5 existieren dann nach 1.1.10 L ∈ X2,2 und M ∈ X2,3 mit
Γ2N = Γ2LM. Somit folgt, dass ein P ∈ Γ2 mit PN = LM existiert. Da
dann P = LMN−1 ein Produkt von Matrizen der Form ( ∗ ∗0 ∗ ) ist, hat
auch P diese Form. Schreibt man P = ( F G0 W ), so folgt, da nach 3.1.3
FW∗ = En gilt, dass F in U2 liegen muss. Weiter sei nun
L =
(
A1 B1
0 D1
)
und M =
(
A2 B2
0 D2
)
.
Aus PN = LM, also(
FA GD
0 WD
)
=
(
A1 A2 A1B2 + B1D2
0 D1D2
)
,
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folgert man insbesondere A1 A2 = FA, und wegen F ∈ U2 erhält man
daraus (det A1)(det A2) ∈ (det A)o∗, also d2(A1)d2(A2) = d2(A). Da
nun d2(A) = (1+ω)o nicht als Produkt zweier von (1+ω)o verschie-
dener Hauptideale geschrieben werden kann, muss ein i ∈ {1, 2} mit
d2(Ai) = (1+ω)o existieren. Aus L ∈ X2,2 ⊆ ∆2(2) folgt A1D∗1 = 2E2
nach 3.1.3, also (det A1)(det D1) = 4. Da aber 1 + ω kein Teiler von
4 ist, kann nicht d2(A1) = (1 + ω)o gelten. Analog erhält man aber,
dass wegen A2D∗2 = 3E2 auch d2(A2) = (1 + ω)o nicht möglich ist.
Dieser Widerspruch zeigt, dass die Annahme T2(2) ∗ T2(3) = T2(6)
falsch war, was nicht nur beweist, dass die Trägheitsbedingung in
3.3.5 notwendig ist, sondern auch zeigt, dass eine zu 2.7.8 analoge
Zerlegung von H(∆′n,∆n, Γn) im allgemeinen nicht angegeben werden
kann. 
Trotz dieser negativen Beantwortung der Frage nach einer Tensorpro-
duktzerlegung für den allgemeinen Fall lässt sich dennoch für einen
Spezialfall eine solche Zerlegung angeben.
3.3.7 Satz : Es seien die Bezeichnungen aus 3.3.4 übernom-men, wobei K Klassenzahl 1 habe, also o ein Hauptideal-
ring sei. Dann ist die Hecke-Algebra H(∆′n,∆n, Γn) kommutativ, und
es gilt
H(∆′n,∆n, Γn) ∼=
⊗
p Primzahl in N
H(∆′n,∆n,p, Γn),
wenn man ∆n,p = ∆n(1) ∪ ∆n(p) ∪ ∆n(p2) ∪ · · · setzt. Definiert man
Tn(p) = Jdiag(En, pEn)K
für alle Primzahlen p ∈N und
Tn,l(a) = Jdiag(En−l , aEl , N(a)En−l , aEl)K
für alle 0 6 l 6 n und a ∈ o \ {0}, so gilt für in o träge Primzahlen
p ∈N stets
H(∆′n,∆n,p, Γn) = C[Tn(p), Tn,1(p), . . . , Tn,n(p)] ∼= C[X1, . . . , Xn+1],
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für in o zerlegte Primzahlen p ∈N mit p = qq (für q ∈ o) stets
H(∆′n,∆n,p, Γn) = C[Tn(p), Tn,1(q), . . . , Tn,n(q), Tn,1(q), . . . , Tn,n(q)]
∼= C[X1, . . . , X2n+1]
und für in o verzweigte Primzahlen p ∈N mit p = q2 (für q ∈ o) stets
H(∆′n,∆n,p, Γn) = C[Tn,0(q), . . . , Tn,n(q)] ∼= C[X1, . . . , Xn+1],
wobei die Xi in allen Fällen Unbestimmte bezeichnen. 
Bewei s :
[Kri87] Satz 5 (S. 217) 
§ 3.4
S I M U LTA N E V E RT R E T E R S Y S T E M E
Für theoretische Untersuchungen in einer Hecke-Algebra H(G, M, U)
sind für gegebenes g ∈ M Teilmengen von M interessant, die sowohl
Vertretersystem von U  [g] als auch Vertretersystem von [g] U sind.
In diesem Abschnitt wird gezeigt, dass solche simultanen Vertreter-
systeme für H(∆′n,∆n, Γn) existieren.
3.4.1 Voraussetzungen und Beze ichnungen : DieBezeichnungen aus 3.1.1 seien übernommen. Für jedes
n ∈N bezeichne Γ˜n die Faktorgruppe Γn  o∗E2n und ∆˜′n die Faktor-
gruppe ∆′n  o∗E2n; weiter sei
Im Z =
1
2i
(Z− Z∗)
für alle Z ∈ Cn×n und
Hn = {Z ∈ Cn×n | Im Z > 0},
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wobei Im Z > 0 bedeutet, dass z∗(Im Z)z > 0 für alle z ∈ Cn×1 \ {0}
gilt (also Im Z positiv definit ist).
Für M = ( A BC D ) ∈ ∆′n und Z ∈ Hn definiere über
M 〈Z〉 = (AZ + B)(CZ + D)−1
eine Linksoperation von ∆′n auf Hn. Ist L˜ ∈ ∆˜′n, so sei L˜ 〈Z〉 definiert
durch L 〈Z〉, wenn L ein Element von ∆′n mit L˜ = Lo∗E2n ist. 
Die Wohldefiniertheit von L˜ 〈Z〉 für L˜ ∈ ∆˜′n entnimmt man [Bra51]
Abschnitt 4 (S. 148).
Der Beweis der Existenz eines simultanen Vertretersystems wird spä-
ter gemäß 1.1.13 über |Γn  [M]| = |[M]  Γn| geführt. Letzteres erhält
man wiederum über einen Vergleich von Volumina bestimmter Fun-
damentalbereiche. Deshalb wird zunächst der Begriff des Fundamen-
talbereiches eingeführt und untersucht.
3.4.2 Def in it ion (Fundamentalbereich): Sei G eine Gruppeund X eine mit einer Topologie versehene Menge. Die
Gruppe G operiere vermöge ~ (von links) auf X. Eine Teilmenge
F von X heißt Fundamentalbereich von X zu G, wenn die folgenden
Bedingungen erfüllt sind:
(i) Die Menge F ist abgeschlossen in X.
(ii) Zu jedem x ∈ X gibt es ein g ∈ G mit g~ x ∈ F.
(iii) Sind x1, x2 im offenen Kern von F und ist g ∈ G mit g~ x1 = x2,
so gilt g~ x = x für alle x ∈ X. 
Dass in dem hier interessierenden Fall tatsächlich ein Fundamentalbe-
reich existiert, entnimmt man [Bra51].
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3.4.3 Satz : Es seien die Bezeichnungen aus 3.4.1 übernom-men und n ∈ N, wobei Hn mit der Relativtopologie
zur natürlichen Topologie auf Cn×n versehen sei. Dann gibt es einen
Fundamentalbereich von Hn zu Γn. 
Bewei s :
[Bra51] Lemma 2 (S. 151) 
Das folgende Lemma beschriebt Fundamentalbereiche von Hn zu
Untergruppen von Γn.
3.4.4 Lemma : Es seien die Bezeichnungen aus 3.4.1 übernom-men und n ∈ N sowie F ein Fundamentalbereich von
Hn zu Γn und Λ eine Untergruppe von Γn von endlichem Index mit
o∗E2n ∩ Γn ⊆ Λ.
a) Bilden M1, . . . , Mk ein Vertretersystem von Λ  Γn, so ist
k⋃
i=1
Mi 〈F〉
ein Fundamentalbereich von Hn zu Λ, und die offenen Kerne der
Mi 〈F〉 sind paarweise disjunkt.
b) Ist M ∈ Γn und F ein Fundamentalbereich von Hn zu Λ, so ist
M 〈F〉 ein Fundamentalbereich von Hn zu MΛM−1. 
Bewei s :
a) Dies ist eine Verallgemeinerung von [Koe07] Satz ii.3.1 und lässt
sich analog beweisen.
b) Ist {M1, . . . , Mk} ein Vertretersystem von Λ  Γn, so ist die Menge
{MM1M−1, . . . , MMk M−1} und somit nach 1.1.2 auch die Menge
{MM1, . . . , MMk} ein Vertretersystem von MΛM−1  Γn; Teil (a)
liefert nun die Behauptung, da M 〈Mi 〈F〉〉 = (MMi) 〈F〉 für alle
1 6 i 6 k gemäß [Bra51] Abschnitt 4 gilt. 
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Die Aussage 3.4.4 (b) wird nun auf den zu untersuchenden Spezialfall
übertragen.
3.4.5 Folgerung : Es seien die Bezeichnungen aus 3.4.1 über-nommen. Ist dann M ∈ ∆′n und F ein Fundamentalbe-
reich vonHn zu Γn ∩ (M−1Γn M), so ist M 〈F〉 ein Fundamentalbereich
von Hn zu Γn ∩ (MΓn M−1). 
Bewei s :
Im Beweis von 3.1.7 wurde gezeigt, dass Γn ∩ (M−1Γn M) in Γn endli-
chen Index hat. Daher kann 3.4.4 (b) angewendet werden; man erhält,
dass M 〈F〉 ein Fundamentalbereich von M(Γn ∩ (M−1Γn M))M−1 ist.
Mit
L ∈ M(Γn ∩ (M−1Γn M))M−1 ⇔
M−1LM ∈ Γn ∩ (M−1Γn M) ⇔
M−1LM ∈ Γn und M−1LM ∈ M−1Γn M ⇔
L ∈ M−1Γn M und L ∈ Γn ⇔
L ∈ Γn ∩ (M−1Γn M)
erhält man die Behauptung. 
Auf Hn wird nun ein Maß eingeführt.
3.4.6 Satz : Es seien die Bezeichnungen aus 3.4.1 übernom-men, n ∈ N und F ein Fundamentalbereich von Hn
bezüglich Γn. Dann gibt es ein Maß µ auf Hn, das den folgenden
Bedingungen genügt:
(i) Das Maß µ ist invariant unter den Operationen aus Γn, das heißt,
für jedes M ∈ Γn und µ-messbares V ⊆ Hn ist auch M 〈V〉
messbar bezüglich µ mit µ(M 〈V〉) = µ(V).
(ii) Es gilt µ(F ) = µ(
◦
F ) = 1. 
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Bewei s :
[Bra51] Satz iii (S. 157) und Normierung 
Nun wird die bereits angekündigte Hauptaussage dieses Abschnitts
formuliert und bewiesen.
3.4.7 Satz : Es seien die Bezeichnungen aus 3.4.1 übernommenund n ∈N. Für jedes M ∈ ∆n gibt es M1, . . . , Mk ∈ [M],
so dass {M1, . . . , Mk} sowohl ein Vertretersystem von Γn  [M] als
auch ein Vertretersystem von [M]  Γn ist. 
Bewei s :
Sei M ∈ ∆n und r = |Γn  [M]| sowie s = |[M]  Γn|. Gemäß 1.1.3 gilt
r =
∣∣Γn ∩ (M−1Γn M)  Γn∣∣, und mit einer leichten Modifikation des
Beweises von 1.1.3 erhält man, dass analog s =
∣∣Γn ∩ (MΓn M−1)  Γn∣∣
gilt. Bilden nun M1, . . . , Mr ∈ Γn ein Vertretersystem der Nebenklas-
senmenge Γn ∩ (M−1Γn M)  Γn, so ist nach 3.4.4 (a)
F :=
r⋃
i=1
Mi 〈F〉
ein Fundamentalbereich von Hn zu Γn ∩ (M−1Γn M), wenn F einen
Fundamentalbereich vonHn zu Γn bezeichnet. Da die in der Definition
von F auftretende Vereinigung mit dem invarianten Maß µ aus 3.4.6
nach 3.4.4 (a) bis auf Nullmengen disjunkt ist, folgt
µ(F) =
r
∑
i=1
µ(Mi 〈F〉) =
r
∑
i=1
µ(F ) =
r
∑
i=1
1 = r.
Analog folgt µ(F′) = s wegen der Invarianz von µ für jeden Funda-
mentalbereich F′ von Hn zu Γn ∩ (MΓn M−1). Da nach 3.4.5 M 〈F〉 ein
solcher Fundamentalbereich ist, folgt wieder mit der Invarianz von µ,
dass s = µ(M 〈F〉) = µ(F) = r gilt. Somit zerfällt [M] in gleichviele
Rechts- wie Linksnebenklassen bezüglich Γn, also existiert nach 1.1.13
ein simultanes Vertretersystem. 
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AUSBLICK
Eines der Hauptresultate des zweiten Kapitels war eine Formel zur
Berechnung der Anzahl der in einer Doppelnebenklasse enthaltenen
Rechtsnebenklassen für den Fall der Gruppe GL2(o) (vergleiche 2.3.7).
Als Verallgemeinerung kann die Frage untersucht werden, wie sich
diese Anzahlen für GLn(o) mit n > 3 berechnen lassen; eine solche
Formel würde in Analogie zu 2.5.2 einen Algorithmus zur Berechnung
konkreter Produkte in weiteren Hecke-Algebren liefern. Der Ansatz
der expliziten Konstruktion von Normalformen wie in 2.3.2 erscheint
dabei weniger zielführend zu sein. Vielversprechender stellt sich der
Ansatz dar, die Mächtigkeit von Vertretersystemen über Lokalisierun-
gen op auszurechnen (was aufgrund der Struktur der Lokalisierungen
einfacher möglich ist) und aus diesen einzelnen Kardinalitäten auf die
Mächtigkeit des Vertretersystems über o schließen zu wollen.
In diesem Zusammenhang bleibt auch noch zu untersuchen, ob die
in 2.4.3 formulierte Vermutung über eine Verallgemeinerung des Re-
duktionssatzes (2.4.2) gültig ist. Ein Beweis könnte mit den Ideen
oder den Ergebnissen aus der gerade angesprochenen Herleitung
verallgemeinerter Maßformeln möglich sein.
Bei der Untersuchung von Erzeugendensystemen von Primärkom-
ponenten im zweiten Kapitel spielte der neu eingeführte Begriff der
unzerlegbaren Matrizen eine wichtige Rolle. In einigen Spezialfällen
konnte eine geschlossene Beschreibung all dieser Matrizen angegeben
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werden (2.8.11, 2.8.11, 2.8.13), eine generische Beschreibung wurde
jedoch nicht gefunden. Als offenes Problem verbleibt somit das Finden
einer solchen generischen Beschreibung oder zumindest die Analyse
weiterer Spezialfälle.
Weitere Betrachtungen in diesem Bereich lieferten in einigen Spe-
zialfällen das Ergebnis, dass die aus der Menge der unzerlegbaren
Matrizen ableitbaren Erzeugendensysteme minimal sind (2.9.2). Zu
beantworten bleibt die Frage, ob dies immer gilt. Ebenfalls in diesem
Kontext wurde gezeigt, dass bestimmte minimale Erzeugendensyste-
me algebraisch abhängig sind (2.9.4, 2.9.5). In diesen Fällen kann noch
untersucht werden, welchen Relationen die Erzeuger unterliegen.
Die im dritten Kapitel erhaltenen Ergebnisse über Hecke-Algebren
zu unitären Gruppen werfen ebenfalls weitere offene Fragen auf. So
konnte nicht allgemein geklärt werden, ob die Hecke-Algebren in
dem hier betrachteten Fall stets kommutativ sind. Als Hilfsmittel
zur Klärung dieser Frage könnte eine zum Determinantenteilerkri-
terium (2.2.5) analoge Charakterisierung von Doppelnebenklassen
dienen; es wird vermutet, dass auch im Fall der unitären Gruppe die
Überstimmung aller Determinantenteiler zur Gleichheit der zugehöri-
gen Doppelnebenklassen äquivalent ist. Mit einem solchen Kriterium
könnten wie im zweiten Kapitel Maßformeln, Reduktionssätze und
Erzeugendensysteme hergeleitet werden.
Die Nichtexistenz einer Tensorproduktzerlegung im unitären Fall
wurde bewiesen, indem gezeigt wurde, dass ein Tensorprodukt von
Primärkomponenten nicht alle zur Erzeugung der gesamten Hecke-
Algebra benötigten Basiselemente hätte (3.3.6). Noch offen ist die
Frage, ob nicht als schwächere Aussage zumindest JLK ∗ JMK = JLMK
für L ∈ ∆n(l) und M ∈ ∆n(m) mit teilerfremden l, m ∈N gilt.
Weitere offene Fragen aus dem Bereich der Hecke-Theorie ergeben
sich natürlich aus der Möglichkeit, neben den unimodularen und
unitären Gruppen noch weitere Gruppen zu untersuchen.
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SYMBOLVERZEICHNIS
In diesem Verzeichnis sind nur die »global« definierten Symbole
aufgeführt. Die Auflösung weiterer Bezeichnungen ist jeweils in den
Voraussetzungen der Aussage zu finden.
B U C H S TA B E N B A S I E RT E S Y M B O L E
·adj 2.1.1 Adjunkte einer Matrix
C Menge der komplexen Zahlen
C(K) 1.2.1 Klassengruppe
dk(A) 2.2.2 Determinantenteiler
det A 2.1.1 Determinante einer Matrix
diag(. . .) 2.2.11 (Block-)Diagonalmatrix
ek(A) 2.2.2 Elementarteiler
En 2.1.1 (n× n)-Einheitsmatrix
fk(A) 2.2.2 Grundfaktor
GLn(o) 2.1.1 allgemeine lineare Gruppe
h(K) 1.2.1 Klassenzahl
H(G, M, U) 1.1.7 Hecke-Algebra
H(K) 1.2.1 Menge der Hauptideale 6= {0}
I(K) 1.2.1 Menge der gebrochenen Ideale
ILn(o) 2.1.1 Monoid der Matrizen A ∈ on×n mit det A 6= 0
N 1.1.4 Menge der natürlichen Zahlen {1, 2, . . .}
N0 2.1.1 Zahlenmenge N∪ {0} = {0, 1, 2, . . .}
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N(a) 1.2.1 Norm eines Ideals
No(a) 1.2.1 Norm eines Ideals
Q Menge der rationalen Zahlen
R Menge der reellen Zahlen
Rang A 2.1.1 Rang einer Matrix
S(A) 2.2.3 Spaltenklasse einer Matrix
·T 2.1.1 Transponierte einer Matrix
Tr f 1.1.8 Träger
vp(a) 1.2.4 Vielfachheit
Z Menge der ganzen Zahlen
Z(A) 2.2.3 Zeilenklasse einer Matrix
S O N S T I G E B E Z E I C H N U N G E N
Ug 1.1.1 Rechtsnebenklasse
gU 1.1.1 Linksnebenklasse
UgU 1.1.1 Doppelnebenklasse
U  M 1.1.1 Rechtsnebenklassensystem
M U 1.1.1 Linksnebenklassensystem
U  M U 1.1.1 Doppelnebenklassensystem
|M| 1.1.1 Kardinalität
x :: M 1.1.1 Durchlaufen eines Vertretersystems
a | b 1.2.1 a teilt b
a 6 | b 1.2.1 a teilt b nicht
a ‖ b 1.2.1 a ist echter Teiler von b
aH(K) 1.2.1 Idealklasse
o∗ 1.2.1 Einheitengruppe
oM, op 1.2.10 Lokalisierung
om×n 2.1.1 Matrixring
(A)I J 2.1.1 Zeilen- und Spaltenauswahl einer Matrix
A[k] 2.2.1 Ableitung einer Matrix
AE B, AC B 2.8.1 Relation zwischen Matrizen auf Basis der dk
fa 2.8.4 a-harmonischer Teil von f
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Ableitung, 43
Algebra
Hecke-, 25
algebraischer Zahlkörper, 31
Algorithmus
zur DNK-Zerlegung, 79, 88
zur Produktberechnung, 78
allgemeine lin. Gruppe, 24, 40
Antiautomorphismus, 27, 47
Assoziativität, 24
chinesischer Restsatz, 34
Dedekind-Ring, 30
Determinantenteiler, 43, 95
Realisierbarkeit, 50, 97
Doppelnebenklasse, 20
echter Teiler, 30
Einheitengruppe, 30
Element
neutrales, 25
Elementarteiler, 43, 95
Realisierbarkeit, 50
Erzeugendensystem
algebraisch unabhängig, 138
minimal, 134
Erzeuger
eines Ideals, 33
von GL2(o), 81
von Hecke-Algebren, 119
Faltung, 24
Fundamentalbereich, 162
ganzes Ideal, 29
Ganzheitsring, 31
gebrochenes Ideal, 29
Größenrelation
im Det.teilersinne, 115
größter gemeinsamer Teiler, 29
Grundfaktor, 43
Realisierbarkeit, 50
Gruppe
allgemeine lineare, 24, 40
unimodulare, 39
Gruppenalgebra, 20
Haar-Maß, 24
harmonisch, 116
harmonischer Teil, 116
Hauptideal, 30
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Hauptkongruenzgruppe, 41, 149
Hecke-Algebra, 25
Hecke-Tripel, 25, 41, 150
Hermitesches Paar, 151
Ideal
ganzes, 29
gebrochenes, 29
in o, 29
von K, 29
Idealklasse, 30
imag.-quadrat. Zahlkörper, 143
Index, 41
Indikatorfunktion, 20, 23
Integritätsring, 29
invariantes Maß, 164
Kardinalität, 21
Klassengruppe, 30
Klassenzahl, 30
Koeffizient, 27, 115
Kommutativität, 28, 47, 160
Linearkombination, 27
Linksnebenklasse, 20
Lokalisierung, 35, 103
Maß, 24, 164
Haar-, 24
invariantes, 164
Maßformel, 62, 67
Matrixtransformation, 143
minimales Erzeug.system, 134
neutrales Element, 25
Norm, 29
Normalform, 51, 98
normendlich, 29
p-adische Zahl, 24
Paar
Hermitesches, 151
Primärkomponente, 109, 122
Primideal, 30
Primidealzerlegung, 31
Quotientenkörper, 29
Rechtsnebenklasse, 20
Reduktionssatz, 76
Restsatz
chinesischer, 34
Ring
Dedekind-, 30
simultanes Vertr.system, 28, 161
Spaltenklasse, 44
Teiler, 30
echter, 30
größter gemeinsamer, 29
teilerfremd, 29
Tensorprodukt, 108, 154
Träger, 20, 25, 100
Tripel
Hecke-, 25, 41, 150
unimodulare Gruppe, 39
unzerlegbar, 116
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