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Abstract
We study the strong convergence order of the Euler-Maruyama scheme for scalar stochas-
tic differential equations with additive noise and irregular drift. We provide a general frame-
work for the error analysis by reducing it to a weighted quadrature problem for irregu-
lar functions of Brownian motion. Assuming Sobolev-Slobodeckij-type regularity of order
κ ∈ (0, 1) for the non-smooth part of the drift, our analysis of the quadrature problem yields
the convergence order min{3/4, (1 + κ)/2} −  for the equidistant Euler-Maruyama scheme
(for arbitrarily small  > 0). The cut-off of the convergence order at 3/4 can be overcome by
using a suitable non-equidistant discretization, which yields the strong convergence order of
(1 + κ)/2−  for the corresponding Euler-Maruyama scheme.
Keywords: stochastic differential equations, Euler-Maruyama scheme, strong convergence,
quadrature problem, non-equidistant discretization, Sobolev-Slobodeckij regularity
MSC(2010): 60H10, 60H35, 65C30
1 Introduction and Main Results
Let (Ω,F , (Ft)t∈[0,T ],P) be a filtered probability space, where the filtration satisfies the usual
conditions and let W = (Wt)t∈[0,T ] be a standard Brownian motion adapted to (Ft)t∈[0,T ]. We
consider Ito¯-stochastic differential equations (SDEs) of the form
Xt = ξ +
∫ t
0
µ(Xs)ds+Wt, t ∈ [0, T ], (1)
where T ∈ (0,∞), the drift coefficient µ : R → R is measurable and bounded, and the initial
condition ξ is independent of W . Existence and uniqueness of a strong solution X = (Xt)t∈[0,T ]
to (1) is provided, e.g., in [33].
For n ∈ N let x(pin) = (x(pin)t )t∈[0,T ] be the continuous-time Euler-Maruyama (EM) scheme
based on the discretization
pin = {t0, t1, . . . , tn} with 0 = t0 < t1 < . . . < tn = T,
i.e.
x
(pin)
t = ξ +
∫ t
0
µ(x(pin)s )ds+Wt, t ∈ [0, T ], (2)
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2where t = max{tk : tk ≤ t}. Our goal is to analyse the L2-approximation error at the discretiza-
tion points tk, that is
max
k∈{0,...,n}
(
E
[∣∣∣Xtk − x(pin)tk ∣∣∣2])1/2 , (3)
and in particular its dependence on n, i.e. the scheme’s convergence order. For this, we will
study the time-continuous EM scheme and
sup
t∈[0,T ]
(
E
[∣∣∣Xt − x(pin)t ∣∣∣2])1/2 ,
which yields an upper bound for (3).
The error analysis of EM-type schemes for SDEs with discontinuous drift coefficient has
become – after two pioneering articles by Gyöngy [6] and Halidias and Kloeden [7] – a topic of
growing interest in the recent years.
Articles which explicitly deal with the EM scheme for SDEs with irregular drift coefficients
and additive noise are [7, 5, 25, 2]. Here, the best known results are from Dareiotis and Gerencsér
[2]: L2-order 1/2 −  for arbitrarily small  > 0 is obtained for bounded and Dini-continuous
drift coefficients for d-dimensional SDEs, while in the scalar case one has L2-order 1/2−  even
for drift coefficients, which are only bounded and integrable over R.
For approximation results on SDEs with discontinuous drift coefficients and non-additive
noise see, e.g., [12, 21, 13, 22, 23, 14, 19, 16]. The best known results for EM schemes in
this framework are L2-order 1/2−  of an EM scheme with adaptive time-stepping for multidi-
mensional SDEs with piecewise Lipschitz drift and possibly degenerate diffusion coefficient, see
Neuenkirch et al. [19], and Lp-order 1/2 of the EM scheme for scalar SDEs with piecewise Lip-
schitz drift and possibly degenerate diffusion coefficient, see Müller-Gronbach and Yaroslavtseva
[16].
Recently, also a transformation-based Milstein-type scheme has been analyzed for scalar SDEs
by Müller-Gronbach and Yaroslavtseva [17]. They obtain Lp-order 3/4 for drift coefficients, which
are piecewise Lipschitz with piecewise Lipschitz derivative, and possibly degenerate diffusion
coefficient.
Lower error bounds for the strong approximation of scalar SDEs with possibly discontinuous
drift coefficients have been studied in Hefter et al. [8]. Assuming smoothness of the coefficients
only locally in a small neighbourhood of the initial value, the authors obtain for arbitrary methods
that use a finite number of evaluations of the driving Brownian motion a lower error bound of
order one for the pointwise L1-error. Lower bounds will be also addressed in a forthcoming work
by Müller-Gronbach and Yaroslavtseva [18].
We will spell out a general framework for the analysis of the scheme (2) for the SDE (1)
under the following assumptions:
Assumption 1.1. Assume that µ : R→ R with µ 6= 0 can be decomposed into a regular and
an irregular part a, b : R→ R, that is µ = a+ b, such that:
(i) (boundedness) a, b : R→ R are bounded,
(ii) (regular part) a ∈ C2b (R), i.e. a is twice continuously differentiable with bounded deriva-
tives,
(iii) (irregular part) b ∈ L1(R).
Moreover, we assume that
3(iv) (initial value) ξ ∈ L2(Ω,F0,P).
Assumption 1.2. There exists κ ∈ (0, 1) such that
|b|κ :=
(∫
R
∫
R
|b(x)− b(y)|2
|x− y|2κ+1 dx dy
)1/2
<∞.
We call |·|κ Sobolev-Slobodeckij semi-norm. Note that the decomposition of µ is only required
for the error analysis and not for the actual implementation of the scheme.
Assumption 1.1 is required for our perturbation analysis, where we use a suitable transfor-
mation of the state space and a Girsanov transform to show that for all ε ∈ (0, 1) there exists a
constant C(R)ε,a,b,T > 0 such that
sup
t∈[0,T ]
E
[∣∣∣Xt − x(pin)t ∣∣∣2] ≤ C(R)ε,a,b,T ·
(
‖pin‖2 + sup
t∈[0,T ]
|W(pin)t |1−ε
)
,
where
‖pin‖ := max
k=0,...,n−1
|tk+1 − tk|
and
W(pin)t = E
[∣∣∣∣∫ t
0
exp
(
−2
∫ Ws+ξ
0
b(z)dz
)[
b(Ws + ξ)− b(Ws + ξ)
]
ds
∣∣∣∣2
]
, t ∈ [0, T ],
see Theorem 2.4. The termW(pin)t corresponds to the error of a quadrature problem, see Remark
2.5.
We would like to point out that
• this result provides a unifying general framework for the error analysis of the Euler-
Maruyama scheme for SDEs with additive noise,
• which can be used to analyse the convergence behaviour of the Euler-Maruyama scheme
under very general assumptions on the drift coefficient by various means for various dis-
cretizations.
We assume Sobolev-Slobodeckij regularity of order κ ∈ (0, 1) for b, i.e. Assumption 1.2, and
estimate W(pin) for two different discretizations. For an equidistant discretization piequin given by
tequik = T
k
n
, k = 0, . . . , n,
we obtain that W(pi
equi
n )
t is of order min{3/2, 1 + κ} uniformly in t ∈ [0, T ] and consequently we
have
sup
t∈[0,T ]
(
E
[∣∣∣Xt − x(piequin )t ∣∣∣2])1/2 ≤ C(EM),equi,µ,T,κ · ( 1n(1+κ)/2− + 1n3/4−
)
(4)
for  > 0 arbitrarily small and a constant C(EM),equi,µ,T,κ > 0, independent of n, see Theorem 3.7
and Corollary 3.9. To overcome the cut-off of the convergence order for κ = 1/2, we use a
non-equidistant discretization pi∗n given by
t∗k = T
(
k
n
)2
, k = 0, . . . , n.
4Similar non-equidistant nets have been used, e.g., in [15] to deal with weak error estimates for
non-smooth functionals and in [4] to deal with hedging errors in the presence of non-smooth
pay-offs. We obtain that W(pi∗n)t is up to a log-term of order 1 + κ uniformly in t ∈ [0, T ] and
therefore we have
sup
t∈[0,T ]
(
E
[∣∣∣Xt − x(pi∗n)t ∣∣∣2])1/2 ≤ C(EM),∗,µ,T,κ · 1n(1+κ)/2− (5)
for  > 0 arbitrarily small and a constant C(EM),∗,µ,T,κ > 0, independent of n, see Theorem 3.7 and
Corollary 3.9.
Remark 1.1. (i) Our set-up covers a wide range of irregular perturbations. In particular,
the use of Sobolev-Slobodeckij regularity allows to study irregular parts b that are discon-
tinuous. Examples include indicator functions with compact support or, more generally,
piecewise Hölder continuous functions with compact support. In the former case one has
Sobolev-Slobodeckij regularity of all orders κ < 1/2, while for piecewise γ-Hölder contin-
uous functions with compact support one has Sobolev-Slobodeckij regularity of all orders
κ < min{1/2, γ}. Moreover functions, which are γ-Hölder continuous and have compact
support, have Sobolev-Slobodeckij regularity of all orders κ < γ.
Note that Assumptions 1.1 and 1.2 imply that b ∈ Hκ2 , whereHsp with s ∈ (0,∞), p ∈ [1,∞)
denotes the classical fractional Sobolev space, see, e.g., [26]. Working in Hsp or in the
Besov space Bsp,q, where q ∈ [1,∞), could help to clarify the phenomenon why the same
convergence order 3/4− is obtained for γ-Hölder continuous drift coefficients with γ = 1/2
and for indicator functions as drift.
(ii) Our assumptions cover also step functions as drift, i.e.
µ(x) =
L∑
`=1
γ` · sign(x− xi), x ∈ R, (6)
with L ∈ N, γ1, . . . , γL ∈ R, and −∞ < x1 < x2 < . . . < xL < ∞. This can be seen from
the following: let µ(x) = sign(x) and α ∈ (0,∞). Then the decomposition aα, bα : R→ R,
µ(x) = aα(x) + bα(x), which satisfies Assumption 1.1 and Assumption 1.2 for all κ < 1/2
and all α ∈ (0,∞), can be chosen as
aα(x) =

1, x ∈ (α,∞),
2
∫ x+3α
2
α (2α−y)2(y−α)2dy∫ 2α
α (2α−y)2(y−α)2dy
− 1, x ∈ (−α, α),
−1, x ∈ (−∞,−α),
and bα(x) = 1(0,α)(x) · (1 − aα(x)) + 1(−α,0)(x) · (1 − aα(x)). Figure 1 illustrates this
decomposition. Recall that such a decomposition of µ is only required for the error analysis
and not for the actual implementation of the scheme.
(iii) In particular for bounded C2b (R)-drift coefficients, which are perturbed by a step function
(6), we obtain convergence order 3/4−  for all  > 0, similar to the transformation-based
Milstein-type method in Müller-Gronbach and Yaroslavtseva [17]. Moreover, for Lipschitz-
continuous drift coefficients with bounded support we obtain convergence order 1 −  for
all  > 0, similar to the drift-randomized Milstein-type scheme analyzed in Kruse and Wu
[11] under structurally different assumptions on the coefficient.
5Figure 1: A decomposition of the sign function (α = 2).
(iv) The reduction of the error of the EM scheme to a quadrature problem, i.e. Theorem 2.4,
relies among other results on a Zvonkin-type transformation, see [33]. For the analysis
of numerical methods of SDEs with irregular coefficients this transformation has already
been used, e.g., by Ngo and Taguchi [22], and also the results of Pamen and Taguchi
[25], Dareiotis and Gerencsér [2] rely on similar transformations. In contrast to these
works, we first split the drift-coefficient into a smooth and an irregular part, thus allowing
a larger class of coefficients, and state with Theorem 2.4 a general reduction result that
explicitly links the error analysis of the EM scheme to the analysis of quadrature problems.
(v) Extensive numerical tests of the Euler scheme for different step functions as drift have
been carried out in [5]. In the absence of exact reference solutions, the estimates of the
convergence rates via standard numerical tests turn out to be unstable and seem to depend
on the initial value and the fine structure of the step functions. For example, for ξ =
0, µ = − sign much better convergence rates are obtained than for ξ = 0, µ = sign,
although the Sobolev-Slobodeckij regularity remains unchanged.In particular, in some cases
the estimated convergence orders are much worse than the guaranteed order 3/4− , which
illustrates the unreliability of standard tests for such equations.
(vi) In order to extend our result to the multidimensional case, we would need a multidimen-
sional version of the Zvonkin-type transformation that we use here. A candidate for this
would be a Veretennikov-type transformation, see [32]. However, this transformation is
not given explicitly, but as solution to a PDE, and also other favourable properties are
lost. Hence, the extension to the multidimensional case is out of the scope of the current
paper as well as an extension to the Euler-Maruyama scheme for scalar SDEs with non-
additive noise. While Zvonkin’s transformation is still available, the Girsanov technique
from Section 2 is not applicable in this case due to the non-constant diffusion coefficient.
Remark 1.2. Lamperti’s transformation, i.e.
λ : R→ R, λ(x) =
∫ x
x0
1
σ(z)
dz,
with x0 ∈ R, reduces general scalar SDEs
dXt = µ(Xt)dt+ σ(Xt)dWt, t ∈ [0, T ], X0 = x0,
with sufficiently smooth elliptic diffusion coefficient σ : R→ R to SDEs of the form
dYt = g(Yt)dt+ dWt, t ∈ [0, T ], Y0 = λ(x0),
6with additive noise, where
g(x) =
µ(λ−1(x))
σ(λ−1(x))
− 1
2
σ′(λ−1(x)), x ∈ R,
and X(t) = λ−1(Y (t)), t ∈ [0, T ]. If µ satisfies Assumptions 1.1 and 1.2 and if σ is three times
continuously differentiable with bounded derivatives and
0 < inf
x∈R
σ(x) ≤ sup
x∈R
σ(x) <∞,
then g satisfies Assumptions 1.1 and 1.2. So, if λ, λ−1 and g are explicitly known, then XT can
be approximated by λ−1(Y (pin)T ) and the error bounds (4) and (5) carry over.
2 Reduction to a quadrature problem for irregular functions of
Brownian motion
In this section we will relate the analysis of the pointwise L2-error of the EM scheme to a
quadrature problem which will be simpler to analyse.
In the whole paper we will denote the expectation w.r.t. P by E, the expectation w.r.t. any
other measure Q by EQ, and the Lipschitz constant of a Lipschitz continuous function f by Lf .
For notational simplicity we will drop the superscript (pin), wherever possible.
2.1 Notation and preliminaries
First, we introduce a transformation ϕ of the state space, which allows us to deal with the
irregular part b of the drift coefficient of SDE (1).
Lemma 2.1. Let Assumption 1.1 hold. Let ϕ : R→ R be defined by
ϕ(x) =
∫ x
0
exp
(
−2
∫ y
0
b(z) dz
)
dy, x ∈ R.
Then
(i) the map ϕ is differentiable with bounded derivative ϕ′, which is absolutely continuous with
bounded Lebesgue density ϕ′′ : R→ R;
(ii) the map ϕ is invertible with ϕ−1 ∈ C1b (R);
(iii) the maps ϕ′ ◦ ϕ−1 : R→ R and (ϕ′a) ◦ ϕ−1 : R→ R are globally Lipschitz.
Proof. First note that b is bounded. So, by construction and the fundamental theorem of
Lebesgue-integral calculus we have
ϕ′(x) = exp
(
−2
∫ x
0
b(z) dz
)
, ϕ′′(x) = −2b(x)ϕ′(x), x ∈ R.
Since by assumption b ∈ L1(R), we have that
exp(−2‖b‖L1) ≤ ϕ′(x) ≤ exp(2‖b‖L1), x ∈ R, (7)
which shows item (i). The last equation also implies that ϕ is invertible. Moreover, we have
(ϕ−1)
′
(y) =
1
ϕ′(ϕ−1)(y))
,
so (7) implies that ϕ−1 ∈ C1b (R). This proves item (ii). The Lipschitz property of ϕ′ ◦ ϕ−1 and
(ϕ′a) ◦ ϕ−1 follows from the boundedness of a, ϕ′ and the Lipschitz property of ϕ′, ϕ−1, and a.
This proves item (iii).
7The previous lemma implies in particular that ϕ is twice differentiable almost everywhere
and solves
b(x)ϕ′(x) +
1
2
ϕ′′(x) = 0 for almost all x ∈ R. (8)
A similar transformation was introduced by Zvonkin in [33] and the use of such techniques
for the numerical analysis of SDEs goes back until [31].
Now, define the transformed process Y = (Yt)t∈[0,T ] as Yt = ϕ(Xt). By Ito¯’s formula,
µ = a+ b, and (8) we have
Yt = ϕ(ξ) +
∫ t
0
ϕ′(Xs)a(Xs) ds+
∫ t
0
ϕ′(Xs) dWs, t ∈ [0, T ].
Moreover, define the transformed EM scheme y = (yt)t∈[0,T ] as yt = ϕ(xt). Ito¯’s formula, (2),
µ = a+ b, and (8) give
yt = ϕ(ξ) +
∫ t
0
(
ϕ′(xs)(a+ b)(xs) +
1
2
ϕ′′(xs)
)
ds+
∫ t
0
ϕ′(xs)dWs
= ϕ(ξ) +
∫ t
0
ϕ′(xs)
(
(a+ b)(xs)− (a+ b)(xs)
)
ds
+
∫ t
0
ϕ′(xs)a(xs)ds+
∫ t
0
ϕ′(xs)dWs, t ∈ [0, T ].
Next, we will exploit Girsanov’s theorem, see, e.g., [9, Section 3.5]. More precisely, we will
use a change of measure such that under the new measure Q the drift of the Euler scheme is
removed. So let L(pin)T =
dQ
dP be the corresponding Radon-Nikodym derivative for which x
(pin)−ξ =
(x
(pin)
t − ξ)t∈[0,T ] is a Brownian motion under Q, that is
L
(pin)
T = exp
(
−
∫ T
0
µ(x(pin)s )dWs −
1
2
∫ T
0
µ2(x(pin)s )ds
)
. (9)
We will require the following moment bound:
Lemma 2.2. Let Assumption 1.1 hold. For all ε > 0 there exists a constant c(L)µ,T,ε > 0 such that(
EQ
[∣∣∣L(pin)T ∣∣∣− 1ε ])ε ≤ c(L)µ,T,ε.
Proof. First, note that
EQ
[
|L(pin)T |−
1
ε
]
= E
[
|L(pin)T |
ε−1
ε
]
= E
[
exp
(
ε− 1
ε
[
−
∫ T
0
µ(xs)dWs − 1
2
∫ T
0
µ2(xs)ds
])]
= E
[
exp
(
1− ε
ε
[∫ T
0
µ(xs)dWs +
1
2
∫ T
0
µ2(xs)ds
])]
≤ exp
(
1− ε
2ε
T‖µ‖2∞
)
E
[
exp
(
1− ε
ε
∫ T
0
µ(xs)dWs
)]
.
Ito¯-integrals with bounded integrands have Gaussian tails, i.e.
P
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
µ(xs)dWs
∣∣∣∣ ≥ δ
)
≤ 2 exp
(
− δ
2
4T‖µ‖2∞
)
, δ > 0,
8which is obtained by using [24, (A.5) in Appendix A.2] with ρ = 2T‖µ‖2∞. Since positive random
variables Z satisfy
E[Z] =
∫ ∞
0
P(Z ≥ z) dz,
it follows that
E
[
exp
(
1− ε
ε
∫ T
0
µ(xs)dWs
)]
≤ E
[
exp
(∣∣∣∣1− εε
∣∣∣∣ ∣∣∣∣∫ T
0
µ(xs)dWs
∣∣∣∣)]
=
∫ ∞
0
P
(
exp
(∣∣∣∣1− εε
∣∣∣∣ ∣∣∣∣∫ T
0
µ(xs)dWs
∣∣∣∣) ≥ z) dz
≤ 1 +
∫ ∞
1
P
(∣∣∣∣∫ T
0
µ(xs)dWs
∣∣∣∣ ≥ log(z) ∣∣∣∣ ε1− ε
∣∣∣∣) dz
≤ 1 + 2
∫ ∞
0
exp
(
− (log(z))
2ε2
(1− ε)24T‖µ‖2∞
)
dz
= 1 + 2
∫ ∞
−∞
exp
(
δ − δ
2
2
ε2
(1− ε)22T‖µ‖2∞
)
dδ
= 1 +
4
√
Tpi(1− ε)‖µ‖∞
ε
exp
(
(1− ε)2T‖µ‖2∞
ε2
)
<∞,
where the last step follows, e.g., from the moment generating function for a centred Gaussian
variable with variance (1−ε)
22T‖µ‖2∞
ε2
.
Finally, we establish a technical, but straightforward estimate of weighted sums of iterated
(Ito¯)-integrals.
Lemma 2.3. Let ψ1, ψ2 : R → R be bounded and measurable functions. Then for all t ∈ [0, T ]
we have
E
[∣∣∣∣∫ t
0
ψ1(x
(pin)
s )
(∫ s
s
ψ2(x
(pin)
u )dWu
)
ds
∣∣∣∣2
]
≤ t
2
‖ψ1‖2∞‖ψ2‖2∞ · ‖pin‖2.
Proof. Since ψ1(xτ ) is Fτ -measurable for τ ∈ [0, T ] we have
E
[
ψ1(xs)
∫ s
s
ψ2(xu)dWu ψ1(xt)
∫ t
t
ψ2(xv)dWv
]
= E
[∫ s
s
ψ1(xs)ψ2(xu)dWu
∫ t
t
ψ1(xt)ψ2(xv)dWv
]
, s, t ∈ [0, T ].
Assume now that t ≥ s. Conditioning on Ft yields that
E
[
ψ1(xs)
∫ s
s
ψ2(xu)dWu ψ1(xt)
∫ t
t
ψ2(xv)dWv
]
= E
[∫ s
s
ψ1(xs)ψ2(xu)dWu E
[ ∫ t
t
ψ1(xt)ψ2(xv)dWv
∣∣∣Ft]] = 0,
since
∫ s
s ψ1(xs)ψ2(xu)dWu is Ft-measurable and
E
[ ∫ t
t
ψ1(xt)ψ2(xv)dWv
∣∣∣Ft] = 0.
9Let ` ∈ {0, 1, . . . , n} and assume w.l.o.g. that t = t`. We have
E
[∣∣∣∣∫ t
0
ψ1(xs)
(∫ s
s
ψ2(xu)dWu
)
ds
∣∣∣∣2
]
= E
∣∣∣∣∣
`−1∑
k=0
∫ tk+1
tk
ψ1(xtk)
∫ s
tk
ψ2(xu)dWu ds+
∫ t
t`
ψ1(xt`)
∫ s
t`
ψ2(xu)dWu ds
∣∣∣∣∣
2

=
`−1∑
k=0
`−1∑
m=0
E
[(∫ tk+1
tk
ψ1(xtk)
∫ s
tk
ψ2(xu)dWu ds
)(∫ tm+1
tm
ψ1(xtm)
∫ r
tm
ψ2(xv)dWv dr
)]
+ 2
`−1∑
k=0
E
[(∫ tk+1
tk
ψ1(xtk)
∫ s
tk
ψ2(xu)dWu ds
)(∫ t
t`
ψ1(xt`)
∫ r
t`
ψ2(xv)dWv dr
)]
+ E
[∣∣∣∣∫ t
t`
ψ1(xt`)
∫ s
t`
ψ2(xu)dWu ds
∣∣∣∣2
]
=
`−1∑
k=0
E
[∣∣∣∣∫ tk+1
tk
∫ s
tk
ψ1(xtk)ψ2(xu)dWu ds
∣∣∣∣2
]
+ E
[∣∣∣∣∫ t
t`
∫ s
t`
ψ1(xt`)ψ2(xu)dWu ds
∣∣∣∣2
]
.
Applying the Cauchy-Schwarz inequality and using the Ito¯-isometry and the boundedness of
ψ1, ψ2 yields
`−1∑
k=0
E
[∣∣∣∣∫ tk+1
tk
∫ s
tk
ψ1(xtk)ψ2(xu)dWu ds
∣∣∣∣2
]
+ E
[∣∣∣∣∫ t
t`
∫ s
t`
ψ1(xt`)ψ2(xu)dWu ds
∣∣∣∣2
]
≤ ‖pin‖ ·
(
`−1∑
k=0
∫ tk+1
tk
E
[∣∣∣∣∫ s
tk
ψ1(xtk)ψ2(xu)dWu
∣∣∣∣2
]
ds+
∫ t
t`
E
[∣∣∣∣∫ s
t`
ψ1(xt`)ψ2(xu)dWu
∣∣∣∣2
]
ds
)
≤ ‖pin‖‖ψ1‖2∞‖ψ2‖2∞ ·
(
`−1∑
k=0
∫ tk+1
tk
(s− tk)ds+
∫ t
t`
(s− t`)ds
)
=
1
2
‖pin‖‖ψ1‖2∞‖ψ2‖2∞ ·
(
`−1∑
k=0
(tk+1 − tk)2 + (t− t`)2
)
≤ 1
2
‖pin‖2‖ψ1‖2∞‖ψ2‖2∞ ·
(
`−1∑
k=0
(tk+1 − tk) + (t− t`)
)
=
t
2
‖pin‖2‖ψ1‖2∞‖ψ2‖2∞.
2.2 Reduction to a quadrature problem
Now we relate the error of the EM scheme x(pin) = (x(pin))t∈[0,T ] to the error of a weighted
quadrature problem.
Theorem 2.4. Let Assumption 1.1 hold. Then, for all ε ∈ (0, 1) there exists a constant C(R)ε,a,b,T >
0 such that
sup
t∈[0,T ]
E
[
|Xt − x(pin)t |2
]
≤ C(R)ε,a,b,T ·
(
‖pin‖2 + sup
t∈[0,T ]
|W(pin)t |1−ε
)
,
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where
W(pin)t = E
[∣∣∣∣∫ t
0
ϕ′(Ws + ξ)
(
b(Ws + ξ)− b(Ws + ξ)
)
ds
∣∣∣∣2
]
, t ∈ [0, T ].
Proof. Step 1. First note that by Lemma 2.1 we have
E
[|Xt − xt|2] = E [∣∣ϕ−1(Yt)− ϕ−1(yt)∣∣2] ≤ L2ϕ−1E [|Yt − yt|2] , t ∈ [0, T ]. (10)
Furthermore, we have for all t ∈ [0, T ] that
Yt − yt = Et +
∫ t
0
(
(ϕ′a)(ϕ−1(Ys))− (ϕ′a)(ϕ−1(ys))
)
ds
+
∫ t
0
(
ϕ′(ϕ−1(Ys))− ϕ′(ϕ−1(ys))
)
dWs,
(11)
where
Et =
∫ t
0
ϕ′(xs)
(
(a+ b)(xs)− (a+ b)(xs)
)
ds.
Applying the representation (11), the Cauchy-Schwarz inequality, the Ito¯-isometry, and Lemma
2.1 we obtain for all t ∈ [0, T ] that
E
[|Yt − yt|2] ≤ 3E[|Et|2]+ 3E[∣∣∣∣∫ t
0
(
(ϕ′a)(ϕ−1(Ys))− (ϕ′a)(ϕ−1(ys))
)
ds
∣∣∣∣2
]
+ 3E
[∣∣∣∣∫ t
0
(
ϕ′(ϕ−1(Ys))− ϕ′(ϕ−1(ys))
)
dWs
∣∣∣∣2
]
≤ 3E [|Et|2]+ 3(TL2(ϕ′a)◦ϕ−1 + L2ϕ′◦ϕ−1)∫ t
0
E
[
|Ys − ys|2
]
ds
≤ 3 sup
u∈[0,t]
E
[|Eu|2]+ 3(TL2(ϕ′a)◦ϕ−1 + L2ϕ′◦ϕ−1)∫ t
0
sup
u∈[0,s]
E
[
|Yu − yu|2
]
ds.
This estimate, Gronwall’s lemma, and (10) establish that there exists a constant c(1)a,b,T > 0 such
that
sup
t∈[0,T ]
E
[|Xt − xt|2] ≤ c(1)a,b,T sup
t∈[0,T ]
E
[|Et|2] . (12)
Clearly, we have that
E
[|Et|2] = E[∣∣∣∣∫ t
0
ϕ′(xs)
(
(a+ b)(xs)− (a+ b)(xs)
)
ds
∣∣∣∣2
]
≤ 3(E1(t) + E2(t) + E3(t)), (13)
where
E1(t) = E
[∣∣∣∣∫ t
0
ϕ′(xs)
(
a(xs)− a(xs)
)
ds
∣∣∣∣2
]
,
E2(t) = E
[∣∣∣∣∫ t
0
(
ϕ′(xs)− ϕ′(xs)
) (
a(xs)− a(xs)
)
ds
∣∣∣∣2
]
,
E3(t) = E
[∣∣∣∣∫ t
0
ϕ′(xs)
(
b(xs)− b(xs)
)
ds
∣∣∣∣2
]
.
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We will first deal with E1 and E2 using standard tools, then we will rewrite E3 using a Gir-
sanov transform.
Step 2. For estimating E1 and E2 note that for all s ∈ [0, T ] we have
E
[|xs − xs|4] = E[∣∣∣∣∫ s
s
(a+ b)(xt)dt+ (Ws −Ws)
∣∣∣∣4
]
≤ 8E
[∣∣∣∣∫ s
s
|(a+ b)(xt)|dt
∣∣∣∣4
]
+ 8E
[|Ws −Ws|4]
≤ 8(s− s)4E
[
sup
t∈[0,T ]
|(a+ b)(xt)|4
]
+ 24(s− s)2
≤ 8‖a+ b‖4∞‖pin‖4 + 24‖pin‖2.
(14)
To estimate E2 we apply the Cauchy-Schwarz inequality and 2xy ≤ x2 + y2 to obtain that
E2(t) ≤ t
∫ t
0
E
[∣∣ϕ′(xs)− ϕ′(xs)∣∣2 ∣∣a(xs)− a(xs)∣∣2] ds
≤ t
2
∫ t
0
E
[∣∣ϕ′(xs)− ϕ′(xs)∣∣4 + ∣∣a(xs)− a(xs)∣∣4] ds.
Since ϕ′ and a are globally Lipschitz, (14) yields
E2(t) ≤ t
2
(
L4ϕ′ + L
4
a
) ∫ t
0
E
[|xs − xs|4] ds
≤ t
2
2
(
L4ϕ′ + L
4
a
) (
8‖a+ b‖4∞‖pin‖4 + 24‖pin‖2
)
.
(15)
Recall that a ∈ C2b (R). So, Ito¯’s formula yields∫ t
0
ϕ′(xs)
(
a(xs)− a(xs)
)
ds
=
∫ t
0
ϕ′(xs)
(∫ s
s
(
a′(xu)(a+ b)(xs) +
1
2
a′′(xu)
)
du+
∫ s
s
a′(xu)dWu
)
ds.
Hence, we have
E1(t) ≤ 2E
[∣∣∣∣∫ t
0
ϕ′(xs)
∫ s
s
(
a′(xu)(a+ b)(xs) +
1
2
a′′(xu)
)
du ds
∣∣∣∣2
]
+ 2E
[∣∣∣∣∫ t
0
ϕ′(xs)
∫ s
s
a′(xu)dWu ds
∣∣∣∣2
]
≤ 2E
[∣∣∣∣∫ t
0
∫ s
s
∣∣ϕ′(xs)∣∣ ∣∣∣∣a′(xu)(a+ b)(xs) + 12a′′(xu)
∣∣∣∣ du ds∣∣∣∣2
]
+ 2E
[∣∣∣∣∫ t
0
ϕ′(xs)
∫ s
s
a′(xu)dWu ds
∣∣∣∣2
]
.
(16)
Using that a, b, a′, a′′, ϕ′ are bounded, gives
sup
u,s∈[0,T ]
∣∣ϕ′(xs)∣∣ ∣∣∣∣a′(xu)(a+ b)(xs) + 12a′′(xu)
∣∣∣∣ ≤ ‖ϕ′‖∞(‖a′‖∞ ‖a+ b‖∞ + 12‖a′′‖∞
)
.
12
So we obtain
E
[∣∣∣∣∫ t
0
∫ s
s
ϕ′(xs)
(
a′(xu)(a+ b)(xs) +
1
2
a′′(xu)
)
du ds
∣∣∣∣2
]
≤ t2‖ϕ′‖2∞
(
‖a′‖∞ ‖a+ b‖∞ + 1
2
‖a′′‖∞
)2
‖pin‖2.
(17)
Combining (16) with (17) and applying Lemma 2.3 to the second summand of (16) yield
E1(t) ≤ 2t2‖ϕ′‖2∞
(
‖a′‖∞ ‖a+ b‖∞ + 1
2
‖a′′‖∞
)2
‖pin‖2 + t‖a′‖2∞‖ϕ′‖2∞‖pin‖2. (18)
Thus, (18) and (15) imply that there exists a constant c(2)a,b,T > 0 such that
E1(t) + E2(t) ≤ c(2)a,b,T ‖pin‖2 (19)
for all t ∈ [0, T ]. So, combining (12), (13), and (19), we obtain that there exists a constant
c
(3)
a,b,T > 0 such that
sup
t∈[0,T ]
E
[|Xt − xt|2] ≤ c(3)a,b,T
(
‖pin‖2 + sup
t∈[0,T ]
E3(t)
)
. (20)
Step 3: Now we use the Girsanov-transform with density LT = L
(pin)
T as in (9), i.e. as before
we change the measure to Q to replace the Euler scheme x = x(pin) by W + ξ. For ε ∈ (0, 1),
Hölder’s inequality and Lemma 2.2 yield
E3(t) = EQ
[
L−1T
∣∣∣∣∫ T
0
1[0,t](s)ϕ
′(xs)
(
b(xs)− b(xs)
)
ds
∣∣∣∣2
]
≤
(
EQ
[
|LT |− 1ε
])ε(
EQ
[∣∣∣∣∫ t
0
ϕ′(xs)
(
b(xs)− b(xs)
)
ds
∣∣∣∣
2
1−ε
])1−ε
≤ c(L)µ,T,ε
(
E
[∣∣∣∣∫ t
0
ϕ′(Ws + ξ)
(
b(Ws + ξ)− b(Ws + ξ)
)
ds
∣∣∣∣
2
1−ε
])1−ε
.
Note that c(L)µ,T,ε is independent of pin. Since∣∣∣∣∫ t
0
ϕ′(Ws + ξ)
(
b(Ws + ξ)− b(Ws + ξ)
)
ds
∣∣∣∣
2
1−ε
=
∣∣∣∣∫ t
0
ϕ′(Ws + ξ)
(
b(Ws + ξ)− b(Ws + ξ)
)
ds
∣∣∣∣
2ε
1−ε
∣∣∣∣∫ t
0
ϕ′(Ws + ξ)
(
b(Ws + ξ)− b(Ws + ξ)
)
ds
∣∣∣∣2
≤ (2t‖ϕ′b‖∞)
2ε
1−ε
∣∣∣∣∫ t
0
ϕ′(Ws + ξ)
(
b(Ws + ξ)− b(Ws + ξ)
)
ds
∣∣∣∣2 ,
we obtain for all t ∈ [0, T ],
E3(t) ≤ c(L)µ,T,ε(2t‖ϕ′b‖∞)2ε(W(pin)t )1−ε. (21)
Combining (20) and (21) proves the theorem.
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Remark 2.5. The term W(pin)t corresponds to the mean-square error of a weighted quadrature
problem, namely the prediction of
I =
∫ T
0
YsZsds
by the quadrature rule
I(pin) =
n−1∑
k=0
Ztk
∫ tk+1
tk
Ysds,
where
Yt = ϕ′(Wt + ξ) = exp
(
−2
∫ Wt+ξ
0
b(z)dz
)
, t ∈ [0, T ],
is a random weight function, and the process Z given by
Zt = b(Wt + ξ), t ∈ [0, T ],
is evaluated at t0, . . . , tn−1. Related unweighted integration problems, i.e. with Y = 1 and Z
given by irregular functions of stochastic processes such as (fractional) Brownian motion, SDE
solutions, or general Markov processes, have recently been studied in [20, 10, 1]. In particular,
Sobolev-Slobodeckij spaces have been used in this context by Altmeyer [1].
The study of quadrature problems for stochastic processes goes back to the seminal works of
Sacks and Ylvisaker [27, 28, 29, 30].
Note also that the approximation of Ito¯-integrals of the form
∫ 1
0 g(s)dWs, where g has frac-
tional Sobolev regularity of order κ ∈ (0, 1) by means of a Riemann-Maruyama approximation
based on a randomly shifted grid has been studied in [3].
3 Analysis of the quadrature problem
For the analysis of
W(pin)t = E
[∣∣∣∣∫ t
0
ϕ′(Ws + ξ)
(
b(Ws + ξ)− b(Ws + ξ)
)
ds
∣∣∣∣2
]
, t ∈ [0, T ],
we assume additionally Assumption 1.2, i.e. that the irregular part of the drift has Sobolev-
Slobodeckij regularity of order κ ∈ (0, 1).
3.1 Analytic preliminaries
As a preparation we need:
Lemma 3.1. Let Assumptions 1.1 and 1.2 hold. Then we have |ϕ′b|κ <∞.
Proof. We can write
(ϕ′b)(x)− (ϕ′b)(y) = ϕ′(x)(b(x)− b(y)) + b(y)(ϕ′(x)− ϕ′(y)).
Since ϕ′ is bounded, we have that∫
R
∫
R
|ϕ′(x)(b(x)− b(y))|2
|x− y|1+2κ dxdy ≤ ‖ϕ
′‖2∞|b|2κ.
Moreover, the boundedness of ϕ′′ implies
|b(y)(ϕ′(x)− ϕ′(y))|2 ≤ |b(y)|2‖ϕ′′‖2∞|x− y|2.
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Since b is bounded and b ∈ L1(R), it follows that b ∈ L2(R). Hence, for all κ ∈ (0, 1) we have∫
R
∫ y+1
y−1
|b(y)(ϕ′(x)− ϕ′(y))|2
|x− y|1+2κ dxdy ≤ 2‖ϕ
′′‖2∞
∫
R
|b(y)|2
∫ y+1
y
|x− y|1−2κdxdy
=
1
1− κ‖ϕ
′′‖2∞‖b‖2L2 <∞.
Furthermore, the boundedness of ϕ′ yields∫
R
∫ ∞
y+1
|b(y)(ϕ′(x)− ϕ′(y))|2
|x− y|1+2κ dxdy ≤ 4‖ϕ
′‖2∞
∫
R
|b(y)|2
∫ ∞
y+1
|x− y|−1−2κdxdy
=
2
κ
‖ϕ′‖2∞‖b‖2L2 <∞,
and analogously ∫
R
∫ y−1
−∞
|b(y)(ϕ′(x)− ϕ′(y))|2
|x− y|1+2κ dxdy ≤
2
κ
‖ϕ′‖2∞‖b‖2L2 <∞.
Thus, the assertion follows.
Since the Sobolev-Slobodeckij semi-norm is shift invariant, Lemma 3.1 also yields:
Corollary 3.2. Let Assumptions 1.1 and 1.2 hold. Then we have P-a.s. that
|ϕ′b(·+ ξ)|κ = |ϕ′b|κ <∞.
In the following, we will frequently use that for all p ≥ 0 there exists a constant cp > 0 such
that for all w ∈ R we have
|w|p exp(−w2/2) ≤ cp exp(−w2/4). (22)
A crucial tool will be the following bound on the Gaussian density:
Lemma 3.3. Let t > s > 0 and
pt,s(x, y) =
1
2pi
1√
s(t− s) exp
(
−(x− y)
2
2(t− s) −
y2
2s
)
, x, y ∈ R. (23)
Then we have
∂2
∂t∂s
pt,s(x, y) =
1
4
pt,s(x, y)
(
y2
s2
− 1
s
)(
(y − x)2
(t− s)2 −
1
t− s
)
− 1
4
pt,s(x, y)
(
(y − x)2
(t− s)2 −
1
t− s
)2
(24)
+
1
2
pt,s(x, y)
(
2(y − x)2
(t− s)3 −
1
(t− s)2
)
and there exists a constant c(p)κ > 0 such that
−|x− y|1+2κ ∂
2
∂t∂s
pt,s(x, y) ≤ c(p)κ
(
|t− s|κ−2s−1/2 + |t− s|κ−1s−3/2
)
.
15
Proof. Straightforward calculations yield the first assertion (24).
Moreover, we have
− |x− y|1+2κ ∂
2
∂t∂s
pt,s(x, y)
≤
[
3
4
1
(t− s)2 +
1
4
(x− y)4
(t− s)4 +
1
4
y2
s2
1
t− s +
1
4
(x− y)2
s(t− s)2
]
|x− y|1+2κpt,s(x, y)
=
1
8pi
1√
s(t− s)
1
|t− s|3/2−κ exp
(
−(x− y)
2
2(t− s)
)
exp
(
−y
2
2s
)
×
[
3
|x− y|1+2κ
|t− s|1/2+κ +
|x− y|5+2κ
|t− s|5/2+κ
]
+
1
8pi
1√
s(t− s)
1
s|t− s|1/2−κ exp
(
−(x− y)
2
2(t− s)
)
exp
(
−y
2
2s
)
×
[
y2
s
|x− y|1+2κ
|t− s|1/2+κ +
|x− y|3+2κ
|t− s|3/2+κ
]
.
(25)
Setting w2 = (x − y)2/(t − s) respectively w2 = y2/s in (22), we obtain that for every p ≥ 0
there exists a constant c2p > 0 such that for all t > s > 0 and x, y ∈ R it holds
|x− y|2p
|t− s|p exp
(
−|x− y|
2
2(t− s)
)
≤ c2p exp
(
−|x− y|
2
4(t− s)
)
,
y2p
sp
exp
(
−y
2
2s
)
≤ c2p exp
(
−y
2
4s
)
.
This and (25) establish that there exist constants c1+2κ, c5+2κ, c2, c3+2κ > 0 such that
− 8pi
√
s(t− s)|x− y|1+2κ ∂
2
∂t∂s
pt,s(x, y)
≤
[
3c1+2κ
|t− s|3/2−κ exp
(
−(x− y)
2
4(t− s) −
y2
2s
)
+
c5+2κ
|t− s|3/2−κ exp
(
−(x− y)
2
4(t− s) −
y2
2s
)
+
c2c1+2κ
s|t− s|1/2−κ exp
(
−(x− y)
2
4(t− s) −
y2
4s
)
+
c3+2κ
s|t− s|1/2−κ exp
(
−(x− y)
2
4(t− s) −
y2
2s
)]
.
Hence, there exists a constant c(p)κ > 0 such that
−|x− y|1+2κ ∂
2
∂t∂s
pt,s(x, y) ≤ c(p)κ |t− s|κ−3/2 ·
1√
s(t− s) exp
(
−(x− y)
2
4(t− s) −
y2
2s
)
+ c(p)κ |t− s|κ−1/2s−1 ·
1√
s(t− s) exp
(
−(x− y)
2
4(t− s) −
y2
4s
)
.
Using that the exponential terms above are bounded by one, we have
−|x− y|1+2κ ∂
2
∂t∂s
pt,s(x, y) ≤ c(p)κ |t− s|κ−2s−1/2 + c(p)κ |t− s|κ−1s−3/2.
3.2 Stochastic preliminaries
We denote by φϑ the function φϑ(x) = 1√2piϑ exp
(− x22ϑ), x ∈ R, ϑ > 0. We require the following
auxiliary result.
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Lemma 3.4. Let κ ∈ (0, 1), and let f : R → R be measurable such that |f |κ < ∞. Then there
exists a constant cκ > 0 such that for all 0 < s ≤ t ≤ T we have
E
[|f(Wt + ξ)− f(Ws + ξ)|2] ≤ cκ|f |2κ · (t− s)κs−1/2.
Proof. Clearly, we have
E
[|f(Wt + ξ)− f(Ws + ξ)|2] = E [E[|f(Wt + ξ)− f(Ws + ξ)|2∣∣F0]] .
Since W is independent of F0, we obtain
E
[|f(Wt + ξ)− f(Ws + ξ)|2∣∣F0] = ∫
R
∫
R
(f(x+ y + ξ)− f(y + ξ))2φt−s(x)φs(y)dydx.
Now write∫
R
∫
R
(f(x+ y + ξ)− f(y + ξ))2φt−s(x)φs(y)dydx
= (t− s)1/2+κ
∫
R
∫
R
(f(x+ y + ξ)− f(y + ξ))2
|x|1+2κ
|x|1+2κ
(t− s)1/2+κφt−s(x)φs(y)dydx.
Next we use (22) with w2 = x2/(t− s). This yields for all x ∈ R the estimate
|x|1+2κ
(t− s)1/2+κφt−s(x) =
|x|1+2κ
(t− s)1/2+κ
1√
2pi(t− s) exp
(
− x
2
2(t− s)
)
≤ c1+2κ 1√
2pi(t− s) exp
(
− x
2
4(t− s)
)
≤ c1+2κ 1√
2pi(t− s) .
Since moreover φs(y) ≤ 1√2pis , Corollary 3.2 yields
E
[|f(Wt + ξ))− f(Ws + ξ)|2] ≤ c1+2κ
2pi
(t− s)κs−1/2
∫
R
∫
R
E
[
(f(z + ξ)− f(y + ξ))2
|z − y|1+2κ
]
dydz
=
c1+2κ
2pi
(t− s)κs−1/2|f |2κ,
which is the desired statement.
The following Lemma deals with an integration problem seemingly similar toW(pin). However,
the transformation of W + ξ has significantly more smoothness here.
Lemma 3.5. Let κ ∈ (0, 1) and ψ3, ψ4 : R→ R be bounded and measurable functions. Moreover,
let ψ3 be absolutely continuous with bounded Lebesgue density ψ′3 : R→ R that satisfies |ψ′3|κ <∞.
Then, there exists a constant c(qs)ψ3,ψ4,κ,T > 0 such that
sup
t∈[0,T ]
E
[∣∣∣∣∫ t
0
(
ψ3(Ws + ξ)− ψ3(Ws + ξ)
)
ψ4(Ws + ξ)ds
∣∣∣∣2
]
≤ c(qs)ψ3,ψ4,κ,T
(
1 +
n−1∑
k=1
t
−1/2
k (tk+1 − tk)
)
· ‖pin‖1+κ.
Proof. The fundamental theorem of Lebesgue-integral calculus implies for all t ∈ [0, T ] that
E
[∣∣∣∣∫ t
0
(
ψ3(Ws + ξ)− ψ3(Ws + ξ)
)
ψ4(Ws + ξ)ds
∣∣∣∣2
]
= E
[∣∣∣∣∫ t
0
∫ 1
0
(
Ws −Ws
)
ψ′3
(
ξ +Ws + γ(Ws −Ws)
)
ψ4(Ws + ξ)dγds
∣∣∣∣2
]
≤ 2 (E1(t) + E2(t)) ,
(26)
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where
E1(t) = E
[∣∣∣∣∫ t
0
∫ 1
0
[
ψ′3(Ws + ξ + γ(Ws −Ws))− ψ′3(Ws + ξ)
] (
Ws −Ws
)
ψ4(Ws + ξ)dγds
∣∣∣∣2
]
,
E2(t) = E
[∣∣∣∣∫ t
0
(ψ′3ψ4)(Ws + ξ)
(
Ws −Ws
)
ds
∣∣∣∣2
]
.
For the second term, we apply Lemma 2.3 with ψ1 = ψ′3ψ4, ψ2 = 1 and obtain
E2(t) ≤ t
2
‖ψ′3ψ4‖2∞‖pin‖2. (27)
For E1 the Cauchy-Schwarz inequality gives
E1(t) ≤ t
∫ t
0
∫ 1
0
E
[∣∣[ψ′3(Ws + ξ + γ(Ws −Ws))− ψ′3(Ws + ξ)] (Ws −Ws)ψ4(Ws + ξ)∣∣2] dγds.
Splitting the time integral yields
E1(t) ≤ 4t‖ψ′3‖2∞‖ψ4‖2∞t21 + tE˜1(t) · 1[t1,T ](t) ≤ 4t‖ψ′3‖2∞‖ψ4‖2∞‖pin‖2 + tE˜1(t) · 1[t1,T ](t), (28)
where
E˜1(t) =
∫ t
t1
∫ 1
0
E
[∣∣∣ [ψ′3(Ws + ξ + γ(Ws −Ws))− ψ′3(Ws + ξ)] (Ws −Ws)ψ4(Ws + ξ)∣∣∣2] dγds.
Now write
E˜1(t) =
∫ t
t1
∫ 1
0
E
[
E
[∣∣∣ [ψ′3(Ws + ξ + γ(Ws −Ws))− ψ′3(Ws + ξ)] (Ws −Ws)ψ4(Ws + ξ)∣∣∣2∣∣∣F0]] dγds
= E
[ ∫
R
∫
R
∫ t
t1
∫ 1
0
[ψ′3(y + ξ + x)− ψ′3(y + ξ)]2
(
x
γ
)2
(ψ4(y + ξ))
2
× φγ2(s−s)(x)φs(y)dγdsdydx
]
.
With φs(y) ≤ 1√2pis for all y ∈ R, we obtain
E˜1(t) ≤ ‖ψ4‖
2∞√
2pi
E
[∫
R
∫
R
∫ t
t1
∫ 1
0
s−1/2[ψ′3(y + ξ + x)− ψ′3(ξ + y)]2
(
x
γ
)2
φγ2(s−s)(x)dγdsdydx
]
=
‖ψ4‖2∞√
2pi
E
[∫
R
∫
R
∫ t
t1
∫ 1
0
γ1+2κs−1/2(s− s)3/2+κ [ψ
′
3(y + ξ + x)− ψ′3(ξ + y)]2
|x|1+2κ
× |x|
3+2κ
(γ2(s− s))3/2+κφγ2(s−s)(x)dγdsdydx
]
.
Setting w2 = x2/(γ2(s− s)) in (22) we get that for all x ∈ R, s ∈ (0, T ], γ ∈ (0, 1] there exists a
constant c3+2κ > 0 such that
|x|3+2κ
(γ2(s− s))3/2+κφγ2(s−s)(x) =
|x|3+2κ
(γ2(s− s))3/2+κ exp
(
− x
2
2γ2(s− s)
)
1√
2piγ2(s− s)
≤ c3+2κ exp
(
− x
2
4γ2(s− s)
)
1√
2piγ2(s− s)
≤ c3+2κ 1√
2piγ2(s− s) .
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Therefore,
E˜1(t) ≤ c3+2κ‖ψ4‖
2∞
2pi
∫
R
∫
R
∫ t
t1
∫ 1
0
γ2κs−1/2(s− s)1+κE [|ψ
′
3(y + x+ ξ)− ψ′3(y + ξ)|2]
|x|1+2κ dγdsdydx
=
c3+2κ‖ψ4‖2∞
2pi
∫ t
t1
∫ 1
0
γ2κs−1/2(s− s)1+κE[|ψ′3(·+ ξ)|2κ] dγds.
Corollary 3.2 gives
E
[|ψ′3(·+ ξ)|2κ] = |ψ′3|2κ,
and hence we obtain for all t ∈ [0, T ],
E˜1(t) ≤ c3+2κ‖ψ4‖
2∞|ψ′3|2κ
2pi
∫ t
t1
∫ 1
0
γ2κs−1/2(s− s)1+κdγds
≤ c3+2κ‖ψ4‖
2∞|ψ′3|2κ
2pi(1 + 2κ)
‖pin‖1+κ
∫ T
t1
s−1/2ds. (29)
Combining (26), (27), (28), and (29) concludes the proof.
3.3 Error analysis of the quadrature problem
Now we will consider two specific discretizations: an equidistant discretization piequin given by
tequik = T
k
n
, k = 0, . . . , n, (30)
and the non-equidistant discretization pi∗n given by
t∗k = T
(
k
n
)2
, k = 0, . . . , n. (31)
Clearly, we have
t∗k+1 − t∗k =
2k + 1
n
· T
n
, k = 0, . . . , n− 1,
and
‖pi∗n‖ = max
k=0,...,n−1
|t∗k+1 − t∗k| =
(
2− 1
n
)
· T
n
≤ 2T
n
. (32)
Moreover, we have:
Lemma 3.6. Let p ∈ (0, 1). For piequin and pi∗n we have
n−1∑
k=1
t−pk (tk+1 − tk) ≤
3
2
T 1−p
1− p.
Proof. Consider first piequin . Using Riemann sums we obtain
n−1∑
k=1
t−pk (tk+1 − tk) = T 1−p
n−1∑
k=1
(
k
n
)−p 1
n
≤ T 1−p
∫ 1
0
(
1
s
)p
ds =
T 1−p
1− p.
For pi∗n we have that
n−1∑
k=1
t−pk (tk+1 − tk) = T 1−p
n−1∑
k=1
(
k
n
)−2p 2k + 1
n2
≤ 3T 1−p
n−1∑
k=1
(
k
n
)1−2p 1
n
≤ 3T 1−p
∫ 1
0
(
1
s
)2p−1
ds =
3
2
T 1−p
1− p.
Note the case distinction in p < 1/2, p = 1/2, and p > 1/2 for the Riemann sums.
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Our main result is:
Theorem 3.7. Let Assumptions 1.1 and 1.2 hold. Then there exist constants C(Q),equib,T,κ > 0 and
C
(Q),∗
b,T,κ > 0 such that
sup
t∈[0,T ]
W(pi
equi
n )
t ≤ C(Q),equib,T,κ ·
(
1
n1+κ
+
1
n3/2
)
and
sup
t∈[0,T ]
W(pi∗n)t ≤ C(Q),∗b,T,κ ·
1 + log(n)
n1+κ
.
Proof. We will start with an arbitrary discretization and specialize only at the end of the steps
to piequin or pi∗n, if necessary. For estimating W(pin) we use that
W(pin)t ≤ 2 (W1(t) +W2(t)) , (33)
where
W1(t) = E
[∣∣∣∣∫ t
0
[
(ϕ′b)(Ws + ξ)− (ϕ′b)(Ws + ξ)
]
ds
∣∣∣∣2
]
,
W2(t) = E
[∣∣∣∣∫ t
0
[
ϕ′(Ws + ξ)− ϕ′(Ws + ξ)
]
b(Ws + ξ)ds
∣∣∣∣2
]
.
Step 1. Setting ψ3 = ϕ′ and ψ4 = b, noting that ϕ′′ = −2bϕ′, and using Lemma 3.1 we obtain
that Lemma 3.5 can be applied to estimate W2. Thus, there exists a constant c(qs)ϕ′,b,κ,T > 0 such
that
sup
t∈[0,T ]
W2(t) ≤ c(qs)ϕ′,b,κ,T
(
1 +
n−1∑
k=1
t
−1/2
k (tk+1 − tk)
)
‖pin‖1+κ.
and using Lemma 3.6 it follows that for both piequin and pi∗n
sup
t∈[0,T ]
W2(t) ≤ c(qs)ϕ′,b,κ,T
(
1 + 3T 1/2
)
‖pin‖1+κ. (34)
Step 2. For the remaining term, note that
|ϕ′b(·+ ξ)|κ = |ϕ′b|κ <∞
by Corollary 3.2 and
W1(t) ≤ 8‖ϕ′b‖2∞(t1 + (t− t)1[t1,T ](t))2 (35)
+ 2 · 1[t1,T ](t) · E
[∣∣∣∣∫ t
t1
[
(ϕ′b)(Ws + ξ)− (ϕ′b)(Ws + ξ)
]
ds
∣∣∣∣2
]
≤ 32‖ϕ′b‖2∞‖pin‖2 + 2 · 1[t1,T ](t) · E
[∣∣∣∣∫ t
t1
[
(ϕ′b)(Ws + ξ)− (ϕ′b)(Ws + ξ)
]
ds
∣∣∣∣2
]
.
In the following, let t = tm for some m ∈ {2, . . . , n} and denote
Ik,` =
∫ tk+1
tk
∫ t`+1
t`
(
(ϕ′b)(Ws + ξ)− (ϕ′b)(Wtk + ξ)
) (
(ϕ′b)(Wt + ξ)− (ϕ′b)(Wt` + ξ)
)
dtds.
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We have that
E
[∣∣∣∣∫ t
t1
[
(ϕ′b)(Ws + ξ)− (ϕ′b)(Ws + ξ)
]
ds
∣∣∣∣2
]
= 2
m−1∑
k=2
k−1∑
`=1
E[Ik,`] +
m−1∑
k=1
E[Ik,k]. (36)
Step 3. Using 2xy ≤ x2 + y2 for x, y ∈ R we obtain that
m−1∑
k=1
E[Ik,k] =
m−1∑
k=1
∫ tk+1
tk
∫ tk+1
tk
E
[ (
(ϕ′b)(Ws + ξ)− (ϕ′b)(Wtk + ξ)
)
)
× ((ϕ′b)(Wt + ξ)− (ϕ′b)(Wtk + ξ)) ]dtds
≤
m−1∑
k=1
∫ tk+1
tk
∫ tk+1
tk
E
[ ∣∣(ϕ′b)(Ws + ξ)− (ϕ′b)(Wtk + ξ)∣∣2] dtds.
For s ≥ tk ≥ t1, Lemma 3.4 shows that there exists a constant cκ > 0 such that
m−1∑
k=1
E[Ik,k] ≤
m−1∑
k=1
∫ tk+1
tk
∫ tk+1
tk
cκ|ϕ′b|2κ(s− tk)κt−1/2k dtds
≤ cκ|ϕ′b|2κ‖pin‖1+κ
n−1∑
k=1
t
−1/2
k (tk+1 − tk).
Now, Lemma 3.6 gives
m−1∑
k=1
E[Ik,k] ≤ 3cκT 1/2|ϕ′b|2κ‖pin‖1+κ (37)
for both discretizations. It remains to take care of the off-diagonal terms with k − ` ≥ 1.
Step 4. Consider the case m ≥ 3 and ` = k− 1 6= 0. Again using 2xy ≤ x2 + y2 for x, y ∈ R,
Lemma 3.4, and Lemma 3.6 we get that for both discretizations,
2
m−1∑
k=2
E[Ik,k−1] = 2
m−1∑
k=2
∫ tk+1
tk
∫ tk
tk−1
E
[ (
(ϕ′b)(Ws + ξ)− (ϕ′b)(Wtk + ξ)
)
× ((ϕ′b)(Wt + ξ)− (ϕ′b)(Wtk−1 + ξ)) ]dtds
≤
m−1∑
k=2
∫ tk+1
tk
∫ tk
tk−1
E
[|(ϕ′b)(Ws + ξ)− (ϕ′b)(Wtk + ξ)|2] dtds
+
m−1∑
k=2
∫ tk+1
tk
∫ tk
tk−1
E
[|(ϕ′b)(Wt + ξ)− (ϕ′b)(Wtk−1 + ξ)|2] dtds
≤
m−1∑
k=2
∫ tk+1
tk
∫ tk
tk−1
cκ|ϕ′b|2κ(s− tk)κt−1/2k dtds
+
m−1∑
k=2
∫ tk+1
tk
∫ tk
tk−1
cκ|ϕ′b|2κ(t− tk−1)κt−1/2k−1 dtds
≤ 2cκ|ϕ′b|2κ‖pin‖1+κ
n−1∑
k=1
t
−1/2
k (tk+1 − tk) ≤ 6cκT 1/2|ϕ′b|2κ‖pin‖1+κ.
(38)
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Step 5. Consider the case m ≥ 4, assume k ≥ `+ 2, and use (23). We get
E[Ik,`|F0] =
∫
R
∫
R
(ϕ′b)(x+ ξ)(ϕ′b)(y + ξ) (39)
×
∫ tk+1
tk
∫ t`+1
t`
(ps,t(x, y)− ptk,t(x, y)− ps,t`(x, y) + ptk,t`(x, y)) dtds dxdy.
First note that
ps,t(x, y)− ptk,t(x, y)− ps,t`(x, y) + ptk,t`(x, y) =
∫ s
tk
∫ t
t`
∂2
∂u∂v
pu,v(x, y) dvdu. (40)
Now observe that∫
R
∫
R
(ϕ′b)(x+ ξ)2 (ps,t(x, y)− ptk,t(x, y)− ps,t`(x, y) + ptk,t`(x, y)) dxdy
=
(
E
[|(ϕ′b)(Ws + ξ)|2|F0]− E[|(ϕ′b)(Wtk + ξ)|2|F0])
− (E[|(ϕ′b)(Ws + ξ)|2|F0]− E[|(ϕ′b)(Wtk + ξ)|2|F0]) = 0
and analogously∫
R
∫
R
(ϕ′b)(y + ξ)2 (ps,t(x, y)− ptk,t(x, y)− ps,t`(x, y) + ptk,t`(x, y)) dxdy = 0.
Combining this with (39) and (40) we obtain
E[Ik,`|F0] = −1
2
∫
R
∫
R
|(ϕ′b)(x+ ξ)− (ϕ′b)(y + ξ)|2
×
∫ tk+1
tk
∫ t`+1
t`
∫ s
tk
∫ t
t`
∂2
∂u∂v
pu,v(x, y) dvdu dtds dxdy
= −1
2
∫
R
∫
R
|(ϕ′b)(x+ ξ)− (ϕ′b)(y + ξ)|2
|x− y|1+2κ
×
∫ tk+1
tk
∫ t`+1
t`
∫ s
tk
∫ t
t`
|x− y|1+2κ ∂
2
∂u∂v
pu,v(x, y) dvdu dtds dxdy.
Corollary 3.2 and Lemma 3.3 ensure that there exists a constant c(p)κ > 0 such that
E[Ik,`|F0] ≤ c
(p)
κ
2
|ϕ′b|2κ
∫ tk+1
tk
∫ t`+1
t`
∫ s
tk
∫ t
t`
(
|u− v|κ−2v−1/2 + |u− v|κ−1v−3/2
)
dvdudtds
≤ c
(p)
κ
2
|ϕ′b|2κ(tk+1 − tk)(t`+1 − t`)
∫ tk+1
tk
∫ t`+1
t`
(
|u− v|κ−2v−1/2 + |u− v|κ−1v−3/2
)
dvdu.
Hence,
2
m−1∑
k=3
k−2∑
`=1
E[Ik,`] = 2
m−1∑
k=3
k−2∑
`=1
E[E[Ik,`|F0]]
≤ c(p)κ |ϕ′b|2κ
n−1∑
k=3
k−2∑
`=1
(tk+1 − tk)(t`+1 − t`)
×
∫ tk+1
tk
∫ t`+1
t`
(
|u− v|κ−2v−1/2 + |u− v|κ−1v−3/2
)
dvdu.
(41)
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Summarizing the above estimates (33), (34), (35), (36), (37), (38), and (41), establishes for all
t ∈ [0, T ] that
W(pin)t ≤
(
2(1 + 3T 1/2)c
(qs)
ϕ′,b,κ,T + 64‖ϕ′b‖2∞‖pin‖1−κ + 36cκT 1/2|ϕ′b|2κ
)
‖pin‖1+κ
+ 4c(p)κ |ϕ′b|2κ
n−1∑
k=3
k−2∑
`=1
(tk+1 − tk)(t`+1 − t`)
×
∫ tk+1
tk
∫ t`+1
t`
(
|u− v|κ−2v−1/2 + |u− v|κ−1v−3/2
)
dvdu.
(42)
Step 6, Case 1. First consider the non-equidistant discretization (31). Observe that
2(1− κ)
∫ t`+1
t`
|u− v|κ−2v−1/2 dv =
∫ t`+1
t`
|u− v|κ−1v−3/2 dv + 2|u− v|κ−1v−1/2∣∣v=t`+1
v=t`
(43)
for u ≥ t`+1. Thus we have
n−1∑
k=3
k−2∑
`=1
(tk+1 − tk)(t`+1 − t`)
∫ tk+1
tk
∫ t`+1
t`
(
|u− v|κ−2v−1/2 + |u− v|κ−1v−3/2
)
dvdu
=
(
1 +
1
2(1− κ)
)
I∗,(1)n +
1
1− κI
∗,(2)
n
(44)
with
I∗,(1)n =
n−1∑
k=3
k−2∑
`=1
(tk+1 − tk)(t`+1 − t`)
∫ tk+1
tk
∫ t`+1
t`
|u− v|κ−1v−3/2dvdu,
I∗,(2)n =
n−1∑
k=3
k−2∑
`=1
(tk+1 − tk)(t`+1 − t`)
∫ tk+1
tk
(
|u− t`+1|κ−1t−1/2`+1 − |u− t`|κ−1t−1/2`
)
du.
Since k ≥ `+ 2, κ ∈ (0, 1) and xκ − yκ ≤ |x− y|κ for x > y ≥ 0 we have∫ tk+1
tk
∫ t`+1
t`
|u− v|κ−1v−3/2 dvdu
≤
∫ tk+1
tk
∫ t`+1
t`
|u− t`+1|κ−1v−3/2 dvdu
= 2
(
t
−1/2
` − t−1/2`+1
)∫ tk+1
tk
|u− t`+1|κ−1du
=
2
κ
(
t
−1/2
` − t−1/2`+1
)
(|tk+1 − t`+1|κ − |tk − t`+1|κ)
≤ 2
κ
(
t
−1/2
` − t−1/2`+1
)
|tk+1 − tk|κ.
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Thus it follows
n−1∑
k=3
k−2∑
`=1
(tk+1 − tk)(t`+1 − t`)
∫ tk+1
tk
∫ t`+1
t`
|u− v|κ−1v−3/2 dvdu
≤ 2
κ
‖pi∗n‖κ
n−1∑
k=3
k−2∑
`=1
(tk+1 − tk)(t`+1 − t`)
(
t
−1/2
` − t−1/2`+1
)
≤ 2T
κ
‖pi∗n‖κ
n−3∑
`=1
(t`+1 − t`)
(
t
−1/2
` − t−1/2`+1
)
=
2T 3/2
κ
‖pi∗n‖κ
n−3∑
`=1
2`+ 1
n2
(
n
`
− n
`+ 1
)
=
2T 3/2
κ
‖pi∗n‖κ
1
n
n−3∑
`=1
2`+ 1
`(`+ 1)
≤ 2
2+κT 3/2+κ
κ
1
n1+κ
n−3∑
`=1
1
`
,
where we have used (31), (32), and that t`+1 − t` = T (2`+ 1)n−2. Since
n∑
`=1
1
`
≤ 1 + log(n),
we have
I∗,(1)n ≤
22+κT 3/2+κ
κ
1 + log(n)
n1+κ
. (45)
So, the remaining term to estimate is
I∗,(2)n =
n−1∑
k=3
k−2∑
`=1
(tk+1 − tk)(t`+1 − t`)
∫ tk+1
tk
(
|u− t`+1|κ−1t−1/2`+1 − |u− t`|κ−1t−1/2`
)
du.
We get
I∗,(2)n =
n−3∑
`=1
n−1∑
k=`+2
(tk+1 − tk)(t`+1 − t`)
∫ tk+1
tk
(
|u− t`+1|κ−1t−1/2`+1 − |u− t`|κ−1t−1/2`
)
du
≤ ‖pi∗n‖
n−3∑
`=1
(t`+1 − t`)
∫ T
t`+2
(
|u− t`+1|κ−1t−1/2`+1 − |u− t`|κ−1t−1/2`
)
du
=
‖pi∗n‖
κ
n−3∑
`=1
(t`+1 − t`)
[
(|T − t`+1|κ − |t`+2 − t`+1|κ) t−1/2`+1 − (|T − t`|κ − |t`+2 − t`|κ) t−1/2`
]
.
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Using (31), (32), and estimating negative terms from above by zero we obtain that
I∗,(2)n ≤
‖pi∗n‖
κ
n−3∑
`=1
(t`+1 − t`)
[
(|T − t`+1|κ − |T − t`|κ) t−1/2`+1 + |t`+2 − t`|κt−1/2`
]
≤ ‖pi
∗
n‖
κ
n−3∑
`=1
(t`+1 − t`)|t`+2 − t`|κt−1/2`
≤ 2
κ‖pi∗n‖1+κ
κ
n−3∑
`=1
(t`+1 − t`)t−1/2`
≤ 2
1+2κT 1+κ
κ
1
n1+κ
n−3∑
`=1
(t`+1 − t`)t−1/2` .
Finally, Lemma 3.6 establishes
I∗,(2)n ≤
21+2κ3T 3/2+κ
κ
1
n1+κ
. (46)
Combining (42) with (44), (45), and (46) finishes the analysis of W(pi∗n)t .
Step 6, Case 2. Now consider the equidistant discretization (30). We make use of (43) in a
different way than above. It holds that
n−1∑
k=3
k−2∑
`=1
(tk+1 − tk)(t`+1 − t`)
∫ tk+1
tk
∫ t`+1
t`
(
|u− v|κ−2v−1/2 + |u− v|κ−1v−3/2
)
dvdu
= (3− 2κ) Iequi,(1)n − 2Iequi,(2)n
(47)
with
Iequi,(1)n =
T 2
n2
n−1∑
k=3
k−2∑
`=1
∫ tk+1
tk
∫ t`+1
t`
|u− v|κ−2v−1/2dvdu,
Iequi,(2)n =
T 2
n2
n−1∑
k=3
k−2∑
`=1
∫ tk+1
tk
(
|u− t`+1|κ−1t−1/2`+1 − |u− t`|κ−1t−1/2`
)
du.
Exploiting the telescoping sum in the second term, we get
Iequi,(2)n =
T 2
n2
n−1∑
k=3
∫ tk+1
tk
(
|u− tk−1|κ−1t−1/2k−1 − |u− t1|κ−1t−1/21
)
du
≥ −T
2
n2
∫ T
t1
|u− t1|κ−1t−1/21 du
≥ −T
3/2+κ
κ
1
n3/2
,
since t1 = T/n. It follows that
−2Iequi,(2)n ≤
2T 3/2+κ
κ
1
n3/2
. (48)
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Moreover, we have∫ tk+1
tk
∫ t`+1
t`
|u− v|κ−2v−1/2dvdu ≤ T
n
∫ t`+1
t`
|tk − v|κ−2v−1/2dv
≤ T
n
|tk − t`+1|κ−2
∫ t`+1
t`
v−1/2dv
=
T κ−1
nκ−1
|k − `− 1|κ−2
∫ t`+1
t`
v−1/2dv.
Thus, we end up with
Iequi,(1)n ≤
T 1+κ
n1+κ
n−1∑
k=3
k−2∑
`=1
|k − `− 1|κ−2
∫ t`+1
t`
v−1/2dv
=
T 1+κ
n1+κ
n−3∑
`=1
∫ t`+1
t`
v−1/2dv
n−1∑
k=`+2
|k − `− 1|κ−2
≤ T
1+κ
n1+κ
∫ T
0
v−1/2dv
n−3∑
j=1
jκ−2
≤ 2T
3/2+κ
n1+κ
n∑
j=1
jκ−2,
(49)
where κ ∈ (0, 1) implies ∑∞j=1 jκ−2 <∞.
Combining (42) with (47), (48), and (49) finishes the analysis of W(pi
equi
n )
t and the proof of
this theorem.
Remark 3.8. If the initial condition ξ has additionally a bounded Lebesgue density, then Alt-
meyer [1, Theorem 8] yields for the term W1(T ) in the proof of Theorem 3.7 the convergence
order (1 + κ)/2 also for equidistant discretizations, i.e. there is no cut-off of the convergence
order for κ ∈ [1/2, 1). Due to the independence of ξ and W , the assumption of a bounded
Lebesgue density ς for Pξ leads to a smoothing effect in the integration problem; roughly spoken,
(ϕ′b)(·+ ξ) can be replaced by the convolution ∫R(ϕ′b)(·+ z)ς(z)dz.
We finally obtain the following statement for the convergence rate of the EM schemes x(pi
equi
n )
and x(pi∗n).
Corollary 3.9. Let Assumptions 1.1 and 1.2 hold. Then, for all  ∈ (0, 1) there exist constants
C
(EM),equi
,µ,T,κ > 0 and C
(EM),∗
,µ,T,κ > 0 such that
sup
t∈[0,T ]
E
[∣∣∣Xt − x(piequin )t ∣∣∣2] ≤ C(EM),equi,µ,T,κ · ( 1n1+κ− + 1n3/2−
)
and
sup
t∈[0,T ]
E
[∣∣∣Xt − x(pi∗n)t ∣∣∣2] ≤ C(EM),∗,µ,T,κ · 1n1+κ− .
Proof. Theorems 2.4 and 3.7 yield that there exist constants C(R)ε,a,b,T , C
(Q),∗
b,T,κ > 0 such that
sup
t∈[0,T ]
E
[∣∣∣Xt − x(pi∗n)t ∣∣∣2] ≤ C(R)ε,a,b,T
[
‖pi∗n‖2 +
(
C
(Q),∗
b,T,κ
1 + log(n)
n1+κ
)1−ε]
≤ C(R)ε,a,b,T
[
4T 2
n2
+
(
C
(Q),∗
b,T,κ
1 + log(n)
n1+κ
)1−ε]
,
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where we used (32). The estimate for the equidistant discretization is obtained analogously.
Acknowledgements
The authors are very thankful to the referees for their insightful comments and remarks.
M. Szölgyenyi has been supported by the AXA Research Fund grant ‘Numerical Methods for
Stochastic Differential Equations with Irregular Coefficients with Applications in Risk Theory
and Mathematical Finance’. A part of this article was written while M. Szölgyenyi was affil-
iated with the Seminar for Applied Mathematics and the RiskLab Switzerland, ETH Zurich,
Rämistrasse 101, 8092 Zurich, Switzerland.
References
[1] R. Altmeyer. Estimating occupation time functionals. 2019. arXiv:1706.03418.
[2] K. Dareiotis and M. Gerencsér. On the regularisation of the noise for the Euler-Maruyama
scheme with irregular drift. 2018. arXiv:1812.04583.
[3] M. Eisenmann and R. Kruse. Two quadrature rules for stochastic Itô-integrals with fractional
Sobolev regularity. Communications in Mathematical Sciences, 16(8):2125–2146, 2018.
[4] S. Geiss. Quantitative approximation of certain stochastic integrals. Stochastics and Stochas-
tic Reports, 73(3-4):241–270, 2002.
[5] S. Göttlich, K. Lux, and A. Neuenkirch. The Euler scheme for stochastic differential equa-
tions with discontinuous drift coefficient: A numerical study of the convergence rate. Ad-
vances in Difference Equations, pages 1–21, Article number: 429, 2019.
[6] I. Gyöngy. A Note on Euler’s Approximation. Potential Analysis, 8:205–216, 1998.
[7] N. Halidias and P. E. Kloeden. A Note on the Euler-Maruyama Scheme for Stochastic
Differential Equations with a Discontinuous Monotone Drift Coefficient. BIT Numerical
Mathematics, 48(1):51–59, 2008.
[8] M. Hefter, A. Herzwurm, and T. Müller-Gronbach. Lower Error Bounds for Strong Approx-
imation of Scalar SDEs with Non-Lipschitzian Coefficients. Annals of Applied Probability,
29(1):178–216, 2019.
[9] I. Karatzas and S. E. Shreve. Brownian Motion and Stochastic Calculus. Graduate Texts
in Mathematics. Springer-Verlag, New York, second edition, 1991.
[10] A. Kohatsu-Higa, A. Makhlouf, and H. L. Ngo. Approximations of non-smooth integral type
functionals of one dimensional diffusion processes. Stochastic Processes and their Applica-
tions, 124(5):1881–1909, 2014.
[11] R. Kruse and Y. Wu. A randomized Milstein method for stochastic differential equations
with non-differentiable drift coefficients. Discrete & Continuous Dynamical Systems - B, 24
(8):3475–3502, 2019.
[12] G. Leobacher and M. Szölgyenyi. A Numerical Method for SDEs with Discontinuous Drift.
BIT Numerical Mathematics, 56(1):151–162, 2016.
[13] G. Leobacher and M. Szölgyenyi. A Strong Order 1/2 Method for Multidimensional SDEs
with Discontinuous Drift. The Annals of Applied Probability, 27(4):2383–2418, 2017.
27
[14] G. Leobacher and M. Szölgyenyi. Convergence of the Euler-Maruyama method for multidi-
mensional SDEs with discontinuous drift and degenerate diffusion coefficient. Numerische
Mathematik, 138(1):219–239, 2018.
[15] T. Lyons and N. Victoir. Cubature on Wiener space. Proceedings of the Royal Society of
London A: Mathematical, Physical and Engineering Sciences, 460(2041):169–198, 2004.
[16] T. Müller-Gronbach and L. Yaroslavtseva. On the Performance of the Euler-Maruyama
Scheme for SDEs with Discontinuous Drift Coefficient. to appear in: Annales de lâĂŹInstitut
Henri Poincaré, 2018. arXiv:1809.08423.
[17] T. Müller-Gronbach and L. Yaroslavtseva. A strong order 3/4 method for SDEs with dis-
continuous drift coefficient. 2019. arXiv:1904.09178.
[18] T. Müller-Gronbach and L. Yaroslavtseva. A sharp lower error bound for strong approxi-
mation of SDEs with discontinuous drift coefficient. in preparation, 2020.
[19] A. Neuenkirch, M. Szölgyenyi, and L. Szpruch. An Adaptive Euler-Maruyama Scheme for
Stochastic Differential Equations with Discontinuous Drift and its Convergence Analysis.
SIAM Journal on Numerical Analysis, 57(1):378–403, 2019.
[20] H. L. Ngo and S. Ogawa. On the Discrete Approximation of Occupation Time of Diffusion
Processes. Electronic Journal of Statistics, 5:1374–1393, 2011.
[21] H. L. Ngo and D. Taguchi. Strong Rate of Convergence for the Euler-Maruyama Approx-
imation of Stochastic Differential Equations with Irregular Coefficients. Mathematics of
Computation, 85(300):1793–1819, 2016.
[22] H. L. Ngo and D. Taguchi. On the Euler-Maruyama Approximation for One-Dimensional
Stochastic Differential Equations with Irregular Coefficients. IMA Journal of Numerical
Analysis, 37(4):1864–1883, 2017.
[23] H. L. Ngo and D. Taguchi. Strong Convergence for the Euler-Maruyama Approximation of
Stochastic Differential Equations with Discontinuous Coefficients. Statistics & Probability
Letters, 125:55–63, 2017.
[24] D. Nualart. The Malliavin Calculus and Related Topics. Probability and Its Applications.
Springer, Berlin - Heidelberg, 2006.
[25] O.M. Pamen and D. Taguchi. Strong rate of convergence for the EulerâĂŞMaruyama ap-
proximation of SDEs with Hölder continuous drift coefficient. Stochastic Processes and their
Applications, 127(8):2542 – 2559, 2017.
[26] T. Runst and W. Sickel. Sobolev spaces of fractional order, Nemytskij operators and non-
linear partial differential equations. Berlin: de Gruyter, 1996.
[27] J. Sacks and D. Ylvisaker. Designs for regression problems with correlated errors. Annals
of Mathematical Statistics, 37:66–89, 1966.
[28] J. Sacks and D. Ylvisaker. Designs for regression problems with correlated errors; many
parameters. Annals of Mathematical Statistics, 39:49–69, 1968.
[29] J. Sacks and D. Ylvisaker. Designs for regression problems with correlated errors. III. Annals
of Mathematical Statistics, 41:2057–2074, 1970.
28
[30] J. Sacks and D. Ylvisaker. Statistical designs and integral approximation. In Proc. Twelfth
Biennial Sem. Canad. Math. Congr. on Time Series and Stochastic Processes; Convexity and
Combinatorics (Vancouver, B.C., 1969), pages 115–136. Canad. Math. Congr., Montreal,
Que., 1970.
[31] D. Talay. Résolution trajectorielle et analyse numérique des équations différentielles stochas-
tiques. Stochastics, 9(4):275–306, 1983.
[32] A. YU. Veretennikov. On Stochastic Equations with Degenerate Diffusion with Respect to
Some of the Variables. Mathematics of the USSR Izvestiya, 22(1):173–180, 1984.
[33] A. K. Zvonkin. A transformation of the phase space of a diffusion process that removes the
drift. Mathematics of the USSR Sbornik, 22(129):129–149, 1974.
