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I design pattern furono introdotti in origine per descrivere una soluzione
semplice ed elegante ad un problema specifico nella progettazione di soft-
ware object-oriented. Tuttavia, l’idea che sta alla loro base e` completamente
generale e puo` essere applicata a differenti modelli di programmazione. Un
design pattern e` una rappresentazione di un problema di programmazione co-
mune con una soluzione efficiente e testata per quel problema. Gli elementi
principali di un pattern sono: un nome, una descrizione del problema ed una
descrizione della soluzione. L’uso dei pattern permette di avere una metodo-
logia di programmazione molto efficace, migliorando notevolmente il riuso e
la manutenibilita` del codice rispetto a quello ottenibile non utilizzandoli.
Uno degli aspetti piu` interessanti dei parallel design pattern, descritto
in [20], e` il partizionamento dello spazio di progettazione di un’applicazio-
ne parallela in quattro parti: il finding concurrency, l’algorithm structure, il
supporting structure ed l’implementation mechanisms. Ognuno di questi con-
tiene parecchi pattern modellanti le forme di parallelismo presenti a ciascun
livello di astrazione nello spazio di progettazione. Tale partizionamento per-
mette di separare le problematiche in due distinti domini di lavoro: domain
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specific (ai quali appartengono i primi due spazi di progettazione) e platform
specific (contenente i restanti due).
L’obiettivo della tesi e` quello di estendere il pattern pool evolution [4],
appartenente allo spazio di progettazione algorithm structure, presente nel
framework FastFlow [3, 6, 10, 13]. Questa estensione permette di ampliare
l’applicabilita` del pattern a tutti quei problemi la cui soluzione e` ricavabile dal
lavoro svolto su piu` popolazioni, con l’obiettivo di aumentare la velocita` e/o
la qualita` della soluzione trovata. A tale categoria appartegono gli algoritmi
genetici.
Gli algoritmi genetici sono una sottoclasse degli algoritmi evolutivi, i quali
costituiscono un paradigma computazionale per la risoluzione approssimata
di problemi complessi. La loro implementazione permette la simulazione di
sistemi dinamici che evolvono verso una condizione di stabilita`. Gli algorit-
mi genetici operano su una popolazione di potenziali soluzioni applicando il
principio della sopravvivenza del migliore, evolvendo verso una soluzione che
si spera si avvicini quanto piu` possibile alla reale soluzione del problema. Ad
ogni generazione si crea un nuovo insieme di soluzioni mediante un processo
di selezione che, basandosi sulla loro bonta` (attribuita dalla funzione di va-
lutazione, detta fitness), sceglie i migliori individui della popolazione e li fa
evolvere utilizzando una serie di operatori genetici.
Tra i modelli principali per l’implementazione degli algortimi genetici pa-
ralleli vi e` il modello “ad isole”. Non e` ancora ben chiaro se il modello ad
isole porti realmente a dei risultati in termini di convergenza. E` noto piutto-
sto, che il modello si presta in misure diverse ad essere utilizzato su problemi
differenti e nello specifico in quelli particolarmente sensibili alla variabilita`
delle soluzioni od in cui si puo` facilmente convergere verso minimi locali.
In particolare si considera una variante del modello ad isole che prevede lo
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scambio di informazioni, fra queste, per aumentare la variabilita` dell’intera
popolazione e per ridurre il rischio del fenomeno di stagnazione (convergenza
verso minimi locali).
Nella tesi si forniscono due implementazioni del modello ad isole: la pri-
ma operante su sottopopolazioni, la seconda operante su una singola multi-
popolazione. Entrambe queste versioni sono confrontate con il pattern pool
evolution di FastFlow, analizzando le performance ottenute e sottolineando
- ove necessario - gli aspetti che inducono a preferire le nuove versioni alla
vecchia. A tal fine, si utilizzano un certo numero di applicazioni sviluppate
secondo il paradigma di programmazione genetica. I risultati osservati mo-
strano che in caso di computazioni a grana fine, la fase di selezione degli
individui puo` trasformarsi in un vero e proprio “collo di bottiglia”. Successi-
vamente sara` spiegato che, soprattutto in queste situazioni, le nuove versioni
fornite garantiscono migliori risultati in termini di tempo di completamento,
scalabilita` ed efficienza.
La tesi e` strutturata come illustrato di seguito. Nel capitolo 2, si presen-
tano gli skeleton algoritmici e le varie tipologie di skeleton: data, control e
stream parallel. Di quest’ultimo tipo di skeleton si introducono i due esem-
pi principali: il pipeline ed il farm. Il capitolo chiarisce sia alcuni aspetti
implementativi su come sfruttare: l’implementazione di uno skeleton, l’uso
della cache; sia alcuni aspetti teorici della programmazione parallela come:
il codice funzionale e non funzionale, le misure di performance (usate per
stimare, predire e confrontare le soluzioni parallele proposte) e, per finire, le
metodologie usate per identificare nuovi skeleton (implementati al verificarsi
delle condizioni descritte nel manifesto di M. Cole [21]).
Il capitolo 3 fornisce un breve accenno ai problemi di ottimizzazione
considerati in questo lavoro per comprendere il comportamento del pattern
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introdotto. Si tratta dei problemi multi-obiettivo descrivendone caratteri-
stiche, settori di impiego e soluzioni. Inoltre, si fa un breve cenno stori-
co sull’evoluzione del paradigma computazionale sottostante gli algoritmi
genetici.
Nel capitolo 4, si descrivono: il framework di programmazione parallela strut-
turata - FastFlow - utilizzato per implementare il nostro pattern e per ottene-
re i risultati sperimentali, le performance raggiungibili su questo, il significato
di design pattern e piu` nello specifico di parallel design pattern, i pattern pool
evolution e parallel for.
Il capitolo 5 tratta piu` nel dettaglio l’estensione fornita, operante su
sottopopolazioni, soffermandosi sugli aspetti implementativi e mostrando
l’evoluzione della struttura rispetto a quella iniziale.
Nel capitolo 6, si introducono le applicazioni utilizzate - sviluppate se-
condo il paradigma di programmazione genetica - per ottenere i risultati
sperimentali mostrati. Per ognuna di queste e` spiegata la codifica utilizza-
ta in termini del nuovo pattern (nella specifica implementazione), il metodo
adottato per la generazione della popolazione, il tipo di selezione e gli ope-
ratori genetici implementati, la definizione della funzione di valutazione e le
condizioni di terminazione dell’algoritmo genetico.
Il capitolo 7 mostra il confronto tra i risultati delle applicazioni imple-
mentate con il modello ad isole e quelli ottenuti utilizzando il pattern pool
evolution.
Nel capitolo 8 si definiscono due nuove classi per gli algoritmi genetici
e per il modello ad isole con multi-popolazione. Si descrivono i dettagli
implementativi di queste, sottolineando i motivi che hanno portato a queste
due nuove definizioni. Inoltre, si mostra un confronto tra la versione operante
su multi-popolazione e quella operante su sottopopolazioni su uno dei casi
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visti nel capitolo 6. Le conclusioni ed i possibili sviluppi futuri sono discussi
nel capitolo 9.
In appendice A si riportano il codice sorgente delle librerie implementate,
rispettivamente A.1 per il modello ad isole con sottopopolazioni, A.2 per gli




Nell’implementazione di applicazioni parallele efficienti lo sforzo speso per
la gestione degli aspetti non funzionali dell’applicazione e` quello preponde-
rante. Oltretutto, la conoscenza necessaria per sviluppare un’applicazione
e` totalmente indipendente da quella necessaria per implementare il pattern
parallelo in modo efficiente. Questo fa s`ı che le applicazioni, che separano
il codice per implementare il pattern parallelo da quello funzionale, siano
piu` facili da sviluppare e da debuggare rispetto a quelle in cui entrambi gli
aspetti non sono distinti. Gli algoritmi skeleton, introdotti da Murray Co-
le con la sua tesi di dottorato nel 1988 [27], furono definiti come pattern
predefiniti che incapsulavano completamente la struttura di una computa-
zione parallela. Tali pattern erano forniti al programmatore direttamente
come chiamate di libreria, queste venivano usate (combinandole se possibile)
fornendo parametri opportuni per costruire la propria applicazione parallela.
Da un altro punto di vista lo skeleton algoritmico puo` anche essere de-
finito come una funzione di ordine superiore, che definisce un ben preciso
modello di utilizzo del parallelismo, avente come parametri funzionali quelli
che rappresentano la logica stessa dell’applicazione. La definizione di skele-
10
Capitolo 2. Skeleton algoritmici
ton algoritmico ha assunto varie forme nel corso degli anni. In [9], e` data la
seguente definizione:
“uno skeleton algoritmico e` un’astrazione di programmazione, parametri-
ca, riusabile e portabile che modella un pattern parallelo noto, comune ed
efficiente.”
Gli aspetti fondamentali in questa definizione sono i seguenti:
• lo skeleton modella un pattern parallelo ben noto e comune. Non si e`
interessati a pattern troppo specifici che non sono comunemente impie-
gati nelle applicazioni. Questo non rappresenta una limitazione sostan-
ziale in quanto la maggior parte delle computazioni parallele possono
essere modellate utilizzando un piccolo numero di pattern paralleli [9];
• portabilita`: deve essere possibile fornire un’implementazione efficiente
del pattern su architetture differenti;
• efficienza: lo skeleton modella pattern paralleli che hanno un’imple-
mentazione efficiente sulle varie architetture;
• riusabilita`: un pattern puo` essere utilizzato in differenti contesti/appli-
cazioni senza dovergli apportare alcuna modifica;
• parametricita`: lo skeleton e` parametrico perche´ puo` specializzare il pro-
prio comportamento in funzione dei suoi parametri (anche funzionali).
Una delle piu` importanti caratteristiche degli skeleton implementati
secondo un modello RISC [9], e` la possibilita` di definire una nuova
struttura mediante annidamento degli skeleton elementari. Pertanto,
uno skeleton puo` essere un parametro di un altro skeleton ed il risultato
e` una composizione di skeleton.
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Definiamo con “programmazione parallela strutturata” [27] la programmazio-
ne parallela ottenuta utilizzando gli skeleton algoritmici. Scrivere un’applica-
zione parallela usando un framework specifico, basato su skeleton algoritmici,
consiste nell’istanziare uno skeleton (od una composizione di skeleton) adatto
alla risoluzione del particolare problema da risolvere e passare a questo (que-
sti nel caso di composizione) la funzione (le funzioni) che ogni suo modulo
deve eseguire.
Lo sviluppo di un’applicazione parallela con gli skeleton offre notevoli
vantaggi rispetto a quello ottenuto con i tradizionali framework di program-
mazione, come MPI.
L’implementazione di una applicazione parallela utilizzando i framework
strutturati richiede di seguire i seguenti passi:
1. valutare le possibili strutture parallele dell’applicazione;
2. individuare uno skeleton (od una composizione) che modella la strut-
tura dell’applicazione parallela;
3. produrre il codice dell’applicazione parallela instanziando lo skeleton
scelto, fornendo i parametri funzionali e non funzionali;
4. compilare l’applicazione;
5. eseguire l’applicazione sull’architettura target;
6. analizzare i risultati dal punto di vista funzionale e non funzionale;
7. in caso di inefficienze, migliorare la struttura attuale o scegliere un altro
skeleton ripartendo dal punto 3.
Cos`ı facendo si evita al programmatore di doversi fare carico della gestione
di tutti i dettagli necessari a sfruttare al meglio il parallelismo disponibile.
Si semplificano in tal modo quelli che sono tutti gli aspetti di:
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• gestione e verifica della correttezza;
• efficienza;




Questi aspetti, infatti, diventano di responsabilita` di chi implementa il fra-
mework di programmazione parallela usato.
Gli skeleton possono essere suddivisi nelle seguenti classi:
• data parallel : l’elemento di input che si vuole processare, viene sud-
diviso in varie parti ed ogni computazione relativa ad una sottoparte
viene eseguita in parallelo. Gli skeleton data parallel si usano per ve-
locizzare una singola computazione spezzandola nella computazione di
piu` sotto-task in parallelo. I piu` comuni skeleton data parallel sono la
map, la reduce, il parallel prefix e lo stencil [9];
• stream parallel : sia uno stream una sequenza di lunghezza non nota di
item/task disponibili uno dopo l’altro. In questi skeleton, il paralleli-
smo e` ottenuto grazie alla computazione simultanea su elementi diffe-
renti ed indipendenti che si presentano ad istanti di tempo successivi
sullo stream di input. Ciascuna computazione termina con la spedizio-
ne di un singolo oggetto sullo stream di output. I piu` comuni skeleton
stream parallel sono il pipeline ed il farm che verranno descritti nelle
sezioni 2.1 e 2.2;
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• control parallel : esprime pattern strutturati di coordinazione e mo-
della le parti di una computazione parallela necessarie a supportare o
coordinare gli skeleton paralleli. Include: sequential skeleton usato per
incapsulare porzioni di codice sequenziale in modo da poter passare
questo come parametro ad altri skeleton; conditional (per modellare
if-then-else) ed iterative skeleton (per esempio: forall skeleton).
Nei vari framework di programmazione parallela gli skeleton sono offerti al
programmatore principalmente in due modi alternativi:
• costrutti primitivi : gli skeleton vengono definiti come costrutti primitivi
del linguaggio. E` quindi necessario definire un nuovo linguaggio di
programmazione;
• libreria: gli skeleton sono implementati semplicemente attraverso chia-
mate di libreria. Pertanto, scelto un determinato linguaggio di pro-
grammazione, gli skeleton sono implementati sopra tale linguaggio sfrut-
tando i meccanismi di astrazione disponibili nel linguaggio.
2.1 Pipeline
Il pattern parallelo pipeline applica la funzione dello stage i -esimo ai risultati
prodotti dalla funzione computata dallo stage (i-1)-esimo sui dati di input.
In un pipeline a due stadi, dove il primo calcola f ed il secondo g, il calcolo pa-
rallelo consiste quindi nel computare g(f(xi)) e f(xi+1) contemporaneamente,
cioe` nel lavorare contemporaneamente su oggetti diversi dell’input stream.
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f g
Figura 2.1: Pipeline.
Il grado di parallelismo e` facilmente determinabile: corrisponde al numero di
funzioni da applicare o stage da far seguire sui dati di input.
Sia TS il tempo di servizio, ovvero il tempo impiegato per produrre due
output successivi (oppure il tempo richiesto per accettare due input conse-
cutivi). In un pipeline che lavora a regime tralasciando la fase iniziale in cui
gli stage devono acquisire il primo task su cui lavorare, il tempo TS e` appros-
simabile al tempo speso per calcolare lo stage avente TS maggiore nell’intero
pipeline.
2.2 Farm
Il pattern parallelo farm modella computazioni embarassingly parallel su
stream. Per chiarire meglio, possiamo pensare al pattern farm come una
map1 operante su uno stream. A differenza del pipeline, in un farm il gra-
do di parallelismo non e` deducibile dalla struttura della computazione, ma
costituisce un parametro relativamente indipendente. Infatti, lavorando su
uno stream di dati non si sa ne´ quanti dati ne´ quando questi si presenteranno
in input. Una possibile implementazione di questo pattern prevede di defi-
nire tre diversi oggetti: un emitter E, un certo numero di worker nw ed un
collector C. Nel dettaglio:
1Skeleton data parallel usato per accelerare una singola computazione dividendola in
sotto-task computati parallelamente.
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• l’emitter E si occupa di leggere sul canale di input gli elementi x1, x2,
..., xn e di schedularli verso i worker - con un’opportuna politica - al
fine di garantire una corretta gestione del bilanciamento di carico fra i
vari worker;
• il generico worker wi ha il compito di applicare la funzione f all’elemento
xi che riceve dall’emitter E, spedendo il risultato f(xi) al collector C ;
• il collector C acquisisce i risultati calcolati dai vari worker e li invia sul






La semantica di tale skeleton consiste quindi nell’applicare in parallelo la
stessa funzione f a piu` task dell’input stream usando un certo numero, nw,
di worker. Il tempo che intercorre tra la spedizione di due risultati consecutivi
puo` essere approssimato con il tempo speso per calcolare sequenzialmente la
funzione f diviso il numero nw di worker utilizzati.
L’emitter puo` usare varie strategie per schedulare i task verso i worker,
fra cui:
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• una strategia round robin. L’emitter E invia gli elementi xi in modo
ciclico a partire da 1 fino all’n-esimo worker. Se l’emitter E deve inviare
l’elemento xi, questo verra` spedito a quello con id = i mod nw. Questa
strategia e` preferibile nelle situazioni in cui il tempo di servizio ha una
bassa varianza fra i worker;
• una strategia on demand. In questo caso ogni worker comunica all’e-
mitter E di aver terminato la computazione sul task precedentemente
ricevuto e quindi di essere disponibile a ricevere un altro task su cui
poter lavorare. L’emitter controlla se e` presente un task sullo stream
di input ed eventualmente lo spedisce ad uno dei worker che ne hanno
fatto richiesta. Questa politica risulta utile nel caso in cui il lavoro
compiuto dai worker abbia un tempo di servizio variabile. Infatti, essa
tende a garantire miglior bilanciamento di carico ed a sfruttare al mas-
simo le risorse disponibili riducendo il tempo di inattivita` dei worker.
In una situazione di non-bilanciamento di carico occorre aspettare che
la risorsa con la computazione piu` lunga termini prima di produrre tut-
ti i risultati. Durante questa attesa, le altre risorse potrebbero restare
inattive nel caso in cui abbiano gia` terminato la loro computazione. Il
risultato e` che si ha un tempo di completamento TC, ovvero il tempo
speso dall’inizio dell’applicazione fino alla sua terminazione, maggiore
di quanto si possa ottenere in situazioni con bilanciamento di carico.
Va pero` considerato che questa soluzione aggiunge chiaramente dei co-
sti di comunicazione ulteriori rispetto alla round robin. Infatti, oltre al
canale di comunicazione unidirezionale fra l’emitter E e tutti i worker,
e` necessario disporre di canali di comunicazione anche nella direzione
opposta (per permettere al worker di inoltrare la richiesta, di essere
pronto a ricevere ulteriori task, all’emitter).
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FastFlow, descritto nel capitolo 4, offre parecchie possibilita` di personaliz-
zazione: e` possibile definire un farm senza emitter o senza collector, ovvero
con E o C inglobati negli stadi che precedono o seguono il farm. E` anche
possibile definire una politica di schedulazione dei task per l’emitter differen-
te dalle due descritte sopra. Nel caso in cui si utilizzi il canale di feedback2,
si puo` - per esempio - implementare una strategia che prevede di spedire il
task analizzato dal worker i ancora allo stesso worker i. Tale scelta punta
a sfruttare al massimo la localita` favorendo la gestione dei dati in cache. Il
processore trova infatti, che la posizione di memoria e` in cache (cache-hit) ed
evita cos`ı inutili trasferimenti dalla memoria principale dovuti a cache-miss.
La sezione 2.4 discute una tecnica di implementazione adatta a sfruttare
al meglio la cache.
2.3 Implementazioni di uno skeleton
Alcune implementazioni di uno skeleton sono particolarmente significative e
possono essere usate per supportare differenti skeleton. Inoltre, uno skeleton
puo` essere implementato in termini di un altro skeleton. Per esempio, in uno
skeleton data parallel si divide la struttura dati di input in partizioni e si
opera in parallelo su queste. L’output e` ottenuto combinando tutti i risultati
delle partizioni. E` possibile implementare pattern data parallel come la map
o la reduce utilizzando i pattern stream parallel descritti prima. Quindi preso
un dato in input si considera un pipeline di tre stage, in cui:
• il primo stage: crea le partizioni e le spedisce sul canale di input come
se questo fosse uno stream di dati;
2Canale usato per rispedire i task dal collector (oppure, nel caso in cui questo non e`
definito, dai worker) allo stream di input.
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• il secondo stage: utilizza un farm operante su tale stream, in cui ogni
worker computa su una partizione;
• il terzo stage: ricompone la struttura dati collezionando tutti i task,
formando cos`ı l’output dello skeleton data parallel.
Questa trasformazione, da uno skeleton ad un altro skeleton, e` definita come
cross-skeleton template in [9]. Consideriamo un altro esempio. Prendiamo
il pattern farm visto nella sezione precedente ed aggiungiamo a questo un
canale di feedback ottenendo un’implementazione adatta a rappresentare di-
versi pattern (sfruttando semplicemente la sola implementazione del farm).
Il framework FastFlow (vedi capitolo 4) fornisce la possibilita` di attivare
questo canale di feedback che permette al collector C, se presente, oppure ai
worker di spedire gli output nuovamente allo stream di input. Tale struttura
puo` essere utilizzata per rappresentare quindi piu` pattern, e` infatti possibile
lavorare sui task per un numero x di volte (come nel pattern pool evolu-
tion, descritto nel capitolo 4.3, per esempio) o rappresentare altri pattern
piu` complessi come il divide and conquer.
2.4 Pinning dei thread
Nei sistemi multiprocessore oppure in quelli multi-core, il sistema operati-
vo distribuisce i diversi thread nelle risorse disponibili. Nel momento in cui
l’esecuzione di un thread deve essere riattivata dal sistema operativo, l’algo-
ritmo di schedulazione in generale ha la possibilita` di allocare il thread su
uno dei core a disposizione del sistema indipendentemente da dove fosse stato
allocato nell’esecuzione precedente. In alcuni casi, al fine di ottenere miglio-
ri prestazioni (per esempio per aumentare l’efficienza nell’uso della cache),
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si vuole evitare questa situazione permettendo di scegliere dove collocare in
modo permanente un thread.
Infatti, se non si pone nessun vincolo, ogni qual volta un thread cambia
core occorre spostare i dati nella nuova cache per farla funzionare a pieno
regime. Tale operazione ha un costo pari alle latenze dovute ai cache-miss
incontrati. Se, invece, il thread fosse schedulato sempre sullo stesso core,
la probabilita` che nella cache siano ancora presenti i dati relativi alla sua
computazione sarebbe notevolmente maggiore. In questo caso si ridurrebbe
chiaramente il numero di cache-miss incontrati, migliorando le prestazioni
complessive anche in maniera significativa.
Sia X un core specifico. Un altro motivo per vincolare un thread ad X
e` il caso in cui questo debba svolgere un lavoro fondamentale per il sistema.
Solitamente, non solo si preferisce che il thread operi solo su X ma si vorrebbe
impedire che altri thread possano essere schedulati su X.
Il pinning dei thread consiste quindi nel mappare ognuno dei thread uti-
lizzati per implementare la computazione parallela su un determinato core o
piu` in generale su un determinato insieme di core, modificando il comporta-
mento originario dell’algoritmo di schedulazione utilizzato nella macchina in
questione. Il kernel Linux fornisce un’insieme di funzioni per permettere que-
sta assegnazione, definendo un affinity set per ogni thread. Lo schedulatore
allochera` quindi il thread solo su uno dei core appartenenti al suo affinity
set. Nelle applicazioni usate, tale tecnica e` utilizzata sulla macchina Xeon
Phi sfruttando la funzione threadMapper::instance()→ setMappingList(const
char str[]) presente in FastFlow (vedi capitolo 4).
Se piu` thread sono mappati su uno stesso core, va tenuto conto che questi
non opereranno in parallelo ma, chiaramente, lo schedulatore li alternerera`
nelle loro esecuzioni - parallelismo virtuale. In questo caso, l’overhead do-
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vuto all’alternarsi dei thread deve essere preso in considerazione. Questa
condizione puo` presentarsi per esempio:
• nel caso in cui le risorse richieste (numero di thread) siano maggiori di
quelle effettivamente disponibili (numero di core);
• nel caso in cui l’affinity set definito non sfrutta correttamente la nu-
merazione dei core della macchina target su cui e` in esecuzione l’appli-
cazione. Consideriamo, per esempio, una macchina con quattro core
aventi ciascuno quattro thread numerati consecutivamente. Pertanto
con i numeri da 1 a 4 indichiamo tutti i thread del primo core, con i
numeri da 5 a 8 quelli del secondo etc... Se l’affinity set della nostra
applicazione e` {1, 2, 3, 4}, allora, i thread saranno assegnati sullo stesso
core, alternandosi nell’esecuzione piuttosto che sfruttare gli altri core
disponibili lavorando in parallelo.
2.5 Codice funzionale e non funzionale
Il codice necessario per implementare un’applicazione parallela e` composto
da due distinti tipi di codice molto differenti fra di loro:
1. codice funzionale: rappresenta il codice necessario per calcolare i risul-
tati della computazione parallela, cioe` la funzione f da applicare sui
dati in input per calcolare il risultato. Questo codice dipende dal tipo
dell’applicazione;
2. codice non funzionale: rappresenta il codice necessario per orchestrare
la computazione di quello funzionale in parallelo. Include il codice per
installare le attivita` parallele, per schedulare queste attivita` sulle risorse
disponibili e per coordinare la loro esecuzione fino al completamento
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dell’applicazione. Questo codice dipende dall’architettura target e dal
framework di programmazione parallela utilizzato.
In generale, il primo rappresenta il codice necessario per calcolare cosa l’ap-
plicazione realmente computa, mentre il secondo e` il codice necessario per
determinare come questi risultati funzionali sono realmente calcolati in pa-
rallelo.
2.6 Modelli di performance
La motivazione che spinge a realizzare ed affrontare un problema in modo
parallelo e` il raggiungimento di prestazioni migliori. Non tutti i problemi
sono adatti per essere parallelizzati. In generale ci si aspetta di dedicare,
nell’esecuzione parallela con grado di parallelismo pari ad n, un tempo pari
ad 1
n
(con n grado di parallelismo) rispetto a quello della versione sequen-
ziale. Parecchi fattori impediscono pero` di raggiungere tale comportamento,
primo fra tutti l’overhead. L’overhead, inteso come tempo perso nel calcolo
della parte funzionale dell’applicazione parallela, e` causato dalla gestione del
codice non funzionale ed e` purtroppo dipendente dal grado di parallelismo
utilizzato.
Il poter stabilire un limite teorico alle performance permette di avere
notevoli vantaggi:
1. la possibilita` di decidere se conviene o meno rappresentare la soluzione
di un problema in un determinato modo (quindi essere in grado di
predire le performance di un’applicazione);
2. la possibilita` di scegliere la soluzione piu` semplice nel caso in cui un
problema possa essere risolto in diversi modi (possibilita` di confrontare
piu` soluzioni);
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3. la possibilita` di stimare/valutare l’overhead introdotto.
A tal fine, non basta applicare la legge di Amdhal (vedi sezione 2.6.1) ma
occorre utilizzare opportuni “modelli di performance”. Questi permettono di
misurare le performance di un’applicazione su una data macchina in funzione
di una serie di parametri dipendenti dall’applicazione o dalla macchina target.
Consideriamo due distinte categorie di misure, quelle che:
• misurano il tempo assoluto speso nell’esecuzione di un’applicazione
parallela;
• misurano la velocita` nello spedire i risultati.
Nel primo insieme rientrano le misure di latenza e di tempo di completamen-
to, rispettivamente il tempo per calcolare l’output su un input e la latenza
complessiva.
Nel secondo insieme abbiamo il tempo di servizio, ovvero il tempo che
intercorre tra lo spedire due output consecutivi o tra accettare due input
consecutivi, e la larghezza di banda che e` l’inverso del tempo di servizio.
Solitamente si e` pero` interessati a delle misure di performance derivate,
quali: speedup, scalabilita` ed efficienza.
2.6.1 Legge di Amdhal
La legge di Amdhal stabilisce che la quantita` di lavoro non parallelizzabi-
le di un’applicazione determina il massimo speedup teorico raggiungibile da
questa applicazione. Se si ha una percentuale f di lavoro inerentemente
sequenziale allora tale parte non puo` essere parallelizzata. Sia T il tempo
richiesto per eseguire l’intero task sequenzialmente, f · T sara` il tempo per
eseguire la parte seriale mentre (1 − f) · T sara` la frazione parallelizzabile.
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Quindi, nel migliore dei casi, e` quest’ultimo termine che puo` essere ridotto
opportunamente sfruttando il parallelismo diventando (1−f) ·T
n
.
La definizione di speedup data, ovvero sp(n) = Tseq
T (n)
, secondo quanto
affermato sopra si modifica diventando:
sp(n) =
T
f · T + (1− f) · T
n





f · T =
1
f
Ovvero, se si ha una percentuale f di lavoro inerentemente seriale allora non
si puo` ottenere uno speedup maggiore di 1
f
.
Tutte queste considerazioni valgono in ambito teorico, nella pratica la
situazione peggiora. Infatti tutto cio` che e` necessario per sfruttare il paral-











f + (1− f) · Tov(n)
T
2.6.2 Speedup
Lo speedup si esprime come il rapporto tra il miglior tempo di servizio TS (o
il tempo di completamento TC) dell’esecuzione sequenziale e quello ottenuto




Esso fornisce una misura di quanto e` buona la parallelizzazione rispetto alla
migliore soluzione sequenziale. Lo speedup e` limitato superiormente dall’e-
quazione f(n) = n, questo perche` se sp(n) > n allora per la definizione
data si avrebbe che il tempo parallelo tp <
Tseq
n
portando ad un assurdo:
Tseq non sarebbe il miglior tempo sequenziale ma lo sarebbe n · Tp.
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Ci si aspetta quindi, che lo speedup non superi mai il grado di parallelismo
usato. Tuttavia, in alcune situazioni e` possibile ottenere uno speedup super-
lineare. Per esempio, consideriamo tutti quei casi in cui si riesce a sfruttare
nell’esecuzione parallela la cache meglio di quanto non si riesca a farlo nell’e-
secuzione sequenziale: quel che accade e` che i dati non riescono a sfruttare
bene la cache nella versione sequenziale ma riescono a farlo in quella parallela;
i cache-hit (ovvero il processore trova che la posizione di memoria richiesta
e` in cache) riducono gli accessi alla memoria principale portando un guada-
gno che potrebbe essere piu` grande dell’overhead necessario per installare le
attivita` parallele e distribuire loro i dati.
2.6.3 Scalabilita`
Un’altra misura derivata e` la scalabilita`, ovvero il rapporto tra il tempo di
servizio TS (od il tempo di completamento TC) ottenuto eseguendo l’appli-
cazione parallela con grado di parallelismo pari ad 1 ed il tempo ottenuto




E` chiaramente diversa dallo speedup perche`, anziche´ fornire un confronto con
la migliore versione sequenziale, misura quanto e` efficiente l’implementazione
parallela nel raggiungere migliori performance su gradi di parallelismo sem-
pre piu` grandi. Si possono avere, quindi, applicazioni con ottima scalabilita`
ma pessimo speedup, ovvero applicazioni in cui e` maggiore il tempo impiegato
con la versione parallela rispetto a quello impiegato con la versione sequen-
ziale. Per gli stessi motivi dello speedup, tale misura e` limitata dalla funzione
f(n) = n.
25
Capitolo 2. Skeleton algoritmici
2.6.4 Efficienza
L’efficienza e` il rapporto fra il tempo di esecuzione ideale e quello dell’ese-
cuzione parallela con grado di parallelismo pari ad n o se vogliamo:
sp(n)
n
L’efficienza misura la capacita` dell’applicazione parallela di sfruttare le risorse
disponibili.
Essendo per definizione legata allo speedup anche questa misura presenta
un upper bound, cioe` la funzione f(n) = 1. Non e` possibile confrontare due
applicazioni conoscendone soltanto il valore di efficienza, a meno che queste
non abbiano lo stesso grado di parallelismo.
2.7 Identificare nuovi skeleton
L’identificazione di nuovi skeleton puo` avvenire in seguito a due motivi: il
primo basato sull’analisi delle applicazioni parallele esistenti, il secondo ba-
sato sulle necessita` di implementare una particolare applicazione. Entran-
do nel dettaglio, nel primo caso, l’idea consiste nel cercare nuovi skeleton
analizzando delle applicazioni parallele note, quindi:
1. si selezionano un certo numero di applicazioni il cui codice e` accessibile
ed/od il cui algoritmo parallelo sia chiaro;
2. si analizzano queste applicazioni cercando di individuare nuovi skeleton.
Questi si dividono in domain specific, ovvero skeleton che servono per
un solo dominio, e general purpose (per piu` domini);
3. si analizzano e si ricavano i pattern paralleli usati in queste applicazioni,
attraverso un lavoro di vero e proprio reverse engineering ;
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4. dall’output del punto precedente si identificano gli skeleton che non
appartengono all’insieme utilizzato;
5. si verifica se questo e` uno skeleton singolo oppure se e` ricavato dalla
composizione di piu` skeleton, in tal caso si prova a decomporlo fino
alle singole unita`. A questo punto si verifica che: modelli un pattern
parallelo comune ed efficiente, sia facile da usare, sia definito da un in-
sieme di parametri globali, tolleri possibili variazioni fatte dall’utente e
sia implementabile efficientemente su un range di architetture parallele
(requisiti derivati dal “manifesto” di Cole [21]);
6. si definiscono: nome, sintassi, insieme di parametri funzionali e non,
semantica funzionale e parallela;
7. finita la fase di perfezionamento del nuovo skeleton, si procede all’im-
plementazione.
Nel secondo caso, la necessita` di definire un nuovo skeleton nasce durante
l’implementazione di una specifica applicazione parallela. Se durante l’a-
nalisi si identifica un pattern, quindi un modello tipico e riusabile in altri
contesti, e tale pattern non e` ne´ presente nel framework attuale ne´ riprodu-
cibile attraverso una combinazione degli skeleton presenti, allora, si procede
come segue:
1. si effettua un’analisi come quella del punto 5 precedente, ovvero si
verifica che il nuovo skeleton sia composizione di piu` skeleton o sia gia`
uno skeleton base;
2. si cercano altri casi in cui tale skeleton possa essere utile. Si seguono
i primi tre punti visti sopra e se un certo numero di situazioni sono
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individuate, quindi possono essere rappresentate con il nuovo pattern,
si procede alla sua definizione;
3. si perfeziona la definizione dello skeleton considerando le necessita` in-
dividuate nelle altre situazioni dove il nuovo pattern potrebbe esse-
re utilizzato. Si forniscono per finire: nome, sintassi, parametri e
semantica;





In questo capitolo si descrivono due diverse tipologie di problemi di otti-
mizzazione. Come infatti si vedra` nel capitolo 6, le applicazioni sviluppate
rientrano nei problemi di ottimizzazione multi-obiettivo ed in quelli program-
mati secondo il paradigma di programmazione genetica. Per quanto riguarda
le ottimizzazioni multi-obiettivo se ne espongono brevemente la loro impor-
tanza, gli ambiti di utilizzo, le differenze dai problemi mono-obiettivo, le
metodologie di risoluzione e si accenna agli algoritmi presenti in letteratura.
Nella seconda sezione si discutono gli algoritmi genetici: ad una prima parte
riguardante l’evoluzione storica segue una descrizione degli aspetti principali
che caratterizzano tale tipologia di algoritmi.
3.1 Problemi multi-obiettivo
La programmazione matematica classica, lineare (PL) o intera (PLI), tratta
problemi caratterizzati da un’unica e ben definita funzione obiettivo. Tutta-




• la pianificazione del trasporto di merci e/o di persone;
• il calcolo dei percorsi;
• lo scheduling;
• la scelta di investimenti;
• la scelta di progetti da sviluppare.
In tutti questi campi si possono voler ottimizzare contemporaneamente di-
versi obiettivi, come per esempio: il tempo totale di esecuzione, la qualita`,
il rischio, il bilanciamento del carico di lavoro, i ritardi nelle consegne, il
profitto, il costo totale, etc...
In generale in un problema multi-obiettivo non esiste una soluzione che
ottimizza tutte le funzioni. Inoltre, i vari obiettivi sono generalmente in
contrapposizione fra loro. Bisogna, pertanto, definire l’insieme delle soluzio-
ni a cui siamo interessati e considerare nuovi metodi ad hoc per calcolare
queste soluzioni (differentemente da quanto fatto in quelli a singola ottimiz-
zazione dove si minimizzava/massimizzava una sola funzione). Chiaramente
la complessita` di uno stesso problema cresce all’aumentare degli obiettivi
forniti. In queste situazioni lo scopo e` individuare uno specifico ottimo di
Pareto [1, 5, 18, 25] ma, come vedremo, questo puo` richiedere di generare
tutta la frontiera od un suo sottoinsieme. Sia x soluzione al problema multi-
obiettivo, diciamo allora che x e` un ottimo di Pareto se non esiste nessuna
soluzione y che domina x.
La dominanza e` un concetto cruciale per gli algoritmi multi-obiettivo.
Sia fi l’i -esima funzione da massimizzare (o minimizzare), una soluzione x1




1. fi(x1) ≥ fi(x2), per i=1...n;
2. fi(x1) > fi(x2), per almeno un valore di i.
E` importante notare come la dominanza va verificata per ciascuna funzione
obiettivo, affermare che la soluzione x1 domina la soluzione x2 per un solo
obiettivo i non basta per stabilire quale delle due preferire (non si ha nessuna
informazione sulle restanti n-1 funzioni).
Definiamo con fronte di Pareto l’insieme delle soluzioni ottime, quello
formato da tutti i punti non dominati, ovvero da quei punti per i quali
non ne esiste nessun altro che sia migliore contemporaneamente per tutti gli
obiettivi considerati nella funzione di ottimizzazione.
Piu` in generale, si definisce fronte l’insieme formato dagli elementi che
non si dominano a vicenda; per cui al primo fronte faranno parte tutte quelle
soluzioni che dominano tutte le altre, al secondo quelle dominate dal primo
ma che a loro volta dominano tutte le altre e cos`ı via. Un punto puo` far
parte del fronte di Pareto anche se non domina nessuno poiche´ l’importante
e` che non sia dominato da altri.
Come anticipato prima, nell’identificazione dell’ottimo di Pareto si puo`
essere costretti a generare tutta la frontiera oppure un suo sottoinsieme. A
tal fine, si assume l’esistenza di un decisore in grado di selezionare i punti
migliori. In base al ruolo svolto dal decisore nella strategia di soluzione del
problema, i metodi risolutivi possono essere suddivisi in cinque categorie:
• metodi senza preferenze: il decisore non ha nessun ruolo e si considera
soddisfacente l’aver trovato un qualunque ottimo di Pareto;
• metodi a posteriori : si genera l’insieme di tutti gli ottimi di Pareto,
tale output viene passato al decisore che scegliera` la soluzione piu` op-
portuna. L’algoritmo ε-constrained [5, 18] - per esempio - e` un metodo
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a posteriori che lavora ottimizzando una sola funzione e trasforman-
do le altre in vincoli. La soluzione ottima del problema trasformato
in mono-obiettivo non e` necessariamente un ottimo di Pareto del pro-
blema multi-obiettivo. Tuttavia, risolvendo iterativamente con valori
εi opportunamente aggiornati, e` possibile generare l’intera frontiera di
Pareto. Parecchi algoritmi sono stati sviluppati per questa categoria,
per quanto riguarda il paradigma evolutivo ricordiamo: EMO, SPEA-2
e NSGA-II [2];
• metodi a priori : il decisore fornisce le direttive per poter stabilire qua-
le e` la migliore soluzione. Tali direttive indirizzano la ricerca verso la
soluzione migliore senza dover necessariamente generare tutti gli ottimi
di Pareto. Un metodo in questa categoria e` il goal programming [18]
in cui il decisore fornisce dei valori target ed il problema diventa quel-
lo di minimizzare la distanza delle funzioni obiettivo da questi valori.
Un’altra metodologia, la scalarizzazione [5], consiste nell’assegnare ad
ogni funzione obiettivo un peso che trasforma il problema in mono-
obiettivo. Ogni soluzione ottima del problema scalare e` una soluzione
efficiente (ovvero una soluzione per cui si puo` migliorare un obiettivo
solo peggiorandone un altro) del problema multi-obiettivo;
• metodi interattivi : il decisore fornisce le sue specifiche durante l’evolu-
zione del processo di risoluzione, raffinando la ricerca verso la soluzione
piu` adatta;
• metodi ibridi : ottenuti combinando gli algoritmi evolutivi con i metodi
di ricerca locale. Un metodo ibrido puo` essere utile perche` assicura una
migliore convergenza al fronte ottimo di Pareto e richiede uno sforzo
computazionale inferiore rispetto a quello ottenuto applicando ciascun
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metodo singolarmente. Combinare i due approcci e` una scelta naturale.
Infatti, alle buone proprieta` di convergenza verso ottimi locali possedu-
te dai metodi di ricerca locale si aggiunge la prospettiva globale degli
algoritmi evolutivi [23].
Chiaramente le soluzioni ottime saranno quelle presenti sul primo fronte (es-
sendo l’unico contenente elementi che non sono dominati da altri). Tuttavia,
essendo l’insieme degli ottimi di Pareto potenzialmente infinito, tale singola
frontiera puo` non essere sufficiente per rappresentare opportunamente l’in-
sieme ottimo. A tal fine gli algoritmi sviluppati devono tener conto degli ele-
menti presenti nei fronti successivi, il modo in cui si selezionano gli elementi
da piu` fronti e` strettamente dipendente dall’algoritmo utilizzato.
3.2 Algoritmi genetici
Gli algoritmi genetici sono una sottoclasse degli algoritmi evolutivi, i quali
costituiscono un paradigma computazionale per la risoluzione approssimata
di problemi complessi. La loro implementazione permette la simulazione di
sistemi dinamici che evolvono verso una condizione di stabilita` (massimo/mi-
nimo). Tra la fine degli anni ’50 e l’inizio degli anni ’60 i ricercatori nel campo
della computazione evolutiva cominciarono ad interessarsi ai sistemi naturali
nella convinzione che potessero costituire un modello per nuovi algoritmi di
ottimizzazione.
In quest’ottica i meccanismi evolutivi possono essere adatti per affrontare
alcuni problemi computazionali complessi riguardanti la ricerca della soluzio-
ne tra un numero enorme di alternative, come per esempio, l’individuazione
di una proteina con determinate caratteristiche tra un numero elevatissimo
di possibili sequenze di amminoacidi; oppure la ricerca di una serie di regole o
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equazioni che permettano di prevedere l’andamento dei mercati finanziari, del
clima, etc... Algoritmi progettati per la soluzione di tali problemi dovranno
essere adattivi, quindi in grado di “modellare” il proprio “comportamento” a
situazioni altamente variabili. Da questo punto di vista gli organismi viventi
possono essere considerati ottimi risolutori di problemi, poiche` sono in grado
di sopravvivere nel loro ambiente, sviluppando comportamenti ed abilita` che
sono il risultato della naturale evoluzione.
L’evoluzione biologica e` assimilabile a un metodo di ricerca all’interno
di un grandissimo numero di soluzioni, costituite dall’insieme di tutte le se-
quenze genetiche. I risultati, ovvero le soluzioni desiderate, sono organismi
altamente adattati e quindi dotati di forte capacita` di sopravvivenza e di
riproduzione in un ambiente mutevole; pertanto, essi sono in grado di tra-
smettere alle generazioni future il loro materiale genetico. Essenzialmente,
l’evoluzione di una specie e` regolata da due processi fondamentali: la sele-
zione naturale e la riproduzione. Quest’ultima determina la ricombinazione
del materiale genetico dei genitori generando un’evoluzione molto piu` rapida
di quella che si otterrebbe se tutti i discendenti contenessero semplicemente
una copia dei geni di un genitore, modificata casualmente da una mutazio-
ne. Si tratta di un processo ad alto grado di parallelismo: non opera su
un individuo per volta, ma mette alla prova e cambia milioni di individui
in parallelo. In breve, quindi, un algoritmo genetico e` un metodo euristico
di ricerca ed ottimizzazione ispirato al principio della selezione naturale che
regola l’evoluzione biologica.
Gli algoritmi genetici operano su una popolazione di potenziali soluzioni
applicando il principio della sopravvivenza del migliore, evolvendo verso una
soluzione che si spera si avvicini quanto piu` possibile alla reale soluzione
del problema. Ad ogni generazione si crea un nuovo insieme di soluzioni
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mediante un processo di selezione che, basandosi sulla loro bonta` (attribuita
dalla funzione di valutazione, detta fitness), sceglie i migliori individui della
popolazione e li fa evolvere utilizzando una serie di operatori genetici. Sia P
la popolazione e V un sottoinsieme dei numeri interi N o dei numeri reali R,
la fitness F e` cos`ı definita:
F : P → V
Assumendo di mantenere costante la dimensione della popolazione, la fase
di selezione puo` essere rappresentata imponendo che l’uso degli operatori
genetici - responsabili della creazione di nuovi individui - sia soggetto ad
una probabilita`. I nuovi individui andranno a sostituire un pari numero
di individui, costituendo difatti la nuova popolazione per la generazione (o
iterazione) successiva. Tale processo porta ad una evoluzione verso individui
che meglio si adattano all’ambiente, ovvero, all’insieme di soluzioni che meglio
rispondono al problema posto in partenza.
Queste soluzioni sono quelle che hanno maggiore probabilita` di trasmet-
tere i propri geni alle generazioni future. Il processo viene reiterato per un
numero x di volte fino a quando si raggiunge un’approssimazione accettabile
della soluzione al problema o si raggiunge il massimo numero di iterazioni fis-
sato. Questi algoritmi sono, per esempio, utilizzati in tecniche di intelligenza
artificiale, in robotica, nella bio-computazione, nello studio dell’evoluzione
dei sistemi cellulari paralleli, in particolari problemi di gestione e sistemi di
ottimizzazione in ingegneria.
Gli algoritmi genetici sono caratterizzati dalle seguenti proprieta`:
• possibilita` di risolvere problemi complessi senza una conoscenza a priori
del metodo di risoluzione;
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• capacita` di auto-modificazione nel caso in cui si abbia un cambiamento
nei parametri del problema trattato;
• capacita` di evolvere il sistema delle soluzioni mediante operatori iso-
morfi a quelli su cui si fonda l’evoluzione biologica.
I primi algoritmi evolutivi, progettati per la soluzione di problemi di ot-
timizzazione, non produssero risultati convincenti poiche` veniva data molta
importanza alla mutazione delle soluzioni, in accordo con i test di biologia dei
primi anni ’60 che mettevano in risalto l’operatore della mutazione piuttosto
che il processo riproduttivo per la generazione di nuovi geni. A meta` degli
anni ’60 un progresso significativo fu segnato dalla proposta di John Holland,
i cui algoritmi genetici sottolinearono per la prima volta l’importanza della
riproduzione.
In alcune applicazioni gli algoritmi genetici trovano buone soluzioni in
tempi ragionevoli. In altre possono impiegare giorni, mesi o anche anni per
trovare una soluzione accettabile. Ma poiche´ essi lavorano con popolazioni
di soluzioni indipendenti, e` possibile distribuire il carico computazionale su
piu` calcolatori/processori (secondo un pattern Master/Worker 1), che pro-
durranno simultaneamente diverse evoluzioni con la conseguente riduzione
dei tempi di calcolo.
Gli algoritmi genetici sono frequentemente utilizzati nei problemi di ot-
timizzazione per i quali non si conoscono algoritmi di soluzione di comples-
sita` lineare o polinomiale. Fondamentalmente, gli elementi costituenti un
algoritmo genetico sono:
1Pattern che modella l’esecuzione concorrente di task su una collezione di worker
identici, di fatto un farm.
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• Popolazione: costituita da un numero ni di individui. Ogni individuo
rappresenta una possibile soluzione al problema;
• Fitness : permette di valutare quanto una soluzione e` adatta a risolvere
il problema dato. E` una funzione F : P → V , dove P rappresenta la
popolazione e V puo` essere un sottoinsieme dei numeri interi N o dei
numeri reali R. Quindi, a ciascun individuo e` associato un valore di
fitness, a valori di F migliori corrispondono individui migliori;
• Principio di Selezione: ha il compito di selezionare gli individui della
popolazione (le possibili soluzioni) da sottoporre alla fase di evoluzio-
ne. I principi di selezione possono essere affidati totalmente al caso,
selezionando quindi individui qualsiasi o tenendo conto del loro valo-
re di fitness : per esempio la selezione per torneo oppure la selezione
per roulette [25] in cui le soluzioni con fitness maggiori/minori avran-
no possibilita` piu` elevate di partecipare alla riproduzione e quindi di
trasmettere alle future generazioni il proprio corredo genetico.
In particolare, la selezione per torneo si effettua partizionando la po-
polazione in gruppi di K ≥ 2 soluzioni scelte in modo casuale. Per
ogni gruppo viene selezionata la soluzione con fitness piu` alta/bassa,
a seconda se la funzione obiettivo (fitness) e` da massimizzare o mini-
mizzare. Nel particolare caso K = 2, si ha il torneo classico. Nella
selezione per roulette la popolazione e` rappresentata come una ruota
di roulette, suddivisa in settori. Ciascun individuo corrisponde a un






Il processo consiste nella simulazione di n lanci di una pallina e nel-
la selezione dell’individuo appartenente al settore scelto casualmente
dalla pallina. Sostanzialmente, in questo processo i migliori individui
avranno una porzione piu` grande della ruota (che puo` essere vista come
l’intervallo di probabilita` [0, 1]) e verranno quindi selezionati per essere
sottoposti agli operatori genetici con maggiore frequenza rispetto agli
individui peggiori.
In figura 3.1 si puo` osservare un esempio in cui gli individui 1 e 3, ri-
spettivamente identificati dalla zona blu e rossa, hanno una porzione
nel range di probabilita` notevolmente piu` grande rispetto agli altri in-
dividui della popolazione. Nel peggiore dei casi, questi due individui
saranno selezionati continuamente per divenire i genitori da sottoporre
all’operazione di crossover, escludendo difatti tutti gli altri e indiriz-
zando la convergenza verso soluzioni molto simili ad essi. Per evitare
una tale situazione, che potrebbe portare a stagnazione (convergen-
za rapida verso minimi locali), si potrebbe sviluppare un meccanismo
di invecchiamento che impone la scelta dello stesso individuo per un






Figura 3.1: Rappresentazione roulette.
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• Operatori Genetici : combinano gli individui delle diverse soluzioni al
fine di esplorare nuove zone dello spazio delle soluzioni. Una volta che
un gruppo di soluzioni viene individuato come idoneo alla riproduzio-
ne, l’operatore genetico di crossover combina l’informazione genetica
dei genitori formando cos`ı una nuova generazione di soluzioni. Un altro
operatore genetico largamente utilizzato e` la mutazione, essa agisce mo-
dificando casualmente uno o piu` geni dell’individuo su cui opera. L’uso
del crossover e` fondamentale perche` permette di combinare il corredo
genetico di almeno due individui per generare figli. In questo modo, le
generazioni successive porteranno nel loro corredo genetico caratteri-
stiche sviluppatesi nella generazione precedente. La mutazione, d’altro
canto, rappresenta la sola operazione per aggiungere variabilita` agli in-
dividui, e` l’unico modo per generare geni (quindi informazioni) che non
appartengono al corredo genetico della popolazione. In tal modo si per-
mette la formazione di nuove caratteristiche che potrebbero essere piu`
correlate con il sistema di appartenenza, spingendo difatti l’evoluzione
degli individui verso una condizione che piu` si adatta al sistema.
Lo schema generale di un algoritmo genetico puo` essere riassunto come segue:
begin
Inizializzazione della popolazione
Valutazione degli elementi della popolazione
repeat
1. Esegui il crossover degli individui scelti secondo opportuno criterio
2. Esegui la mutazione degli individui scelti secondo opportuno criterio
3. Esegui la clonazione dei migliori individui
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4. Valuta la fitness della nuova popolazione
5. Seleziona un sottoinsieme della popolazione in base alla fitness
until (soluzione raggiunta) or (numero massimo generazioni raggiunto)
end
I modelli principali per l’implementazione degli algortimi genetici paralleli
sono:
• modello globale: trattare il problema con una sola popolazione, occu-
pandosi di parallelizzare la funzione di valutazione e le fasi di evoluzio-
ne;
• modello ad isole: in cui si lavora in parallelo con piu` popolazioni -
multi-popolazione - od in cui si divide la popolazione in sottopopolazioni
indipendenti. In tal modo, il processo evolutivo avviene in parallelo fra
le varie isole. Si ha la possibilita` di mantenere una maggiore diversita`
genetica all’interno della popolazione complessiva, questo permette una
migliore esplorazione dello spazio delle soluzioni;
• modello diffusivo: la popolazione e` distribuita spazialmente, solitamen-
te su una griglia bidimensionale. L’i -esimo individuo e` sostituito nella
successiva generazione da un nuovo elemento generato applicando gli
operatori genetici ai suoi “vicini”. Questo modello permette agli ottimi
locali di non diffondersi velocemente all’interno dell’intera popolazione,
evitando una convergenza prematura.
Una variante del modello ad isole prevede di far migrare parte della popo-
lazione da un’isola ad un’altra. Con crossbinding si indica la tecnica che
prevede lo scambio incrociato di informazione fra le varie isole (attraverso
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lo scambio di messaggi durante l’elaborazione). Questa strategia permet-
te di aumentare leggermente la variabilita` genetica dell’intera popolazione,
riducendo il rischio del fenomeno di stagnazione (convergenza rapida verso
minimi locali). In letteratura si considerano due tipologie di migrazioni: o si
permette ad un individuo di raggiungere qualsiasi isola oppure occorre defi-
nire un concetto di “vicinanza” fra le isole e si permette la migrazione solo
verso quelle piu` vicine.
La politica di migrazione puo` essere implementata in differenti modi:
1. si puo` infatti imporre che solo una determinata percentuale lasci la
popolazione attuale;
2. si puo` richiedere la migrazione di individui con un valore di fitness al
di sopra o al di sotto di un valore specifico;
3. si puo` lasciare il verificarsi o meno dell’azione al caso, implementando
politiche di migrazione casuali.
Comunque, al fine di garantire una maggiore velocita` di convergenza: la quan-
tita` di individui da far migrare, il criterio di scelta di questi e la frequenza
di questi scambi sono strettamente dipendenti dal tipo di applicazione che
si sta implementando. Un alto numero di individui che migrano riconduce
la soluzione a quella dell’algoritmo operante su una sola popolazione, un nu-
mero troppo ristretto tende a non rimescolare opportunamente il patrimonio





FastFlow e` un framework per la programmazione parallela strutturata, per
sistemi multi/many-core a memoria condivisa, sviluppato dall’universita` di
Pisa e di Torino. FastFlow e` implementato come una libreria C++. Questa
scelta fornisce al programmatore la possibilita` di estendere o modificare (per
mezzo delle caratteristiche del paradigma di programmazione orientata ad
oggetti) le classi presenti nel framework, sfruttando cos`ı gli efficienti mec-
canismi di comunicazione (una delle caratteristiche principali di FastFlow)
messi a disposizione per implementare nuovi skeleton.
Questi meccanismi con bassa latenza sono particolarmente adatti per
computazioni a grana fine come quelle che vengono eseguite su stream di
pacchetti su reti di calcolatori ad alta banda. Il tempo di comunicazione sti-
mato per inviare un task fra due attivita` concorrenti FF (ammesso che uno
sia disponibile ad inviare e l’altro disponibile a ricevere) e` dell’ordine delle
decine di nanosecondi [10].
FastFlow e` stato progettato per fornire al programmatore dei pattern
efficienti che permettono, fra l’altro, di implementare applicazioni stream
parallel a grana fine. In particolare tale framework permette di sviluppare
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applicazioni dove il parallelismo da utilizzare e` espresso mediante costrutti
ad alto livello, consentendo al programmatore di non occuparsi di gestire i
meccanismi di basso livello per la gestione del parallelismo.
Il framework permette anche di implementare skeleton data parallel at-
traverso l’uso degli skeleton stream parallel offerti agli alti livelli della li-
breria (tale tecnica prende il nome di cross-skeleton template [9], come gia`
descritto nella sezione 2.3). L’intero framework di programmazione e` stato
incrementalmente sviluppato secondo un progetto a livelli che si appoggia
sul framework di programmazione Pthread/C++. Un primo livello, sim-
ple streaming networks, fornisce un’efficiente coda lock-free single-producer
single-consumer (SPSC). Tutto FastFlow si basa su meccanismi di sincroniz-
zazione lock-free. Per poter dare una definizione di lock-free introduciamo
prima il concetto di non-blocking.
Un algoritmo e` definito non-blocking se e` garantito che i thread, che so-
no in competizione per acquisire una risorsa condivisa, non rimanderanno
indefinitamente la loro esecuzione a causa della mutua esclusione. In tali
algoritmi una struttura dati e` sempre accessible da tutti i processi e quelli
inattivi (temporaneamente o permanentemente) non possono renderla inac-
cessibile. E` garantito che dei processi attivi saranno in grado di completare
un’operazione in un numero finito di passi. Un algoritmo lock-free garantisce
il progresso di almeno uno dei thread in esecuzione. Questo significa che dei
thread possono essere ritardati arbitrariamente, almeno uno progredisce ad
ogni passo (contribuendo in tal modo ad evitare deadlock). Quindi l’intero
sistema fa sempre progressi, sebbene alcuni thread potrebbero progredire piu`
lentamente rispetto ad altri.
Tradizionalmente l’approccio usato nella programmazione multithreading
si basa sull’utilizzo di meccanismi lock per sincronizzare gli accessi alle strut-
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ture dati condivise, utilizzando per esempio: mutex, semafori, monitor, ecc...
Se un thread tenta di acquisire una risorsa in possesso di un altro thread,
sara` sospeso finche` il lock sulla risorsa non sara` rilasciato.
Un thread bloccato non puo` effettuare nessuna operazione finche` non gli
e` nuovamente permesso. I continui cambi di contesto, dovuti all’alternarsi
dei thread, aggiungono overhead che influenzano i costi di esecuzione soprat-
tutto nelle computazioni a grana fine. Oltretutto, il non corretto uso dei
meccanismi di sincronizzazione potrebbe portare a situazioni di deadlock o
starvation.
Nella libreria POSIX le operazioni di sincronizzazione come la lettura e
la scrittura su code condivise SPSC vengono realizzate utilizzando mutex
e condition. Viceversa, FastFlow mette a disposizione dei meccanismi di
comunicazione molto piu` leggeri. Per esempio, le scritture e le letture dalle
code FIFO singolo-produttore singolo-consumatore non richiedono l’utilizzo
di alcun meccanismo di lock. Nel caso in cui un thread cerchi di leggere da
una coda vuota il flusso di controllo e` immediatamente ritornato, con l’esito
del fallimento dell’operazione di lettura, senza che tale thread venga in alcun
modo sospeso.
Il livello simple streaming networks puo` essere utilizzato come primo li-
vello del supporto run-time: il canale di comunicazione e` asincrono (essendo
lock-free) e le operazioni di lettura e scrittura sono non bloccanti (algoritmo
di Lamport [28]). Utilizzando FastFlow a questo livello e` possibile costruire
reti di comunicazione (a basso livello) in modo del tutto simile a quando si
programma usando i thread POSIX.
Il secondo livello, l’arbitrary streaming networks, fornisce implementazio-
ni lock-free per code single-producer multiple-consumer (SPMC), multiple-
producer single-consumer (MPSC) e multiple-producer multiple-consumer
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(MPMC) sopra la SPSC implementata nel primo livello.
Figura 4.1: Code SPMC, MPSC e MPMC.
Le comunicazioni 1:N, N:1, N:M possono essere realizzate usando, per esem-
pio, meccanismi di lock che incapsulano: le scritture sulle singole code SPSC,
nel caso N:1, e le letture sulle singole code SPSC, nel caso 1:N. Cos`ı facen-
do, ovviamente, si paga un overhead dovuto alla sincronizzazione diretta per
l’accesso alla sezione critica.
In un approccio lock-free, risulta necessario l’utilizzo di operazioni atomi-
che per forzare la corretta serializzazione degli aggiornamenti dei produttori
e dei consumatori alla fine della coda. In FastFlow le comunicazioni 1:N, N:1,
N:M sono realizzate tramite un thread arbitro senza l’impiego di meccanismi
di lock. Infatti, nel caso SPMC sara` un unico thread produttore - chiamato
emitter - che decidera` di inviare i dati ad un ben determinato consumatore
(precisamente scrivendo i dati nella relativa coda SPSC dedicata per la comu-
nicazione fra il produttore e tale consumatore). Invece, per quanto riguarda
le code MPSC, sara` il thread consumatore - chiamato collector - che andra` a
prelevare i dati dalla relativa coda SPSC del produttore. Infine, per le code
MPMC, il thread arbitro - chiamato collector-emitter (CE) - si comporta sia
da produttore che da consumatore.
Il terzo livello, lo streaming networks patterns, fornisce i comuni pattern
stream parallel: il pipeline ed il farm. Specializzando questi si possono imple-
mentare pattern piu` complessi come per esempio: divide and conquer, map
e reduce.
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Per supportare lo sviluppo di applicazioni parallele su multi-core a memoria
condivisa il framework fornisce due possibilita` di utilizzo:
• astrazione di skeleton: per implementare applicazioni completamente
modellate secondo i concetti degli skeleton algoritmici. Bisogna scrive-
re l’applicazione fornendo, sia il codice funzionale (wrappato in un’op-
portuna sottoclasse ff node) sia la composizione di uno o piu` skele-
ton che modellano il pattern voluto. Fatto cio`, occorre far partire la
computazione aspettando che termini;
• acceleratore: usato per parallelizzare solo delle parti di un’applicazione
esistente. In questo caso il programmatore fornisce una composizione
di skeleton che gira sui core disponibili ed implementa una versione
parallela accelerata della funzione da calcolare. Puo` essere orchestrata
usando codice asincrono, quindi delegando la richiesta e chiedendo i
risultati solo quando servono. E` uno strumento software che puo` es-
sere usato per velocizzare porzioni di codice usando i core inutilizzati
dall’applicazione principale.
La libreria e` realizzata utilizzando l’approccio basato sui template, in cui le
attivita` interne di uno skeleton sono realizzate da un insieme di thread. Piu`
formalmente si definisce process template [9] una rete parametrica di attivita`
concorrenti, definita da un grafo G = (N,A) dove gli ni ∈ N rappresentano
le attivita` concorrenti ed A e` un insieme di coppie { (h, k) ∈ A } che denotano
la comunicazione fra il nodo nh ∈ N e nk ∈ N .
4.1 Performance
In questa sezione, si da` una breve descrizione sulle performance raggiun-
te utilizzando FastFlow per costruire un programma parallelo sfruttando gli
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Figura 4.2: Architettura di FastFlow.
skeleton forniti oppure usando FF come acceleratore software. Quando si usa
il pattern farm ci si aspetta che l’incremento delle prestazioni sia proporzio-
nale al numero dei worker usati (ovvero al grado di parallelismo). Bisogna
considerare determinati fattori che possono portare ad avere prestazioni non
concordi alle aspettative.
Infatti, si ricorda che porzioni di codice seriale rappresentano un limite
in base a quanto stabilito dalla legge di Amdhal (sezione 2.6.1). Oltretutto,
in questo pattern il grado di parallelismo non e` facilmente identificabile in
quanto lavorando su uno stream non si sa quando i dati siano disponibili
(come descritto nella 2.2). Un grado di parallelismo troppo basso limiterebbe
lo speedup - non sfruttando il parallelismo - mentre un grado troppo alto
porterebbe ad un decremento dell’efficienza. In quest’ultimo caso, i task non
si presentano sullo stream di input ad una velocita` adatta a non far rimanere
inattivi i worker. Un altro problema da considerare, per esempio, si verifica
quando il tempo di computazione della funzione assegnata al worker e` minore
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del tempo di invio e di recupero del task da parte dell’emitter.
Assumiamo che queste problematiche non siano presenti nell’applicazione
sviluppata. Allora, sia Tseq il tempo per computare m task sequenzialmente,




Nel caso in cui l’applicazione usi il pattern pipeline, il tempo di servizio TS
aspettato e` Ts = max{Ts1 , Ts2 , ..., Tsk}. La computazione di m costa quindi
m · Ts. Lo speedup diventa:
m · ∑ki=1 Tsi




max{Ts1 , Ts2 , ..., Tsk}
Nell’eventualita` in cui la computazione effettuata dagli stage usati sia bilan-
ciata, stesso ordine di costo per calcolare le diverse funzioni che corrispondono
agli stadi del pipeline, lo speedup si puo` approssimare a k. Infatti se Tsi e` il




rapporto che semplificato e` uguale a k.
4.2 Parallel design patterns
I parallel design pattern sono stati introdotti nei primi anni ’00 con l’obiet-
tivo di fornire soluzioni a problemi paralleli ricorrenti. Rappresentano un
modo ingegnerizzato di considerare il problema connesso allo sfruttamento
del parallelismo. Un design pattern e` una rappresentazione di un problema
comune con una soluzione efficiente e collaudata per quel problema. Compa-
iono usualmente nella programmazione ad oggetti anche se l’idea e` generale
e puo` essere applicata a differenti modelli di programmazione. Un pattern
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in questo ambito non e` un vero e proprio costrutto ma consiste in un “buon
modo” (un consiglio) per strutturare la propria applicazione, il programma-
tore che segue tale “consiglio” otterra` un’applicazione piu` facile da riusare e
da mantenere. Un parallel design pattern e` descritto da un preciso insieme
di elementi, il cui significato e` qui spiegato:
• problem: il problema da risolvere;
• context : il contesto dove il pattern puo` essere opportunamente usato;
• forces : le differenti caratteristiche che influenzano il parallel design
pattern;
• solution: una descrizione di una o piu` soluzioni possibili al problema
risolto dal pattern.
Uno degli aspetti piu` interessanti relativi ai parallel design pattern e` che
questi partizionano lo spazio di progettazione in quattro parti:
• finding concurrency : include i parallel design pattern che modellano
differenti generi di attivita` parallele o concorrenti che possono essere
usate in un’applicazione parallela;
• algorithm structure: contiene i parallel design pattern che modellano i
ricorrenti pattern degli algoritmi paralleli;
• supporting structure: include i parallel design pattern che possono
essere usati per implementare i pattern del livello precedente;
• implementation mechanisms : contiene i pattern che modellano i mec-
canismi di base usati per implementare un’applicazione parallela.
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L’importanza di tale struttura di progettazione risiede sulla separazione dei
problemi: il programmatore dell’applicazione lavorera` nei primi due livelli
e quindi nel dominio dell’applicazione ignorando difatti l’architettura uti-
lizzata. Viceversa, il programmatore di sistema lavorera` negli ultimi due
livelli.
4.3 Pattern pool evolution
Tale pattern e` stato proposto ed introdotto in FastFlow, come spiegato in [4],
perche´ cattura differenti contesti di utilizzo. Quelli legati agli algoritmi evolu-
tivi e quelli legati a computazioni simboliche. Come visto nella sezione 4.2, lo
spazio di progettazione puo` essere diviso in quattro parti: finding concurrency
che modella i differenti tipi di attivita` parallele/concorrenti che possono essere
usate nell’applicazione parallela, algorithm structure che modella i differenti
algoritmi ricorrenti, supporting structure che include i pattern usati per im-
plementare quelli del livello precedente e per finire l’implementation mecha-
nisms che modella i meccanismi base usati per implementare un’applicazione
parallela.
Il pool evolution, visto che modella un ben preciso algoritmo parallelo,
appartiene al secondo spazio di progettazione elencato. Questo pattern non
solo e` utile a rappresentare algoritmi genetici ma anche tutte quelle appli-
cazioni che, per fornire un risultato, iterano l’applicazione di determinate
funzioni, nella fase di evoluzione, (che siano crossover, mutazioni o che dir si
voglia) fino al verificarsi di una qualche condizione di terminazione. L’idea e`
quindi illustrata dal seguente pseudocodice:
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begin








E` quindi un processo iterativo in cui l’i -esima iterazione lavora su cio` che
e` computato dall’iterazione (i-1)-esima. Evidenziamo le caratteristiche pe-
culiari di questo processo:
• Pop: e` l’input che viene sottoposto alla fase di selezione ed i cui ri-
sultati sono sottoposti ad evoluzione al fine di evolvere verso una po-
polazione “migliore” newPop, che meglio si adatta alle caratteristiche
che l’ambiente gli richiede. Tale popolazione subisce un filtraggio e
l’output si integra o no (a seconda della strategia seguita) con parte
della popolazione iniziale per andare a formare l’input dell’iterazione
successiva;
• selection: e` una funzione che identifica gli individui che devono sot-
toporsi alla fase di evoluzione. Puo` essere implementata utilizzando,
per esempio, la funzione identita` oppure una qualsiasi altra funzione,
che predilige un individuo ad un altro in base al valore di uno o piu`
attributi, etc...;
• Evolution: racchiude tutti gli operatori necessari a modificare e quin-
di garantire l’evoluzione della popolazione. E` embarassingly paral-
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lel in quanto un solo individuo od un gruppo di questi puo` evolvere
indipendentemente dagli altri selezionati;
• filter : e` anch’essa una selezione, crea la nuova popolazione per l’itera-
zione successiva filtrando in base a qualche parametro (valore di fitness
per esempio). Si possono utilizzare diverse tecniche. Per esempio:
all’insieme sottoposto ad evoluzione si possono integrare gli individui
dell’iterazione precedente (i genitori), oppure si possono creare nuovi
individui, o si puo` decidere di ridurre la dimensione della popolazione
considerando solo l’output dell’evoluzione, etc. . . ;
• termination: verifica che le condizioni di terminazione siano soddisfat-
te, il tal caso si arresta il processo di evoluzione. La terminazione e`
generalmente implementata in modo sequenziale.
In questo pattern e` possibile sviluppare l’applicazione personalizzando i com-
portamenti delle varie fasi, infatti: e` possibile effettuare la fase di selection
e/o quella di filter sequenzialmente parallelizzando la sola evolution oppure
una od entrambe queste fasi possono essere parallelizzate, utilizzando op-
portunamente l’implementazione del parallel for (sezione 4.4) presente in
FastFlow, ottenendo una sequenza di farm. La selection e la filter possono
essere viste come delle vere e proprie MapReduce. Nella selection, per esem-
pio, in fase di map si valutano gli elementi ed in fase di reduce si filtra in
base a cio` che si desidera. Map e MapReduce sono implementate utilizzando
il pattern ParallelForReduce (vedi sezione 4.4) che permette la paralleliz-
zazione efficiente di parallel for e parallel for con riduzione, implementato
utilizzando un farm con feedback. Ovvero un farm il cui emitter E schedula
i task ai worker che eseguono il loro calcolo e spediscono l’output nuovamente
all’emitter E.
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Nella filter, si possono utilizzare diverse tecniche in base al problema affron-
tato. In caso di stagnazione e` possibile, per esempio, rimpiazzare alcuni
individui generandone di nuovi o clonando i migliori della popolazione attua-
le. Altrimenti si possono semplicemente integrare gli individui dell’iterazione
i -esima con quelli ottenuti applicando gli operatori di evoluzione a questi,
unendo cos`ı figli e genitori per l’iterazione successiva.
Un altro aspetto da considerare riguarda la dimensione della popolazione.
Alcuni algoritmi genetici lavorano con popolazione di dimensione costante
mentre altri tendono a modificare la dimensione durante le iterazioni. La
gestione di tale situazione e` lasciata al programmatore che usa il pattern, e`
infatti compito suo gestire eventuali allocazioni o deallocazioni di memoria.
Il pattern pool evolution e` fornito con due costruttori (mostrati in figu-
ra 4.3): uno che supporta l’esecuzione stand-alone dello stesso, processando
solo la popolazione di input specificata come parametro; l’altro che supporta
l’esecuzione su popolazioni che appaiono sullo stream di input. Inoltre, ad
un’istanziazione della classe poolEvolution e` possibile associare un ambiente
esterno di tipo env t contenente tutte le informazioni globali necessarie alle
varie fasi descritte dell’intero processo ed interamente personalizzabile dal-
l’utente a seconda delle richieste dell’applicazione. Il tipo env t e` passato
come parametro del template e l’oggetto ambiente e` passato al costruttore
del pool.
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/∗ cons t ruc tor : to be used in non−streaming app l i c a t i o n s ∗/
poo lEvo lut ion ( s i z e t maxp , /∗ maximum pa r a l l e l i sm degree in a l l phases ∗/
std : : vector<T> &pop , /∗ the i n i t i a l popu la t ion ∗/
s e l e c t i o n t s e l , /∗ the s e l e c t i o n func t i on ∗/
e v o l u t i o n t evol , /∗ the e vo l u t i on func t i on ∗/
f i l t e r i n g t f i l , /∗ the f i l t e r func t i on ∗/
t e rm ina t i on t term , /∗ the terminat ion func t ion ∗/
const env t &E = env t ( ) ) ; /∗ user ’ s environment ∗/
/∗ cons t ruc tor : to be used in streaming app l i c a t i o n s ∗/
poo lEvo lut ion ( s i z e t maxp , /∗ maximum pa r a l l e l i sm degree in a l l phases ∗/
s e l e c t i o n t s e l , /∗ the s e l e c t i o n func t i on ∗/
e v o l u t i o n t evol , /∗ the e vo l u t i on func t i on ∗/
f i l t e r i n g t f i l , /∗ the f i l t e r func t i on ∗/
t e rm ina t i on t term , /∗ the terminat ion func t ion ∗/
const env t &E = env t ( ) ) ; /∗ user ’ s environment ∗/
Figura 4.3: Costruttori del pattern pool evolution di FastFlow.
4.4 Pattern parallel for
Lo skeleton che implementa il PARFOR [7] e` un farm con feedback, in
cui i canali di comunicazione sono come, al solito, implementati utilizzan-
do una coda SPSC lock-free. Il thread forSched implementa la politica di
schedulazione dei task. Un task e` semplicemente una coppia di long int
< start, stop > che definisce una porzione del range delle iterazioni del loop.
I thread dei worker ricevono i task su richiesta, eccetto per i primi. Lo
schedulatore spedisce un nuovo task ai worker solo se il precedente task as-
segnato al worker e` tornato indietro attraverso il canale di feedback. Tale
politica assicura di lavorare in modo ben bilanciato fra i thread worker senza
la necessita` di implementare tecniche piu` complesse e costose.
La politica di scheduling attualmente implementata lavora come segue: le
iterazioni sono divise in porzioni di uguale dimensione, logicamente porzioni
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contigue sono assegnati allo stesso thread provando ad eguagliare il piu` pos-
sibile il numero di porzioni per ogni thread nel pool. Il forSched - durante la
computazione del ciclo for - spedisce parti ai worker su richiesta. Se forSched
non ha nessuna porzione di iterazione da fornire al thread richiedente, prova
a sottrarne una parte ad un altro thread (tale tecnica e` nota come job stea-
ling). Per implementare questa politica, una tabella di task - contenente sia
gli indici < minimo, massimo > (dell’iterazione) da eseguire che il numero
di task attualmente disponibili - e` mantenuta come struttura dati privata nel
forSched. L’obiettivo principale di tale politica di schedulazione e` quello di
provare ad ottenere un buon trade-off tra il bilanciamento di carico e l’asse-
gnazione di una parte dell’iterazione allo stesso thread. Quest’ultima, e` un
fattore importante per le performance nei sistemi con cache condivisa perche`
aumenta la probabilita` di trovare i dati cercati in uno dei livelli di cache pre-
senti. E` implementata usando una tabella contenente una entry per ciascun
thread worker. Cos`ı facendo, si riduce l’overhead di comunicazione dovuto
all’indirizzamento dei dati non locali su piattaforme NUMA (non-uniform
memory access). Nell’implementazione di PARFOR non e` presente nessuna






Figura 4.4: Pattern parallel for di FastFlow.
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Modello ad isole con
sottopopolazioni
Nella sezione 4.3 si e` discusso del pattern pool evolution evidenziandone le
caratteristiche ed i diversi contesti di utilizzo. L’articolo [4], accenna all’i-
dea di realizzare un’implementazione per trattare la possibilita` di lavorare
in parallelo con sottopopolazioni. Questo capitolo provvede a fornire tale
estensione come un pattern di FastFlow, descrivendo i dettagli implementa-
tivi e spiegando i cambiamenti apportati alla struttura del pattern esistente
che opera su singola popolazione. Il risultato ottenuto permette quindi di
implementare quello che nel paradigma genetico viene chiamato modello ad
isole.
Spieghiamo brevemente quali sono i passi fondamentali per implementare
tale modello. La struttura dati fornita in input al costruttore, contenente
gli individui, e` partizionata nel numero di isole richieste che coincide con
il grado di parallelismo nE che si vuole utilizzare. Su ciascuna partizione
e` applicato il processo di evoluzione, descritto nella sezione 4.3, finche` si
raggiunge l’ottimo cercato, se conosciuto, oppure finche` non sono trascorse
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un certo numero di iterazioni (parametro passato al costruttore della classe)
attivando il processo di scambio degli individui fra le isole. Questa operazione
e` permessa da un metodo definito dal programmatore, secondo la politica da
lui ritenuta piu` adatta, che e` passato al costruttore della nuova classe.
Entrando nel dettaglio, nel pattern pool evolution presente in FastFlow,
la fase di selezione prevede la creazione di nuovi individui da sottoporre all’e-
voluzione. Nel caso in cui si lavori con computazioni a grana fine, questa fase
puo` trasformarsi in un vero e proprio “collo di bottiglia”. Per questa ragio-
ne, si e` scelto di ridurre il piu` possibile il numero di allocazioni/deallocazioni
di memoria; la soluzione fornita opera con puntatori ad oggetti. Al pro-
grammatore e` richiesto di definire, all’interno della sua classe rappresentante
l’individuo, un metodo Clone() che si occupa di effettuare una clonazione
in profondita` dell’oggetto stesso. All’interno del metodo svc() (presente in
tutte le classi che estendono un ff node e che definisce il codice funzionale
dell’applicazione) del nuovo pattern si usa l’operazione di clonazione del-
l’intera popolazione per creare il vettore buffer passato agli operatori per
l’evoluzione.
Dopo aver controllato che il metodo per confrontare gli ambienti sia stato
correttamente definito, si passa per il metodo termination(). Se le condi-
zioni non sono soddisfatte, si procede ad utilizzare il pattern ParallelFor-
Reduce presente in FastFlow (descritto nella sezione 4.4) per delegare la
computazione delle partizioni di input alle nE isole .
In ciascuna di queste si seguono i passi descritti nella sezione 4.3, ovvero
(tralasciando le variabili introdotte per trattare correttamente gli accessi alla
struttura globale) si applicano i metodi selection(), evolution() e filter() pas-
sati al costruttore. Una prima differenza da sottolineare tra la nuova versione
e la vecchia riguarda la fase di evoluzione; sebbene questa libreria definisca
57
Capitolo 5. Modello ad isole con sottopopolazioni
una classe che eredita dal pattern pool evolution presente nel framework, e`
stato fornito un nuovo metodo di evoluzione che opera su una partizione piut-
tosto che su un singolo individuo. Gli operatori genetici, come per esempio il
crossover, solitamente necessitano di almeno due individui per poter operare
correttamente. Quindi, il nuovo metodo di evoluzione riceve in input:
• un’istanza della classe ParallelForReduce;
• un vettore di individui;
• l’eventuale ambiente;
• un intero indicante l’isola di appartenenza.
Il tipo di evoluzione dipende dal programmatore che puo` decidere di la-
vorare sequenzialmente sul vettore ricevuto in input od usare opportuna-
mente l’istanza del ParallelForReduce per aggiungere un ulteriore grado di
parallelismo all’interno dell’isola.
Per realizzare il modello ad isole spiegato nella sezione 3.2 sono sta-
ti aggiunti al costruttore (mostrato in figura 5.1) del pool evolution due
parametri:
• delta: e` un intero che indica la frequenza di scambio (tale valore deve
essere maggiore di 0 viceversa l’errore “delta must be greater than 0.”
sara` segnalato). Come gia` descritto, al compiersi di delta iterazioni
(se il numero delle sottopopolazioni e` maggiore di 1) si rimescolano le
informazioni fra le varie isole;
• mix(): e` il metodo usato per rimescolare (far migrare) gli individui nel
modo ritenuto piu` consono dal programmatore. Il metodo riceve in
input due vettori, quello contenente tutti gli individui iniziali e quel-
lo ottenuto per clonazione. Sia l’offset uguale al numero totale degli
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individui diviso il numero delle sottopopolazioni, l’i -esima isola con-
tiene gli individui compresi nell’intervallo [i · offset; (i + 1) · offset− 1]
del vettore. Il programmatore puo` eseguire l’operazione di rimescola-
mento dell’informazione tra le isole i e k, selezionando e scambiando
un individuo appartenente all’intervallo [i · offset; (i + 1) · offset− 1] con
uno appartenente all’intervallo [k · offset; (k + 1) · offset− 1]. Se si vuole
mantenere la stessa informazione tra le isole del vettore iniziale e quel-
le del vettore ottenuto per clonazione occorre applicare l’operazione ad
entrambe le strutture dati.
/∗ cons t ruc tor : to be used in non−streaming app l i c a t i o n s ∗/
poolEvolut ionE ( s i z e t maxp , /∗ maximum pa r a l l e l i sm degree in a l l phases ∗/
std : : vector<T> & pop , /∗ the i n i t i a l popu la t ion ∗/
pool : : s e l e c t i o n t s e l , /∗ the s e l e c t i o n func t i on ∗/
evo l u t i on tp evolP , /∗ the e vo l u t i on func t i on ∗/
pool : : f i l t e r i n g t f i l , /∗ the f i l t e r func t i on ∗/
pool : : t e rm ina t i on t term , /∗ the terminat ion func t ion ∗/
mix t m, /∗ the mixing func t i on ∗/
s i z e t d , /∗ the mixing frequency ∗/
const env t &E = env t ( ) ) ; /∗ user ’ s environment ∗/
/∗ cons t ruc tor : to be used in streaming app l i c a t i o n s ∗/
poolEvolut ionE ( s i z e t maxp , /∗ maximum pa r a l l e l i sm degree in a l l phases ∗/
pool : : s e l e c t i o n t s e l , /∗ the s e l e c t i o n func t i on ∗/
evo l u t i on tp evolP , /∗ the e vo l u t i on func t i on ∗/
pool : : f i l t e r i n g t f i l , /∗ the f i l t e r func t i on ∗/
pool : : t e rm ina t i on t term , /∗ the terminat ion func t ion ∗/
mix t m, /∗ the mixing func t i on ∗/
s i z e t d , /∗ the mixing frequency ∗/
const env t &E = env t ( ) ) ; /∗ user ’ s environment ∗/
Figura 5.1: Costruttore della classe dell’estensione del pattern pool
evolution.
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Nella nuova classe si definiscono i seguenti attributi e metodi:
• loopevol tmp: un vettore di istanze del pattern ParallelForReduce (di
dimensione pari al numero delle isole), ciascuno operante su una parti-
zione. Permette di definire un ulteriore grado di parallelismo sulle isole
per le fasi descritte in sezione 4.3;
• nwE : e` un intero che indica il grado di parallelismo da usare all’interno
di ogni isola (partizione);
• env tmp: e` un vettore di ambienti (di dimensione pari al numero delle
isole), in posizione i -esima e` presente l’ambiente locale dell’isola i ;
• compareE(): e` un metodo che deve essere fornito per permettere un
confronto fra gli ambienti delle varie isole (NULL di default. Qualora il
numero di processing element utilizzati sia maggiore di 1 e` richiesta ob-
bligatoriamente la sua definizione, viceversa l’errore “compareE() must
be defined.” sara` segnalato). La compareE() e` fondamentale per la
gestione dell’ambiente globale; quando si decide di rimescolare gli indi-
vidui, l’ambiente globale va opportunamente aggiornato con le informa-
zioni del miglior ambiente locale. Per determinare il miglior ambiente
locale va, dunque, fornito un opportuno operatore di confronto fra gli
ambienti: il metodo CompareE();
• setCompareE(e): e` un metodo usato per settare compareE() con il
paramentro e passato in input;
• enablePR(nwE): metodo a cui si passa in input un intero indicante il
grado di parallelismo da usare per inizializzare le istanze del pattern
ParallelForReduce nell’eventuale MapReduce (visto nella sezione 4.3)
effettuata su ciascuna isola;
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• setIte(i): prende in input un intero, usata per settare il numero massi-
mo di iterazioni dell’algoritmo (se previste);
• getIte(): restituisce il numero di iterazioni massime previste (valore di
default INT MAX ).
Per il corretto aggiornamento dell’ambiente, il programmatore deve fornire
all’interno della classe rappresentante l’ambiente env l’overload dell’operatore
di assegnamento. Questo deve essere definito in modo da poter effettuare una
copia in profondita` dell’oggetto.
Spostiamo l’attenzione sull’operazione di migrazione. Questa, da un pun-
to di vista teorico, puo` incidere su due aspetti: riattivare il processo di evo-
luzione nel caso in cui ci si trovi in fase di stagnazione (convergenza su un
minimo locale ed impossibilita` di allontanarsi da questo) e cercare di aumen-
tare la velocita` di convergenza verso l’ottimo globale. Entrambi gli aspetti
dipendono dall’aumento di variabilita` nelle sottopopolazioni indotto dal ri-
mescolamento degli individui. Questa operazione risulta vantaggiosa (fon-
damentale in alcuni casi) per tutti quei problemi particolarmente sensibili
alle variazioni delle soluzioni. In sintesi: un’isola che riceve individui - i cui
caratteri differiscono dalla media degli abitanti e che meglio si adattano al-
l’ambiente circostante - si modifichera` di conseguenza tendendo verso questi,
migliorando cos`ı le sue caratteristiche complessive.
Va posta molta attenzione sul grado di parallelismo utilizzato e quin-
di del numero di isole da considerare. Se, infatti, da un lato e` vero che
ad un grado di parallelismo maggiore corrisponde una maggiore velocita` di
completamento dell’algoritmo, dall’altro lato e` anche vero che un grado di
parallelismo troppo elevato crea un grande numero di isole contenenti ciascu-
na pochi individui. In questa situazione, non si ha la necessaria variabilita`
locale per garantire l’evoluzione (per esempio: un’operatore come il crosso-
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ver si troverebbe a far accoppiare sempre gli stessi individui incrociando gli
stessi patrimoni genetici) rallentando difatti la velocita` di convergenza. Una
possibile soluzione consiste nell’aumentare la frequenza di scambio; questa,
pero`, porta ad avere una situazione analoga a quella della versione che opera
su una singola popolazione.
Spostiamo l’attenzione alla fase di filtraggio. Al metodo filter, si passa
un riferimento sia alla popolazione di input che alla struttura contenente gli
elementi selezionati dalla struttura creata dalla clonazione. Il programmato-
re deve aver chiaro che le modifiche agli individui di input (qualsiasi tipo di
aggiornamento: incremento o decremento attributi, copie degli individui mi-
gliori, etc...) vanno opportunamente gestite in questo metodo e quindi sono
sotto la sua responsabilita`. Viceversa, essendo l’evoluzione svoltasi sull’area
di memoria temporanea buffer, le modifiche non saranno trasferite sull’area
di input.
La libreria e` implementata preoccupandosi di gestire correttamente gli
aggiornamenti sui vettori input e buffer ogni qual volta il controllo passi dal-
l’isole alla struttura centrale. Questo perche` non e` stato posto nessun vinco-
lo ne´ sulla dimensione della popolazione ne´ sull’allocazione/deallocazione di
oggetti in memoria.
La figura 5.2 mostra la versione del pattern presente in FastFlow in cui
le fasi di selezione e filtraggio (rispettivamente S1,..., SN e F1,..., FN, sono
qui rappresentate utilizzando il pattern MapReduce ma possono semplificarsi
ad un singolo nodo). La figura 5.3 invece mostra, in verticale per chiarezza,
la nuova versione ottenuta dall’estensione descritta in questo capitolo; la
struttura pertanto cambia passando da una sequenza di farm (o singola farm)
ad un farm in cui ogni worker e` un pattern pool evolution (sequenza di farm
o singola farm).
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Figura 5.2: Pattern pool evolution di FastFlow. Ciascun cerchio rappre-
senta un thread, le frecce rappresentano i canali di comunicazione che sono
implementati per mezzo dei buffer lock-free di FastFlow. T indica il thread
che si occupa di valutare le condizioni di terminazione, con SK si indicano
i thread che si occupano della fase di selezione, con EK quelli della fase di
evoluzione e con FK quelli della fase di filter.
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In questo capitolo si mostrano una serie di problemi affrontabili secondo la lo-
gica del nuovo pattern descritto nella sezione 5. Le applicazioni implementate
sono:
• Hello world genetic;
• Minimum of a function;




Per ognuna di queste, nelle sezioni che seguono, si specificano i dettagli im-
plementativi e si riporta una breve descrizione: della codifica usata per rap-
presentare gli individui, degli operatori genetici di crossover e mutazione




Le soluzioni fornite sono state sviluppate secondo il paradigma genetico,
quindi ogni problema si e` trasformato in un problema di ottimizzazione da
minimizzare o massimizzare, utilizzando una popolazione di dimensione co-
stante. A tal fine, la fase di selezione del pattern applica la funzione identita`
f(x) = x e quella di filtraggio fa sopravvivere i migliori individui confron-
tando genitori e figli. Le condizioni di terminazione e gli operatori genetici
cambiano in base all’applicazione in esame. Come gia` detto nel capitolo 5,
tutte le classi usate per rappresentare gli individui contengono al loro interno
la definizione del metodo Clone() per clonare la popolazione iniziale.
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6.1 Hello world genetic
Il problema consiste nel ricostruire in maniera genetica una stringa data. Gli
esperimenti sono condotti sulla stringa ottenuta prendendo i primi 1153 ca-
ratteri da Il cinque maggio (di A. Manzoni).
vXdW tl myk genio r tacqul → vide il mio genio e tacque
Figura 6.1: Esempio di ricostruzione della stringa.
Segue una descrizione degli aspetti cruciali.
Popolazione
Rappresenta gli individui soggetti agli operatori genetici, ovvero i candidati
a rappresentare la soluzione al problema. Ogni individuo e` l’istanza di una
classe che ha un array di caratteri di lunghezza pari a quella della stringa da
ricostrurire, 1153, ed un campo intero che rappresenta la bonta` della solu-
zione.
Crossover
E` un’operatore genetico che lavora su piu` di un individuo per volta. In questa
implementazione ne riceve due in input e si occupa di crearne altri due come
combinazione dei genitori. Il crossover e` fondamentale per la convergenza, gli
individui creati continuano ad avere parte dell’informazione (codice genetico)
dei genitori. Solitamente un crossover su stringhe crea due figli assegnando-
gli le parti alternate dei genitori sezionati in n punti (punti di taglio) generati
in modo casuale. In questa soluzione l’operatore e` implementato con 1 solo
punto di taglio (generato in modo random tra 0 e la dimensione della stringa




E` un’operatore genetico utile ad aggiungere variabilita` alla popolazione. Pre-
so un individuo in input, si genera una posizione random nell’array (tra 0 e la
dimensione della stringa da ricostruire), il carattere presente in tale posizione
e` sostituito con un altro generato anch’esso in modo casuale. E` applicato con
probabilita` pm = 0, 9.
Selezione
Ad ogni iterazione va selezionata la porzione di popolazione soggetta agli
operatori genetici. Oltre alla funzione identita`, gia` descritta all’inizio di que-
sto capitolo, una selezione e` realizzata applicando gli operatori genetici (agli
elementi della popolazione) con una data probabilita`. Inoltre, per evitare di
far generare figli sempre alle stesse coppie, ogni sottopopolazione e` soggetta
ad una permutazione degli individui.
Fitness
La funzione di valutazione usata per attribuire un valore indicante la bonta`
dell’individuo. In questo caso e` implementata calcolando la distanza di Ham-
ming fra le due stringhe, ovvero il numero di caratteri differenti tra l’individuo
generico e la stringa ottima (quella da ricostruire). Valori minori indicano
una distanza minore dalla stringa ottima, quindi individui migliori. In tal
caso si rientra nella categoria dei problemi di minimizzazione in cui si conosce
il minimo da ottenere. In questo caso la soluzione ottima ha fitness pari a 0.
Terminazione
Le condizioni di terminazione dell’algoritmo sono due. Il processo di evoluzio-
ne genera un individuo con valore di fitness uguale a 0 (ovvero si e` ricostruita
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6.2 Minimum of a function
Figura 6.2: f(x) = ecos(x) + x3.
Il problema consiste nel calcolare il minimo di una funzione data in input, in
uno specifico intervallo di ricerca [a, b].
Popolazione
Rappresenta gli individui soggetti agli operatori genetici, ovvero i candidati
alla soluzione del problema. Gli individui sono rappresentati come una cop-
pia (x, f(x)). Per la fase di generazione si e` scelto di partizionare equamente
l’intervallo di ricerca nel numero di individui disponibili.
Crossover
Nell’implementazione fornita, questo operatore riceve in input due individui
e ne genera altrettanti. Per prima cosa si ordinano i genitori per ascissa,
sia x1 il punto di ascissa minore e x2 quello di ascissa maggiore. Il primo
figlio creato e` il punto medio xm fra x1 e x2. Sia d la distanza tra xm ed uno
dei suoi genitori. Allora, il secondo figlio e` creato assegnandogli la posizione
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x2+d (si pone attenzione a non generare un punto fuori dall’intervallo fornito
in input). Si calcola la fitness dei nuovi punti creati, l’operatore restituisce
due figli facendo sopravvivere solo i migliori fra i quattro punti x1, x2, x1+d,
x2+d. E` applicato con probabilita` pc = 0, 9.
Mutazione
L’operatore implementato riceve in input un punto e decide (con probabilita`
pari a 0, 5) se muoverlo verso l’estremo sinistro oppure verso l’estremo destro
dell’intervallo di ricerca specificato in input. Dopodiche´, una nuova ascissa
e` generata in modo casuale considerando la distanza fra la posizione attuale
del punto e l’estremo scelto (ponendo attenzione a non superare gli estremi
dell’intervallo considerato). Quindi il punto e` spostato nella nuova posizione.
Si applica con probabilita` pm = 0, 3.
Selezione
Si selezionano gli individui da sottoporre agli operatori genetici combinando:
la funzione identita` nella selection() del pattern, la permutazione degli in-
dividui nelle sottopopolazioni e l’uso delle probabilita` nell’applicazione degli
operatori nella fase evolutiva.
Fitness
La funzione utilizzata calcola il valore dell’ordinata f(x) del punto x ricevuto
in input. E` un problema di minimizzazione in cui non si conosce l’ottimo da
trovare.
Terminazione






6.3 Compute function given n known points
Figura 6.3: f(x) = cos(x) + sin(−x) + x2 + 3 · x.
Il problema consiste nel ricostruire una funzione a partire dal valore f(xi)
noto per un certo insieme di punti xi. Per definire gli individui bisogna
prima definire il linguaggio delle funzioni ammissibili e quindi occorre definire
la grammatica G che permette di generare gli elementi appartenenti a tale
linguaggio. La grammatica usata produce gli elementi che seguono:
• costanti k ;
• variabile x ;
• funzioni unarie: coseno, seno e valore assoluto;
• funzioni binarie: massimo, minimo, somma, sottrazione, moltiplicazio-
ne, divisione ed elevamento a potenza.
Nell’applicazione degli operatori e nel calcolo della fitness si e` scelto di rap-
presentare gli individui utilizzando la notazione polacca. La notazione polac-
ca permette di semplificare l’intera gestione. Infatti, non occorre includere
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le parentesi nel linguaggio per gestire la priorita` degli operatori. Inoltre,
si semplifica sia la valutazione di un’espressione appartenente al linguaggio
generato dalla grammatica G sia l’implementazione degli operatori geneti-
ci, crossover e mutazione, perche` permette di identificare direttamente un
sottoalbero. Quindi, per esempio, l’espressione 2 · (3 + 4) si trasforma nel-
l’espressione · 2 + 3 4 che non necessita l’uso di parentesi.
Popolazione
Rappresenta gli individui soggetti agli operatori genetici, ovvero i candidati
alla soluzione del problema. Ogni individuo e` un’istanza di una classe che
ha un vettore rappresentante un albero generato utilizzando la grammatica
G ed un valore indicante la bonta` della soluzione. In fase di generazione si
creano individui, in modo casuale, di altezza massima uguale ad 1. L’even-
tuale crescita dell’albero e` lasciata, pertanto, all’applicazione degli operatori
genetici.
Crossover
L’operatore implementato, presi in input due individui, verifica se l’altezza
dei due alberi non supera il massimo valore predefinito. In tal caso, due no-
di sono scelti casualmente (uno per ciascun albero) e scambiati. Viceversa,
se l’albero ha altezza superiore alla massima consentita e` sostituito con un
altro di altezza pari ad 1 (generato anch’esso in modo casuale). Questa stra-
tegia e` una vera e propria “potatura” dell’albero, serve per impedire che gli
individui crescano notevolmente rallentando non di poco l’esecuzione dell’al-
goritmo. Questo problema si presenta perche` da un punto di vista semantico
l’equazione x+0 e` equivalente all’equazione x+0+0+0. E` applicato con pro-




Sono stati implementati due operatori di mutazione, entrambi lavorano su
un singolo individuo. Il primo, identifica un sottoalbero e lo sostituisce con
un altro generato casualmente con altezza massima pari a quella dell’albero
da sostituire. Il secondo tipo di mutazione seleziona un nodo dell’albero,
riconosce il suo tipo (costante, variabile, funzione unaria o binaria) e lo so-
stituisce con un altro nodo appartenente alla stessa categoria (in tal modo
gli individui creati appartengono sempre al linguaggio definito). Entrambi
gli operatori di mutazione sono applicati con probabilita` pm = 0, 7.
Selezione
Gli individui da sottoporre agli operatori genetici sono selezionati combinan-
do: la funzione identita` nella selection() del pattern, la permutazione degli
individui nelle sottopopolazioni e l’uso delle probabilita` nell’applicazione de-
gli operatori nella fase evolutiva.
Fitness




Il valore f ′(xi) si riferisce alla funzione calcolata sul punto approssimato otte-
nuto durante l’evoluzione, mentre f(xi) indica il valore ottenuto applicando
la funzione al punto fornito in input all’applicazione. Le funzioni utilizzate
sono del tipo: f(x) = cos(x) + sin(−x) + x2 + 3 · x. E` un problema da




La funzione di terminazione dipende sia dal numero di iterazioni, sia dalla
distanza ottenuta tra la funzione ricostruita e quella da ricostruire. Se tale
distanza e` inferiore a 10−6 (errore ritenuto accettabile) o sono state raggiunte




Il gioco del Sudoku consiste nel riempire una matrice 9x9 - in cui sono presenti
un determinato numero di valori (vincoli) - con una permutazione dei numeri
da 1 a 9 in modo da non aver ripetizione ne´ nelle righe ne´ nelle colonne ne´
nei box.
Figura 6.4: Esempio sudoku.
Il gioco del Sudoku non e` facilmente affrontabile da un punto di vista ge-
netico in quanto l’algoritmo facilmente converge verso un minimo locale e
diventa difficile spostare le soluzioni da questo punto. Solitamente il Sudoku
e` affrontato in due diversi modi:
• simulando il metodo di soluzione seguito dall’uomo. Partendo dalla
matrice con i vincoli si identifica ad ogni iterazione la riga, la colonna
od il box a cui manca un solo elemento per essere completata. Si
inserisce il numero e si evita che questo possa essere usato nuovamente
nella stessa riga, colonna o box. Finito il riempimento delle celle che
hanno una sola possibilita` si comincia ad analizzare quelle che ne hanno
due e cos`ı via. Un’ulteriore regola consiste nel verificare se esistono
due celle (nella stessa riga, colonna o box), tra quelle che hanno solo
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due possibilita`, con gli stessi valori ammissibili. In tal caso, una cella
assumera` un valore e l’altra il restante. Questi due valori sono quindi
eliminati dalle altre celle appartenenti alla stessa riga, colonna o box.
Tale regola e` da applicare successivamente alle celle che hanno solo
tre possibilita`, poi quelle con quattro e cos`ı via. Utilizzando questa
strategia si riesce a completare la matrice del Sudoku, anche se non e`
sempre garantita la correttezza. Infatti si possono avere matrici in cui
e` possibile seguire piu` di una via, in questi casi con piccoli accorgimenti
il problema e` comunque risolvibile;
• usando depth first search (dfs), ovvero analizzando ogni albero presente
nello spazio delle soluzioni con una visita in profondita`. Ad ogni passo,
si inserisce un elemento verificando che non venga generato un conflitto
(ovvero una ripetizione del numero inserito nella riga, colonna o box di
appartenenza). Al verificarsi di questo, si prova a modificare l’ultima
cella considerata inserendo un altro numero (se possibile). Se questa
non ha piu` valori ammisibili da esaminare, si azzera il suo contenuto e si
risale nell’albero spostandosi sulla cella compilata precedentemente. A
questo punto si ripete il procedimento cercando un altro possibile valore
per la cella, e cos`ı via. Sostanzialmente si analizza un ramo dell’albero
dello spazio delle soluzioni, nel caso pessimo si torna indietro fino alla
radice scegliendone un’altra. Si ripete il tutto finche` si completa la
matrice.
Per ridurre lo spazio di ricerca, anziche´ selezionare la prima cella vuo-
ta disponibile (oppure una scelta casualmente), e` conveniente riempire
la matrice seguendo le celle in ordine crescente dei valori ammissibili.
Un’altra possibile soluzione lavora con la dimensione della popolazione
variabile. Partendo con un solo elemento e considerando le celle in or-
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dine crescente di valori ammissibili, si estende la popolazione creando
individui per ogni valore possibile presente nella cella i -esima. Ogni
qual volta si verifica un conflitto l’individuo e` eliminato e si prose-
gue con gli altri. In questo caso, bisogna trovare un accorgimento per
evitare che il numero di individui cresca eccessivamente.
La soluzione implementata e` sviluppata secondo il paradigma di computazio-
ne genetico e prevede di generare in modo casuale l’intera popolazione appli-
cando gli operatori genetici fino ad ottenere la soluzione migliore. Prima di
creare gli individui si effettua una fase di preprocessing in cui si analizza la
matrice fornita e si determinano i valori ammissibili per ogni cella. La fase di
generazione si preoccupa di inserire in modo casuale elementi in una cella cu-
randosi del solo fatto che in ogni box debba essere presente una permutazione
identica. Questa metodologia non garantisce di trovare le soluzioni a tutte le
matrici fornite. In quelle etichettate come “difficili”, infatti, l’algoritmo non
sempre converge all’ottimo globale ma puo` andare in stagnazione.
Segue una descrizione degli aspetti cruciali.
Popolazione
Ogni individuo e` rappresentato da un’istanza della classe che ha al suo in-
terno: una matrice di interi 9x9 ed un valore indicante la bonta` dell’individuo.
Crossover
L’operatore di crossover implementato riceve in input due individui e ne
genera altrettanti. Dal primo si ricava un vettore contando, per ciascuna
colonna, il numero dei valori unici. Si somma il contenuto delle celle (0,1,2),
(3,4,5) e (6,7,8) del vettore. Le colonne della matrice identificate dalla tripla
con somma maggiore (le piu` corrette) sono assegnate al primo figlio che viene
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completato prendendo le restanti sei colonne dall’altro genitore. Il secondo
figlio e` creato ripetendo lo stesso procedimento, scambiando il ruolo degli in-
dividui di input, con la differenza di considerare le righe anziche´ le colonne.
E` applicato con probabilita` pc = 0, 9.
Mutazione
La mutazione implementata e` applicata su ogni box della matrice. In ciascu-
no di questi si identificano due elementi e si verifica se il valore di una cella
e` presente nella lista dei valori ammissibili dell’altra, in caso di esito positivo
i due valori sono scambiati. Si applica con probabilita` pm = 0, 9.
Selezione
La selezione degli individui da sottoporre agli operatori genetici e` realizzata
combinando: la funzione identita` nella selection() del pattern, la permuta-
zione degli individui nelle sottopopolazioni e l’uso delle probabilita` nell’ap-
plicazione degli operatori nella fase evolutiva.
Fitness
La funzione di valutazione conta i valori unici per riga e per colonna. Non si
controlla il box in quanto il processo di generazione assicura la sua correttez-
za. Inoltre, gli operatori genetici usati sono implementati ponendo attenzione
a non violare questa correttezza. La rappresentazione fornita rende il gioco
del Sudoku un problema da massimizzare ad un valore noto, 162 (somma dei
valori unici nelle righe e nelle colonne).
Terminazione
Le condizioni per terminare l’esecuzione sono due. L’aver raggiunto il mas-
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simo numero di iterazioni oppure l’aver ottenuto un individuo con valore di














Figura 6.5: Esempio cluster1.
L’algoritmo K-means e` un algoritmo di clustering il cui obiettivo consiste nel
partizionare i dati forniti in K gruppi contenenti oggetti simili al loro interno
e dissimili fra un gruppo ed un altro. Il concetto di similarita` e` usualmente
definito come una distanza, due oggetti sono simili se distano poco l’uno
dall’altro. L’obiettivo dell’algoritmo K-means e` quello di minimizzare la
varianza intra-cluster. Per ogni gruppo si identifica un centroide e si segue
tale procedura iterativa:
1. si scelgono in modo casuale K punti, questi rappresentano i centroidi
dei K cluster;
2. si calcola la distanza fra ogni punto del dataset ed i K centroidi. Cia-
scun punto e` quindi assegnato al cluster identificato dal centroide piu`
vicino;
3. si calcola la posizione del nuovo centroide come media dei punti del suo
cluster di appartenenza;
1Immagine da Wikipedia, http://en.wikipedia.org/wiki/K-means_clustering.
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4. se i nuovi centroidi differiscono dai precedenti si ritorna al punto 2,
altrimenti la ricerca termina.
La funzione di similarita` usata e la scelta dei K centroidi identificati al-
l’inizio, sono aspetti che possono influenzare la convergenza del K-means.
Pertanto, l’algoritmo non garantisce la certezza di convergere su un mi-
nimo globale. L’applicazione sviluppata segue quanto citato negli artico-
li [16, 17, 19], qui si utilizza il pool esteso per implementare un algoritmo
genetico il cui compito e` far evolvere la popolazione al fine di trovare i K
centroidi migliori. Fatto cio`, si esegue il classico algoritmo di clustering K-
means con i K punti trovati. Per le verifiche e` stato utilizzato il dataset “Pi-
ma Indians Diabetes Data Set” (UCI Machine Learning Repository, http:
//archive.ics.uci.edu/ml/datasets/Pima+Indians+Diabetes). Si de-
scrivono gli elementi principali dell’implementazione.
Popolazione
Gli individui sono rappresentati come un’istanza di una classe che ha un vet-
tore contenente K punti, i centroidi, ed un campo indicante il valore di fitness.
Crossover
L’operatore di crossover implementato, riceve in input due individui. Genera
in modo casuale un punto di taglio e crea i due figli assegnandogli le parti
alternate dei genitori sezionati in tale punto. E` applicato con probabilita`
pc = 0, 7.
Mutazione
L’implementazione fornita di questo operatore identifica, per l’individuo rice-
vuto in input, uno dei K centroidi e lo sostituisce con uno dei punti presenti
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nel dataset. E` applicato con probabilita` pm = 0, 3.
Selezione
Gli individui sottoposti agli operatori genetici sono selezionati combinando:
la funzione identita` nella selection() del pattern, la permutazione degli in-
dividui nelle sottopopolazioni e l’uso delle probabilita` nell’applicazione degli
operatori nella fase evolutiva.
Fitness




















Figura 6.6: Esempio Knapsack2.
Il problema dello zaino, o Knapsack problem che dir si voglia, e` un problema
di ottimizzazione combinatoria. Dato uno zaino con capacita` C ed n ogget-
ti, caratterizzati anch’essi da almeno due attributi (un peso ed un valore),
il problema consiste nello scegliere opportunamente gli oggetti da inserire
nello zaino senza eccedere la sua capacita`, massimizzando il valore ottenu-
to. Questo problema si presta bene per modellare diverse situazioni della
realta`. Oltretutto, se anziche´ considerare un singolo valore abbiamo un vet-
tore di valori, si rientra nella categoria dei problemi multi-obiettivo trattati
nella sezione 3.1. In questa applicazione utilizziamo il Knapsack problem per
modellare un problema di ottimizzazione finanziaria bi-obiettivo descritto di
seguito.
Sono dati n investimenti ai quali e` associato per ciascuno un costo, un
profitto ed un livello di sicurezza. Stabilito il massimo valore disponibile per
gli investimenti, il problema consiste nell’identificare l’insieme degli investi-
menti che garantiscono maggior profitto e maggior sicurezza. In questo caso
entrambi gli obiettivi sono da massimizzare (in generale non e` cos`ı, come gia`
descritto nella sezione 3.1). Nella soluzione fornita si e` utilizzata la tecnica
2Immagine da Wikipedia, http://en.wikipedia.org/wiki/Knapsack_problem.
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della scalarizzazione assegnando lo stesso peso (α = 0.5) ad entrambi gli
obiettivi, in tal modo il problema diventa un mono-obiettivo da massimizza-
re. Si descrivono i punti principali dell’implementazione.
Popolazione
La popolazione e` rappresentata da un’istanza di una classe che ha al suo inter-
no un vettore booleano di lunghezza pari al numero di investimenti conside-
rati. In tale vettore un valore true nella posizione i -esima indica la presenza
dell’oggetto nello zaino, viceversa, un valore false indica che l’investimento e`
stato scartato. Inoltre, nella classe e` presente un altro attributo - di valore
reale - che indica la bonta` dell’individuo.
Crossover
L’operatore e` implementato come il classico crossover ad un taglio. Presi
in input due individui, genera in modo casuale un punto di taglio e crea i
due figli assegnandogli in modo alternato il patrimonio genetico dei genitori
sezionati in tale punto. E` applicato con probabilita` pc = 0, 9.
Mutazione
L’operatore e` implementato in modo da identificare una posizione, generata
in modo casuale, nel vettore e negare il valore booleano presente. E` applicato
con probabilita` pm = 0, 3.
Selezione
La fase di selezione degli individui da sottoporre agli operatori genetici e`
realizzata combinando: la funzione identita` nella selection() del pattern, la
permutazione degli individui nelle sottopopolazioni e l’uso delle probabilita`
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nell’applicazione degli operatori nella fase evolutiva.
Fitness
Come spiegato sopra, il problema e` stato trasformato utilizzando la scalariz-
zazione per cui non ci si preoccupa di calcolare l’intera frontiera di Pareto




αf1 + (1− α)f2
Terminazione




Il pattern fornito e` implementato come un’ulteriore classe C++ del fra-
mework Fastflow. Il pattern e` realizzato per operare su architetture multi-
core. Tutti i test sono stati effettuati su Titanic (12 core con frequenza
800.000 MHz, 2 thread per core, 512KB di cache L2 e 128 KB di L1 per
core) e Xeon Phi (60 core con frequenza di 1052.630 MHz, 4 thread per core,
512 KB di cache L2 e 32 KB di L1 per core). I grafici che seguono sono
ottenuti con quest’ultima macchina mediando i risultati di dieci elaborazioni
ottenuti facendo variare il numero di core da 1 a 60. Nei grafici, si mostrano
(nella legenda si specifica: con la label v2 l’output ricavato con il pattern
pool evolution, senza la label i risultati ottenuti con l’estensione fornita): il
tempo di completamento, la scalabilita` e l’efficienza (i valori riportati sono
approssimati alla seconda cifra decimale).
88
Capitolo 7. Risultati sperimentali
Hello world genetic
Confrontando i risultati si ottiene che:
• il minimo tempo di completamento (TC) del nuovo pattern e` raggiunto
utilizzando 59 core ed e` uguale a 693, 93ms con una scalabilita` di 38, 72;
• viceversa il vecchio pattern paga l’operazione di creazione nuovi indi-
vidui, nella fase di selection, ottenendo come minimo TC 44445, 62ms.
Valore ottenuto sfruttando solo 2 core, con una scalabilita` di 1, 32;
• la massima differenza fra le scalabilita`, ottenute variando il grado di
parallelismo da 1 a 60, e` 38, 40 a favore del nuovo pattern (valore
conseguito con 59 core);
• la massima differenza fra le due efficienze, al variare dei processing
element usati, e` 0, 90 per l’estensione fornita (con 11 core).
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Figura 7.1: Hello world genetic. Run con 1024 individui, 2048 iterazioni e
frequenza di rimescolamento degli individui pari a 64. Hello world e` relativo
alla nuova versione del pattern, con sottopopolazioni, Hello world v2 a quella
vecchia.
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Minimum of a function
Segue un raffronto tra gli output conseguiti:
• il minimo tempo di completamento TC raggiunto con l’estensione for-
nita e` pari a 161, 30ms. A tale valore corrisponde una scalabilita` di
9, 64, valori ricavati con 58 core;
• il minimo TC ricavato con il pool evolution presente nel framework e` di
2342, 29ms ottenuto con 5 core. A questo corrisponde una scalabilita` di
1, 27. Tali risultati sono da attribuire alla creazione di nuovi individui
che trasforma la fase di selezione in un “collo di bottiglia” degradando
le prestazioni in modo significativo;
• la massima differenza fra le due scalabilita`, ottenute variando il grado
di parallelismo da 1 a 60, e` 9, 28 a favore della nuova versione (valore
conseguito con 52 core);
• la massima differenza fra le due efficienze, al variare dei processing
element utilizzati, e` 0, 33 a favore della nuova versione (valore ricavato
usando 17 core).
91
Capitolo 7. Risultati sperimentali
Figura 7.2: Minimum of a function. Run con 1024 individui, 1024 itera-
zioni, scambio individui (fra le isole) ogni 64 iterazioni, intervallo [-10; 10] e
f(x) = x12−x8−x5 + x2 − 1, 14. Minimum F. e` relativo alla nuova versione
del pattern, con sottopopolazioni, Minimum F. v2 a quella vecchia.
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Compute function given n known points
Confrontando i risultati si ottiene che:
• il minimo tempo di completamento (TC) ricavato con la nuova ver-
sione e` di 2477, 25ms con una scalabilita` di 26, 39, contro un TC di
3942, 78ms ed una scalabilita` di 18, 24 (vecchia versione). Valori rica-
vati utilizzando 58 core;
• la massima differenza fra le due scalabilita`, variando i processing ele-
ment usati da 1 a 60, e` di 10, 70 a favore del nuovo pattern (valore
ricavato sfruttando 60 core);
• la massima differenza fra le due efficienze, al variare del grado di pa-
rallelismo, e` di 0, 21 per l’estensione fornita (valore raggiunto con 38
core).
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Figura 7.3: Compute function given n known points. Run con 128 individui,
128 iterazioni e frequenza di scambio degli individui (fra le isole) uguale a 64.
Compute F. e` relativo alla nuova versione del pattern, con sottopopolazioni,
Compute F. v2 a quella vecchia.
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Sudoku
Come descritto nella sezione 6.4, la soluzione fornita per questo problema
dipende molto dalla casualita`. Se, infatti, l’algoritmo converge su un minimo
locale allora probabilmente non si muovera` da questo, ritornando come solu-
zione migliore una matrice che ha mediamente 2 errori. Viceversa, i tempi di
soluzione possono essere molto brevi (circa 90ms). Segue una comparazione
tra le due versioni:
• il minimo tempo di completamento (TC) del nuovo pattern e` di 1259, 47ms
raggiunto sfruttando 43 core, la scalabilita` e` pari a 7, 39;
• viceversa, il minimo TC raggiunto con il vecchio pattern e` di 1830, 20ms
ricavato con 3 core e la scalabilita` e` di 8, 06 (superlineare, poiche` 8
esecuzioni su 10 hanno trovato l’ottimo globale in un tempo medio di
351, 57ms);
• a causa della superlinearita`, nella vecchia versione, si raggiunge quasi
2, 69 di efficienza con 3 core;
• la massima differenza fra le due scalabilita`, al variare dei processing
element da 1 a 60, e` di 5, 49 a favore del nuovo pattern pool evolution
(con 43 core);
• per la superlinearita` la massima differenza fra le due efficienze e` circa
2, 03 a favore della vecchia versione del pattern pool evolution (con 3
core).
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Figura 7.4: Sudoku. Run eseguito con 128 individui, 1024 iterazioni e
rimescolamento individui ogni 64 iterazioni. Sudoku e` relativo alla nuova
versione del pattern, con sottopopolazioni, Sudoku v2 a quella vecchia.
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K-means clustering
Come descritto nella sezione 6.5, con questo problema si vuole mostrare un
diverso utilizzo del pattern. Si utilizza il pool esteso per implementare un
algoritmo genetico il cui compito e` far evolvere la popolazione al fine di
trovare i K centroidi migliori. Fatto cio`, si esegue il classico algoritmo di
clustering K-means con i K punti trovati.
In figura 7.5 si conferma quanto detto negli articoli [16, 17, 19], ovvero
utilizzare i K centroidi iniziali restituiti dall’algoritmo genetico (piuttosto
che selezionarli in modo casuale) permette di ridurre il numero di iterazioni
necessarie affinche` l’algoritmo K-means termini.
Figura 7.5: Kmeans. Run con 128 individui, 128 iterazioni, 4 cluster richie-
sti con scambio degli individui fra le isole ogni 64 iterazioni. Average Iter. e`
relativo alla nuova versione del pattern, con sottopopolazioni, Average Iter.
v2 e` la media ottenuta dall’esecuzione dell’algoritmo K-means.
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Knapsack
Dal confronto dei risultati ottenuti con le due versioni segue che:
• il minimo tempo di completamento (TC) della nuova versione e` di
151, 68ms, con una scalabilita` di 10, 28 (sfruttando 60 core);
• il minimo TC conseguito con il vecchio pattern e` di 3076, 53ms, con una
scalabilita` di 1, 23 (valori ricavati con 2 core). Anche in questo proble-
ma le continue creazioni di nuovi individui degradano le prestazioni in
modo significativo;
• la massima differenza fra le due scalabilita`, al variare del grado di
parallelismo tra 1 e 60, e` di 9, 95 a favore della nuova versione (valore
ottenuto con 60 core);
• la massima differenza fra le due efficienze, variando i core utilizzati, e`
di 0, 37 a favore della nuova versione fornita (con 17 core).
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Figura 7.6: Knapsack. Run eseguito con 1028 individui, 1024 iterazioni
e frequenza di rimescolamento individui uguale a 64. Knapsack e` relativo
alla nuova versione del pattern, con sottopopolazioni, Knapsack v2 a quella
vecchia.
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7.1 Conclusioni
Come discusso e mostrato nei grafici di questo capitolo, la versione del pattern
che implementa il modello ad isole con sottopopolazioni garantisce sempre
migliori risultati sulle applicazioni sviluppate. Sebbene le differenze ottenu-
te nelle misure di performance di tempo di completamento, scalabilita` ed
efficienza siano molto piu` significative in quei casi dove la computazione e`
a grana fine (dovuto al “collo di bottiglia” che viene a crearsi nella fase di
selezione della vecchia versione); tali miglioramenti si presentano, in misura
meno significativa, anche in quei casi in cui la computazione non e` a gra-




Modello ad isole con
multi-popolazione
Nel capitolo 5 si e` mostrato come l’estensione del pattern pool evolution
permette di trattare il modello ad isole con sottopopolazioni descritto nella
sezione 3.2. Con tale estensione, chiaramente, e` possibile sfruttare i metodi
definiti nella classe poolEvolution. Un limite di questa versione e` rappresenta-
to dal fatto che le sottopopolazioni hanno la stessa dimensione e condividono
i metodi di evoluzione. Per fornire un’implementazione dello stesso modello
ma operante su multi-popolazione, si sono dovute definire due nuove classi.
La prima - Evolution - fornisce un’implementazione per trattare gli algoritmi
genetici; la seconda - EvolutionE (che sfrutta la precedente) - permette di
lavorare su multi-popolazione garantendo i vantaggi descritti a pagina 103.
Iniziamo con il descrivere la classe Evolution. I parametri di input ag-
giunti o modificati al costruttore (vedi figura 8.1) del pattern pool evolution,
descritto nella sezione 4.3, sono:
1. la dimensione della popolazione dell’isola piuttosto che la struttura dati
contenente gli individui;
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2. un metodo generate() che riceve in input un vettore e l’ambiente locale
dell’isola. Il suo compito e` quello di generare gli individui;
3. un metodo ag() per l’evoluzione genetica in cui il programmatore de-
finira` tutte le fasi necessarie (ovvero selection, evolution e filter non
saranno piu` passate come parametri).
Il costruttore si occupera` di inizializzare la popolazione (non piu` nel meto-
do svc() della classe) e creare una struttura dati - come descritto nel ca-
pitolo 5 - per mezzo del metodo Clone() di cui e` richiesta la definizione al
programmatore all’interno della classe rappresentante l’individuo.
Evolut ion ( s i z e t maxp , /∗ maximum pa r a l l e l i sm degree in a l l phases ∗/
s i z e t s i z e , /∗ popu la t ion s i z e ∗/
g en e r a t e t gen , /∗ the genera t ion func t i on ∗/
ag t ag , /∗ the e vo l u t i on func t i on ∗/
t e rm ina t i on t term , /∗ the terminat ion func t ion ∗/
const env t &E = env t ( ) ) ; /∗ user ’ s environment ∗/
Figura 8.1: Costruttore della classe Evolution.
Si aggiungono o si modificano, alla versione del pattern pool evolution pre-
sente in FastFlow, i seguenti metodi:
• get input(): ritorna l’indirizzo della popolazione creata;
• get buffer(): restituisce l’indirizzo della popolazione creata dalla clona-
zione;
• getEnv(): ritorna l’indirizzo dell’ambiente;
• getIte(): restituisce il numero di iterazioni, se previste, viceversa il
valore INT MAX ;
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• setIte(i): setta il numero di iterazioni, se previste, ad il valore i ricevuto
in input;
Il codice sorgente di tale classe e` presente in appendice A.2.
Per implementare il modello ad isole operante su multi-popolazione defi-
niamo la classe EvolutionE. I parametri maxp, pop, sel, evolP, fil e term del
costruttore della classe definita nel capitolo 5 sono rimpiazzati da un vettore
contenente tutte le isole. L’i -esima posizione di questo contiene un’istanza
della classe Evolution1 descritta sopra. Inoltre, in questa versione, il metodo
mix() riceve in input soltanto il vettore contenente le isole. In figura 8.2 si
mostra il costruttore della classe.
EvolutionE ( std : : vector<T> &input , /∗ the i s l a nd s ∗/
mix t m, /∗ the mixing func t i on ∗/
s i z e t d ) ; /∗ the mixing frequency ∗/
Figura 8.2: Costruttore della classe EvolutionE.
In appendice A.3 si riporta il codice sorgente dell’implementazione della
classe descritta.
Questa nuova definizione permette maggiore flessibilita`, facilita` di utilizzo
e personalizzazione al programmatore. Infatti, come gia` detto, il vettore
fornito al costruttore contiene istanze della classe Evolution. Ciascuna di
queste e` indipendente dalle altre, quindi ogni isola creata puo` avere:
• una differente dimensione della popolazione;
• un differente metodo di generazione;
• un differente metodo di terminazione;
1Essendo il vettore di tipo T, puo` essere passata una qualunque altra classe - con un
differente codice funzionale - che implementi i metodi di Evolution (vedi Appendice A.2).
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• un differente metodo che si occupi dell’evoluzione genetica.
Queste differenze tra le isole non possono essere realizzate con la versione,
descritta nel capitolo 5, che opera su sottopopolazioni. Infatti, l’implemen-
tazione di quella classe impone alle isole di condividere i metodi di termina-
zione e di evoluzione; oltretutto, ogni isola e` definita con lo stesso numero di
individui (a meno di arrotondamenti).
Un altro vantaggio da sottolineare e` che questa versione permette una
gestione dello scambio degli individui piu` semplice. Le isole sono posizioni
differenti di un vettore; per scambiare individui dall’isola x all’isola y non oc-
corre tenere in considerazione alcun offset per muoversi all’interno della stessa
struttura dati, ma si considerano semplicemente posizioni diverse del vetto-
re. Un’implementazione siffatta permette anche maggiore personalizzazione
nell’affrontare il problema.
Per dimostrare cio`, si consideri il problema della ricerca del minimo glo-
bale di una funzione descritto nella sezione 6.2. Il metodo di generazione
usato riceve in input un range di ricerca ed il numero di punti (individui)
richiesti. Per determinare la posizione degli individui, si divide l’intervallo
per il numero di punti dati e si posiziona ogni individuo a distanza regolare
l’uno dall’altro. Con la versione multi-popolazione, visto che le isole possono
avere popolazioni di dimensione differente, e` possibile partizionare il range
di generazione fra le isole. In tal modo si puo`, per esempio, creare un mag-
gior numero di individui in un sotto-intervallo dove si suppone sia presente il
minimo globale e meno negli altri, aumentando cos`ı le probabilita` di trovare
l’ottimo. Questo modo di operare influenza la velocita` di convergenza e la
bonta` delle soluzioni trovate.
Si consideri la funzione in figura 8.3:
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Figura 8.3: f(x) = −50 · sin(2 · x)x + 10 · cos(x).
Confrontiamo gli output ottenuti cercando il minimo globale utilizzando il
modello ad isole con multi-popolazione e con sottopopolazioni. I parametri
di input utilizzati sono:
• grado di parallelismo (numero di isole) pari a 4;
• 64 individui complessivi;
• 128 e 64 iterazioni;
• operazione di scambio degli individui eseguita ogni 32 iterazioni;
• range di analisi della funzione [-8000, 6000].
La fase di generazione degli algoritmi utilizza la metodologia descritta pre-
cedentemente. Quindi, nella versione operante su sottopopolazioni, ogni in-
dividuo e` stato piazzato ad una distanza in x di 218, 75. Viceversa, nella
versione con multi-popolazione si sono costruiti i sotto-intervalli: [-8000; -
4500], [-4500; -1000], [-1000; 2500], [2500; 6000]. Ciascuno di questi e` stato
assegnato al metodo di generazione di ogni isola. Si e` supposto di avere
alte probabilita` che il minimo fosse in x = 0. Nell’isola avente tale punto
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nel suo intervallo di generazione sono stati creati 40 individui contro gli 8
creati per ciascuna delle restanti. Gli esperimenti sono stati ripetuti 100 vol-
te per entrambe le versioni descritte. La funzione data ha un minimo nel
punto di ascissa x = 0 con valore f(x) = −90. Nelle esecuzioni con 128
iterazioni il valore medio del minimo dell’ordinata ottenuto con la versione
operante su multi-popolazione e` di −72, 09 contro −66, 90 di quella operante
su sottopopolazioni. Invece, nell’output ottenuto con 64 iterazioni (mostrato
in figura 8.4), la multi-popolazione ottiene un valore medio del minimo del-
l’ordinata pari a −51, 90 restituendo 46 volte un risultato con errore sotto
il 10%. Viceversa, il valore medio del minimo dell’ordinata ottenuto con le
sottopopolazioni e` −48, 81 con solo 12 risultati aventi errore sotto il 10%.
Figura 8.4: Find the minimum. Confronto tra multi-popolazione e sot-
topopolazioni. Run con 64 individui, 64 iterazioni, frequenza di scam-
bio individui (fra le isole) pari a 32, intervallo [-8000; 6000] e f(x) =
−50 · sin(2 · x)x + 10 · cos(x).
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L’algoritmo usato per far migrare gli individui da un’isola ad un’altra e` sin-
tetizzato nelle tabelle mostrate in figura 8.1. L’idea e` quella di portare sul-
l’isola i un certo numero di individui proveniente da tutte le restanti isole.
Assumendo di avere popolazioni di uguale dimensione, si ha:
A B C D A B C D
x1 x5 x9 x13 x5 x1 x2 x3
x2 x6 x10 x14 x9 x10 x6 x7
x3 x7 x11 x15 x13 x14 x15 x11
x4 x8 x12 x16 x4 x8 x12 x16
Tabella 8.1: Settori di popolazione delle isole A, B, C e D. Da sinistra a
destra si mostra la situazione di ogni isola prima e dopo lo scambio.
8.1 Conclusioni
Come discusso in questo capitolo, il motivo dell’introduzione di un pattern
per il modello ad isole con multi-popolazione deriva dal voler fornire maggio-
re personalizzazione nell’implementazione di una soluzione ad un problema
affrontato secondo il paradigma di computazione genetica. La nuova ver-
sione non nasce, quindi, per migliorare le performance del pattern operante
su sottopopolazioni. Tuttavia, nei problemi in cui la variabilita` fra le isole
del numero di individui e/o dei metodi di evoluzione utilizzati risulta essere
significativa, la soluzione con multi-popolazione puo` garantire risultati mi-
gliori. Nell’esempio descritto a pagina 105, per esecuzioni con 64 iterazioni, il
numero di valori che hanno un errore medio inferiore al 10% e` maggiore nella
nuova versione (in cui varia il numero degli individui fra le isole) rispetto a
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quello ottenuto utilizzando il modello ad isole con sottopopolazioni, questo




La tesi presenta due implementazioni per trattare il modello di computazione
genetica detto “ad isole”. Ovvero, implementazioni adatte per quei problemi
la cui soluzione e` ricavabile dal lavoro svolto su piu` popolazioni con l’obiettivo
di aumentare la velocita` e/o la qualita` della soluzione trovata. La prima
implementazione, ricavata per estensione diretta del pattern pool evolution [4]
(rispettando quindi le segnature dei suoi metodi) presente nel framework
di programmazione parallela strutturata FastFlow [3, 6, 10, 13], opera su
sottopopolazioni; mentre la seconda, ricavata definendo due nuove classi,
opera su singola multi-popolazione.
Nel dettaglio, le versioni fornite implementano una variante del modello
ad isole che prevede lo scambio di informazioni fra queste al fine di aumentare
la variabilita` dell’intera popolazione, riducendo il rischio del fenomeno di
convergenza verso minimi locali (stagnazione).
I risultati ottenuti mostrano che per computazioni a grana fine le nuove
versioni fornite garantiscono risultati migliori in termini di tempi di comple-
tamento, scalabilita` ed efficienza. Questo e` principalmente dovuto alla scelta
di gestire il lavoro clonando la popolazione iniziale ed operando su un’area
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di memoria temporanea. Infatti, mentre il costo di creazione di un nuovo
individuo ad ogni iterazione nella fase di selezione e` mascherato nel caso in
cui la fase di evoluzione abbia una certa complessita`, tale costo si trasforma
in un vero e proprio “collo di bottiglia” nel caso di computazioni a grana
fine.
La versione introdotta per trattare il modello ad isole su singola multi-
popolazione garantisce maggiore flessibilita`, facilita` di utilizzo e personaliz-
zazione al programmatore. In tal modo ogni isola e` indipendente dalle altre,
questo permette a ciascuna di: creare gli individui con un diverso metodo di
generazione, operare su popolazioni di dimensione differente, usare metodi
distinti per la terminazione e per l’evoluzione genetica.
Queste differenze tra le isole non possono essere realizzate con la versione,
descritta nel capitolo 5, ottenuta per estensione del pattern pool evolution.
Infatti, l’implementazione di quella classe impone alle isole di condividere i
metodi di terminazione e di evoluzione e di operare su una popolazione di
uguale dimensione (a meno di arrotondamenti). Tra i possibili sviluppi futuri
si potrebbe:
1. identificare per ogni applicazione sviluppata il miglior insieme dei pa-
rametri (numero individui, probabilita` di applicazione degli operato-
ri, numero delle isole e grado di parallelismo al loro interno, numero
iterazioni e frequenza di scambio) e valutare l’effetto di altre tecni-
che di selezione e filtraggio per ottenere l’ottimo globale del problema
di ottimizzazione trattato, massimizzando il piu` possibile le misure di
performance;
2. definire un modello che in base ad alcuni parametri (come per esempio
il numero degli individui) stabilisca il valore ottimo del numero delle
isole e del grado di parallelismo al loro interno.
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Appendice A
Nelle sezioni che seguono si riporta il codice sorgente delle classi definite.
In A.1 quello del pattern che implementa il modello ad isole con sottopopo-
lazioni, ricavato per estensione del pattern pool evolution di FastFlow. In A.2
e` riportato il codice sorgente della classe Evolution, implementata per trattare
gli algoritmi genetici. In A.3, infine, quello della classe EvolutionE ottenuta






#include < f f /node . hpp>
#include < f f / p a r a l l e l f o r . hpp>
5 #include < f f / poo lEvo lut ion . hpp>
#include <unordered set>
namespace f f {
9
template<typename T, typename env t=char>
class poolEvolut ionE : public f f : : poolEvolut ion<T, env t>{
public :
13 typedef poolEvolut ion<T, env t> pool ;
typedef void (∗ evo l u t i on tp ) ( Paral le lForReduce<T> &, std : : vector<T>&,
const env t&, const int ) ;
typedef void (∗mix t ) ( std : : vector<T> &, std : : vector<T> &);
17 typedef bool (∗ compareE t ) ( env t e1 , env t e2 ) ;
protected :
s i z e t de l ta , nwE, ite max = INT MAX;
21 evo l u t i on tp evo lut ionP ;
mix t mix ;
compareE t compareE = NULL;
std : : vector<env t> env tmp ;
25 std : : vector<Paral le lForReduce<T> ∗> loopevol tmp ;
public :
29 poolEvolut ionE ( s i z e t maxp , std : : vector<T> & pop ,
typename pool : : s e l e c t i o n t s e l ,
e vo l u t i on tp evolP ,
typename pool : : f i l t e r i n g t f i l ,
33 typename pool : : t e rm ina t i on t term ,
mix t m,
s i z e t d ,
const env t &E= env t ( ) ,
37 bool spinWait=true )
: poolEvolut ion<T, env t>(maxp , pop , s e l , NULL, f i l ,
term , E, spinWait ) , evo lut ionP ( evolP ) , mix (m) ,
116
A.1. Sottopopolazioni
de l t a (d){
41 a s s e r t ( d e l t a > 0 &&
‘ ‘ d e l t a must be g r e a t e r than 0 . ’ ’ ) ;
env tmp . r e s i z e ( this−>pE ) ;
for ( int i =0; i<this−>pE ; ++i ){
45 env tmp [ i ] = this−>env ;




poolEvolut ionE ( s i z e t maxp ,
typename pool : : s e l e c t i o n t s e l ,
e vo l u t i on tp evolP ,
53 typename pool : : f i l t e r i n g t f i l ,
typename pool : : t e rm ina t i on t term ,
mix t m,
s i z e t d ,
57 const env t &E= env t ( ) ,
bool spinWait=true )
: poolEvolut ion<T, env t>(maxp , s e l , NULL, f i l , term ,
E, spinWait ) , evo lut ionP ( evolP ) , mix (m) , d e l t a (d){
61 a s s e r t ( d e l t a > 0 &&
‘ ‘ d e l t a must be g r e a t e r than 0 . ’ ’ ) ;
env tmp . r e s i z e ( this−>pE ) ;
for ( int i =0; i<this−>pE ; ++i ){
65 env tmp [ i ] = this−>env ;




int g e t I t e ( ) { return i te max ; } ;
void s e t I t e ( int i ) { i te max = i ; } ;
void setCompareE ( compareE t e ) { compareE = e ; } ;
73
void enablePR ( int nw){
i f ( loopevol tmp [ 0 ] == NULL){
nwE = nw;
77 for ( int i =0; i<this−>pE ; ++i ){
loopevol tmp [ i ] = new Paral le lForReduce<T>(nwE, true ) ;








void∗ svc (void∗ task ) {
i f ( task ) this−>input = ( ( std : : vector<T>∗) task ) ;
for ( const auto &e : (∗ this−>input ) )
89 this−>bu f f e r . push back ( e−>Clone ( ) ) ;
int cnt = 0 ;
std : : unordered set<T> copy bu f f e r ;
93
copy bu f f e r . i n s e r t ( this−>bu f f e r . begin ( ) , this−>bu f f e r . end ( ) ) ;
s td : : vector< std : : vector<T> > tP ( this−>pE ) ;
std : : vector< std : : vector<T> > tBuf ( this−>pE ) ;
97
i f ( this−>pE>1)
a s s e r t ( compareE != NULL && ‘ ‘ compareE ( ) must be de f ined . ’ ’ ) ;
101 auto F = [&] ( const long s t a r t , const long stop , const int th id ){
i f ( s t a r t==stop ) return ;
int cnt tmp = 0 ;
int ite max tmp = ite max ;
105 std : : vector<T> tmpB ;
typename std : : vector<T> : : i t e r a t o r i t ;
tP [ th id ] . c l e a r ( ) ;
tBuf [ th id ] . c l e a r ( ) ;
109
i t = (∗ this−>input ) . begin ( ) ;
tP [ th id ] . i n s e r t ( tP [ th id ] . begin ( ) , i t+s ta r t , i t+stop ) ;
i t = this−>bu f f e r . begin ( ) ;
113 tBuf [ th id ] . i n s e r t ( tBuf [ th id ] . begin ( ) , i t+s ta r t , i t+stop ) ;
do{
tmpB . c l e a r ( ) ;
117
s e l e c t i o n (∗ loopevol tmp [ th id ] , tBuf [ th id ] , tmpB, env tmp [ th id ] ) ;
evo lut ionP (∗ loopevol tmp [ th id ] , tmpB, env tmp [ th id ] , th id ) ;




tBuf [ th id ] . swap (tmpB ) ;
−−ite max tmp ;
++cnt tmp ;
125 i f ( this−>pE>1 && cnt tmp==de l t a ){ cnt=de l t a ; break ; }
}while ( ite max tmp>0 &&
! ( this−>te rminat ion ( tP [ th id ] , env tmp [ th id ] ) ) ) ;
} ;
129
while ( ite max>0 &&
! ( this−>te rminat ion (∗ ( this−>input ) , this−>env ) ) ){
( this−>l o opevo l ) . p a r a l l e l f o r i d x (0 , this−>input−>s i z e ( ) , 1 , 0 , F ,
133 this−>pE ) ;
(∗ this−>input ) . c l e a r ( ) ;
this−>bu f f e r . c l e a r ( ) ;
137 for ( int i =0; i<this−>pE ; ++i ){
(∗ this−>input ) . i n s e r t ( (∗ this−>input ) . end ( ) , tP [ i ] . begin ( ) ,
tP [ i ] . end ( ) ) ;
this−>bu f f e r . i n s e r t ( this−>bu f f e r . end ( ) , tBuf [ i ] . begin ( ) ,
141 tBuf [ i ] . end ( ) ) ;
}
i f ( this−>pE>1){
145 i f ( cnt==de l t a ){
i te max = ite max − de l t a ;
mix (∗ ( this−>input ) , this−>bu f f e r ) ;
cnt = 0 ;
149 }
else
i te max = 0 ;
153 for ( int i =0; i<this−>pE ; ++i )
i f ( compareE ( env tmp [ i ] , this−>env ) )
this−>env = env tmp [ i ] ;
}
157 else {
i te max = 0 ;





i f ( loopevol tmp [ 0 ] != NULL)
for ( int i =0; i<this−>pE ; ++i ) loopevol tmp [ i ]−>threadPause ( ) ;
165
this−>l o opevo l . threadPause ( ) ;
for ( const auto &e : copy bu f f e r ) delete e ;
169 for ( const auto &e : this−>bu f f e r )
i f ( copy bu f f e r . count ( e)==0) delete e ;
c opy bu f f e r . c l e a r ( ) ;
173 this−>bu f f e r . c l e a r ( ) ;








3 #include < f f /node . hpp>
#include < f f / p a r a l l e l f o r . hpp>
#include <unordered set>
7 namespace f f {
template<typename T, typename env t=char>
class Evolut ion : public f f n od e {
public :
11 typedef void (∗ g en e r a t e t ) ( std : : vector<T> &, env t &);
typedef void (∗ ag t ) ( Paral le lForReduce<T> &, std : : vector<T> &,
std : : vector<T> &, const int ,
const int , env t &);
15 typedef bool (∗ t e rm ina t i on t ) ( const std : : vector<T> &pop , env t &);
typedef env t envT ;
protected :
19 std : : vector<T> input ;
std : : vector<T> bu f f e r ;
s i z e t maxp , pE , s i z e , i t e r = INT MAX, id = INT MAX;
env t env ;
23
g en e r a t e t generate ;
ag t ag ;
t e rm ina t i on t te rminat ion ;
27 Paral le lForReduce<T> l o opevo l ;
private :
s td : : unordered set<T> copy bu f f e r ;
31
public :
Evolut ion ( s i z e t maxp , s i z e t s i z e , g en e r a t e t gen , ag t ag ,
t e rm ina t i on t term , const env t &E = env t ( ) ,
35 bool spinWait=true ) : maxp(maxp) , pE(maxp) , env (E) ,
generate ( gen ) , ag ( ag ) , t e rminat ion ( term ) ,
l oopevo l (maxp , spinWait ){
l o opevo l . d i s ab l eS chedu l e r ( true ) ;
39 input . r e s i z e ( s i z e ) ;
121
A.2. Classe Evolution
generate ( input , env ) ;
for ( const auto &e : input )
bu f f e r . push back ( e−>Clone ( ) ) ;
43 copy bu f f e r . i n s e r t ( this−>bu f f e r . begin ( ) ,
this−>bu f f e r . end ( ) ) ;
}
47 ˜Evolut ion ( ){
for ( const auto &e : input )
delete e ;
51 for ( const auto &e : this−>bu f f e r )
i f ( copy bu f f e r . count ( e)==0)
delete e ;
input . c l e a r ( ) ;
55 bu f f e r . c l e a r ( ) ;
c opy bu f f e r . c l e a r ( ) ;
}
59 std : : vector<T>& get input ( ) { return input ; }
std : : vector<T>& ge t bu f f e r ( ) { return bu f f e r ; }
void se tParEvo lut ion ( s i z e t pardegree ){
63 i f ( pardegree>maxp)
e r r o r ( ‘ ‘ s e tParEvo lut ion : pardegree too high ,
i t should be l e s s than or equal to %ld \n ’ ’ , maxp ) ;
else pE = pardegree ;
67 }
env t& getEnv ( ) { return env ; }
71 int g e t I t e ( ) { return i t e r ; } ;
void s e t I t e ( int i ) { i t e r = i ; } ;
int get Id ( ) { return id ; } ;
75 void s e t I d ( int i ) { id = i ; } ;
int run and wait end ( ){
i f ( f f n od e : : run ()<0) return −1;






void∗ svc (void∗ task ){
while ( i t e r >0 && ! terminat ion ( input , env ) ){
87 ag ( loopevo l , input , bu f f e r , id , pE , env ) ;
−− i t e r ;
}










#include < f f /node . hpp>
#include < f f / p a r a l l e l f o r . hpp>
5
namespace f f {
template<typename T, typename env t=char>
9 class EvolutionE : public f f n od e {
public :
typedef void (∗mix t ) ( std : : vector<T> &);
typedef bool (∗ compareE t ) ( env t e1 , env t e2 ) ;
13
protected :
s i z e t de l ta , i te max = INT MAX;
env t env ;
17 mix t mix ;
compareE t compareE = NULL;
std : : vector<T>∗ i s l a n d s ;
Paral le lForReduce<T> l o opevo l ;
21
public :
EvolutionE ( std : : vector<T> &input , mix t m, s i z e t d ,
bool spinWait=true ) : mix (m) , d e l t a (d ) ,
25 i s l a n d s (&input ) , l oopevo l ( input . s i z e ( ) , spinWait ){
a s s e r t ( d e l t a > 0 &&
‘ ‘ d e l t a must be g r e a t e r than 0 . ’ ’ ) ;
l oopevo l . d i s ab l eS chedu l e r ( true ) ;
29 }
int g e t I t e ( ) { return i te max ; } ;
void s e t I t e ( int i ) { i te max = i ; } ;
33 void setCompareE ( compareE t e ) { compareE = e ; } ;
env t& getEnv ( ) { return env ; }
37 int run and wait end ( ){
i f ( f f n od e : : run ()<0) return −1;






void∗ svc (void∗ task ){
45 int s i z e = i s l and s−>s i z e ( ) ;
i f ( s i z e >1)
a s s e r t ( compareE != NULL && ‘ ‘ compareE ( ) must be de f ined . ’ ’ ) ;
49 bool te rminat ion = fa l se ;
auto E = [&] ( const long i , const int th id ){
i f ( s i z e==1) (∗ i s l a n d s ) [ i ]−> s e t I t e ( ite max ) ;
53 else (∗ i s l a n d s ) [ i ]−> s e t I t e ( de l t a ) ;
i f ( (∗ i s l a n d s ) [ i ]−>run and wait end ()<0)
abort ( ) ;
57 i f ( (∗ i s l a n d s ) [ i ]−>g e t I t e ()>0) te rminat ion = true ;
} ;
while ( ite max >0){
61 l o opevo l . p a r a l l e l f o r t h i d (0 , s i z e , 1 , PARFOR STATIC(0 ) , E, s i z e ) ;
i f ( s i z e >1){
i f ( ! t e rminat ion ){
i te max = ite max − de l t a ;
65 mix (∗ i s l a n d s ) ;
}
else i te max = 0 ;
69 for ( int i =0; i<s i z e ; ++i )
i f ( compareE ((∗ i s l a n d s ) [ i ]−>getEnv ( ) , env ) )
env = (∗ i s l a n d s ) [ i ]−>getEnv ( ) ;
}
73 else {
i te max = 0 ;
env = (∗ i s l a n d s )[0]−>getEnv ( ) ;
}
77 }
l o opevo l . threadPause ( ) ;
return NULL;
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A.3. Multi-Popolazione
81 }
} ;
}
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