We test the validity of the sibling sex ratio instrument in Angrist and Evans (1998) using the methods proposed by Kitagawa (2008) and Huber and Mellace (2014) . The sex ratio of the first two siblings is arguably randomly assigned and influences the probability of having a third child, which makes it a candidate instrument for fertility when estimating the effect of fertility on female labor supply.
Under the presumption that parents have a preference for mixed sex children, the idea is that having two children of the same sex, which is arguably randomly assigned by nature, increases the chances of getting a third child. However, Rosenzweig and Wolpin (2000) argue that having mixed sex siblings may violate the exclusion restriction by directly affecting both the marginal utility of leisure and child rearing costs and, thus, labor supply. Furthermore, based on a data set from rural India, they also provide empirical evidence that expenses for clothing of the third born are significantly lower if the older siblings are of the same sex. It is unclear to which extent this issue carries over to the US data of Angrist and Evans (1998) and whether it is important enough to affect the labor market behavior of females. In contrast to Rosenzweig and Wolpin (2000) , Bütikofer (2010) finds no crucial differences in the household economies of scale across families with different sibling sex composition due to cloth-and room-sharing for arguably more comparable countries such as the UK and Switzerland (but also Mexico).
As the second identifying assumption, Angrist and Evans (1998) rely on monotonicity due to the parents' arguable preference for mixed sex siblings. Indeed, parental preferences for a balanced sex composition are well documented for the US, see for instance Ben-Porath and Welch (1976) .
However, monotonicity fails if a subgroup of parents has a preference for at least two children of the same sex and chooses to have a third child if the first two are of mixed sex. That the latter case may be empirically relevant is for instance corroborated by Lee (2008) , who finds that South Korean parents with one son and one daughter are more likely to continue childbearing than parents with two sons. Rosenzweig and Wolpin (2000) observe a similar pattern in their Indian data set, a country well known for its sex bias among parents. While preferences arguably differ strongly across countries, defiers may even exist in the US. Dahl and Moretti (2008) find that the number of children is significantly higher in US families with a first-born girl suggesting a preference for having boys. Yet, this does not directly test the violation of monotonicity.
Therefore, even though both the exclusion restriction and monotonicity may be questioned given these theoretical and empirical findings, they can neither be unambiguously refuted nor approved based on the arguments brought forward in the scientific discussion.
The contribution of this paper is to for the first time investigate the validity of the sibling sex ratio instrument of Angrist and Evans (1998) based on hypothesis tests. To this end, we apply recently developed methods for testing IV validity in heterogenous treatment effect models proposed by Kitagawa (2008) and Huber and Mellace (2014) . The tests share the feature that asymptotic non-rejection does not imply IV validity (i.e., they do not have power against all violations and are therefore conservative), whereas asymptotic rejection points to an invalid instrument. We apply the tests to the full sample as well as to subsamples conditional on covariates such as education, age, marital status, race, and the year of the first birth. Finally, we also split the instrument to separately consider two first born sons and two first born daughters vs. mixed sex siblings in order to tackle potential violations of monotonicity due to a preference for boys.
In general, our tests do not point to a violation of IV validity in any scenario, because they are mostly insignificant at any conventional level. Only in few of the many cases considered, p-values below 10% are obtained, but again, this does not necessarily imply that the instrument is valid.
The remainder of this paper is organized as follows. Section 2 reviews the IV assumptions allowing for LATE identification, as well as several methods for testing their violation. Section 3 applies the tests to data from Angrist and Evans (1998) . Section 4 concludes.
Identifying assumptions and testing
Suppose that we are interested in the average effect of a binary "treatment" D ∈ {1, 0} (e.g., having a third child) on an outcome Y (e.g., labor market participation) evaluated at some point in time after the treatment. Under endogeneity, the effect of D is confounded with unobserved factors that affect both the treatment and the outcome. Assume that there exists a binary instrument, denoted by Z (e.g. having same sex children), that is correlated with the treatment but does not have a direct effect on the outcome (i.e., any impact other than through the treatment). Denote by D(z) the potential treatment state for instrument Z = z, and by Y (d) the potential outcome for treatment D = d (see for instance Rubin, 1974 , for a discussion of the potential outcome notation). For each subject, only one of the two potential outcomes and treatment states are
As discussed in Angrist, Imbens, and Rubin (1996) , the population can be categorized into four types (denoted by T ∈ {a, c, d, n}), depending on how the treatment state changes with the To demonstrate how the IV assumptions of Imbens and Angrist (1994) solve the identification problem of unidentified types and which testable restrictions this implies, we first introduce some notation which heavily borrows from Kitagawa (2009) . Let f (y, D = d|Z = z) denote the (observed) joint density of the observed outcome and D = d conditional on Z = z for d, z ∈ {1, 0}. Furthermore, denote by f (y(d), T = t|Z = z) the unobserved joint density of the potential outcome and type t conditional on Z = z, where t ∈ {a, c, d, n}. Note that the subsequent relationships between observed and unobserved joint densities hold for all y in the support of Y :
Equations (1) to (4) follow from the fact that without further assumptions, a particular observed treatment-instrument-combination is consistent with two types, so that any observed joint density is a function of the potential outcomes of two different types conditional on Z. Imbens and Angrist (1994) have shown that the LATE on the compliers is point identified when imposing the following identifying assumptions:
Assumption 1:
where "⊥" denotes independence. Assumption 1 implies the randomization of the instrument (so that it is unrelated with factors affecting the treatment and/or outcome) and the exclusion of direct effects on the outcome.
Assumption 2:
Assumption 2 says that the potential treatment state of any individual does either not decrease (positive monotonicity) in the instrument. Therefore, the existence of defiers (type d) is ruled out because for the latter type, D(1) < D(0).
type and treatment state, otherwise the potential treatment states and/or potential outcomes
were not independent of the instrument (e.g., due to a direct effect of the instrument on the outcome). Under Assumption 2, f (y(1), T = d), and f (y(0), T = d) are equal to zero. Therefore, equations (1) to (4) simplify to
By subtracting (6) from (5) and (7) from (8), the joint densities of the compliers under treatment and non-treatment are identified: 3
To see how this permits the identification of the LATE on the compliers, first note that
, where π c = Pr(T = c) denotes the share of compliers in the population (and more generally, π t = Pr(T = t) will henceforth denote the share of type t). It follows that π c is identified by
which is the intention to treat effect (ITT). By scaling the ITT by the share of compliers we obtain the standard identification result for the LATE (denoted by ∆ c ), which corresponds to the probability limit of the Wald estimator:
(9) and (10) not only entail the identification of the LATE, but also provide testable implica-tions of the identifying assumptions. For all y in the support of Y , it must hold that
otherwise the joint densities of the compliers would be negative, even though a density cannot be smaller than zero. Therefore, if one or both of the weak inequalities in (13) are violated, either IV independence as postulated in Assumption 1 does not hold, or the defiers stochastically dominate the compliers so that monotonicity is not satisfied, or both. The constraints in (13) were first derived by Balke and Pearl (1997) (at that time, for binary outcomes).
For testing, (13) should be verified at each value y in the support of Y . However, if the outcome is of rich support (e.g., continuous), finite sample power may be higher when partitioning the support into a finite number of subsets. The constraints then become
where A denotes a subset of the support of Y , and (14) must hold for any A. Kitagawa (2008) proposes a test of these constraints that is based a two sample Kolmogorov-Smirnov-type statistic Huber and Mellace (2014) suggest an alternative set of testable constraints on mean potential outcomes rather than densities or probability measures defined by A. They for instance show that the LATE assumptions imply the following restrictions related to the mean outcome under treatment of the always takers:
where q = 
lie within the latter bounds, otherwise the identifying assumptions are necessarily violated. An equivalent result applies to the never takers under non-treatment:
with r = The authors not only consider mean constraints, but also the following probability constraints which they derive using the results of Horowitz and Manski (1995) :
It can be shown that the second inequalities in (17) and (18) are equivalent to (14). Furthermore, if testing is based on non-overlapping subsets A that jointly cover the entire support of Y , the first inequalities in (17) are redundant. In this case, testing based on (17), (18) and (14) is asymptotically equivalent. In the application, we consider the Huber and Mellace (2014) tests based on both mean and probability constraints, as well as the Kitagawa (2008) method.
Empirical application
In this section, we apply the various tests to the 1980 wave of the Angrist and Evans (1998) data coming from the US Census Public Use Micro Samples (PUMS). Angrist and Evans (1998) aim at assessing the effect of fertility on female labor supply, but face the problem that fertility and labor supply decisions are most likely endogenous. For this reason, they suggest to use the sex ratio of the first two children as instrument for fertility, i.e., to get (at least) one more child. They justify the plausibility of Assumptions 1 and 2 by arguing that the sex of children should not have any direct effects on labor supply and that parents in the US have a preference for mixed sex siblings so that fertility is monotonic in the instrument.
As discussed in the introduction, the validity of the exclusion restriction has been challenged in Rosenzweig and Wolpin (2000) based on both theoretical arguments concerning fertility and labor supply choices and empirical data from rural India. They argue that mixed sex siblings may increase child rearing costs compared to same sex siblings for instance due to the absence of sexspecific hand-me-downs and can therefore affect labor market behavior through other channels than fertility. Secondly, also the monotonicity assumption, which has to hold for every unit in the population, appears suspicious given the empirical evidence on the preference for boys not only outside, see Lee (2008) , but also within the US, see Dahl and Moretti (2008) . These concerns motivate the application of the Kitagawa (2008) and Huber and Mellace (2014) tests to the sibling sex ratio instrument.
The 1980 PUMS evaluation sample of Angrist and Evans (1998) Columns 3 and 4 (HM11 (5) and K08 (5)) contain the p-values of the probability-based tests of Huber and Mellace (2014) using (17) and (18) and of Kitagawa (2008) using (14) . In both tests, the support of the outcome is partitioned into five subsets A, which are defined by an equidistant grid from the minimum to the maximum of the observed outcome. Columns 5 and 6 (HM11 (12) and K08 (12) As the probability mass of y has a spike at zero (as many women do not work at all), zero is now treated as an own category. Furthermore, only few women state to work more than 50 hours per week, which motivates the large range of the last subset. Several other numbers and definitions of A were also considered, but did not change the conclusions to be drawn and are therefore not reported.
In the full sample, no test provides evidence against the validity of the IV assumptions.
As mentioned in Section 1, this does not imply that Assumption 1 and 2 hold, because the tests are inconsistent in the sense that they cannot detect every possible violation. It therefore seems advisable to consider testing conditional on covariates, too, as one potential source of non-detection is that deviations from the null average out in the full sample, while they might be detected in subsamples. We start by splitting the sample into three levels of education: less than 12 years, 12s year of education (which corresponds to completed high school education), and more than 12 years (higher education). No test rejects the null at the 5% level and only for 12 years of education, HM11 (5) is significant at the 10% level. 4 Partitioning the sample further by education, age brackets (21-25, 26-30, and 31-35) , marital status, race, and year of the first birth does not crucially change the picture. In only four out of a total of 22 samples, HM11 (5) rejects the IV assumptions at the 10% level (thereof once at 5%), while the other tests are never significant. For each value of the outcome, the estimates of the compliers' densities f (y(1), T = c), see (9), and f (y(0), T = c), see (10), are displayed. As discussed in Section 2, a necessary condition for IV validity is that the estimated densities of the compliers are asymptotically non-negative. While violations are only minor in the full sample, they are more pronounced in the restricted sample (in particular among the non-treated), so that the statistic of HM11 (5) is significant at the 10% level.
In a next step, we split instrument into two variables for boys and girls. I.e., we separately analyze two overlapping samples, the first one consisting of mothers with either two sons or mixed sex siblings (299,419 observations, of which 34.8% have two boys), the second one of mothers with either two daughters or mixed sex siblings (290,713 observations, of which 32.8% have two girls).
To see the usefulness of this approach, assume that monotonicity only holds for girls (i.e., all parents prefer mixed sex siblings over two girls) but not for boys (i.e., some parents prefer two boys over mixed sex siblings) as one might suspect from the findings in Lee (2008) and Dahl and 26-30, married, white (40,946) 1.000 0.338 0.994 0.590 0.962 edu>12, age 26-30, married, white (21,543) 0.511 0.352 0.981 0.376 1.000 edu<12, age 31-35, married, white (17,882) 0.521 0.089 0.931 0.648 0.999 edu=12, age 31-35, married, white (57,592) 1.000 0.536 0.987 0.948 1.000 edu>12, age 31-35, married, white (44,665) 1 tests should pass when using the instrument defined by having two girls and reject when using two boys. It is worth noting that the first stage is smaller for two boys (5.1 percentage points) than for two girls (6.9 percentage points). Assuming that the exclusion restriction holds, the smaller first stage of the former could either be due to a lower share of compliers (if monotonicity is satisfied), or to a larger share of defiers (if monotonicity is not satisfied), or both. Table 2 presents the results of separate tests for the two girls and two boys instruments in the respective full samples and conditional on covariates. We find no heterogeneity in rejection rates that would point to one instrument being more valid than the other. For either instrument, the null is rejected just three times by HM11 (5) at the 10% level and once by HM11 (12) at the 5% level across the 22 samples. All other tests are insignificant throughout. We therefore conclude that all in all, testing does not point to a violation of Assumptions 1 and 2 in the data considered when using the sibling sex ratio instrument.
We once more stress that this does not necessarily imply that the instrument is valid. In fact, a non-rejection of the testable constraints may occur due to three reasons: (i) instrument validity (Assumptions 1 and 2) is indeed satisfied, (ii) instrument validity is violated, but the finite sample power of the tests is too low to reject the null even though the constraints do not hold, or (iii) instrument validity is violated, but the violation is small enough that the constraints hold, so that the tests fail to detect the problem even asymptotically. Considering the Huber and Mellace (2014) mean test, for instance, the latter occurs if the violation is so little that the point identified mean outcomes of the always takers under treatment and never takers under non-treatment still lie within their respective upper and lower bounds. Therefore, the asymptotic power of the tests is stronger, the smaller the complier population is, which implies narrower bounds for the always and never takers in the mixed populations.
As the complier share in our application is rather limited when taken at face value, one might conclude that the asymptotic power of the tests is high. However, Table 3 , which for the full sample reports the estimates of the bounds and point identified mean outcomes among always and never takers in (15) and (16), respectively, provides a different picture. In fact, the widths of the bounds are not negligible, amounting to roughly 7 hours (18.828-11.850) for the always takers and 5 hours (22.579-17.796 ) for the never takers. In either case, the point identified mean is within its respective bounds. Therefore, while too little finite sample power is seemingly no issue given the rather small standard errors of the estimates (provided in parentheses in Table 3 ), the widths of the bounds imply that the Huber and Mellace (2014) mean test can (asymptotically) not detect violations which are not comparably large. For this reason, it appears advisable to investigate the robustness of the estimated labor supply effects of fertility to (at least) mild violations of the IV assumptions. To this end, we refer to Huber (2014) , who proposes sensitivity checks for the LATE under the non-satisfaction of the IV exclusion restriction or monotonicity and applies them to the same Angrist and Evans (1998) data. 5 His results suggest that the negativity of the impact of having a third child on females' working hours is robust to moderate deviations from either assumption.
Conclusion
In this paper, we have applied statistical tests to the sibling sex ratio instrument of Angrist and Evans (1998) to assess the identifying assumptions underlying the LATE framework. This novel approach complements earlier discussions arguing in favor or against the validity of the instrument which were mainly based on theoretical reasoning or empirically motivated back of the envelope calculations rather than formal tests. Using the methods proposed in Kitagawa (2008) and Huber and Mellace (2014) , testing did generally not refute the validity of the instrument.
As a word of caution, this does not imply that the sibling sex ratio can be safely assumed to be a good instrument, because even asymptotically, the tests cannot find all possible violations of instrument validity if they are not large enough. Furthermore, it remains to be seen whether our findings can be replicated in other data sets. 
