Abstract It is sometimes pointed out that economic research is prone to move in cycles and react to particular events such as crises and recessions. The present paper analyses this issue through a quantitative analysis by answering the research question of whether or not the economic literature on business cycles is correlated with movements and changes in actual economic activity. To tackle this question, a bibliometric analysis of key terms related to business cycle and crises theory is performed. In a second step, these results are confronted with data on actual economic developments in order to investigate the question of whether or not the theoretical literature follows trends and developments in economic data. To determine the connection between economic activity and developments in the academic literature, a descriptive analysis is scrutinized by econometric tests. In the short run, the VARs with cyclical fluctuations point out multiple cases where economic variables Granger-cause bibliometric ones. In the long run, the fractionally cointegrated VARs suggest that many bibliometric variables respond to economic shocks. In the multivariate framework, the Diebold-Mariano test shows that economic variables significantly improve the quality of the forecast of bibliometric indices. The paper also includes impulse-response function analysis for a quantitative assessment of the effects from economic to bibliometric variables. The results point towards a qualified confirmation of the hypothesis of an effect of business cycles and crises in economic variables on discussions in the literature.
Introduction
In the literature on the history of economic thought, it is sometimes pointed out that not only does economic development go through business cycles, but that developments in theory may be of a cyclical nature, or at least contain some cyclical elements, as well (see e.g. Kurz 2006) . Merging the two lines of thought together, i.e. thinking about a possible cyclicality in and of business cycle theory, immediately brings some intuitively appealing examples to mind: Keynes's General Theory (1936) , e.g., was published shortly after the onset of the Great Depression and initiated increased interest in analysing business cycles from a new perspective-and has, at least according to casual observations, experienced renewed interest over the past years of the 'Great Recession'. Indeed, numerous examples can be found in the literature which draw a causal link between economic crises, and the frequency of discussions of these and related events. However, so far, those discussions have mostly been unsystematic, casual, and almost exclusively without any actual quantitative reference. The present paper aims to fill this gap by quantitatively and econometrically answering the research question of whether or not the economic literature on business cycles is correlated with movements and changes in actual economic activity.
The analysis begins with a short overview of related literature in two fields: work which discusses the cyclicality and connection to business cycles and crises of economic literature, and bibliometric studies. The following section then contains the core of the empirical analysis. First, the data used and methods employed-both for the bibliometric and econometric analyses-are laid out in detail. Results are subsequently presented and discussed. The latter will also put the results into perspective, theoretically analyze their implications, highlight additional findings, and furthermore discuss caveats. The paper then concludes with a summary of the results.
Theoretical background and related literature
In his paper on ''Cycles in the history of economic ideas'' (own translation), Neumark (1975, 257 f.) argues that the overall development of economics is of a cyclical nature and not following a straight upward trend towards ever improved new approaches (also see Kurz 2006 ). This rather general observation covering various fields of economics overall gains a very peculiar interpretation within the context of discussions of business cycles and crises. Here, a similar argument can be put into perspective of actual economic developments, namely that specific notions and ideas resurface in conjunction with particular policy issues and problems over the course of a business cycle, e.g. unemployment during crises and downswing phases. Expressions such as ''panics produce texts'' (see Fabian 1989, 128) imply not only a cyclicality in the literature per se, but also one that is correlated with real economic developments. There is also an intuitive appeal to a causality behind this link: economic crises and recessions produce an increased interest in the discussion of said events, because obviously, the necessity of dealing with them-e.g. by developing relevant policies-is more urgent than it is at tranquil economic times. Therefore, for example, already John Mills (1868, 11) , in an article presenting his own analysis of cycles and panics, had observed that ''every commercial crisis occurring in this country is promptly followed by a literature of pamphlets''. Similarly, Aftalion (1913, 289 f.) argues that countless articles appear with every crisis, an observation which was shared a decade later, with the additional experience of yet another crisis, by Richter (1923, 153) .
Another 10 years later, Durbin (1933, 17) asked for caution when dealing with theories arising in these circumstances, for despite potentially being wrong, they might gain ground given the particular context. 1 It is also straightforward to identify some particularly important examples of theories emerging in context of such events, e.g. Fisher (1932) and Keynes (1936) . Concerning the upswing, set into tranquil economic times and shortly before the onset of what has soon afterwards been labelled the 'Great Recession', Lucas (2003, 1) claimed that ''the central problem of depression prevention has been solved''.
Whatever the work cited so far argued about a potential cyclicality in the literature, it has done so on the basis of qualitative readings of academic work and anecdotal examples. In general, bibliometric analysis is a very recent topic indeed in the history of economic thought.
2 Considering the present paper's research interest, there is one previous work on both the bibliometrics of business cycle and crises theory and their connection to economic history, namely a study by Daniele Besomi (2011) . In the appendix and introducing discussion of that article, Besomi (2011, 113-117) documents the cumulated absolute frequencies of the titles of different kinds of contributions (journal articles, books, pamphlets, etc.) from various sources, most notably JSTOR and EconLit, but also the author's own assembled records for earlier decades, which contain terms related to crises and business cycles. The terms themselves are identified based on a comprehensive study (which constitutes the larger part of the article) of the respective literature. In a next step, Besomi (2011, 55 ff.) subsequently discusses these numbers, with a specific interest in the question of whether or not ''panics produce texts'', i.e. whether the discussion of economic crises and business cycles is more prevalent during hard times of economic distress. By reference to a number of different works, Besomi (2011, 56) notes that this thesis of a correlation has been frequently stated, but not quantitatively assessed before his work. However, Besomi's data confirm the casual observation.
Besomi's article clearly is a seminal first step towards providing an organized and structured answer to the question underlying the present paper as well. It provides a nice summary and a general impression, but the method is still fairly unsystematic. Two points are of particular concern: First of all, Besomi discusses only absolute, not relative frequencies. This may be sufficient for a comparison of subsequent years, but for observations over longer time periods, especially over the past century in which the body of academic literature has expanded greatly, there is a substantial risk of systematic errors. As long as the reference group is not included explicitly in a quantitative manner as well, the data cannot be detrended accurately. Furthermore, concerning the connection between economic and bibliometric data, Besomi's approach here is entirely anecdotal, referring to individual historical examples of economic crises without using actual available data and applying statistical methods or running any econometric tests. Besomi is, of course, aware of these shortcomings (see, for example, 2011, 118 Fn.) . Still, they should be pointed out because they illustrate clearly what the present paper contributes in extension of and going beyond previous work on the topic: it improves on the method of inference, especially concerning the connection between economic and bibliometric data. Furthermore, whereas the empirical documentation constitutes only a small part of Besomi's long article, the present paper is fully dedicated to this analysis.
Empirical analysis
The following subsections illustrate the empirical strategy, employed data, and main empirical findings of this paper. An analysis which embeds these results in a theoretical context subsequently follows in the discussion.
Method and data
In order to answer the present paper's research question, i.e. whether the history of business cycle theory is in itself cyclical, and whether these movements are related to actual economic developments, two steps of analysis will be made. The first is a bibliometric study of trends in economic research with comprehensive data reaching back well into the second half of the nineteenth century. Following an overview of the bibliometrics, the economic data used are outlined. The subsection closes with a summary of the econometric methods applied.
Bibliometrics
Since the present paper is concerned with broad developments, not just particular works of individual authors, it concentrates on an analysis of frequencies of central notions. That is, the bibliometric data used are numbers and relative amounts of items in the (English) academic journal literature which feature a certain term at least once in the text. The terms searched for are those central to business cycle and crises theory identified by Besomi (2011) . Bibliometric time series for these are constructed using data from JSTOR's 'Data For Research' (DFR, http://dfr.jstor.org/) tool.
Dating back to the second half of the nineteenth century, JSTOR archives over two hundred periodicals in its 'Economics' subject category, and even more in its 'Business and Economics' subject group category (which includes the former). All the documents are digitalized with optical character recognition, allowing for full-text searches by DFR, which can be restricted by different categories. The following analysis is performed for research articles in journals (i.e. excluding book reviews, editorial items, etc.). This is in order to analyze a fairly homogeneous body of literature, and one that represents the majority of the most relevant work, especially in the more recent decades.
3 JSTOR also includes the large majority of high-ranked economics journals (according to the RePEc Aggregate Ranking, http://ideas.repec.org/top/top.journals.all.html). The underlying data therefore constitute a very large sample of the full population of relevant research in economics journals. It should be noted that JSTOR's archive is less comprehensive than the American Economic Association's Econ Lit database, but given DFR, it is far more suitable for full text searches of key terms and a subsequent identification of the relevant numbers.
Following Besomi (2011) , data are gathered for 14 key notions. 4 The DFR search terms used are as follows: 'bubble', '''business cycle''', '''business cycle'' OR ''trade cycle'''(further also 'BCTC'), 5 'crisis', 'cycle', 'depression', 'distress', 'embarrassment', 'fluctuations', 'glut', 'panic', 'prosperity', 'recession', 'stagnation' and '''trade cycle'''. With the search parameters as seen here, all journal articles which include at least one of the terms anywhere in the document are counted.
It is important to highlight that these terms bear different theoretical connotations. For example, there are those referring to the general phenomenon ('business cycle'), whereas others highlight a particular point ('crisis') or a phase ('depression', 'prosperity', 'recession'). Furthermore, it is also possible that the terms' specific meanings have changed over time. To capture such an evolution, a semantic analysis of the occurrences would be warranted, which could highlight, for example, which terms the particular key notions most frequently appeared in conjunction with, etc. Arguably, 'depression' may bear somewhat different implications in 1920 than in 2000. However, this is a further question, and it is not analysed in detail here, albeit touched upon in the discussion. The focus in the present paper is on notions and their frequencies, without an in-depth analysis of what these may actually mean (on this issue, also see Besomi 2011) . However, to also capture discussions on business cycles and crises in general, index values are compounded and included in the analysis as well. Two indexes which depict relative frequencies of papers containing at least one of the respective terms are constructed: a ''downswing'' index which contains 'crisis', 'recession, and 'depression', and an ''overall index'' which features all terms. In total, therefore, searches are conducted for 16 strings.
To provide just a short impression of the numbers, for the time frame 1850-2010, there are just over 140,000 journal articles in the 'Economics', and over 600,000 in the 'Business and Economics' categories. Since the items are not spread evenly over time, the following analysis works with relative numbers, i.e. the percentage of articles which contain a particular term (such as 'business cycle') relative to all articles in the comparison group (items in 'Economics' and 'Business and Economics' per corresponding year), based on own calculations. That is, if the relative frequency of 'crisis' is x% in a given year, then x% of all articles in the respective category for that year contained the word at least once in the text. Of course, such a method of counting does not differentiate-as a proper and informed reading of an article could-between how intensely a topic was discussed, with which intention this may have been done, whether a contribution was purely theoretical etc. These shortcomings are analyzed in more detail in the discussion.
Economic variables
In the present paper, United States data are used in order to gauge economic activity. This introduces an element of inaccuracy, since obviously, economists-especially those from other countries-are concerned with more than just US developments. Nonetheless, it seems a reasonable approximation to use data for the world's largest and leading economy (throughout almost all of the time frame for which reliable data are available), especially when working with a body of mostly English literature.
As indicators for macroeconomic activity, time series for real GDP per capita, the unemployment rate, gross private domestic investment, industrial production, the consumption price index (CPI), the S&P stock market index, and a measure of bankruptcy rates are included. Table 1 lists all these variables and also the range they cover. The data on income, investments, unemployment and industrial production are taken from the FRED.
6 CPI data are from the long series of Officer and Williamson (2015) . The data on the S&P index are taken from Shiller (2015) and the bankruptcy rates are taken from Garrett (2007) .
Econometric methods
We apply a broad range of econometric tools to test bivariate and multivariate hypotheses in the short and long run: Cointegration and fractional cointegration tests are focused on the long-run relation between the bibliometric and economic variables. Vector autoregressions (VAR) and fractionally cointegrated vector autoregressions (FCVAR) are used for causal inference. Testing the quality of forecasts shows us whether adding economic variables to the intrinsic forecast of the bibliometric variables improves the quality of the forecasts. In addition, we apply white noise tests to ensure the quality of the models.
We first test the stationarity of all variables, both bibliometric and economic, by means of the Augmented Dickey-Fuller test with generalized least squares (ADF GLS) as in Elliott et al. (1996) . From the test results it follows that all of the bibliometric and economic variables can be regarded as random walks and need to be transformed. Before the transformation, we apply the Johansen cointegration test (Johansen 1988 (Johansen , 1991 Hamilton 1994) to check if there exists cointegration between the variables. Additionally, we apply the test for fractional cointegration as in Jones et al. (2014) and MacKinnon and Nielsen (2014) . According to the standard Johansen (1991) cointegration test, the bibliometric variables are not cointegrated with any of the economic ones and therefore we can apply the VAR framework, as in Hamilton (1994, Ch. 11) . However, for the pairs of variables which are fractionally cointegrated, the FCVAR framework as in Johansen (2008) and Johansen and Nielsen (2012) is a better specification. The FCVAR estimation and fractional differencing is performed with the ''FCVAR'' Matlab package (see Nielsen and Popiel 2014) . Combining VARs and FCVARs allows us to conduct analysis for the short and long run. The transformation to achieve stationarity for the VARs is performed with the help of the Kalman filter as in Petris et al. (2009, 51-62) . We use the ''dlm'' package (Petris 2010) and set a first order polynomial model for filtering. The parameters for the filter are estimated with the maximum likelihood function. The Kalman filter yields stationary cyclical fluctuations, indicated with a ''c'' before the respective variable name, which are used in the further analysis. Consequently, for the fractionally differenced variables in the FCVARs we use a ''d'' prefix. Causal inference is preformed in both frameworks.
As for the VARs, once the analysis is conducted we derive the impulse-response functions (IRF) and perform the Granger causality test, as in Granger (1969) . Finally, we check that the residuals of our models are white noise with the Portmanteau Q test as in Ljung and Box (1978) . We formulate our VAR model according to Granger (1969, 431) :
where Y t denotes cyclical fluctuations in the economic variables; X t denotes cyclical fluctuations in bibliometric variables; b 0 and h 0 denote constants; a j , b j , c j ,d j denote coefficients for the respective lags and variables; e t and g t are error terms and t -j is the lag operator. The optimal lag length is determined for each case with the Akaike (AIC), Bayesian (BIC), Schwartz Bayesian (SBIC) and Hannan-Quinn (HQIC) information criteria and according to the parsimony principle. For the FCVARs, similar procedures of lag selection and white noise tests are applied, namely the AIC and BIC criteria and the Portmanteau Q test. In case of the FCVARs, after estimating the model, we apply the test on the long-run exogeneity similar to Jones et al. (2014 Jones et al. ( , 1100 . The FCVAR is formulated as in Nielsen (2012, 2668) :
where D d is the fractional difference operator; L b is a lag operator; ab 0 are the coefficients for the cointegrating vector; C i are the coefficients for the fractionally differenced part, and e t is the error. It is important to note that Eq. 2 is expressed in a compact form, and in a FCVAR X t are the series of interest: bibliometric or economic.
This procedure resembles Granger causality tests and is related to the adjustment parameter a (for details see Nielsen 2012, 2669) : if a bibliometric variable is not long-run exogenous, then it responds to long-run disequilibrium errors in the cointegration relation between the given bibliometric and economic variable.
7 Thus, the bibliometric variable responds to shocks on the economic one. We test the reverse as well. 7 The test on the long-run exogeneity is carried out analogously to Jones et al. (2014 Jones et al. ( , 1100 ) with a 5 % benchmark. The causal inference in cointegrated systems is not straightforward and a standard Wald test as in the case of Granger causality may be problematic (see Mosconi and Giannini 1992 for the discussion). However, the above-mentioned testing procedure allows us to perform long-run inference regarding the responses of bibliometric variables to economic shocks.
A short note should be made on the tests. The Granger causality test is a special case of causal inference, which represents a statistical test of the significance of the VAR coefficients. As Granger (1969, 428-429) notes, this type of causality emerges if certain variables help to predict (or help to improve the forecast of) the future values of others. Applied to our paper, the null hypothesis of the test can be formulated in the following way: economic variables Y t do not Granger-cause bibliometric ones X t . This means that if Granger causality from the economic variables to the bibliometric ones exists, that is if we reject the null hypothesis and assume the possibility of the existence of Granger causality, then the current economic situation helps to predict the future bibliometric series. Thus, the concept of Granger causality should be treated in a technical manner, rather than philosophical; it does not yet come with a theoretical argument to explain potential causalities. In order to put the results in a general context and allow for a more comprehensive discussion, Granger causality tests are also performed for the opposite direction, i.e. from bibliometric variables to economic data with the null hypothesis changed respectively. A similar logic is applied to testing the long-run exogeneity in the FCVAR framework. In this case, however, the null hypothesis is that the variable is long-run exogenous and thus does not respond to disequilibrium errors (e.g., economic shocks).
The last tool employed is the Diebold and Mariano (1995) test which offers a multivariate framework to validate our bivariate results. The setup of the Diebold-Mariano test (employing the functions by Baum 2003) applied in our paper can be considered as a multivariate Granger causality test based on a VAR framework. We construct two forecasting models: an intrinsic forecast of a bibliometric index with five lags and an intrinsic plus economic forecast. The latter includes five respectively all seven economic variables (cLNRINCOME, cUN, cLNINVEST, cLNPROD, cLNCPI, plus cLNSP and cLNBANKR). This test is designed to answer the question of how the inclusion of economic variables to the intrinsic forecast of bibliometric indices contributes to the forecasting quality: If the economic forecast is better than the intrinsic one, then the economic variables indeed help to predict changes in bibliometric indices.
Empirical results
Bibliometric results: descriptive overview Figure 1 provides a general impression of the bibliometric data and respective first results. It displays the relative frequencies of the four arguably most relevant search terms for papers within JSTOR's 'Business and Economics' category, namely 'BCTC' (black), 'crisis' (dark grey), 'recession' (dashed), and 'depression' (light grey) from 1850 to 2012. Some characteristics of these time series immediately catch the eye. For example, the terms 'crisis' and 'depression' have already been in frequent use much longer than the other two. The series for 'BCTC' and 'recession' have been without breaks (i.e. years with no paper featuring either term) since 1909 and 1907 respectively, and, overall, are closer to one another than to the two older time series. A closer look at the 'BCTC' series further reveals the relative importance of 'business cycle' and 'trade cycle' respectively (not displayed in the figure): 'business cycle' has been the far more frequent term overall and throughout, appearing in over eight times as many papers. The frequency of 'trade cycle' peaked in the late 1930s and early 1950s, and then diminished. In the 2000s, only about 0.1 % of all journal articles contained the term, whereas 'business cycle' appeared in about 4.5 %.
When looking at the 'recession' line, marked fluctuations are evident. Around every ten years, there is a pronounced peak in the series. Overall, though, these fluctuations are around a fairly steady, slightly rising trend. With 'BCTC', on the other hand, there are less pronounced fluctuations, but a clear shift in trends: From the 1940s until around 1970, the relative frequency declined, and then slowly rose again, reaching similar levels to the late 1930s around 2010.
Comparing these two lines to the remaining two allows for further interesting observations. First of all, for almost the whole period, both 'depression' and especially 'crisis' appeared more frequently than the other two. Both had peaks in the early 1930s (whereas 'BCTC' and 'recession' peaked in the late 1930s). The relative frequency of 'depression' steadily declined from the immense height of over 30 % per year in 1932-1937 to just around 5-6 % in the 1970s and following decades, i.e. on a level with 'BCTC' and 'recession' in the most recent years. On the other hand, the relative frequency of 'crisis' has steadily, albeit with some notable ups and downs along the movement, increased since the 1970s.
Business cycles in the economy and in economics
Before conducting the bivariate analysis, we perform cointegration tests for long-run inference. According to the ADF GLS test all of the variables are not stationary and therefore we apply the Kalman filter to obtain stationary bibliometric and economic cycles for further analysis after the cointegration tests. The Johansen (1991) cointegration test results suggest no cointegration (see Table 8 ) between the economic and the bibliometric variables. Additionally, we do not find cointegration between the bibliometric variables either. The absence of cointegration according to the Johansen (1991) test does not exclude the possibility of fractional cointegration as in MacKinnon and Nielsen (2014) . In Table 9 we report the results of the fractional cointegration test: The highest number of cointegrated relations between bibliometric and economic variables can be found for the S&P index, CPI, industrial production and real investments for 'Business and Economics' and for industrial production and CPI for 'Economics'. We can transform the variables which do not exhibit any kind of cointegration, and apply the VAR framework. However, for the fractionally cointegrated variables, the FCVAR specification is more appropriate. In the following, we therefore first report the VAR results for all variables and then, in addition, FCVAR results for the fractionally cointegrated ones. The bivariate modeling allows us to maximize the time frames of our analysis, rather than selecting a uniform time period for all the variables. Selecting a uniform time period for all variables would result in a loss of observations and a higher small sample bias. The number of observations varies from 61 to 156 for different VARs. Even though we strive to use the longest time frames available, we correct our VARs for the small sample size and therefore the Granger causality test and results in Tables 2, 3, 4 and 5 already include this adjustment. The lag length for the VARs is selected according to AIC, BIC, SBIC and HQIC (see Nielsen 2001) . The optimal lag length of the VARs varies from one to eight lags and the principle of parsimony is applied. Whereas Tables 2, 3, 4 and 5 contain the Granger causality test results, Table 6 reports the Q test for the white noise in residuals. The latter is necessary to filter out results of the models which fail to produce residuals with constant variance and zero mean. We use the 5 % benchmark for all the tests applied, including the Q test for white noise. In addition, we differentiate between Granger causality in the direction towards bibliometric variables, instantaneous Granger causality (Granger 1980, 340) and Granger causality in the opposite direction. The formulation of the null hypothesis of the Granger causality test applied in this paper is that economic variables do not Granger-cause bibliometric ones. Therefore, at levels lower than 5 % we reject the absence of Granger causality and assume either Granger causality in the direction of bibliometric variables, instantaneous or reverse Granger causality. The white noise Q test applied allows us to accept or reject the null hypothesis that the residuals of our VARs are white noise and have constant variance and zero mean. Values less than the 5 % benchmark would suggest that the residuals are not white noise and therefore the related results are questionable.
We first document the results related to the literature from 'Business and Economics' (Tables 2, 3 ) and then validate them with the sample from the 'Economics' subset only (Tables 4, 5 ). Let us start with highlighting the Granger causality from economic variables to the bibliometric ones and therefore investigate whether the economic ''panic'' indeed produces related scientific works (''texts''). The p values from Table 2 point out Granger causality for the main economic variables of interest. It appears that on the 5 % level, we can assume that the cyclical fluctuations of real income per capita Granger-cause bibliometric data on 'panic', 'stagnation' and the ''overall'' index; cyclical fluctuations of unemployment Granger-cause 'fluctuations', 'business cycle' and 'prosperity'; cyclical fluctuations of real investments Granger-cause the most bibliometric variables, namely 'fluctuations', 'business cycle', 'crisis', 'cycle', 'panic', 'stagnation' and the ''overall'' index; cyclical fluctuations of industrial production Granger-cause 'BCTC' and 'recession'; cyclical fluctuations of CPI Granger-cause 'business cycle'. From Table 3 with additional economic variables we find that the cyclical fluctuations of the S&P index Granger-cause bibliometric data on 'crisis', 'depression' and the ''downswing'' index. The cyclical fluctuations of bankruptcy rates Granger-cause only fluctuations in literature using the term 'bubble'. Tables 4 and 5 focus on the literature from the 'Economics' category and validate our hypothesis on the relation between economic and bibliometric variables: cyclical fluctuations of real income per capita Granger-cause 'distress', 'panic' and the ''overall'' index; cyclical fluctuations of real investments Granger-cause 'business cycle', 'crisis', 'cycle', 'panic', 'prosperity' and the ''overall'' index; industrial production Granger-causes 'BCTC', 'business cycle', 'cycle' and 'stagnation'; CPI Granger-causes 'embarrassment'.
For the additional variables, the results from the 'Economics' category validate exactly the same causalities as for 'Business and Economics', documented in Table 3 . In general, for the 'Economics' literature we were able to find 18 incidents of Granger causality from economic variables to bibliometric ones, whereas in the 'Business and Economics' category we found 19 such incidents.
Instantaneous Granger causality can be found for the following cyclical fluctuations in the 'Business and Economics' category: unemployment and 'BCTC', 'cycle' and 'recession'; real investments and 'BCTC', 'depression' and 'distress'; industrial production and 'business cycle' and 'cycle'. One has to note that this instantaneous phenomenon is rare, compared to the Granger causality from economic to bibliometric cycles. Tables 4 and 5 show similar instantaneous Granger causalities for the 'Economics' literature: between the cyclical fluctuations of real income per capita and 'crisis'; unemployment and 'BCTC', 'business cycle', 'cycle' and 'recession'; real investments and 'depression' and 'distress'; industrial production and 'bubble' and 'recession'; CPI and 'recession'. The share of instantaneous Granger causalities in the sphere of'Economics' is slightly higher compared to 'Business and Economics'.
The opposite direction of Granger causality, i.e. from bibliometric data to economic variables, is also worth mentioning. This phenomenon can be detected in Table 2 for cyclical fluctuations in real income per capita and 'distress', 'prosperity' and the ''downswing'' index; unemployment and 'stagnation'; investments and 'depression', 'distress'; industrial production and 'bubble'; CPI and 'panic', 'prosperity' and 'stagnation'. From Table 3 we find such causality for cyclical fluctuations of the S&P index and 'stagnation' as well as bankruptcy rates and 'recession'. Finding Granger causality in this direction, i.e. opposed to the one expected, may be surprising, and is discussed in detail in the next section. In Tables 4 and 5 we find reverse Granger causality for: real income per capita and 'prosperity' and the ''downswing'' index; CPI and 'fluctuations'; as well as bankruptcy rates and 'recession'.
All the VARs are checked for stability and they fulfill the related conditions. As seen in Table 2 , there exists instantaneous Granger causality between the cyclical fluctuations of income and bibliometric data on 'fluctuations', however, the white noise test results from cell A9 in Table 6 suggest that the residuals from this VAR are not white noise and therefore this Granger causality test result should be treated with extreme caution. The same applies to A6, E3 and F8. We refrain from reporting the related Granger causality test results due to the fact that the residuals for these VARs are not white noise. Table 7 tests the residuals from models related to the 'Economics' literature (from Tables 4, 5 ). Here, A19 and E19 do not pass the test.
The selected IRFs from Fig. 2 display simulation results based on our VAR estimation. These simulations show how and for how long the literature reacts to economic variables: a positive impulse from unemployment causes a positive reaction of the bibliometric data on 'business cycle', whereas positive impulses from investments, industrial production and the S&P index cause a negative reaction of bibliometric data on 'crisis', 'panic', 'recession' and 'BCTC'. One should note that most of the functions converge after 4-5 steps.
Bearing Fig. 2 in mind, one could use the simulated impulses to quantify the impact of economic variables on literature in the sphere 'Business and Economics': a 1 % increase of the unemployment rate in the previous year leads to a 0.0266 % points increase in papers using 'business cycle' in the current year; a 1 % increase of real investments in the previous year leads to a 0.4339 % points decrease in 'crisis' in the current year; a 1 % increase of real investments in the previous year leads to a 0.1116 % points decrease in 'panic' in the current year; a 1 % increase of industrial production in the previous year Tables 2 and 3 leads to a 0.3189 % points decrease in 'recession' in the current year; a 1 % increase of industrial production in the previous year leads to a 0.1544 % points decrease in 'BCTC' in the current year; a 1 % increase in the S&P index in the previous year leads to a 0.4415 % points decrease in 'crisis' in the current year. The above-mentioned effects refer to the first year after the impulse and are purely illustrative.
In practice, one could interpret this in the following way: economic variables usually have the strongest impact on the economic literature in the first 1-5 years after the impulse. Obviously, Fig. 2 shows only a small number of IRFS, and not even all of the relations for which positive Granger causality results were observed. Their patterns, however, are characteristic, which is why they were selected.
Next, the results for the fractionally cointegrated pairs are reported. The number of cointegrated relations documented in Table 9 is substantial, and therefore for the related pairs a FCVAR specification is desirable. The lag selection is performed according to the AIC and BIC criteria. In addition, the same white noise Q test as in the VAR case is conducted and the stability is checked (Tables 14, 15) .
In Tables 2, 3 , 4 and 5 with the Granger causality test results, cases of fractionally cointegrated variables are marked with square brackets. For those variable pairs, Tables 10, 11, 12 and 13 report the long-run exogeneity tests based on the FCVAR estimations. Let us start with the results from 'Business and Economics'. The cases where the bibliometric variable responds to economic shocks and the model passes the white noise tests are: real income per capita and 'recession'; unemployment and 'business cycle' and the ''overall'' index; real investments and 'business cycle', 'BCTC' and 'distress'; industrial production and 'bubble'; CPI and 'crisis', 'glut' and 'recession'; S&P and the ''downswing'' index. For the 'Economics' category, the figures from Tables 12 and 13 suggest that the same holds for: industrial production and 'embarrassment' and 'panic'; CPI and 'crisis', 'embarrassment', 'glut', 'recession' and 'stagnation'; bankruptcy rates per 1000 capita and 'embarrassment' and 'glut'. The results show that bibliometric variables respond to long-run disequilibrium errors and thus, economic shocks.
We also detect cases where both variables are not long-run exogenous, i.e. that both respond to shocks in the other. For 'Business and Economics', the cases where both variables respond to shocks are: real income per capita and 'crisis' and 'fluctuations'; unemployment and 'bubble'; real investments and 'recession'; industrial production and 'recession'; CPI and 'stagnation'; S&P and 'cycle'; bankruptcy rates and 'prosperity'. For 'Economics', such cases are: real income per capita and 'business cycle' and 'cycle'; industrial production and 'recession'; S&P and 'cycle'.
A third category includes those cases where the bibliometric variables are long-run exogenous, but the economic variables are not. For 'Business and Economics', these are real income per capita and 'depression'; real investments and 'bubble'; industrial production and the ''downswing'' and ''overall'' indices; CPI and 'distress'; S&P and 'business cycle', 'distress' and 'recession'. For 'Economics', we find: real income per capita and 'panic'; industrial production and 'bubble'; CPI and 'prosperity'; S&P and 'crisis', 'distress', 'recession' and 'stagnation'.
The long-run exogeneity tests after FCVARs resemble the Granger causality results: The first type of cases with bibliometric variables responding to economic shocks prevails, but other cases are present as well.
The last step in our analysis is the multivariate inference with the Diebold-Mariano test., i.e. whether the economic variables taken together can forecast the literature as captured by the ''overall'' and ''downswing'' indices. Table 16 summarizes the results: we test the quality of the forecasts using two criteria (MSE and MAE) and apply the Barlett kernel for the long run variance estimation. All but one test results indicate that the forecast of bibliometric indices using economic variables is of a better quality than the intrinsic forecast, rejecting the null hypothesis of zero difference at the 5 % level. The only exception is the forecast of the ''overall'' index from 'Economics' using all economic variables. However, in this case, the p value is only marginally higher than the 5 % benchmark. In general it appears that the economic variables significantly improve the quality of the forecasts of bibliometric ones.
Discussion
It is important to discuss the instantaneous and the opposite Granger causality, found in Tables 2, 3 , 4 and 5. Regarding the instantaneous Granger causality, we consider this finding as a positive evidence of interaction between the state of the economy and scientific activity. According to Granger (1980, 340) , such instantaneous phenomena can be related to measurement issues: the frequency of our data is annual, whereas the actual causality may occur at higher frequencies. However, bearing in mind the submission process and the review time for scientific literature, considering the series at an annual level is reasonable (and, at any rate, inevitable, given the availability of data). Furthermore, it can also be pointed out that in most instances of instantaneous causality, the significance level on the direction of bibliometric to economic data is much higher than its opposite. Therefore, it may be argued that the effect in the ''expected'' direction is more significant.
Nevertheless, we acknowledge the fact that the measurement issue exists and that it can be related to the instantaneous Granger causality found for the above-mentioned variables. Another potential explanation would be either an exceptional forecasting quality of the related economic literature, which can capture contemporary trends in the economic data, or the ''production function'' of the scientific journals and editors: If, during times of an economic crises and recession, journal editors strive to issue and publish papers as fast as possible while the topics are still relevant, an economic downturn earlier in a year may very well co-occur with many discussions on it later in the year-which, given annual data for both variables, may result in instantaneous Granger causality. Considering the reverse causality, one could speculate and assume that there is a policy or sentiment channel, through which the economic literature can impact the economic variables. In this case we could also assume that economic texts can produce ''panics'', or at least certain sentiments which can influence economic activity (see e.g. Soo 2013 ). However, one could also leave room for statistical errors and a missing variable bias which leads to such test results. We should reiterate that the ''reverse'' Granger causalities, as well as the instantaneous ones, are rather rare compared to the Granger causality from economic cycles to bibliometric ones. The reverse causality nonetheless offers a fruitful ground for further research.
Overall, the empirical results in this paper have been in accordance with earlier discussion in the literature and, due to their intuitive appeal, quite compelling. The IRF estimates in particular provide a specific quantitative assessment of the illustrated relations: For example, it was demonstrated that a 1 % decrease in industrial production from its trend implies a 0.3189 % points increase in the relative frequency of 'recession' in the 'Business and Economics' category. Given that this frequency fluctuates between 5-10 % historically, this implies a relative change of 3-6 % in the frequency of 'recession' following a 1 % change in industrial production. Despite these strong results, it is important to add some caveats concerning the generality and broad applicability of the results, which owe partly to the data used, but also to the details of the results. One major issue which needs to be pointed out is the method of counting articles. As outlined in the section on method and data, any article which contains the particular key term in question at least once anywhere in the text was counted. This means that there is no differentiation between how often the term appears, and in what way the particular notion is qualitatively discussed (which is next to impossible for a broad bibliometric analysis anyway). For example, it might be that the reason behind increased frequencies in the context of crises and recessions are no increased theoretical discussions, but a simple shift in introductions to economic texts, whatever their specific topic, which now begin their discussions with obervations such as ''In context of the recent crisis…'' or similar. This might also explain why the fluctuations and corresponding peaks in the 'recession' time line of Fig. 1 are more pronounced than in the 'BCTC' series: When a recession hits, it may very well not be the term 'business cycle' which is used in introductions referring the event, but, instead, 'recession'.
The problem of properly counting items might be avoided if instead of searching for terms anywhere in the document, key terms associated with the documents would be analyzed. JSTOR's DFR contains automatically generated key terms (based on frequencies within the document). If a notion such as 'recession' is featured among these, it is less likely that there is only lip service done to business cycle theory; but it may also happen that a business cycle theory paper might be excluded because of other, more frequent notions among the key terms (for example, the most frequent key terms in the 'Economics' category include such general notions as 'market', 'price' and 'capital'). Further research can help to clarify this issue and contribute to a more precise understanding.
The last point to be discussed is the lag selection procedure. We estimate the optimal lag by AIC, BIC, SBIC and HQIC (where applied) for our VAR and FCVAR models to be consistent. The lag length for the majority of our models is between 1 and 2 periods (i.e. years). However, in some cases the optimal lag length was 4, 5, 6 or 8. A one or two year lag length seems to closely correspond to writing time plus publication delay in economics: Indeed, Björk and Solomon (2013) identify an 18 month delay between the original submission and publication for business/economics journals. A lag length around 6 years, on the other hand, would roughly capture the length of typical business cycles (based on the National Bureau of Economic Research's authoritative timing and dating of US business cycles). Therefore the optimal lag selection based on information criteria covers both situations, which are also both reasonable delays for a reaction of the literature to changes in economic variables: when the variations are driven by publication lags, and when the variations are driven by the business cycle phases.
Conclusion
The theoretical background in the second section demonstrated that the research question guiding this paper derives from a recurring theme in the economic literature, almost as old as business cycle and crises theory itself. With the availability of digitalized archives of the academic literature, it has become possible to answer such questions quantitatively, i.e. to provide a more specific and detailed analysis of broad trends than the discussion of any individual paper or small set of papers could.
The results generally confirm the theoretically appealing intuition based on observations of current events and anecdotal examples which could be found in the earlier literature, i.e. that business cycle and crises theory (more specifically: the frequency of its key notions, especially those related to the downswing) is on the rise during economically hard times, and experiences decreasing interest in prosperous times. However, they also point out that this thesis has to be taken with a grain of salt, and that further research will be necessary to get a more detailed understanding of the relation between business cycles in the economy and in economics. After testing the residuals for white noise we find 19 Granger causality incidents from economic variables to bibliometric ones in the field 'Business and Economics' and 18 incidents in the field 'Economics', including notable intersections, which largely validates our hypothesis. In addition, we find incidents of instantaneous and reverse Granger causality, but their share is lower. Another valuable finding is related to the IRFs. These provide quantitative measures of the effects from economic to bibliometric variables, and further allow us to point out that in general the strongest reaction of bibliometric variables on the economic ones takes place within 1-5 years from the initial impulse.
The FCVAR analysis, which was conducted for those cases in which fractional cointegration was found, documents eleven instances where the 'Business and Economics' literature in the long run reacts to economic shocks. In the 'Economics' category, ten such instances were found. Here, too, the number of instances where economic variables responded to bibliometric ones or both responded to one another was lower than for the first category. Finally, the Diebold-Mariano test suggests that in a multivariate framework, the quality of a forecast of bibliometric variables using economic variables is significantly more accurate than a simple intrinsic forecast.
Even though the analysis and results presented in this paper clearly provide a step forward in answering the underlying research question of the cyclicality in business cycle and crises theory, and its connection to actual economic developments, there are still caveats to be kept in mind which were addressed in the discussion. Further research may contribute to clarify these issues. To begin with, the key term analysis may be scrutinized. Furthermore, it is possible to conduct similar analyses as was done for the key terms here, but for citation counts instead of key terms. When taken together, this would allow for a more comprehensive account of the general topic overall, which was not included in the present paper because business cycle and crises theory is such a broad field with such a wide spread (as was evident from the numbers and figures, e.g. in Fig. 1 ) that including more than the terms would have meant going beyond the scope of a single paper. Nonetheless, this demonstrates how many more answers bibliometric research may provide to these research questions. Significant results are in bold. Items in square brackets indicate fractional cointegration * 5 % benchmark is used; the H 0 of the test is that the economic variable does not Granger-cause the bibliometric variable No.
Variables H) dLNRINCOME Significant results are in bold * 5 % benchmark is used; the H 0 of the test is that the given bibliometric or economic variable is exogenous in the FCVAR model Significant results are in bold * 5 % benchmark is used; the H 0 of the test is that the given bibliometric or economic variable is long-run exogenous in the FCVAR model Significant results are in bold * 5 % benchmark is used; the H 0 of the test is that the given bibliometric or economic variable is long-run exogenous in the FCVAR model Significant results are in bold * 5 % benchmark is used; the H 0 of the test is that the given bibliometric or economic variable is long-run exogenous in the FCVAR model Bartlett kernel is used for the long-run variance estimation; main variables include cLNRINCOME, cUN, cLNINVEST, cLNPROD, cLNCPI; all variables include main with cLNSP and cLNBANKR. The forecast horizon is 5 lags. The H 0 of the test is that the forecasts are of the same quality. All test results with only one exception suggest that the forecast using economic variables in addition to the lags of the bibliometric variables is of a better quality than the solely intrinsic forecast using only the lags of the bibliometric variables * 5 % benchmark is used
