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ABSTRACT
Phase-measuring deflectometry is an optical inspection technique for reflective surfaces. It enables absolute,
quantitative surface measurements, given a calibrated measurement setup. Two general calibration approaches
can be found in literature: First, the stepwise approach uses a calibration pattern and determines internal camera
parameters and external geometrical parameters in separate, consecutive steps. Second, the holistic approach
optimizes all parameters collectively, based on deflectometric measurements of a calibration mirror.
Whereas both approaches have been compared regarding the accuracy of subsequent surface measurements,
the present contribution focuses on experimental examination of their reproducibility. In experiment E1, we
assess the parameter variability by repeating both calibration procedures ten times. In an additional experiment
E2, we repeat all calibration measurements related to a mirror/pattern position ten times in a row before
rearranging the mirror/pattern, in order to examine the purely noise-related parameter variability. Finally, we
calculate the coordinate variability of a set of world points projected onto the image planes of the calibrated
cameras.
The measured variability is consistently higher in E1 than in E2 (average ratio: 3.2). Unexpectedly, in both
experiments, the external parameter variability also turns out to be higher for the holistic approach compared
to stepwise calibration (average ratio: 2.3). This is of importance, since the holistic approach is known from
literature to be more accurate than the stepwise approach, regarding their respective application to surface
measurements. The image coordinate variability is comparable for both calibration approaches with an average
of 0.84 and 0.21 camera pixels for E1 and E2, respectively.
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1. INTRODUCTION
Functional printing, e.g. ink-jet printing, is a promising technology to fabricate smart, low-cost electronic devices
and systems on flexible foil substrates such as wearables, Internet of Things (IoT) devices and sensors.1–3 Besides
the functional inks, frequently based on novel nanomaterials, another key component of printed electronics are the
foil substrates. In many cases these foils are made of standard materials such as Polyethyleneterephthalate (PET)
or Polyimide (PI), but nanomaterials are also applied to integrate functionality into the substrate.4 Substrate
planarity is an important issue for achieving high quality printing results as the ink-jet printing process is sensitive
to alterations of the distance between the substrate and the printing nozzle. Factors influencing foil substrate
planarity are the foil fabrication process and post-processing procedures in between multiple printing steps.
Due to roll-to-roll fabrication processes, foil substrates often exhibit internal strain-induced warpage around
one of their main axes. Moreover post-processing steps such as oven sintering or Laser sintering of the printed
structures may lead to local warpage. Hence, foil warpage detection and subsequent warpage management are
key requirements for reliable, high precision functional printing processes.
Phase-measuring deflectometry (PMD) is a technique for optical inspection of reflective surfaces. The basic
setup consists of one or more cameras, a pattern screen that can show predefined patterns, and the surface under
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test. The cameras are directed at the surface under test and acquire images of the reflected patterns on the
screen. In PMD, the patterns are sine-modulated intensity functions. Their phase effectively encodes the screen
coordinates.5,6 This allows the calculation of correspondence maps between camera pixels and screen coordinates;
these correspondence maps are also called phase maps and are the basis for diverse analysis techniques to reveal
information about the surface under test. PMD is extremely sensitive to local changes of the surface gradient5–7
and can be used for qualitative inspection purposes, such as defect detection, without the need for preceding
calibration.5
Given a calibrated measurement setup, it is also applicable to absolute, quantitative surface measurement
tasks, such as full-field surface reconstruction. Different calibration procedures have been proposed in the liter-
ature, most of which fall into one of two general categories. The stepwise approach8–11 first determines internal
parameters of the underlying camera model, generally using a calibration pattern, followed by the geometrical
calibration of the screen-camera setup, i.e. the external parameters (depending on the setup, an additional step
for internal screen calibration must sometimes be included8,9). The holistic approach12–14 on the other hand is
based on repeated deflectometric measurements of a planar calibration mirror in varying poses. All internal and
external parameters are thereafter optimized collectively to fit to the taken measurements.
The evaluation of published calibration techniques is generally provided by performing deflectometric mea-
surements with the calibrated setups using specimens of known shape, e.g. high-precision planar or spherical
mirrors, and examining the deviation of the reconstructed surface from the ideal shape. A direct comparison
of both calibration methods has reported a significantly better measurement accuracy for the holistic approach,
reducing the global surface error by a factor of three to six compared with the stepwise approach.12
The objective of the present contribution is to complement these published observations with an experimental
investigation of the reproducibility of both calibration approaches, i.e. the variability of the internal and external
parameters obtained by repeating the calibration procedures under the same conditions. The setup used for the
experiments is comparable to those reported by other research groups.5,6 A standard computer monitor is used
to display the patterns. The setup includes three cameras capturing the measurement space in order to generally
provide an extended range of surface gradients that can be measured, but also to enable the application of stereo-
or multi-camera-based methods for surface reconstruction. The cameras are modeled as pinhole cameras with
additional lens distortion correction terms.
Section 2 provides the mathematical model of the measurement setup used for calibration, including in
particular all the model parameters that are calculated by the calibration techniques. Section 3 contains the
descriptions of the stepwise and holistic calibration procedures, as implemented for the experiments. Section 4
describes in detail the conducted experiments and the variables measured for the assessment of the reproducibility
of the calibration procedures. Section 5 provides a comprehensive presentation of the experimental results and
Sec. 6 discusses and interprets the results, particularly with regard to how they relate to previously published
comparative analyses.
2. MEASUREMENT MODEL
There is a large body of literature describing the deflectometric measurement process in detail.5–7 The general
deflectometric measurement principle illustrated schematically in Fig. 1 applies to the majority of setups found
in the published literature. It is used as the basis for the descriptions of the calibration processes and the
experiments presented in Secs. 3 and 4. As the focus of the present contribution is on calibration, the following
description of the deflectometric measurement process is kept short; its main purpose is to identify and introduce
the relevant setup variables that have to be determined during calibration.
The deflectometric measurement process is based on the aforementioned correspondences between camera
pixels and screen coordinates that are established by encoding the screen coordinates in the phase information of




be such a correspondence map between camera image pixels
~i = (xi, yi)T ∈ R2 and screen points ~xs = (xs, ys, zs)T ∈ R3. The essential idea behind absolute, quantitative
surface measurements then is to back-trace the light path from each ~i to the screen position ~xs where it was
emitted. Using the law of reflection, the surface normal vector ~n is the bisection vector between ~vc and ~vs.
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Figure 1. Schematic illustration of the deflectometric measurement process. Given the correspondence between camera
pixel ~i and screen point ~xs, Si are potential surface points that are in agreement with the measurement. The potential
surface normal vector ~ni at those points is the bisection vector between vectors ~vc and ~vs. The screen, camera and
measurement coordinate systems, (xs, ys, zs), (xc, yc, zc) and (xm, ym, zm), respectively, are shown in red.
Whereas the “view ray” ~vc is usually known (as described below) in absolute deflectometry measurements, the
incident light ray ~vs is commonly unknown. As a consequence, each point Si along ~vc is a potential surface
point with a potential surface normal vector ~ni (see Fig. 1). Different solutions to this inherent ambiguity have
been proposed, such as stereo-deflectometry,8 setups with two screens (or screen positions),15,16 supplementary
measurements,17 or mathematical regularization.18–21
The above short explanation of the measurement process implicitly assumes several pieces of a priori knowl-
edge:
1. the geometric arrangement of the setup, i.e. the position and orientation of the screen and the camera,
2. the correspondence between pattern coordinates and screen coordinates, i.e. a (bijective) transformation
function, and
3. the correspondence between camera image pixels and the respective view rays, i.e. a camera model that
provides an (invertible) projection function.
The geometric arrangement of point 1 is described by a coordinate transformation matrix Tsc between the
(both three-dimensional Cartesian) coordinate systems of the screen and the camera. W.l.o.g. we take the
screen to define the reference coordinate system in which the camera position and orientation is described by
six parameters: its three origin coordinates (the camera center) ~o = (ox, oy, oz)T , and three rotation angles α, β
and γ. Our specific implementation uses Givens rotations,22 but there are numerous other ways to describe an
arbitrary 3D rotation by three parameters.22,23
The experimental setup used throughout the present paper—as most of the commonly used setups—includes
a computer monitor for pattern presentation. Assuming a regular grid of square pixels, pattern coordinates and
screen coordinates are considered as interchangeable (i.e. an identity transformation function is assumed). A
calibration is therefore not required for point 2. It should be noted that this applies to most, but not all proposed
deflectometry setups. Notably, if the patterns are projected onto a (e.g. ground glass) screen, an explicit model
for—and calibration of—the pattern-screen transformation function is required.8
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Figure 2. Schematic illustration of the pinhole camera model. A point ~xc in the field of view of the camera is projected
onto the sensor plane through the pinhole in the aperture plane. A (virtual) image plane is arranged in front of the pinhole
at the same distance as the sensor plane. All three planes are parallel. The projection ~xip of ~xc onto the image plane is
calculated using similar triangles (see text). The final image ~i results after transformation into image (pixel) coordinates.
Lens distortion effects are not considered in the illustration.
Regarding point 3, the mathematical description of the imaging process, the present paper uses the pinhole
camera model, with additional correction terms for lens distortion effects. The model (see Fig. 2) is well known
and widely applied in deflectometric applications and is therefore only described briefly. A detailed derivation
can be found in Ref. 22 for the pinhole camera model and in Ref. 24 for the lens distortion model.
Let ~xc = (xc, yc, zc)T ∈ R3 be a point with coordinates represented in the camera coordinate system. The
origin of the camera coordinate system defines the location of the pinhole, or camera center. The camera z-axis
coincides with the camera’s optical axis (see Fig. 2). Using similar triangles, the projection of ~xc into the image











= fl · (xip, yip, 1)T ; (1)
























r2 = x2ip + y2ip. (3)
The first additive correction term, with coefficients k1 and k2, models radial lens distortion effects, the second
correction term, with coefficients p1 and p2, models tangential lens distortion effects. The transformation to
image pixel coordinates ~i ∈ R2 is described by








)T = K · (x′ip, y′ip, 1)T , (4)
where K is called the intrinsics matrix. It contains the focal length coefficients flx and fly, i.e. the focal
length fl, specified in terms of (direction-dependent) image pixel units, and the principal point coordinates ppx
and ppy, also specified in image pixel units. Obviously, the image projection is not entirely invertible, as the
distance information is lost. However, the point ~xip on the image plane can be computed from~i by inverting the
calculations in between (the inverse lens distortion function is approximated iteratively). Note that the vector
~xip is the view ray corresponding to the image pixel ~i because it points from the coordinate origin, i.e. the
pinhole, to the respective point on the image plane. Given T−1sc , the view rays are readily transformed to the
screen coordinate system.
In summary, the setup is described by a total of 14 parameters per camera,
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• six external camera parameters (ox, oy, oz, α, β, γ) and
• eight internal camera parameters (flx, fly, ppx, ppy, k1, k2, p1, p2),
that must be determined by both of the calibration procedures that are detailed in the following section. Through-
out the remainder of the present paper, let
P : R3 7→ R2,~i = P (~x;T,K, k1, k2, p1, p2) (5)
denote the projection function for the camera as detailed above, with a coordinate transformation matrix T that
transforms the point ~x from its respective reference coordinate system into the camera coordinate system, the
intrinsics matrix K, and the lens distortion coefficients k1, k2, p1 and p2.
3. CALIBRATION PROCEDURES
Although neither of the two calibration procedures in the following sections presents a novel calibration principle,
details may differ from other implementations. For this reason, and in order to provide a rather complete
description of the entire experimental procedure, both methods are described in detail in the following.
3.1 Stepwise Calibration
The stepwise calibration approach follows the principle of calibrating each part of the system independent from
the other components, or consecutively, building on previous partial calibration results where necessary. The
stepwise calibration described in the following is a two-step procedure, with the internal camera calibration being
the first and the external, geometric calibration of the entire setup being the second step.8
For the internal camera calibration, we use the MATLAB Computer Vision Toolbox (The MathWorks, Inc.,
Natick, MA, USA), which implements the popular technique first published by Zhang.25 The process is repeated
for each camera independently. It requires a set of images of a specific calibration pattern, which is a checkerboard
pattern (with additional elements to break symmetry), with known grid size. For the set of images, the pattern
is repeatedly recorded in varying positions; the poses do not need to be known to the algorithm, but are rather
determined during the calculations. In order to define a repeatable process, we specified a series of 29 pattern
poses guided by several criteria. The primary objective was to move the pattern across the entire field of view of
the camera to identify lens distortion effects reliably. Further design objectives were to record the pattern under
a wide range of angles and with the pattern rotated by multiples of 90°. The calibration process starts with
extracting the checkerboard grid corners from all images, using them as world points with known 3D coordinates
by designating the pattern plane as the x-y-plane, a marked corner point as the world space origin and letting the
grid lines define the x- and y-coordinate axis. Let s and m be indices to specify the grid corner points (samples)
and the pattern poses (measurements), respectively,~is,m ∈ R2 the extracted image coordinates of the grid corner
points, and ~xs ∈ R3 their known coordinates in the x-y-plane. (As a side note, this description assumes the
pattern to be fixed in the world coordinate system and the camera to be moving. This will become irrelevant, as
we will only use the internal camera parameters and discard the externals.) Given the correspondences between
~is,m and ~xs, we are searching for a set of parameters that fits the data. This is an optimization problem, which







as error measure, where Pm is the camera projection function according to Eq. (5) for the m-th measurement.25
Note that the intrinsic camera parameters are constrained to be the same for all Pm. The initial parameter
estimation required for the non-linear optimization algorithm can be computed directly as the solution of a
system of linear equations that is derived from the correspondences between ~is,m and ~xs; the details can be
found in Ref. 25.
The camera calibration step yields the internal camera parameters for all cameras. The calculated externals,
i.e. relations between the pattern poses and camera positions, are ignored, as there is no obvious way to relate
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Figure 3. Schematic illustration of the geometric calibration part of the stepwise calibration approach. The regular,
orthogonal grid of circle marks is used as a calibration pattern with known mark coordinates to determine the wafer-
to-camera coordinate transformations Twc,c for all cameras (right). A deflectometric measurement of the wafer yields
a correspondence map between camera image pixels (for all involved cameras) and screen points. Using the previously
computed camera projection functions, and by introducing the screen mirrored about the wafer plane as a virtual screen,
the screen-to-world coordinate transformation Tsw is then iteratively optimized to best fit the measurement (left).
them to the pattern screen position. Instead, a reflective calibration target is used for the geometric calibration
of the measurement setup. To this purpose, a 150 mm diameter silicon wafer has been marked with a known
equidistant, orthogonal grid of circles. The wafer is placed onto the base plane of the measurement setup in such
a way, that its entire area is inside the field of view of all cameras. Only one wafer position is used. It defines a
preliminary reference coordinate system, with one of the circles marking the origin, the orthogonal grid axes as
x- and y-axis and the wafer plane normal vector defining the z-axis (see Fig. 3).
The geometric calibration is divided into two partial steps. First, the camera position is determined in
the wafer coordinate system. In the second step, the screen position is determined in relation to the camera.
Both parts make use of the parameter optimization with the total reprojection error as error measure, as de-
scribed above. However, the parameters to be optimized are limited to the three rotation and three translation
parameters; the internal camera parameters remain constant.
For the first part of the geometric calibration, the circle centers on the wafer surface assume the role of the
grid corner points of the camera calibration pattern (see Fig. 3). As above, their coordinates ~xs are known
with respect to the preliminary reference coordinate system defined by the wafer. The corresponding image
coordinates ~is can be determined by ellipse detection algorithms (as described in Ref. 29, for instance). With













)T and rotation angles α′, β′ and γ′ that define the coordinate transformation Twc between the
wafer and the camera coordinate system. This first part of the geometric calibration is repeated for all cameras
independently.
The second part of the geometric calibration is to determine the external screen parameters. More precisely,







)T and rotation angles α′′, β′′ and γ′′ that define the
coordinate transformation Tsw between the screen and the wafer coordinate system. In contrast to the previous
calibration steps, all cameras participate in the optimization procedure at the same time. We first select a
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Figure 4. Schematic illustration of the holistic calibration approach. Deflectometric measurements are performed with
a planar mirror in different poses (only two are shown). The recorded measurements can be thought of as image data
acquired from the virtual screens without the mirror (dashed lines). The virtual screens are identical to the real pattern
screen reflected about the mirror planes (dotted lines). The mirror planes do not have to be known a priori; they are also
determined by the iterative calibration process.
sample of camera pixels ~is,c from inside the image area of each camera that shows the reflective wafer surface.
The corresponding world points ~xs,c are the points on the pattern screen surface from which the light was
originally emitted. Their coordinates, with respect to the screen coordinate system, are known from the phase
maps (the z-coordinate is 0 again). We now acknowledge the fact that instead of the light rays being reflected
into the cameras at the wafer surface, they could as well originate from a screen mirrored about the wafer
surface (see Fig. 3) without changing the acquired camera images. Given an estimate for the external screen
parameters, and therefore for Tsw, we can transform the points ~xs,c into the wafer coordinate system and then
easily calculate the mirrored points ~x′′s,c by simply inverting the z-coordinate; remember that the wafer surface
defines the x-y-plane of the wafer coordinate system:
~x′′s,c =
 1 0 00 1 0
0 0 −1
 · (Tsw~xs,c) . (7)




to find the optimal screen extrinsic parameters mentioned above. Note that the error sum includes all involved
cameras now, and that the camera projection functions Pc are entirely known from the external camera calibration
step; the parameters to be optimized are only the ones that define the coordinate transformation matrix Tsw in
Eq. (7).
Finally, to obtain the six external camera parameters as defined in Sec. 2, the screen-to-camera transformation
matrix Tsc is given by TwcTsw. For a detailed description of how to decompose Tsc into the external camera
parameters, we refer to Ref. 22.
3.2 Holistic Calibration
The idea behind the holistic calibration12–14 is taking a number of deflectometric measurements of a planar front
surface mirror in different (a priori unknown) poses (see Fig. 4). The correspondence map of each measurement
defines correspondences between the image pixels and points in the world with known 3D coordinates in the
screen coordinate system that is going to be used as the reference coordinate system (all points in the screen
plane have a z-coordinate of 0). Instead of resulting from the real setup with the mirror, the recorded image data
Proc. of SPIE Vol. 11490  114900G-7
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 20 Apr 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use
can also be modeled as images of virtual pattern screens (with an inverted screen coordinate system), located at
positions that are defined by the real screen position reflected about the respective mirror planes (see Fig. 4).
The set of (external and internal) camera parameters and mirror planes that best describe the measurement data
can be determined using an iterative optimization technique.
Since the mirror poses need not be known a priori, they also do not have to be precisely defined or accurately
positioned. It is useful, however, to specify a few criteria that they should fulfill. They certainly should differ
from each other significantly, as repeated measurements using the same pose may reduce noise-related effects
but do not generate new information. Particularly, the set union of screen points included in the correspondence
maps of all measurements should cover the majority of the extent of the pattern screen. Finally, the minimum
number of poses required in practice for a robust optimization has been mentioned to be around five.12 Led by
these criteria, we specify a calibration procedure that includes 16 different mirror poses. The mirror is always
positioned to fill as much of the field of view of all three cameras as possible; for most of the poses this is the
entire field of view. The first pose is the mirror lying flat on the floor of the setup; the mirror plane resulting from
this measurement will later define the base plane of the measurement area. Afterwards, sets of five measurements
each are performed with support blocks of three different heights. They are used to generate sloped mirror poses
by lifting up, in turn, the left, right, near and far side of the mirror, and finally to elevate the entire mirror by
the respective amount. Between measurements, the mirror is repositioned manually.
The unknown variables of the setup include, as described above, the 14 camera parameters for each included
camera as well as the mirror planes, each described by their unit normal vector ~n = (nx, ny, nz)T and distance
d from the screen origin. Note that each normal vector is entirely defined by only two components because of
the unit length constraint; the remaining component, w.l.o.g nz, is then determined as nz =
√
1− n2x − n2y. The
number of unknowns is therefore three per mirror pose.
Similar to Sec. 3.1, given the correspondences between image pixels and 3D world coordinates of points on
the screen, as described above, we are searching for a set of parameters that fits the data. For feasibility reasons,
the Levenberg-Marquardt optimization is performed on a subset of all pixel-screen coordinate correspondences:
we sample the camera image pixels using a regular, square grid with a horizontal and vertical sample distance of
50 pixels. The required initial parameter estimation is based on manual measurements of the geometric setup,
and on the data sheet of the used cameras and objectives. The total squared reprojection error is used as error
measure, which is calculated similar to the last step in the stepwise calibration.
Let ~xs,c,m ∈ R3 and~is,c,m ∈ R2 be the s-th sample of corresponding screen point and image pixel, respectively,
of the c-th camera from the m-th measurement (i.e. mirror pose). Further, let ~nm and dm be the estimation of
the unit normal vector and distance from the origin, respectively, of the mirror plane in the m-th measurement
during a given iteration of the optimization process. Finally, let Pc denote the estimation of the projection
function for the c-th camera according to Eq. (5) during the same iteration. For the sake of readability, we omit
iteration indices and the parameters of Pc. The reflection of a point ~x ∈ R3 about a plane with normal vector ~n





~xs,c,m + 2d~n, (8)
where I is the identity matrix; the 3×3-matrix I−2~n~nT is called a Householder matrix.22 Using these notations,




∥∥∥Pc (~xrs,c,m)−~is,c,m∥∥∥22 . (9)
4. EXPERIMENTS AND ANALYSES
The basic framework of the deflectometry measuring station (see Fig. 5) is made of strut profiles (80× 80 mm2).
For flexible positioning, the pattern screen and the cameras can be mounted on adaptable traverses within
the basic framework of 680× 400× 650 mm3. For the present experimental study, a 32-inch monitor (AOC
U3277PQU) with an IPS panel is used to display the patterns. The monochrome USB-3 cameras (Basler
acA1920-40um) have a resolution of 2.3 MP and the objectives used (Lensation C8M2514GSV2) have a fixed
focal length of 25 mm.
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Figure 5. Front view (left) and side view (right) photograph of the deflectometric measurement station used for the
experiments. The mirror in the images is the calibration mirror used for holistic calibration, arranged in its first pose,
lying flat on the floor of the setup (see Sec. 3.2).
In order to assess the reproducibility of the two calibration approaches experimentally, we repeat the pro-
cedures described in Sec. 3 ten times each and evaluate the variability of the resulting internal and external
parameters (experiment E1). Assuming that the measurement setup itself does not change in between the re-
peated calibrations, the measured parameter variability is attributable to two sources: physical measurement
noise and geometric variations in the (manual) placement of the calibration pattern or mirror.
In order to separate these two effects, we repeat both procedures again, this time performing all image
acquisition and measurement processes related to a calibration mirror or pattern position ten times in a row
before rearranging the mirror or pattern (experiment E2). The resulting parameter variability therefore must be
attributed entirely to measurement noise.
Finally, in order to interpret the effects of parameter variability on the measurement process, we calculate
the variability of image coordinates of a set of world points projected onto the image planes of the calibrated
cameras.
For all examinations, a Gaussian distribution of the parameter measurements is assumed and the standard
deviation of the examined variables is used as a measure of their variability. The comparative assessment of
two single parameter variabilities (e.g. variability of rotation angle α from holistic calibration in experiment
E1 versus experiment E2) is described straightforward by their ratio. For more general comparative statements
on the variability of parameter groups (e.g. external parameters), the ratios of the considered parameters are
averaged using the geometric mean. The geometric mean is chosen as averaging function instead of the common
mean because of symmetry considerations concerning the reciprocal ratios. One would expect the average of the
reciprocal ratios and the reciprocal of the average of the ratios to be equal. The geometric mean satisfies this,
the common mean does not (as can easily be seen using the ratios 2 and 0.5, for instance).
5. RESULTS
Table 1 lists the standard deviations for all parameters, calculated after ten repeated calibrations, for experi-
ments E1 and E2 and for both the holistic and stepwise calibration procedure. Unsurprisingly, the data almost
consistently reveal the variability in experiment E1 to be higher than in experiment E2. The only exception is
the first radial lens distortion coefficient k1 from holistic calibration, for which a standard deviation of 0.0006 is
determined in E1 whereas it is 0.0010 in E2.
The average ratio of parameter variabilities between experiment E1 and E2, aggregated over all parameters,
is 2.16 for the holistic calibration but 4.65 for the stepwise approach (see Tab. 2). Measurement noise therefore
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Table 1. Parameter variability (standard deviation from ten repeated calibrations), aggregated over three cameras
Stepwise Holistic Stepwise Holistic
Experiment E1 Experiment E1 Experiment E2 Experiment E2
ox [mm] 0.14 0.13 0.04 0.03
oy [mm] 0.26 0.84 0.07 0.44
oz [mm] 0.10 1.19 0.02 0.48
α [°] 0.039 0.074 0.009 0.038
β [°] 0.021 0.017 0.005 0.008
γ [°] 0.018 0.006 0.003 0.004
flx [px] 2.7 3.1 0.7 1.5
fly [px] 2.3 3.1 0.6 1.5
ppx [px] 1.6 1.3 0.2 0.6
ppy [px] 3.5 1.0 0.8 0.2
k1 [ ] 0.0023 0.0006 0.0004 0.0010
k2 [ ] 0.0552 0.0066 0.0081 0.0033
p1 [ ] 0.000 209 0.000 029 0.000 049 0.000 015
p2 [ ] 0.000 061 0.000 137 0.000 011 0.000 039
Image coordinates [px] 0.89 0.78 0.16 0.26
Table 2. Average parameter variability ratio between experiment E1 and experiment E2, aggregated over three cameras
and parameter groups (a ratio value > 1 means larger parameter variability in E1 than in E2 and vice versa); average
calculated by geometric mean (see Sec. 4)
Holistic Stepwise Both
External parameters 2.20 4.27 3.06
Internal parameters 2.12 4.95 3.24
All parameters 2.16 4.65 3.16
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Table 3. Average parameter variability ratio between holistic and stepwise calibration, aggregated over three cameras and
parameter groups (a ratio value > 1 means larger parameter variability in stepwise than in holistic calibration and vice
versa); average calculated by geometric mean (see Sec. 4)
Experiment E1 Experiment E2 Both experiments
External parameters 1.62 3.15 2.26
Internal parameters 0.50 1.16 0.76
All parameters 0.83 1.78 1.21
accounts for 32 % of the parameter variability for the holistic calibration, but only for 18 % when using the
stepwise approach.
The parameter variability comparison between the calibration approaches does not behave uniformly (see
Tab. 3). Whereas the measured variability of the internal parameters is only half as high for holistic as for
stepwise calibration in experiment E1 (average ratio: 0.50) and on comparable levels in experiment E2 (average
ratio: 1.16), the external parameters reveal a completely different behavior. The external parameter variability
turns out to be higher, in both experiments, for the holistic compared to stepwise calibration, by an average
factor of 2.26.
The image coordinate variability is comparable for both calibration approaches, with an average of 0.84 and
0.21 camera pixels for E1 and E2, respectively (see Tab. 1).
6. DISCUSSION
As with all real-world measurement processes, the calibration procedures described in Sec. 3 unavoidably pos-
sess some amount of uncertainty regarding the calibration results. Different effects can contribute to this, for
instance physical measurement noise, changing environmental conditions between measurements or systematic
bias effects inherent to the measurement procedure. Two concepts are commonly used to describe, compare
and/or quantify the reliability of a measurement process: on the one hand, the accuracy describes how close
the average measurement result is to the (usually unknown) real value that is measured; the accuracy espe-
cially encompasses systematic biases of the measurement procedure. The precision, on the other hand, describes
how much measurement results vary if repeated under the same conditions. The reproducibility experiments in
the present paper examine the precision of the stepwise and holistic calibration procedures, whereas previous
comparative assessments based on subsequent surface measurements12 are more focused on their accuracy.
The experiment E2 is designed to reveal the variability of the calibrated parameters purely resulting from
physical measurement noise, whereas the repetition of the entire procedures in experiment E1 also contains
manual interactions as an additional source of variability. The higher variability values in E1 than in E2 for
almost all parameters are therefore expectable. The one exception, the first radial lens distortion coefficient
k1 from holistic calibration (see Tab. 1), is surprising. Regarding that the calibrated values of k1 are in the
order of −0.23, for all three cameras, the measured variabilities of 0.0006 in E1 and 0.0010 in E2 are well below
0.5 % in both experiments. For an increasing number of repetitions, we would expect the variabilities for both
experiments to converge to a similar value. It must also be taken into account that radial lens distortion is
described by the interaction of k1 and k2 (see Eq. (2)). When aggregating over both coefficients, the average
variability ratio between experiment E1 and E2 (using the geometric mean) for holistic calibration is 1.11, which
supports the assumption that the radial lens distortion calibration is dominated by noise effects rather than
other influences.
Regarding the inter-experiment variability ratios (i.e. the variability of a parameter in E1 divided by its
variability in E2), it is interesting to find lower ratio values, for most parameters, for the holistic calibration than
for the stepwise approach. In fact, aggregated over all parameters, the average inter-experiment variability ratio
of 2.16 for holistic calibration is significantly lower than 4.65 for stepwise calibration; the numbers are similar
when aggregating over the internal parameters or over the external parameters only (see Tab. 2). As experiment
E2 determines the purely noise-related parameter variability, the excess portion of the variability measured in
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experiment E1 (i.e. the portion of the inter-experiment variability ratio above 1) may be interpreted as a measure
of the robustness of the calibration procedure against the operator-dependent handling of the calibration pattern
or mirror. The numbers above therefore suggest that the holistic calibration has significantly better robustness
against such operator-dependent effects than the stepwise approach.
On the other hand, the experimental results also reveal that the holistic calibration procedure is more sus-
ceptible to measurement noise than the stepwise one, as evidenced by column E2 in Tab. 3. Regarding the
internal camera parameters, the average variability is similar for both approaches, yet a little higher, by a factor
of 1.16, after holistic calibration. For the external parameters, however, the average ratio increases to 3.15.
With respect to effective precision measured in experiment E1, the higher noise-susceptibility of the holistic
approach is somewhat mitigated by its higher robustness to other sources of parameter variability. Nevertheless,
the external parameters in particular still exhibit a higher average variability in E1 for the holistic than for the
stepwise calibration, by an average factor of 1.62 (see Tab. 3).
This latter result regarding the precision of the two compared calibration techniques is unexpected and gains
particular importance in view of the fact that the holistic approach has been shown to be more accurate than
the stepwise approach, with regard to their respective application to surface measurements.12
While the results are interesting in and of themselves, we do not have a conclusive explanation for them
yet. Possible approaches to explain the measured differences in precision include the non-validity of inherent
assumptions. For instance, both calibration techniques assume that the calibration wafer or the calibration mirror
are essentially planar. We know from high-precision point-wise distance measurements that this assumption is
violated, to different degrees, for both reflective surfaces. Furthermore, the pattern screen is also modeled as a
plane, although the monitor surface exhibits a clearly visible convex curvature (caused by its fixation at an angle
of approximately 45° with relation to the horizontal plane).30,31 The monitor curvature is, of course, present
for both calibration techniques. However, it may have a stronger influence on the holistic calibration because
the measurements performed with varying mirror poses cover a large proportion of the monitor area, whereas
the single wafer pose in the stepwise calibration reflects the light from only a smaller, central area of the screen
into the cameras. Other, more subtle effects may add to that as the camera view rays hit the monitor under
smaller angles in the periphery than at its center due to the geometry of the setup. These include the refraction
of the light rays at the front surface of the monitor,12 as well as a deviation between the intersection point of a
view ray with the screen and the center of the captured elliptical blur spot on the screen.12 Finally, mechanical
vibrations may also play a minor role, particularly because different exposure times were used for the calibration
pattern, the marked wafer, and the calibration mirror, due to different lighting conditions or reflectivity.
Further research should look into simulations of the deflectometric setup and the measurement and calibration
procedures in order to examine these hypotheses and grade their effects. The simulation results can then provide
the basis for further developments to model and incorporate the relevant missing aspects into the measurement
model and the calibration procedure.
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