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Abstract
In this work, we generalize the Crame´r-von Mises statistic via projection-averaging
to obtain a robust test for the multivariate two-sample problem. The proposed test is
consistent against all fixed alternatives, robust to heavy-tailed data and minimax rate
optimal against a certain class of alternatives. Our test statistic is completely free of
tuning parameters and is computationally efficient even in high dimensions. When the
dimension tends to infinity, the proposed test is shown to have comparable power to the
existing high-dimensional mean tests under certain location models. As a by-product
of our approach, we introduce a new metric called the angular distance which can be
thought of as a robust alternative to the Euclidean distance. Using the angular distance,
we connect the proposed method to the reproducing kernel Hilbert space approach. In
addition to the Crame´r-von Mises statistic, we demonstrate that the projection-averaging
technique can be used to define robust, multivariate tests in many other problems.
1 Introduction
LetX and Y be random vectors defined on a common probability space (Ω,A,P) with distribu-
tions PX and PY , respectively. Given two mutually independent samples Xm = {X1, . . . , Xm}
and Yn = {Y1, . . . , Yn} from PX and PY , we want to test
H0 : PX = PY versus H1 : PX 6= PY . (1)
This fundamental problem has received considerable attention in statistics with a wide range
of applications (see e.g. Thas, 2010, for a review). A common statistic for the univariate
two-sample testing is the Crame´r-von Mises (CvM) statistic (Anderson, 1962):
mn
m+ n
∫ ∞
∞
(
F̂X(t)− F̂Y (t)
)2
dĤ(t),
where F̂X(t) and F̂Y (t) are the empirical distribution functions of Xm and Yn, respectively,
and (m + n)Ĥ(t) = mF̂X(t) + nF̂Y (t). Another approach is based on the energy statistic,
which is an estimate of the squared energy distance (Sze´kely and Rizzo, 2013):
E2 = 2E[|X1 − Y1|]− E[|X1 −X2|]− E[|Y1 − Y2|].
The energy distance is well-defined assuming a finite first moment and it can be written in a
form that is similar to Crame´r’s distance (Crame´r, 1928), namely,
E2 = 2
∫ ∞
−∞
(
FX(t)− FY (t)
)2
dt,
1
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where FX(t) and FY (t) are the distribution functions of X and Y , respectively.
The CvM-statistic has several advantages over the energy statistic for univariate two-
sample testing. For instance, the CvM-statistic is distribution-free under H0 (Anderson, 1962)
and its population counterpart is well-defined without any moment assumptions. It also has
an intuitive probabilistic interpretation in terms of probabilities of concordant and discordance
of four independent random variables (Baringhaus and Henze, 2017). Nevertheless, the CvM-
statistic has rarely been studied for multivariate testing. A primary reason is that the CvM-
statistic is essentially rank-based, which leads to a challenge to generalize it in a multivariate
space. In contrast, the energy statistic can be easily applied in arbitrary dimensions as in
Baringhaus and Franz (2004) and Sze´kely and Rizzo (2004). Specifically, they defined the
squared multivariate energy distance by
E2d(PX , PY ) = 2E[‖X1 − Y1‖]− E[‖X1 −X2‖]− E[‖Y1 − Y2‖], (2)
where ‖ · ‖ is the Euclidean norm in Rd. The multivariate energy distance maintains the
characteristic property that it is always non-negative and equal to zero if and only if PX = PY .
It can also be viewed as the average of univariate Crame´r’s distances of projected random
variables (Baringhaus and Franz, 2004):
E2d(PX , PY ) =
√
pi(d− 1)Γ(d−12 )
Γ(d2)
∫
Sd−1
∫
R
(
Fβ>X(t)− Fβ>Y (t)
)2
dtdλ(β), (3)
where λ represents the uniform probability measure on the d-dimensional unit sphere Sd−1 =
{x ∈ Rd : ‖x‖ = 1} and Γ(·) is the gamma function.
Although the multivariate energy distance can be easily estimated in any dimension, it
still requires the finite moment assumption as in the univariate case. When the underlying
distributions violate this moment condition with potential outliers, the resulting energy test
might suffer from low power. Given that outlying observations arise frequently in practice with
high-dimensional data, there is a need to develop a robust counterpart of the energy distance.
The primary goal of this work is to introduce a robust, tuning parameter free, two-sample
testing procedure that is easily applicable in arbitrary dimensions and consistent against all
fixed alternatives. Specifically, we modify the univariate CvM-statistic to generalize it to an
arbitrary dimension by averaging over all one-dimensional projections. In detail, the proposed
test statistic is an unbiased estimate of the squared multivariate CvM-distance defined as
follows:
W 2d (PX , PY ) =
∫
Sd−1
∫
R
(
Fβ>X(t)− Fβ>Y (t)
)2
dHβ(t)dλ(β), (4)
where Hβ(t) = ϑXFβ>X(t) + ϑY Fβ>Y (t) and ϑX is a fixed value in (0, 1) and ϑY = 1 − ϑX .
For simplicity and when there is no ambiguity, we may omit the dependency on PX , PY and
write Wd(PX , PY ) as Wd.
Throughout this paper, we refer to the process of averaging over all projections as projection-
averaging.
1.1 Summary of our results
The proposed multivariate CvM-distance shares some appealing properties of the energy dis-
tance while being robust to heavy-tailed distributions or outliers. For example, Wd satisfies
the characteristic property (Lemma 2.1) and is invariant to orthogonal transformations. More
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importantly, it is straightforward to estimate Wd without using any tuning parameters (The-
orem 2.1). Based on an unbiased estimate of W 2d , we apply the permutation test procedure to
determine a critical value of the test statistic. Although the permutation approach has been
standard in practical implementations of two-sample testing, its theoretical properties have
been less explored beyond simple cases (e.g. Pesarin, 2001). Indeed, previous studies usually
consider asymptotic tests in their theory section whereas their actual tests are calibrated via
permutations. We bridge the gap between theory and practice by presenting both theoreti-
cal and empirical results on the permutation test under various scenarios. Our main results
regarding the CvM-distance are summarized as follows:
• Closed form expression (Section 2): Building on Escanciano (2006) and Zhu et al.
(2017), we show that the test statistic has a simple closed-form expression.
• Asymptotic power (Section 2): We prove that the permutation test based on the
proposed statistic has the same asymptotic power as the oracle test against fixed and
contiguous alternatives.
• Robustness (Section 3): We show that the permutation test based on the proposed
statistic maintains good power in the contamination model, while the energy test be-
comes completely powerless in this setting.
• Minimax optimality (Section 4): We analyze the finite-sample power of the proposed
permutation test and prove its minimax rate optimality against a class of alternatives
that differ from the null in terms of the CvM-distance. We also show that the energy
test is not optimal in our context.
• HDLSS behavior (Section 5): We consider a high-dimension, low-sample size (HDLSS)
regime where the dimension tends to infinity while the sample size is fixed. Under this
regime, we establish sufficient conditions under which the power of the proposed test
converges to one. In addition, we show that the proposed test has comparable power to
the high-dimensional mean tests introduced by Chen and Qin (2010) and Chakraborty
and Chaudhuri (2017) under certain location models.
• Angular distance (Section 6): We introduce the angular distance between two vectors
and use this to show that the multivariate CvM-distance is a special case of the gener-
alized energy distance (Sejdinovic et al., 2013). Furthermore, the CvM-distance is the
maximum mean discrepancy (Gretton et al., 2012) associated with the angular distance.
Beyond the CvM-statistic, the projection-averaging technique can be widely applicable
to other nonparametric statistics. In the second part of this study, we revisit some fa-
mous univariate sign- or rank-based statistics and propose their multivariate counterparts
via projection-averaging. Although there has been much effort to extend univariate sign- or
rank-based statistics in a multivariate space (see e.g. Hettmansperger et al., 1998; Oja and
Randles, 2004; Liu, 2006; Oja, 2010), they are either computationally expensive to implement
or less intuitive to understand. Our projection-averaging approach addresses these issues by
providing a tractable calculation form of statistics and by having a direct interpretation in
terms of projections. In Section 7, we demonstrate the generality of the projection-averaging
approach by presenting multivariate extensions of several existing univariate statistics.
1.2 Literature review
There are a number of multivariate two-sample testing procedures available in the literature.
We list some fundamental methods and recent developments. Anderson et al. (1994) proposed
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the two-sample statistic based on the integrated square distance between two kernel density
estimates. The energy statistic was introduced by Baringhaus and Franz (2004) and Sze´kely
and Rizzo (2004) independently. Biswas and Ghosh (2014) modified the energy statistic to
improve the performance of the previous test for the high-dimensional location-scale and
scale problems. Gretton et al. (2012) introduced a class of distances between two probability
distributions, called the maximum mean discrepancy (MMD), based on a reproducing kernel
Hilbert approach. Sejdinovic et al. (2013) showed that the energy distance is a special case
of the MMD associated with the kernel induced by the Euclidean distance. Recently, Pan
et al. (2018) proposed a new metric, named the ball divergence, between two probability
distributions and connected it to the MMD. A further review of kernel-based two-sample
tests can be found in Harchaoui et al. (2013).
Another line of work is based on graph constructions. Schilling (1986) and Henze (1988)
introduced a multivariate two-sample test based on the k nearest neighbor (NN) graph. Mon-
dal et al. (2015) pointed out that the previous NN test may suffer from low power for the
high-dimensional location-scale problem and provided an alternative that addresses this lim-
itation. Another variant of the NN test, which is tailored to imbalanced samples, can be
found in Chen et al. (2013). Friedman and Rafsky (1979) considered minimum spanning tree
(MST) to present a generalization of the univariate run test in Wald and Wolfowitz (1940).
The MST test proposed by Friedman and Rafsky (1979) has recently been modified by Chen
and Friedman (2017) and Chen et al. (2018) to improve power under scale alternatives and
imbalanced samples, respectively. Rosenbaum (2005) proposed a distribution-free test in fi-
nite samples based on cross-matches. More recently, Biswas et al. (2014) introduced another
distribution-free test based on the shortest Hamiltonian path. A general theoretical frame-
work for graph-based tests has been established by Bhattacharya (2015a,b). Other recent
developments include Liu and Modarres (2011), Kanamori et al. (2012), Bera et al. (2013),
Lopez-Paz and Oquab (2016), Zhou et al. (2017), Mukhopadhyay and Wang (2018), among
others.
The projection-averaging approach to CvM-type statistics can be found in other statisti-
cal problems. For example, Zhu et al. (1997) and Cui (2002) considered the CvM-statistic
using projection-averaging to investigate one-sample goodness-of-fit tests for multivariate dis-
tributions. Escanciano (2006) proposed the CvM-based goodness-of-fit test for parametric
regression models. To the best of our knowledge, however, this is the first study that investi-
gates the CvM-statistic for the multivariate two-sample problem via projection-averaging.
Our technique to obtain a closed-form expression for projection-averaging statistics is
based on Escanciano (2006). The same principle has been exploited by Zhu et al. (2017) in the
context of testing for multivariate independence. We further extend the result of Escanciano
(2006) to more general cases and provide an alternative proof using orthant probabilities for
normal distributions.
Outline. The rest of this paper is organized as follows. In Section 2, we introduce our test
statistic and the permutation test procedure. We then study their limiting behaviors under
the conventional fixed dimension asymptotic framework. In Section 3, we compare the power
of the CvM test with that of the energy test and highlight the robustness of the CvM test.
Section 4 establishes minimax rate optimality of the proposed test against a certain class of
alternatives associated with the CvM-distance. In Section 5, we study the asymptotic power
of the CvM test in the HDLSS setting. We introduce the angular distance between two vectors
in Section 6 to show that the CvM-distance is the generalized energy distance built on the
introduced metric. In Section 7, the projection-averaging technique is applied to other sign-
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or rank-based statistics and this allows us to provide new multivariate extensions. Simulation
results are reported in Section 8 to demonstrate the competitive power performance of the
proposed approach with finite sample size. All proofs not contained in the main text are in
the supplementary material.
Notation. For U1, U2 ∈ Rd, we denote the angle between U1 and U2 by Ang(U1, U2) =
arccos
{
U>1 U2/(‖U1‖‖U2‖)
}
where the symbol > stands for the transpose operation. For
1 ≤ q ≤ p, we let (p)q = p(p − 1) · · · (p − q + 1). Let P0 and P1 be the probability measures
under H0 and H1, respectively. Similarly E0 and E1 stand for the expectations with respect to
P0 and P1. For any two real sequences {an} and {bn}, we use an  bn if there exist constants
C,C ′ > 0 such that C < |an/bn| < C ′ for large n. We write an = O(bn) if there exists C > 0
such that |an| ≤ C|bn| for large n. For any given c > 0, if |an| ≤ c|bn| holds for large n, we
write an = o(bn). For a sequence of random variables Xn, we write Xn = OP(an) if, for any
 > 0, there exists M > 0 such that P(|Xn/an| > M) <  for large n. The acronym i.i.d.
stands for independent and identically distributed and we use the symbol X1, . . . , Xn
i.i.d.∼ P to
represent that X1, . . . , Xn are i.i.d. samples from distribution P . We denote the d×d identity
matrix by Id. The symbol 1(·) is used for indicator functions. We write summation over the
set of all k-tuples drawn without replacement from {1, . . . , n} by ∑n, 6=i1,...,ik=1 . Throughout this
paper, we assume that all vectors are column vectors and m,n ≥ 2.
2 Projection Averaging-Type Crame´r-von Mises Statistics
In this section, we start with the basic properties of the CvM-distance. We then introduce
our test statistic and study its limiting behavior. We end this section with a description of
the permutation test and its large sample properties. Throughout this section, we consider
the conventional asymptotic regime where the dimension is fixed and
m
m+ n
→ ϑX ∈ (0, 1) and n
m+ n
→ ϑY ∈ (0, 1) as N = m+ n→∞. (5)
Let us first establish the characteristic property of the CvM-distance, meaning that Wd is
nonnegative and equal to zero if and only if PX = PY .
Lemma 2.1. Wd is nonnegative and has the characteristic property:
Wd(PX , PY ) = 0 if and only if PX = PY .
Note that Wd involves integration over the unit sphere. One way to approximate this
integral is to consider a subset of Sd−1, namely {β1, . . . , βk}, and then to take the sample
mean over k different univariate CvM-statistics (see e.g. Zhu et al., 1997). However, this
approach has a clear trade-off between accuracy and computational time depending on the
choice of k. Our approach does not suffer from this issue by explicitly calculating the integral
over Sd−1. The explicit form of the integration is mainly due to Escanciano (2006) who
provided the following lemma:
Lemma 2.2. (Escanciano, 2006) For any two non-zero vectors U1, U2 ∈ Rd,∫
Sd−1
1(β>U1 ≤ 0)1(β>U2 ≤ 0)dλ(β) = 1
2
− 1
2pi
Ang (U1, U2) .
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Remark 2.1. Escanciano (2006) proved Lemma 2.2 using the volume of a spherical wedge. In
the supplementary material, we provide an alternative proof of this result based on orthant
probabilities for normal distributions. We also extend this result to integration involving
three or more than three indicator functions in Lemma 7.1 and the supplementary material,
respectively.
Based on Lemma 2.2, we give another representation of W 2d in terms of the expected angle
involving three independent random vectors. Here and hereafter, we assume that
β>X and β>Y have continuous distribution functions for λ-almost all β ∈ Sd−1. (6)
This continuity assumption greatly simplifies the alternative expression for W 2d and avoids
the possibility that Ang(·, ·) is not well-defined when one of the inputs is a zero vector. This
issue may be handled by defining Ang(·, ·) differently for those exceptional cases, but we do
not pursue this direction here.
Theorem 2.1 (Closed form expression). Suppose that X1, X2
i.i.d.∼ PX and, independently,
Y1, Y2
i.i.d.∼ PY . Then the squared multivariate CvM-distance can be written as
W 2d (PX , PY ) =
1
3
− 1
2pi
E [Ang (X1 − Y1, X2 − Y1)]− 1
2pi
E [Ang (Y1 −X1, Y2 −X1)] .
Proof. After expanding the square term in W 2d , we may get several pieces including
ϑY
∫
Sd−1
∫
R
(
Fβ>X(t)
)2
dFβ>Y (t)dλ(β).
By Fubini’s theorem, the above term can be written as
ϑY E
[ ∫
Sd−1
1
{
β>(X1 − Y1) ≤ 0
}
1
{
β>(X2 − Y1) ≤ 0
}
dλ(β)
]
.
We then apply Lemma 2.2 to have an expression that involves the angle between X1−Y1 and
X2 − Y1. Applying the same principle to the other terms and simplifying them by using the
continuity assumption, we may obtain the desired expression. The details can be found in the
supplementary material.
Remark 2.2. Theorem 2.1 highlights that Wd(PX , PY ) is invariant to the choice of ϑX and
ϑY under the continuity assumption (6).
2.1 Test Statistic and Limiting Distributions
Theorem 2.1 leads to a natural empirical estimate of W 2d based on a U -statistic. Consider the
kernel of order two:
hCvM(x1, x2; y1, y2) =
1
3
− 1
2pi
Ang (x1 − y1, x2 − y1)− 1
2pi
Ang (y1 − x1, y2 − x1) . (7)
Then we define our test statistic as follows:
UCvM =
1
(m)2(n)2
m, 6=∑
i1,i2=1
n, 6=∑
j1,j2=1
hCvM(Xi1 , Xi2 ;Yj1 , Yj2). (8)
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Leveraging the basic theory of U -statistics (e.g. Lee, 1990), it is clear that UCvM is an
unbiased estimator of W 2d . Additionally, UCvM is a degenerate U -statistic under the null
hypothesis as we proved in the supplementary material. Hence we can apply the asymp-
totic theory for a degenerate two-sample U -statistic (Chapter 3 of Bhat, 1995) to obtain the
following result.
Theorem 2.2 (Asymptotic null distribution of UCvM). Let λk be the eigenvalue with the
corresponding eigenfunction φk satisfying the integral equation
E
{
E
[
h˜CvM(x1, X2;Y1, Y2)
∣∣X2]φk(X2)} = λkφk(x1) for k = 1, 2, . . . , (9)
where h˜CvM(x1, x2; y1, y2) = hCvM(x1, x2; y1, y2)/2 + hCvM(x2, x1; y2, y1)/2. Then UCvM has
the limiting null distribution under the limiting regime (5) given by
NUCvM
d−→ ϑ−1X ϑ−1Y
∞∑
k=1
λk(ξ
2
k − 1),
where ξk
i.i.d.∼ N(0, 1) and d−→ stands for convergence in distribution.
Remark 2.3. The eigenvalues {λi}∞i=1 may depend on the underlying distribution, which im-
plies that the test statistic is not distribution-free even asymptotically. Nevertheless, for the
univariate continuous case, explicit expressions for the eigenvalues and the eigenfunctions are
available as λi = 2/(ipi)
2 and φi(x) =
√
2cos(ipix) for i = 1, 2, . . . (e.g. Chikkagoudar and
Bhat, 2014).
Under a fixed alternative hypothesis where PX and PY do not change with m and n, the
proposed test statistic converges weakly to a normal distribution. We build on Hoeffding’s
decomposition of a two-sample U -statistic (e.g. page 40 of Lee, 1990) to prove the following
result.
Theorem 2.3 (Asymptotic distribution of UCvM under fixed alternatives). Let us define
σ2hX = V
{
E
[
h˜CvM(X1, X2;Y1, Y2)
∣∣X1]},
σ2hY = V
{
E
[
h˜CvM(X1, X2;Y1, Y2)
∣∣Y1]}.
Then under the limiting regime (5) and fixed alternative PX 6= PY , we have
√
N(UCvM −W 2d ) d−→ N
(
0, 4ϑ−1X σ
2
hX
+ 4ϑ−1Y σ
2
hY
)
.
The problem of distinguishing two fixed distributions becomes too easy in large sample
situations and may be of less interest. We therefore turn now to a more challenging scenario
where a distance between PX and PY diminishes as the sample size increases. To this end,
we make a standard assumption that the underlying distributions belong to quadratic mean
differentiable (QMD) families (e.g. Bhattacharya, 2015b).
Definition 2.1. (Quadratic Mean Differentiable Families, page 484 of Lehmann and Romano,
2006) Let {Pθ, θ ∈ Ω} be a family of probability distributions on (Rd,B) where B is the Borel
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σ-field associated with Rd. Assume each Pθ is absolutely continuous with respect to Lebesgue
measure and set pθ(t) = dPθ(t)/dt. The family {Pθ, θ ∈ Ω} is quadratic mean differentiable at
θ0 if there exists a vector of real-valued functions η(·, θ0) = (η1(·, θ0), . . . , ηk(·, θ0))> such that∫
Rd
[√
pθ0+b(t)−
√
pθ0(t)− 〈η(t, θ0), b〉
]2
dt = o(‖b‖2),
as ‖b‖ → 0.
The QMD families include a broad class of parametric distributions such as exponential
families in natural form. By focusing on the QMD families, we are particularly interested in
asymptotically non-degenerate situations where the limiting sum of the type I and type II
errors of the optimal test is non-trivial, i.e. bounded by zero and one. It has been shown that
when Pθ0 and PθN belong to the QMD families, this non-degenerate situation occurs when
‖θ0 − θN‖  N−1/2 (Chapter 13.1 of Lehmann and Romano, 2006). Hence, we consider a
sequence of contiguous alternatives where θN = θ0 + bN
−1/2 for some b ∈ Rk and establish
the asymptotic behavior of UCvM under the given scenario. Our result builds on the prior
work by Chikkagoudar and Bhat (2014) and extends it to multivariate cases.
Theorem 2.4 (Asymptotic distribution of UCvM under contiguous alternatives). Assume
{Pθ, θ ∈ Ω} is quadratic mean differentiable at θ0 with derivative η(·, θ0) and Ω is an open
subset of Rk. Define the Fisher Information matrix to be the matrix I(θ) with (i, j) entry
Ii,j(θ) = 4
∫
Rd
ηi(t, θ)ηj(t, θ)dt,
and assume that I(θ) is nonsingular. Suppose we observe Xm i.i.d.∼ Pθ0 and Yn i.i.d.∼ Pθ0+bN−1/2
for b ∈ Rk. Then under the limiting regime (5),
NUCvM
d−→ ϑ−1X ϑ−1Y
∞∑
k=1
λk{(ξk + ϑ1/2X ak)2 − 1},
where
ak =
∫
Rd
〈
b, 2η(x, θ0)p
−1/2
θ0
(x)
〉
φk(x)dPθ0(x).
Proof. We provided a more general result in Lemma B.5 and this is a direct consequence of
Lemma B.5 with r = 2.
Remark 2.4. As can be seen by putting b = 0, Theorem 2.2 is a special case of Theorem 2.4
for the QMD families. Theorem 2.4 also shows that if there exists k ≥ 1 such that ak 6= 0
and λk > 0, the oracle test and the permutation test considered later in Theorem 2.6 have
asymptotic power greater than α (see, page 615 of Lehmann and Romano, 2006).
2.2 Critical Value and Permutation Test
We next describe the permutation test based on UCvM and examine its large sample properties
under the conventional asymptotic regime. Let us start by introducing the oracle test and
then compare it to the permutation test. Suppose that the mixture distribution ϑXPX+ϑY PY
is known. Then the critical value of the oracle test can be defined as follows:
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• Oracle Test
1. Consider new i.i.d. samples {Z˜1, . . . , Z˜N} from the mixture ϑXPX + ϑY PY .
2. Let Tm,n(Z˜) be the test statistic of interest calculated based on X˜m = {Z˜1, . . . , Z˜m} and
Y˜n = {Z˜m+1, . . . , Z˜N}.
3. Given a significance level 0 < α < 1, return the critical value c∗α,m,n defined by
c∗α,m,n := inf
{
t ∈ R : 1− α ≤ P
(
Tm,n(Z˜) ≤ t
)}
. (10)
Remark 2.5. It is worth pointing out that Tm,n(Z˜) has the same distribution as the test
statistic based on the original samples under H0, but not necessarily under H1. Hence the
oracle test based on c∗α,m,n is exact under H0 and can be powerful under H1.
The critical value of the permutation test can be obtained without knowledge of the
mixture distribution ϑXPX + ϑY PY as follows:
• Permutation Test
1. Let {Z1, . . . , ZN} = {X1, . . . , Xm, Y1, . . . , Yn} be the pooled samples and Z$ = {Z$(1), . . . ,
Z$(N)} where $ = {$(1), . . . , $(N)} is a permutation of {1, . . . , N}.
2. Let Tm,n(Z$) be the test statistic of interest calculated based on X$m = {Z$(1), . . . , Z$(m)}
and Y$n = {Z$(m+1), . . . , Z$(N)}.
3. Given a significance level 0 < α < 1, return the critical value cα,m,n defined by
cα,m,n := inf
{
t ∈ R : 1− α ≤ 1
N !
∑
$∈SN
1
(
Tm,n(Z$) ≤ t
)}
, (11)
where SN is the set of all permutations of {1, . . . , N}.
In the next theorem, we show that the difference between c∗α,m,n and cα,m,n for the proposed
statistic is asymptotically negligible under both the null and alternative hypotheses. In doing
so, we develop a general asymptotic theory for the permutation distribution of a two-sample
degenerate U -statistic under H0. This general result is established based on Hoeffding’s
conditions (Hoeffding, 1952) and extended to H1 via the coupling argument (Chung and
Romano, 2013). The details can be found in Appendix A.
Theorem 2.5 (Asymptotic behavior of the critical values). Consider the conventional lim-
iting regime in (5). Let c∗α,CvM and cα,CvM be the critical values of the oracle test and the
permutation test based on the scaled CvM-statistic, that is NUCvM, as described in (10) and
(11), respectively. Then under both the null and (fixed or contiguous) alternative hypotheses,
c∗α,CvM − cα,CvM p−→ 0.
Here
p−→ stands for convergence in probability.
Leveraging the previous result combined with Slutsky’s theorem, we prove that the asymp-
totic power of the oracle test and the permutation test are identical against any fixed and
contiguous alternatives. This clearly highlights an advantage of the permutation test as it is
exact under H0 and asymptotically as powerful as the oracle test under H1. More importantly,
the permutation test does not require any prior information on the underlying distributions.
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Theorem 2.6 (Asymptotic equivalence of power). The oracle test and the permutation test
control the type I error under the null hypothesis as
P0
(
NUCvM > c
∗
α,CvM
) ≤ α and P0(NUCvM > cα,CvM) ≤ α.
On the other hand, under the fixed or contiguous alternative hypotheses considered in Theo-
rem 2.3 and Theorem 2.4, we have that
P1
(
NUCvM > c
∗
α,CvM
)− P1(NUCvM > cα,CvM)→ 0 as N →∞.
Remark 2.6. Except for small sample sizes, it may not be feasible to implement the permu-
tation procedure as in (11) due to computational cost. A common approach to alleviate this
computational issue is to use Monte Carlo sampling of random permutations and approximate
the exact permutation p-value. In more detail, note first that the permutation test function
can be written as 1(p̂CvM ≤ α) where p̂CvM is the permutation p-value given by
p̂CvM =
1
N !
∑
$∈SN
1{UCvM(Z$) ≥ UCvM}.
Let $(1), . . . , $(B) be independent and uniformly distributed on SN . Then the Monte Carlo
version of the permutation p-value is computed by
p̂
(B)
CvM =
1
B + 1
[
B∑
i=1
1{UCvM(Z$(i)) ≥ UCvM}+ 1
]
.
It is well-known that 1(p̂
(B)
CvM ≤ α) is also a valid level α test for any finite sample size and
p̂CvM − p̂(B)CvM
p−→ 0 as B → ∞ (e.g. page 636 of Lehmann and Romano, 2006). Throughout
this paper, we also adapt this approach for our simulation studies.
3 Robustness
Recall that the energy distance and the CvM-distance can be represented by integrals of the
L22-type difference between two distribution functions. In view of this, the main difference
between the energy distance and the CvM-distance is in their weight function. More precisely,
the energy distance is defined with dt, which gives a uniform weight to the whole real line.
On the other hand, the CvM-distance is defined with dHβ(t), which gives the most weight
on high-density regions. As a result, the test based on the CvM-distance is more robust to
extreme observations than the one based on the energy distance. It is also important to note
that the CvM-distance is well-defined without any moment conditions, whereas the energy
distance is only well-defined assuming a finite first moment. When the moment condition is
violated or there exist extreme observations, the test based on the energy distance may suffer
from low power. The purpose of this section is to demonstrate this point both theoretically
and empirically by using contaminated distribution models.
3.1 Theoretical Analysis
Suppose we observe samples from an -contamination model:
X ∼ PX,N := (1− )QX + GN and Y ∼ PY,N := (1− )QY + GN , (12)
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where GN can change arbitrarily with N and  ∈ (0, 1). Suppose that QX and QY are
significantly different so that a given test has high power to distinguish between QX and QY
without contaminations. Then it is natural to expect that the power of the same test would
not decrease much for the contamination model when  is close to zero. In other words, an
ideal test would maintain robust power against any choice of GN as long as QX and QY are
different and  is small. Unfortunately, this is not the case for the energy test. As we shall
see, for any arbitrary small (but fixed) , there exists a heavy-tail contamination GN such
that the energy test becomes asymptotically powerless under mild moment conditions for QX
and QY . On the other hand, the CvM test is uniformly powerful over any choice of GN as
sample size tends to infinity.
Let us consider the energy statistic based on a U -statistic:
UEnergy =
2
mn
m∑
i=1
n∑
j=1
‖Xi − Yj‖ − 1
(m)2
m, 6=∑
i1,i2=1
‖Xi1 −Xi2‖
− 1
(n)2
n, 6=∑
j1,j2=1
‖Yj1 − Yj2‖.
(13)
Then the main result of this subsection is stated as follows.
Theorem 3.1 (Robustness under contaminations). Suppose we observe samples Xm and Yn
from the contaminated model in (12) with an arbitrary small but fixed contamination ratio .
Assume that QX and QY are fixed but QX 6= QY while N changes. In addition, assume that
QX and QY have their finite second moments. Consider the tests based on UCvM and UEnergy
given by
φCvM := 1(UCvM > cα,CvM) and φEnergy := 1(UEnergy > cα,Eng),
where cα,CvM and cα,Eng are α level permutation critical values of UCvM and UEnergy respec-
tively. Then for any (QX , QY ), there exists a certain GN such that the energy test becomes
asymptotically powerless under the asymptotic regime in (5). On the other hand, the CvM
test is asymptotically powerful uniformly over all possible GN , that is
lim
m,n→∞ infGN
E1 [φEnergy] ≤ α and lim
m,n→∞ infGN
E1 [φCvM] = 1. (14)
Proof. We sketch the proof of the negative result for the energy test. The details can be found
in the supplementary document. Assume that GN is a multivariate normal distribution with
zero mean vector and covariance matrix σ2NId where σ
2
N ∈ R is a positive sequence that tends
to infinity as N →∞. Let us define the truncated random vectors X˜ and Y˜ coupled with X
and Y as
X˜ =
{
(0, . . . , 0)>, if X ∼ QX ,
X/σN , if X ∼ GN ,
and Y˜ =
{
(0, . . . , 0)>, if Y ∼ QY ,
Y/σN , if Y ∼ GN .
By the construction, it is clear that X˜ and Y˜ have the same mixture distribution as
X˜, Y˜ ∼ P˜ := (1− )Qδ0 + G˜,
where Qδ0 is the degenerate distribution at (0, . . . , 0)
> and G˜ is the standard multivariate nor-
mal distribution, i.e. N((0, . . . , 0)>, Id). Now we consider the two energy statistics: one based
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Figure 1: Empirical power of NN, FR, Energy, BG, Hotelling, CQ, LRT, LC and CvM tests under
the contamination models with  = 0.05. See Example 3.1 and 3.2 for details.
on the original samples and the other based on the corresponding truncated samples. Denote
these two statistics by UEnergy and U˜Energy, respectively. In the supplementary material, we
show that Nσ−1N UEnergy and NU˜Energy are asymptotically the same under a certain choice of
σ2N . We also show that these two statistics have the same permutation distribution in large
sample scenarios. Since the power of the permutation test based on NU˜Energy cannot ex-
ceed α, this implies that the permutation test based on Nσ−1N UEnergy becomes asymptotically
powerless. This completes the proof.
Remark 3.1. In Theorem 3.1, we made the assumption that QX and QY are fixed and have
finite second moments. We also assumed the asymptotic regime in (5). These assumptions
are mainly for the energy test and are not necessary for the CvM test. In fact, the same result
can be derived for the CvM test given that there is a positive sequence bm,n →∞ increasing
arbitrary slowly with m,n such that Wd(QX , QY ) ≥ bm,n(1/
√
m+ 1/
√
n) (see Theorem 4.2).
Remark 3.2. From the integral representations in (3) and (4), it is seen that Ed(PX,N , PY,N ) =
(1 − )Ed(QX , QY ) and Wd(PX,N , PY,N ) ≥ (1 − )Wd(QX , QY ), which are positive provided
that QX 6= QY . This explains that the poor performance of the energy test is not because
of lack of signal in the contamination model but because of non-robustness of the energy test
statistic.
Remark 3.3. We mainly focus on statistical power to study robustness because one can always
employ the permutation procedure to control the type I error under H0 : PX,N = PY,N .
3.2 Empirical Analysis
To illustrate Theorem 3.1 with finite sample size, we carried out simulation studies using the
contamination model in (12). In our simulation, we take QX and QY to have multivariate
normal distributions with different location parameters or different scale parameters. In both
examples, we take GN to have a multivariate normal distribution given by
GN := N((0, . . . , 0)
>, σ2Id),
where σ controls the degree of heavy-tailedness.
12
Example 3.1 (Location difference). For the location alternative, we compare two multivariate
normal distributions, where the means are different but the covariance matrices are identical.
Specifically, we set
QX = N((−0.5, . . . ,−0.5)>, Id), and QY = N((0.5, . . . , 0.5)>, Id),
with  = 0.05. We then change σ = 1, 40, 80, 120, 160, 200 and 240 to investigate the robustness
of the tests against heavy-tail contaminations.
Example 3.2 (Scale difference). Similar to the location alternative, we again choose multivari-
ate normal distributions which differ in their scale but not in their location parameters. In
detail, we have
QX = N((0, . . . , 0)
>, 0.12 × Id), and QY = N((0, . . . , 0)>, Id),
with  = 0.05. Again, we change σ = 1, 40, 80, 120, 160, 200 and 240 to assess the effect of
heavy-tail contaminations.
In addition to the energy test, we further considered three nonparametric tests in our
simulation studies, namely, the k-nearest neighbor test by Schilling (1986) with k = 3, the
MST test proposed by Friedman and Rafsky (1979) and the inter-point distance test by Biswas
and Ghosh (2014). For future reference, we refer to them as the NN test, the FR test and the
BG test, respectively. We also added the high-dimensional mean test by Chen and Qin (2010)
and Hotelling’s T 2 test (e.g. page 188 of Anderson, 2003) for the location alternative and the
high-dimensional covariance test by Li and Chen (2012) and the conventional likelihood ratio
test (e.g. page 412 of Anderson, 2003) for the scale alternative. We refer to them as the CQ
test, Hotelling’s test, the LC test and the LRT test, respectively.
Experiments were run 1, 000 times to estimate the power of different tests with m = n = 40
and d = 10 at significance level α = 0.05. The p-value of each test was computed using 500
permutations as in Remark 2.6. As can be seen from Figure 1, the power of the CvM test
is consistently robust to the value of σ, which supports our theoretical result. The power of
the energy test, on the other hand, drops down significantly as σ increases for both location
and scale differences. As explained in the proof of Theorem 3.1, this poor performance was
attributed to the fact that the energy statistic is very much dominated by extreme observations
from GN when σ is large. The graph-based tests, i.e. the NN and FR tests, also show a robust
power performance against the contamination models. Intuitively speaking, they perform
robust under the given scenarios as their test statistics, which count the number of edges in
a graph, do not vary a lot even in the presence of outliers; but as far as we know, there is no
theoretical support for this result in the current literature. The other four tests (Hotelling’s
test, the LRT test, the LC test and the CQ test) perform poorly for large σ, which may be
explained similarly as to why the energy test has low power in these examples.
4 Minimax Optimality
Although our choice of the U -statistic was a natural one to estimate W 2d , it remains unclear
whether one can come up with a better test statistic for testing whether H0 : Wd = 0 or
H0 : Wd > 0. One might also wonder whether there exists a testing procedure that leads to
significantly higher power than the permutation test while controlling the type I error. In this
section, we shall show that the answer is negative from a minimax point of view. In particular,
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we prove that the permutation test based on UCvM is minimax rate optimal against a class of
alternatives associated with the CvM-distance.
To formulate the minimax problem, let us define the set of two multivariate distributions
which are at least  far apart in terms of the CvM-distance, i.e.
F() := {(PX , PY ) : Wd(PX , PY ) ≥ }.
For a given significance level α ∈ (0, 1), let Tm,n(α) be the set of measurable functions
φ : {Xm,Yn} 7→ {0, 1} such that
Tm,n(α) = {φ : P0(φ = 1) ≤ α}.
We then define the minimax type II error as follows:
1− βm,n() = inf
φ∈Tm,n(α)
sup
PX ,PY ∈F()
P1(φ = 0). (15)
Our primary interest is in finding the minimum separation rate m,n satisfying
m,n = inf
{
 : 1− βm,n() ≤ ζ
}
,
for some 0 < ζ < 1− α.
4.1 Lower Bound
We begin by presenting a lower bound of the multivariate CvM-distance.
Lemma 4.1. The multivariate CvM-distance is lower bounded by
Wd(PX , PY ) ≥
∫
Sd−1
∣∣∣1
2
− P
(
β>X ≤ β>Y
) ∣∣∣dλ(β). (16)
Consider two independent random vectors X∗ and Y ∗ such that their first coordinates
have normal distributions as ξ1 ∼ N(µX∗ , 1) and ξ2 ∼ N(µY ∗ , 1) and the other coordinates
have the degenerate distribution at zero, i.e.
X∗ := (ξ1, 0, . . . , 0)> and Y ∗ := (ξ2, 0, . . . , 0)>.
Given β = (β1, . . . , βd)
> ∈ Sd−1, we have β>X∗ ∼ N(β1µX∗ , β21) and β>Y ∗ ∼ N(β1µY ∗ , β21);
therefore β>X∗ and β>Y ∗ have continuous distributions for λ-almost all β ∈ Sd−1. Under
this setting, the multivariate CvM-distance is lower bounded as follows:
Lemma 4.2. Consider independent random vectors X∗ and Y ∗ described above with µX∗ =
cm−1/2 and µY ∗ = −cn−1/2 for some constant c > 0. Let us denote the corresponding
distributions by PX∗ and PY ∗. Then there exists another constant C > 0 independent of the
dimension satisfying
Wd(PX∗ , PY ∗) ≥ C
(
1√
m
+
1√
n
)
.
Furthermore, the lower bound is tight up to constant factors.
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Proof. From Lemma 4.1, it is enough to show∫
Sd−1
∣∣∣1
2
− P
(
β>X∗ ≤ β>Y ∗
) ∣∣∣dλ(β) ≥ C ( 1√
m
+
1√
n
)
.
For any fixed β ∈ Sd−1, we have β>(X∗ − Y ∗) ∼ N(β1(µX∗ − µY ∗), 2β21). Let Φ(·) and ϕ(·)
denote the cumulative distribution function and the density function of the standard normal
distribution respectively. Then∣∣∣1
2
− P
(
β>X∗ ≤ β>Y ∗
) ∣∣∣ = ∣∣∣∣12 − Φ
(
−sign(β1) · c√
2
(
1√
m
+
1√
n
)) ∣∣∣∣
≥ c√
2
(
1√
m
+
1√
n
)
· ϕ
(
c√
2
(
1√
m
+
1√
n
))
≥ c√
2
(
1√
m
+
1√
n
)
· ϕ
(
c
2
√
2
)
,
This lower bound holds for λ-almost all β ∈ Sd−1 and thus the result follows. To have an
upper bound, notice that
W 2d (PX∗ , PY ∗) ≤
∫
Sd−1
sup
t∈R
(
Fβ>X(t)− Fβ>Y (t)
)2
dλ(β)
(i)
≤ 1
2
∫
Sd−1
KL
(
N(β1µX∗ , β
2
1), N(β1µY ∗ , β
2
1)
)
dλ(β)
=
c2
2
(
1√
m
+
1√
n
)2
,
where KL(·, ·) is the Kullback-Leibler divergence between two distributions and we used the
Pinsker’s inequality for (i) (e.g. Lemma 2.5 of Tsybakov, 2009). This shows the tightness of
the lower bound.
The previous result combined with Neyman-Pearson lemma establishes a lower bound for
the minimum separation rate in the next theorem.
Theorem 4.1 (Lower Bound). For 0 < ζ < 1 − α, there exists some constant b = b(α, ζ)
independent of the dimension such that m,n = b(m
−1/2 + n−1/2) and the minimax type II
error is lower bounded by ζ, i.e.
1− βm,n (m,n) ≥ ζ.
4.2 Upper Bound
According to Theorem 4.1, no test can have considerable power against all alternatives when
m,n is of order m
−1/2+n−1/2. Therefore it presents a lower bound for the minimum separation
rate. We now prove that this lower bound is tight by establishing a matching upper bound. In
particular, the upper bound is obtained by the permutation test based on UCvM, highlighting
that the proposed approach is minimax rate optimal.
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Theorem 4.2 (Upper Bound). Recall the CvM test φCvM given in Theorem 3.1. For a
sufficiently large c > 0, let ?m,n be the radius of interest defined by
?m,n := c
(
1√
m
+
1√
n
)
. (17)
Then there exists ζ ∈ (0, 1 − α) such that the type II error of φCvM is uniformly bounded by
ζ, i.e.
sup
PX ,PY ∈F(?m,n)
P1 (φCvM = 0) < ζ.
Proof. Note that the permutation critical value cα,CvM is a random quantity depending on
Xm and Yn. To control the randomness from cα,CvM, we use a similar idea in Fromont et al.
(2013) (see also Albert, 2015) where they considered the quantile of a permutation critical
value. Specifically, let c∗ζ/2 be the upper ζ/2 quantile of the distribution of cα,CvM, and let V1
be the variance under H1. Then it suffices to show that
E1 [UCvM] ≥ c∗ζ/2 +
√
2
ζ
V1(UCvM) (18)
uniformly over PX , PY ∈ F(?m,n) by choosing a sufficiently large c. In detail, we have
P1 (UCvM < cα,CvM)
= P1
(
UCvM < cα,CvM, cα,CvM > c
∗
ζ/2
)
+ P1
(
UCvM < cα,CvM, cα,CvM ≤ c∗ζ/2
)
≤ P1
(
cα,CvM > c
∗
ζ/2
)
+ P1
(
UCvM ≤ c∗ζ/2
)
≤ ζ
2
+ P1
(
UCvM ≤ c∗ζ/2
)
,
where the second inequality is by the definition of c∗ζ/2. To control the second term, we apply
Chebyshev’s inequality
P1
(
UCvM ≤ c∗ζ/2
)
= P1
(
UCvM − E1 [UCvM]√
V1 (UCvM)
≤
c∗ζ/2 − E1 [UCvM]√
V1(UCvM)
)
= P1
(
−UCvM + E1 [UCvM]√
V1 (UCvM)
≥
E1 [UCvM]− c∗ζ/2√
V1(UCvM)
)
≤ V1 (UCvM)(
E1 [UCvM]− c∗ζ/2
)2
≤ ζ
2
,
where the last inequality uses (18). Indeed, (18) holds and the details can be found in the
supplementary document. Hence, the result follows.
16
Remark 4.1. We would like to emphasize that no assumption has been made in Theorem 4.2
regarding the ratio of the sample sizes. This implies that the proposed test can be consistent
against general alternatives even when the two sample sizes are highly unbalanced as m/n→ 0
or m/n→∞. In addition, our minimax result is based on the permutation test, which tightly
controls the type I error. This is in contrast to the previous studies (see e.g. Arias-Castro
et al., 2018) that employed a loose cut-off value to prove minimax rate optimality.
There are computationally more efficient ways of estimating W 2d . For example, one can
use the linear-type statistic defined as
LCvM =
1
M
M∑
i=1
1
2
[hCvM(X2i−1, X2i;Y2i−1, Y2i) + hCvM(X2i, X2i−1;Y2i, Y2i−i)] , (19)
where M = bn/2c and m = n for simplicity. While LCvM is also an unbiased estimator of
W 2d and can be computed in linear time, the test based on LCvM is notably sub-optimal in
terms of minimax power. In detail, we show that the oracle test based on LCvM can have
full power only against alternatives shrinking slower than N−1/4 rate, whereas the minimax
optimal rate is N−1/2 when m = n. We build on the observation that LCvM converges to a
normal distribution under both H0 and H1 to prove the following result.
Proposition 4.1 (Non-optimality of the linear time test). Let cα,linear be the α level critical
value of the oracle test (see Section 2.2) based on LCvM in (19) and define the corresponding
test function by
φLCvM := 1(LCvM > cα,linear).
Consider a sequence of alternatives such that
Wd(PX , PY )  N−ε where ε > 1/4.
Then for 0 < α < 1/2,
lim
m,n→∞P1(φLCvM = 1) ≤ 1/2.
As a straightforward consequence of Theorem 3.1, we also show that the energy test, which
is our main competitor, is not minimax rate optimal in our context.
Proposition 4.2 (Non-optimality of the energy test). Recall the energy test φEnergy given in
Theorem 3.1. Then there exists a pair of distributions that belongs to F(?m,n) such that the
energy test becomes asymptotically powerless, i.e.
lim
m,n→∞ infPX ,PY ∈F(?m,n)
P1(φEnergy = 1) ≤ α.
Proof. Consider PX,N = (1 − )QX + GN , PY,N = (1 − )QY + GN in (12) where QX and
QY are fixed but QX 6= QY and they have their finite second moments. Then as noted in
Remark 3.2, there exists a constant δ > 0 such that Wd(PX,N , PY,N ) > δ. In other words,
PX,N , PY,N ∈ F(?m,n). Then the result follows by Theorem 3.1.
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5 High Dimension, Low Sample Size Analysis
We now turn our attention to the asymptotic regime where the sample size is fixed and the
dimension tends to infinity. This HDLSS regime has received increasing attention in recent
years and has been frequently employed to give statistical insights into high-dimensional
two-sample testing (e.g. Biswas and Ghosh, 2014; Biswas et al., 2014; Mondal et al., 2015;
Chakraborty and Chaudhuri, 2017).
The goal of this section is twofold: Firstly, we provide sufficient conditions under which
the proposed test is consistent in HDLSS situations. Secondly, we show that UCvM has the
same asymptotic behavior as the high-dimensional mean test statistics proposed by Chen and
Qin (2010) and Chakraborty and Chaudhuri (2017) under certain location models. Along
with these mean test statistics, we further establish the equivalence among UCvM, the energy
statistic and the MMD statistic with the Gaussian kernel. The latter connection was motivated
by Ramdas et al. (2015) who showed that the energy statistic, the MMD statistic and the
mean test statistic by Chen and Qin (2010) are asymptotically equivalent under different
scenarios.
Let us denote E(X) = µX , E(Y ) = µY , V(X) = ΣX and V(Y ) = ΣY where ΣX and ΣY
are positive definite matrices. To begin we state the two assumptions.
(A1). V(‖Z∗1 − Z∗2‖2) = O(d), and V{(Z∗1 − Z∗3 )>(Z∗2 − Z∗3 )} = O(d),
where Z∗1 , Z
∗
2 , Z
∗
3 are independent and each Z
∗
i follows either PX or PY .
(A2). d−1tr(ΣX)→ σ2X , d−1tr(ΣY )→ σ2Y , d−1‖µX − µY ‖22 → δ2XY
where 0 < σ2X , σ
2
Y <∞ and 0 ≤ δ2XY <∞.
Assumption (A1) implies that component variables are weakly dependent. Under the
distributional assumptions (including multivariate normal distributions) made in Bai and
Saranadasa (1996) and Chen and Qin (2010), (A1) is satisfied when
(µX − µY )>(ΣX + ΣY )(µX − µY ) = O(d) and tr{(ΣX + ΣY )2} = O(d). (20)
The details of this derivation can be found in the supplementary material. Assumption (A2)
is common in the HDLSS literature (e.g. Hall et al., 2005) and facilitates the analysis. Under
these conditions, the following theorem establishes the HDLSS consistency of the proposed
test.
Theorem 5.1 (HDLSS consistency). Suppose (A1) and (A2) hold. Assume that σ2X 6= σ2Y
or δ
2
XY > 0. Then for α > 1/{(m+n)!/(m!n!)} when m 6= n and for α > 2/{(m+n)!/(m!n!)}
when m = n, the permutation test based on UCvM is consistent under the HDLSS regime, that
is limd→∞ E1[φCvM] = 1.
Proof. Let U$CvM be the CvM-statistic calculated based on X$m = {Z$(1), . . . , Z$(m)} and
Y$m = {Z$(m+1), . . . , Z$(N)} and let $0 = {1, . . . , N}. A a high-level, the proof follows by
showing that U$0CvM achieves the maximum among other permuted test statistics under H1 as
d→∞. If we choose a permutation critical value such that it becomes less than U$0CvM in the
limit, then the power will converges to one as d → ∞. This proof requires a careful analysis
of the order among the limit values of U$CvM and we defer the details in the supplementary
document.
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Next we focus on mean difference alternatives with equal covariance matrices. There are
many types of high-dimensional mean inference procedures in the literature (Hu and Bai,
2016, for a recent review). For example, Chen and Qin (2010) suggested the test statistic
based on an unbiased estimator of ‖µX − µY ‖2. Specifically, their test statistic is given by
UCQ =
1
(m)2(n)2
m, 6=∑
i1,i2=1
n, 6=∑
j1,j2=1
(Xi1 − Yj1)>(Xi2 − Yj2).
More recently, Chakraborty and Chaudhuri (2017) defined the test statistic based on spatial
ranks as
UWMW =
1
(m)2(n)2
m, 6=∑
i1,i2=1
n, 6=∑
j1,j2=1
(Xi1 − Yj1)
‖Xi1 − Yj1‖
> (Xi2 − Yj2)
‖Xi2 − Yj2‖
.
They proved that UCQ and UWMW are asymptotically equivalent under a certain HDLSS
setting. Independently, the equivalence between UCQ, UEnergy and the MMD statistic with
the Gaussian kernel was established by Ramdas et al. (2015) under different settings. Let us
denote the MMD statistic with the Gaussian kernel by
UMMD =
1
(m)2
m, 6=∑
i1,i2=1
exp
(
− 1
2ς2d
‖Xi1 −Xi2‖2
)
+
1
(n)2
n,6=∑
j1,j2=1
exp
(
− 1
2ς2d
‖Yj1 − Yj2‖2
)
− 2
mn
m∑
i=1
n∑
j=1
exp
(
− 1
2ς2d
‖Xi − Yj‖2
)
,
where ς2d is the bandwidth parameter. Here we combine and further extend these results
by presenting sufficient conditions under which UCvM, UEnergy, UMMD, UCQ and UWMW are
asymptotically equivalent. To establish the result, we need two more assumptions.
(A3). V{(Z∗1 − Z∗2 )>(Z∗3 − Z∗4 )} = O(d),where Z∗1 , Z∗2 , Z∗3 , Z∗4 are independent and
each Z∗i follows either PX or PY .
(A4). ΣX = ΣY and ‖µX − µY ‖2 = O(
√
d).
Assumption (A3) is required for studying UCQ and UWMW. As Assumption (A1), (A3)
is satisfied under (20). Notice that UCQ and UWMW are only sensitive to location parameters
whereas UCvM, UEnergy and UMMD are sensitive to both location and scale parameters. This
suggests that the equal covariance assumption in (A4) is crucial for our result and cannot
be dropped. The condition ‖µX − µY ‖2 = O(
√
d) is also important for our analysis and it
was also considered in Chakraborty and Chaudhuri (2017). Under the given assumptions, we
make repeated use of Taylor expansions to establish the equivalence among the test statistics
stated as follows.
Theorem 5.2 (HDLSS equivalence). Suppose (A1), (A2), (A3) and (A4) hold. Let $ be
an arbitrary permutation of {1, . . . , N} and σ2d = d−1tr(ΣX). We denote by U$CvM, U$Enregy,
U$MMD, U
$
CQ and U
$
WMW, the CvM, Energy, MMD, CQ, and WMW test statistics, respectively,
calculated based on X$m = {Z$(1), . . . , Z$(m)} and Y$n = {Z$(m+1), . . . , Z$(N)}. Assume that
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the bandwidth parameter of the Gaussian kernel satisfies ς2d  d. Then under the HDLSS
asymptotics, we have that
√
dU$CvM =
1
2pi
√
3dσ2d
U$CQ +OP(d
−1/2), U$Energy =
1√
2dσd
U$CQ +OP(d
−1/2),
√
dU$WMW =
1√
dσ2d
U$CQ +OP(d
−1/2),
√
dU$MMD =
√
d
ς2d
e−dσ
2
d/ς
2
dU$CQ +OP(d
−1/2).
(21)
Note that the asymptotic equivalence established in (21) holds for any permutations.
Leveraging this result, we show that the permutation critical values of the test statistics are
asymptotically the same as well.
Corollary 5.1 (Permutation critical values). Consider the same assumptions made in The-
orem 5.2. Let cα,CvM, cα,Eng, cα,MMD, cα,CQ and cα,WMW be the 1 − α quantile of the per-
mutation distribution of 2pi
√
3dσ2dUCvM,
√
2σdUEnergy, ς
2
de
−dσ2d/ς2dUMMD/
√
d, UCQ/
√
d and√
dσ2dUWMW, respectively. Then
cα,CvM = cα,Eng +OP(d
−1/2) = cα,MMD +OP(d−1/2)
= cα,CQ +OP(d
−1/2) = cα,WMW +OP(d−1/2).
Proof. We will only show that cα,CvM = cα,CQ + OP(d
−1/2). The remaining results follow
similarly. From Theorem 5.2, we know that
2pi
√
3dσ2d(U
$1
CvM, . . . , U
$N !
CvM) = d
−1/2(U$1CQ, . . . , U
$N !
CQ ) +OP(d
−1/2)
where $i is an element of SN for i = 1, . . . , N !. For simplicity, let us write 2pi
√
3dσ2dU
$i
CvM =
U$iCvM,s and d
−1/2U$iCQ = U
$i
CQ,s. Then cα,CvM and cα,CQ are the dN !(1− α)eth order statistic
of {U$1CvM,s, . . . , U$N !CvM,s} and {U$1CQ,s, . . . , U$N !CQ,s}, respectively. It is well-known that the order
statistic is a Lipschitz function (e.g. page 43 of Wainwright, 2019). More specifically, using
Pigeonhole principle, it can be seen that
|cα,CvM − cα,CQ| ≤
{
N !∑
i=1
(U$iCvM,s − U$iCQ,s)2
}1/2
= OP(d
−1/2).
Hence the result follows.
From the previous results, we may conclude that the considered permutation tests have
comparable power in the limit as further illustrated by our simulation results in Section 8.
We would like to emphasize, however, that when the moment assumption is violated, the
power of these tests can be entirely different. For instance, our simulation results in Section 8
demonstrate that the CQ, energy and MMD tests perform poorly when X and Y have Cauchy
distributions with different location parameters. In contrast, the CvM and WMW tests
maintain robust power against the same Cauchy alternative.
We end this section with an explicit expression for the limiting power function of the
asymptotic tests based on the considered statistics. To this end, we need more restrictions
on X and Y such as stationary ρ-mixing condition. Then we build on the asymptotic results
established in Chakraborty and Chaudhuri (2017) combined with Theorem 5.2 to have the
following corollary.
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Corollary 5.2 (Power of asymptotic tests). Consider the same assumptions made in Theo-
rem 5.2. Assume that X = µX +VX and Y = µY +VY where E(VX) = E(VY ) = 0 and VX and
VY are mutually independent random vectors in Rd. In addition, assume that the components
of VX = (VX,1, VX,2, . . . , ) are strictly stationary and satisfy
∑∞
k=1 ρX(2
k) <∞ where ρX(·) is
the ρ-mixing coefficient. The components of VY = (VY,1, VY,2, . . . , ) are similarly defined with
another mixing coefficient ρY (·). Let {Xi}mi=1 be i.i.d. copies of X and {Yi}ni=1 be i.i.d. copies
of Y . Denote
ψm,n = tr(Σ
2){2/m(2) + 2/n(2) + 4/(mn)},
and φ′CvM = 1(2pi
√
3dσ2UCvM > zαψ
1/2
m,n), φ′Energy = 1(
√
2dσUEnergy > zαψ
1/2
m,n), φ′MMD =
1(ς2de
−dσ2d/ς2dUMMD > zαψ
1/2
m,n), φ′CQ = 1(UCQ > zαψ
1/2
m,n) and φ′WMW = 1(dσ
2UWMW >
zαψ
1/2
m,n). Then under the HDLSS setting,
lim
d→∞
E[φ′CvM] = lim
d→∞
E[φ′Energy] = lim
d→∞
E[φ′MMD] = lim
d→∞
E[φ′CQ] = lim
d→∞
E[φ′WMW],
which converges to
Φ
(
− zα + ψ−1/2m,n ‖µX − µY ‖2
)
,
where zα is the upper α quantile of the standard normal distribution.
6 Connection to the Generalized Energy Distance and MMD
Recall that the energy distance is defined with the Euclidean distance under the finite first
moment condition. By considering a semimetric space (Z, ρ) of negative type, Sejdinovic et al.
(2013) generalized the energy distance by
E2ρ = 2E[ρ(X1, Y1)]− E[ρ(X1, X2)]− E[ρ(Y1, Y2)].
They further established the equivalence between the generalized energy distance and the
MMD with a kernel induced by ρ(·, ·). Given a distance-induced kernel k(·, ·), the squared
MMD is given by
MMD2k = E[k(X1, X2)] + E[k(Y1, Y2)]− 2E[k(X1, Y1)].
In this section, we will show that the multivariate CvM-distance is a member of the
generalized energy distance by the use of the angular distance and thus also a member of the
MMD. LetMX andMY be the support of X and Y respectively and letM =MX ∪MY ⊆
Rd. Then we define the angular distance as follows:
Definition 6.1 (Angular distance). Let Z∗ be a random vector having mixture distribution
(1/2)PX + (1/2)PY . For z, z
′ ∈M, denote the scaled angle between z − Z∗ and z′ − Z∗ by
ρAngle(z, z
′;Z∗) =
1
pi
Ang
(
z − Z∗, z′ − Z∗) .
The angular distance is defined as the expected value of the scaled angle:
ρAngle(z, z
′) = E
[
ρAngle(z, z
′;Z∗)
]
. (22)
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The next lemma shows that ρAngle is a metric of negative type defined on M.
Lemma 6.1. For ∀z, z′, z′′ ∈ M and ρAngle :M×M 7→ [0,∞), the following conditions are
satisfied
1. ρAngle(z, z
′) ≥ 0 and ρAngle(z, z′) = 0 if and only if z = z′.
2. ρAngle(z, z
′) = ρAngle(z′, z).
3. ρAngle(z, z
′) ≤ ρAngle(z, z′′) + ρAngle(z′, z′′).
In addition, for ∀n ≥ 2, z1, . . . , zn ∈M, and α1, . . . , αn ∈ R, with
∑n
i=1 αi = 0,
n∑
i=1
n∑
j=1
αiαjρAngle(zi, zj) ≤ 0.
By the use of the angular distance, we establish the identity between the generalized
energy distance and the CvM-distance in the next proposition. As a result, we conclude that
the multivariate CvM-distance is a special case of the generalized energy distance based on
the angular distance.
Proposition 6.1 (Another view of the CvM-distance). Let us consider the angular distance
defined in (22). Then
2W 2d = 2E [ρAngle(X1, Y1)]− E [ρAngle(X1, X2)]− E [ρAngle(Y1, Y2)] .
Remark 6.1. The angular distance can be generalized by taking the expectation with respect
to a different measure. For instance, when the expectation is taken with respect to Lebesgue
measure, the generalized angular distance is proportional to the Euclidean distance, i.e.∫
Rd
ρAngle(z, z
′; t)dt = γd‖z − z′‖,
where γd depends solely on the dimension (see the proof of Lemma 6.1 for more details). The
main difference between the Euclidean distance and the proposed angular distance is that the
latter takes into account information from the underlying distribution and is less sensitive to
outliers. In this aspect, the introduced angular distance can be viewed as a robust alternative
for the Euclidean distance.
7 Other Multivariate Extensions via Projection-Averaging
The projection-averaging approach used for the multivariate CvM-statistic can be applied
to many other univariate robust statistics. In this section, we illustrate the utility of the
projection-averaging approach by considering several examples including Kendall’s tau, the
coefficient by Blum et al. (1961) and the sign covariance (Bergsma and Dassios, 2014). We
begin by considering one-sample and two-sample robust statistics. Given a pair of random
variables (X,Y ), define Z = X − Y . The univariate sign test statistic is an estimate of
Tsign := P(Z > 0)− 1/2 and it is used to test whether
H0 : P(Z > 0) = 1/2 versus H1 : P(Z > 0) 6= 1/2.
The projection-averaging technique extends Tsign to a multivariate case as follows:
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Proposition 7.1 (One-sample sign test statistic). For i.i.d. random vectors Z1, Z2 from a
multivariate distribution PZ where Z ∈ Rd, the projection-averaging approach generalizes Tsign
as ∫
Sd−1
(
P(β>Z1 > 0)− 1
2
)2
dλ(β) =
1
4
− 1
2pi
E [Ang (Z1, Z2)] . (23)
Proof. Given β ∈ Sd−1, note that(
P(β>Z1 > 0)− 1
2
)2
=
1
4
− E
[
1(β>Z1 > 0)
]
+ E
[
1(β>Z1 > 0)1(β>Z2 > 0)
]
.
Applying Lemma 2.2 with Fubini’s theorem yields
E
[∫
Sd−1
1(β>Z1 > 0)dλ(β)
]
=
1
2
,
E
[∫
Sd−1
1(β>Z1 > 0)1(β>Z2 > 0)dλ(β)
]
=
1
2
− 1
2pi
E [Ang (Z1, Z2)] .
This completes the proof.
Given univariate two samples Xm = {X1, . . . , Xm} and Yn = {Y1, . . . , Yn}, the Wilcoxon-
Mann-Whitney test is designed for testing whether
H0 : P(X > Y ) = 1/2 versus H1 : P(X > Y ) 6= 1/2.
Its test statistic is based on an estimate of TWMW := P(X > Y )− 1/2. The next proposition
extends TWMW to a multivariate case via projection-averaging.
Proposition 7.2 (Two-sample Wilcoxon-Mann-Whitney test statistic). Let X1, X2
i.i.d.∼ PX
and, independently, Y1, Y2
i.i.d.∼ PY where X1, Y1 ∈ Rd. The projection-averaging approach
generalizes TWMW as∫
Sd−1
(
P(β>X1 > β>Y1)− 1
2
)2
dλ(β) =
1
4
− 1
2pi
E [Ang (X1 − Y1, X2 − Y2)] . (24)
Proof. The result follows by replacing Z1, Z2 with X1 − Y1, X2 − Y2 in Proposition 7.1.
Remark 7.1. The first order Taylor approximation of the inverse cosine function shows that the
representations given in the right-side of (23) and (24) are related to the spatial sign-statistics
introduced by Wang et al. (2015) and Chakraborty and Chaudhuri (2017), respectively. In
fact, when U -statistics are used to estimate (23) and (24), the projection-averaging statistics
and the spatial sign-statistics are asymptotically equivalent under some regularity conditions
(see Section D.3 in the supplementary document). We believe, however, that our projection-
averaging-type statistics — which can be viewed as the average of univariate statistics based
on projected random variables — is more intuitive to understand.
The same technique can be further applied to some robust statistics for independence
testing. To test for independence between two random variables, Kendall’s tau statistic is
defined as an estimate of τ := 4P (X1 < X2, Y1 < Y2)−1. We present a multivariate extension
of τ as follows:
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Theorem 7.1 (Kendall’s tau). For i.i.d. pairs of random vectors (X1, Y1), . . . , (X4, Y4) from
a joint distribution PXY where X ∈ Rp and Y ∈ Rq, the multivariate extension of τ via
projection-averaging is given by∫
Sp−1
∫
Sq−1
[
4P
(
α>(X1 −X2) < 0, β>(Y1 − Y2) < 0
)
− 1
]2
dλ(α)dλ(β)
= E
[(
2− 2
pi
Ang (X1 −X2, X3 −X4)
)
·
(
2− 2
pi
Ang (Y1 − Y2, Y3 − Y4)
)]
− 1.
Kendall’s tau has been frequently used in practice due to its robustness, simplicity and
interpretability. Nonetheless, the main limitation of Kendall’s tau is that it can be zero even
when there exists a certain association between random variables. There have been alternative
approaches to resolve this issue in the literature. For a multivariate case, Zhu et al. (2017)
extended Hoeffding’s coefficient (Hoeffding, 1948) via projection-averaging. Specifically, they
defined the projection correlation between X ∈ Rp and Y ∈ Rq as∫
Sp−1
∫
Sq−1
∫
R2
[
Fα>X,β>Y (u, v)− Fα>X(u)Fβ>Y (v)
]2
dω1(u, v, α, β), (25)
where dω1(u, v, α, β) = dFα>X,β>Y (u, v)dλ(α)dλ(β). Although the projection correlation is
more broadly sensitive than Kendall’s tau is in detecting dependence among random variables,
it can still be zero even when X and Y are dependent. A counterexample for the univariate
case can be found in Hoeffding (1948).
On the other hand, the coefficient introduced by Blum et al. (1961) overcomes this issue
by replacing dFX,Y with dFXdFY . The univariate Blum-Kiefer-Rosenblatt (BKR) coefficient
(Blum et al., 1961) is defined by∫
R2
[FXY (u, v)− FX(u)FY (v)]2 dFX(u)dFY (v).
Next, we generalize the univariate BKR coefficient to a multivariate space via projection-
averaging.
Theorem 7.2 (Blum-Kiefer-Rosenblatt (BKR) coefficient). Let us consider weight function
dω2(u, v, α, β) = dFα>X(u)dFβ>Y (v)dλ(α)dλ(β). For i.i.d. random vectors (X1, Y1), . . . , (X6, Y6)
from a joint distribution PXY where X ∈ Rp and Y ∈ Rq, the univariate BKR coefficient can
be extended to a multivariate case by∫
Sp−1
∫
Sq−1
∫
R2
[
Fα>X,β>Y (u, v)− Fα>X(u)Fβ>Y (v)
]2
dω2(u, v, α, β)
= E
[(
1
2
− 1
2pi
Ang (X1 −X3, X2 −X3)
)
·
(
1
2
− 1
2pi
Ang (Y1 − Y4, Y2 − Y4)
)]
+ E
[(
1
2
− 1
2pi
Ang (X1 −X5, X2 −X5)
)
·
(
1
2
− 1
2pi
Ang (Y3 − Y6, Y4 − Y6)
)]
−2E
[(
1
2
− 1
2pi
Ang (X1 −X4, X2 −X4)
)
·
(
1
2
− 1
2pi
Ang (Y1 − Y5, Y3 − Y5)
)]
.
Recently, Bergsma and Dassios (2014) introduced a modification of Kendall’s tau, which
is zero if and only if random variables are independent under some mild conditions. Let us
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denote the univariate Bergsma-Dassios sign covariance by
τ∗ = E [asign(X1, X2, X3, X4) · asign(Y1, Y2, Y3, Y4)] , (26)
with asign(z1, z2, z3, z4) = sign (|z1 − z2|+ |z3 − z4| − |z1 − z3| − |z2 − z4|). Motivated by the
projection-averaging approach, we propose the multivariate τ∗ as follows:
Definition 7.1 (Multivariate τ∗). Suppose (X1, Y1), . . . , (X4, Y4) are i.i.d. random vectors
from a joint distribution PXY where X ∈ Rp and Y ∈ Rq. We define the multivariate τ∗ by
τ∗p,q =
∫
Sp−1
∫
Sq−1
E
[
asign(α
>X1, α>X2, α>X3, α>X4)
×asign(β>Y1, β>Y2, β>Y3, β>Y4)
]
dλ(α)dλ(β).
Since the kernel of τ∗ is sign-invariant, i.e. asign(z1, z2, z3, z4) = asign(−z1,−z2,−z3,−z4),
it is easy to see that τ∗p,q becomes the univariate τ∗ when p = q = 1. Also, note that since
X and Y are independent if and only if α>X and β>Y are independent for all α ∈ Sp−1 and
β ∈ Sq−1, the characteristic property of τ∗p,q follows by that of the univariate τ∗.
To have an expression for τ∗p,q without involving integrations over the unit sphere, we first
generalize Lemma 2.2 with three indicator functions presented in Lemma 7.1. Then based on
this result, we provide an alternative expression for τ∗p,q in Theorem 7.3.
Lemma 7.1. For arbitrary vectors U1, U2, U3 ∈ Rd, we have∫
Sd−1
3∏
i=1
1(β>Ui ≤ 0)dλ(β) = 1
2
− 1
4pi
[Ang (U1, U2) + Ang (U1, U3) + Ang (U2, U3)] .
For U1, U2, U3 ∈ Rd, define gd(U1, U2, U3) and hd(Z1, Z2, Z3, Z4) by
gd(U1, U2, U3) =
1
2
− 1
4pi
[Ang (U1, U2) + Ang (U1, U3) + Ang (U2, U3)]
and
hd(Z1, Z2, Z3, Z4)
= gd(Z1 − Z2, Z2 − Z3, Z3 − Z4) + gd(Z2 − Z1, Z1 − Z3, Z3 − Z4)
+ gd(Z1 − Z2, Z2 − Z4, Z4 − Z3) + gd(Z2 − Z1, Z1 − Z4, Z4 − Z3).
Based on the kernel hd, we present an alternative expression for τ
∗
p,q as follows:
Theorem 7.3 (Closed form expression for τ∗p,q). For i.i.d. random vectors (X1, Y1), . . . , (X4, Y4)
from a joint distribution PXY where X ∈ Rp and Y ∈ Rq, τ∗p,q can be written as
τ∗p,q = E [hp(X1, X2, X3, X4) · hq(Y1, Y2, Y3, Y4)]
+E [hp(X1, X2, X3, X4) · hq(Y3, Y4, Y1, Y2)]
−2E [hp(X1, X2, X3, X4) · hq(Y1, Y3, Y2, Y4)] .
Theorem 7.3 leads to a straightforward empirical estimate of τ∗p,q based on a U -statistic.
This is also true for the other multivariate generalizations introduced in this section. Using
these estimates, some theoretical and empirical properties of the proposed measures can be
further investigated. These topics are reserved for future work.
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8 Simulations
In this section, we report numerical results to support the argument in Section 5 as well as to
compare the performance of the CvM test with other competing nonparametric tests against
heavy-tailed alternatives. Along with the energy, MMD, NN, FR and BG tests described
before, we consider the cross-match test (Rosenbaum, 2005), the multivariate run test (Biswas
et al., 2014), the modified k-NN test (Mondal et al., 2015) and the ball divergence test (Pan
et al., 2018) for comparison. We refer to them as the CM test, run test, MBG test and ball
test, respectively. In our simulations, we used the Gaussian kernel with the median heuristic
(Gretton et al., 2012) for the MMD test and we set the number of nearest neighbors as k = 3
for both NN test and MBG test. Since finding the shortest Hamiltonian path for the run test
is NP-complete, we employed Kruskal’s algorithm (Kruskal, 1956) as suggested by Biswas
et al. (2014).
Throughout our experiments, the significance level was set at 0.05 and the permutation
procedure was used to determine the p-value of each test with 200 permutations as in Re-
mark 2.6. The simulations were repeated 500 times to approximate the power of different
tests. We set the sample size and the dimension by m,n = 20 and d = 200 for the balanced
cases and by m = 35, n = 5 and d = 200 for the imbalanced cases.
First, we consider several examples where the powers of the five tests (CvM, energy, MMD,
CQ and WMW tests) in Section 5 are approximately equivalent to each other. Specifically
we use multivariate normal distributions with different means
µ(0) = (0, . . . , 0)>, µ(1) = (0.15, . . . , 0.15)> and
µ(2) =
√
0.045( 1, . . . , 1︸ ︷︷ ︸
d/2 elements
, 0, . . . , 0︸ ︷︷ ︸
d/2 elements
)>
and covariance matrices:
1. Identity matrix (denoted by I) where σi,i = 1 and σi,j = 0 for i 6= j.
2. Banded matrix (denoted by ΣBand) where σi,i = 1, σi,j = 0.6 for |i − j| = 1, σi,j = 0.3
for |i− j| = 2 and σi,j = 0 otherwise.
3. Autocorrelation matrix (denoted by ΣAuto) where σi,i = 1 and σi,j = 0.2
|i−j| when i 6= j.
4. Block diagonal matrix (denoted by ΣBlock) where the 5× 5 main diagonal blocks A are
defined by ai,i = 1 and ai,j = 0.2 when i 6= j, and the off-diagonal blocks are zeros.
Then we generate random samples from X ∼ N(µ(0),Σ) and either Y ∼ N(µ(1),Σ) or Y ∼
N(µ(2),Σ). The results are summarized in Table 1. As can be seen from the table, the
empirical powers of the considered tests are very close under the given setting, which supports
our theoretical results in Section 5. We also observe that the other nonparametric tests, not
considered in Section 5, are significantly less powerful than the proposed test in all normal
location alternatives.
In our second experiment, we consider several examples where the moment conditions are
not satisfied. We focus on random samples generated from multivariate Cauchy distributions.
Let Cauchy(γ, s) refer to the univariate Cauchy distribution where γ, s are the location param-
eter and the scale parameter, respectively. Let X = (X(1), . . . , X(d)) and Y = (Y (1), . . . , Y (d))
be random vectors where X(i)
i.i.d.∼ Cauchy(0, 1) and Y (i) i.i.d.∼ Cauchy(γ, s) for i = 1, . . . , d.
We first consider location differences where γ is not zero but the scale parameters are identi-
cal, i.e. s = 1. Similarly, we consider scale differences where the scale parameter s changes,
but the location parameters are identical, i.e. γ = 0.
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Table 1: Empirical power of the considered tests against the normal location models at α = 0.05.
Id ΣBand ΣBlock ΣAuto
m = 20, n = 20 µ(1) µ(2) µ(1) µ(2) µ(1) µ(2) µ(1) µ(2)
CvM 0.662 0.646 0.418 0.406 0.572 0.584 0.452 0.442
Energy 0.656 0.650 0.420 0.408 0.576 0.584 0.452 0.444
MMD 0.658 0.638 0.412 0.398 0.568 0.570 0.458 0.444
CQ 0.656 0.650 0.416 0.412 0.578 0.580 0.454 0.448
WMW 0.668 0.646 0.420 0.402 0.568 0.580 0.458 0.444
NN 0.288 0.288 0.164 0.154 0.242 0.238 0.176 0.174
FR 0.168 0.170 0.090 0.084 0.158 0.116 0.112 0.088
MBG 0.050 0.050 0.050 0.052 0.048 0.044 0.060 0.046
Ball 0.240 0.254 0.186 0.198 0.262 0.250 0.216 0.226
CM 0.042 0.054 0.028 0.040 0.052 0.050 0.038 0.034
BG 0.070 0.060 0.074 0.074 0.074 0.078 0.084 0.078
Run 0.160 0.153 0.101 0.105 0.146 0.128 0.110 0.102
From the results presented in Table 2 and Table 3, it is seen that, unlike the multivariate
normal cases, there are significant differences between power performance among CvM, energy,
MMD, CQ and WMW tests. In particular, the tests based on the energy, MMD and CQ
statistics have relatively low power against the heavy-tail location alternatives, whereas the
tests based on the CvM and WMW statistics show better performance than the others.
Turning to the scale problems, it can be seen that the CQ and WMW tests are not sensitive to
detect scale differences, which makes sense because they are specifically designed for location
problems. On the other hand, the CvM, energy and MMD tests perform reasonably well in
these alternatives. Among the omnibus nonparametric tests, the MMD, energy and ball tests
have competitive power against the scale differences, but not against the location differences
in general. The MBG test is only powerful against the scale differences where the sample
sizes are balanced. The CM and run tests are uniformly outperformed by the CvM test
under all scenarios. The NN and FR tests perform strongly against the location alternatives
especially for the balanced case, but not against the scale alternatives. When the sample
sizes are unbalanced, the performance of the NN and FR tests are degraded a little bit, which
can be explained by Chen et al. (2013) and Chen et al. (2018). The CvM test, on the other
hand, performs consistently well against the heavy-tail location and scale alternatives and its
performance appears immune to the sample proportion.
In summary, the proposed test has almost identical power as the high-dimensional mean
tests against the light-tail location alternatives, whereas it outperforms many popular non-
parametric competitors under the heavy-tail location and scale alternatives.
9 Concluding Remarks
In this work, we extended the univariate Crame´r-von Mises statistic for two-sample testing to
the multivariate case using projection-averaging. The proposed statistic has a straightforward
calculation formula in arbitrary dimensions and the resulting test has good statistical prop-
erties. Throughout this paper, we demonstrated its robustness, minimax rate optimality and
high-dimensional power properties. In addition, we applied the same projection technique to
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Table 2: Empirical power of the considered tests against multivariate Cauchy distributions with
m = n = 20 at α = 0.05 where γ, s represent the location and scale parameter, respectively. The three
highest power estimates in each column are highlighted in boldface.
Location Scale
m = 20, n = 20 γ = 2 γ = 3 γ = 4 γ = 5 s = 2 s = 3 s = 4 s = 5
CvM 0.124 0.252 0.596 0.842 0.560 0.926 0.988 1.000
Energy 0.060 0.066 0.102 0.134 0.316 0.602 0.766 0.866
MMD 0.056 0.064 0.110 0.162 0.448 0.772 0.890 0.970
CQ 0.138 0.268 0.360 0.456 0.046 0.070 0.042 0.068
WMW 0.324 0.698 0.912 0.988 0.052 0.064 0.062 0.056
NN 0.288 0.662 0.884 0.976 0.214 0.194 0.256 0.224
FR 0.178 0.462 0.706 0.888 0.028 0.034 0.048 0.036
MBG 0.060 0.044 0.050 0.074 0.564 0.904 0.964 0.992
Ball 0.064 0.064 0.076 0.098 0.606 0.936 0.994 1.000
CM 0.030 0.078 0.128 0.226 0.056 0.170 0.334 0.490
BG 0.048 0.038 0.048 0.040 0.238 0.394 0.560 0.632
Run 0.059 0.129 0.274 0.422 0.220 0.506 0.767 0.864
Table 3: Empirical power of the considered tests against multivariate Cauchy distributions with
m = 35 and n = 5 at α = 0.05 where γ, s represent the location and scale parameter, respectively.
The three highest power estimates in each column are highlighted in boldface.
Location Scale
m = 35, n = 5 γ = 5 γ = 6 γ = 7 γ = 8 s = 3 s = 4 s = 5 s = 6
CvM 0.340 0.498 0.652 0.758 0.570 0.806 0.928 0.952
Energy 0.110 0.146 0.212 0.262 0.436 0.632 0.794 0.858
MMD 0.108 0.148 0.192 0.240 0.552 0.808 0.926 0.968
CQ 0.284 0.380 0.454 0.544 0.178 0.210 0.262 0.290
WMW 0.796 0.890 0.942 0.960 0.110 0.126 0.134 0.148
NN 0.144 0.294 0.376 0.558 0.118 0.150 0.154 0.182
FR 0.226 0.360 0.464 0.588 0.078 0.092 0.104 0.112
MBG 0.010 0.000 0.008 0.000 0.092 0.130 0.176 0.214
Ball 0.072 0.088 0.098 0.122 0.238 0.406 0.594 0.762
CM 0.082 0.176 0.190 0.262 0.030 0.080 0.092 0.126
BG 0.058 0.052 0.058 0.052 0.320 0.386 0.506 0.514
Run 0.088 0.150 0.198 0.228 0.106 0.174 0.248 0.326
other robust statistics and presented their multivariate extensions.
Beyond nonparametric testing problems, we believe that our approach can be used for
other problems. For example, our work can be viewed as an application of the angular dis-
tance to the two-sample problem. The angular distance is closely connected to the Euclidean
distance (Remark 6.1) but is more robust to outliers by incorporating information from the
underlying distribution. Given that the use of distances is of fundamental importance in many
statistical applications (including clustering, classification and regression), we expect that the
angular distance can be applied to other statistical problems as a robust alternative for the
Euclidean distance.
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A Permutation Tests
In this section, we study the limiting behavior of the permutation distribution of a two-sample
U -statistic under the conventional asymptotic framework (5). Specifically, we establish fairly
general conditions under which the permutation distribution of a two-sample U -statistic is
asymptotically equivalent to the corresponding unconditional null distribution. We first focus
on the large sample behavior of the permutation distribution under the null hypothesis in
Section A.1 and then discuss how to generalize this result to the alternative hypothesis via
coupling argument in Section A.2.
A.1 Asymptotic null behavior of permutation U-statistics
Let us start with some notation. For r ≥ 2, consider a kernel g(x1, . . . , xr; y1, . . . , yr) of degree
(r, r) such that
E [g(X1, . . . , Xr;Y1, . . . , Yr)] = θ,
E
[{g(X1, . . . , Xr;Y1, . . . , Yr)}2] <∞. (27)
Without loss of generality, we assume that g(x1, . . . , xr; y1, . . . , yr) is symmetric in each set
of arguments, which means that the value of the kernel is invariant to the order of the first r
arguments as well as the last r arguments. The reason for this is that we can always redefine
the kernel as
g˜(x1, . . . , xr; y1, . . . , yr) =
1
r!r!
∑
$∈Sr
∑
$′∈Sr
g(x$(1), . . . , x$(r); y$′(1), . . . , y$′(r)), (28)
where Sr is the set of all permutations of {1, . . . , r}.
Let us write the U -statistic based on the kernel g by
Um,n =
1(
m
r
)(
n
r
) ∑
α1,...,αr
∑
β1,...,βr
g(Xα1 , . . . , Xαr ;Yβ1 , . . . , Yβr), (29)
33
where the sums are taken over all subsets {α1, . . . , αr} of {1, . . . ,m} and {β1, . . . , βr} of
{1, . . . , n} and (mr ) and (nr) are the binomial coefficient defined by m!/{r!(m − r)!} and
n!/{r!(n − r)!}, respectively. For 0 ≤ c, d ≤ r, let gc,d(x1, . . . , xc; y1, . . . , yd) be the condi-
tional expectation given by
gc,d(x1, . . . , xc; y1, . . . , yd) := E
[
g(x1, . . . , xc, Xc+1, . . . , Xr; y1, . . . , yd, Yd+1, . . . , Yr)
]
. (30)
Further write the centered conditional expectation and its variance as
g∗c,d(x1, . . . , xc; y1, . . . , yd) := gc,d(x1, . . . , xc; y1, . . . , yd)− θ, (31)
σ2c,d := V [gc,d(X1, . . . , Xc;Y1, . . . , Yd)] = E
[{
g∗c,d(X1, . . . , Xc;Y1, . . . , Yd)
}2]
. (32)
The kernel g is non-degenerate if both σ0,1 and σ1,0 are strictly positive, and degenerate if
σ0,1 = σ1,0 = 0. For the case where the kernel is non-degenerate, Chung and Romano (2016)
provided a sufficient condition under which the permutation distribution approximates the
unconditional distribution of Um,n. Their result, however, does not cover some important
degenerate U -statistics including UCvM, UEnergy and UMMD in the main text. To fill this gap,
we develop a similar result for the degenerate cases.
Consider the centered U -statistic scaled by N = m+ n:
U∗m,n(X1, . . . , Xm, Y1, . . . , Yn) := N(Um,n − θ),
and let {Z1, . . . , Zm+n} = {X1, . . . , Xm, Y1, . . . , Yn} be the pooled samples. Then the permu-
tation distribution function of U∗m,n can be written as
R̂m,n(t) =
1
N !
∑
$∈SN
I
{
U∗m,n(Z$(1), . . . , Z$(N)) ≤ t
}
.
Also, let R(t) be the unconditional limiting null distribution of U∗m,n. Then we present the
following theorem.
Theorem A.1. Suppose g(x1, . . . , xr; y1, . . . , yr) is symmetric in each set of arguments and
degenerate under H0. Further assume that E[g2] <∞ and it satisfies
Condition 1. g∗0,2(z1, z2) = g∗2,0(z1, z2) and g∗1,1(z1, z2) =
1−r
r g
∗
0,2(z1, z2),
Condition 2. σ20,1 = σ
2
1,0 = 0 and σ
2
0,2, σ
2
2,0, σ
2
1,1 > 0,
Then under the conventional limiting regime (5) and H0,
sup
t∈R
∣∣∣R̂m,n(t)−R(t)∣∣∣ p−→ 0. (33)
Proof. The proof can be found in Section C.22.
A.2 The coupling argument
The proof of Theorem A.1 relies on the fact that Z$(1), . . . , Z$(N) are i.i.d. samples under
the null hypothesis for any permutations. The main difficulty of generalizing this result to
the alternative hypothesis is that the given samples are not identically distributed under H1.
We instead have m samples {X1, . . . , Xm} from PX and n samples {Y1, . . . , Yn} from PY . In
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Algorithm 1: Coupling
Data: {Z1, . . . , ZN} := {X1, . . . , Xm, Y1, . . . , Yn} where {X1, . . . , Xm} i.i.d.∼ PX and
{Y1, . . . , Yn} i.i.d.∼ PY , a random permutation $0 of {1, . . . , N}.
Result: {Z$0(1), . . . , Z$0(N)}.
begin
B ∼ Binomial(N,m/N);
if B ≥ m then
Generate {Xm+1, . . . , XB} i.i.d. samples from PX ;
return {Z$0(1), . . . , Z$0(N)} := {X1, . . . , Xm, Y1, . . . , YN−B, Xm+1, . . . , XB};
end
else
Generate {Yn+1, . . . , YN−B} i.i.d. samples from PY ;
return {Z$0(1), . . . , Z$0(N)} := {X1, . . . , XB, Yn+1, . . . , YN−B, Y1, . . . , Yn};
end
end
order to overcome such difficulty, we employ the coupling argument considered in Chung and
Romano (2013), which is summarized in Algorithm 1.
Note that the output of Algorithm 1 consists of i.i.d. samples from mNPX+
n
NPY . Also note
that there are D = |m−B| different observations between the original samples {Z1, . . . , ZN}
and the coupled samples {Z$0(1), . . . , Z$0(N)}. The main strategy of studying the permuta-
tion distribution under the alternative hypothesis is to establish that
U∗m,n(Z$(1), . . . , Z$(N))− U∗m,n(Z$($0(1)), . . . , Z$($0(N)))
p−→ 0. (34)
If this is the case, then both statistics have the same limiting behavior, which means that we
can still apply Theorem A.1. We demonstrate this procedure by using the proposed CvM-
statistic and prove Theorem 2.5 in the main text. The details can be found in the proof of
Theorem 2.5.
Remark A.1. The coupling argument in Chung and Romano (2013) requires the condition
m
N
− ϑX = O
(
1√
N
)
, (35)
which turns out to be unnecessary in our application; we only need the assumption that
m/N → ϑX ∈ (0, 1) and n/N → ϑY ∈ (0, 1) as N → ∞ without any further restriction. To
remove the condition in (35), we first show that the test statistic based on permuted samples
is close to that based on i.i.d. samples from mNPX +
n
NPY . Then we will show that the two
test statistics — one is based on i.i.d. samples from mNPX +
n
NPY and the other one is based
on i.i.d. samples from ϑXPX + ϑY PY — have the same asymptotic behavior.
B Auxiliary Lemmas
In this section, we collect some auxiliary lemmas used in our main proofs. We start with
another expression for the CvM-distance.
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Lemma B.1 (Another expression for the CvM-distance). Let X1, X2, X3
i.i.d.∼ PX and, in-
dependently, Y1, Y2, Y3
i.i.d.∼ PY . Furthermore, assume that β>X1 and β>Y1 have continuous
distribution functions for λ-almost all β ∈ Sd−1. Then the squared multivariate CvM-distance
can be written as
W 2d (PX , PY ) =
1
2pi
E [Ang (X1 −X2, Y1 −X2)] + 1
2pi
E [Ang (X1 − Y2, Y1 − Y2)]
− 1
4pi
E [Ang (X1 −X3, X2 −X3)]− 1
4pi
E [Ang (X1 − Y1, X2 − Y1)]
− 1
4pi
E [Ang (Y1 − Y3, Y2 − Y3)]− 1
4pi
E [Ang (Y1 −X1, Y2 −X1)] .
Proof. Since the CvM-distance is invariant to the choice of ϑX and ϑY (Theorem 2.1), we
may assume that ϑX = ϑY = 1/2 for simplicity. Then
W 2d =
∫
Sd−1
∫
R
(
Fβ>X(t)− Fβ>Y (t)
)2
d{Fβ>X(t)/2 + Fβ>Y (t)/2}dλ(β)
= E
[(
Fβ>X(β
>Z∗)
)2]
+ Eβ,Z∗
[(
Fβ>Y (β
>Z∗)
)2]
− 2E
[
Fβ>X(β
>Z∗)Fβ>Y (β
>Z∗)
]
,
= (I) + (II)− 2(III) (say),
where Z∗ ∼ (1/2)PX + (1/2)PY . By the Fubini’s theorem and the definition of Z∗, the first
term (I) has the identity
(I) = E
[
1(β>X1 ≤ β>Z∗, β>X2 ≤ β>Z∗)
]
=
1
2
E
[
1(β>X1 ≤ β>X3, β>X2 ≤ β>X3)
]
+
1
2
E
[
1(β>X1 ≤ β>Y1, β>X2 ≤ β>Y1)
]
.
Similarly,
(II) = E
[
1(β>Y1 ≤ β>Z∗, β>Y2 ≤ β>Z∗)
]
=
1
2
E
[
1(β>Y1 ≤ β>Y3, β>Y2 ≤ β>Y3)
]
+
1
2
E
[
1(β>Y1 ≤ β>X1, β>Y2 ≤ β>X1)
]
and
(III) = E
[
1(β>X1 ≤ β>Z∗, β>Y1 ≤ β>Z∗)
]
=
1
2
E
[
1(β>X1 ≤ β>X2, β>Y1 ≤ β>X2)
]
+
1
2
E
[
1(β>X1 ≤ β>Y2, β>Y1 ≤ β>Y2)
]
.
We then apply Lemma 2.2 to obtain the desired result.
Next we provide another expression for the CvM-statistic with a third-order kernel.
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Lemma B.2 (Another expression for the CvM-statistic). Consider the kernel of order three
h?CvM(x1, x2, x3; y1, y2, y3) (36)
=
1
2
E
[{1(β>x1 ≤ β>x3)− 1(β>y1 ≤ β>x3)} · {1(β>x2 ≤ β>x3)− 1(β>y2 ≤ β>x3)}]
+
1
2
E
[{1(β>x1 ≤ β>y3)− 1(β>y1 ≤ β>y3)} · {1(β>x2 ≤ β>y3)− 1(β>y2 ≤ β>y3)}].
Let us define the corresponding U -statistic by
U?CvM :=
1
(m)3(n)3
m, 6=∑
i1,i2,i3=1
n,6=∑
j1,j2,j3=1
h?CvM(Xi1 , Xi2 , Xi3 ;Yj1 , Yj2 , Yj3).
Then U?CvM is an unbiased estimator of W
2
d . Furthermore when β
>X and β>Y are continuous
for λ-almost all β ∈ Sd−1, it is simplified as
U?CvM =
1
(m)2(n)2
m, 6=∑
i1,i2=1
n, 6=∑
j1,j2=1
hCvM(Xi1 , Xi2 ;Yj1 , Yj2). (37)
Proof. The unbiasedness property is trivial. We will show that (37) holds under the given
conditions. Since there is no tie with probability one, we have
1
(m)3
m, 6=∑
i1,i2,i3=1
Eβ[1(β>Xi1 ≤ β>Xi3)1(β>Xi2 ≤ β>Xi3)] =
1
3
,
1
(n)3
n,6=∑
j1,j2,j3=1
Eβ[1(β>Yj1 ≤ β>Yj3)1(β>Yj2 ≤ β>Yj3)] =
1
3
.
Also the following identities are true
2
(m)2 · n
m, 6=∑
i1,i2=1
n∑
j=1
Eβ[1(β>Xi1 ≤ β>Xi2)1(β>Yj ≤ β>Xi2)]
= 1− 1
(m)2 · n
m, 6=∑
i1,i2=1
n∑
j=1
Eβ[1(β>Xi1 ≤ β>Yj)1(β>Xi2 ≤ β>Yj)]
and
2
m · (n)2
m∑
i=1
n, 6=∑
j1,j2=1
Eβ[1(β>Yj1 ≤ β>Yj2)1(β>Xi ≤ β>Yj2)]
= 1− 1
m · (n)2
m∑
i=1
n,6=∑
j1,j2=1
Eβ[1(β>Yj1 ≤ β>Xi)1(β>Yj2 ≤ β>Xi)].
After expanding the terms in h?CvM and replacing the above identities, we can obtain
U?CvM =
1
(m)2 · n
m, 6=∑
i1,i2=1
n∑
j=1
Eβ[1(β>Xi1 ≤ β>Yj)1(β>Xi2 ≤ β>Yj)]
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+
1
m · (n)2
m∑
i=1
n,6=∑
j1,j2=1
Eβ[1(β>Yj1 ≤ β>Xi)1(β>Yj2 ≤ β>Xi)]−
2
3
,
=
1
(m)2(n)2
m, 6=∑
i1,i2=1
n, 6=∑
j1,j2=1
hCvM(Xi1 , Xi2 ;Yj1 , Yj2).
Hence the result follows.
In the next lemma, we present an explicit expression for the variance of Um,n, which will
be used to bound the variance of the proposed statistic.
Lemma B.3 (Theorem 2 of Lee (1990) in Chapter 2). Let Um,n be a two-sample U -statistic
based on a kernel having degrees k1 and k2. Then
V (Um,n) =
k1∑
c=0
k2∑
d=0
(
k1
c
)(
k2
d
)(
m−k1
k1−c
)(
n2−k2
k2−d
)(
n1
k1
)(
n2
k2
) σ2c,d,
where σ2c,d is defined similarly as (32).
Hoeffding (1952) established a sufficient condition (indeed the necessary condition proved
by Chung and Romano, 2013) under which the permutation distribution approximates the
corresponding unconditional distribution. The condition is stated as follows:
Lemma B.4 (Theorem 5.1 of Chung and Romano (2013)). Consider a sequence of random
quantity Xn taking values in a sample space Mn and suppose that Xn has distribution Pn
in Mn. Let SN be a finite group of transformation from Mn onto itself. Let Tn = Tn(Xn)
be any real valued statistic and $n be a random variable that is uniform on Sn. Also, let
$′n have the same distribution as $n, with Xn, $n and $′n mutually independent. Suppose,
under Pn,
(Tn($nX
n), Tn($
′
nX
n))
d−→ (T, T ′), (38)
where T and T ′ are independent, each with common cumulative distribution function R(·).
Here, $nX
n denotes the composition of Xn with $n and $
′
nX
n is similarly defined. Let R̂n
be the randomization distribution function of Tn defined by
R̂n(t) =
1
#|Sn|
∑
$n∈Sn
1{Tn($nXn) ≤ t},
where #|Sn| denotes the cardinality of Sn. Then, under Pn,
R̂n(t)
p−→ R(t), (39)
for every t which is a continuity point of R(·). Conversely, if (39) holds for some limiting
cumulative distribution function R(·) whenever t is a continuity point, then (38) holds.
Chikkagoudar and Bhat (2014) studied the limiting distribution of a two-sample U -statistic
under contiguous alternatives for the univariate case (see Theorem 3.1 therein and also Gre-
gory, 1977). Here we extend their result to the multivariate case.
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First we prepare for some notation. Let PNθ0 and P
N
θ0+bN−1/2
denote the joint distribution
of the pooled samples {X1, . . . , Xm, Y1, . . . , Yn} under the null and contiguous alternative,
respectively. Let λk,g and φk,g(·) be the eigenvalue and the corresponding eigenfunction sat-
isfying the following integral equation
E[g∗2,0(x1, X2)φk,g(X2)] = λk,gφk,g(x1) for k = 1, 2, . . . ,
where g∗2,0(·, ·) is defined in (31) under the null hypothesis. For a sequence of random variables
ZN , we write ZN = oPNθ0
(1), if
lim
N→∞
PNθ0
(|ZN | ≥ ) = 0,
for any  > 0. Then we have the following result.
Lemma B.5. Recall the two-sample U -statistic, Um,n, given in (29). Consider the same
assumptions used in Theorem 2.4 and Theorem A.1. Then under PN
θ0+bN−1/2
,
N(Um,n − Eθ0 [Um,n]) d−→
r(r − 1)
2ϑXϑY
∞∑
k=1
λk,g{(ξk + ϑ1/2X ak,g)2 − 1},
where
ak,g =
∫
Rd
〈
b, 2η(x, θ0)p
−1/2
θ0
(x)
〉
φk,g(x)dPθ0(x).
Proof. Let us denote the likelihood ratio as
LN,h =
∏m
i=1 pθ0(Xi)
∏n
j=1 pθ0+bN−1/2(Yj)∏m
i=1 pθ0(Xi)
∏n
j=1 pθ0(Yj)
=
∏n
j=1 pθ0+bN−1/2(Yj)∏n
j=1 pθ0(Yj)
.
Then under the given conditions, one can establish
logLN,h =
1√
n
n∑
i=1
〈h, η˜(Yi, θ0)〉 − 1
2
〈h, I(θ0)h〉+ oPNθ0 (1), (40)
where η˜(x, θ) = 2η(x, θ)/p
1/2
θ (x) (see Example 12.3.7 of Lehmann and Romano, 2006, for
details). Then by Corollary 12.3.1 of Lehmann and Romano (2006), PNθ0 and P
N
θ0+bN−1/2
are
mutually contiguous.
Without loss of generality, we assume that Eθ0 [Um,n] = 0 and denote the projection of
Um,n under condition 2 in Theorem A.1 by
Ûm,n =
r(r − 1)
m(m− 1)
∑
1≤i1<i2≤m
g∗2,0(Xi1 , Xi2) +
r(r − 1)
n(n− 1)
∑
1≤j1<j2≤m
g∗0,2(Yj1 , Yj2)
+
r2
mn
m∑
i=1
n∑
j=1
g∗1,1(Xi, Yj).
Then as in Lemma 2.2 of Chikkagoudar and Bhat (2014), it can be seen that
NUm,n = NÛm,n + oPNθ0
(1),
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and the same approximation holds under PN
θ0+bN−1/2
by contiguity. As a result, it is enough
to study the limiting distribution of NÛm,n.
Now following the same steps in the proof of Theorem 3.1 in Chikkagoudar and Bhat
(2014) and using (40), we can arrive at
NÛm,n
d−→ r(r − 1)
2ϑXϑY
∞∑
k=1
λk,g{(ξk + ϑ1/2X ak,g)2 − 1},
under PN
θ0+bN−1/2
. Hence the result follows.
C Proofs
In addition to the notation given in the main text, we introduce further notation that will be
used throughout this section.
Notation. We denote the probability measure under permutations by P$. The expectation
and variance with respect to P$ are denoted by E$ and V$, respectively. We write the
expectation with respect to the uniform probability measure λ on Sd−1 by Eβ. The symbol
#|A| stands for the cardinality of A. We denote the Kullback-Leibler divergence between two
probability distributions P and Q by KL(P,Q). For x, y ∈ R, we use x∨y and x∧y to denote
max{x, y} and min{x, y}, respectively. Given a permutation $ of {1, . . . , N} and the pooled
samples {Z1, . . . , Zm+n} = {X1, . . . , Xm, Y1, . . . , Yn}, we may write UCvM(Z$(1), . . . , Z$(N))
or U$CvM to denote the CvM-statistic computed based on Xm = {Z$(1), . . . , Z$(m)} and
Yn = {Z$(m+1), . . . , Z$(m+n)}. For the original permutation, which is $ = {1, . . . , N},
we write UCvM or UCvM(Z1, . . . , Z1) to denote the CvM-statistic computed based on Xm =
{Z1, . . . , Zm} and Yn = {Z1, . . . , Zm+n}. The similar notation will be used for other test
statistics. In general, we will write h˜ to denote the symmetrized version of a kernel h in the
sense of (28). For any two real sequences {an} and {bn}, we write bn & an or equivalently
an . bn if there exists C > 0 such that an ≤ Cbn for each n. c, C,C0, C1, C2, C3, C4, C5 are
some universal constants whose values may differ in different places of this section.
C.1 Proof of Lemma 2.1
From the definition of W 2d , it is clear to see that W
2
d ≥ 0 and it becomes zero if PX = PY . For
the other direction, we will show that if W 2d = 0, then X and Y have the same characteristic
function:
EX
[
eitβ
>X
]
= EY
[
eitβ
>Y
]
for all (β, t) ∈ Sd−1 × R,
which implies PX = PY .
1. Univariate case
In the univariate case, W 2 = 0 implies that FX(t) = FY (t) for d{ϑXFX(t) +ϑY FY (t)}-almost
all t, hence we conclude PX = PY (see also Lemma 4.1 of Lehmann, 1951).
2. Multivariate case
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Recall that λ(·) is the uniform probability measure on Sd−1. From the characteristic property
of the univariate CvM-distance, W 2d = 0 implies that β
>X and β>Y are identically distributed
for λ-almost all β ∈ Sd−1. Now, by continuity of the characteristic function, we conclude that
EX
[
eitβ
>X
]
= EY
[
eitβ
>Y
]
for all (β, t) ∈ Sd−1 × R.
C.2 Proof of Lemma 2.2
Here we provide an alternative proof of Lemma 2.2 based on the orthant probability for normal
distribution. First we state a recent result on the bivariate normal distribution function
presented by Monhor (2013).
Lemma C.1. (Theorem 4 of Monhor, 2013) Let (ξ1, ξ2)
> has a bivariate normal distribution
with expectation (µ1, µ2)
> = (0, 0)> and covariance matrix [σij ]2×2 where σ11 = σ22 = 1 and
σ12 = σ21 = ρ. Then for 0 < ρ < 1 and t > 0,
P(ξ1 ≤ t, ξ2 ≤ t) ≤ Φ2(t) + 1
2pi
exp
(
− t
2
1 + ρ
)
arcsin(ρ) (41)
and
P(ξ1 ≤ t, ξ2 ≤ t) ≥ Φ2(t) + 1
2pi
exp
(−t2) arcsin(ρ). (42)
It is not difficult to see that a similar result can be obtained for −1 < ρ ≤ 0 as
P(ξ1 ≤ t, ξ2 ≤ t) ≤ Φ2(t)− 1
2pi
exp
(
− t
2
1 + ρ
)
arcsin(−ρ) (43)
and
P(ξ1 ≤ t, ξ2 ≤ t) ≥ Φ2(t)− 1
2pi
exp
(−t2) arcsin(−ρ). (44)
In fact, (41), (42), (43) and (44) hold for any t. By taking t→ 0 in the previous inequalities,
we have
P(ξ1 ≤ 0, ξ2 ≤ 0) = 1
4
+
1
2pi
arcsin(ρ) =
1
2
− 1
2pi
arccos(ρ), (45)
for any −1 ≤ ρ ≤ 1. The above identity is classical and can be found in different places (e.g.
Slepian, 1962; Childs, 1967; Xu et al., 2013).
Turning now to Lemma 2.2, let Z have a multivariate normal distribution with zero mean
vector and identity covariance matrix. It is well-known that Z/‖Z‖ is uniformly distributed
over Sd−1 (e.g. page 15 of Anderson, 2003). This leads to the key observation that∫
Sd−1
1(β>U1 ≤ 0)1(β>U2 ≤ 0)dλ(β) = EZ
[
1(Z>U1 ≤ 0)1(Z>U2 ≤ 0)
]
, (46)
where EZ [·] is the expectation with respect to Z. Note that (Z>U1,Z>U2)> follows a bivariate
normal distribution with correlation matrix [%ij ]2×2 where %ij = U>i Uj/{‖Ui‖‖Uj‖}. Using
this connection and the equality (45), we can obtain the closed-form expression for the left-
hand side of (46) and thus complete the proof.
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C.3 Proof of Theorem 2.1
Since β>X and β>Y are assumed to have continuous distribution functions, β>X1, β>X2 and
β>X3 have distinct values with probability one. This is also true for β>Y1, β>Y2 and β>Y3.
Therefore, the following identities hold for λ-almost all β ∈ Sd−1.∫ (
Fβ>X(t)
)2
dFβ>X(t) = P
(
max{β>X1, β>X2} ≤ β>X3
)
=
1
3
,∫ (
Fβ>Y (t)
)2
dFβ>Y (t) = P
(
max{β>Y1, β>Y2} ≤ β>Y3
)
=
1
3
,∫ (
Fβ>X(t)
)2
dFβ>Y (t) = P
(
max{β>X1, β>X2} ≤ β>Y1
)
,∫ (
Fβ>Y (t)
)2
dFβ>X(t) = P
(
max{β>Y1, β>Y2} ≤ β>X1
)
.
(47)
Also note that
P
(
max{β>X1, β>X2} ≤ β>Y1
)
+ P
(
max{β>X1, β>Y1} ≤ β>X2
)
+ P
(
max{β>X2, β>Y1} ≤ β>X1
)
= 1
and
P
(
max{β>X1, β>Y1} ≤ β>X2
)
= P
(
max{β>X2, β>Y1} ≤ β>X1
)
.
These two identities give∫
Fβ>X(t)Fβ>Y (t)dFβ>X(t) = P
(
max{β>X1, β>Y1} ≤ β>X2
)
=
1
2
− 1
2
P
(
max{β>X1, β>X2} ≤ β>Y1
)
.
(48)
Similarly, ∫
Fβ>X(t)Fβ>Y (t)dFβ>Y (t) = P
(
max{β>Y1, β>X1} ≤ β>Y2
)
=
1
2
− 1
2
P
(
max{β>Y1, β>Y2} ≤ β>X1
)
.
(49)
Now, combine (47), (48) and (49) to have∫
Sd−1
∫
R
(
Fβ>X(t)− Fβ>Y (t)
)2
d{ϑXFβ>X(t) + ϑY Fβ>Y (t)}dλ(β)
=
∫
Sd−1
P
(
max{β>X1, β>X2} ≤ β>Y1
)
dλ(β)
+
∫
Sd−1
P
(
max{β>Y1, β>Y2} ≤ β>X1
)
dλ(β)− 2
3
.
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Hence,
W 2d = E
[
1(β>X1 ≤ β>Y1, β>X2 ≤ β>Y1)
]
+ E
[
1(β>Y1 ≤ β>X1, β>Y2 ≤ β>X1)
]
− 2
3
.
Then apply Lemma 2.2 to obtain the result.
C.4 Proof of Theorem 2.2
We first show that h is degenerate under H0. Then apply the limit theorem for two-sample
degenerate U -statistics (Bhat, 1995).
1. Degeneracy
Recall the definition of the kernel hCvM, i.e.
hCvM(x1, x2; y1, y2) =
1
3
− 1
2pi
Ang(x1 − y1, x2 − y1)− 1
2pi
Ang(y1 − x1, y2 − x1).
Let us denote the symmetrized version of hCvM by h˜CvM in the sense of (28), i.e.
h˜CvM(x1, x2; y1, y2) =
1
2
hCvM(x1, x2; y1, y2) +
1
2
hCvM(x2, x1; y2, y1).
We first focus on the univariate case where x1, x2, y1, y2 ∈ R and make a connection to
Lehmann’s two-sample statistic (Lehmann, 1951). Let h˜
(1)
CvM denote the symmetrized hCvM
for the univariate case, that can be written as
h˜
(1)
CvM(x1, x2; y1, y2) :=
1
2
{
1(max{x1, x2} ≤ y1) + 1(max{x1, x2} ≤ y2)
+ 1(max{y1, y2} ≤ x1) + 1(max{y1, y2} ≤ x2)
}
− 2
3
.
From the following identity,
1(max{x1, x2} ≤ min{y1, y2}) + 1(max{y1, y2} ≤ min{x1, x2})
= 1(max{x1, x2} ≤ y1) + 1(max{x1, x2} ≤ y2)
+ 1(max{y1, y2} ≤ x1) + 1(max{y1, y2} ≤ x2)− 1,
the univariate kernel has another expression as
2h˜
(1)
CvM(x1, x2; y1, y2) = 1(max{x1, x2} ≤ min{y1, y2})
+ 1(max{y1, y2} ≤ min{x1, x2})− 1
3
.
Thus h˜
(1)
CvM is equivalent to the kernel for Lehmann’s two-sample statistic (Lehmann, 1951).
Using this connection and the known results for Lehmann’s two-sample statistic, we have
h˜
(1)
CvM,1,0(x1) := E
[
h˜
(1)
CvM(x1, X2;Y1, Y2)
]
= 0,
h˜
(1)
CvM,0,1(y1) := E
[
h˜
(1)
CvM(X1, X2; y1, Y2)
]
= 0,
(50)
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for any x1, y1 ∈ R under H0. See Chapter 4 of Bhat (1995) for details.
Let us now turn to multivariate cases where x1, x2, y1, y2 ∈ Rd. By the definition of h˜CvM,
we have
h˜CvM(x1, x2, y1, y2) =
∫
Sd−1
h˜
(1)
CvM(β
>x1, β>x2;β>y1, β>x2)dλ(β).
Now the Fubini’s theorem combined with (50) gives
E
[
h˜
(1)
CvM(β
>x1, β>X2;β>Y1, β>Y2)
]
= E
[
h˜
(1)
CvM(β
>X1, β>X2;β>y1, β>Y2)
]
= 0,
for λ-almost all β ∈ Sd−1. As a consequence, it is seen that
h˜CvM,1,0(x1) := E
[
h˜CvM(x1, X2;Y1, Y2)
]
=
∫
Sd−1
E
[
h˜
(1)
CvM(β
>x1, β>X2;β>Y1, β>Y2)
]
dλ(β) = 0,
h˜CvM,0,1(y1) := E
[
h˜CvM(X1, X2; y1, Y2)
]
=
∫
Sd−1
E
[
h˜
(1)
CvM(β
>X1, β>X2;β>y1, β>Y2)
]
dλ(β) = 0.
On the other hand,
h˜CvM,2,0(x1, x2) := E
[
h˜CvM(x1, x2;Y1, Y2)
]
=
1
2
∫
Sd−1
(
1− Fβ>X(max{β>x1, β>x2})
)2
dλ(β)
+
1
2
∫
Sd−1
F 2β>X(min{β>x1, β>x2})dλ(β)−
1
6
,
h˜CvM,0,2(y1, y2) := E
[
h˜CvM(X1, X2; y1, y2)
]
,
=
1
2
∫
Sd−1
(
1− Fβ>Y (max{β>y1, β>y2})
)2
dλ(β)
+
1
2
∫
Sd−1
F 2β>Y (min{β>y1, β>y2})dλ(β)−
1
6
,
h˜CvM,1,1(x1, y1) := E
[
h˜CvM(x1, X2; y1, Y2)
]
= −1
2
h˜CvM,2,0(x1, y1).
Note that h˜CvM,2,0(x1, x2) 6= 0 for some (x1, x2). For example, when x1 = x2, it is seen that
1
2
{
1− Fβ>X(β>x1)
}2
+
1
2
F 2β>X(β
>x1)− 1
6
≥ 1
12
for all β ∈ Sd−1,
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which implies h˜CvM,2,0(x1, x1) ≥ 1/12. By the continuity of h˜CvM,2,0 at (x1, x1), there exist a
set with nonzero measure such that h˜CvM,2,0(x1, x2) > 0. Therefore, we conclude that h˜CvM
(and hCvM) has degeneracy of order one under H0.
2. Limiting distribution of the U-statistic
To obtain the limiting null distribution of UCvM, we apply the result given in Chapter 3 of
Bhat (1995) to have
NUCvM
d−→ 1
ϑX
∞∑
k=1
λk(ξ
2
k − 1) +
1
ϑY
∞∑
k=1
λk(ξ
′2
k − 1)−
2√
ϑXϑY
∞∑
k=1
λkξkξ
′
k,
where ξk, ξ
′
k
i.i.d.∼ N(0, 1). Based on the observation that√
ϑY ξk −
√
ϑXξ
′
k ∼ N(0, 1),
the result follows.
C.5 Proof of Theorem 2.3
Let us write h˜CvM,1,0(x) = E[h˜CvM(x,X1;Y1, Y2)] and h˜CvM,0,1(y) = E[h˜CvM(X1, X2; y, Y1)].
By Hoeffding’s decomposition of a two-sample U -statistic (e.g. page 40 of Lee, 1990), the
CvM-statistic can be approximated by
UCvM −W 2d =
2
m
m∑
i=1
h˜CvM,1,0(Xi) +
2
n
n∑
j=1
h˜CvM,0,1(Yj) +OP(N
−1).
Then the result follows by the central limit theorem.
C.6 Proof of Theorem 2.5
Under the null hypothesis, we need to verify the conditions given in Theorem A.1. Indeed,
these conditions are satisfied with r = 2 as in the proof of Theorem 2.2. Hence, the result
follows under H0.
Next, we focus on the alternative hypothesis. The proof consists of two steps. In the first
step, we show that (34) is satisfied for the CvM-statistic. In the second step, we show that
the two CvM-statistics — one based on i.i.d. samples from mNPX +
n
NPY and the other based
on i.i.d. samples from ϑXPX + ϑY PY — have the same limiting distribution under the given
conditions.
• Step 1.
For the first step, we use the coupling argument (Algorithm 1) to show that the difference be-
tween the two CvM-statistics — one is based on the randomly permuted original samples and
the other is based on the corresponding coupled i.i.d. samples — is asymptotically negligible.
Formally, we state the result in the following lemma.
Lemma C.2 (Coupling for the CvM-statistic). Consider the two sets of samples {Z1, . . . , ZN}
and {Z$0(1), . . . , Z$0(N)} from Algorithm 1 and their random permutations {Z$(1), . . . , Z$(N)}
and {Z$($0(1)), . . . , Z$($0(N))}. Then we have
NUCvM(Z$(1), . . . , Z$(N))−NUCvM(Z$($0(1)), . . . , Z$($0(N)))
p−→ 0. (51)
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Proof. Using the result in Lemma B.2, we work with the third-order kernel h?CvM in (36). First
notice that the expectations of both UCvM(Z$(1), . . . , Z$(N)) and UCvM(Z$($0(1)), . . . , Z$($0(N)))
are zero. To see this, putting E = {β, Z1, . . . , ZN , $(2), $(3), $(m+ 2)}, write
f(E) = E$(1),$(m+1)
[{1(β>Z$(1) ≤ β>Z$(3))− 1(β>Z$(m+1) ≤ β>Z$(3))}∣∣ E]
and note that f(E) is zero for any E . As a result, the law of total expectation gives
E
[{1(β>Z$(1) ≤ β>Z$(3))− 1(β>Z$(m+1) ≤ β>Z$(3))}
× {1(β>Z$(2) ≤ β>Z$(3))− 1(β>Z$(m+2) ≤ β>Z$(3))}
]
= E
[
f(E)× {1(β>Z$(2) ≤ β>Z$(3))− 1(β>Z$(m+2) ≤ β>Z$(3))}
]
= 0.
By applying the same logic to the other terms, it is clear that the expectations of both test
statistics are zero.
Based on the previous observation, it now suffices to show that
E
[{NUCvM(Z$(1), . . . , Z$(N))−NUCvM(Z$($0(1)), . . . , Z$($0(N)))}2] = o(1) (52)
to establish (51). For simplicity, denote
v$(i1, i2, i3; j1, j2, j3)
= h?CvM(Z$(i1), Z$(i2), Z$(i3);Z$(j1+m), Z$(j2+m), Z$(j3+m))
− h?CvM(Z$($0(i1)), Z$($0(i2)), Z$($0(i3));Z$($0(j1+m)), Z$($0(j2+m)), Z$($0(j3+m))).
Then the square ofNUCvM(Z$(1), . . . , Z$(N))−NUCvM(Z$($0(1)), . . . , Z$($0(N))) can be writ-
ten as
Dm,n := N
2
(m)23(n)
2
3
×
m, 6=∑
i1,i2,i3=1
n,6=∑
j1,j2,j3=1
m, 6=∑
i′1,i
′
2,i
′
3=1
n,6=∑
j′1,j
′
2,j
′
3=1
v$(i1, i2, i3; j1, j2, j3)v$(i
′
1, i
′
2, i
′
3; j
′
1, j
′
2, j
′
3).
Further write
I3 = {i1, i2, i3} ∩ {i′1, i′2, i′3} and J3 = {j1, j2, j3} ∩ {j′1, j′2, j′3}. (53)
By the law of total expectation, it can be seen that
E
[
v$(i1, i2, i3; j1, j2, j3)v$(i
′
1, i
′
2, i
′
3; j
′
1, j
′
2, j
′
3)| β, Z1, . . . , ZN , Z1, . . . , ZN
]
= 0
whenever #|I3|+ #|J3| ≤ 1. Thus the unconditional expectation is also zero in these cases.
Next consider the cases where #|I3|+ #|J3| = 2. More specifically, we split the cases into
• Ca = {i1, . . . , i′3, j1, . . . , j′3 : #|I3| = 2 and #|J3| = 0},
• Cb = {i1, . . . , i′3, j1, . . . , j′3 : #|I3| = 0 and #|J3| = 2},
• Cc = {i1, . . . , i′3, j1, . . . , j′3 : #|I3| = 1 and #|J3| = 1}.
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Suppose there are B1 different observations between
{Z$(1), . . . , Z$(m)} and {Z$($0(1)), . . . , Z$($0(m))}
and B2 different observations between
{Z$(m+1), . . . , Z$(m+n)} and {Z$($0(m+1)), . . . , Z$($0(m+n))}.
Hence, we have D = B1 +B2 different observations in total between the original samples and
the coupled samples. In these cases, it can be seen that
#|Ca| . B1m3n6 +B2m4n5,
#|Cb| . B1m5n4 +B2m6n3,
#|Cc| . B1m4n5 +B2m5n4.
Also note that the number of the other cases such that #|I3|+ #|J3| > 2 are at most O(N9).
Since E[B1] = O(
√
N),E[B2] = O(
√
N) and the kernel v$ is bounded, we can conclude that
E[Dm,n] = O
(
1√
N
)
= o(1).
This shows (52) and thus completes the proof.
• Step 2.
From Lemma C.2, we have established that NUCvM(Z$(1), . . . , Z$(N)) and NUCvM(Z$($0(1)),
. . . , Z$($0(N))) have the same limiting distribution. Note that Z$($0(1)), . . . , Z$($0(N)) are
sampled from mNPX +
n
NPY . Next, we will further show that the limiting distribution of
NUCvM based on samples from
m
NPX +
n
NPY and that based on samples from ϑXPX + ϑY PY
are equivalent when mN → ϑX and nN → ϑY as N → ∞ where 0 < ϑX , ϑY < 1. Since the
limiting distribution of NUCvM is the weighted sum of independent chi-square statistics, the
limiting distribution is decided by the weights, which are eigenvalues of the integral equation
associated with the kernel. Using the symmetrized kernel h˜CvM(x1, x2; y1, y2), define
h˜
(m,n)
CvM,2,0(x1, x2) =
∫
h˜CvM(x1, x2; y1, y2)dHm,n(y1)dHm,n(y2)
where Hm,n =
m
NPX +
n
NPY . Similarly, define
h˜CvM,2,0(x1, x2) =
∫
h˜CvM(x1, x2; y1, y2)dH(y1)dH(y2)
where H = ϑXPX + ϑY PY . Then it can be seen that
|h˜(m,n)CvM,2,0(x1, x2)− h˜CvM,2,0(x1, x2)| ≤
4∑
i=0,j=0
i+j=4
∣∣∣ (m
N
)i ( n
N
)j − ϑiXϑjY ∣∣∣, (54)
by the boundedness of h˜CvM, i.e. |h˜CvM| ≤ 1. Let {λ(m,n)i }∞i=1 and {φ(m,n)i (·)}∞i=1 be eigenvalues
and square integrable eigenfunctions of the integral equation∫
h˜
(m,n)
CvM,2,0(x1, x2)φ
(m,n)
i (x2)dHm,n(x2) = λ
(m,n)
i φ
(m,n)
i (x1). (55)
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Let us denote their limits by λ∗i = limN→∞ λ
(m,n)
i and φ
∗
i (z) = limN→∞ φ
(m,n)
i (z). In the next
lemma, we will show that λ∗i and φ
∗
i (z) satisfy the integral equation∫
h˜CvM,2,0(x1, x2)φ
∗
i (x2)dH(x2) = λ
∗
iφ
∗
i (x1) (56)
for all x1. Thus the limits are the eigenvalues and the eigenfunctions of (56).
Lemma C.3. Let us denote the eigenvalues and the eigenfunctions of the integral equa-
tion in (55) by {λ(m,n)i }∞i=1 and {φ(m,n)i (·)}∞i=1, respectively. Further denote their limits by
λ∗i = limN→∞ λ
(m,n)
i and φ
∗
i (z) = limN→∞ φ
(m,n)
i (z). Then {λ∗i }∞i=1 and {φ∗i (·)}∞i=1 are the
eigenvalues and the eigenfunctions of the integral equation in (56). In addition, we have
∞∑
i=1
(
λ
(m,n)
i
)2 → ∞∑
i=1
λ2i as N →∞.
Proof. Note that∣∣∣ ∫ h˜(m,n)CvM,2,0(x1, x2)φ(m,n)i (x2)dHm,n(x2)− ∫ h˜CvM,2,0(x1, x2)φ(m,n)i (x2)dH(x2)∣∣∣
≤
∣∣∣ ∫ h˜(m,n)CvM,2,0(x1, x2)φ(m,n)i (x2)dHm,n(x2)− ∫ h˜(m,n)CvM,2,0(x1, x2)φ(m,n)i (x2)dH(x2)∣∣∣
+
∣∣∣ ∫ h˜(m,n)CvM,2,0(x1, x2)φ(m,n)i (x2)dH(x2)− ∫ h˜CvM,2,0(x1, x2)φ(m,n)i (x2)dH(x2)∣∣∣
= (I) + (II) (say).
For (I), we have
(I) =
∣∣∣∣∣ (mN − ϑX)
∫
h˜
(m,n)
CvM,2,0(x1, x2)φ
(m,n)
i (x2)dPX(x2)
+
( n
N
− ϑY
)∫
h˜
(m,n)
CvM,2,0(x1, x2)φ
(m,n)
i (x2)dPY (x2)
∣∣∣∣∣
≤
∣∣∣m
N
− ϑX
∣∣∣ ∫ |h˜(m,n)CvM,2,0(x1, x2)φ(m,n)i (x2)|dPX(x2)
+
∣∣∣ n
N
− ϑY
∣∣∣ ∫ |h˜(m,n)CvM,2,0(x1, x2)φ(m,n)i (x2)|dPY (x2)
≤
∣∣∣m
N
− ϑX
∣∣∣√∫ (φ(m,n)i (x2))2 dPX(x2) + ∣∣∣ nN − ϑY ∣∣∣
√∫ (
φ
(m,n)
i (x2)
)2
dPY (x2)
where the last inequality is due to Cauchy-Schwarz inequality and the boundedness of the
kernel. Since φ
(m,n)
i is a normalized function, i.e.∫ (
φ
(m,n)
i (x2)
)2
dHm,n(x2)
=
m
N
∫ (
φ
(m,n)
i (x2)
)2
dPX(x2) +
n
N
∫ (
φ
(m,n)
i (x2)
)2
dPY (x2) = 1,
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we obtain the upper bound∫ (
φ
(m,n)
i (x2)
)2
dPX(x2) +
∫ (
φ
(m,n)
i (x2)
)2
dPY (x2) ≤ N
min{m,n} . (57)
Using this, (I) is further bounded by
(I) ≤
√
N
min{m,n}
(∣∣∣m
N
− ϑX
∣∣∣+ ∣∣∣ n
N
− ϑY
∣∣∣) .
Next, focusing on (II), we have
(II) ≤
∫ ∣∣∣h˜(m,n)CvM,2,0(x1, x2)− h˜CvM,2,0(x1, x2)∣∣∣φ(m,n)i (x2)dH(x2)
≤
4∑
i=0,j=0
i+j=4
∣∣∣ (m
N
)i ( n
N
)j − ϑiXϑjY ∣∣∣
√
max(ϑX , ϑY )× N
min{m,n} .
Since the upper bounds are uniform over x1 and m/N → ϑX , n/N → ϑY as N → ∞ by the
assumption, we have
lim
N→∞
sup
x1∈Rd
∣∣∣ ∫ h˜(m,n)CvM,2,0(x1, x2)φ(m,n)i (x2)dHm,n(x2)
−
∫
h˜CvM,2,0(x1, x2)φ
(m,n)
i (x2)dH(x2)
∣∣∣ = 0.
In addition,
0 = lim
N→∞
sup
x1∈Rd
∣∣∣ ∫ h˜(m,n)CvM,2,0(x1, x2)φ(m,n)i (x2)dHm,n(x2)
−
∫
h˜CvM,2,0(x1, x2)φ
(m,n)
i (x2)dH(x2)
∣∣∣,
≥ sup
x1∈Rd
lim
N→∞
∣∣∣ ∫ h˜(m,n)CvM,2,0(x1, x2)φ(m,n)i (x2)dHm,n(x2)
−
∫
h˜CvM,2,0(x1, x2)φ
(m,n)
i (x2)dH(x2)
∣∣∣,
= sup
x1∈Rd
lim
N→∞
∣∣∣λ(m,n)i φ(m,n)i (x1)− ∫ h˜CvM,2,0(x1, x2)φ(m,n)i (x2)dH(x2)∣∣∣,
= sup
x1∈Rd
∣∣∣λ∗iφ∗i (x1)− ∫ h˜CvM,2,0(x1, x2)φ∗i (x2)dH(x2)∣∣∣,
where the last equality is by the uniform integrability of h˜CvM,2,0(x1, x2)φ
(m,n)
i (x2); hence we
can interchange the order of the limit and the expectation. Specifically, it is seen that∫ (
h˜CvM,2,0(x1, x2)φ
(m,n)
i (x2)
)2
dH(x2)
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≤
∫ (
φ
(m,n)
i (x2)
)2
dH(x2) ≤ max{ϑX , ϑY } × N
min{m,n} (58)
based on (57). Since N/min{m,n} → max{ϑ−1X , ϑ−1Y } as N → ∞ by the assumption,
choose N0 such that for all N > N0, |N/min{m,n} − max{ϑ−1X , ϑ−1Y }| < 1 and let B0 =
max{N/min{m,n} : N ≤ N0}. Hence, (58) is uniformly bounded by
max{ϑX , ϑY } ×max
{
1 +
1
min{ϑX , ϑY } , B0
}
for all N . This implies the uniform integrability of h˜CvM,2,0(x1, x2)φ
(m,n)
i (x2). Therefore, we
conclude that the eigenvalues of (55) converge to those of (56).
In order to verify the second argument, note that∫ ∫ (
h˜CvM,2,0(x1, x2)
)2
dH(x1)dH(x2) =
∞∑
i=1
λ2i ,
where λi are eigenvalues of (56) and∫ ∫ (
h˜
(m,n)
CvM,2,0(x1, x2)
)2
dHm,n(x1)dHm,n(x2) =
∞∑
i=1
(
λ
(m,n)
i
)2
.
Based on (54) and the boundedness of the kernel, we see that∣∣∣∣∣
∞∑
i=1
λ2i −
∞∑
i=1
(
λ
(m,n)
i
)2 ∣∣∣∣∣ ≤ ∣∣∣mN − ϑX ∣∣∣+ ∣∣∣ nN − ϑY ∣∣∣+ 2
4∑
i=0,j=0
i+j=4
∣∣∣ (m
N
)i ( n
N
)j − ϑiXϑjY ∣∣∣
and thus
lim
N→∞
∞∑
i=1
(
λ
(m,n)
i
)2
=
∞∑
i=1
λ2i .
Lemma C.4. Let NU
(1)
CvM be the CvM-statistic based on i.i.d. samples from
m
NPX +
n
NPY .
Similarly, let NU
(2)
CvM be the CvM-statistic based on i.i.d. samples from ϑXPX + ϑY PY where
m/N → ϑX and n/N → ϑY . Then NU (1)CvM and NU (2)CvM have the same limiting distribution.
Proof. The proof proceeds by following the similar steps in Section C.22. Let us denote by
Û
(1)
CvM,K , the truncated projection of U
(1)
CvM, which is similarly defined as (79). Based on i.i.d.
samples {Z1, . . . , Zm+n} from mNPX + nNPY , we can arrive at
NÛ
(1)
CvM,K
=
K∑
k=1
λ
(m,n)
k
(√
N
m
m∑
i=1
φ
(m,n)
k (Zi)−
√
N
n
m+n∑
i=m+1
φ
(m,n)
k (Zi)
)2
− 1
ϑXϑY
K∑
k=1
λk + oP(1).
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By the multivariate central limit theorem and Slutsky’s theorem with λ
(m,n)
i → λi, i =
1, . . . ,K and m/N → ϑX , n/N → ϑY , it can be seen that
NÛ
(1)
CvM,K
d−→ 1
ϑXϑY
K∑
k=1
λk(ξ
2
k − 1),
where ξ2k are independent chi-square random variables with one degree of freedom. The
remainder term can be similarly controlled by noting that
lim
N→∞
∞∑
k=K+1
(
λ
(m,n)
k
)2
=
∞∑
k=K+1
λ2k
from Lemma C.3. This shows that NU
(1)
CvM has the same limiting distribution as NU
(2)
CvM.
C.7 Proof of Proposition 2.6
The type I error control of the oracle test and the permutation test are obvious and well-known
(Chapter 15 of Lehmann and Romano, 2006). Hence we focus on the asymptotic power of the
tests. When PX and PY are fixed, it is not difficult to show that both tests have asymptotic
power equal to one; hence the result follows. In fact, we can prove a more general result that
even if the CvM-distance between PX and PY shrinks to zero as the sample size increases,
the given tests can be consistent (see Theorem 4.2).
Next moving onto the contiguous alternative, we know from Theorem 2.2 that for some
{λk}∞k=1, the null distribution of NUCvM converges weakly to
NUCvM
d−→ ϑ−1X ϑ−1Y
∞∑
k=1
λk(ξ
2
k − 1).
Let us write the (1 − α) quantile of ϑ−1X ϑ−1Y
∑∞
k=1 λk(ξ
2
k − 1) by qα. Then under the null,
c∗α,CvM,s
p−→ qα, which further implies that cα,CvM,s p−→ qα by Theorem 2.5. By contiguity as
described in the proof of Lemma B.5, c∗α,CvM,s
p−→ qα and cα,CvM,s p−→ qα under the contiguous
alternative as well. Then the result follows by Theorem 2.4 and Slutsky’s theorem.
C.8 Proof of Theorem 3.1
To start, we present two lemmas: in Lemma C.5, we bound the variance of UCvM and in
Lemma C.6, we consider the two moments of UCvM under permutations.
Lemma C.5 (Variance of UCvM). Consider the CvM-statistic in (8). Then there exist uni-
versal constants C1, C2, C3, C4 > 0 such that
V [UCvM] ≤ C1E [UCvM]
(
1
m
+
1
n
)
+
C2
m2
+
C3
n2
+
C4
mn
.
Proof. For this proof, it is more convenient to work with the third-order kernel given in (36).
Let h˜?CvM be the symmetrized kernel of h
?
CvM in the sense of (28) and define h˜
?
CvM,c,d in the
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sense of (30) for 0 ≤ c, d,≤ 3. Further denote the variance of h˜?CvM,c,d by σ2c,d as in (32). Then
the variance of UCvM can be written as (Lemma B.3)
V (UCvM) =
3∑
c=0
3∑
d=0
(
3
c
)(
3
d
)(
m−3
3−c
)(
n−3
3−d
)(
m
3
)(
n
3
) σ2c,d. (59)
First we bound σ21,0. After applying the law of total expectation repeatedly, we obtain that
h˜?CvM,1,0(x1)− E[h˜?CvM,1,0(x1)]
= E
[{
1(β>x1 ≤ β>X)− Fβ>X(β>X)
}
·
{
Fβ>Y (β
>X)− Fβ>X(β>X)
}]
+ E
[{
1(β>x1 ≤ β>Y )− Fβ>X(β>Y )
}
·
{
Fβ>Y (β
>Y )− Fβ>X(β>Y )
}]
+
1
2
E
[{
Fβ>X(β
>x1)− Fβ>Y (β>x1)
}2]− 1
2
E
[{
Fβ>X(β
>X)− Fβ>Y (β>X)
}2]
= f1(x1) + f2(x1) + f3(x1) (say).
Using the basic inequality {f1(x1)+f2(x1)+f3(x1)}2 ≤ 3f21 (x1)+3f22 (x1)+3f23 (x1), we have
σ21,0 = E
[{
h˜?CvM,1,0(X)− E[h˜?CvM,1,0(X)]
}2]
≤ 3E [f21 (X)]+ 3E [f22 (X)]+ 3E [f23 (X)] .
By applying Cauchy-Schwarz inequality, the first two terms are bounded by
E
[
f21 (X)
] ≤ E[{Fβ>X(β>X)− Fβ>Y (β>X)}2],
E
[
f22 (X)
] ≤ E[{Fβ>X(β>Y )− Fβ>Y (β>Y )}2].
Since 0 ≤ E[{Fβ>X(β>x1) − Fβ>Y (β>x1)}2] ≤ 1 for all x1 ∈ Rd, the third term is also
bounded by
E
[
f23 (X)
] ≤ 1
4
E
[{
E
[{
Fβ>X(β
>X)− Fβ>Y (β>X)
}2]}2]
≤ 1
4
E
[{
Fβ>X(β
>X)− Fβ>Y (β>X)
}2]
.
Thus the following fact (see Theorem 2.1)
E[UCvM] =
1
2
E
[{
Fβ>X(β
>X)− Fβ>Y (β>X)
}2]
+
1
2
E
[{
Fβ>X(β
>Y )− Fβ>Y (β>Y )
}2]
,
leads to σ21,0 . E[UCvM]. Similarly we have σ20,1 . E[UCvM]. The rest of σ2c,d can be uniformly
bounded due to the boundedness of h˜?CvM. Hence the result follows.
Lemma C.6 (Two moments under permutations). The first and second moments of UCvM
under permutations are
E$ [UCvM] = 0 and E$
[
U2CvM
] ≤ C ( 1
m
+
1
n
)2
,
where C is a universal constant.
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Proof. Working directly with the kernel hCvM is less intuitive to understand the moments of
UCvM under permutations. So we consider the third-order kernel h
?
CvM in (36). Then from
Lemma B.2, we have
UCvM =
1
(m)3(n)3
m, 6=∑
i1,i2,i3=1
n,6=∑
j1,j2,j3=1
h?CvM(Xi1 , Xi2 , Xi3 ;Yj1 , Yj2 , Yj3).
1. First moment
Let {Z1, . . . , Zm+n} = {X1, . . . , Xm, Y1, . . . , Yn} be the pooled samples. Then the first mo-
ment of UCvM becomes
E$ [UCvM] = E$
[
h?CvM(Z$(1), Z$(2), Z$(3);Z$(m+1), Z$(m+2), Z$(m+3))
]
.
Notice that h?CvM(x1, x2, x3; y1, y2, y3) = −h?CvM(y1, x2, x3;x1, y2, y3). This observation
shows that the conditional expectation of h?CvM given a subset of permutations P$,4 =
{$(2), $(3), $(m+ 2), $(m+ 3)} becomes zero, i.e.
E$(1),$(m+1)
[
h?CvM(Z$(1), Z$(2), Z$(3);Z$(m+1), Z$(m+2), Z$(m+3))
∣∣P$,4] = 0,
for all P$,4. Hence, E$ [UCvM] = 0 by the law of total expectation.
2. Second moment
Next we calculate the second moment of UCvM under permutations where
U2CvM =
1
(m)23(n)
2
3
m, 6=∑
i1,i2,i3=1
n,6=∑
j1,j2,j3=1
m, 6=∑
i′1,i
′
2,i
′
3=1
n,6=∑
j′1,j
′
2,j
′
3=1
{
h?CvM(Zi1 , Zi2 , Zi3 ;Zj1+m, Zj2+m, Zj3+m)h
?
CvM(Zi′1 , Zi′2 , Zi′3 ;Zj′1+m, Zj′2+m, Zj′3+m)
}
.
Recall the definition of I3 and J3 given in (53). When #|I3|+ #|J3| ≤ 1, we apply the law
of total expectation as in the proof of Lemma (C.2) to show that
E$
[
h?CvM(Z$(i1), Z$(i2), Z$(i3);Z$(j1+m), Z$(j2+m), Z$(j3+m))
× h?CvM(Z$(i′1), Z$(i′2), Z$(i′3);Z$(j′1+m), Z$(j′2+m), Z$(j′3+m))
]
= 0.
(60)
If #|I3| + #|J3| > 1, we use the fact that the kernel h?CvM is bounded by one in absolute
value to have∣∣E$[h?CvM(Z$(i1), Z$(i2), Z$(i3);Z$(j1+m), Z$(j2+m), Z$(j3+m))
× h?CvM(Z$(i′1), Z$(i′2), Z$(i′3);Z$(j′1+m), Z$(j′2+m), Z$(j′3+m))
]∣∣ ≤ 1.
Based on the previous observations and the fact that the size of the cases where #|I3|+#|J3| >
1 is at most
∏4
i=0(m−i)×
∏6
j=0(n−j)+
∏5
i=0(m−i)×
∏5
j=0(n−j)+
∏6
i=0(m−i)×
∏4
j=0(n−j)
up to scaling factors, we conclude that
E$
[
U2CvM
] ≤ C ( 1
m
+
1
n
)2
as desired.
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1. Multivariate CvM-statistic
We follow the similar steps used in the proof of Theorem 4.2 to show the robustness of the
CvM test. Since we assume that QX 6= QY , there exists a positive constant δ1 such that
Wd(PX,N , PY,N ) ≥ (1 − )Wd(QX , QY ) ≥ δ1. Thus E[UCvM] ≥ δ21 . We first upper bound the
type II error as
P1 (UCvM ≤ cα,CvM) = P1
(
UCvM ≤ cα,CvM, cα,CvM > δ21/2
)
+ P1
(
UCvM ≤ cα,CvM, cα,CvM ≤ δ21/2
)
≤ P1
(
cα,CvM > δ
2
1/2
)
+ P1
(
UCvM ≤ δ21/2
)
= (I) + (II) (say).
For (I), Lemma C.6 and Chebyshev’s inequality yield
P$ (UCvM ≥ t) ≤ V$(UCvM)
t2
≤ C0
t2
·
(
1
m
+
1
n
)2
where C0 is some universal constant. This shows that the critical value of the permutation
test is uniformly bounded by
cα,CvM ≤
√
C0
α
(
1
m
+
1
n
)
.
Hence, we can bound (I) by
(I) = P1
(
cα,CvM > δ
2
1/2
) ≤ 4
δ41
E1
[
c2α,CvM
] ≤ 4C0
αδ41
(
1
m
+
1
n
)2
.
Next,
(II) = P1
(
UCvM ≤ δ21/2
)
= P1
(
UCvM − E1[UCvM]√
V1(UCvM)
≤ δ
2
1/2− E1[UCvM]√
V1(UCvM)
)
(i)
≤ P1
(
UCvM − E1[UCvM]√
V1(UCvM)
≤ −δ
2
1/2√
V1(UCvM)
)
= P1
(
−UCvM + E1[UCvM]√
V1(UCvM)
≥ δ
2
1/2√
V1(UCvM)
)
(ii)
≤ 4V1(UCvM)
δ41
(iii)
≤ C1
δ21
(
1
m
+
1
n
)
+
C2
δ41
(
1
m
+
1
n
)2
where (i) uses E[UCvM] ≥ δ21 , (ii) is by Chebyshev’s inequality and (iii) uses Lemma C.5 with
universal constants C1 and C2. In the end, we have
lim
m,n→∞ infGN
E1[φCvM] ≥ 1− lim
m,n→∞ infGN
{
4C0
αδ41
(
1
m
+
1
n
)2
+
C1
δ21
(
1
m
+
1
n
)
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+
C2
δ41
(
1
m
+
1
n
)2}
= 1,
which completes the proof of the first part.
2. Energy statistic
We continue our discussion from the main text (see the proof of Theorem 3.1 in the main
text). Recall that we take GN to have a multivariate normal distribution with zero mean
vector and covariance matrix σ2NId. Also recall the truncated random vectors coupled with
X and Y defined as
X˜ =
{
(0, . . . , 0)>, if X ∼ QX ,
X/σN , if X ∼ GN ,
and Y˜ =
{
(0, . . . , 0)>, if Y ∼ QY ,
Y/σN , if Y ∼ GN .
We shall first show that the energy statistic based on the original samples and the other
energy statistic based on the truncated samples are asymptotically equivalent.
Lemma C.7. Suppose σ2N  N q for some q > 2. Let U˜Energy be the energy statistic based
on {X˜1, . . . , X˜m, Y˜1, . . . , Y˜n} coupled with the original samples {X1, . . . , Xm, Y1, . . . , Yn} and
UEnergy be the energy statistic based on the original samples. Then under the asymptotic
regime in (5),
Nσ−1N UEnergy −NU˜Energy
p−→ 0.
Proof. Let us denote
∆m,n(X1, X2) = σ
−1
N ‖X1 −X2‖ − ‖X˜1 − X˜2‖.
Observe that there are four possible cases for ∆m,n(X1, X2):
∆m,n(X1, X2) =

Case (a): 1σN ‖X1 −X2‖, if X1, X2 ∼ QX ,
Case (b): 1σN ‖X1 −X2‖ − 1σN ‖X2‖, if X1 ∼ QX , X2 ∼ GN ,
Case (c): 1σN ‖X1 −X2‖ − 1σN ‖X1‖, if X1 ∼ GN , X2 ∼ QX ,
Case (d): 0, if X1, X2 ∼ Hm.
In any case, one can verify under the finite second moment condition that
E
[
∆2m,n(X1, X2)
]
. σ−2N . (61)
Similarly, it can be seen that E
[
∆2m,n(X1, X2)
]
. σ−2N , E
[
∆2m,n(Y1, Y2)
]
. σ−2N and E
[
∆2m,n(X1, Y1)
]
.
σ−2N .
Write the symmetrized kernel of the energy statistic as
h˜Energy(x1, x2; y1, y2)
=
1
2
‖x1 − y1‖+ 1
2
‖x1 − y1‖+ 1
2
‖x2 − y1‖+ 1
2
‖x2 − y2‖ − ‖x1 − x2‖ − ‖y1 − y2‖.
Then the energy statistic based on the truncated random samples can be written as
U˜Energy =
1
(m)2(n)2
m, 6=∑
i1,i2=1
n, 6=∑
j1,j2=1
h˜Energy(X˜i1 , X˜i2 ; Y˜j1 , Y˜j2).
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Now our goal is to show
N
(
σ−1N UEnergy − U˜Energy
)
=
N
(m)2(n)2
m, 6=∑
i1,i2=1
n, 6=∑
j1,j2=1
{
1
σN
h˜Energy(Xi1 , Xi2 ;Yj1 , Yj2)− h˜Energy(X˜i1 , X˜i2 ; Y˜j1 , Y˜j2)
}
:=
N
(m)2(n)2
m, 6=∑
i1,i2=1
n, 6=∑
j1,j2=1
hD{(Xi1 , X˜i1), (Xi2 , X˜i2); (Yj1 , Y˜j1), (Yj2 , Y˜j2)}
p−→ 0. (62)
For simplicity we will write
hD(i1, i2; j1, j2) = hD{(Xi1 , X˜i1), (Xi2 , X˜i2); (Yj1 , Y˜j1), (Yj2 , Y˜j2)}.
To show (62), we first apply Cauchy-Schwarz inequality to bound
E
[
hD(i1, i2; j1, j2)hD(i
′
1, i
′
2; j
′
1, j
′
2)
] ≤ √E[h2D(i1, i2; j1, j2)]√E[h2D(i′1, i′2; j′1, j′2)],
. σ−2N ,
which holds for any set of indices such that i1 6= i2, j1 6= j2, i′1 6= i′2, j′1 6= j′2. Note that for the
second inequality, we used
E
[
h2D(i1, i2; j1, j2))
]
. E[∆2m,n(Xi1 , Xi2)] + E[∆2m,n(Xi1 , Yj1)] + E[∆2m,n(Xi1 , Yj2)]
+ E[∆2m,n(Xi2 , Yi1)] + E[∆2m,n(Xi2 , Yj2)] + E[∆2m,n(Yj1 , Yj2)],
. σ−2N ,
by (61) and similarly for the other cases. As a consequence,
E
[
N2
(
σ−1N UEnergy − U˜Energy
)2 ]
. σ−2N N2.
Under the given assumptions that σ2N  (m + n)q with q > 2 and m/N → ϑX ∈ (0, 1), we
obtain N(σ−1N UEnergy − U˜Energy)
p−→ 0 as desired.
Since U˜Energy has degeneracy of order one, NU˜Energy converges to an infinite weighted sum
of chi-square random variables (Theorem 2.2):
NU˜Energy
d−→
∞∑
k=1
λk(ξ
2
k − 1),
for some {λk}∞k=1. Lemma C.7 then implies that NUEnergy/σN converges to the same distri-
bution:
N
σN
UEnergy
d−→
∞∑
k=1
λk(ξ
2
k − 1).
Furthermore, the permutation distribution of Nσ−1N UEnergy is asymptotically equivalent to
the limiting distribution of NU˜Energy as shown in the next lemma.
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Lemma C.8. Consider the same assumptions and notation used in Lemma C.7. Let R(t)
be the cumulative distribution function of the limiting distribution of NU˜Energy. Then the
permutation distribution function of Nσ−1N UEnergy, denoted by R̂m,n(t), satisfies
sup
t∈R
∣∣∣R̂m,n(t)−R(t)∣∣∣ p−→ 0. (63)
Proof. Let {Z1, . . . , Zm+n} be the pooled samples of {X1, . . . , Xm, Y1, . . . , Yn} and similarly
{Z˜1, . . . , Z˜m+n} be the pooled samples of {X˜1, . . . , X˜m, Y˜1, . . . , Y˜n}. For any random permu-
tation $ = {$(1), . . . , $(N)} of {1, . . . , N}, we will show that
Nσ−1N UEnergy(Z$)−NU˜Energy(Z˜$)
p−→ 0, (64)
where Z$ = (Z$(1), . . . , Z$(N)) and Z˜$ = (Z˜$(1), . . . , Z˜$(N)). If this is the case, then for two
independent $ and $′, the following result
(NU˜Energy(Z˜$), NU˜Energy(Z˜$′))
d−→ (T, T ′) (65)
implies
(Nσ−1N UEnergy(Z$), Nσ
−1
N UEnergy(Z$′))
d−→ (T, T ′),
by Slutsky’s theorem. Here T and T ′ are independent and identically distributed with the
distribution function R(t). Then Hoeffding’s condition in Lemma (B.4) establishes (63).
Indeed, (65) holds from Theorem A.1; hence it is enough to show (64) to complete the proof.
Note that
Nσ−1N UEnergy(Z$)−NU˜Energy(Z˜$) =
N
(m)2(n)2
m, 6=∑
i1,i2=1
n, 6=∑
j1,j2=1
[
hD{(Z$(i1), Z˜$(i1)), (Z$(i2), Z˜$(i2)); (Z$(j1+m), Z˜$(j1+m)), (Z$(j2+m), Z˜$(j2+m))}
]
where kernel hD is given in (62). Note further by (61) that
E
[
h2D{(Z$(i1), Z˜$(i1)), (Z$(i2), Z˜$(i2)); (Z$(j1+m), Z˜$(j1+m)), (Z$(j2+m), Z˜$(j2+m))}
]
. E
[
∆2m,n(Z$(i1), Z$(i2))
]
+ E
[
∆2m,n(Z$(i1), Z$(j1+m))
]
+ E
[
∆2m,n(Z$(i1), Z$(j2+m))
]
+ E
[
∆2m,n(Z$(i2), Z$(j1+m))
]
+ E
[
∆2m,n(Z$(i2), Z$(j2+m))
]
+ E
[
∆2m,n(Z$(j1+m), Z$(j2+m))
]
. σ−2N
and similarly for the other cases. Then it is easy to see that
E
[(
Nσ−1N UEnergy(Z$)−NU˜Energy(Z˜$)
)2] . σ−2N N2 = o(1)
whenever σ2N  N q for some q > 2. This implies (64), which completes the proof.
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Combining the previous results yields
lim
N→∞
P (UEnergy > cα,Energy) = lim
N→∞
P
(
Nσ−1N UEnergy > Nσ
−1
N cα,Energy
)
= lim
N→∞
P
(
NU˜Energy > c˜α,Energy
)
≤ α,
where c˜α,Energy is the (1−α) quantile of the permutation distribution of NU˜Energy. Hence the
result follows.
C.9 Proof of Lemma 4.1
Let β>Z have the distribution function Fβ>X(t)/2 +Fβ>Y (t)/2. First notice from the defini-
tion of the multivariate CvM-distance that
W 2d = E
[{
Fβ>X(β
>Z)− Fβ>Y (β>Z)
}2] ≥ {E[∣∣∣Fβ>X(β>Z)− Fβ>Y (β>Z)∣∣∣]}2,
where we used Jensen’s inequality. Let us denote the expectation with respect to X1, X2, Y1
(and X1, Y1, Y2) by EX1,X2,Y1 (and EX1,Y1,Y2). Then from the definition of β>Z, we have
E
[∣∣Fβ>X(β>Z)− Fβ>Y (β>Z)∣∣]
=
1
2
E
[∣∣Fβ>X(β>X1)− Fβ>Y (β>X1)∣∣]+ 12E[∣∣Fβ>X(β>Y1)− Fβ>Y (β>Y1)∣∣]
≥ 1
2
Eβ
[∣∣∣EX1,X2,Y1{1(β>X1 ≤ β>X2)− 1(β>Y1 ≤ β>X2)}∣∣∣]
+
1
2
Eβ
[∣∣∣EX1,Y1,Y2{1(β>X1 ≤ β>Y2)− 1(β>Y1 ≤ β>Y2)}∣∣∣],
where we used Jensen’s inequality once again to obtain the lower bound. The last expression
can be simplified based on the observation that P(β>X1 ≤ β>X2) = P(β>Y1 ≤ β>Y2) = 1/2
as
Eβ
[∣∣∣1
2
− P
(
β>X ≤ β>Y
) ∣∣∣].
Therefore,
W 2d ≥
{∫
Sd−1
∣∣∣1
2
− P
(
β>X ≤ β>Y
) ∣∣∣dλ(β)}2,
which completes the proof.
C.10 Proof of Theorem 4.1
The minimax lower bound is based on a standard application of Neyman-Pearson lemma
(see e.g. Baraud, 2002). Here we write the joint distributions of samples under the null and
alternative hypotheses by Pm,n0 and P
m,n
1 , respectively. Then
inf
φ∈Tm,n(α)
sup
PX ,PY ∈F(?m,n)
P1 (φ = 0) ≥ 1− α− sup
A∈A
∣∣Pm,n0 (A)− Pm,n1 (A)∣∣
58
≥ 1− α−
√
1
2
KL (Pm,n1 , P
m,n
0 ), (66)
where the second inequality is by Pinsker’s inequality (e.g. Lemma 2.5 of Tsybakov, 2009).
Recall the example considered in Lemma 4.2:
X∗ := (ξ1, 0, . . . , 0)> and Y ∗ := (ξ2, 0, . . . , 0)>,
where ξ1 ∼ N(µX∗ , 1) and ξ2 ∼ N(µY ∗ , 1). We let µX∗ = µY ∗ = 0 under the null and
µX∗ =
√
2(1− α− ζ)√
m
and µY ∗ = −
√
2(1− α− ζ)√
n
,
under the alternative. Then from Lemma 4.2, we have PX∗ , PY ∗ ∈ F(∗m,n) for all d. In this
case, the Kullback-Leibler divergence is calculated as
KL (Pm,n1 , P
m,n
0 ) =
m
2
µ2X∗ +
n
2
µ2Y ∗ = 2(1− α− ζ)2.
By plugging this into (66), we conclude that
inf
φ∈Tm,n(α)
sup
PX ,PY ∈F(?m,n)
P1 (φ = 0) ≥ ζ.
Hence the result follows.
C.11 Proof of Theorem 4.2
To finish the proof, we need to verify the condition in (18). Using Chebyshev’s inequality and
Lemma C.6,
P$ (UCvM ≥ t) ≤ E$[U
2
CvM]
t2
≤ C0
t2
(
1
m
+
1
n
)2
.
As a result, the permutation critical value cα,CvM is upper bounded by
√
C0/α(1/m + 1/n)
with probability one. This implies that its ζ/2 upper quantile c∗ζ/2 is also bounded by
c∗ζ/2 ≤
√
C0
α
(
1√
m
+
1√
n
)2
.
From Lemma C.5, we have√
ζ
2
Var1 [UCvM] ≤
√√√√ζ
2
·
{
C1E1 [UCvM] ·
(
1
m
+
1
n
)
+
C2
m2
+
C3
n2
+
C4
mn
}
≤ C5
(
1√
m
+
1√
n
)2
.
By choosing a sufficiently large c > 0 in (17), we conclude that
E1[UCvM] ≥ c∗ζ/2 +
√
ζ
2
Var1 [UCvM].
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C.12 Proof of Proposition 4.1
Let σ20 and σ
2
1 be the variance of
h˜CvM(X1, X2;Y1, Y2) =
1
2
{hCvM(X1, X2;Y1, Y2) + hCvM(X2, X1;Y2, Y1)},
under the null and alternative, respectively. From the boundedness of hCvM, we have 0 <
σ20, σ
2
1 <∞. Then by the central limit theorem, the null distribution approximates
√
MLCvM
σ0
d−→ N(0, 1) under H0,
which implies that
√
Mσ−10 cα,linear → −zα where zα is the α quantile of the standard normal
distribution and zα < 0 for α < 1/2. Hence, the power function approximates
lim
N→∞
P1 (LCvM > cα,linear) = lim
N→∞
P1
(√
M(LCvM −W 2d )
σ1
>
√
Mcα,linear
σ1
−
√
MW 2d
σ1
)
= lim
N→∞
P1
(√
M(LCvM −W 2d )
σ1
> −σ0
σ1
zα −
√
MW 2d
σ1
)
≤ lim
N→∞
P1
(√
M(LCvM −W 2d )
σ1
> −
√
MW 2d
σ1
)
=
1
2
,
where the last equality uses
√
M(LCvM −W 2d )
σ1
d−→ N(0, 1) under H1
and
√
MW 2d
p−→ 0 by the assumption. This completes the proof.
C.13 Proof of Theorem 5.1
The proof consists of two parts. In the first part, we will present some lemmas, which
investigate the limiting behavior of h˜CvM under the HDLSS setting, and in part two, we
will prove the main result.
• Part 1.
First define the five quantities
Q1 :=
1
3
− 1
2pi
arccos
(
δ
2
XY + σ
2
X
δ
2
XY + σ
2
X + σ
2
Y
)
− 1
2pi
arccos
(
δ
2
XY + σ
2
Y
δ
2
XY + σ
2
X + σ
2
Y
)
,
Q2 :=
1
3
− 1
2pi
arccos
(
σ2X
(2σ2X)
1/2(δ
2
XY + σ
2
X + σ
2
Y )
1/2
)
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− 1
2pi
arccos
(
σ2Y
(2σ2Y )
1/2(δ
2
XY + σ
2
X + σ
2
Y )
1/2
)
,
Q3 :=
1
3
− 1
4pi
[
arccos
(
1
2
)
+ arccos
(
δ
2
XY + σ
2
Y
δ
2
XY + σ
2
X + σ
2
Y
)
+ 2arccos
(
σ2X
(2σ2X)
1/2(δ
2
XY + σ
2
X + σ
2
Y )
1/2
)]
,
Q4 :=
1
3
− 1
4pi
[
arccos
(
1
2
)
+ arccos
(
δ
2
XY + σ
2
X
δ
2
XY + σ
2
X + σ
2
Y
)
+ 2arccos
(
σ2Y
(2σ2Y )
1/2(δ
2
XY + σ
2
X + σ
2
Y )
1/2
)]
,
Q5 := 0.
Then by the weak law of large number and the continuous mapping theorem under (A1)
and (A2), it is not difficult to see that for any distinct indices 1 ≤ i1, i2, i3, i4 ≤ m and
1 ≤ j1, j2, j3, i4 ≤ n,
h˜CvM(Xi1 , Xi2 ;Yj1 , Yj2) = h˜CvM(Yj1 , Yj2 ;Xi1 , Xi2)
p−→ Q1,
h˜CvM(Xi1 , Yj1 ;Xi2 , Yj2) = h˜CvM(Yj1 , Xi1 ;Yj2 , Xi2)
p−→ Q2.
Similarly,
h˜CvM(Xi1 , Xi2 ;Xi3 , Yj1) = h˜CvM(Xi1 , Xi2 ;Yj1 , Xi3)
= h˜CvM(Xi3 , Yj1 ;Xi1 , Xi2) = h˜CvM(Yj1 , Xi3 ;Xi1 , Xi2)
p−→ Q3,
and
h˜CvM(Yj1 , Yj2 ;Yj3 , Xi1) = h˜CvM(Yj1 , Yj2 ;Xi1 , Yj3)
= h˜CvM(Yj3 , Xi1 ;Yj1 , Yj2) = h˜CvM(Xi1 , Yj3 ;Yj1 , Yj2)
p−→ Q4.
When all components are from the same distribution, then h˜CvM(Xi1 , Xi2 ;Xi3 , Xi4)
p−→ Q5 =
0 and h˜CvM(Yj1 , Yj2 ;Yj3 , Yj4)
p−→ Q5 = 0.
In the next lemmas, we show that Q1 is strictly greater than any of Q2, Q3, Q4 and Q5
whenever δ
2
XY > 0 or σ
2
X 6= σ2Y . In addition they all become equivalent to each other only
when δ
2
XY = 0 and σ
2
X = σ
2
Y . We start by proving that the inverse cosine function is concave
on x ∈ [0, 1].
Lemma C.9. The inverse cosine function is concave on x ∈ [0, 1].
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Proof. The result follows by observing that
d
dx
arccos(x) = − 1√
1− x2 and
d2
dx2
arccos(x) = − x
(1− x2)3/2 .
Lemma C.10. Assume (A1) and (A2) hold. Then we have Q1 ≥ Q2 and the equality holds
if and only if δ
2
XY = 0 or σ
2
X = σ
2
Y .
Proof. From Lemma C.9, the inverse cosine function is concave on x ∈ [0, 1]. So we apply
reverse Jensen’s inequality to have
arccos
(
δ
2
XY + σ
2
X
δ
2
XY + σ
2
X + σ
2
Y
)
+ arccos
(
δ
2
XY + σ
2
Y
δ
2
XY + σ
2
X + σ
2
Y
)
≤ 2arccos
(
2δ
2
XY + σ
2
X + σ
2
Y
2(δ
2
XY + σ
2
X + σ
2
Y )
)
.
Then it is enough to show that
arccos
(
σ2X
(2σ2X)
1/2(δ
2
XY + σ
2
X + σ
2
Y )
1/2
)
+ arccos
(
σ2Y
(2σ2Y )
1/2(δ
2
XY + σ
2
X + σ
2
Y )
1/2
)
≥ 2arccos
(
2δ
2
XY + σ
2
X + σ
2
Y
2(δ
2
XY + σ
2
X + σ
2
Y )
)
. (67)
Before we proceed, we introduce the following quantities to simplify the expressions.
TXY =
2δ
2
XY + σ
2
X + σ
2
Y
2(δ
2
XY + σ
2
X + σ
2
Y )
,
TX =
σ2X
(2σ2X)
1/2(δ
2
XY + σ
2
X + σ
2
Y )
1/2
,
TY =
σ2Y
(2σ2Y )
1/2(δ
2
XY + σ
2
X + σ
2
Y )
1/2
and
T1 = δ
2
XY (σ
2
X + 2σ
2
Y + 2δ
2
XY )
1/2{2σ2X + σ2Y + 2δ2XY }1/2,
T2 = δ
2
XY (2δ
2
XY − σXσY ),
T3 = (σ
2
X + σ
2
Y )(σ
2
X + 2σ
2
Y + 2δ
2
XY )
1/2(2σ2X + σ
2
Y + 2δ
2
XY )
1/2,
T4 = − (σ2X + σ2Y )(σ2X + σ2Y + σXσY ).
Based on the monotonicity of the inverse cosine function and the basic identity
arccos(x) + arccos(y) = arccos
(
xy −
√
1− x2
√
1− y2) for 0 ≤ x, y ≤ 1,
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it can be seen that proving the inequality (67) is equivalent to proving
2T 2XY − 1 ≥ TXTY − (1− T 2X)1/2(1− T 2Y )1/2. (68)
After rearrangement, it can be further seen that the inequality (68) is equivalent to
T1 + T2 + T3 + T4 ≥ 0. (69)
The inequality (69) is indeed true and the equality holds only when δXY = 0 and σ
2
X = σ
2
Y
since
T1 + T2 ≥ 0 if and only if δ4XY {(6σ2X + 4σXσY + 6σ2Y )δ2XY + 2(σ2X + σ2Y )2} ≥ 0
and
T3 + T4 ≥ 0 if and only if
(σ2X + σ
2
Y )(σX − σY )2 + 2δ2XY (2σ2X + σ2Y ) + 2δ2XY (σ2X + 2σ2Y ) ≥ 0.
This completes the proof.
Lemma C.11. Assume (A1) and (A2) hold. Then we have Q1 ≥ Q3 and the equality holds
if and only if δ
2
XY = 0 or σ
2
X = σ
2
Y .
Proof. Using reverse Jensen’s inequality, we have
arccos
(
1
2
)
≥ 1
2
arccos
(
δ
2
XY + σ
2
X
δ
2
XY + σ
2
X + σ
2
Y
)
+
1
2
arccos
(
δ
2
XY + σ
2
Y
δ
2
XY + σ
2
X + σ
2
Y
)
where the equality holds only when δXY = 0 and σ
2
X = σ
2
Y . Then it is enough to verify that
arccos
(
σ2X
(2σ2X)
1/2(δ
2
XY + σ
2
X + σ
2
Y )
1/2
)
≥ 3
4
arccos
(
δ
2
XY + σ
2
X
δ
2
XY + σ
2
X + σ
2
Y
)
+
1
4
arccos
(
δ
2
XY + σ
2
Y
δ
2
XY + σ
2
X + σ
2
Y
)
.
(70)
By applying reverse Jensen’s inequality and by the monotonicity of the inverse cosine function,
it is seen that the following statement
4δ
2
XY + 3σ
2
X + σ
2
Y
4(δ
2
XY + σ
2
X + σ
2
Y )
≥ σ
2
X
(2σ2X)
1/2(δ
2
XY + σ
2
X + σ
2
Y )
1/2
(71)
implies (70). Since (71) is true if and only if
16δ
4
XY + 16δ
2
XY σ
2
X + 8δ
2
XY σ
2
Y + (σ
2
X − σ2Y )2 ≥ 0 (72)
and the equality of (72) holds only if δXY = 0 and σ
2
X = σ
2
Y , the result follows.
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Lemma C.12. Assume (A1) and (A2) hold. Then we have Q1 ≥ Q4 and the equality holds
if and only if δ
2
XY = 0 or σ
2
X = σ
2
Y .
Proof. The proof is similar to that of Lemma C.11. Hence we omit the proof.
Lemma C.13. Assume (A1) and (A2) hold. Then we have Q1 ≥ Q5 and the equality holds
if and only if δ
2
XY = 0 or σ
2
X = σ
2
Y .
Proof. Using reverse Jensen’s inequality, we see that
1
pi
arccos
(
2δ
2
XY + σ
2
X + σ
2
Y
2(δ
2
XY + σ
2
X + σ
2
Y )
)
≥ 1
2pi
arccos
(
δ
2
XY + σ
2
X
δ
2
XY + σ
2
X + σ
2
Y
)
+
1
2pi
arccos
(
δ
2
XY + σ
2
Y
δ
2
XY + σ
2
X + σ
2
Y
)
.
In addition, the inverse cosine function is monotone decreasing. So
1
pi
arccos
(
2δ
2
XY + σ
2
X + σ
2
Y
2(δ
2
XY + σ
2
X + σ
2
Y )
)
≤ 1
pi
arccos
(
δ
2
XY + σ
2
X + σ
2
Y
2(δ
2
XY + σ
2
X + σ
2
Y )
)
=
1
3
,
where the last step uses
1
pi
arccos
(
1
2
)
=
1
3
.
Notice that the first inequality becomes the equality only when σ2X = σ
2
Y . The second
inequality becomes the equality only when δ
2
XY = 0. This proves the result.
Combining the previous lemmas, we give a summary:
Lemma C.14. Assume (A1) and (A2) hold. Then we have
Q1 ≥ max{Q2, Q3, Q4, Q5}
and the equality holds as Q1 = Q2 = Q3 = Q4 = Q5 if and only if δ
2
XY = 0 or σ
2
X = σ
2
Y .
• Part 2.
In this part, we prove Theorem 5.1. Notice that UCvM is a linear combination of kernel h˜CvM
evaluated on different samples. Hence from the previous observation made in Part 1, it is
seen that
UCvM
p−→ Q1 under H1.
For a given permutation $ of {1, . . . , N}, let us denote by U$CvM, the U -statistic computed
based on {Z$(1), . . . , Z$(N)}, i.e. UCvM(Z$(1), . . . , Z$(N)). Let $0 = {1, . . . , N} be the orig-
inal permutation. Then U$0CvM becomes UCvM(Z1, . . . , ZN ) computed based on the original
samples. Let us define that the permutation $ is a neighbor of $0 if #|{$(1), . . . , $(m)} ∩
{1, . . . ,m}| = m.
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We first consider the unbalanced case where m 6= n. Observe that U$CvM converges to Q$,
which is a weighted average of Q1, . . . , Q5. According to Lemma C.14, Q1 ≥ Q$ and it is not
difficult to see that Q1 = Q$ only if $ is a neighbor of $0. This means that U
$0
CvM > U
$
CvM
in the limit for all $ but neighbors of $0 under H1. Since there are m!n! neighbors of $0 out
of N ! permutations, if we choose α > 1/{N !/(m!n!)}, then we have limd→∞ E[φCvM] = 1.
For the balanced case where m = n, the result follows by a similar argument but now we
also need to consider $ that satisfies #|{$(1), . . . , $(m)} ∩ {m+ 1, . . . ,m+ n}| = n to be a
neighbor of $0. This is because UCvM(Z1, . . . , ZN ) = UCvM(ZN , . . . , Z1) if m = n. Hence now
we have 2m!n! neighbors of $0 out of N ! permutations and if we choose α > 2/{N !/(m!n!)},
then we have limd→∞ E[φCvM] = 1.
C.14 Proof of Theorem 5.2
Our strategy to prove the given result is to connect different statistics to the CQ statistic,
which is relatively easy to handle. Each connection can be found in
• Section C.14.1: Connection of U$CvM to U$CQ,
• Section C.14.2: Connection of U$WMW to U$CQ,
• Section C.14.3: Connection of U$Energy to U$CQ,
• Section C.14.4: Connection of U$MMD to U$CQ.
For notational simplicity, we will denote Z∗i , Z
∗
2 , Z
∗
3 , Z
∗
4 by Z1, Z2, Z3, Z4 throughout this sec-
tion.
C.14.1 Connection of U$CvM to U
$
CQ
In this subsection, we connect U$CvM to U
$
CQ under the HDLSS setting. We first list some
lemmas and their proofs. The final connection between U$CvM and U
$
CQ can be found in
Proposition C.1.
Lemma C.15. Under (A1), (A2) and (A4), we have
1
d
‖Z1 − Z2‖2 − 2σ2d = OP(d−1/2) and
1
d
(Z1 − Z3)>(Z2 − Z3) = σ2d +OP(d−1/2).
Proof. Under the assumption that V[‖Z1−Z2‖2] = O(d), we apply Chebyshev’s inequality to
obtain
1
d
‖Z1 − Z2‖2 − 1
d
E[‖Z1 − Z2‖2] = OP(d−1/2).
Note that regardless of the distributions of Z1 and Z2, the expected value of ‖Z1 − Z2‖2 is
bounded by
E[‖Z1 − Z2‖2] ≤ ‖µX − µY ‖2 + 2tr(Σ2).
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Thus under (A4),
1
d
E[‖Z1 − Z2‖2]− 2σ2d = O(d−1/2).
By combining the results, we prove the first part. The second part follows similarly.
Lemma C.16. Under (A1), (A2) and (A4), we have
√
d
‖Z1 − Z2‖ =
1
(2σ2d)
1/2
− 1
2(2σ2d)
3/2
(
d−1‖Z1 − Z2‖2 − 2σ2d
)
+OP(d
−1).
Proof. Consider f(x) = 1/
√
x and represent
f
(
d−1‖Z1 − Z2‖2
)
=
√
d
‖Z1 − Z2‖ .
By using the second order Taylor expansion of f(x) around f(2σ2d) with Lemma C.15, we
obtain the result.
Lemma C.17. Under (A1), (A2) and (A4), we have
d
‖Z1 − Z3‖‖Z2 − Z3‖ =
1
2σ2d
− 1
8σ4d
(
d−1‖Z1 − Z3‖2 − 2σ2d
)
− 1
8σ4d
(
d−1‖Z2 − Z3‖2 − 2σ2d
)
+OP(d
−1).
Proof. Based on Lemma C.16, we have
d
‖Z1 − Z3‖‖Z2 − Z3‖ =
{
1
(2σ2d)
1/2
− 1
2(2σ2d)
3/2
(
d−1‖Z1 − Z3‖2 − 2σ2d
)
+OP(d
−1)
}
×
{
1
(2σ2d)
1/2
− 1
2(2σ2d)
3/2
(
d−1‖Z2 − Z3‖2 − 2σ2d
)
+OP(d
−1)
}
.
By expanding the right-hand side and the following observations made from Lemma C.15,
1
2(2σ2d)
3/2
(
d−1‖Z1 − Z3‖2 − 2σ2d
)
= OP(d
−1/2),
1
2(2σ2d)
3/2
(
d−1‖Z2 − Z3‖2 − 2σ2d
)
= OP(d
−1/2),
the result follows.
Lemma C.18. Under (A1), (A2) and (A4), we have
arccos
{
(Z1 − Z3)>(Z2 − Z3)
‖Z1 − Z3‖‖Z2 − Z3‖
}
= arccos
(
1
2
)
− 2√
3
{
(Z1 − Z3)>(Z2 − Z3)
‖Z1 − Z3‖‖Z2 − Z3‖ −
1
2
}
+OP(d
−1).
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Proof. First note that
(Z1 − Z3)>(Z2 − Z3)
‖Z1 − Z3‖‖Z2 − Z3‖ −
1
2
= OP(d
−1/2),
which follows from Lemma C.15 and Lemma C.17. We then use the second order Taylor
expansion of the inverse cosine function around arccos(1/2) to obtain the result.
Lemma C.19. Under (A1), (A2) and (A4), we have
(Z1 − Z3)>(Z2 − Z3)
‖Z1 − Z3‖‖Z2 − Z3‖ −
1
2
=
(Z1 − Z3)>(Z2 − Z3)− dσ2d
2dσ2d
− 1
8dσ2d
(‖Z1 − Z3‖2 + ‖Z2 − Z3‖2 − 4dσ2d)+OP(d−1).
Proof. We split the left-hand side into two terms:
(Z1 − Z3)>(Z2 − Z3)
‖Z1 − Z3‖‖Z2 − Z3‖ −
1
2
=
(Z1 − Z3)>(Z2 − Z3)
‖Z1 − Z3‖‖Z2 − Z3‖ −
(Z1 − Z3)>(Z2 − Z3)
2dσ2d
+
(Z1 − Z3)>(Z2 − Z3)
2dσ2d
− 1
2
.
Now it is enough to show that
(Z1 − Z3)>(Z2 − Z3)
‖Z1 − Z3‖‖Z2 − Z3‖ −
(Z1 − Z3)>(Z2 − Z3)
2dσ2d
=− 1
8dσ2d
(‖Z1 − Z3‖2 + ‖Z2 − Z3‖2 − 4dσ2d)+OP(d−1).
Note that
(Z1 − Z3)>(Z2 − Z3)
‖Z1 − Z3‖‖Z2 − Z3‖ −
(Z1 − Z3)>(Z2 − Z3)
2dσ2d
= (Z1 − Z3)>(Z2 − Z3)×
(
1
‖Z1 − Z3‖‖Z2 − Z3‖ −
1
2dσ2d
)
= (I)× (II) (say).
From Lemma C.15 and Lemma C.17, it is seen that
(I) = dσ2d +OP(d
1/2),
(II) = − 1
8dσ4d
[
d−1‖Z1 − Z3‖2 + d−1‖Z1 − Z3‖2 − 4σ2d +OP(d−2)
]
.
Expanding the terms in (I)× (II), we obtain the result.
Based on the previous lemmas, we prove the main result of this subsection.
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Proposition C.1. Under (A1), (A2) and (A4), we have
h˜CvM(Z1, Z2;Z3, Z4)
=
1
4pi
√
3dσ2d
{(Z1 − Z3)>(Z2 − Z4) + (Z1 − Z4)>(Z2 − Z3)}+OP(d−1)
(73)
and thus
U$CvM =
1
2pi
√
3dσ2d
U$CQ +OP(d
−1).
Proof. By Lemma C.18 and Lemma C.19,
arccos
{
(Z1 − Z3)>(Z2 − Z3)
‖Z1 − Z3‖‖Z2 − Z3‖
}
= arccos
(
1
2
)
− 2√
3
{
(Z1 − Z3)>(Z2 − Z3)
2dσ2d
− 1
2
− 1
8dσ2d
(
‖Z1 − Z3‖2 + ‖Z2 − Z3‖2 − 4dσ2d
)}
+OP(d
−1).
We can obtain (73) by first plugging the above approximation into h˜CvM for each inverse
cosine function and then simplifying the expression. The second result is trivial by noting
that
h˜CQ(x1, x2; y1, y2) =
1
2
(x1 − y1)>(x2 − y2) + 1
2
(x1 − y2)>(x2 − y1)
is the symmetrized kernel of the CQ statistic.
C.14.2 Connection of U$WMW to U
$
CQ
Note that the symmetrized kernel of the WMW statistic can be written as
h˜WMW(x1, x2; y1, y2) =
1
2
(x1 − y1)>(x2 − y2)
‖x1 − y1‖‖x2 − y2‖ +
1
2
(x1 − y2)>(x2 − y1)
‖x1 − y2‖‖x2 − y1‖ .
We first provide a couple of lemmas and their proofs. We then present the main result in
Proposition C.2.
Lemma C.20. Under (A1), (A2), (A3) and (A4), we have
d
‖Z1 − Z2‖‖Z3 − Z4‖ =
1
2σ2d
− 1
8σ4d
(
d−1‖Z1 − Z2‖2 − 2σ2d
)
− 1
8σ4d
(
d−1‖Z3 − Z4‖2 − 2σ2d
)
+OP(d
−1).
Proof. The proof is similar to Lemma C.17; hence omitted.
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Lemma C.21. Under (A1), (A2), (A3) and (A4), we have
(Z1 − Z3)>(Z2 − Z4)
‖Z1 − Z3‖‖Z2 − Z4‖ =
(Z1 − Z3)>(Z2 − Z4)
2dσ2d
+OP(d
−1).
Proof. Under (A3), it can be seen as similar to Lemma C.15 that
d−1(Z1 − Z3)>(Z2 − Z4) = OP(d−1/2).
Then combining the above with Lemma C.15 and Lemma C.20,
(Z1 − Z3)>(Z2 − Z4)
‖Z1 − Z3‖‖Z2 − Z4‖ −
(Z1 − Z3)>(Z2 − Z4)
2dσ2d
= d−1(Z1 − Z3)>(Z2 − Z4)×
{
d
‖Z1 − Z3‖‖Z2 − Z4‖ −
1
2σ2d
}
= OP(d
−1/2)×OP(d−1/2).
Hence the result follows.
Based on the previous lemmas, we prove the main result of this subsection.
Proposition C.2. Under (A1), (A2), (A3) and (A4), we have
h˜WMW(Z1, Z2;Z3, Z4)
=
1
2dσ2d
{(Z1 − Z3)>(Z2 − Z4) + (Z1 − Z4)>(Z2 − Z3)}+OP(d−1)
and thus
UWMW =
1
2dσ2d
UCQ +OP(d
−1).
Proof. The result is a direct consequence of Lemma C.21.
C.14.3 Connection of U$Energy to U
$
CQ
Next we find a connection between U$Energy and U
$
CQ. Note that the symmetrized kernel of
the energy statistic can be written as
h˜Energy(x1, x2; y1, y2) =
1
2
‖x1 − y1‖+ 1
2
‖x1 − y2‖+ 1
2
‖x2 − y1‖+ 1
2
‖x2 − y2‖
− ‖x1 − x2‖ − ‖y1 − y2‖.
Using this kernel expression, we connect UEnergy to UCQ in Proposition C.3.
We start with one lemma.
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Lemma C.22. Under (A1) and (A2), we have
1√
d
‖Z1 − Z2‖ = (2σ2d)1/2 +
1
2(2σ2d)
1/2
(
d−1‖Z1 − Z2‖2 − 2σ2d
)
+OP(d
−1).
Proof. We use the second order Taylor expansion of f(x) =
√
x around f(2σ2d) with Lemma C.15
to prove this result.
The main result of this subsection is stated as follows.
Proposition C.3. Under (A1) and (A2), we have
h˜Energy(Z1, Z2;Z3, Z4)
=
1
2(2dσ2d)
1/2
{(Z1 − Z3)>(Z2 − Z4) + (Z1 − Z4)>(Z2 − Z3)}+OP(d−1/2)
and thus
UEnergy =
1
2(dσ2d)
1/2
UCQ +OP(d
−1/2).
Proof. We use Lemma C.22 to approximate h˜Energy to h˜CQ and simplify the expression to
obtain the first result. The second result is trivial.
C.14.4 Connection of U$MMD to U
$
CQ
In this subsection, we find a connection between U$MMD and U
$
CQ. The symmetrized kernel of
the MMD statistic can be written as
h˜MMD(x1, x2; y1, y2) =− 1
2
exp
(
− 1
2ς2d
‖x1 − y1‖2
)
− 1
2
exp
(
− 1
2ς2d
‖x1 − y2‖2
)
− 1
2
exp
(
− 1
2ς2d
‖x2 − y1‖2
)
− 1
2
exp
(
− 1
2ς2d
‖x2 − y2‖2
)
+ exp
(
− 1
2ς2d
‖x1 − x2‖2
)
+ exp
(
− 1
2ς2d
‖y1 − y2‖2
)
and we assume that ς2d  d. We first provide an approximation of the Gaussian kernel.
Lemma C.23. Under (A1), (A2) and ς2d  d, we have
exp
(
− 1
2ς2d
‖Z1 − Z2‖2
)
= exp
(
−dσ
2
d
ς2d
)
− exp
(
−dσ
2
d
ς2d
)[
1
2ς2d
‖Z1 − Z2‖2 − dσ
2
d
ς2d
]
+OP(d
−1).
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Proof. We consider the second order Taylor expansion of f(x) = e−x around f(dσ2d/ς
2
d).
Notice that under ς2d  d, we have dσ2d/ς2d = O(1) and
1
2ς2d
‖Z1 − Z2‖2 − dσ
2
d
ς2d
=
d
2ς2d
(
d−1‖Z1 − Z2‖2 − 2σ2d
)
= OP(d
−1/2)
from Lemma C.15. Thus the result follows.
The main result of this subsection is stated as follows.
Proposition C.4. Under (A1), (A2) and ς2d  d, we have
h˜MMD(Z1, Z2;Z3, Z4) =
e−dσ2d/ς2d
2ς2d
{(Z1 − Z3)>(Z2 − Z4) + (Z1 − Z4)>(Z2 − Z3)}+OP(d−1)
and thus
UMMD = ς
−2
d e
−dσ2d/ς2dUCQ +OP(d−1/2).
Proof. We use Lemma C.23 to approximate h˜MMD to h˜CQ and simplify the expression to
obtain the first result. The second result is trivial.
• Main proof of Theorem 5.2.
By collecting the results in Proposition C.1, Proposition C.2, Proposition C.3 and Proposi-
tion C.4, it is easily checked that Theorem 5.2 holds and thus we complete the proof.
C.15 Proof of Theorem 5.2
Under the stated assumptions, Theorem 2.1 of Chakraborty and Chaudhuri (2017) is satisfied.
Hence the results for the CQ and WMW tests follow. For the rest of the tests, we apply
Slutsky’s theorem combined with Theorem 5.2 to obtain the results. This completes the
proof.
C.16 Proof of Lemma 6.1
For given w ∈ Rd, it is seen that∫
Sd−1
∣∣∣1(β>z ≤ β>w)− 1(β>z′ ≤ β>w)∣∣∣dλ(β) (74)
=
∫
Sd−1
1(β>z ≤ β>w < β>z′) + 1(β>z′ ≤ β>w < β>z)dλ(β)
=
1
2
− 1
2pi
arccos
{
(z − w)>(w − z′)
‖z − w‖‖w − z′‖
}
+
1
2
− 1
2pi
arccos
{
(z′ − w)>(w − z)
‖z′ − w‖‖w − z‖
}
= 1− 1
pi
arccos
{
(z − w)>(w − z′)
‖z − w‖‖w − z′‖
}
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=
1
pi
(
pi − arccos
{
(z − w)>(w − z′)
‖z − w‖‖w − z′‖
})
(i)
=
1
pi
arccos
{
(z − w)>(z′ − w)
‖z − w‖‖z′ − w‖
}
:= ρAngle(z, z
′;w),
where (i) is due to arccos(x) + arccos(−x) = pi. Then ρAngle(z, z′) is the expected value of
ρAngle(z, z
′;Z∗) over Z∗ ∼ (1/2)PX + (1/2)PY , i.e.
ρAngle(z, z
′) = E
[
ρAngle(z, z
′;Z∗)
]
=
1
pi
E
[
arccos
{
(z − Z∗)>(z′ − Z∗)
‖z − Z∗‖‖z′ − Z∗‖
}]
.
Now, if z = z′, it is trivial to see ρAngle(z, z′) = 0. In addition, if ρAngle(z, z′) = 0, then
we have z = z′. In order to show the second direction, note that arccos(x) is positive and
monotone decreasing over x ∈ [−1, 1] and so ρAngle(z, z′) = 0 implies that
(z − Z∗)>(z′ − Z∗)
‖z − Z∗‖‖z′ − Z∗‖ = 1,
almost surely with respect to (1/2)PX + (1/2)PY . By Cauchy-Schwarz inequality, the inner
product becomes one if and only if (z−Z∗) or (z′−Z∗) is a multiple of the other. This is only
possible when z − Z∗ = z′ − Z∗ almost surely, which implies z = z′. The symmetry property
follows easily by the definition of ρAngle. In addition, from triangle inequality, we have∫
Sd−1
∣∣∣1(β>z ≤ β>w)− 1(β>z′ ≤ β>w)∣∣∣dλ(β)
≤
∫
Sd−1
∣∣∣1(β>z ≤ β>w)− 1(β>z′′ ≤ β>w)∣∣∣dλ(β)
+
∫
Sd−1
∣∣∣1(β>z′′ ≤ β>w)− 1(β>z′ ≤ β>w)∣∣∣dλ(β),
and therefore by the equality in (74), we can establish
ρAngle(z, z
′;w) ≤ ρAngle(z, z′′;w) + ρAngle(z′, z′′;w).
Now, by taking the expectation over Z∗, we conclude that
ρAngle(z, z
′) ≤ ρAngle(z, z′′) + ρAngle(z′, z′′).
Next, we will show that for ∀n ≥ 2, z1, . . . , zn ∈ S, and α1, . . . , αn ∈ R, with
∑n
i=1 αi = 0,
n∑
i=1
n∑
j=1
αiαjρAngle(zi, zj) ≤ 0.
The result follows from Section 6 of Bogomolny et al. (2007) who showed that for each fixed
z∗,
n∑
i=1
n∑
j=1
αiαjρAngle(zi, zj ; z
∗) ≤ 0, (75)
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for any α1, . . . , αn ∈ R, with
∑n
i=1 αi = 0. Therefore, by taking the expected value over z
∗ in
(75), we conclude that ρAngle is of negative-type.
Regarding Remark 6.1, note that∫
Rd
ρAngle(z, z
′; t)dt
=
∫
Sd−1
∫
R
I(β>z ≤ β>t < β>z′) + 1(β>z′ ≤ β>t < β>z)dβ>tdλ(β)
(i)
=
∫
Sd−1
|β> (z − z′) |dλ(β)
(ii)
= γd‖z − z′‖,
where (i) and (ii) are due to Lemma 2.1 and Lemma 2.3 of Baringhaus and Franz (2004) and
γd =
√
pi(d− 1)Γ ((d− 2)/2)
2Γ(d/2)
.
Therefore, the generalized angular distance with Lebesgue measure corresponds to the Eu-
clidean distance.
C.17 Proof of Proposition 6.1
From the definition of ρAngle, it is seen that
2E [ρAngle(X1, Y1)]− E [ρAngle(X1, X2)]− E [ρAngle(Y1, Y2)]
=
1
pi
E [Ang(X1 −X2, Y1 −X2)] + 1
pi
E [Ang(X1 − Y2, Y1 − Y2)]
− 1
2pi
E [Ang(X1 −X3, X2 −X3)]− 1
2pi
E [Ang(X1 − Y1, X2 − Y1)]
− 1
2pi
E [Ang(Y1 −X2, Y2 −X2)]− 1
2pi
E [Ang(Y1 − Y3, Y2 − Y3)] .
Then the result follows by Lemma B.1.
C.18 Proof of Theorem 7.1
Given α ∈ Sp−1, β ∈ Sq−1, expand the square term to have{
4P
(
α>(X1 −X2) < 0, β>(Y1 − Y2) < 0
)
− 1
}2
= 16E
[
1(α>(X1 −X2) < 0, α>(X3 −X4) < 0)
× 1(β>(Y1 − Y2) < 0, β>(Y3 − Y4) < 0)
]
−8E
[
1(α>(X1 −X2) < 0)× 1(β>(Y1 − Y2) < 0)
]
+ 1.
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By applying Lemma 2.2, the first term becomes
E
[(
2− 2
pi
Ang (X1 −X2, X3 −X4)
)
·
(
2− 2
pi
Ang (Y1 − Y2, Y3 − Y4)
)]
and the remainder terms become −1, which yields the expression.
C.19 Proof of Theorem 7.2
Given α ∈ Sp−1 and β ∈ Sq−1,∫
R2
[
Fα>X,β>Y (u, v)− Fα>X(u)Fβ>Y (v)
]2
dFα>X(u)dFβ>Y (v)
= E
[
1(α>(X1 −X3) ≤ 0, α>(X2 −X3) ≤ 0)
× 1(β>(Y1 − Y4) ≤ 0, β>(Y2 − Y4) ≤ 0)
]
+ E
[
1(α>(X1 −X5) ≤ 0, α>(X2 −X5) ≤ 0)
× 1(β>(Y3 − Y6) ≤ 0, β>(Y4 − Y6) ≤ 0)
]
−2E
[
1(α>(X1 −X4) ≤ 0, α>(X2 −X4) ≤ 0)
× 1(β>(Y1 − Y5) ≤ 0, β>(Y3 − Y5) ≤ 0)
]
.
Then apply Lemma 2.2 to obtain the expression.
C.20 Proof of Lemma 7.1
To prove the results, we apply the same argument used in Section C.2. Let Z have a multi-
variate normal distribution with zero mean vector and identity covariance matrix. Then as
in Section C.2, ∫
Sd−1
3∏
i=1
1(β>Ui ≤ 0)dλ(β) = EZ
[ 3∏
i=1
1(Z>Ui ≤ 0)
]
. (76)
Since (Z>U1,Z>U2,Z>U3)> has a multivariate normal distribution with zero mean vector
and correlation matrix [%ij ]3×3 with %ij = U>i Uj/{‖Ui‖‖Uj‖}, the right-hand side of (76) can
be computed based on orthant probabilities for normal distributions (e.g. Childs, 1967; Xu
et al., 2013). This completes the proof.
C.21 Proof of Theorem 7.3
From Bergsma and Dassios (2014), the univariate τ∗ can be written as
τ∗ = 4P (X1 ∨X2 < X3 ∧X4, Y1 ∨ Y2 < Y3 ∧ Y4)
+ 4P (X1 ∨X2 < X3 ∧X4, Y1 ∧ Y2 > Y3 ∨ Y4)
− 8P (X1 ∨X2 < X3 ∧X4, Y1 ∨ Y3 < Y2 ∧ Y4) .
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Notice that
1(X1 ∨X2 < X3 ∧X4)
= 1(X1 < X2 < X3 < X4) + 1(X2 < X1 < X3 < X4)
+ 1(X1 < X2 < X4 < X3) + 1(X2 < X1 < X4 < X3)
= 1(X1 < X2)1(X2 < X3)1(X3 < X4) + 1(X2 < X1)1(X1 < X3)1(X3 < X4)
+ 1(X1 < X2)1(X2 < X4)1(X4 < X3) + 1(X2 < X1)1(X1 < X4)1(X4 < X3).
Similarly, we have
1(Y1 ∨ Y2 < Y3 ∧ Y4)
= 1(Y1 < Y2)1(Y2 < Y3)1(Y3 < Y4) + 1(Y2 < Y1)1(Y1 < Y3)1(Y3 < Y4)
+ 1(Y1 < Y2)1(Y2 < Y4)1(Y4 < Y3) + 1(Y2 < Y1)1(Y1 < Y4)1(Y4 < Y3).
Therefore, the product I(X1 ∨X2 < X3 ∧X4)1(Y1 ∨ Y2 < Y3 ∧ Y4) can be expressed as the
linear combination of
1(Xi1 < Xi2)1(Xi2 < Xi3)1(Xi3 < Xi4)1(Yj1 < Yj2)1(Yj2 < Yj3)1(Yj3 < Yj4).
Using Lemma 7.1,∫
Sp−1
1(α>Xi1 < α
>Xi2)1(α
>Xi2 < α
>Xi3)1(α
>Xi3 < α
>Xi4)dλ(α)
=
1
2
− 1
4pi
[Ang (U1, U2) + Ang (U1, U3) + Ang (U2, U3)] ,
where U1 = Xi1 −Xi2 , U2 = Xi2 −Xi3 and U3 = Xi3 −Xi4 .
Similarly, ∫
Sq−1
1(β>Yj1 < β
>Yj2)1(β
>Yj2 < β
>Yj3)1(β
>Yj3 < β
>Yj4)dλ(β)
=
1
2
− 1
4pi
[Ang (V1, V2) + Ang (V1, V3) + Ang (V2, V3)] ,
where V1 = Yj1 − Yj2 , V2 = Yj2 − Yj3 and V3 = Yj3 − Yj4 .
As a result, we have∫
Sp−1
∫
Sq−1
P(α>X1 ∨ α>X2 < α>X3 ∧ α>X4,
β>Y1 ∨ β>Y2 < β>Y3 ∧ β>Y4)dλ(α)dλ(β)
= E [hp(X1, X2, X3, X4)hq(Y1, Y2, Y3, Y4)] .
Applying the same argument to the rest, we can obtain the explicit expression for τ∗p,q as in
Theorem 7.3.
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C.22 Proof of Theorem A.1
Let us write
U∗m,n(Zm,n) := U
∗
m,n(Z1, . . . , ZN )
= N{Um,n(Z1, . . . , ZN )− E [Um,n(Z1, . . . , ZN )]}
and denote U∗m,n(Z$(1), . . . , Z$(N)) by U∗m,n(Z$). Our goal is to show that for two independent
random permutations $,$′,(
U∗m,n(Z$), U
∗
m,n(Z$′)
) d−→ (T, T ′), (77)
where T, T ′ are independent and identically distributed with the distribution function R(t).
Then the desired result follows by Lemma B.4. The proof consists of several pieces and closely
follows the proof of the limiting distribution of a two-sample degenerate U -statistic in Chapter
3 of Bhat (1995).
We start with the projection of the two-sample U -statistic via Hoffding’s decomposition.
Consider the projection of the two-sample degenerate U -statistic based on Zm,n:
Ûm,n(Zm,n) =
r(r − 1)
m(m− 1)
∑
1≤i1<i2≤m
g∗2,0(Zi1 , Zi2) +
r(r − 1)
n(n− 1)
∑
1≤j1<j2≤n
g∗0,2(Zj1+m, Zj2+m)
+
r2
mn
m∑
i=1
n∑
j=1
g∗1,1(Zi, Zj+m).
Then it can be seen that
E[(Um,n(Zm,n)− Ûm,n(Zm,n)] = 0 and V[Um,n(Zm,n)− Ûm,n(Zm,n)] = O(N−3),
which implies
N(Um,n(Zm,n)− θ) = N(Ûm,n(Zm,n)− θ) + oP(1). (78)
Under the finite second moment of the kernel g, we may have the decompositions
g∗2,0(x, y) =
∞∑
i=1
λiφi(x)φi(y),
g∗0,2(x, y) =
∞∑
i=1
γiψi(x)ψi(y),
g∗1,1(x, y) =
∞∑
i=1
αiφ
∗
i (x)ψ
∗
i (y),
where {φi(·)}, {ψi(·)}, {φ∗(·), ψ∗(·)} are orthonormal eigenfunctions and the corresponding
eigenvalues {λi}, {γi}, {αi}, associated with g∗2,0, g∗0,2 and g∗1,1, respectively (see e.g. Bhat, 1995,
for details). From the given conditions of the theorem, the eigenvalues and the eigenfunctions
are related as follows:
φi(z) = ψi(z) = φ
∗
i (z) = ψ
∗
i (z),
76
γi = λi and αi =
1− r
r
λi.
Therefore,
NÛm,n(Zm,n) = â1
 1
m
∑
1≤i1 6=i2≤m
∞∑
i=1
λiφi(Zi1)φi(Zi2)

+ â2
 1
n
∑
1≤j1 6=j2≤n
∞∑
j=1
λjφj(Zj1+m)φj(Zj2+m)

+ â3
 1√
mn
m∑
i1=1
n∑
j1=1
∞∑
k=1
λkφk(Zi1)φk(Zj1+m)

= â1Tm + â2T
′
n + â3T
′′
mn,
where
â1 =
r(r − 1)
2
N
m− 1 , â2 =
r(r − 1)
2
N
n− 1 and â3 = −r(r − 1)
N√
mn
.
Denote the centered and scaled projection of the U -statistic by
U˜m,n := N(Ûm,n(Z$)− θ) and U˜ ′m,n := N(Ûm,n(Z$′)− θ).
Then due to (78),(
U∗m,n(Z$), U
∗
m,n(Z$′)
)
=
(
U˜m,n(Z$), U˜
′
m,n(Z$′)
)
+ oP(1).
Therefore it suffices to show (
U˜m,n, U˜
′
m,n
)
d−→ (T, T ′)
to complete the main proof. Having this goal in mind, we start with a truncation of the
degenerate U -statistic.
• Truncation of the U-statistics.
Now, define a truncated version of N(Ûm,n(Zm,n)− θ) by
N(Ûm,n,K(Zm,n)− θ) = â1
 1
m
∑
1≤i1 6=i2≤m
K∑
i=1
λiφi(Zi1)φi(Zi2)

+ â2
 1
n
∑
1≤j1 6=j2≤n
K∑
j=1
λjφj(Zj1+m)φj(Zj2+m)

+ â3
 1√
mn
m∑
i1=1
n∑
j1=1
K∑
k=1
λkφk(Zi1)φk(Zj1+m)

= â1TmK + â2T
′
nK + â3T
′′
mnK .
(79)
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Write
â1TmK + â2T
′
nK + â3T
′′
mnK
= â1
[
K∑
k=1
λk
(
W 2km − Vkm
)]
+ â2
[
K∑
k=1
λk
(
W ′2kn − V ′kn
)]
+ â3
[
K∑
k=1
λkWkmW
′
kn
]
=
r(r − 1)
2
{
K∑
k=1
λk
(√
N
m
Wkm −
√
N
n
W ′kn
)2
−
K∑
k=1
λk
(
N
m
Vkm +
N
n
V ′kn
)}
,
where
Wkm =
1√
m
m∑
i1=1
φk(Zi1), W
′
kn =
1√
n
n∑
j1=1
φk(Zj1+m),
Vkm =
1
m
m∑
i1=1
φ2k(Zi1), V
′
kn =
1
n
n∑
j1=1
φ2k(Zj1+m),
for k = 1, . . . ,K.
By strong law of large numbers,
V ∗>mn := (V1m, . . . , VKm, V
′
1n, . . . , V
′
Kn)
> a.s.−→ V ∗> = (V1, . . . , VK , V ′1 , . . . , V ′K)>
and by the assumption that m/N → ϑX , n/N → ϑY ,
N(Ûm,n,K − θ)
=
r(r − 1)
2
{
K∑
k=1
λk
(√
N
m
Wkm − r(r − 1)
2
√
N
n
W ′kn
)2
− 1
ϑXϑY
K∑
k=1
λk
}
+ oP(1)
=
r(r − 1)
2
{
N
K∑
k=1
λk
 1
m
m∑
i=1
φk(Zi)− 1
n
n∑
j=1
φk(Zj+m)
2 − 1
ϑXϑY
K∑
k=1
λk
}
+ oP(1)
=
r(r − 1)
2
{
N
K∑
k=1
λk
(
N∑
i=1
iφk(Zi)
)2
− 1
ϑXϑY
K∑
k=1
λk
}
+ oP(1)
where
(1, . . . , m, m+1, . . . , m+n) = (m
−1, . . . ,m−1︸ ︷︷ ︸
m terms
,−n−1, . . . ,−n−1︸ ︷︷ ︸
n terms
).
• Proving independence of the truncated U-statistics.
Consider the truncated permutation statistics
U˜m,n,K := N(Ûm,n,K(Z$)− θ)
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=
r(r − 1)
2
{
N
K∑
k=1
λk
(
N∑
i=1
$(i)φk(Zi)
)2
− 1
ϑXϑY
K∑
k=1
λk
}
+ oP(1)
U˜ ′m,n,K := N(Ûm,n,K(Z$′)− θ)
=
r(r − 1)
2
{
N
K∑
k=1
λk
(
N∑
i=1
$′(i)φk(Zi)
)2
− 1
ϑXϑY
K∑
k=1
λk
}
+ oP(1).
Note that $(i) and $′(i) are independent random variables by the assumption having either
1/m or −1/n with m/N and n/N probabilities; hence
Cov
(
$(i)φk(Zi), $′(i)φk(Zi)
)
= E
[
$(i)
]
E
[
$′(i)
]
E
[
φ2k(Zi)
]
= 0.
By the Crame´r-Wold device and the Lindeberg condition, we see that
√
N
(
N∑
i=1
$(i)φ1(Zi), . . . ,
N∑
i=1
$(i)φK(Zi),
N∑
i=1
$′(i)φ1(Zi), . . . ,
N∑
i=1
$′(i)φK(Zi)
)>
d−→ N(0, ϑX−1ϑY −1I2K).
Thus the components of the vector are asymptotically independent to each other. Then apply
the continuous mapping theorem together with Slutsky’s theorem to have
(U˜m,n,K , U˜
′
m,n,K)
d−→ (TK , T ′K) (80)
where TK and T
′
K are independent and have the same distribution as
r(r − 1)
2ϑXϑY
K∑
k=1
λk(ξ
2
k − 1),
where ξk
i.i.d.∼ N(0, 1).
• Bounding the difference between characteristic functions.
We will use the characteristic functions to show(
U˜m,n, U˜
′
m,n
)
d−→ (T, T ′).
More specifically, we will show that for any x, y ∈ R and any  > 0 and sufficiently large N ,∣∣∣E [ei(xU˜m,n+yU˜ ′m,n)]− E [ei(xT+yT ′)] ∣∣∣ ≤ (I) + (II) + (III) < 
where
(I) =
∣∣∣E [ei(xU˜m,n+yU˜ ′m,n)]− E [ei(xU˜m,n,K+yU˜ ′m,n,K)] ∣∣∣,
(II) =
∣∣∣E [ei(xU˜m,n,K+yU˜ ′m,n,K)]− E [ei(xTK+yT ′K)] ∣∣∣,
(III) =
∣∣∣E [ei(xTK+yT ′K)]− E [ei(xT+yT ′)] ∣∣∣.
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We bound these terms in sequence.
1. Bounding (I).
Based on |eiz| = 1 and |eiz − 1| ≤ |z|, we bound (I) by
(I) =
∣∣∣E [ei(xU˜m,n+yU˜ ′m,n)]− E [ei(xU˜m,n,K+yU˜ ′m,n,K))] ∣∣∣
≤ |x|
[
E
(
U˜m,n,K − U˜m,n
)2]1/2
+ |y|
[
E
(
U˜ ′m,n,K − U˜ ′m,n
)2]1/2
≤ (|x|+ |y|)
{
r(r − 1)
2ϑ̂1
(
2
∞∑
k=K+1
λ2k
)1/2
+
r(r − 1)
2ϑ̂2
(
2
∞∑
k=K+1
λ2k
)1/2
− r(r − 1)√
ϑ̂1ϑ̂2
( ∞∑
k=K+1
λ2k
)1/2}
= (|x|+ |y|) r(r − 1)√
2
 1√
ϑ̂1
− 1√
ϑ̂2
2( ∞∑
k=K+1
λ2k
)1/2
≤ (|x|+ |y|) r(r − 1)√
2ϑ̂1ϑ̂2
( ∞∑
k=K+1
λ2k
)1/2
where ϑ̂1 = m/N and ϑ̂2 = n/N .
Now, for fixed x and y and any given  > 0, we choose K large enough to bound
(|x|+ |y|) r(r − 1)√
2ϑXϑY
( ∞∑
k=K+1
λ2k
)1/2
<

3
. (81)
Since ϑ̂1 → ϑX and ϑ̂2 → ϑY as N →∞, we have
(I) ≤ (|x|+ |y|) r(r − 1)√
2ϑ̂1ϑ̂2
( ∞∑
k=K+1
λ2k
)1/2
<

3
,
for all sufficiently large N .
2. Bounding (II).
From the result established in (80), we have
(II) =
∣∣∣E [ei(xU˜m,n,K+yU˜ ′m,n,K))]− E [ei(xTK+yT ′K)] ∣∣∣ < 
3
for all sufficiently large N.
3. Bounding (III).
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From Chapter 3 of Bhat (1995) with the conditions given on the kernel, the asymptotic
distribution of a degenerate U -statistic converges to
N (Um,n − θ) d−→ r(r − 1)
2ϑX
∞∑
k=1
λk(ξ
2
k − 1) +
r(r − 1)
2ϑY
∞∑
k=1
λk(ξ
′2
k − 1)
− r(r − 1)√
ϑXϑY
∞∑
k=1
λkξkξ
′
k
(82)
where {ξk} and {ξ′k} are independent standard normal random variables and {λk} are eigen-
values associated with the kernel. Note that the right-side of (82) can be re-written as
r(r − 1)
2ϑXϑY
∞∑
k=1
λk
[
(
√
ϑY ξk −
√
ϑXξ
′
k)
2 − 1
]
,
where
√
ϑY ξk −
√
ϑXξ
′
k ∼ N(0, 1). Therefore, T, T ′ are identically distributed as
r(r − 1)
2ϑXϑY
∞∑
k=1
λk(ξ
2
k − 1).
Recall that TK , T
′
K have the same distribution as
r(r − 1)
2ϑXϑY
K∑
k=1
λk(ξ
2
k − 1).
Consequently,∣∣∣E [ei(xTK+yT ′K)]− E [ei(xT+yT ′)] ∣∣∣ ≤ |x| [E (TK − T )2]1/2 + |y| [E (T ′K − T ′)2]1/2
≤ (|x|+ |y|) r(r − 1)√
2ϑXϑY
( ∞∑
k=K+1
λ2k
)1/2
<

3
,
with the same choice of x, y, ,K in (81).
• Combining the bounds.
From the previous results, we conclude that for any x, y ∈ R and any  > 0 with sufficiently
large N , ∣∣∣E [ei(xU˜m,n+yU˜ ′m,n)]− E [ei(xT+yT ′)] ∣∣∣ < ,
and therefore (
U˜m,n, U˜
′
m,n
)
d−→ (T, T ′).
This completes the proof.
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D Additional Results
In this section, we provide details on Equation (20), Remark 2.1 and Remark 7.1 in the main
text.
D.1 Verification of (20) in the main text
First we state the distributional assumptions made in Bai and Saranadasa (1996) and Chen
and Qin (2010):
X = ΓXVX + µX and Y = ΓY VY + µY , (83)
where VX and VY are independent random vectors in Ru for some u ≥ d such that E(VX) =
E(VY ) = 0 and V(VX) = V(VY ) = Iu, the u× u identity matrix. ΓX and ΓY are non-random
d×u matrices such that ΣX = ΓXΓ>X and ΣY = ΓY Γ>Y are positive definite and µX and µY are
non-random d-dimensional vectors. Write VX = (VX,1, . . . , VX,m) and VY = (VY,1, . . . , VY,m).
Assume that E(V 4X,i) = E(VY,i) = 3 + ∆ < ∞ for i = 1, . . . ,m where ∆ is the difference
between the fourth moment of VX,i and N(0, 1). In addition assume that
E(V α1X,l1V
α2
X,l2
· · ·V αqX,lq) =
q∏
i=1
E(V αiX,li) and E(V
α1
Y,l1
V α2Y,l2 · · ·V
αq
Y,lq
) =
q∏
i=1
E(V αiY,li)
for a positive integer q such that
∑q
l=1 αl ≤ 8 and l1 6= l2 6= · · · 6= lq.
Our goal here is to show that V(‖Z1−Z2‖2) = O(d) and V{(Z1−Z3)>(Z2−Z3)} = O(d)
are implied by
(µX − µY )>(ΣX + ΣY )(µX − µY ) = O(d) and tr{(ΣX + ΣY )2} = O(d).
where Z1, Z2, Z3 are independent and each Zi is identically distributed as either X or Y in
(83). First let us focus on V(‖Z1 − Z2‖2). Denote Z1 = Z1 − E(Z1), Z2 = Z2 − E(Z2) and
δ12 = E(Z1)− E(Z2). Based on the basic inequality,
V
( k∑
i=1
Xi
)
≤ k
k∑
i=1
V(Xi) for any k ≥ 1,
we have
V(‖Z1 − Z2‖2) = V{(Z1 − Z2)>(Z1 − Z2) + 2δ>12(Z1 − Z2)}
≤ 2V{(Z1 − Z2)>(Z1 − Z2)}+ 8V{δ>12(Z1 − Z2)}
≤ 8V(Z>1 Z1) + 8V(Z>2 Z2) + 16V(Z>1 Z2) + 8δ>12V(Z1 − Z2)δ12.
Now using Proposition A.1 of Chen et al. (2010), we have that V(Z>1 Z1) ≤ (2 + ∆)tr(Σ2Z1)
and V(Z>2 Z2) ≤ (2 + ∆)tr(Σ2Z2) where ΣZi = V(Zi) for i = 1, 2. Additionally we know that
V(Z>1 Z2) ≤ E{(Z>1 Z2)2} = tr(ΣZ1ΣZ2). Combining the results,
V(‖Z1 − Z2‖2) . tr{(ΣX + ΣY )2}+ (µX − µY )>(ΣX + ΣY )(µX − µY ).
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Hence V(‖Z1 − Z2‖2) = O(d) under (20).
Next moving onto V{(Z1 −Z3)>(Z2 −Z3)}, write Z3 = Z3 − E(Z3), δ13 = E(Z1)− E(Z3)
and δ23 = E(Z2)− E(Z3). Then
V{(Z1 − Z3)>(Z2 − Z3)}
= V{(Z1 − Z3)>(Z2 − Z3) + δ>13(Z2 − Z3) + (Z1 − Z3)>δ23}
≤ 3V{(Z1 − Z3)>(Z2 − Z3)}+ 3V{δ>13(Z2 − Z3)}+ 3V{(Z1 − Z3)>δ23}
≤ 12V(Z>1 Z2) + 12V(Z>1 Z3) + 12V(Z>3 Z2) + 12V(Z>3 Z3)
+ 3δ>13V(Z2 − Z3)δ13 + 3δ>23V(Z1 − Z3)δ23.
Now similarly as before,
V{(Z1 − Z3)>(Z2 − Z3)} . tr{(ΣX + ΣY )2}+ (µX − µY )>(ΣX + ΣY )(µX − µY ).
Hence V{(Z1 − Z3)>(Z2 − Z3)} = O(d) under (20).
D.2 Generalization of Lemma 2.2
In Lemma 7.1, we provided the explicit formula for the integration involving three indicator
functions. Here we extend the result to the integration involving four indicator functions.
Lemma D.1. For arbitrary vectors U1, U2, U3, U4 ∈ Rd, let us denote %ij = UiUj/{‖Ui‖‖Uj‖}
for i, j ∈ {1, 2, 3, 4}. Then
∫
Sd−1
4∏
i=1
1(β>Ui ≤ 0)dλ(β) = 7
16
+
1
8pi
3∑
i=1
4∑
j=i+1
Ang (Ui, Uj) +Q (84)
where
Q =
1
4pi2
4∑
`=1
∫ 1
0
%1`
(1− %21`u2)1/2
arcsin
{
γ1,`(u)
γ2,`(u)γ3,`(u)
}
du
with
γ1,2 = %34 − %23%24 − [%13%14 + %12(%12%34 − %14%23 − %13%24)]u2
γ1,3 = %24 − %23%34 − [%12%14 + %13(%13%24 − %14%23 − %12%34)]u2
γ1,4 = %23 − %24%34 − [%12%13 + %14(%14%23 − %13%24 − %12%34)]u2
γ2,2 = γ2,3 = [1− %223 − (%212 + %213 − 2%12%13%23)u2]1/2
γ3,2 = γ2,4 = [1− %224 − (%212 + %214 − 2%12%14%24)u2]1/2
γ3,3 = γ3,4 = [1− %234 − (%213 + %214 − 2%13%14%34)u2]1/2.
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Proof. To prove the results, we apply the same argument used in Section C.2. Let Z have a
multivariate normal distribution with zero mean vector and identity covariance matrix. Then
as in Section C.2, we have∫
Sd−1
4∏
i=1
1(β>Ui ≤ 0)dλ(β) = EZ
[ 4∏
i=1
1(Z>Ui ≤ 0)
]
. (85)
Since (Z>U1,Z>U2,Z>U3,Z>U4)> has a multivariate normal distribution with zero mean
vector and correlation matrix [%ij ]4×4 with %ij = U>i Uj/{‖Ui‖‖Uj‖}, the right-hand side of
(85) can be computed based on orthant probabilities for normal distributions (e.g. Childs,
1967; Xu et al., 2013). This completes the proof.
Remark D.1. Although the explicit formula given in Lemma D.1 looks complicated, it reduces
the integral over Sd−1 to a more tractable single integral over the unit interval. Hence it would
help significantly improve computational time and efficiency in practical applications.
Remark D.2. Childs (1967) also provided expressions for higher order integrations. Using the
same argument as before, it is possible to further generalize Lemma D.1.
D.3 Asymptotic Equivalences between Projection-Averaging and Spatial-
Sign Statistics
In this section, we provide details on Remark 7.1. Based on U -statistics, the multivariate one-
sample sign test statistic and the two-sample WMW test statistic via projection-averaging
can be defined as
USign-Proj =
1
(m)2
m, 6=∑
i,j=1
hSign-Proj(Xi, Xj),
UWMW-Proj =
1
(m)2(n)2
m, 6=∑
i1,i2=1
n, 6=∑
j1,j2=1
hWMW-Proj(Xi1 , Xi2 ;Yj1 , Yj2),
where
hSign-Proj(x, y) =
1
4
− 1
2pi
Ang(x, y) and
hWMW-Proj(x1, x2; y1, y2) =
1
4
− 1
2pi
Ang(x1 − y1, x2 − y2).
On the other hand, the multivariate one-sample sign test statistic and two-sample WMW test
statistic based on the spatial sign are
USign-SS =
1
(m)2
m, 6=∑
i,j=1
X>i Xj
‖Xi‖‖Xj‖ ,
UWMW-SS =
1
(m)2(n)2
m, 6=∑
i1,i2=1
n,6=∑
j1,j2=1
(Xi1 − Yj1)>(Xi2 − Yj2)
‖Xi1 − Yj1‖‖Xi2 − Yj2‖
.
We provide the following proposition for the one-sample case where we prove the asymp-
totic equivalence between USign-Proj and USign-SS.
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Proposition D.1. Suppose that V[X>1 X2] = O(d) and V[‖X1‖2] = O(d). Let us write and
assume that
ηX,d =
‖µX‖2
‖µX‖2 + tr(ΣX) → ηX ∈ [0, 1),
δX,d =
1
4
− 1
2pi
arccos(ηX,d)− ηX,d
2pi(1− η2X,d)1/2
.
Then under the HDLSS setting,
USign-Proj = δX,d +
1
2pi(1− η2X,d)1/2
USign-SS +OP(d
−1).
When µX = 0, the expression can be simplified as
USign-Proj =
1√
2pi
USign-SS +OP(d
−1).
Proof. Similarly as in Section C.14, we use the Taylor expansion and the weak law of large
numbers to obtain
X>1 X2
‖X1‖‖X2‖ = ηX,d +OP(d
−1/2).
Next applying the second order Taylor expansion of f(x) = arccos(x) around f(ηX,d) yields
arccos
{
X>1 X2
‖X1‖‖X2‖
}
= arccos(ηX,d)− 1
(1− η2X,d)1/2
(
X>1 X2
‖X1‖‖X2‖ − ηX,d
)
+OP(d
−1).
We finish the proof by plugging this approximation into USign-Proj.
For the two-sample case, we present the following result.
Proposition D.2. Suppose that V[(X1−Y1)>(X2−Y2)] = O(d), V[‖X1−Y1‖2] = O(d). Let
us write and assume that
ηXY,d =
‖µX − µY ‖2
‖µX − µY ‖2 + tr(ΣX) + tr(ΣY ) → ηXY ∈ [0, 1).
δXY,d =
1
4
− 1
2pi
arccos(ηXY,d)− ηXY,d
2pi(1− η2XY,d)1/2
.
Then under the HDLSS setting,
UWMW-Proj = δXY,d +
1
2pi(1− η2XY,d)1/2
UWMW-SS +OP(d
−1).
When µX = µY , the expression can be simplified as
UWMW-Proj =
1√
2pi
UWMW-SS +OP(d
−1).
Proof. The proof is similar to that of Proposition D.1; hence omitted.
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E Additional Simulations
This section provides additional simulation results under the setting where the component
variables are strongly dependent. Specifically, we assume that X has a multivariate t-
distribution with the location parameter µX = (0, . . . , 0)
>, the degrees of freedom υ and
the d × d shape matrix S where [S]ij = 1 if i = j and [S]ij = 0.9 otherwise. Note that
when υ > 2, the covariance matrix of X is given by υυ−2S. Similarly, we assume that Y has
a multivariate t-distribution with the location parameter µX = (0.2, . . . , 0.2)
>, the degrees
of freedom υ and the shape matrix S. Under the given setting, we generated m = n = 20
random samples from each distribution with d = 200 and carried out the permutation tests as
in Section 8. We increased the degrees of freedom from υ = 1 to υ =∞ to vary the moment
conditions. As shown in Table 4, the WMW test performs the best when υ ≤ 7 closely fol-
lowed by the CvM test. When υ is large (e.g. υ ≥ 20) meaning that X and Y have relatively
light-tailed distributions, the power of the five tests (CvM, Energy, MMD, CQ, WMW) are
very similar as observed in Section 8. These empirical results provide evidence that the find-
ings in Section 5 may hold under even more general settings where the component variables
are strongly dependent.
Table 4: Empirical power of the considered tests at α = 0.05 against the location models when the
component variables are strongly dependent.
m = 20, n = 20 υ = 1 υ = 3 υ = 5 υ = 7 υ = 9 υ = 11 υ = 20 υ =∞
CvM 0.118 0.653 0.823 0.880 0.907 0.918 0.943 0.943
Energy 0.053 0.332 0.642 0.808 0.865 0.887 0.937 0.945
MMD 0.075 0.162 0.363 0.595 0.755 0.810 0.923 0.945
CQ 0.063 0.470 0.692 0.815 0.842 0.892 0.920 0.943
WMW 0.340 0.767 0.865 0.892 0.892 0.930 0.942 0.943
NN 0.293 0.490 0.528 0.532 0.528 0.533 0.577 0.583
FR 0.225 0.322 0.305 0.313 0.307 0.293 0.283 0.378
MBG 0.047 0.062 0.053 0.043 0.048 0.052 0.050 0.100
Ball 0.063 0.050 0.057 0.053 0.070 0.070 0.075 0.620
CM 0.052 0.067 0.057 0.057 0.065 0.075 0.093 0.125
BG 0.040 0.045 0.047 0.040 0.065 0.048 0.058 0.185
Run 0.112 0.112 0.155 0.152 0.167 0.187 0.198 0.325
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