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a b s t r a c t
When generalizing the projection-valued measurements to the positive operator-valued
measurements, the notion of the quantum logic generalizes from the sharp quantum logic
to the unsharp quantum logic. It is known that: (i) the distributive law is one of the main
differences between the sharp quantum logic and the boolean logic, and the block or the
center of the sharp quantum structures are boolean algebras; (ii) the unsharp quantum
logic does not satisfy the non-contradiction law, which forces the block or the center of
unsharp quantum structures to be multiple valued algebras, rather than boolean algebras.
Multiple valued algebras, as special quantum structures, are the algebraic semantics of
multiple valued logic. Interestingly, we recently discovered that the difference between
some unsharp quantum structures and multiple valued algebras is also some kind of
distributive law.
Choosing an orthomodular lattice (an algebraic model of a sharp quantum logic) to be
the truth valued lattice, Ying et al. have systematically developed automata theory based
on sharp quantum logic. In this paper, choosing a lattice ordered quantummultiple valued
algebra E (an extended lattice ordered effect algebra E , respectively) to be the truth valued
lattice, we also systematically develop an automata theory based on unsharp quantum
logic. We introduce E-valued finite-state automata and E-valued pushdown automata in
the framework of unsharp quantum logic. We study the classes of languages accepted
by these automata and re-examine their various properties in the framework of unsharp
quantum logic. The study includes the equivalence between finite-state automata and
regular expressions, as well as the equivalence between pushdown automata and context-
free grammars. It is also demonstrated that the universal validity of some important
properties (such as some closure properties of languages and Kleene theorem etc.) depends
heavily on the aforementioned distributive law. More precisely, when the underlying
model degenerates into an MV algebra, then all the counterparts of properties in classical
automata are valid. This is themain difference between automata theory based on unsharp
quantum logic and automata theory based on sharp quantum logic.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Quantum logic was introduced by Birkhoff and von Neumann [1] in 1930s as the logic of quantum mechanics, where
the projection operators (onto closed subspaces) of a Hilbert space are regarded as quantum events of the logic. In closed
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quantum systems, where the quantum processes are reversible, quantum events correspond to the projection-valued (PV)
measurement of an observable. Since the set P (H) of all projection operators of a separable infinite dimensional Hilbert
space is an orthomodular lattice [19], orthomodular lattices have been the main algebraic model in the study of quantum
logic. However, the set of the projection operators is not the set of maximal possible events, according to the Born statistical
rule of quantum theory, which may happen in the theory of irreversible quantum processes. To generalize the quantum
theory accordingly, the PV measurements are generalized to the positive operator valued (POV) measurements [2]. We
write E(H) for the set of all positive operators dominated by identity on Hilbert space, and its elements are called effects.
Since any event in P (H) always satisfies the non-contradiction principle, such an event is called sharp. Quantum logic
corresponding to P (H) is called sharp quantum logic. Quantum events depicted by E(H) do not satisfy non-contradiction
principle. These events are called unsharp events, and the quantum logic corresponding to E(H) is called unsharp quantum
logic [6].
In the recent years, many algebraic structures were proposed to characterize quantum effects. In 1994, Foulis introduced
effect algebras, which is the main model for unsharp quantum logic. At the same time, from the point of view of fuzzy sets,
Kôpka and Chovanec [23] introduced D-posets, which are equivalent to effect algebras. They are both equivalent to weak
orthoalgebras [11]. In the study of the unsharp quantum logic, MV algebras, as the algebraic model of multiple valued logic,
play an analogous role to that of boolean algebras in sharp quantum logic [5,8]. They are the blocks of lattice ordered effect
algebras (or lattice ordered difference posets) [35]. Quantum MV (QMV) algebras form another important type of unsharp
quantum structures [12]. They are not only non-lattice theoretic generalizations of MV algebras, but also non-idempotent
generalizations of orthomodular lattices. It is known that an MV algebra is the center of a QMV algebra [10,13].
In the classical computing theory, finite-state automata and pushdown automata are the basic mathematical models
of computing which play an important role in designing and implementing programming languages [17]. Their logical
foundation is the boolean logic. A number of different quantum automata models, such as finite quantum automata and
pushdown quantum automata, were proposed as mathematical models of quantum computing. Some models of quantum
automata were proposed from the probabilistic point of view [30], where each transition is assigned a function whose
value is interpreted as the probability amplitude of the transition [22,29,15]. These quantum automata may be viewed
as computing models based on quantum mechanics. Logical foundation of these models, as well as of the quantum Turing
machine, is still the boolean logic. Since quantum logic is different from the classical boolean logic, a quantum device should
obey its own logic [41].
In order to develop a computing theory based on quantum logic, some models of quantum automata were proposed
from the quantum logical point of view [38–41,31–34]. The set of truth values of the logic is understood as an orthomodular
lattice and an element of the orthomodular lattice is assigned to each transition of an automaton. Namely, it is considered
as a truth value of the proposition describing the transition.With this approach, the authors revealed an essential difference
between classical computation theory based on boolean logic and computation theory based on sharp quantum logic. They
found that many important properties of automata depend heavily on the distributivity of underlying logic. That is, some
important properties are universally valid if and only if the underlying logic is a boolean algebra [40,41].
From the relation between sharp quantum logic and unsharp quantum logic, we can obviously learn that computation
theory based on unsharp quantum logic is more general. Recently, the theory of open quantum system has drawn the
attention ofmany physicists. It has been applied extensively in various fields of quantumphysics such as quantum stochastic
processes, quantum optics, (non)relativistic quantum theory, and quantum information science [7,20]. The theory of POV
measurement has been developed and successful applications in the aforementioned topics [4] have been found. Because of
these reasons, we hope that our computation theory based on unsharp quantum logic may provide some logical foundation
for open quantum systems.
This paper is a systematic exposition of automata theory based on unsharp quantum logic. We mainly consider two
algebraic models of unsharp quantum logic — the extended lattice ordered effect algebras and the lattice ordered QMV
algebras. We call them E-valued lattice, where E stands for some extended effect algebra. An extended lattice ordered
effect algebras is equivalent to a quasilinear QMV algebra [8,37]. In a related work, we have found that the main difference
between them and MV algebras is some kind of distributive law [37]. This paper is the continuation of [37], and the new
results include the following: (1) We introduce a new language recognition mode for unsharp quantum automata. This
mode is called the parallel recognition as opposed to the sequential recognition discussed in [37,40,41]. We call the former
as width-first recognition and the latter depth-first. The width-first recognition of a regular quantum language introduced
in [26] was only for finite quantum automata with the sharp quantum logic, and in this paper we generalize it to unsharp
quantum logic, as well as to other quantum automata such as pushdown quantum automata.We prove in this paper that the
parallel recognizability of a quantum language is always equivalent orweaker than its sequential recognizability by the same
unsharp quantum automaton. It is also demonstrated that the equivalence of these two recognizability powers depends
heavily on the validity of the distributive law: The equality holds if and only if the underlying QMV algebra degenerates
into an MV algebra. This is a characteristic difference between unsharp quantum automata and classical automata. For the
case of sharp quantum automata, this difference was demonstrated in [26], but at a different level (orthomodular lattice).
Furthermore, we have applied this result again to the sharp quantum automata and improved Proposition 2.6 in [26] by
showing that the sequential recognizability of a sharp automaton is equal to its parallel recognizability if and only if the
underlying orthomodular lattice degenerates into a boolean algebra.
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(2) Basing on the width-first recognition type, we explore the language properties of E-valued nondeterministic finite
quantum automata (ENFA) once again. They were studied in [37] for depth-first recognition only and consist of the closure
properties of quantum languages such as intersection, disjoint sum, concatenation and reversal operation. Our research
results show that some of the properties, e.g. those related to the intersection, union, concatenation and the reversal
operation of the sharp quantum languages remain valid in the unsharp case as well. But there are also some important
properties, which are valid for sharp quantum languages but no longer true for the unsharp case, such as that related to the
complementation.
(3) The algebraic structure of sharp quantum logic is the orthomodular lattice, which allows the complementation to
satisfy the non-contradiction law [8]. Equivalently, each element of the orthomodular lattice should be an idempotent under
the disjoint sum operation, when the orthomodular lattice is changed into a QMV algebra. However, there may be elements
of a QMV algebra, which are not idempotent under the disjoint sum operation. As a result, we show in this paper that the
quantum languages based on a QMV algebra do not enjoy the closure property with respect to complementation. This is a
characteristic difference between unsharp quantum automata and sharp quantum automata.
(4) We have proved in [37] that (by depth-first recognition) there are ENFA for which there do not exist any EDFA
simulating them exactly, unless the underlying QMV algebra degenerates into an MV algebra. In this paper we prove that,
under additional conditions, for each ENFA there is a EDFA simulating it exactly, provided that the principle of width-first
recognition is applied.
(5) Similarly, though we do not know whether (by depth-first recognition) the traditional pumping lemma holds for
unsharp quantum automata in general, we do prove in this paper that, with additional condition, the pumping lemma does
hold for unsharp quantum automata provided that the principle of width-first recognition is applied.
(6) ϵ-moves and ϵ-reductions have been extensively studied for classical automata, and also for sharp quantum automata
[40,41]. This paper, for the first time, studies the properties of ϵ-moves and ϵ-reduction for E-valued nondeterministic finite
state quantum automata. It is proved in this paper that, with additional conditions, each E-valued nondeterministic finite-
state automaton with ϵ-moves can be simulated by an E-valued nondeterministic finite-state automaton exactly, provided
that the principle of width-first recognition is applied.
(7) The Kleene theorem is one of the well-known results in the classical automata theory and has been extensively
discussed for sharp quantum automata [40,41]. In this paper, we re-examined the Kleene theorem for unsharp quantum
automata. It is proved that ENFA and their E-valued regular expressions have the same power of accepting languages if and
only if the underlying E-valued lattice degenerates into an MV algebra.
(8) The sharp version of the quantum pushdown automata was discussed in [40,41]. In this paper we developed a theory
for E-valued pushdown automata (EPDA) together with their final state acceptance variant and empty stack acceptance
variant. We show that these two variants are equivalent under the depth-first recognition mode. In the case of width-first
recognition, we have the same result only when the underlying QMV algebra degenerates into an MV algebra. Analogously,
we systematically study E-valued context free grammars (ECFG) and their Greibach and Chomsky normal forms. We show
that these two normal forms are equivalent under the depth-first recognitionmode. In case of thewidth-first recognition, as
we might expect, the same result holds only if the underlying QMV algebra degenerates into an MV algebra. We also show
the equivalence between EPDA and ECFG under depth-first recognition mode. In case of width-first recognition, we have
the same result only when the underlying QMV algebra degenerates into an MV algebra.
By re-examining various properties of automata including the equivalence between the finite-state automata and regular
expression and equivalence between the pushdown automata and context-free language, it is found that the general validity
of many properties depend heavily on the above distributivity of E-valued lattices. That is, when the E-valued lattice
becomes an MV algebra, almost all the counterparts of properties in classical automata are valid. This is the essential
difference between automata theory based on unsharp quantum logic and classical automata theory.
A fundamental difference between quantum and classicalmechanics is the fact that not all pairs of observables are jointly
measurable. The notion of POV measurement offers a possibility for many families of observables to be jointly measurable
and it becomes important to determine what price is to be paid for reconciling this classical feature with the underlying
quantum structure [3,24]. In a wider context, the concept of coexistence of observables is used to describe the physical
possibility of measuring together two or more quantities simultaneously [16,27]. On the other hand, we know that eachMV
algebra could be viewed as a lattice ordered effect algebra so that all elements are mutually compatible [8,35]. Physically,
the compatible elements are called coexistent [16,27].
Our results imply that, when all elements of the underlyingQMValgebra coexist, almost all the counterparts of properties
in classical automata are valid. Since each effect determines a simple observable [3], it further hints that, in order to preserve
the classical properties of automata in the physical implementation of quantum automata, it is sufficient and necessary
that the simple observables corresponding to effects are coexistent. In the case of the sharp quantum logic, the underlying
logic then degenerates into a boolean algebra. It requires that the simple observables corresponding to projection mutually
commute, namely, they are simultaneously measurable [40,41]. Obviously, the restriction placed on observables in unsharp
quantum logic is much weaker than that in sharp quantum logic.
The paper is organized as follows: In Section 2, we introduce some algebraic results used in this paper and give
the definitions of E-valued nondeterministic automata, E-valued deterministic automata and E-valued nondeterministic
automata with empty moves. Further, we give the definitions of languages recognized by automata in depth-first and
width-first modes, respectively. In Section 3, we re-examine the relation between E-valued deterministic finite-state
56 Y. Shang et al. / Theoretical Computer Science 434 (2012) 53–86
automata and E-valued nondeterministic finite-state automata. As a corollary, we obtain a pumping lemma for E-valued
nondeterministic finite-state automata. In Section 4, the equivalence between E-valued nondeterministic automata and
their ϵ-contractions are discussed. In Section 5, we check the closure properties of languages, including disjoint sum,
concatenation, homomorphic image, complementation, etc. In Section 6, the generalized Kleene theorem of E-valued
nondeterministic automata is discussed. In Section 7, E-valued context-free languages are studied and their generalizations
of Chomsky normal form and Greibach normal form are established. In Section 8, we introduce the notion of E-valued
pushdown automata and discuss its final state and empty stack acceptance variants in detail. In Section 9, the equivalence
between E-valued context-free languages and E-valued pushdown automata is rebuilt.
2. Preliminaries
To begin with, we represent some notions and results in unsharp quantum logic.
Definition 2.1 ([14]). A supplement algebra (S-algebra for short) is an algebraic structure E = (E,,′ , 0, 1) consisting of
setM with two constant elements 0, 1, a unary operation ′ and a binary operation  onM satisfying the following axioms:
(S1) a  b = b  a.
(S2) a  (b  c) = (a  b)  c.
(S3) a  a′ = 1.
(S4) a  0 = a.
(S5) a′′ = a.
(S6) a  1 = 1.
A multiple-valued (MV) algebra [5] is an S-algebra that further satisfies:
(MV) (a′  b)′  b = (a  b′)′  a
For an S-algebra, define the following three binary operations:
a⊙ b = (a′  b′)′
a ⊓ b = (a  b′)⊙ b
a ⊔ b = (a⊙ b′)  b
A quantumMV (QMV) algebra [12] is an S-algebra that satisfies:
(QMV1) a ⊔ (b ⊓ a) = a.
(QMV2) (a ⊓ b) ⊓ c = (a ⊓ b) ⊓ (b ⊓ c).
(QMV3) a  [b ⊓ (a  c)′] = (a  b) ⊓ (a  (a  c)′].
(QMV4) a  (a′ ⊓ b) = a  b.
(QMV5) (a′  b) ⊔ (b′  a) = 1.
A partial relation≤ in QMV algebra is defined as a ≤ b iff a = a ⊓ b.
It is known that a QMV algebra E is not necessary a lattice under the operations ⊓ and ⊔ [12]. If E forms a lattice with≤,
it is called a lattice ordered QMV algebra. A QMV-algebraM is quasilinear if a ≰ b implies a⊓ b = b [12]. A QMV-algebra (or
anMV-algebra)M is linear if ∀a, b ∈ M , either a ≤ b or b ≤ a. There exists a QMV algebra which is not quasilinear (Example
1, [14]). Every MV algebra is a QMV algebra, but there exists a QMV algebra which is not an MV algebra (Example 2.7, [37]).
An effect algebra [9] is a set P with twoparticular elements 0, 1 (0 ≠ 1), andwith a partial binary operation⊕ : P× P −→
P such that for all a, b, c ∈ P:
(E1) If a⊕ b ∈ P , then b⊕ a ∈ P and a⊕ b = b⊕ a.
(E2) If b⊕ c ∈ P and a⊕ (b⊕ c) ∈ P , then a⊕ b ∈ P and (a⊕ b)⊕ c ∈ P , and a⊕ (b⊕ c) = (a⊕ b)⊕ c.
(E3) For any a ∈ P there is a unique b ∈ P such that a⊕ b is defined, and a⊕ b = 1.
(E4) If 1⊕ a is defined, then a = 0.
Example 2.1. Letϕ = (E,⊕, 0, 1) be an effect algebra. The operation⊕ could be extended to a total operation : E×E −→
E by defining
a  b =

a⊕ b, if (a⊕ b) is defined
1, otherwise
We denote the resulting structure by ϕ¯ = (E, 0, 1,) and call it an extended effect algebra. From the work [14], we can see
that an extended effect algebra ϕ¯ preserves the order of the effect algebra and it is equivalent to a quasilinear QMV algebra.
Theorem 2.1 ([37]). Let E = (E,,′ , 0, 1) be a lattice ordered QMV algebra. The following conditions are equivalent:
(i) E is an MV algebra.
(ii) (a  b) ∧ (a  c) = a  (b ∧ c) for any a, b, c ∈ E.
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Theorem 2.2 ([37]). LetE = (E,,′ , 0, 1) be an extended lattice ordered effect algebra. The following conditions are equivalent:
(i) E is a linear MV algebra.
(ii) (a  b) ∧ (a  c) = a  (b ∧ c) for any a, b, c ∈ E.
As well known, every orthomodular lattice is a special effect algebra by taking sup as the ⊕. In this effect algebra, all
elements are sharp elements (a is sharp if and only if a ∧ a′ = 0). Certainly it is possible for a general effect algebra that
there are also unsharp elements. On the other hand, every effect algebra contains an orthomodular lattice as a subclass, since
the set of all sharp elements of an effect algebra determines an orthomodular lattice [8]. Similarly, every orthomodular lattice
is also a special QMV algebra by taking sup as the  and ′ as the orthocomplement. For this QMV algebra, all its elements are
idempotent (a is idempotent if and only if a  a = a). Obviously, for a general QMV algebra, there may be elements which
are not idempotent. On the other hand, the set of all idempotent elements of a QMV algebra determines an orthomodular
lattice [12].
In order to set up an automata theory based on unsharp quantum logic, we represent some notions of the classical
automata theory. An automaton is a quintupleR = ⟨Q ,Σ, I, T , E⟩, where
(i) Q is a finite nonempty set of states.
(ii) Σ is a finite alphabet whose elements are called labels.
(iii) I ⊆ Q is the set of initial states.
(iv) T ⊆ Q is the set of terminal states.
(v) E ⊆ Q×Σ×Q , and each (p, σ , q) ∈ E is called a transition inR, intuitivelymeaning that inputσ causes the automaton
move from state p into state q.
Obviously, the conditions (iii), (iv) and (v) in the above definition can be treated as the following propositions with
‘yes/no’ being their truth value: (a) for any q ∈ Q , is q an initial state? (b) for any p ∈ Q , is p a terminal state? and (c) will
the automaton move from p to q when σ is the input? Thus, that the classical automata theory is indeed based on boolean
logic [37].
In a similar way, if the truth value set of propositions is described by an unsharp quantum logic, we can develop an
automata theory based on unsharp quantum logic. In the following, E denotes a lattice ordered QMV algebra. If E denotes
an extended lattice ordered effect algebra (or a lattice ordered quasilinear QMV algebra), we can obtain automata theory
based on extended lattice ordered effect algebra without changing any further features.
Definition 2.2. An E-valued nondeterministic finite state automaton (ENFA) is a quintupleM = (Q ,Σ, I, T , δ), where
(i) Q is a finite nonempty state set.
(ii) Σ is a finite alphabet.
(iii) I : Q −→ E is the initial state function.
(iv) T : Q −→ E is the terminal state function.
(v) δ : Q ×Σϵ × Q −→ E is the transition function, where
δ(p, ϵ, q) =

0, if p = q
1, if p ≠ q,
and Σϵ = Σ ∪ {ϵ}. Similarly to the classical case, δ(p, σ , q) indicates the truth value of the proposition that input σ
makes the automaton to move from state p to state q.
For any alphabet Σ , let Σ∗ be the free monoid generated by Σ as usual, taking ϵ as the identity (empty) element. Let
HΣ = {σ1 · · · σn|σi ∈ Σϵ, n ≥ 1} be the free semigroup generated by Σϵ . The difference between the notions is that
xϵ = ϵx = x in Σ∗ since ϵ is the identity element of Σ∗, but xϵ ≠ ϵx ≠ x inHΣ . The length function defined onHΣ is a
map | · | : HΣ −→ N such that |s| is the number of all nonempty symbols in s. The virtual length function defined onHΣ is a
map | · |v : HΣ −→ Z+ such that |s|v is the number of all empty and nonempty symbols in s. Obviously |s|v ≥ |s|, |s|v = |s|
iff s ∈ Σ+. For any alphabet Σ , the ϵ-reduce map is a surjective homomorphism || · || : HΣ −→ Σ∗ such that ||s|| is the
sequence composed of all nonempty characters of s in their original order if |s| ≥ 1; define ||s|| = ϵ if |s| = 0.
Definition 2.3. An E-valued deterministic finite state automaton (EDFA) is an ENFA whose transform function δ satisfies
that, for any p ∈ Q and any σ ∈ Σ there exists at most one q ∈ Q with δ(p, σ , q) ≠ 1.
Definition 2.4. An E-valued automaton with emptymoves (an EϵNFA) is a quintupleM = (Q ,Σ, I, T , δ) satisfying (i)–(iv)
of Definition 2.2 and
(vi) δ : Q ×Σϵ × Q −→ E is the transition function, where δ(p, ϵ, q) = 0 if p = q.
The classes of all EDFA, all ENFA and all EϵNFA over the alphabet Σ are denoted by DFA(E,Σ), NFA(E,Σ) and
ϵNFA(E,Σ) respectively.
Definition 2.5. An E-valued language L onΣ is a map L : Σ∗ −→ E .
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Definition 2.6. Let f , g be E-valued languages.
(i) The intersection of two E-valued languages f and g , denoted by f ∧ g , is defined as (f ∧ g)(s) = f (s) ∧ g(s) for any
s ∈ Σ∗.
(ii) The sum of E-valued languages f and g , denoted by f  g , is defined as (f  g)(s) = f (s)  g(s) for any s ∈ Σ∗.
(iii) Denote sR = σn · · · σ1 for any s = σ1 · · · σn ∈ Σn (n ≥ 1), and ϵR = ϵ. The reversal of an E-valued language f is defined
as f R(s) = f (sR).
(iv) The concatenation of two E-valued languages f and g , denoted by f · g , is defined as (f · g)(s) =s1s2=s[f (s1) g(s2)]
for any s ∈ Σ∗.
As in the automata theory based on orthomodular lattice, by using∧ and , we can adapt the depth-first and width-first
modes respectively to define the acceptance degree of language recognized by an automaton. It is shown that only when
the truth-lattice is an MV algebra, the two ways coincide.
Definition 2.7 (n-path). An n-path π between states p and q in M is a finite sequence of states π = (p0 = p, p1,
p2, . . . , pn = q). In a given E-automaton M , the set of all paths π = (p0 = p, p1, p2, . . . , pn = q) of length n between
p and qwill be denoted by PnM(p, q).
The n-path π is assigned with the function ||π || : HΣ −→ E , such that
||π ||(σ1 · · · σn) = i=0,1,...,n−1δ(pi, σi+1, pi+1)
Definition 2.8. The E-valued language accepted by an ENFAM in a depth-first mode, denoted by |M|d, is defined as
|M|d(s) =

p,q∈Q

π∈PnM (p,q)
I(p)  ||π ||(s)  T (q)
=

pi∈Q
I(p0)  δ(p0, σ1, p1)  · · ·  δ(pn−1, σn, pn)  T (pn)
where s = σ1 · · · σn ∈ Σ∗.
Definition 2.9. The E-valued language accepted by an EϵNFAM in a depth-first mode, denoted by |M|d, is defined as
|M|d(s) =

||s′||=s

p,q∈Q

π∈PnM (p,q)
I(p)  ||π ||(s′)  T (q)
=

||s′||=s

pi∈Q
I(p0)  δ(p0, σ ′1, p1)  · · ·  δ(pm−1, σ ′m, pm)  T (pm) (1)
where s = σ1 · · · σn ∈ Σ∗ and s′ = σ ′1 · · · σ ′m ∈ HΣ .
In the following, wewill find that any path containing sufficient ϵ-moves can be disregarded in the final∧-process, since
the value of such path must be greater than the value of some path containing less ϵ-moves. As a result, we can simplify
Eq. (1) by only calculating these s′ whose virtual length is less than some upper bound.
Proposition 2.3. For any EϵNFA M = (Q ,Σ, I, T , δ) and every s = σ1 · · · σn ∈ Σ∗, there exists some positive integer
N = N(M, n) such that
|M|d(s) =

||s′||=s,|s′|v≤N
 
pi∈Q ,i≤m
I(p0)  δ(p0, σ ′1, p1)  · · ·  δ(pm−1, σ ′m, pm)  T (pm)

(2)
where m = |s′|v .
Proof. Suppose s′ = σ ′1 · · · σ ′m satisfying ||s′|| = s and {pi}mi=0 is a list of states. Assume that σ ′i = σu, σ ′j = σu+1, then
σ ′i+1 = · · · = σ ′j−1 = ϵ. There must be pk = pl, i ≤ k < l ≤ j if j − i > |Q |. Thus δ(p0, σ ′1, p1)  · · ·  δ(pm−1, σ ′m, pm) ≥
δ(p0, σ ′1, p1)  · · ·  δ(pk−1, σ ′k, pk)  δ(pl, σ ′l+1, pl+1)  · · ·  δ(pm−1, σ ′m, pm), where s′′ = σ ′1 · · · σ ′kσ ′l+1 · · · σ ′m. Note that|s′|v > |s′′|v , by iterating the above process we get that
δ(p0, σ ′1, p1)  · · ·  δ(pm−1, σ ′m, pm) ≥ δ(q0, ω1, q1)  · · ·  δ(qr−1, ωr , qr)
whereω1 · · ·ωr is a subsequence of s′, {qj}rj=1 is a subsequence of {pi}mi=1 and r ≤ n|Q |+|Q |−1. Denote N = n|Q |+|Q |−1,
that is the conclusion. 
Now we define another way for an EϵNFA to recognize language. Let M = (Q ,Σ, I, T , δ) be an EϵNFA, define δw :
EQ ×Σϵ −→ EQ as
δw(X, σ )(q) =

p∈Q
X(p)  δ(p, σ , q) (3)
for any X ∈ EQ . Define δw(X, tσ) = δw(δw(X, t), σ ) for any t ∈ HΣ , σ ∈ Σϵ .
Given X ∈ EQ , we simply write X = 0(1) if X(p) = 0(1) for all p ∈ Q .
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Remark 2.1. It follows from the definition that if δw(X, t) = 1, then δw(X, ts) = 1 for any s ∈ HΣ .
Definition 2.10. The E-valued language accepted by an EϵNFAM = (Q ,Σ, I, T , δ) in a width-first mode, denoted by |M|w ,
is defined as
|M|w(s) =

||t||=s,t∈HΣ

q∈Q
δw(I, t)(q)  T (q)

(4)
for any s ∈ Σ∗.
IfM is an ENFA, Eq. (4) is
|M|w(s) =

q∈Q
δw(I, s)(q)  T (q) (5)
Note that δw(X, ϵ) = X whenM ∈NFA(E,Σ). Write Eq. (5) in a more computable form:
|M|w(s) =

pn

· · ·

p1

p0
I(p0)  δ(p0, σ1, p1)

 δ(p1, σ2, p2)

· · ·

 T (pn) (6)
for any s = σ1 · · · σn ∈ Σ+. If s = ϵ, |M|w(ϵ) = ∧q∈Q δw(I, ϵ)(q)  T (q) = ∧qI(q)  T (q) = |M|d(ϵ).
Definition 2.11. Denote Ld(E,Σ) = {|M|d ∈ EΣ∗ : M ∈ NFA(E,Σ)} and Lw(E,Σ) = {|M|w ∈ EΣ∗ : M ∈ NFA(E,Σ)}.
Language L is called d-regular language or w-regular language if L ∈ Ld(E,Σ) or Lw(E,Σ).
In the above discussion, similar to [26], we defined the E-valued languages in depth-first andwidth-first mode according
to the way the acceptance degree is calculated. In depth-first mode, we first calculated the acceptance degree of s for each
single path, then unite them together. In width-first mode, we take the first transition of all paths and unite their acceptance
degrees together by inf operation. And then we take the second, third, . . . transition of all paths and unite their acceptance
degrees separately. At last, we perform the  operation on all these united values and get the wanted general acceptance
degree of s.
IfM is an EϵNFA, it is also said to recognize L in a depth-first mode if L = |M|d or called recognize L in a width-first way
if L = |M|w .
Proposition 2.4. (i) |M|w ≤ |M|d for any M ∈ ϵNFA(E,Σ).
(ii) |M|w = |M|d for any M ∈ ϵNFA(E,Σ) iff E is an MV algebra.
Proof. (i) Generally in E there is a  (b ∧ c) ≤ (a  b) ∧ (a  c). For any s ∈ Σ∗,
|M|w(s) = ∧||t||=s ∧pn
∧pn−1 · · · ∧p0 I(p0)  δ(p0, σ1, p1)  · · ·   δ(pn−1, σn, pn)  T (pn)
≤ ∧||t||=s ∧pi∈Q I(p0)  δ(p0, σ1, p1)  · · ·  δ(pn−1, σn, pn)  T (pn)
= |M|d(s)
(ii) If E is an MV algebra then  distributes over ∧, so |M|w = |M|d. Conversely, for any a, b, c ∈ E, construct an ENFA
M = ({q0, q1, q2, q3}, {σ }, I, T , δ) as follows:
I(q0) = I(q1) = 0, I(q2) = I(q3) = 1
T (q0) = T (q1) = T (q2) = 1, T (q3) = 0
δ(q0, σ , q2) = b, δ(q1, σ , q2) = c, δ(q2, σ , q3) = a
and δ(p, σ , q) = 1 for other (p, q) pairs. Thus |M|d(σσ) = (b  a) ∧ (c  a) = |M|w(σσ) = (b ∧ c)  a, and E is an MV
algebra. 
Remark 2.2. The domain of transition function δ could be extended toHΣ : define
δ∗(p, s, q) =

p1,...,pn−1∈Q
δ(p, σ1, p1)  · · ·  δ(pn−1, σn, q)
for any s = σ1 · · · σn ∈ HΣ . In the following, we still write δ∗ as δ.
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3. EDFA and ENFA
In [37] (using the depth-first mode), we have proved that an E-valued nondeterministic finite state automaton and its
subset construction have the same ability of accepting language, if and only if the underlying lattice degenerates into an
MV algebra. However, the next theorem indicates that any ENFA can be simulated by its power set construction within
width-first principle.
Denote the range of a map f to be R(f ). For an ENFAM = (Q ,Σ, I, T , E) denote RM = R(I)∪ R(E)∪ R(T ). Let SM denote
the subalgebra in E generated by RM , then S
Q
M is a subset of E
Q .
Theorem 3.1. Let M be an ENFA. There exists an EDFA M¯ such that |M¯|d = |M|w if SM is finite.
Proof. AssumeM = (Q ,Σ, I, T , δ). SQM is finite by hypothesis. Construct an EDFA M¯ = (SQM ,Σ, I¯, T¯ , δ¯) as following:
I¯(X) =

0, if X = I
1, otherwise
T¯ (X) = ∧p∈Q (X(p)  T (p))
δ¯ is the restriction of δw on S
Q
M . Thus |M¯|d = |M|w by definition. 
In the classical automata theory, the pumping lemma is a very useful tool to show that a language is not regular. In
general, the pumping lemma is not true for E-valued language. However, when using the width-first acceptance, we can
prove the pumping lemma for E-valued languages.
Lemma 3.2 (Pumping Lemma). Let M = (Q ,Σ, I, T , δ) be an ENFA and N be the cardinal of SQM . If N is finite, for any s ∈ Σ+,
if |s| > N then it can be divided as s = uvw such that |M|w(s) = |M|w(uviw) where u, w ∈ Σ∗, v ∈ Σ+ and i ∈ N.
Proof. Suppose M¯ = (SQM ,Σ, I¯, T¯ , δ¯) is the EDFA constructed from M stated in Theorem 3.1. Denote s = σ1 · · · σn ∈ Σ+
and the only nontrivial path of M¯ recognizing s is (X0 = I, X1, . . . , Xn). Then |M¯|d(s) = T¯ (Xn). When n > N , there must be
Xj = Xk for some 0 ≤ j < k ≤ n. Let v = σj+1 · · · σk, u = σ1 · · · σj, w = σk+1 · · · σn. It is easy to see that the terminal state
of the path accepting uviw in M¯ is always Xn. So |M|w(uviw) = |M¯|d(uviw) = T¯ (Xn) = |M¯|d(s) = |M|w(s). 
4. ENFA and EϵNFA
In the classical automata theory, automata with ϵ-moves are very useful in proving the closures properties of regular
languages and have the same acceptance power as the nondeterministic finite-state automata. In this section, we study
EϵNFA and prove that EϵNFA and its ϵ-contraction have the same recognition power if and only if the underlying truth
valued lattice is an MV algebra.
Definition 4.1. For any EϵNFAM = (Q ,Σ, I, T , δ), define the reduction ofM to be an ENFAMc = (Q ,Σ, I, T c, δc):
δc(p, σ , q) =

k≥0,p′∈Q

δ(p, ϵk, p′)  δ(p′, σ , q)

T c(p) =

k≥0,p′∈Q

δ(p, ϵk, p′)  T (p′)

where σ ∈ Σ , δ(p, ϵk, q) = pi∈Q [δ(p, ϵ, p1)  · · ·  δ(pk−1, ϵ, q)] for k ≥ 2 and δ(p, ϵ0, q) = 0, δ(p, ϵ1, q) = δ(p, ϵ, q).
And δc(p, ϵ, q) = 1 if p ≠ q.
Theorem 4.1. For any EϵNFA M and the ENFA Mc constructed as above,
(i) |M|d = |Mc |d iff (a  c) ∧ (b  c) = (a ∧ b)  c for any a, b, c ∈ E .
(ii) |M|w = |Mc |w iff (a  c) ∧ (b  c) = (a ∧ b)  c for any a, b, c ∈ E .
Proof. (i) ‘‘If part’’. DenoteM = (Q ,Σ, I, T , δ) and ENFAMc = (Q ,Σ, I, T c, δc).
First, we prove that
T c(p) =

k≤|Q |,p′∈Q

δ(p, ϵk, p′)  T (p′)

δc(p, σ , q) =

k≤|Q |,p′∈Q

δ(p, ϵk, p′)  δ(p′, σ , q)

For any given set of states {p1, . . . , pk}, if k > |Q |, then there must be pi = pj for some 1 ≤ i < j ≤ k since Q is finite. Thus,
δ(p0, ϵ, p1) · · ·δ(pk−1, ϵ, pk) ≥ δ(p0, ϵ, p1) · · ·δ(pi−1, ϵ, pi)δ(pj, ϵ, pj+1) · · ·δ(pk−1, ϵ, pk) by themonotonicity
of . So for any k ≥ |Q |, l(k) ≤ |Q |,
δ(p, ϵk, q) =

pi∈Q
[δ(p, ϵ, p1)  · · ·  δ(pk−1, ϵ, q)] ≥

pi∈Q

δ(p, ϵ, p1)  · · ·  δ(pl(k)−1, ϵ, q)
 = δ(p, ϵ l(k), q)
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Then
T c(p) =

k≥0,p′∈Q

δ(p, ϵk, p′)  T (p′)

=

k≥|Q |,p′∈Q

δ(p, ϵk, p′)  T (p′)
 ∧ 
k≤|Q |,p′∈Q

δ(p, ϵk, p′)  T (p′)

≥

l(k)≤|Q |,p′∈Q

δ(p, ϵ l(k), p′)  T (p′)
 ∧ 
k≤|Q |,p′∈Q

δ(p, ϵk, p′)  T (p′)

=

k≤|Q |,p′∈Q

δ(p, ϵk, p′)  T (p′)

Obviously, T c(p) ≤ k≤|Q |,p′∈Q δ(p, ϵk, p′)  T (p′) by Definition 4.1, hence, T c(p) = k≤|Q |,p′∈Q δ(p, ϵk, p′)  T (p′).
Similarly, δc(p, σ , q) =k≤|Q |,p′∈Q δ(p, ϵk, p′)  δ(p′, σ , q).
Since ||s′|| = ||σ ′1 · · · σ ′m|| = σ1 · · · σn, denote σ ′mi = σi (i = 1, . . . , n), m0 = 0,mn+1 = m. Define U =
{(0,m1, . . . ,mn+1)|mi+1 − mi ≤ |Q | + 1,mn+1 − mn ≤ |Q |, i = 0, . . . , n − 1} ⊂ {0} × Nn+1, V = {0} × Nn+1 − U .
For any s = σ1σ2 · · · σn, the value of s accepted byM is
|M|d(s) =

||s′||=s

pj
(I(p0)  δ(p0, σ ′1, p1)  · · ·  δ(pm−1, σ ′m, pm)  T (pm))
=

mi<mi+1

pj,j=0,...,m
(I(p0)  δ(p0, ϵ, p1)  · · ·  δ(pm1−1, σ1, pm1)
 · · ·  δ(pmn−1, σn, pmn)  δ(pmn , ϵ, pmn+1)  · · ·  T (pm))
=

mi<mi+1

pmi∈Q
(I(p0) 
n−1
i=0
 
qmi∈Q
δ(pmi , ϵ
mi+1−mi−1, qmi)  δ(qmi , σmi+1 , pmi+1)

 δ(pmn , ϵ
m−mn , pm)  T (pm))
=

U∪V

pmi∈Q
(I(p0) 
n−1
i=0
 
qmi∈Q
δ(pmi , ϵ
mi+1−mi−1, qmi)  δ(qmi , σmi+1 , pmi+1)

 δ(pmn , ϵ
m−mn , pm)  T (pm)) (7)
For any (m0, . . . ,mn+1) ∈ V , there ismj+1 −mj − 1 > |Q | for some 0 ≤ j < n ormn+1 −mn > |Q |. Then
I(p0) 
n−1
i=0
 
qmi∈Q
δ(pmi , ϵ
mi+1−mi−1, qmi)  δ(qmi , σmi+1 , pmi+1)
  δ(pmn , ϵm−mn , pm)  T (pm)
≥ I(p0) 
j−1
i=0
 
qmi∈Q
δ(pmi , ϵ
mi+1−mi−1, qmi)  δ(qmi , σmi+1 , pmi+1)
  
l≤|Q |,qj∈Q
E(pmj , ϵ
l, qj)
 δ(qj, σmj+1 , pmj+1)  · · ·  δ(pmn , ϵm−mn , pm)  T (pm)
Therefore,

(m0,...,mn+1)∈V (· · · ) ≥

(m0,...,mn+1)∈U(· · · ) in Eq. (7) and
|M|d(s) =

U

pmi∈Q
I(p0) 
n−1
i=0
 
qmi∈Q
δ(pmi , ϵ
mi+1−mi−1, qmi)  δ(qmi , σmi+1 , pmi+1)
  δ(pmn , ϵm−mn , pm)  T (pm)
=

pmi∈Q ,i≤n
I(p0) 
n−1
i=0
 
mi+1−mi−1≤|Q |

qmi∈Q
δ(pmi , ϵ
mi+1−mi−1, qmi)  δ(qmi , σmi+1 , pmi+1)

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
 
m−mn≤|Q |

pm∈Q
δ(pmn , ϵ
m−mn , pm)  T (pm)

=

pmi∈Q ,i≤n
I(p0) 
n−1
i=0
δc(pmi , σmi+1, pmi+1)  T
c(pmn)
= |Mc |d(s)
In the case of s = ϵ,
|M|d(ϵ) =

n≥0
 
p0,pn∈Q
I(p0)  δ(p0, ϵn, pn)  T (pn)

=

0≤n≤|Q |
 
p0,pn∈Q
I(p0)  δ(p0, ϵn, pn)  T (pn)

=

p0∈Q
I(p0) 
 
n≤|Q |,pn∈Q
δ(p0, ϵn, pn)  T (pn)

=

p0∈Q
I(p0)  T c(p0) = |Mc |d(ϵ)
So an EϵNFA could be simulated by an ENFA.
‘‘Only if part’’. For any a, b, c ∈ E , consider an EϵNFAM = (Q ,Σ, I, T , E), where Q = {p0, p1, p2}, σ ∈ Σ ,
I(p0) = 0, I(p1) = I(p2) = 1
T (p2) = 0, T (p0) = T (p1) = 1
δ(p0, σ , p1) = a, δ(p1, σ , p1) = b, δ(p1, ϵ, p2) = c
δ(p0, ϵ, p1) = δ(p2, ϵ, p2) = 0
and all other values of δ are 1. By the definition ofMc ,
δc(p0, σ , p1) = δ(p0, σ , p1) ∧ [δ(p0, ϵ, p1)  δ(p1, σ , p1)] = a ∧ b
δc(p1, σ , p2) = δc(p0, σ , p2) = 1
By the definition of T c ,
T c(p0) = 1
T c(p1) = δ(p1, ϵ, p2)  T (p2) = c
T c(p2) = δ(p2, ϵ, p2)  T (p2) = 0
therefore |Mc |d(σ ) = I(p0)  δc(p0, σ , p1)  T c(p1) = (a ∧ b)  c. On the other side,
|M|d(σ ) = [I(p0)  δ(p0, σ , p1)  δ(p1, ϵ, p2)  δ(p2, ϵk, p2)  T (p2)]
∧ [I(p0)  δ(p0, ϵ, p1)  δ(p1, σ , p1)  δ(p1, ϵ, p2)  T (p2)]
= (a  c) ∧ (b  c)
So (a  c) ∧ (b  c) = (a ∧ b)  c for any a, b, c ∈ E .
(ii) ‘‘If part’’. If  distributes over∧, then E is an MV algebra. Thus |Mc |w = |Mc |d = |M|d = |M|w by Proposition 2.4 and
(i).
‘‘Only if part’’. For any a, b, c ∈ E , constructM = ({p0, p1, p2, p3},Σ, I, T , δ) as follows: for some σ ∈ Σ ,
I(p0) = I(p1) = 0, I(p2) = I(p3) = 1
T (p0) = T (p1) = T (p2) = 1, T (p3) = 0
δ(p0, ϵ, p2) = a, δ(p1, ϵ, p2) = b, δ(p2, σ , p3) = c
and all other values of δ are 1. The corresponding Mc = ({p0, p1, p2, p3},Σ, I, T c, δc) is: T c = T , δc(p0, σ , p3) =
ac, δc(p1, σ , p3) = bc, δc(p2, σ , p3) = c and all other values of δc are 1. Then |Mc |w(σ ) = ∧q1(∧q0 I(q0)δc(q0, σ , q1))
T c(q1) = (δc(p0, σ , p3)∧ δc(p1, σ , p3)) T c(p3) = (a c)∧ (b c). On the other hand, |M|w(σ ) = [(I(p0) δ(p0, ϵ, p2)∧
(I(p1)  δ(p1, ϵ, p2)]  δ(p2, σ , p3)  T (p3) = (a ∧ b)  c. If |Mc |w = |M|w , then (a  c) ∧ (b  c) = (a ∧ b)  c. 
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❜❞
p0
✲ϵ . . .
· · ·
✲ϵ ❞
pm1−1
q0 = (p0, . . . , pm1−1)
✲σ1 ❞
pm1
✲ϵ . . .
· · ·
✲ϵ ❞
pm2−1
q1 = (pm1 , . . . , pm2−1)
✲σ2 . . . . . . . . .
· · · · · · · · ·
✲σn ❞
pmn
✲ϵ . . .
· · ·
✲ϵ r❞
pm
qn = (pmn , . . . , pm)
Fig. 1. Single path simulation.
In the following, we show that for any EϵNFA, we can construct a ENFA with the recognition power equal to the original
EϵNFA in depth-first mode, and distributivity is not required.
Definition 4.2. For any EϵNFAM = (Q ,Σ, I, T , δ), define an ENFAMe = (Q e,Σ, Ie, T e, δe) as following:
• Q e = Q 1 ∪ Q 2 ∪ · · · ∪ Q |Q | where Q k is the cartesian product of k-copies of Q .
• Ie(q) = I(p1), if q = (p1, . . . , pn)where pi ∈ Q .
• T e(q) = δ(p1, ϵ, p2)  · · ·  δ(pn−1, ϵ, pn)  T (pn), if q = (p1, . . . , pn)where pi ∈ Q .
• δe(q1, σ , q2) = δ(p1, ϵ, p2) · · · δ(pn−1, ϵ, pn) δ(pn, σ , p′1), where q1 = (p1, . . . , pn) ∈ Q n and q2 = (p′1, . . . , p′m) ∈
Qm.
Each path ofM is simulated by a path ofMe, illustrated as Fig. 1.
Theorem 4.2. |Me|d = |M|d for any M ∈ ϵNFA(E,Σ).
Proof. Assume the EϵNFAM = (Q ,Σ, I, T , δ). For any s ∈ Σ∗,
|Me|d(s) =

qi∈Q e
Ie(q0)  δe(q0, σ1, q1)  · · ·  δe(qn−1, σn, qn)  T e(qn)
=

qi∈Q e
I(p01)  [δ(p01, ϵ, p02)  · · ·  δ(p0k0−1, ϵ, p0k0)  δ(p0k0 , σ1, p11)]
 · · ·  [δ(pn−11 , ϵ, pn−12 )  · · ·  δ(pn−1kn−1−1, ϵ, pn−1kn−1)  δ(pn−1kn−1 , σn, pn1)]
 [δ(pn1, ϵ, pn2)  · · ·  δ(pnkn−1, ϵ, pnkn)  T (pnkn)]
=

pj∈Q
I(p1)  [δ(p1, ϵ, p2)  · · ·  δ(pk0−1, ϵ, pk0)  δ(pk0 , σ1, pk0+1)]
 · · ·  [δ(pαn−2+1, ϵ, pαn−2+2)  · · ·  δ(pαn−1−1, ϵ, pαn−1)  δ(pαn−1 , σn, pαn−1+1)]
 [δ(pαn−1+1, ϵ, pαn−1+2)  · · ·  δ(pαn−1, ϵ, pαn)  T (pαn)]
where ki ≤ |Q |. So |Me|d = |M|d by Proposition 2.3. 
Corollary 4.3. Ld(E,Σ) = {|M|d ∈ EΣ∗ : M ∈ ϵNFA(E,Σ)}.
5. Closure properties of E-valued languages
To compare with the closure properties of E-valued languages in the depth-first mode, we re-examine the closure
properties of E-valued languages in the width-first mode in this section.
Theorem 5.1 (Intersection Operation [37]). Ld(E,Σ) is closed under the intersection operation.
Theorem 5.2 (Intersection Operation). Lw(E,Σ) is closed under the intersection operation.
Proof. Suppose that M1 = (Q1,Σ, I1, T1, δ1) and M2 = (Q2,Σ, I2, T2, δ2) are two E-valued automata with Q1 ∩ Q2 = φ.
The languages they recognize are L1 and L2, respectively.
Construct an E-valued automatonM1 ∧M2 = (Q1 ∪ Q2,Σ, IM1∧M2 , TM1∧M2 , δM1∧M2) as follows:
IM1∧M2(p) =

I1(p), if p ∈ Q1
I2(p), if p ∈ Q2
TM1∧M2(p) =

T1(p), if p ∈ Q1
T2(p), if p ∈ Q2
δM1∧M2(p, σ , q) =

δ1(p, σ , q), if p, q ∈ Q1
δ2(p, σ , q), if p, q ∈ Q2
1, otherwise
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By Eq. (6), for s = σ1 · · · σn ∈ Σ+,
|M1 ∧M2|w(s) = ∧pn
· · · ∧p0 IM1∧M2(p0)  δM1∧M2(p0, σ1, p1) · · ·   TM1∧M2(pn)
= ∧pn∈Q1
· · · ∧p0 IM1∧M2(p0)  δM1∧M2(p0, σ1, p1) · · ·   T1(pn)
∧pn∈Q2
· · · ∧p0 IM1∧M2(p0)  δM1∧M2(p0, σ1, p1) · · ·   T2(pn)
= ∧pn∈Q1
· · · ∧p0∈Q1 I1(p0)  δ1(p0, σ1, p1) · · ·   T1(pn)
∧pn∈Q2
· · · ∧p0∈Q2 I2(p0)  δ2(p0, σ1, p1) · · ·   T2(pn)
= |M1|w(s)

|M2|w(s)
and |M1 ∧M2|w(ϵ) = |M1 ∧M2|d(ϵ) = |M1|d(ϵ) ∧ |M2|d(ϵ) = |M1|w(ϵ) ∧ |M2|w(ϵ) by Theorem 5.1. 
Suppose M1 = (Q1,Σ, I1, T1, δ1) and M2 = (Q2,Σ, I2, T2, δ2) are E-valued automata with Q1 ∩ Q2 = φ. Construct an
ENFAM1 M2 = (Q1 × Q2,Σ, IM1M2 , TM1M2 , δM1M2), where
IM1M2(p, q) = I1(p)  I2(q)
TM1M2(p, q) = T1(p)  T2(q)
δM1M2((p0, q0), σ , (p1, q1)) = δ1(p0, σ , p1)  δ2(q0, σ , q1)
Theorem 5.3 (Disjoint Sum Operation [37]). Let M1 = (Q1,Σ, I1, T1, δ1) and M2 = (Q2,Σ, I2, T2, δ2) be two ENFA. If one of
the Q1,Q2 contains at least two states, then |M1 M2|d = |M1|d  |M2|d iff (a  b) ∧ (a  c) = a  (b ∧ c) for any a, b, c ∈ E .
Theorem 5.4 (Disjoint Sum Operation). For any two ENFA M1 = (Q1,Σ, I1, T1, δ1) and M2 = (Q2,Σ, I2, T2, δ2), if one of the
Q1,Q2 contains at least two states, then |M1 M2|w = |M1|w  |M2|w iff (a  b) ∧ (a  c) = a  (b ∧ c) for any a, b, c ∈ E .
Proof. ‘‘If part’’. If  distributes over∧, then |M1 M2|w = |M1 M2|d = |M1|d  |M2|d = |M1|w  |M2|w by Proposition 2.4
and Theorem 5.3.
‘‘Only if part’’. Consider the two ENFA M1 = ({p0, p1},Σ, I1, T1, δ1) and M2 = ({p3, p4},Σ, I2, T2, δ2). Suppose σ ∈ Σ ,
define
I1(p0) = a, I1(p1) = 0
T1(p0) = T1(p1) = 0
δ1(p0, σ , p0) = δ1(p0, σ , p1) = 0
I2(p3) = I2(p4) = 0
T2(p3) = T2(p4) = 0
δ2(p3, σ , p4) = b, δ2(p4, σ , p3) = c
All other values of δ1 and δ2 are 1. Then |M1|w(σ ) = a and |M2|w(σ ) = b ∧ c . It is easy to see that |M1  M2|w(σ ) =
∧(q1,r1)
∧(q0,r0)IM1M2(q0, r0)  δM1M2((q0, r0), σ , (q1, r1))TM1M2(q1, r1) = (ab)∧(ac). From (|M1|w|M2|w)(σ ) =|M1 M2|w(σ ), then a  (b ∧ c) = (a  b) ∧ (a  c). 
Corollary 5.5. If E is an MV algebra, then Lw(E,Σ) is closed under the sum operation.
Theorem 5.6 (Reversal Operation [37]). Ld(E,Σ) is closed under the reversal operation.
Suppose M = (Q ,Σ, I, T , δ) is an ENFA. Construct an ENFA MR = (Q ,Σ, IR, T R, δR) as follows: IR(p) = T (p),
T R(p) = I(p) and δR(p, σ , q) = δ(q, σ , p).
Theorem 5.7 (Reversal Operation). Lw(E,Σ) is closed under reversal if (a  b) ∧ (a  c) = a  (b ∧ c) for any a, b, c ∈ E .
Conversely, (a  b) ∧ (a  c) = a  (b ∧ c) for any a, b, c ∈ E if |M|w = |MR|w for any ENFA.
Proof. If  distributes over ∧, then Ld(E,Σ) = Lw(E,Σ) by Proposition 2.4. Thus Lw(E,Σ) is closed by Theorem 5.6.
If |M|w = |MR|w for any ENFA, assume σ ∈ Σ and considerM = ({p0, p1, p2, p3},Σ, I, T , δ) as follows:
I(p0) = I(p1) = 0, I(p2) = I(p3) = 1
T (p0) = T (p1) = T (p2) = 1, T (p3) = 0
δ(p0, σ , p2) = b, δ(p1, σ , p2) = c, δ(p2, σ , p3) = a
All other values of δ are 1. We have that |M|w(σσ) = (δ(p0, σ , p2) ∧ (p1, σ , p2))  δ(p2, σ , p3) = (b ∧ c)  a and
|MR|w(σσ) = (δR(p3, σ , p2)  δR(p2, σ , p0))∧ (δR(p3, σ , p2)  δR(p2, σ , p1)) = (a  b)∧ (a  c). Thus (a  b)∧ (a  c) =
a  (b ∧ c) for all a, b, c ∈ E . 
Suppose M1 = (Q1,Σ, I1, T1, δ1) and M2 = (Q2,Σ, I2, T2, δ2) are ENFAs with Q1 ∩ Q2 = φ. Construct an EϵNFA
M1 ·M2 = (Q ,Σ, IM1·M2 , TM1·M2 , δM1·M2) as Q = Q1 ∪ Q2,
IM1·M2(p) =

I1(p), if p ∈ Q1
1, if p ∈ Q2, T
M1·M2(p) =

1, if p ∈ Q1
T2(p), if p ∈ Q2
δM1·M2(p, σ , q) =

δi(p, σ , q), if p, q ∈ Qi
T1(p)  I2(q), if σ = ϵ, (p, q) ∈ Q1 × Q2
1, otherwise
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Theorem 5.8 (Concatenation Operation). Let M1 and M2 be ENFA. The followings are equivalent:
(i) (a  b) ∧ (a  c) = a  (b ∧ c) for all a, b, c ∈ E .
(ii) |M1 ·M2|d = |M1|d · |M2|d for any M1 and M2.
(iii) |M1 ·M2|w = |M1|w · |M2|w for any M1 and M2.
Proof. (i)⇒(ii): SupposeM1 = (Q1,Σ, I1, T1, δ1) andM2 = (Q2,Σ, I2, T2, δ2) andQ1∩Q2 = φ. For any s = σ1 · · · σn ∈ Σ+,
|M1 ·M2|d(s) = ∧0≤k≤n ∧pi IM1·M2(p0)  δM1·M2(p0, σ1, p1)  · · ·  δM1·M2(pk, ϵ, pk+1)
 · · ·  δM1·M2(pn, σn, pn+1)  TM1·M2(pn+1)
= ∧0≤k≤n[(∧pi I1(p0)  · · ·  T1(pk))  (∧pj I2(pk+1)  · · ·  T2(pn+1))]
= ∧s1s2=s[|M1|(s1)  |M2|(s2)]
= (|M1|d · |M2|d)(s)
for s = ϵ,
|M1 ·M2|d(ϵ) = ∧p,qIM1·M2(p)  δM1·M2(p, ϵ, q)  TM1·M2(q)
= ∧p∈Q1,q∈Q2 I1(p)  δM1·M2(p, ϵ, q)  T2(q)
= ∧p∈Q1,q∈Q2 I1(p)  T1(p)  I2(q)  T2(q)
= (∧p∈Q1 I1(p)  T1(p))  (∧q∈Q2 I2(q)  T2(q))
= |M1|(ϵ)  |M2|(ϵ)
= (|M1|d · |M2|d)(ϵ)
(ii)⇒(i): For any a, b, c ∈ E , consider M1 = ({p},Σ, I1, T1, δ1), M2 = ({q1, q2},Σ, I2, T2, δ2) as following, for some
σ ∈ Σ:
I1(p) = a, T1(p) = 0, δ1(p, σ , p) = 1
I2 = T2 = 0, δ2(q1, σ , q1) = b, δ2(q1, σ , q2) = c, δ2(q2, σ , ·) = 1
then (|M1|d · |M2|d)(σ ) = (|M1|d(ϵ)  |M2|d(σ )) ∧ (|M1|d(σ )  |M2|d(ϵ)) = a  (b ∧ c).
|M1 ·M2|d(σ ) = ∧pi{[IM1·M2(p0)  δM1·M2(p0, ϵ, p1)  δM1·M2(p1, σ , p2)  TM1·M2(p2)]
∧ [IM1·M2(p0)  δM1·M2(p0, σ , p1)  δM1·M2(p1, ϵ, p2)  TM1·M2(p2)]}
= (I1(p)  T1(p)  I2(q1)  δ2(q1, σ , q1)  T2(q1)) ∧ (I1(p)  T1(p)  I2(q1)  δ2(q1, σ , q2)  T2(q2))
= (a  b) ∧ (a  c)
Thus (a  b) ∧ (a  c) = a  (b ∧ c) by the hypothesis.
(i)⇒(iii): From the above proof, we know (ii) is true when (i) holds. By Proposition 2.4, then |M1 ·M2|w = |M1 ·M2|d =
|M1|d · |M2|d = |M1|w · |M2|w .
(iii)⇒(i): ConsiderM1 = ({p0, p1},Σ, I1, T1, δ1) andM2 = ({q0, q1, q2},Σ, I2, T2, δ2) as following:
I1(p0) = 0, I1(p1) = 1
T1(p0) = 1, T1(p1) = 0
δ1(p0, σ , p1) = a
I2(q0) = 0, I2(q1) = I2(q2) = 1
T2(q0) = 1, T2(q1) = T2(q2) = 0
δ2(q0, σ , q1) = b, δ2(q0, σ , q2) = c
δ1 and δ2 take value 1 for other arguments.We get that |M1|w(σ ) = a, |M1|w(ϵ) = 1 and |M2|w(σ ) = b∧c, |M2|w(ϵ) = 1, so
(|M1|w · |M2|w)(σσ) = a(b∧c). On the other hand, since δM1·M2w (IM1·M2 , ϵ) = δM1·M2w (IM1·M2 , σσ ) = δM1·M2w (IM1·M2 , σϵϵ) =
1, there is
δM1·M2w (I
M1·M2 , ϵt) = δM1·M2w (IM1·M2 , σσ t) = δM1·M2w (IM1·M2 , σϵϵt) = 1
for any t ∈ HΣ . And
δM1·M2w (I
M1·M2 , σϵσ )(r) =
a  b, if r = q1
a  c, if r = q2
1, otherwise
implies δM1·M2w (IM1·M2 , σϵσϵk) = 1. So we only need take into account t = σϵσ in the following calculation:
|M1 ·M2|w(σσ) = ∧||t||=σσ ∧r δM1·M2(IM1·M2 , t)(r)  TM1·M2(r)
= ∧rδM1·M2(IM1·M2 , σϵσ )(r)  TM1·M2(r)
= (a  b) ∧ (a  c)
So |M1 ·M2|w(σσ) = (|M1|w · |M2|w)(σσ) leads to (a  b) ∧ (a  c) = a  (b ∧ c). 
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Let Σ and ∆ be two alphabets. A mapping f : Σ∗ −→ ∆∗ is called a homomorphism if f (uv) = f (u)f (v) for all
u, v ∈ Σ∗. Naturally f (ϵ) = ϵ if f is a homomorphism. The homomorphism f is determined by the image ofΣ sinceΣ∗ is
the free monoid generated by Σ . Furthermore, the homomorphism f introduces a mapping f ∗ : EΣ∗ −→ E∆∗ as follows:
f ∗(ϕ)(t) = ∧{ϕ(s) : f (s) = t} for any ϕ ∈ EΣ∗ and t ∈ ∆∗.
Theorem 5.9 (Homomorphic Image). Let f : Σ∗ −→ ∆∗ be a homomorphism. f ∗(|M|d) ∈ Ld(E,∆) for any M ∈NFA(E,Σ).
Proof. At first we introduce some denotations: assume M = (Q ,Σ, I, T , δ), where Q = {p1, . . . , pl}, Σ = {σ1, . . . , σk}.
Denote f (σi) = ti = ωi,1 · · ·ωi,ni ∈ ∆+ in which case ni ≥ 1, i = 1, . . . , k. Let ni = 0 if ti = ϵ. Define a class of disjoint sets
Q a,bi = {qa,bi,0 , . . . , qa,bi,ni} for a, b = 1, . . . , l, i = 1, . . . , k. Denote Q ′ =

a,b,i Q
a,b
i .
Construct M = (Q ,∆,I,T ,δ) ∈ ϵNFA(E,∆) as follows:Q = Q ∪ Q ′,
I(r) = I(r), if r ∈ Q1, otherwise, T (r) =

T (r), if r ∈ Q
1, otherwise
δ :

δ(pa, ϵ, qa,bi,0 ) = δ(pa, σi, pb)δ(qa,bi,j−1, ωi,j, qa,bi,j ) = 0 for j = 1, . . . , ni if ni ≥ 1δ(qa,bi,ni , ϵ, pb) = 0δ = 1 for other cases
Next we show f ∗(|M|d) = |M|d. Suppose t = ω1 · · ·ωn ∈ ∆∗, t ′ = ω′1 · · ·ω′m ∈ H∆. Since |M|d(t) = ∧||t ′||=t ∧ri∈QI(r0) δ(r0, ω′1, r1)  · · · δ(rm−1, ω′m, rm) T (rm), we take a sight into the calculation of eachI(r0) δ(r0, ω′1, r1)  · · · δ(rm−1, ω′m, rm) T (rm) (8)
First we can assume r0, rm ∈ Q by the definition ofI and T , otherwise Eq. (8) = 1. Suppose rx0 = r0, rx1 , . . . , rxh =
rm(xi < xi+1, h ≥ 1) are all the states in {r1, . . . , rm} belonging to Q . It is necessary thatδ(r0, ω′1, r1) ≠ 1 requires ω′1 = ϵ,
r0 = pa, r1 = qa,bi,0 ∈ Q ′ for some a, b, i, soδ(r0, ω′1, r1) = δ(pa, σi, pb).
If ni ≥ 1,δ(rj, ω′j+1, rj+1) ≠ 1 requiresω′j+1 = ωi,j, rj+1 = qa,bi,j for j = 1, . . . , ni, soδ(rj, ω′j+1, rj+1) =δ(qa,bi,j−1, ωi,j, qa,bi,j ) =
0.δ(rni+1, ω′ni+2, rni+2) ≠ 1 requires ω′ni+2 = ϵ, rni+2 = pb, soδ(rni+1, ω′ni+2, rni+2) =δ(qa,bi,ni , ϵ, pb) = 0.
If ni = 0,δ(r1, ω′2, r2) ≠ 1 requires ω′2 = ϵ, r2 = pb, soδ(r1, ω′2, r2) =δ(qa,bi,0 , ϵ, pb) = 0. Here f (σi) = ϵ = ω′2.
Thereforeδ(rx0 , ω′1, r1)  · · · δ(rx1−1, ω′x1 , rx1) = δ(pa, σi, pb), rx0 = pa, rx1 = pb ∈ Q , ω′1 = ϵ, f (σi) = ωi,1 · · ·ωi,ni =
ω′2 · · ·ω′ni+1 ∈ ∆∗.
With the same discussion above,δ(rxu−1 , ω′xu−1+1, rxu−1+1)  · · · δ(rxu−1, ω′xu , rxu) = δ(pau , σiu , pbu) and rxu−1 = pau ,
rxu = pbu for some au, bu, iu, u = 1, . . . , h. Note that bu = au+1. Eq. (8) ≠ 1 implies
Eq. (8) = I(pa1)  δ(pa1 , σi1 , pb1)  · · ·  δ(pah , σih , pbh)  T (pbh) (9)
We get t ′ = ϵf (σi1) · · · ϵf (σih) byω′xu−1+1 = ϵ and f (σiu) = ω′xu−1+2 · · ·ω′xu . Denote s = σi1 · · · σih , f (s) = f (σi1) · · · f (σih) =||t ′|| = t . Eq. (9) is a ∧-item of |M|d(s) = ∧ri I(r0)  δ(r0, σi1 , r1)  · · ·  δ(rh−1, σih , rh)  T (rh). So Eq. (8)≥ ∧{|M|d(s) :
f (s) = t}, it follows that |M|d(t) ≥ f ∗(|M|d)(t).
On the other side, assume f (s) = t, s = σi1 · · · σih and (pa1 , pa2 = pb1 , . . . , pbh) is an h-path ofM . Define a set of indices
x0 = 0,
xu = xu−1 + ||f (σiu)|| + 1, u = 1, . . . , h
Denote ω′xu−1+1 = ϵ and f (σiu) = ω′xu−1+2 · · ·ω′xu ∈ ∆+ for each σiu (u = 1, . . . , h). Letm =
h
u=1(||f (σiu)|| + 1). Select an
m-path (r0, . . . , rm) of t ′ = ϵf (σi1) · · · ϵf (σih):
rxu = pbu = pau+1 , u = 0, . . . , h
rxu+j = pau+1,bu+1iu,j−1 , j = 1, . . . , f (σiu)
Thus I(r0) δ(r0, ω′x0+1, r1)  · · · δ(rm−1, ω′xh , rm) T (rm) = I(pa1)  δ(pa1 , σi1 , pb1)  · · ·  δ(pah , σih , pbh)  T (pbh)
by the definition ofδ. Note that f (s) = t = ||t ′||, so f ∗(|M|d)(t) = ∧{|M|d(s) : f (s) = t} ≥ |M|d(t). Therefore
|M|d(t) = f ∗(|M|d)(t). 
Definition 5.1. The complement of an E-valued language L is L⊥(s) = (L(s))′ where ′ is the complement operation in E .
Theorem 5.10 (Complement). Ld(E,Σ) and Lw(E,Σ) are not closed under complementation.
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Proof. Let E be the special linear ordered MV algebra defined in [5]. It consists of a set of formal symbols: {0, c, c + c, . . . ,
1 − c − c, 1 − c, 1}, 0 · c = 0 and n · c = c + c + · · · + c n-times and 1 − 0 · c = 1 and 1 − n · c = 1 − c − c − · · · c
n-times. The rules of the operations were described in [5]. Since c is not idempotent if c ≠ 0, there is n · c ≠ m · c
when n ≠ m. In the following, we find that just non-idempotence of c leads to the contradiction. Define an EDFA
M = ({p0, p1}, {σ }, I, T , δ) as I(p0) = 0, I(p1) = 1, T (p0) = 1, T (p1) = 0, δ(p0, σ , p1) = δ(p1, σ , p1) = c , and
δ = 1 for the rest. It is easy to calculate that |M|d(σ n) = n · c. If there exists some ENFA M⊥ = (Q⊥, {σ }, I⊥, T⊥, δ⊥)
satisfying |M⊥|d = (|M|d)′, then |M⊥|d(σ n) = 1− n · c. Since E is linearly ordered, |M⊥|d(σ n) = ∧I⊥(q0) δ⊥(q0, σ , q1)
· · ·  T⊥(qn) = I⊥(r0)  δ⊥(r0, σ , r1)  · · ·  T⊥(rn). When n ≥ |Q | + 1, there exist i < j such that ri = rj. Hence
|M⊥|d(σ n) > I⊥(r0)  · · ·  δ⊥(ri−1, σ , ri)  δ⊥(rj, σ , rj+1)  · · ·  T⊥(rn) ≥ |M⊥|d(σm) where m = n − (j − i) < n.
That leads to |M|d(σ n) < |M|d(σm), which contradicts |M|d(σ n) = n · c > m · c = |M|d(σm). Since M is an EDFA, then
|M|w(σ n) = |M|d(σ n) = n · c . If there exists some ENFA M∗ = (Q ∗, {σ }, I∗, T ∗, δ∗) satisfying |M∗|w = (|M|w)′, then
|M∗|w(σ n) = 1−n · c. Since E is linearly ordered, there exists p˜0 such that∧p0 I∗(p0)δ∗(p0, σ , p1) = I∗(p˜0)δ∗(p˜0, σ , p1)
for any given p1. Continuing this way,
|M∗|w(σ n) =

pn

· · ·

p0
I∗(p0)  δ∗(p0, σ , p1)

· · ·

 T ∗(pn)
=

pn

· · ·

I∗(p˜0)  δ∗(p˜0, σ , p1)

· · ·

 T ∗(pn)
...
= I∗(p˜0)  δ∗(p˜0, σ , p˜1)  · · ·  T ∗(p˜n)
When n ≥ |Q | + 1, there exist i < j such that ri = rj. Hence similar to the depth-first mode, we can obtain the same
contradiction. 
If E degenerates into an orthomodular lattice, then the operation  degenerates into being the disjunction operation ∨.
In the following, we will see that the complementation will have a different representation in sharp quantum automata.
Lemma 5.11. Let E be an orthomodular lattice. For any M ∈ NFA(E,Σ), there is a M ′ ∈ NFA(E,Σ) with classical initial states
and classical transitions such that |M ′|d = |M|d.
Proof. Denote RM = {r1 ∨ · · · ∨ rn : ri ∈ R(I) ∪ R(T ) ∪ R(δ)}, where R means the range of function. Obviously RM is
finite. Construct M ′ = (Q × R,Σ, I ′, T ′, δ′) as: I ′((p, I(p))) = 0 and I ′ = 1 for others; δ′((p1, e1), σ , (p2, e2)) = 0 if
δ(p1, σ , p2) < 1 and e2 = e1 ∨ δ(p1, σ , p2); finally T ′((p, e)) = e∨ T (p). The initial state function and transitions ofM ′ are
classical. It is straightforward to check that |M ′|d = |M|d. 
Lemma 5.12. Let E be an orthomodular lattice, M ∈ NFA(E,Σ) and M ′ be the ENFA constructed in Lemma 5.11. |M|w = |M ′|w
for ∀M ∈ NFA(E,Σ) if and only if ∨ distributes over ∧.
Proof. If ∨ distributes over ∧, then |M|w = |M|d for allM ∈ NFA(E,Σ). So |M|w = |M ′|w by Lemma 5.11.
On the other hand, for any a, b, c ∈ E , letM = ({q1, q2, q3, },Σ, I, T , δ) in which,
I(q1) = I(q2) = 0, I(q3) = 1
T (q1) = T (q2) = 1, T (q3) = c
δ(q1, σ , q3) = a, δ(q2, σ , q3) = b
and δ = 1 for the rest. Then |M|w(σ ) = [(I(q1) ∨ δ(q1, σ , q3)) ∧ (I(q2) ∨ δ(q2, σ , q3))] ∨ T (q3) = (a ∧ b) ∨ c.
By the construction,
|M ′|w(σ ) =

(p1,e1)

p0
I ′((p0, I(p0))) ∨ δ((p0, I(p0)), σ , (p1, e1))

∨ T ′((p1, e1))
= I ′((q1, 0)) ∨ δ((q1, 0), σ , (q3, a)) ∨ T ′((q3, a))I ′((q2, 0)) ∨ δ((q2, 0), σ , (q3, b)) ∨ T ′((q3, b))
= T ′((q3, a))

T ′((q3, b))
= (a ∨ c) ∧ (b ∨ c) = |M|w(σ ) = (a ∧ b) ∨ c 
Proposition 5.13. Let E be an orthomodular lattice. For any M ∈ DFA(E,Σ) with single initial state there exists an M⊥ ∈
DFA(E,Σ) with single initial state such that |M⊥|d = (|M|d)′ and |M⊥|w = (|M|w)′.
Proof. Let M = (Q ,Σ, I, T , δ). By Lemma 5.11 we could assume there exists qI ∈ Q such that I(qI) = 0 and I(q) = 1 for
q ≠ qI . Also there is only one q satisfying δ(p, a, q) = 0 for each pair (p, q), and δ(p, a, q) = 1 for other q. Then |M|d(s) =
T (p)where p is the last state of the path along whichM accepts s. ConstructM⊥ = (Q ,Σ, I, T⊥, δ), T⊥(p) = (T (p))′. Note
that for any given s, the paths inM and inM⊥ are the same. Thus |M|d(s) = T (p) = (T⊥(p))′ = (|M⊥|d(s))′. Since there is
only one path for any input s, so |M|d = |M|w and |M⊥|d = |M⊥|w , that is |M⊥|w = (|M|w)′. 
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Certainly, when E is an orthomodular lattice and depth-first mode is used, the closure of the complementation is treated
in [25].
From Theorem 5.10 to Proposition 5.13, we found that merely the deficiency of idempotence for a QMV algebra caused
that the complementation operation of E-valued language does not exist. From the algebraic point of view, this is obviously
amain difference between automata theory based on sharp quantum logic and automata theory based on unsharp quantum
logic.
6. E-valued regular expressions
The Kleene theorem, which gives the equivalence between finite-state automata and regular expressions, is one of the
most important results in classical automata theory. The proof of the Kleene theorem provides a way to transform a finite
state automaton into a regular expression. In this section, we present that transformation in the framework of ENFA and
compare the power of accepting language between ENFA and their E-valued regular expressions. We find out that if they
have the same power of accepting languages, then the truth valued lattice should degenerate into an MV algebra.
In the following, we assume that E is a complete lattice in this section.
Definition 6.1. An E-valued regular expression u overΣ is an element of (Σ ∪ E ∪ {ϵ, φ} ∪ {+, ·,∞, (, )})∗, the E-valued
language of u is denoted by |u|. E-valued regular expressions are defined inductively as following:
(i) u = φ is an E-valued regular expression overΣ; |φ|(s) = 1 for all s ∈ Σ∗.
(ii) u = ϵ is an E-valued regular expression overΣ; |ϵ|(s) = 0 if s = ϵ and |ϵ|(s) = 1 otherwise.
(iii) u = σ ∈ Σ is an E-valued regular expression overΣ; |σ |(s) = 0 if s = σ and |σ |(s) = 1 otherwise.
(iv) If v is an E-valued regular expression over Σ , then for any λ,µ ∈ E , u1 = (λ · v), u2 = (v · µ) are E-valued
regular expressions overΣ , their languages are |u1|(s) = λ  |v|(s), |u2|(s) = |v|(s)  µ respectively.
(v) If v,w are E-valued regular expressions overΣ , then
(a) u = (v + w) is an E-valued regular expression overΣ; |u|(s) = |v|(s) ∧ |w|(s) for all s ∈ Σ∗;
(b) u = (v · w) is an E-valued regular expression over Σ; |u| = |v| · |w|, i.e. the concatenation of |v| and |w|;
Denote u1 = u, uk+1 = (uk · u) for k ≥ 1;
(c) u = (v∞) is an E-valued regular expression overΣ; |u| = |v| ∧ |v2| ∧ · · · .
Note that (u · v) · w ≠ u · (v · w) in general.
Similarly to the automata theory based on sharp quantum logic [40,41], the only difference between E-valued regular
expressions and the classical ones is that there are additional unary (scalar) operators λ ∈ E .
Definition 6.2. For any ENFA M = (Q ,Σ, I, T , δ), where Q = {p1, . . . , pn}, define a series E-valued regular expressions
Rki,j (k = 0, . . . , n; i, j = 1, . . . , n) overΣ as follows:
• when k = 0, define R0i,j =

ϵ +σ δ(pi, σ , pj) · σ , if i = j
σ δ(pi, σ , pj) · σ , otherwise
• when 1 ≤ k ≤ n, define Rki,j = Rk−1i,j + Rk−1i,k · Rk−1k,j + [Rk−1i,k · (Rk−1k,k )+] · Rk−1k,j
Proposition 6.1. Assume that u is a E-valued regular expression overΣ , if distributes over∧ then |u∞|(s) = |u|(s)∧|u2|(s)∧
· · · ∧ |un|(s) for all s ∈ Σn.
Proof. Let s = σ1 · · · σn,
|uk|(s) =

||s1···sk||=s,si∈Σ∗
|u|(s1)  · · ·  |u|(sk)
for all k ≥ n + 1. Since the length of s is n, there must exist empty sequences in s1, . . . , sk. Denote these nonempty
sequences by si1 , . . . , sil , (l ≤ n) in their original order. Since |u|(s1)  · · ·  |u|(sk) ≥ |u|(si1)  · · ·  |u|(sil), obviously
each |u|(si1)  · · ·  |u|(sil) is contained in the expanded form of |ul|(s). So
|uk|(s) ≥ |u|(s) ∧ |u2|(s) ∧ · · · ∧ |un|(s)
and |u∞|(s) = |u|(s) ∧ |u2|(s) ∧ · · · ∧ |un|(s). 
Theorem 6.2. Let M = (Q ,Σ, I, T , δ) ∈NFA(E,Σ). Then the followings are equivalent:
(i) a  (b ∧ c) = (a  b) ∧ (a  c) for any a, b, c ∈ E .
(ii) |M|d = |i,j I(pi) · Rni,j · T (pj)| for any M ∈ NFA(E,Σ).
(iii) |M|w = |i,j I(pi) · Rni,j · T (pj)| for any M ∈ NFA(E,Σ).
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Proof. (i)⇒(ii): By the definition above,
|R0i,j|(s) =

1, if s = ϵ, i ≠ j
0, if s = ϵ, i = j
δ(pi, s, pj), if s ∈ Σ
1, if |s| ≥ 2
(1) If |s| = l ≤ 1, first we prove |Rni,j|(s) = |R0i,j|(s) by induction. Obviously |Rhi,j|(s) = |R0i,j|(s) if h = 0. Assume
|Rhi,j|(s) = |R0i,j|(s) for h < n by hypothesis. When h = n,
|Rhi,j|(ϵ) = |Rn−1i,j |(ϵ) ∧ |Rn−1i,n · Rn−1n,j |(ϵ) ∧ |Rn−1i,n · (Rn−1n,n )+ · Rn−1n,j |(ϵ)
= |R0i,j|(ϵ) ∧ |R0i,n · R0n,j|(ϵ) ∧ |R0i,n · (R0n,n)+ · R0n,j|(ϵ)
= |R0i,j|(ϵ)
For any σ ∈ Σ ,
|Rhi,j|(σ ) = |Rn−1i,j |(σ ) ∧ |Rn−1i,n · Rn−1n,j |(σ ) ∧ |Rn−1i,n · (Rn−1n,n )+ · Rn−1n,j |(σ )
= |R0i,j|(σ ) ∧ |R0i,n · R0n,j|(σ ) ∧ |R0i,n · (R0n,n)+ · R0n,j|(σ )
= δ(pi, σ , pj)
= |R0i,j|(σ )
Furthermore, |i,j I(pi) · Rni,j · T (pj)|(ϵ) = i,j I(pi)  |R0i,j|(ϵ)  T (pj) = i I(pi)  T (pi) = |M|(ϵ). In a similar way,
|i,j I(pi) · Rni,j · T (pj)|(σ ) =i,j I(pi)  |R0i,j|(σ )  T (pj) =i,j I(pi)  δ(pi, σ , pj)  T (pi) = |M|(σ ).
(2) If |s| = l ≥ 2, denote s = σ1 · · · σl. We show that
|Rni,j|(s) =

q1,...,ql−1∈Q
δ(pi, σ1, q1)  · · ·  δ(ql−1, σl, pj)
When h = 1, if l = 2
|Rhi,j|(s) = |R0i,j|(s) ∧ |R0i,1 · R01,j|(s) ∧ |R0i,1 · (R11,1)+ · R01,j|(s)
= |R0i,1 · R01,j|(s) ∧ |R0i,1 · (R01,1)+ · R01,j|(s)
= δ(pi, σ , q1)  δ(q1, σ , pj)
=

q1,...,ql−1∈{p1}
δ(pi, σ1, q1)  · · ·  δ(ql−1, σl, pj)
if l ≥ 3
|Rhi,j|(s) = |R0i,j|(s) ∧ |R0i,1 · R01,j|(s) ∧ |R0i,1 · (R11,1)+ · R01,j|(s)
= |R0i,1 · R01,j|(s) ∧ |R0i,1 · (R01,1)+ · R01,j|(s)
= |R0i,1|(σ1)  |(R01,1)+|(σ2 · · · σl−1)  |R01,j|(σl)
= |R0i,1|(σ1)  |R01,1|(σ2)  · · ·  |R01,1|(σl−1)  |R01,j|(σl)
= δ(pi, σ1, p1)  δ(p1, σ2, p1)  · · ·  δ(p1, σl−1, p1)  δ(p1, σl, pj)
=

q1,...,ql−1∈{p1}
δ(pi, σ1, q1)  · · ·  δ(ql−1, σl, pj)
The hypothesis holds for h < n. In the case of h = n,
|Rhi,j|(s) = |Rn−1i,j |(s) ∧ |Rn−1i,n · Rn−1n,j |(s) ∧ |Rn−1i,n · (Rn−1n,n )+ · Rn−1n,j |(s)
= |Rn−1i,j |(s) ∧ |Rn−1i,n · Rn−1n,j |(s) ∧ |Rn−1i,n · (Rn−1n,n + (Rn−1n,n )2 + · · · + (Rn−1n,n )l−2) · Rn−1n,j |(s)
= |Rn−1i,j |(s) ∧ |Rn−1i,n · Rn−1n,j |(s) ∧ |Rn−1i,n · Rn−1n,n · Rn−1n,j |(s) ∧ · · · ∧ |Rn−1i,n · (Rn−1n,n )l−2 · Rn−1n,j |(s)
= ∧{δ(pi, σ1, q1)  · · ·  δ(ql−1, σl, pj)|q1, . . . , ql−1 ∈ Q , no qi is pn}
∧ {δ(pi, σ1, q1)  · · ·  δ(ql−1, σl, pj)|q1, . . . , ql−1 ∈ Q , one qi is pn} · · ·
∧ {δ(pi, σ1, q1)  · · ·  δ(ql−1, σl, pj)|q1, . . . , ql−1 ∈ Q , every qi is pn}
=

q1,...,ql−1∈Q
δ(pi, σ1, q1)  · · ·  δ(ql−1, σl, pj)
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So we have proved |i,j I(pi) ·Rni,j · T (pj)|(s) =q0,...,ql∈Q I(q0) δ(q0, σ1, q1) · · · δ(ql−1, σl, ql) T (ql) = |M|(s). Hence
f = |i,j I(pi) · Rni,j · T (pj)|.
(ii)⇒(i): For any a, b, c ∈ E , considerM = ({p1, p2, p3},Σ, I, T , δ)where σ ∈ Σ ,
I(p1) = a, I(p2) = I(p3) = 1
T (p1) = T (p2) = 1, T (p3) = 0
δ(p1, σ , p2) = b, δ(p1, σ , p3) = c, δ(p2, σ , p3) = δ(p3, σ , p3) = 0
and δ = 1 for other cases. It is easy to see that |i,j I(pi) · R3i,j · T (pj)|(σσ) = |I(p1) · R31,3 · T (p3)|(σσ) = a (b∧ c). On the
other hand, |M|d(σσ) = (a b)∧ (a c). Then it is concluded that distributes over∧ from |M|d = |i,j I(pi) ·Rni,j · T (pj)|.
(i)⇒(iii): From the above proof, we know (ii) is true when (i) holds. By Proposition 2.4, then |M|w = |M|d = |i,j I(pi) ·
Rni,j · T (pj)|.
(iii)⇒(i): For any a, b, c ∈ E , consider theM constructed in (ii)⇒(i),
|M|w(σσ) = ∧q2(∧q1(∧q0 I(q0)  δ(q0, σ , q1))  δ(q1, σ , q2))  T (q2)
= [(I(p1)  δ(p1, σ , p2)  δ(p2, σ , p3)) ∧ (I(p1)  δ(p1, σ , p3)  δ(p3, σ , p3))]  T (p3)
= (a  b) ∧ (a  c)
Therefore,  distributes over ∧ if |M|w = |i,j I(pi) · Rni,j · T (pj)| for anyM ∈NFA(E,Σ). 
7. E-valued context free grammars
Recall that a classical context-free grammar (CFG) is G = (V ,Σ, S, P)where
(i) Σ is a finite set of terminal symbols.
(ii) V is a finite set of nonterminal symbols and V ∩Σ = φ.
(iii) S ∈ V is the start symbol.
(iv) P is a finite subset of PROD(G) = {A → γ : A ∈ V , γ ∈ (Σ ∪ V )∗}, whose elements are called productions.
For a context-free grammar G = (V , P, S), the direct derivation relation ‘‘⇒’’ is defined to a binary relation over
Γ := (Σ ∪ V )∗ as: α ⇒ β iff α = α1Aα2, β = α1γα2 for some A → γ ∈ P , αi ∈ Γ . Meanwhile α ⇒ β and A → γ
are said to be compatible with each other, denoted by (α ⇒ β) ≈ (A → γ ) or (A → γ ) ≈ (α ⇒ β). Let ∗⇒ denote the
reflexive and transitive closure of⇒. More specifically, if α1, α2, . . . , αm ∈ Γ , and αi ⇒ αi+1, i = 1, 2, . . . ,m − 1, then
we say α1
∗⇒ αm or α1 derives αm in grammar G. Then the language L(G) generated by G is defined by
L(G) = {ϖ ∈ Σ∗ : S ∗⇒ ϖ } (10)
Similarly, we can define the notion of E-valued context free grammar.
Definition 7.1. Let E be a lattice ordered QMV algebra. An E-valued context free grammar (ECFG) is a quadruple G =
(V ,Σ, S, µ), where V and S are the same with classical context free grammars, µ is a map: PROD(G) −→ E where its
support supp(µ) = {p ∈ PROD(G) : µ(p) ≠ 1} is finite.
Compared with the classical definition, there are two principles of defining the languages generated by an E-valued
context free grammar — a depth-first mode and a width-first mode. The difference between them is in howwe evaluate the
truth value of the proposition that a word is generated from the truth values of the propositions related to the involved
transitions. In classical automata theory, distributivity of boolean logic warrants that these two ways are equivalent.
However, they are not equivalent in the case of E-valued context free grammar unless the truth valued lattice is an MV
algebra.
First, we consider the depth-first mode. If α = γ1Aγ2, β = γ1γ γ2 and there is p = A → γ ∈ PROD(G), it is said α ⇒ β
is compatible with p or p is compatible with α ⇒ β , denoted as (α ⇒ β) ≈ p or p ≈ (α ⇒ β). If p = A → γ ∈ PROD(G),
we denote b(p) = A, e(p) = γ . The class of all ECFG overΣ is denoted by CFG(E,Σ).
Definition 7.2 (n-derivation). Let α, β ∈ Γ . If n ≥ 1, an n-derivation between α and β is an element κ = ((α0 =
α, α1, . . . , αn = β), (p1, p2, . . . pn)) ∈ Γ n+1 × PROD(G)n where (αi−1 ⇒ αi) ≈ pi. The E-value of κ is |κ| =i µ(pi). The
set of all n-derivations between α and β in G is denoted by DnG(α, β). Denote D
0
G(α, β) = φ and D+G (α, β) =

n D
n
G(α, β).
Remark 7.1. Order of the production may be exchanged. Let
κ = ((α0, α1, . . . , αn), (p1, . . . , pn)) ∈ D+G (S, s)
Suppose that there is αk = β1A1β2A2β3, αk+1 = β1A1β2γ2β3, αk+2 = β1γ1β2γ2β3 where βi ∈ Γ , pk+1 = A2 → γ2, pk+2 =
A1 → γ1. Obviously, the production pk+1 is used firstly, then pk+2. Consider the n-derivation
κ ′ = ((α0, . . . , αk, α′k+1, αk+2, . . . , αn), (p1, . . . , pk+2, pk+1, . . . , pn))
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where α′k+1 = β1γ1β2A2β2. The production pk+2 is used firstly, then pk+1. It is easy to see that |κ| = |κ ′|. So the order of
production does not affect the value of κ .
Definition 7.3. For any G ∈ CFG(E,Σ), the E-valued language generated by G in the depth-first mode is defined to be an
E-valued map |G|d, and it is given by
|G|d(s) =

{|κ| : κ ∈ D+G (S, s)} for ∀s ∈ Σ+ (11)
Now, we define the language generated by an E-valued CFG in the width-first mode.
Let 0⇒ be the identity relation over Γ . The composition of⇒ is defined as: n+1⇒:= n⇒ ◦ ⇒. Define ∗⇒:= n≥0 n⇒. A word
w could be generated by G iff S n⇒ w for some n ∈ Z+.
Definition 7.4. Let G ∈ CFG(E,Σ). The E-value of the derivation ‘‘⇒’’ is characterized byµ : ∗⇒−→ E :
µ(α 0⇒ β) = 0, if α = β1, otherwiseµ(α ⇒ β) ={µ(p) : (α ⇒ β) ≈ p, p ∈ supp(µ)}
µ(α n+1⇒ β) = 
γ∈Γ
µ(α n⇒ γ ) µ(γ ⇒ β) for n ≥ 1
µ(α ∗⇒ β) = 
m≥1
µ(α m⇒ β)
Wemake an agreement thatµ(α ⇒ β) = 1 if {p ∈ supp(µ) : (α ⇒ β) ≈ p} = φ.
Definition 7.5. Let G ∈ CFG(E,Σ). The E-valued language |G|w generated by G in the width-first mode is defined as:
|G|w(s) =

m≥1
µ(S m⇒ s) for ∀s ∈ Σ∗ (12)
Eq. (12) could be written in a more computable way:
|G|w(s) =

m≥1
 
γm−1∈Γ

· · ·

γ1∈Γ
µ(S ⇒ γ1) µ(γ1 ⇒ γ2) · · · µ(γm−1 ⇒ s) (13)
Remark 7.2. In the following we demand E to be a complete lattice in order to make Eqs. (11) and (12) well defined.
Theorem 7.1. |G|d = |G|w for ∀G ∈CFG(E,Σ) iff a  (b ∧ c) = (a  b) ∧ (a  c) for any a, b, c ∈ E .
Proof. If  distributes over ∧, denote γ0 = S, γm = s,
|G|w(s) =

m≥1

γi∈Γ
µ(S ⇒ γ1)  · · · µ(γm−1 ⇒ s)
=

m≥1

γi∈Γ
(∧{µ(p1) : p1 ≈ (S ⇒ γ1)})  · · ·  (∧{µ(pm) : pm ≈ (γm−1 ⇒ s)})
=

m≥1

γi∈Γ

{µ(p1)  · · ·  µ(pm) : pi ≈ (γi−1 ⇒ γi), i = 1, . . . ,m}
=

m≥1

γi∈Γ

{|κ| : κ = ((S, γ1, . . . , γm = s), (p1, . . . , pm))}
=

m≥1

{|κ| : κ ∈ DmG (S, s)}
= |G|d(s)
Conversely, if |G|d = |G|w for ∀G ∈CFG(E,Σ), consider G = ({S, A, B, C},Σ, S, µ)where
µ(S → σA) = a, µ(A → σC) = 0
µ(S → σB) = b, µ(B → σC) = 0
µ(C → σ) = c
and µ = 1 for other cases. Then |G|d(σσσ) = (a  c) ∧ (b  c) = |G|w = [(µ(S ⇒ σA)  µ(σA ⇒ σσC)) ∧ (µ(S ⇒
σB) µ(σB ⇒ σσC))] µ(σσC ⇒ σσσ) = (a ∧ b)  c. 
In the classical automata theory, Chomsky normal form (CNF) and Greibach normal form (GNF) are two useful special
forms of context-free grammars. In the following, we consider their E-valued generalization.
72 Y. Shang et al. / Theoretical Computer Science 434 (2012) 53–86
Definition 7.6. Let G = (V ,Σ, S, µ) ∈ CFG(E,Σ). Denote PRODC (G) = {p : p = A → BC, A, B, C ∈ V } ∪ {p : p = A →
σ , A ∈ V , σ ∈ Σϵ}. Then G is said to be in E-valued Chomsky normal form (ECNF) if supp(µ) ⊆ PRODC (G).
Definition 7.7. Let G = (V ,Σ, S, µ) ∈ CFG(E,Σ). Denote PRODG(G) = {p : p = A → σα, σ ∈ Σ, α ∈ V ∗} ∪ {p : p =
A → ϵ, A ∈ V }. Then G is said to be in E-valued Greibach normal form (EGNF) if supp(µ) ⊆ PRODG(G).
For any G = (V ,Σ, S, µ) ∈ CFG(E,Σ), construct a GC = (V C ,Σ, S, µC )which is in ECNF recursively as follows: for any
A → γ ∈ supp(µ)− PRODC (G), if
(1) Denote G0 = (V0,Σ, S, µ0) = (V ,Σ, S, µ) = G.
(2) DenoteΦi = {p = A → σα : σ ∈ Σ, α ∈ (Σ ∪ Vi)+} ∩ supp(µi), Ψi = {p = A → Bα : α ∈ (Σ ∪ Vi)+ − V } ∩ supp(µi)
for any Gi = (Vi,Σ, S, µi).
(3) If Φi ≠ φ, suppose p = A → σα ∈ Φi, introduce two new symbols B, C /∈ Vi. Define Gi+1 = (Vi+1,Σ, S, µi+1) where
Vi+1 = Vi ∪ {B, C}, µi+1 is defined as
µi+1(A → BC) = µi(A → σα), µi+1(B → σ) = µi+1(C → α) = 0, µi+1(A → σα) = 1
and µi+1(p) = µi(p) for any p ∈ supp(µi) − {A → σα}, µi+1(p) = 1 for any p ∈ PROD(Gi+1) − supp(µi) − {A →
BC, B → σ , C → α}.
Since supp(Gi) is finite for each Gi, it is easy to see that there is ΦN0 = φ for some positive integer N0. Then execute the
following recursive process starting from GN0 :
(4) If Ψj ≠ φ, suppose p = A → Bα ∈ Ψj, introduce a new symbol D /∈ Vj. Define Gj+1 = (Vj+1,Σ, S, µj+1) where
Vj+1 = Vj ∪ {D}, µj+1 is defined as
µj+1(A → BD) = µj(A → Bα), µj+1(D → α) = 0, µj+1(A → Bα) = 1
and µj+1(p) = µj(p) for any p ∈ supp(µj) − {A → Bα}, µj+1(p) = 1 for any p ∈ PROD(Gj+1) − supp(µj) − {A →
BD,D → α}.
Similarly, we get ΨN1 = φ for some positive N1 ≥ N0 since supp(Gj) is finite. We define GC = GN1 .
The following theorem establishes the generalization of Chomsky normal form in unsharp quantum logic. It is easy to
see that the distributive law is not required in the depth-first mode but is needed in the width-first mode.
Theorem 7.2. (i) |G|d = |GC |d for any G ∈ CFG(E,Σ).
(ii) |G|w = |GC |w for any G ∈ CFG(E,Σ) iff a  (b ∧ c) = (a  b) ∧ (a  c) for any a, b, c ∈ E .
Proof. (i) It is straightforward to verify that |G|d = |GC |d.
(ii) Let G = ({S, A, B},Σ, S, µ) and a, b, c ∈ E . Assume σ ∈ Σ , defineµ(S → AB) = a, µ(A → Aσ) = b, µ(B → σB) =
c, µ(A → σ) = µ(B → σ) = 0 and supp(µ) = {S → AB, A → Aσ , A → σ , B → σB, B → σ }. Consider the E-value of
s = σσσ :
|G|w(s) = ∧m≥1
∧γm−1∈Γ · · · ∧γ1∈Γµ(S ⇒ γ1) µ(γ1 ⇒ γ2) · · ·  µ(γm−1 ⇒ s)
= ∧m≥1(∧γm−1∈Γ
· · · ∧γ2∈Γµ(S → AB) µ(AB ⇒ γ2) µ(γ2 ⇒ γ3) · · ·  µ(γm−1 ⇒ s))
= ∧m≥1(∧γm−1∈Γ (· · · ([µ(S → AB)  (µ(A → Aσ) ∧ µ(B → σB)) µ(AσB ⇒ γ3)]
∧ [µ(S → AB)  µ(A → σ) µ(σB ⇒ γ3)]
∧ [µ(S → AB)  µ(B → σ) µ(Aσ ⇒ γ3)]) · · · ) µ(γm−1 ⇒ s))
= {([µ(S → AB)  (µ(A → Aσ) ∧ µ(B → σB)  µ(A → σ)]
∧ [µ(S → AB)  µ(A → σ)  µ(B → σB)]) µ(σσB ⇒ s)}
∧ {([µ(S → AB)  (µ(A → Aσ) ∧ µ(B → σB)  µ(B → σ)]
∧ [µ(S → AB)  µ(B → σ)  µ(A → Aσ)]) µ(Aσσ ⇒ s)}
= µ(S → AB)  (µ(A → Aσ) ∧ µ(B → σB))  µ(A → σ)  µ(B → σ)
= a  (b ∧ c)
By the process described above, GC = ({S, A, A′, B, B′},Σ, S, µC ) where µC (S → AB) = a, µC (A → AA′) = b, µC (B →
B′B) = c, µC (A → σ) = µC (A′ → σ) = µC (B → σ) = µC (B′ → σ) = 0.
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|GC |w(s) = ∧m≥1

∧γm−1∈Γ

· · ·

∧γ1∈ΓµC (S ⇒ γ1) µC (γ1 ⇒ γ2) · · ·  µC (γm−1 ⇒ s)
= ∧m≥1(∧γm−1∈Γ

· · ·

∧γ2∈ΓµC (S → AB) µC (AB ⇒ γ2) µC (γ2 ⇒ γ3) · · ·  µC (γm−1 ⇒ s))
= ∧m≥1(∧γm−1∈Γ (· · · ([µC (S → AB)  µC (A → AA′) µC (AA′B ⇒ γ3)]
∧ [µC (S → AB)  µC (A → σ) µC (σB ⇒ γ3)] ∧ [µC (S → AB)  µC (B → B′B) µC (AB′B ⇒ γ3)]
∧ [µC (S → AB)  µC (B → σ) µC (Aσ ⇒ γ3)]) · · · ) µC (γm−1 ⇒ s))
= ∧m≥1(∧γm−1∈Γ (· · · ({([µC (S → AB)  µC (A → AA′)  µC (A′ → σ)]
∧ [µC (S → AB)  µC (B → B′B)  µC (B′ → σ)]) µC (AσB ⇒ γ4)}
∧ {µC (S → AB)  µC (A → AA′)  µC (A → σ) µC (σA′B ⇒ γ4)}
∧ {µC (S → AB)  µC (A → AA′)  µC (B → σ) µC (AA′σ ⇒ γ4)}
∧ {µC (S → AB)  µC (A → σ)  µC (B → B′B) µC (σB′B ⇒ γ4)}
∧ {µC (S → AB)  µC (B → B′B)  µC (B → σ) µC (AB′σ ⇒ γ4)}) · · · ) µC (γm−1 ⇒ s))
= {([µC (S → AB)  µC (A → AA′)  µC (A′ → σ)]
∧ [µC (S → AB)  µC (B → B′B)  µC (B′ → σ)])  µC (A → σ) µC (σσB ⇒ s)}
∧ {([µC (S → AB)  µC (A → AA′)  µC (A′ → σ)]
∧ [µC (S → AB)  µC (B → B′B)  µC (B′ → σ)])  µC (B → σ) µC (Aσσ ⇒ s)}
∧ {µC (S → AB)  µC (A → AA′)  µC (A → σ)  (B → σ) µC (A′ → σ)}
∧ {µC (S → AB)  µC (A → σ)  µC (B → B′B)  µC (B → σ) µC (σB′σ ⇒ s)}
= ([µ(S → AB)  µ(A → Aσ)] ∧ [µ(S → AB)  µ(B → σB)])  µ(A → σ)  µ(B → σ)
= (a  b) ∧ (a  c)
Thus |G|w(s) = |GC |w(s) leads to a  (b ∧ c) = (a  b) ∧ (a  c). Since a, b, c can be taken arbitrarily from E , we get that 
distributes over ∧ in E . 
Now, we rebuild E-valued generalization of the Greibach normal form (GNF).
Lemma 7.3. For any G = (V ,Σ, S, µ) ∈CFG(E,Σ), there is G′ = (V ′,Σ, S, µ′) ∈CFG(E,Σ) such that |G|d(s) = |G′|d(s) for
any s ∈ Σ+ and µ′(A → ϵ) = 1 for any A ∈ V ′.
Proof. For any p = A → X1X2 · · · Xm ∈ PROD(G), any nonempty subset I = {i1, i2, . . . , ik}(i1 < i2 < · · · ik) of {1, . . . ,m}
and any κ = (κ1, . . . , κk) ∈ D+G (Xi1 , ϵ) × · · · × D+G (Xik , ϵ), introduce new variables A(p,I,κ)j (j = 1, . . . , k + 1). Note that
when Xij ∈ Σ for some j ≤ k, then A(p,I,κ)j is not defined, and A(p,I,κ)j are different for distinct (p, I, κ). Let
V ′ = V ∪

p,I,κ
{A(p,I,κ)j : j = 1, . . . , k+ 1}
µ′ is defined as:
µ′(A → A(p,I,κ)1 · · · A(p,I,κ)k+1 ) = µ(p)
µ′(A(p,I,κ)1 → X1 · · · Xi1−1) = |κ1|· · ·
µ′(A(p,I,κ)k → Xik−1+1 · · · Xik−1) = |κk|
µ′(A(p,I,κ)k+1 → Xik+1 · · · Xm) = 0
and µ′(p) = µ(p) for any p ∈ PROD(G)− {A → ϵ : A ∈ V }, µ′ = 1 for other cases.
Next we prove |G|d(s) = |G′|d(s) for any s ∈ Σ+. For any κ = ((α0 = S, α1, . . . , αn = s), (p1, . . . , pn)) ∈ D+G (S, s),
suppose pj = A → X1 · · · Xm for some j. Let I = {i1, i2, . . . , ik} be the set of indices of all variables which generate ϵ in κ .
Denote β = X1 · · · Xi1−1Xi1+1 · · · Xm, that is, the sequence obtained by remove {Xij} from X1 · · · Xm. Assume that
κi1 = ((Xi1 , . . . , ϵ), (pj+1, . . . , pj1)) ∈ D+G (Xi1 , ϵ)
κi2 = ((Xi2 , . . . , ϵ), (pj1+1, . . . , pj2)) ∈ D+G (Xi2 , ϵ)
· · ·
κik = ((Xik , . . . , ϵ), (pjk−1+1, . . . , pjk)) ∈ D+G (Xik , ϵ)
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where pj, . . . , pj1 , . . . , pj2 , . . . , pjk is subsequence of productions in κ . The derivation κ could be written as
κ = ((S, . . . , γ1Aγ2, γ1X1 · · · , Xmγ2, γ1βγ2, . . . , s), (· · · , pj, pj+1, . . . , pjk , . . .))
Define κ = (κi1 , . . . , κik). There is κ ′ = ((S, . . . , γ1Aγ2, γ1βγ2, . . . , s), (· · · , p′j, . . . , p′j+k, . . .)) ∈ D+G′(S, s), where
p′j = A → A(p,I,κ)1 · · · A(p,I,κ)k+1
p′j+1 = A(p,I,κ)1 → X1 · · · Xi1−1
· · ·
p′j+k+1 = A(p,I,κ)k+1 → Xik+1 · · · Xm
Note that the ϵ-productions following the derivations of {Xij} do not exist in κ ′ and |pj|  · · ·  |pjk | = |p′j|  · · ·  |p′j+k+1|.
In this way we could find a κ ′′ ∈ D+G′(S, s) satisfying |κ ′′| = |κ|.
Conversely replace the production family {p′j, . . . , p′j+k+1} with {pj, . . . , pjk} in some κ ′′ ∈ D+G′(S, s) we could get
κ ∈ D+G (S, s) satisfying |κ| = |κ ′′|. 
Lemma 7.4. For any G = (V ,Σ, S, µ) ∈CFG(E,Σ),there exists G′ = (V ′,Σ, S, µ′) ∈CFG(E,Σ) such that |G|d = |G′|d and
µ′(A → B) = 1 for any A, B ∈ V ′.
Proof. Let PRODunit(G) = {A → B : A, B ∈ V } be the set of unit productions of G1. For any κ = ((A, α1, . . . , B),
(p1, . . . , pn)) ∈ D+G (A, B), we could assume αi ∈ V since µ(A → ϵ) = 1 for all A ∈ V . Furthermore we could suppose
that A, α1, . . . , αn, B are all different. Now introduce new variables [A, B, κ] for each A, B ∈ V and κ ∈ D+G (A, B), define
V ′ = V ∪ {[A, B, κ] : A, B ∈ V , κ ∈ D+G (A, B)}. Since {[A, B, κ] : A, B ∈ V , κ ∈ D+G (A, B)} is finite by the assumption that
variables do not repeat in each κ , then V ′ is finite.
Denote VA = {A} ∪ {[A, B, κ] : B ∈ V , κ ∈ D+G (A, B)} and Vσ = {σ }. Define µ′ as follows:
(i) µ′(A → X1 · · · Xm) = µ(A → Y1 · · · Ym) if Xi ∈ VYi , A → Y1 · · · Ym ∈ PROD(G)− PRODunit(G).
(ii) µ′([A, B, κ] → α) = µ(B → α)  |κ| if B → α ∈ PROD(G)− PRODunit(G).
(iii) µ′(p) = 1 for others.
Let κ = ((S, α1, . . . , s), (p1, . . . , pn)) ∈ D+G (S, s). If there are unit productions in κ , we could assume ph = A → γ1B1γ2 /∈
PRODunit(G), ph+i = Bi → Bi+1 (i = 1, . . . , l − 1) and ph+l = Bl → α /∈ PRODunit(G) by Remark 7.1. Then there is a
derivation κ ′ ∈ D+G′(S, s) such that the unit productions ph+i are removed from κ and some nonunit productions are added.
Denote κ1 = ((B1, B2, . . . , Bl), (ph+1, . . . , ph+l−1)), then new variable [B1, Bl, κ1] is introduced. Construct κ ′ as
κ ′ = ((S, . . . , α1[B1, Bl, κ1]α2, α1αα2, . . . , s), (. . . , A → γ1[B1, Bl, κ1]γ2, [B1, Bl, κ1] → α, . . .))
Easy to see |κ ′| = |κ|. By this means we could find κ ′′ ∈ D+G′(S, s) with no unit productions satisfying |κ ′′| = |κ| for any
κ ∈ D+G (S, s).
Conversely if execute the above process in the opposite direction we could get κ ∈ D+G (S, s) such that |κ| = |κ ′′| for any
κ ′′ ∈ D+G′(S, s). 
Lemmata 7.3 and 7.4 imply the following conclusions:
Corollary 7.5. For any G = (V ,Σ, S, µ) ∈CFG(E,Σ), there is G′ = (V ′,Σ, S, µ′) ∈CFG(E,Σ) such that |G|d = |G′|d and
satisfying:
(i) µ′(A → ϵ) = 1 for any A ∈ V ′ − {S}.
(ii) µ′(A → B) = 1 for any A, B ∈ V ′.
Proof. By Lemmas 7.3 and 7.4 we get G′′ = (V ′,Σ, S, µ′′) such that |G′′|d(s) = |G|d(s) for s ∈ Σ+, and µ′′(A → ϵ) = 1
for all A ∈ V ′′, µ′′(A → B) = 1 for all A, B ∈ V ′′. Define G′ = (V ′,Σ, S, µ′) where µ′(S → ϵ) = |G|d(ϵ) and µ′ = µ′′ for
others, which is the grammar we need. 
Corollary 7.6. If G ∈CNF(E,Σ) in Corollary 7.5, then also G′ ∈CNF(E,Σ).
Lemma 7.7. Let G = (V ,Σ, S, µ) ∈CFG(E,Σ). Suppose {A → Aαi}i are all the productions in supp(µ) that begin with A and
the leftmost symbol in the right side is A. Then there exists G′ = (V ′,Σ, S, µ′) such that |G′|d = |G|d and {A → Aαi}i ⊄ supp(µ′).
Proof. Let {A → βj}j be all the productions in supp(µ) that the leftmost symbol in the right is not A. According to the
techniques in classical automata theory, introduce a new variable A′ /∈ V , denote V ′ = {A′} ∪ V , define
µ′(A → βj) = µ′(A → βjA′) = µ(A → βj)
µ′(A′ → αi) = µ(A′ → αiA′) = µ(A → Aαi),
and µ′(p) = µ(p) if p ∈ PROD(G)− {A → Aαi}i, µ′(p) = 1 for other cases. It is easy to check that |G′|d = |G|d. 
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Remark 7.3. Let G = (V ,Σ, S, µ) ∈CFG(E,Σ). For ∀A ≠ B ∈ V , suppose that {A → Bαi}i are all productions in supp(µ)
that begin with A and the leftmost symbol in the right side is B, and {B → βj}j are all productions in supp(µ) that begin with
B. If A → βjαi /∈ supp(µ) for ∀i, j, there exists G′ = (V ′,Σ, S, µ′) such that |G′|d = |G|d and µ′(A → Bαi) = 1 for ∀i. To see
that, just define µ′(A → βjαi) = µ(A → Bαi)  µ(B → βj) and µ′(A → Bαi) = 1.
The following theorem establishes the generalization of Greibach normal form theorem in unsharp quantum logic. It is
easy to see that the distributive law is not required in depth-first mode, whereas it is needed in the width-first mode.
Theorem 7.8. (i) |G|d = |GG|d for any G ∈ CFG(E,Σ).
(ii) |G|w = |GG|w for any G ∈ CFG(E,Σ) iff a  (b ∧ c) = (a  b) ∧ (a  c) for any a, b, c ∈ E .
Proof. (i) By Theorem 7.2 and Corollary 7.6, for any G ∈ CFG(E,Σ), there exists G′ ∈CNF(E,Σ) satisfying (i) and (ii)
in Corollary 7.5. Now, by Lemma 7.7 and Remark 7.3, similar to that in classical automata theory, we can construct a
G′G ∈GNF(E,Σ) such that |G|d = |G′|d = |G′G|d. We omit the details here.
(ii) By Theorem 7.1 and (i), we only need to prove ‘‘only if’’ part. If |G|w = |GG|w for any G ∈ CFG, then for any G ∈ CNG,
|G|w = |GG|w . For any a, b, c ∈ E we find a grammar G = (V ,Σ, S, µ) in Chomsky normal form as
• V = {S, A1, A2, A3}.
• let σ ∈ Σ , µ(S → A1A2) = a, µ(A1 → A1A3) = b, µ(A1 → σ) = 0, µ(A2 → A3A2) = c, µ(A2 → σ) = 0, µ(A3 →
σ) = 0, and µ = 1 for other cases.
Given s = σσσ , then
|G|w(s) =

γ4

γ3

γ2

γ1
µ(S ⇒ γ1) µ(γ1 ⇒ γ2) µ(γ2 ⇒ γ3) µ(γ3 ⇒ γ4) µ(γ4 ⇒ s)
=

γ3

γ2
µ(S ⇒ A1A2) µ(A1A2 ⇒ γ2) µ(γ2 ⇒ γ3) µ(γ3 ⇒ A1σσ) µ(A1σσ ⇒ s)

γ3

γ2
µ(S ⇒ A1A2) µ(A1A2 ⇒ γ2) µ(γ2 ⇒ γ3) µ(γ3 ⇒ σA3σ) µ(σA3σ ⇒ s)

γ3

γ2
µ(S ⇒ A1A2) µ(A1A2 ⇒ γ2) µ(γ2 ⇒ γ3) µ(γ3 ⇒ σσA2) µ(σσA2 ⇒ s)
=

γ2
µ(S ⇒ A1A2) µ(A1A2 ⇒ γ2) µ(γ2 ⇒ A1A3σ) µ(A1A3σ ⇒ A1σσ)
 
γ2
µ(S ⇒ A1A2) µ(A1A2 ⇒ γ2)µ(γ2 ⇒ A1σA2) µ(A1σA2 ⇒ A1σσ) µ(A1σσ ⇒ s)

γ2
µ(S ⇒ A1A2) µ(A1A2 ⇒ γ2) µ(γ2 ⇒ A1A3σ) µ(A1A3σ ⇒ σA3σ)
 
γ2
µ(S ⇒ A1A2) µ(A1A2 ⇒ γ2)µ(γ2 ⇒ σA3A2) µ(σA3A2 ⇒ σA3σ) µ(σA3σ ⇒ s)

γ2
µ(S ⇒ A1A2) µ(A1A2 ⇒ γ2) µ(γ2 ⇒ σA3A2) µ(σA3A2 ⇒ σσA2)
 
γ2
µ(S ⇒ A1A2) µ(A1A2 ⇒ γ2)µ(γ2 ⇒ A1σA2) µ(A1σA2 ⇒ σσA2) µ(σσA2 ⇒ s)
= µ(S → A1A2) µ(A1A2 ⇒ A1A3A2)  µ(A1 → σ)  µ(A2 → σ)  µ(A3 → σ)
= a  (b ∧ c)
On the other hand, the corresponding grammar in Greibach normal form is GG = (V ′,Σ, S, µ′):
• V ′ = {S, A1, A2, A3, B}.
• µ′ is defined as
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µ′(S → σA2) = µ(A1 → σ)  µ(S → A1A2) = a
µ′(S → σBA2) = µ(S → A1A2)  µ(A1 → σ) = a
µ′(A1 → σ) = µ(A1 → σ) = 0
µ′(A1 → σB) = µ(A1 → σ) = 0
µ′(A2 → σ) = µ(A2 → σ) = 0
µ′(A2 → σA2) = µ(A3 → σ)  µ(A2 → A3A2) = c
µ′(A3 → σ) = µ(A3 → σ) = 0
µ′(B → σ) = µ(A1 → A1A3)  µ(A3 → σ) = b
µ′(B → σB) = µ(A1 → A1A3)  µ(A3 → σ) = b
and µ′ = 1 for other cases.
Then
|GG|w(s) =

γ2

γ1
µ′(S ⇒ γ1)  µ′(γ1 ⇒ γ2)  µ′(γ2 ⇒ s)
=

γ1
µ′(S ⇒ γ1)  µ′(γ1 ⇒ σσA2)  µ′(σσA2 ⇒ s)

γ1
µ′(S ⇒ γ1)  µ′(γ1 ⇒ σBσ)  µ′(σBσ ⇒ s)
= (µ′(S ⇒ σA2)  µ′(σA2 ⇒ σσA2)) ∧ (µ′(S ⇒ σBA2)  µ′(σBA2 ⇒ σσA2))  µ′(σσA2 ⇒ s)µ′(S ⇒ σBA2)  µ′(σBA2 ⇒ σBσ)  µ′(σBσ ⇒ s)
= µ′(S → σA2)  µ′(A2 → σA2) ∧ µ′(S → σBA2)  µ′(B → σ)  µ′(A2 → σ)
µ′(S → σBA2)  µ′(A2 → σ)  µ′(B → σ)

= [(a  c) ∧ (a  b)  0] ∧ [a  0  b]
= (a  b) ∧ (a  c)
Thus |G|w = |GG|w leads to (a  b) ∧ (a  c) = a  (b ∧ c). Since a, b, c are taken arbitrarily from E , we get that 
distributes over ∧. 
The following two results show that various variants of E-valued context free grammar do not preserve the
recognizability of language in general in width-first principle.
Corollary 7.9. |G|w = |(GC )G|w for any G ∈ CFG(E,Σ) iff a  (b ∧ c) = (a  b) ∧ (a  c) for any a, b, c ∈ E .
Proof. ‘‘If part’’ If the distributive law is true, then |G|w = |(GC )|w = |(GC )G|w by Theorems 8.1 and 8.2(ii).
‘‘Only if part’’. Suppose the distributive law is not true. Then there are a, b, c ∈ E such that (a b)∧ (a c) ≠ a (b∧ c).
Let G be a Chomsky grammar as that in proof of Theorems 7.2(ii) and 7.8(ii), then G = GC . Similarly to (ii), we can construct
corresponding Greibach normal form GG. By a calculation, we see that |G|w ≠ |GG|w . 
Theorem 7.10. |G|w = |(GG)C |w for any G ∈ CFG(E,Σ) iff a  (b ∧ c) = (a  b) ∧ (a  c) for any a, b, c ∈ E .
Proof. ‘‘If part’’ If the distributive law is true, then |G|w = |GC |w = |(GG)C |w .
‘‘Only if’’ part: For any a, b, c ∈ E , consider G = (V ,Σ, S, µ) in Greibach normal form as V = {S, A, B, C}, and for some
σ ∈ Σ , µ is defined as µ(S → σA) = a, µ(S → σBC) = b, µ(C → σ) = c, µ(A → σC) = 0, µ(B → σ) = 0 and µ = 1
for the rest.
Given s = σσσ ,
|G|w(s) =

γ2

γ1
µ(S ⇒ γ1) µ(γ1 ⇒ γ2) µ(γ2 ⇒ s)
=

γ1
µ(S ⇒ γ1) µ(γ1 ⇒ σσC) µ(σσC ⇒ s)
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
γ1
µ(S ⇒ γ1) µ(γ1 ⇒ σBσ) µ(σBσ ⇒ s)
= [((µ(S → σA)  µ(A → σC)) ∧ (µ(S → σBC)  µ(B → σ)))  µ(C ⇒ σ)]
∧ [µ(S → σBC)  µ(C → σ)  µ(B → σ)]
= (a ∧ b)  c
On the other hand, the corresponding grammar GG is exactly G, and (GG)C = (V ′,Σ, S, µ′):
• V ′ = {S, A, B, C, X1, X2, X3, X4}.
• µ′ is constructed as
µ′(S → X1A) = µ(S → σA) = a, µ′(X1 → σ) = 0
µ′(S → X2X3) = µ(S → σBC) = b, µ′(X2 → σ) = 0, µ′(X3 → BC) = 0
µ′(A → X4C) = µ(A → σC) = 0, µ′(X4 → σ) = 0
µ′(B → σ) = 0, µ′(C → σ) = µ(C → σ) = c
for some σ ∈ Σ .
Then
|(GG)C |w(s) =

γ4

γ3

γ2

γ1
µ′(S ⇒ γ1)  µ′(γ1 ⇒ γ2)  µ′(γ2 ⇒ γ3)  µ′(γ3 ⇒ γ4)  µ′(γ4 ⇒ s)
=

γ3

γ2

γ1
µ′(S ⇒ γ1)  µ′(γ1 ⇒ γ2)  µ′(γ2 ⇒ γ3)  µ′(γ3 ⇒ X1σσ)  µ′(X1σσ ⇒ s)

γ3

γ2

γ1
µ′(S ⇒ γ1)  µ′(γ1 ⇒ γ2)  µ′(γ2 ⇒ γ3)  µ′(γ3 ⇒ σX4σ)  µ′(σX4σ ⇒ s)

γ3

γ2

γ1
µ′(S ⇒ γ1)  µ′(γ1 ⇒ γ2)  µ′(γ2 ⇒ γ3)  µ′(γ3 ⇒ X2σσ)  µ′(X2σσ ⇒ s)

γ3

γ2

γ1
µ′(S ⇒ γ1)  µ′(γ1 ⇒ γ2)  µ′(γ2 ⇒ γ3)  µ′(γ3 ⇒ σBσ)  µ′(σBσ ⇒ s)

γ3

γ2

γ1
µ′(S ⇒ γ1)  µ′(γ1 ⇒ γ2)  µ′(γ2 ⇒ γ3)  µ′(γ3 ⇒ σσC)  µ′(σσC ⇒ s)
= (µ(S → σA)  µ(A → σC)  µ(C → σ)) ∧ (µ(S → σBC)  µ(B → σ)  (c → σ)
= (a  c) ∧ (b  c)
Thus |G|w = |(GG)C |w results in (a ∧ b)  c = (a  c) ∧ (b  c). 
8. E-valued pushdown automata
Pushdown automata form another important class of finite state machines. In this section, we reformulate the theory
of pushdown automata into the framework of unsharp quantum logic and to observe the essential differences between
quantum and classical theory of pushdown automata.
Definition 8.1. An E-valued pushdown automaton (EPDA)M consists of seven componentsM = (Q ,Σ,Λ, δ, q0, Z0, T ):
• Q is a finite set of states.
• Σ is the input alphabet.
• Λ is the stack alphabet.
• q0 ∈ Q is the initial state.
• Z0 ∈ Λ is a special stack symbol called the start symbol.
• T : Q −→ E , is the final state function.
• δ : Rule(M) = (Q ×Σϵ ×Λ)× (Q ×Λ∗) −→ E , is the transition function. The support supp(δ) = {((q, w, Z), (p, α)) :
δ((q, w, Z), (p, α)) ≠ 1} is finite.
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Intuitively, for any r = ((q, w, Z), (p, σ )) ∈ Rule(M), δ(r) stands for the truth value of the proposition thatM , in the current
state q and the top symbol Z on the stack, with input symbol ω, can enter state p and replace Z with σ ∈ Λ∗ and advance
one symbol if ω ≠ ε.
Since the distributivity of  over ∧ in E does not hold, there are again two kinds of methods to define the language
accepted by an E-valued pushdown automata. First, we give the definition from the depth-first mode.
For E-valued PDA, similar to classical PDA, we use configuration to define the instantaneous description of a M and
the language accepted by M . Configuration is a triple c = (q, w, γ ) ∈ Q × Σ∗ × Λ∗, where q is the current state, w is
the sequences of the remaining input characters, γ is the sequence of symbols in the stack. Let CON(M) denote the set of
configurations, that is CON(M) = Q ×Σ∗×Λ∗. The next configuration relation ⊢M is defined as follows: for any p, q ∈ Q ,
σ ∈ Σ ∪ {ε}, ω ∈ Σ∗, Z ∈ Λ and α, β ∈ Λ∗, if ((p, σ , Z), (q, β)) ∈ δ then we have c1 = (p, σw, Zγ ) ⊢M c2(q, w, βγ ).
In this case, we say that r = ((p, σ , Z), (q, β)) is compatible with the next configuration relation c1 ⊢M c2 and denoted as
rc1⊢M c2 . Note that rc1⊢M c2 is unique if exists for any c1 and c2. The E-value of this transition is defined to be |c1 ⊢M c2| =
δ((p, σ , Z), (q, β)).
A path P of M is a sequence of configurations P = (c0, . . . , cn) where ci−1 ⊢M ci for n ≥ 1, i = 1, . . . , n. The length of
P is denoted as l(P) = n. The set of all paths of length n is denoted by Pathn(M). All paths of M is denoted by Path(M) =
n≥1 Pathn(M). The E-value of path P is defined to be |P| = |c0 ⊢M c1| · · · |cn−1 ⊢M cn|. We denote b(P) = c0, e(P) = cn.
If P1 = (c0, . . . , cn), P2 = (cn, . . . , cm), define the concatenation of P1, P2 to be P = P1P2 = (c0, . . . , cm). Obviously
|P| = |P1|  |P2|.
In the following, we denote PDA(E,Σ) to be the set of all EPDA overΣ .
Definition 8.2. TheE-valued language accepted by anEPDAM = (Q ,Σ,Λ, δ, q0, Z0, T ) by final state in a depth-firstmode,
denoted by |M|fd, is defined as:
|M|fd(s) =

{|P|  T (q) : P ∈ Path(M), b(P) = (q0, s, Z0), e(P) = (q, ϵ, γ )} (14)
for any s ∈ Σ∗.
Definition 8.3. The E-valued language accepted by an EPDA M = (Q ,Σ,Λ, δ, q0, Z0, T ) by empty stack in a depth-first
mode, denoted by |M|ed, is defined as:
|M|ed(s) =

{|P| : P ∈ Path(M), b(P) = (q0, s, Z0), e(P) = (q, ϵ, ϵ)} (15)
for any s ∈ Σ∗.
The following result shows that the two concepts of language accepted by final state and empty stack are equivalent in
the depth-first mode.
Theorem 8.1. For any EPDA M1, there is an EPDA M2 such that |M1|fd = |M2|ed. Conversely, for any EPDA M1, there is an EPDA
M2 such that |M1|ed = |M2|fd.
Proof. The first part. For any EPDA M1, construct M2 with the same technique as in classical automata theory. Assume
M1 = (Q1,Σ,Λ1, δ1, q1, Z1, T1), defineM2 = (Q2,Σ,Λ2, δ2, q2, Z2, T2) as:
(1) Q2 = Q1 ∪ {q0, q2}where q0, q2 /∈ Q1.
(2) Λ2 = Λ1 ∪ {Z2}where Z2 /∈ Λ1.
(3) δ2:
(a) δ2((q2, ϵ, Z2), (q1, Z1Z2)) = 0.
(b) δ2|Λ1 = δ1.
(c) δ2((q, ϵ, A), (q0, A)) = T1(q) for ∀q ∈ Q1,∀A ∈ Λ1.
(d) δ2((q0, ϵ, A), (q0, ϵ)) = 0 for ∀A ∈ Λ2.
(e) δ2 = 1 for other cases.
(4) T2 = 0.
Let P1 = (c1, . . . , cn) ∈ Path(M1), where ci = (pi, wi, γi) such that b(P1) = c1 = (q1, s, Z1) and e(P1) = cn = (q, ϵ, γ ).
Define c ′i = (pi, wi, γiZ2), for any i = 1, . . . , n and c ′0 = (q2, s, Z2). It is easy to see that (c ′0, c ′1, . . . , c ′n) ∈ Path(M2),|c ′0 ⊢M2 c ′1| = δ2((q2, ϵ, Z2), (q1, Z1Z2)) = 0, |c ′i ⊢M2 c ′i+1| = |(pi, ωi, γiZ2) ⊢M2 (pi+1, ωi+1, γi+1Z2)| = |(pi, ωi, γi) ⊢M2
(pi+1, ωi+1, γi+1)| = |ci ⊢M1 ci+1| for i = 1, . . . , n − 1. Let c ′n+1 = (q0, ϵ, γ Z2), then (c ′0, . . . , c ′n, c ′n+1) ∈ Path(M2) and|c ′n ⊢M2 c ′n+1| = |(q1, ϵ, γ Z2) ⊢M2 (q0, ϵ, γ Z2)| = δ((q1, ϵ, γ ), (q0, γ )) = T1(q).
In the following, we will clear the stack.
If γ = ϵ, define c ′n+2 = (q0, ϵ, ϵ), then (c ′0, . . . , c ′n+1, c ′n+2) ∈ Path(M2) and |c ′n+1 ⊢M2 c ′n+2| = 0. It follows that
|(c ′0, . . . , c ′n+1, c ′n+2)| = |c ′0 ⊢M2 c ′1| 
n−1
i=1 |c ′i ⊢M2 c ′i+1|  |c ′n+1 ⊢M2 c ′n+2| = |P1|  T1(q).
If γ = A1 · · · Ak(Ai ∈ Λ1) and γ ≠ ϵ. Define c ′n+i+1 = (q0, ϵ, Ak−i · · · AkZ2) (i = 1, . . . , k) and c ′n+2+k = (q0, ϵ, ϵ).
Then |c ′n+1+i ⊢M2 c ′n+2+i| = 0 (i = 1, . . . , k). Still (c ′0, . . . , c ′n+2+k) ∈ Path(M2) and |(c ′0, . . . , c ′n+2+k)| = |c ′0 ⊢M2
c ′1| 
n−1
i=1 |c ′i ⊢M2 c ′i+1|  |c ′n ⊢M2 c ′n+1|  |c ′n+1 ⊢M2 c ′n+2| 
k
i=1 |c ′n+1+i ⊢M2 c ′n+2+i| = |P1|  T1(q). From the above
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discussions, we conclude that for any s ∈ Σ∗, {|P|  T (q) : P ∈ Path(M), b(P) = (q0, s, Z0), e(P) = (q, ϵ, γ )} ⊆ {|P| : P ∈
Path(M), b(P) = (q0, s, Z0), e(P) = (q, ϵ, ϵ)}, thus |M1|fd ≥ |M2|ed.
On the other hand, let P2 ∈ Path(M2) = (c0, . . . , cm) such that c0 = (q2, s, Z2), ck = (qk, ωk, γk), i = 1, . . . ,m − 1,
cm = (q, ϵ, ϵ). By the definition of δ2, then c1 = (q1, s, Z1Z2) and rc0⊢M2 c1 = ((q2, s, Z2), (q1, Z1Z2)), otherwise |c0 ⊢M2
c1| = 1. Assume ck (k ≥ 2) is the first configuration after c1 such that qk /∈ Q1. Then q1, . . . , qk−1 ∈ Q1 and rci⊢M2 ci+1 ∈ ∆1
(i = 1, . . . , k− 2). Since rci⊢M1 ci+1 ∈ ∆1, then transition does not involve the bottom stack symbol Z2. For cj = (qj, wj, γj) ∈
Γ2, (j = 2, . . . , k − 1), write γj = γ ′j Z2. Let c ′1 = (q1, s, Z1), c ′j = (qj, wj, γ ′j ) ∈ Γ1 (j = 2, . . . , k − 1). We get that
(c ′1, . . . , c
′
k−1) ∈ Path(M1) and rc′i⊢M1 c′i+1 = rci⊢M2 ci+1 (i = 1, . . . , k− 1). Consider configuration ck, if qk = q2, then |ck−1 ⊢M2
ck| = 1, so we only need to consider qk = q0. Denote ck = (q0, wk, γk) ∈ Γ2. Then rck−1⊢M2 ck = ((qk−1, ϵ, A), (q0, A))
for some A ∈ Λ1 ∪ {ϵ}, otherwise |ck−1 ⊢M2 ck| = 1. It indicates that wk−1 = wk, γk−1 = γk. It is easy to see that
rcj⊢M2 cj+1 = ((q0, ϵ, A), (q0, ϵ)) for some Aj ∈ Λ2 (j = k, . . . ,m − 1), otherwise |P2| = 1. So |cj ⊢M2 cj+1| = 0
(j = k, . . . ,m − 1). We could denote cj = (q0, wk, γj) (j = k, . . . ,m). By the selection of P2, we know that wk = ϵ. As
a result |P2| = |c0 ⊢M2 c1|  |(c1, . . . , ck−1)|  |ck−1 ⊢M2 ck| 
m−1
j=k |cj ⊢M2 cj+1| = |(c ′1, . . . , c ′k−1)|  T1(qk−1), where
(c ′1, . . . , c
′
k−1) ∈ Path(M1), c ′1 = (q1, ϵ, Z1), c ′k−1 = (qk−1, ϵ, γk−1). Thus |M|ed(s) ≥ |M|fd(s).
The second part. For any EPDF M1, we will construct a M2 such that for any s ∈ Σ∗, |M1|ed(s) = |M2|fd(s). Assume
M1 = (Q1,Σ,Λ1, δ1, q1, Z1, T1), defineM2 = (Q2,Σ,Λ2, δ2, q2, Z2, T2) as:
(1) Q2 = Q1 ∪ {q0, q2}where q0, q2 /∈ Q1.
(2) Λ2 = Λ1 ∪ {Z2}where Z2 /∈ Λ1.
(3) for some σ ∈ Σ , define, δ2:
(a) δ2((q2, ϵ, Z2), (q1, Z1Z2)) = 0.
(b) δ2|Λ1 = δ1.
(c) δ2((q, ϵ, Z2), (q0, Z2)) = 0 for ∀q ∈ Q1.
(d) δ2((q0, σ , Z2), (q0, Z2)) = 1 for ∀σ ∈ Σ .
(e) δ2 = 1 for other cases.
(4) T2 = 0.
Suppose P1 = (c1, . . . , cn) ∈ Path(M1), b(P1) = (q1, s, Z1), e(P1) = (q, ϵ, ϵ). Denote c ′0 = (q2, s, Z2), c ′i = (pi, wi, γiZ2)
if ci = (pi, wi, γi) (i = 1, . . . , n), c ′n+1 = (q0, ϵ, Z2). Note that |c ′0 ⊢M2 c ′1| = δ2((q2, ϵ, Z2), (q1, Z1Z2)) = 0,|c ′i ⊢M2 c ′i+1| = |ci ⊢M1 ci+1 (i = 1, . . . , n − 1), |c ′n ⊢M2 c ′n+1| = 0. Denote (c ′0, . . . , c ′n+1) = P ′1 ∈ Path(M2), then
|P1| = |P ′1|  T2(q0) and b(P ′1) = (q2, s, Z2), e(P ′1) = (q0, ϵ, Z2). Thus |M1|ed(s) ≥ |M2|fd(s).
On the other hand, suppose P2 = (c0, . . . , cm) ∈ Path(M2) such that c0 = (q2, s, Z2), ck = (qk, ωk, γk), i =
1, . . . ,m − 1 and cm = (q, ϵ, γ ). By the definition of δ2, c1 = (q1, s, Z1Z2) and rc0⊢M2 c1 = ((q2, s, Z2), (q1, Z1Z2)).
Otherwise |c0 ⊢M2 c1| = 1. Suppose ck (k ≥ 2) is the first configuration after c1 such that qk /∈ Q1. By this assumption,
q1, . . . , qk−1 ∈ Q1 and rci⊢M2 ci+1 ∈ Λ1 (i = 1, . . . , k − 2). Denote cj = (pj, wj, γj) ∈ Γ2 (j = 2, . . . , k − 1). These
transitions does not involve Z2 since rci⊢M2 ci+1 ∈ Λ1 (i = 1, . . . , k − 2). We could write c ′1 = (q1, s, Z1), γj = γ ′j Z2 and
c ′j = (pj, wj, γ ′j ) ∈ Γ1 (j = 2, . . . , k − 1). In fact (c ′1, . . . , c ′k−1) ∈ Path(M1) and rc′i⊢M1 c′i+1 = rci⊢M2 ci+1 (i = 1, . . . , k − 2).
If qk = q2, then |ck−1 ⊢M2 ck| = 1, so we just need to consider qk = q0. Denote ck = (q0, wk, γk) ∈ Γ2. We get that
rck−1⊢M2 ck = ((pk−1, ϵ, Z2), (q0, Z2)), otherwise |ck−1 ⊢M2 ck| = 1. It follows that γk−1 = Z2, γ ′k−1 = ϵ and wk−1 = wk. If
wk ≠ ϵ, then |ck ⊢M2 ck+1| = 1, that is |P2| = 1. So we could assume wk = ϵ, then ck = (q0, ϵ, Z2) = cm. As a result,|P2|  T2(q) = |c0 ⊢M2 c1|  |(c1, . . . , ck−1)|  |ck−1 ⊢M2 ck|  T2(q0) = |(c ′1, . . . , c ′k−1)|, where (c ′1, . . . , c ′k−1) ∈ Path(M1)
and c ′1 = (q1, s, Z1), c ′k−1 = (pk−1, ϵ, ϵ). So |M2|fd(s) ≥ |M1|ed(s). 
In the following, we consider the language of EPDA recognized in width-first mode. Let ‘‘⊢0M ’’ be the identity relation
over Γ . The composition of ⊢M is defined as: ⊢n+1M :=⊢nM ◦ ⊢M . Furthermore, define |ca ⊢n+1M cb| = ∧c |ca ⊢nM c|  |c ⊢M cb|
recursively as
|ca ⊢nM cb| =

cn−1

· · ·

c2

c1
|ca ⊢M c1|  |c1 ⊢M c2|

 |c2 ⊢M c3|

· · ·

 |cn−1 ⊢M cb|
Definition 8.4. TheE-valued language accepted by anEPDAM = (Q ,Σ,Λ, δ, q0, Z0, T ) by final state in awidth-firstmode,
denoted by |M|fw , is defined as: for any s ∈ Σ∗,
|M|fw(s) =

n≥0,q∈Q ,γ∈Λ∗
|(q0, s, Z0) ⊢nM (q, ϵ, γ )|  T (q) (16)
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Definition 8.5. The E-valued language accepted by an EPDA M = (Q ,Σ,Λ, δ, q0, Z0, T ) by empty stack in a width-first
mode, denoted by |M|ew , is defined as: for any s ∈ Σ∗,
|M|ew(s) =

n≥0,q∈Q
|(q0, s, Z0) ⊢nM (q, ϵ, ϵ)| (17)
The following theorem carefully compare recognizability of E valued pushdown automaton in the depth-first modewith
that in the width-first mode.
Theorem 8.2. The following conditions are equivalent:
(i) a  (b ∧ c) = (a  b) ∧ (a  c) for any a, b, c ∈ E .
(ii) |M|fd = |M|fw for any M ∈PDA(E,Σ).
(iii) |M|ed = |M|ew for any M ∈PDA(E,Σ).
Proof. (i)⇒(ii), (iii): If  distributes over ∧, then for any s ∈ Σ∗
|M|fw(s) = ∧n≥0 ∧q∈Q ,γ∈Γ ∗ [∧cn−1(· · · (∧c1 |(q0, s, Z0) ⊢M c1|  |c1 ⊢M c2|) · · · )  |cn−1 ⊢M (q, ϵ, γ )|]  T (q)
= ∧n≥0 ∧q∈Q ,γ∈Γ ∗ ∧ci(|(q0, s, Z0) ⊢M c1|  · · ·  |cn−1 ⊢M (q, ϵ, γ )|  T (q))
= ∧n≥0 ∧ {|P|  T (e(P)) : P ∈ Pathn(M)}
= ∧ {|P|  T (e(P)) : P ∈ Path(M)}
= |M|fd(s)
and similarly |M|ew(s) = |M|ed(s).
(ii)⇒(i): Take arbitrary elements a, b, c ∈ E . Consider M = (Q ,Σ,Λ, δ, q0, Z0, T ) where Q = {q0, q1, q2, q3},
Λ = {Z0, Z1, Z2, Z3} and T = c. Suppose σ ∈ Σ , define δ as:
δ((q0, σ , Z0), (q1, Z1)) = a
δ((q0, σ , Z0), (q2, Z2)) = b
δ((q1, σ , Z1), (q3, Z3)) = 0
δ((q2, σ , Z2), (q3, Z3)) = 0
δ = 1 for other cases
then
|M|fw(σσ) = ∧n≥0 ∧q∈Q ,γ∈Λ∗ [∧cn−1(· · · (∧c1 |(q0, s, Z0) ⊢M c1|  |c1 ⊢M c2|) · · · )  |cn−1 ⊢M (q, ϵ, γ )|]  T (q)
= [(|(q0, σσ , Z0) ⊢M (q1, σ , Z1)|  |(q1, σ , Z0) ⊢M (q3, ϵ, Z3)|)
∧ (|(q0, σσ , Z0) ⊢M (q2, σ , Z2)|  |(q2, σ , Z2) ⊢M (q3, ϵ, Z3)|)]  T (q3)
= (a ∧ b)  c
and |M|fd(σσ) = (a  c) ∧ (b  c). So we infer that (a  c) ∧ (b  c) = (a ∧ b)  c for any a, b, c ∈ E .
(iii)⇒(i): Take arbitrary elements a, b, c ∈ E . Consider M = (Q ,Σ,Λ, δ, q0, Z0, T ) where Q = {q0, q1, q2, q3},
Λ = {Z0, Z1}. Suppose σ ∈ Σ and define δ as:
δ((q0, σ , Z0), (q1, Z1)) = a
δ((q0, σ , Z0), (q2, Z1)) = b
δ((q1, σ , Z1), (q3, Z1)) = 0
δ((q2, σ , Z1), (q3, Z1)) = 0
δ((q3, σ , Z1), (q3, ϵ)) = c
δ = 1 for other cases
then
|M|ew(σσσ) = ∧n≥0 ∧q∈Q (∧cn−1(· · · (∧c1 |(q0, σ , Z0) ⊢M c1|  |c1 ⊢M c2|) · · · )  |cn−1 ⊢M (q, ϵ, ϵ)|)
= [(|(q0, σσσ , Z0) ⊢M (q1, σσ , Z1)|  |(q1, σσ , Z1) ⊢M (q3, σ , Z1)|)
∧ (|(q0, σσσ , Z0) ⊢M (q2, σσ , Z1)|  |(q2, σσ , Z1) ⊢M (q3, σ , Z1)|)]  |(q3, σ , Z1) ⊢M (q3, ϵ, ϵ)|
= (a ∧ b)  c
and |M|ed(σσσ) = (a  c) ∧ (b  c). So it is inferred that (a  c) ∧ (b  c) = (a ∧ b)  c for any a, b, c ∈ E . 
According to Theorems 8.1 and 8.2, we have shown that the language recognizability by final states is also equivalent to
the language recognizability by empty stack in the width-first mode provided that  distribute over ∧ in E .
Corollary 8.3. Let ε be an MV algebra. For any EPDA M1, there is an EPDA M2 such that |M1|fw = |M2|ew . Conversely, for any
EPDA M1, there is an EPDA M2 such that |M1|ew = |M2|fw .
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9. Relations between E-valued context free grammars and E-valued pushdown automata
In this section, we will demonstrate the equivalence of E-valued context free grammars and E-valued pushdown
automata. Here, by equivalence, we mean that an E-valued context free grammars can be simulated by an E-valued
pushdown automaton and conversely that an E-valued pushdown automaton can be simulated by an E-valued context
free grammar.
Let G = (V ,Σ, S, µ) be an EGNF. With the technique used in classical automata theory, we construct an MG =
({q},Σ, V , δ, q, S, T ) ∈PDA(E,Σ) as follows: δ((q, σ , A), (q, γ )) = µ(A → σγ ) for ∀A → σγ ∈ supp(G) and δ = 1
for others; T = 0.
The following Theorems 9.1 and 9.2 combinedwith Theorem7.8 show that for the equivalence between E-valued context
free grammar and E-valued PDA, the depth-first mode and distributivity of  over ∧ is not required.
Theorem 9.1. Let G be an EGNF, then |G|d = |MG|ed, where MG is the EPDA constructed above.
Proof. First, we prove that for ∀P ∈ Pathn(M) with b(P) = (q, w, S), e(P) = (q, ϵ, α), there is κ ∈ DnG(S, wα) such that|P| = |κ|, wherew ∈ Σ∗, α ∈ V ∗.
If n = 1, P = ((q, w, S), (q, ϵ, α)), then w ∈ Σϵ and r(q,w,S)⊢MG (q,ϵ,α) = ((q, w, S), (q, α)). Thus κ = ((S, wα), (S →
wα)) ∈ D1G(S, wα) satisfies |κ| = |P|.
Assume then that the hypothesis holds for n ≤ k. When n = k + 1, for any P ∈ Pathk+1(MG), b(P) = (q, w, S), e(P) =
(q, ϵ, α), we can write P = ((q, w, S), . . . , (q, σ , γ ), (q, ϵ, α)), wherew = w′σ , σ ∈ Σϵ . If denote γ = Aβ, α = γ ′β , then
r((q, σ , γ ) ⊢MG (q, ϵ, α)) = ((q, σ , A), (q, γ ′)). With the same transitions in P , there is P ′ = ((q, w′, S), . . . , (q, ϵ, γ )) ∈
Pathk(MG). By the hypothesis we get a κ ′ ∈ DkG(S, w′γ ) and |κ ′| = |P ′|. Define κ = ((S, w′γ ,wα), (p1, . . . , pk+1)) ∈
Dk+1G (S, wα) if κ ′ = ((S, . . . , w′γ ), (p1, . . . , pk), then |κ| = |κ ′|  µ(A → σα′) = |P ′|  δ((q, σ , A), (q, α′)) = |P|.
Conversely we prove that for ∀κ ∈ DnG(S, wα) where w ∈ Σ∗, α ∈ V ∗, there is P ∈ Pathn(MG) such that b(P) =
(q, w, S), e(P) = (q, ϵ, α) and |κ| = |P|.
If n = 1, κ = (S, S → wα,wα)wherew ∈ Σ . So P = ((q, w, S), (q, ϵ, α)) satisfies |P| = |κ|.
Assume that the hypothesis holds for n = k. When n = k + 1, suppose κ = ((S, . . . , w′γ ,wα), (p1, . . . , pk+1)),
w = w′σ , γ = Aβ, α = α′β and pk+1 = A → σα′. Take κ ′ = ((S, . . . , w′γ ), (p1, . . . , pk)) ∈ DkG(S, w′γ ) as the front
part of κ . By the hypothesis, there is P ′ ∈ Pathk(M), b(P ′) = (q, w′, S), e(P ′) = (q, ϵ, γ ) and |P ′| = |κ ′|. With the same
transitions, there is P ′′ ∈ Pathk(MG), b(P ′′) = (q, w, S), e(P ′′) = (q, σ , γ ) and |P ′′| = |P ′|. Let P = P ′′((q, σ , γ ), (q, ϵ, α)),
that is concatenation of P ′′ and ((q, σ , γ ), (q, ϵ, α)), then |P| = |P ′′|  δ((q, σ , A), (q, α′)) = |κ ′|  µ(A → σα′) = |κ|.
As a result, for ∀κ ∈ D+G (S, s) there is P ∈ Path(MG) such that b(P) = (q, s, S), e(P) = (q, ϵ, ϵ), |κ| = |P|, and vise versa.
So |G|d = |MG|ed. 
Let M = (Q ,Σ,Λ, δ, q0, Z0, T ) ∈PDA(E,Σ). We will construct an equivalent E-valued grammar using the same
technique with classical automata theory. Construct an ECFG GM = (V ,Σ, S, µ) as follows:
(1) V = {S} ∪ {[p, A, q] : p, q ∈ Q , A ∈ Λ},
(2) µ([q, A, qn+1] → σ [q1, A1, q2][q2, A2, q3] · · · [qn, An, qn+1]) = δ((q, σ , A), (q1, A1 · · · An)) for ∀q, q1, . . . , qn, qn+1 ∈ Q ,
σ ∈ Σϵ , A, A1, . . . , An ∈ Λ, where n ≥ 1,
(3) µ([p, A, q] → σ) = δ((p, σ , A), (q, ϵ)) for ∀p, q ∈ Q ,
(4) µ(S → [q0, Z0, q]) = 0 for ∀q ∈ Q ,
(5) µ = 1 for other cases.
Theorem 9.2. Let M ∈PDA(E,Σ), then |GM |d = |M|ed where GM is the ECFG constructed as above.
Proof. Let κ ∈ DnGM ([q, A, q′], w), q, q′ ∈ Q , A ∈ Λ, w ∈ Σ∗. We show recursively that there is P ∈ Path(M) satisfying
b(P) = (q, w, A), e(P) = (q′, ϵ, ϵ) and |κ| = |P|.
If n = 1, κ = (([q, A, q′], w), p1), it follows thatw ∈ Σϵ or |κ| = 1. So |κ| = µ([q, A, q′] → w) = δ((q, w, A), (q′, ϵ)) =
|(q1, w, A) ⊢ (q′, ϵ, ϵ)| = |P|where P = ((q, w, A), (q′, ϵ, ϵ)).
Assume the hypothesis holds for n ≤ k. When n = k + 1, let κ = (([q, A, q′], α1, . . . , ω), (p1, . . . , pk+1)) ∈
Dk+1GM ([q, A, q′], w), then there are α1 = σ [q1, A1, q2] · · · [qm, Am, q′] for some qi ∈ Q , Ai ∈ Λ, σ ∈ Σϵ and µ(p1) =
δ((q, σ , A), (q1, A1 · · · Am)). Suppose κi ∈ DniGM ([qi, Ai, qi+1], wi), (i = 1, . . . ,m), qm+1 = q′, where

ni = k, w =
σw1 · · ·wm. By the hypothesis there is Pi ∈ Path(M) such that b(Pi) = (qi, wi, Ai), e(Pi) = (qi+1, ϵ, ϵ) and |κi| = |Pi|.
With the same transitions in Pi we can find P ′i ∈ Path(M) satisfying
(1) b(P ′i ) = (qi, wi · · ·wm, Ai · · · Am) (i = 1, . . . ,m),
(2) e(P ′j ) = b(P ′j+1) (j = 1, . . . ,m− 1), e(P ′m) = (q′, ϵ, ϵ),
(3) |P ′i | = |Pi|.
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Denote P = ((q, w, A), (q1, w1 · · ·wm, A1 · · · Am))P ′1 · · · P ′m, then |P| = δ((q, σ , A), (q1, A1 · · · Am)) 
m
i=1 |Pi| = µ(p1) m
i=1 |κi| = |κ| and b(P) = (q, w, A), e(P) = (q′, ϵ, ϵ).
On the other hand we show that for any P ∈ Pathn(M) in which b(P) = (q, w, A), e(P) = (q′, ϵ, ϵ), there is
κ ∈ D+GM ([q, A, q′], w) such that |P| = |κ|.
If n = 1, P = ((q, w, A), (q′, ϵ, ϵ)), which indicates thatw ∈ Σϵ . Thus |P| = δ((q, w, A), (q′, ϵ)) = µ([q, A, q′] → w) =
|κ|where κ = ([q, A, q′], p1, w) ∈ D1GM ([q, A, q′], w).
Assume the hypothesis holds for n ≤ k. When n = k + 1, let P = (c0, . . . , ck, ck+1) ∈ Pathk+1(M), where c0 =
(q, w, A), ck+1 = (q′, ϵ, ϵ). Suppose w = σw′, c1 = (q1, w′, A1 · · · Am), then |c0 ⊢ c1| = δ((q, σ , A), (q1, A1 · · · Am)).
We could divide w′ = w1 · · ·wm satisfying that Ai is the top symbol in the stack when wi · · ·wm left. Assume cki =
(qi, wi · · ·wm, Ai · · · Am), 1 ≤ ki ≤ k. There are Pi ∈ Path(M) such that |Pi| = |(cki , . . . , cki+1)| and b(Pi) =
(qi, wi, Ai), e(Pi) = (qi+1, ϵ, ϵ). By hypothesis, there are κi ∈ D+GM ([qi, Ai, qi+1], wi), |κi| = |Pi|. So there is κ =
([q, A, qm+1], p1, σ [q1, A1, q2] · · · [qm, Am, qm+1], . . . , σw1 · · ·wm = w)with the same transitions of κi. Thus |κ| = µ(p1) |κi| = δ((q1, σ , A), (q1, A1 · · · Am))  |Pi| = |P|.
We get that for ∀κ ∈ D+GM ([q0, Z0, q′], s) there is some P ∈ Path(M) such that b(P) = (q, s, Z0), e(P) = (q′, ϵ, ϵ), and
vise versa. Since there is a one-to-one corresponding relationship between D+GM (S, s) and
{D+GM ([q0, Z0, q], s) : q ∈ Q }, so
|GM |d = |M|ed from Eqs. (11) and (15). 
However,whenusing thewidth-first principle, from the following Theorems 9.3 and 9.5,wewill find that the equivalence
between E-valued context free grammar and E valued PDA requires the distributivity of  over ∧ in E . That is, E is an MV
algebra.
Theorem 9.3. |G|w = |MG|ew for any G ∈GNF(E,Σ) iff a  (b ∧ c) = (a  b) ∧ (a  c) for any a, b, c ∈ E .
Proof. ‘‘If part’’: Conclude from Theorems 7.1, 8.2 and 9.1.
‘‘Only if part’’: For any a, b, c ∈ E construct a G = (V ,Σ, S, µ) ∈GNF(E,Σ) as follows: V = {S, A, B, C}, for some
σ ∈ Σ . µ is defined as:
µ(S → σAB) = 0, µ(S → σAC) = 0
µ(A → σ) = a, µ(B → σ) = b, µ(C → σ) = c
and µ = 1 for the rest.
Take s = σσσ ,
|G|w(s) =

γ2

γ1
µ(S ⇒ γ1) µ(γ1 ⇒ γ2) µ(γ2 ⇒ s)
=

γ1
µ(S ⇒ γ1) µ(γ1 ⇒ σσB) µ(σσB ⇒ s)

γ1
µ(S ⇒ γ1) µ(γ1 ⇒ σσC) µ(σσC ⇒ s)

γ1
µ(S ⇒ γ1) µ(γ1 ⇒ σAσ) µ(σAσ ⇒ s)
= [µ(S ⇒ σAB) µ(σAB ⇒ σσB) µ(σσB ⇒ s)] ∧ [µ(S ⇒ σAC) µ(σAC ⇒ σσB) µ(σσC ⇒ s)]
∧ [((µ(S ⇒ σAB) µ(σAB ⇒ σAσ)) ∧ (µ(S ⇒ σAC) µ(σAC ⇒ σAσ))) µ(σAσ ⇒ s)]
= [µ(S → σAB)  µ(A → σ)  µ(B → σ)] ∧ [µ(S → σAC)  µ(A → σ)  µ(C → σ)]
∧ [((µ(S → σAB)  µ(B → σ)) ∧ (µ(S → σAC)  µ(C → σ)))  µ(A → σ)]
= (b ∧ c)  a
The correspondingMG = ({q},Σ, V , δ, q, S, T )where
δ((q, σ , S), (q, AB)) = µ(S → σAB) = 0
δ((q, σ , S), (q, AC)) = µ(S → σAC) = 0
δ((q, σ , A), (q, ϵ)) = µ(A → σ) = a
δ((q, σ , B), (q, ϵ)) = µ(B → σ) = b
δ((q, σ , C), (q, ϵ)) = µ(C → σ) = c
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and δ = 1 for the rest,
|MG|ew(s) =

c2

c1
|(q, s, S) ⊢ c1|  |c1 ⊢ c2|

 |c2 ⊢ (q, ϵ, ϵ)|
= [|(q, s, S) ⊢ (q, σσ , AB)|  |(q, σσ , AB) ⊢ (q, σ , B)|  |(q, σ , B) ⊢ (q, ϵ, ϵ)|]
∧ [|(q, s, S) ⊢ (q, σσ , AC)|  |(q, σσ , AC) ⊢ (q, σ , C)|  |(q, σ , C) ⊢ (q, ϵ, ϵ)|]
= [δ((q, σ , S), (q, AB))  δ((q, σ , A), (q, ϵ))  δ((q, σ , B), (q, ϵ))]
∧ [δ((q, σ , S), (q, Ac))  δ((q, σ , A), (q, ϵ))  δ((q, σ , C), (q, ϵ))]
= (a  b) ∧ (a  c)
thus |G|w = |MG|ew implies (a  b) ∧ (a  c) = a  (b ∧ c). 
From the Theorems 8.1 and 9.2 we get the following corollary:
Corollary 9.4. Let M ∈PDA(E,Σ), there exists an ECFG G such that |G|d = |M|fd.
Theorem 9.5. |GM |w = |M|ew for any M ∈PDA(E,Σ) iff a  (b ∧ c) = (a  b) ∧ (a  c) for any a, b, c ∈ E .
Proof. ‘‘If part’’. Follows easily from Theorems 7.1, 8.2 and 9.2.
‘‘Only if part’’. For any given a, b, c ∈ E , constructM = (Q ,Σ,Λ, δ, q0, Z0, T ) as follows:
(1) Q = {q0, q1, q2, q3, q4, q5, q6}.
(2) assume σ ∈ Σ .
(3) Λ = {Z0, Z1, Z2, Z3}.
(4) δ is defined as:
δ((q0, ϵ, Z0), (q2, Z3Z1Z1)) = 0
δ((q0, ϵ, Z0), (q2, Z3Z2Z2)) = 0
δ((q2, σ , Z3), (q4, ϵ)) = a
δ((q4, σ , Z1), (q5, ϵ)) = b
δ((q6, σ , Z2), (q1, ϵ)) = c
δ((q5, σ , Z1), (q1, ϵ)) = 0
δ((q4, σ , Z2), (q6, ϵ)) = 0
and δ = 1 for other cases.
(5) T = 0.
Let s = σσσ , the E-value of s accepted byM is
|M|ew(s) = ∧n≥0 ∧q∈Q (∧cn−1(· · · (∧c1 |(q0, s, Z0) ⊢M c1|  |c1 ⊢M c2|) · · · )  |cn−1 ⊢M (q, ϵ, ϵ)|)
= ∧n≥0 ∧cn−1 (· · · (∧c1 |(q0, s, Z0) ⊢M c1|  |c1 ⊢M c2|) · · · )  |cn−1 ⊢M (q1, ϵ, ϵ)|
= ∧n≥0[∧cn−2(· · · (∧c1 |(q0, s, Z0) ⊢M c1|  |c1 ⊢M c2|) · · · )  |(q5, σ , Z1) ⊢M (q1, ϵ, ϵ)|]
∧ [∧cn−2(· · · (∧c1 |(q0, s, Z0) ⊢M c1|  |c1 ⊢M c2|) · · · )  |(q6, σ , Z2) ⊢M (q1, ϵ, ϵ)|]
= [|(q0, s, Z0) ⊢M (q2, s, Z3Z1Z1)|  |(q2, s, Z3Z1Z1) ⊢M (q4, σσ , Z1Z1)|
 |(q4, σσ , Z1Z1) ⊢M (q5, σ , Z1)|  |(q5, σ , Z1) ⊢M (q1, ϵ, ϵ)]
∧ [|(q0, s, Z0) ⊢M (q2, s, Z3Z2Z2)|  |(q2, s, Z3Z2Z2) ⊢M (q4, σσ , Z2Z2)|
 |(q4, σσ , Z2Z2) ⊢M (q6, σ , Z2)|  |(q6, σ , Z2) ⊢M (q1, ϵ, ϵ)]
= [δ((q0, ϵ, Z0), (q2, Z3Z1Z1))  δ((q2, σ , Z3), (q4, ϵ))  δ((q4, σ , Z1), (q5, ϵ))  δ((q5, σ , Z1), (q1, ϵ))]
∧ [δ((q0, ϵ, Z0), (q2, Z3Z2Z2))  δ((q2, σ , Z3), (q4, ϵ))  δ((q4, σ , Z2), (q6, ϵ))  δ((q6, σ , Z2), (q1, ϵ))]
= [0  a  b  0] ∧ [0  a  0  c]
= (a  b) ∧ (a  c)
The corresponding GM = (V ,Σ, S, µ) is:
(1) V = {S} ∪ {[p, Z, q] : p, q ∈ Q , Z ∈ Λ}.
(2) µ is constructed as:
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µ([q0, Z0, q1] → [q2, Z3, qi][qi, Z1, qj][qj, Z1, q1]) = δ((q0, ϵ, Z0), (q2, Z3Z1Z1)) = 0 for ∀i, j
µ([q0, Z0, q1] → [q2, Z3, qi][qi, Z2, qj][qj, Z2, q1]) = δ((q0, ϵ, Z0), (q2, Z3Z2Z2)) = 0 for ∀i, j
µ([q2, Z3, q4] → σ) = δ((q2, σ , Z3), (q4, ϵ)) = a
µ([q4, Z1, q5] → σ) = δ((q4, σ , Z1), (q5, ϵ)) = b
µ([q6, Z2, q1] → σ) = δ((q6, σ , Z2), (q1, ϵ)) = c
µ([q5, Z1, q1] → σ) = δ((q5, σ , Z1), (q1, ϵ)) = 0
µ([q4, Z2, q6] → σ) = δ((q4, σ , Z2), (q6, ϵ)) = 0
µ(S → [q0, Z0, qi]) = 0 for ∀i
The E-value of s accepted by GM is
|GM |w(s) =

m≥1

γm−1

· · ·

γ1
µ(S ⇒ γ1) µ(γ1 ⇒ γ2) · · · µ(γm−1 ⇒ s)
=

γ4

γ3

γ2
µ([q0, Z0, q1] ⇒ γ2) µ(γ2 ⇒ γ3) µ(γ3 ⇒ γ4) µ(γ4 ⇒ s)
=

γ3

γ2
µ([q0, Z0, q1] ⇒ γ2) µ(γ2 ⇒ γ3) µ(γ3 ⇒ [q2, Z3, q4]σσ) µ([q2, Z3, q4]σσ ⇒ s)
 
γ3

γ2
µ([q0, Z0, q1] ⇒ γ2) µ(γ2 ⇒ γ3) µ(γ3 ⇒ σ [q4, Z1, q5]σ) µ(σ [q4, Z1, q5]σ ⇒ s)
 
γ3

γ2
µ([q0, Z0, q1] ⇒ γ2) µ(γ2 ⇒ γ3) µ(γ3 ⇒ σ [q4, Z2, q6]σ) µ(σ [q4, Z2, q6]σ ⇒ s)
 
γ3

γ2
µ([q0, Z0, q1] ⇒ γ2) µ(γ2 ⇒ γ3) µ(γ3 ⇒ σσ [q5, Z1, q1]) µ(σσ [q5, Z1, q1] ⇒ s)

γ3

γ2
µ([q0, Z0, q1] ⇒ γ2) µ(γ2 ⇒ γ3) µ(γ3 ⇒ σσ [q6, Z2, q1]) µ(σσ [q6, Z2, q1] ⇒ s)
= [a  (b ∧ c)] ∧ (a  b) ∧ (a  c) ∧ (a  b) ∧ (a  c)
= a  (b ∧ c)
Thus |M|w(s) = |GM |w(s) implies (a  b) ∧ (a  c) = a  (b ∧ c). 
Furthermore, let x⊙ y = (x′  y′)′, then we can dually define an automaton on lattice ordered QMV algebras by:
Definition 9.1. An E-valued nondeterministic finite state automaton (ENFA) is a quintuple:M = (Q ,Σ, I, T , δ), in which
(i) Q is a finite nonempty state set.
(ii)Σ is a finite nonempty set of input symbols.
(iii) I : Q → E is the initial state function.
(iv) T : Q → E is the terminal state function.
(v) δ : Q ×Σϵ × Q → E is the transition function, where δ(p, ϵ, q) =

1, p = q
0, p ≠ q, Σϵ = Σ ∪ {ϵ}.
Definition 9.2. An E-valued deterministic finite state automaton (EDFA) is an ENFA whose transform function δ satisfies
the condition that, for any p ∈ Q and any σ ∈ Σ there exists at most one q ∈ Q with δ(p, σ , q) ≠ 0.
Definition 9.3. An E-valued automaton with emptymoves (an EϵNFA) is a quintupleM = (Q ,Σ, I, T , δ) satisfying (i)–(iv)
of Definition 9.1 and
(vi) δ : Q ×Σϵ × Q −→ E is the transition function, where δ(p, ϵ, q) = 1 if p = q.
The notions such asΣ∗,HΣ and n-path are defined in a similar way to Section 2. Besides that, the n-path π is assigned
with the function ||π || : HΣ −→ E , such that
||π ||(σ1 · · · σn) = ⊙i=0,1,...,n−1δ(pi, σi+1, pi+1)
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Definition 9.4. The E-valued language accepted by an ENFAM in a depth-first mode, denoted by |M|d, is defined as
|M|d(s) = ∨p,q∈Q ∨π∈PnM (p,q) I(p)⊙ ||π ||(s)⊙ T (q)
= ∨pi∈Q I(p0)⊙ δ(p0, σ1, p1)⊙ · · · ⊙ δ(pn−1, σn, pn)⊙ T (pn)
where s = σ1 · · · σn ∈ Σ∗.
Definition 9.5. The E-valued language accepted by an EϵNFAM in a depth-first mode denoted by |M|d, is defined as
|M|d(s) = ∨||s′||=s ∨p,q∈Q ∨π∈PnM (p,q)I(p)⊙ ||π ||(s′)⊙ T (q)
= ∨||s′||=s ∨pi∈Q I(p0)⊙ δ(p0, σ ′1, p1)⊙ · · · ⊙ δ(pm−1, σ ′m, pm)⊙ T (pm)
where s = σ1 · · · σn ∈ Σ∗ and s′ = σ ′1 · · · σ ′m ∈ HΣ .
Similarly, we define the recognized language for an EϵNFA in width-first mode. Let M = (Q ,Σ, I, T , δ) be an EϵNFA,
define δw : EQ ×Σϵ −→ EQ as
δw(X, σ )(q) = ∨p∈QX(p)⊙ δ(p, σ , q)
for any X ∈ EQ . Define δw(X, tσ) = δw(δw(X, t), σ ) for any t ∈ HΣ , σ ∈ Σϵ .
Definition 9.6. The E-valued language accepted by an EϵNFAM = (Q ,Σ, I, T , δ) in a width-first mode, denoted by |M|w ,
is defined as
|M|w(s) = ∨||t||=s,t∈HΣ
∨q∈Q δw(I, t)(q)⊙ T (q)
for any s ∈ Σ∗.
Similarly, we can define the pushdown automata and its language. Furthermore, in a similar way, can discuss the
corresponding properties of languages and automata.
Remark 9.1. Let E denote an orthomodular lattice. Then⊙ becomes the∧ operation in orthomodular lattice. It is easy to see
that the language recognizability in Definitions 9.5 and 9.6 will degenerate into the orthomodular-valued recognizability in
the depth-first (resp. width-first) mode by Ying in [40,41] and Lu and Zheng in [26]. Correspondingly, our main result such
as Theorem 6.2 can degenerate into Theorem 7.1 (3) of [40] (page 59), Theorem 9.1 can degenerate into Theorem 72 in [41]
(page 729), Theorem 9.2 can degenerate into Theorem 73 in [41] (page 730) and Theorems 9.3 and 9.5 can degenerate into
corollary 75 in [41] (page 731) without using any other techniques.
10. Conclusion
A systematic theory of quantum computation based on sharp quantum logic has been recently developed by Ying [38–41]
and others [26,31–34]. However, the theory cannot meet the realistic needs of open quantum systems. In order to develop
a quantum computation theory characterizing open quantum system, we have developed an automata theory based on
unsharp quantum logic.
In this paper, we considered two algebraic models of unsharp quantum logic. One is the lattice ordered QMV algebras,
and the other is extended lattice ordered effect algebras. They are the main algebraic models for unsharp quantum logic
and we call them E-valued lattice. In this theory, unsharp quantum logic is treated as an E-valued logic. The notions of
E-valued finite state automata and E-valued pushdown automata, and their various variants are introduced. The classes
of languages accepted by them are defined. Various properties of automata are re-examined in the framework of unsharp
quantum logic, including the closure properties of regular languages and context-free languages under various operations.
The Kleene theorem and equivalence between pushdown automata and context-free grammars are studied.
Combining our results with results obtained in [40,41], we have got a clear picture on the essential difference between
automata theory based on quantum logic and classical automata theory. Namely, the universal validity ofmany fundamental
properties of automata depends not only heavily on the distributive law but also on the non-contradiction law in quantum
case. We can conclude that from classical automata theory to automata theory based on sharp quantum logic, and further
to automata theory based on unsharp quantum logic, the power of computing theory becomes weaker and weaker. Many
advantageous properties based on classical boolean logic no longer exist in automata theory based on sharp quantum logic.
At the same time, many advantageous properties based on sharp quantum logic no longer exist in automata theory based
on unsharp quantum logic. In order to set up an effective computing theory based on unsharp quantum logic, we need to
further study unsharp quantum logic in depth with respect to its model theory and proof theory.
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