1* Vector spaces of sequences, over the real or complex number system, which contain all finitely supported sequences are called sequence spaces and are denoted by λ and μ. Let x be a sequence (x(ϊ), •••, x(i), •••) in λ. By the support of x we mean the set of all indices i for which x(i) Φ 0. We use m to denote the space of all bounded sequences and ω to denote the space of all sequences. We say that a sequence of vectors x L , , x k , , in λ is disjointly supported if the family of supports S(k) of x k is disjoint and we use x ί V % 2 V V x k V to denote the sequence xeo) defined by x(ϊ) -x k (i) if there is a k for which i e S(k) and x(i) = 0, otherwise.
Let c denote a sequence (e(l) A monotone sequence space λ is a sequence space satisfying c x e λ for all xeX and cem where c(ί) = 1, -1, or 0 (all i). The sequence (1,1, , 1, •) is denoted by 1. δ {j denotes the Kronecker delta. If S is a set of indices and λ is a normal sequence space, the linear projection π s :X->λ is defined by setting π s (x) to be the vector in λ whose i-th coordinate is x { when i e S and is 0 when i £ S. If S is the set of all indices m <L i <, n, we shall write 7Γ [TO , Λ] . DEFINITION 
where x(l), " ,x(ri) are complex numbers.
For the proof, see (1.3) of [3] where one uses the triangle inequality instead of the Lemma (1.2) in [3] . LEMMA 1.3. Let λ, μ be sequence spaces of dimension n. Let A:X-> μbe a matrix map represented by {a i3 ). For each u e λ, v f e μ x , we can find a sign distribution σ on n places and y' e μ x so that:
Proof. Let S* = {0\, •••, σ 2 n-i} be a family of 2 n "~ι distinct sign distributions on n places. Lemma (1.2) gives:
, n. Hence, we can find a sign distribution σ ί so that:
Choose #' to satisfy:
Thus, \y'{l)\ = \v'(l)\. By (1.3.1), we get: REMARK 1.5. If X is a monotonely normed sequence space of dimension n and μ is a normed ideal of dimension n, then Lemma (1.3) shows that: \\A\\ ^ \\D\\ where D is the associated diagonal of A. 
Σ»<*+i>*i<-I α^O>'(i) I < l/2*w(fc) whenever m(Λ) ^ i ^ w(Jfc). Here, we used the fact that the ί-th row r i of (α ίy ) is a sequence in λ* to obtain (2) and the assumption that A(X) c μ and that v' e μ x to obtain (3).
if j is in the support, and so that
Here, we used (1.3.1). Hence, by (2.1.1),
Σ
If we can show that the term on the left, which we denote by Δ, is finite, then a contradiction results and the hypothesis D{\) ςί μ** is false.
whenever m(/b) ^ ΐ ^ %(&) and by τ(i) = 0, otherwise. Let
Observe that (2.1.2) (2) and (3) give: If we set X = all bounded linear operators from λ to μ xx , then we get from Lemma (2.2) that:
Here, we used the fact that μ xx is a normed ideal and that λ is monotonely normed. Assuming, momentarily, that J2&(\) c μ* x , we get that since B = TΓ,,^ where S = {ί: wι k ^ i <^ m k for some &} we must also have that J?(λ) c μ xx : it is easy to see that:
and so, for each UG/Γ. If JD is the associated diagonal of ikf, then (2.1) gives y" since ϊetc and Ϊ€i; r , we get: (Essentially the same argument holds even when λ ςt m.) The techniques used in (2.1) and (2.3) are similar to that of [3] . The results there were given for λ = l p , μ -l r and sharper conclusions were derived insofar as we were able to establish a criterion for || A || > || D || whenever 1 <£ r < p ^ oo,
We note also that (2.3) above may be reinterpreted as showing that the projection from the space of bounded matrix maps onto the subspace of the associated diagonals is of norm one, provided that λ is monotonely normed, while μ is a normed ideal and a perfect sequence space. Actually, we have required μ to be a normed ideal because we are proving these results in such a way as to cover sequence spaces over the complex scalars. If real scalars are being used, then it suffices to assume that μ is monotonely normed. The crucial use of these hypotheses is in facilitating the use of Lemma (1.3) where the definition of y' following (1.3.1) is the deciding issue.
3. This section gives an independent proof of Theorem (2.1) for the case where λ is normal. With this hypothesis on λ, we are able to reduce the problem to an argument involving matrix maps between Banach sequence spaces and thereby avoid the involved computations of (2.1). We allow λ and μ to be sequence spaces over the reals or the complex numbers. The rest of the section gives the application to the problem of Mazur. S. Mazur posed and affirmatively answered the following problem: If (a i5 ) is a matrix of complex numbers so that Σi I Σy UiMJ) \ < °°f or all xem, does it follow that Σi I a a I < °° ? His answer, found in Pelczyήski-Szlenk [2] , gives a stronger conclusion. In this section, we apply our results in § 2 to give a more general version of the problem. The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
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