Recognition of broadcast data, such as TV and radio programs is a topic of great interest. One of the problems with such data is the frequent presence of background music that degrades the performance of speech recognition systems.
INTRODUCTION
Speech recognition of broadcast news shows has received a great deal of recent attention (e.g. [l]). One attribute of broadcast speech is the presence of music in the background of large sections of data. While isolating these segments is a problem in itself, a far more difficult problem is frequently that of actually recognizing the speech content of these segments. For example, on the Marketplace data provided for the 1995 ARPA Hub 4 evaluations, the recognition accuracy obtained by the CMU SPHINX-II (semicontinuous HMM-based) speech recognition system obtained for studio-recorded speech with no background noise or music was 74.276, while the recognition accuracy obtained for studiorecorded speech corrupted by music was only 64.7% [2] . Similar results were obtained by other participating sites as well (e.g. [3, 41. One of the salient features of music as a corrupting signal is its non-stationarity. Consequently, compensation methods that have been successfully applied to speech corrupted by quasi-stationary noise may not necessarily improve speech recognition accuracy to the same extent when the corrupting signal is music.
In this paper we attempt to analyze the effects of music on the recognition accuracy obtained by speech recognition systems, and to isolate the impact of several different attributes of music as a corrupting signal that may make its effects different from those of stationary noise. To this end we progressively process white noise to resemble a particular segment of music in increasing degrees, and we evaluate the effect on recognition accuracy of each step of this process. We believe that better knowledge of how these individual attributes of musical sound contribute to the observed degradation in recognition accuracy may facilitate the development of algorithms to compensate for them.
In Section 2 we present baseline results for various kinds of music with and without noise compensation. In Section 3 we present a 
SPEECH RECOGNITION WITH

BACKGROUND MUSIC
We evaluated the overall effects of three different kinds of music on speech recognition accuracy by corrupting highquality digitized speech with the music and then recognizing the corrupted speech using a system that was trained using clean speech. The speech samples for each of these experiments were the testing utterances of the CMU Census database. The three sets of background music used for these experiments were (1) single notes of one of a randomly selected set of wind instruments, (2) single notes of one of a randomly selected set of percussion instruments, and (3) segments of music from test data in the 1995 ARPA Hub 4 evaluation, which consisted of episodes from the NPR program
Marketplace. To establish a comparison, we also evaluated recognition accuracy using speech corrupted by white noise. Each test was conducted at several different SNRs, where S N R was defined to be the ratio of the overall energy of the speech to the overall energy of the corrupting music or noise. Finally, at each SNR, for each type of corrupting music, we also compared recognition accuracy obtained when the corrupted speech was processed by the CDCN algorithm [5, 6] an algorithm that jointly compensates for the effects of additive noise and linear filtering.
Results of these initial experiments are plotted in Figure 1 . It can be seen that at the lower SNRs the impact of background music on recognition accuracy depends strongly on the type of music that is presented. The Hub 4 background music, which is the most complex and "natural", provided the greatest degradation and the wind instruments provided the smallest degradation in recognition accuracy. Nevertheless, none of the background music segments produced as much degradation as did white noise with the same SNR.
While the CDCN algorithm is quite effective in ameliorating the effects of degradation produced by additive white noise, the improvement in performance on the speech corrupted by music provided by CDCN processing is almost negligible. Interestingly, CDCN is more effective for the music from the Marketplace shows than for the simpler music types. CDCN is an algorithm that assumes a model for the degradation effected by a Cormpting signal. Both data-driven compensation algorithms such as RAT2 [6] and complete retraining of the HMMs using music-corrupted speech provided similar results, in that the improvement in recognition accuracy with music is not comparable to that obtained for white noise under identical conditions.
In recognition of the observation that the more complex music pmvides greater degradation of recognition accuracy, we progressively added instruments to the corrupting music in a second experiments and compared the resulting effects on recognition accuracy at several SNRs. These results are plotted in Figure 2 . Though this is not a perfect simulation of music, it is reasonable to conclude from Figure 2 that as the corrupting music becomes more complex, recognition accuracy degrades.
ANALYSIS OF MUSIC
As we noted in Section 2, the effect of music on recognition accuracy approaches that of white noise as the music becomes more complex. Furthermore, compensation seems to be more effective as the music becomes more complex, and compensation is most effective for white noise. This leads us to believe that the more complex music is closer to white noise in some sense than the less complex ones.
In this section we attempt to identify various attributes of music that may make it different from white noise in terms of its effect on speech recognition accuracy. We attempt to isolate each of these features and process white noise to have each of them, in order to evaluate the features' effect on recognition accuracy.
While music differs from white noise in several ways, the following two differences are among the most obvious: (1) The average short-term power of stationary noise is, in principle, a constant independent of time. This, however, is not true for music. For In the experiments described below we compm the effects of variation of short-term power and of spectral envelope on recognition accuracy. These experiments all make use of repetitions of a xylophone note as the music sample. While the xylophone was selected because its sound is both percussive and harmonic, similar results were observed for pilot experiments using a variety of other types of music.
EFFECTS OF POWER VARIATION
To evaluate the effect of the power variation of music on speech recognition accuracy we amplitude modulated a white noise signal so that it would produce the same power track as that of a xylophone note, on a frame-by-frame basis. The resulting recognition accuracy is shown in Figure 4 . We observe that the application of To c o n h the effect of power fluctuations we also performed the reverse experiment, measuring the recognition accuracy obtained for speech in the presence of background music that had been amplitude normalized to produce constant energy in each frame.
This forces the power track of the music to be similar to that of the white noise. These results are plotted in Figure 5 . As expected, we observe that normalizing the energy reduces recognition accuracy (This effect was much more pronounced when other music tracks were used as for the compting signal). We also observe that CDCN compensation provides a much greater improvement in recognition accuracy when the corrupting signal is power nolllltliU3d. compared to the negligible effect provided by compensation for the non-normalized music. This appears to indicate that the effectiveness of compensation methods like CDCN is reduced when an additive corrupting signal exhibits fluctuations in power. (This is not unexpected, since these compnsation procedures are based on an assumption that the background noise is quasi-stationary in natute.)
The preceding results all confirm that musical signals with large short-term power fluctuations degrade speech recognition accuracy less than stationary noise. One possible explanation for this observation is that the temporal regions of music lower instantaneous power result in regions of correspondingly higher SNR for the corrupted speech. These "islands" of higher SNR may be dominant in their effects over the other regions of lower SNR, providing a net improvement in recognition accuracy compared to the white noise case. In other words, corrupting signals with regions of low power may degrade recognition accuracy less than signals with more constant p e r at the same overall SNR.
EFFECTS OF SPECTRAL CHARACTERISTICS
Musical noise and white noise also differ in their spectral vsriation. We could break this down further into the average spectnun of music which could be considerably dNerent from that of white noise, and the pctual variation in this spectrum with time. It would be reasonable to extrapolate from the observations in the previous section that power variations along the fnqwncy axis may have the same effect as power variations in time: frequency bands of high SNR could compensate for the effects of frequency bands of low SNR.
We filtered white noise to have the same average spectrum as a xylophone note, and we used this colored noise as a corrupting signal to evaluate the effect of average spectrum of music on recognition accuracy. Tbe power in any frequency band of the music signal also varies as a function of time, and it is not obvious that band-level fluctuations in power should have the same effect as fluctuations in the overall power of the signal on speech recognition accuracy. To evaluate the salience of band-level fluctuations in music power, white noise was processed using LPC analysis to have the same spectral pattern as a xylophone note. This results in a signal that has a frequency-smoothed version of the spectrum of the music.
Results obtained using these signals as maskers are described in Figure 6 , and summarized for the SNR of 10 dB in Table 1 . The colored noise with the average spectrum of the xylophone note is observed to cause lower degradation than white noise, while the noise that follows the xylophone spectrum is observed to have almost the same effect as the xylophone note itself. with and without the use of the CDCN algorithm.
As the corrupting noise approaches music, the degradation of baseline accuracy is seen to diminish at each step, and no single attribute appears to be substantially more important than any of the others. However, power fluctuations in general seems to have a sigacant effect on the effectiveness of CDCN compensation, as the results in Table 1 indicate. The use of CDCN results in improved recognition accuracy only for cases in which the corrupting signal is stationary. Compensation with = [6] resulted in better accuracy than CDCN at lower SNRs; however, the improvement over CDCN was negligible and did not compare with the improvements obtained under similar circumstances when the compting signal was white noise.
DISCUSSION
Our experiments seem to indicate that any deviation in the nature of a corrupting signal from white noise, whether it be spectral or temporal, results in improved speech recognition accuracy. Regions of low power in the corrupting signal, both in frequency and in time, seem to compensate for regions of high power to provide better uncompensated recognition accuracy compared to the white noise case.
Nevertheless, compensation methods such as CDCN or RAE! tend to fail if the power or spectrum of the corrupting signal vary with time. These algorithms assume stationarity either explicitly or implicitly, which is clearly not valid in the cases of music or white noise that is processed to include time-varying amplitude or spectral fluctuations.
The combination of these observations seems to suggest that systems that recognize speech that has been corrupted with non-stationary noise sources such as music should give greater weight to regions of high SNR more than regions of low S N R in their recognition strategy. Approaches that ignore the acoustic evidence from regions of very low SNR completely (e.g. [7, 8, 91 ) may work well. The problem, of course, lies with actually locating these On the other hand, noise compensation methods should be able to account for the temporal pattems of the corrupting signal. A-two dimensional HMM (e.g. [lo] ) is one such possibility. The problem here would be the need for prior knowledge of the HMM of the music, or the ability to learn its parameters from the test data itself. Another compensation possibility would be methods that whiten the corrupting signals before compensating for them.
regions.
