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Figure 1: Our method regresses soft-tissue dynamics for parametric avatars. Here we see five different body shapes performing a running
motion, each of them enriched with soft-tissue dynamics. We depict the magnitude of the regressed displacements using colormaps (right).
See supplementary video for full animation.
Abstract
We present SoftSMPL, a learning-based method to model realistic soft-tissue dynamics as a function of body shape and motion.
Datasets to learn such task are scarce and expensive to generate, which makes training models prone to overfitting. At the core
of our method there are three key contributions that enable us to model highly realistic dynamics and better generalization
capabilities than state-of-the-art methods, while training on the same data. First, a novel motion descriptor that disentangles
the standard pose representation by removing subject-specific features; second, a neural-network-based recurrent regressor that
generalizes to unseen shapes and motions; and third, a highly efficient nonlinear deformation subspace capable of representing
soft-tissue deformations of arbitrary shapes. We demonstrate qualitative and quantitative improvements over existing methods
and, additionally, we show the robustness of our method on a variety of motion capture databases.
CCS Concepts
• Computing methodologies → Animation;
1. Introduction
Soft-tissue dynamics are fundamental to produce compelling hu-
man animations. Most of existing methods capable of generat-
ing highly dynamic soft-tissue deformations are based on physics-
based approaches. However, these methods are challenging to im-
plement due to the inner complexity of the human body, and the
expensive simulation process needed to animate the model. Alter-
natively, data-driven models can potentially learn human soft-tissue
deformations as a function of body pose directly from real-world
data (e.g., 3D reconstructed sequences). However, in practice, this
is a very challenging task due to the highly nonlinear nature of the
dynamic deformations, and the scarce of datasets with sufficient
reconstruction fidelity.
In this work we propose a novel learning-based method to ani-
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mate parametric human models with highly expressive soft-tissue
dynamics. SoftSMPL takes as input the shape descriptor of a body
and a motion descriptor, and produces dynamic soft-tissue defor-
mations that generalize to unseen shapes and motions. Key to our
method is to realize that humans move in a highly personalized
manner, i.e., motions are shape and subject dependent, and these
subject-dependant features are usually entangled in the pose repre-
sentation.
Previous methods fail to disentangle body pose from shape and
subject features; therefore, they overfit the relationship between tis-
sue deformation and pose, and generalize poorly to unseen shapes
and motions. Our method overcomes this limitation by proposing
a new representation to disentangle the traditional pose space in
two steps. First, we propose a solution to encode a compact and
deshaped representation of body pose which eliminates the corre-
lation between individual static poses and subject. Second, we pro-
pose a motion transfer approach, which uses person-specific mod-
els to synthesize animations for pose (and style) sequences of other
persons. As a result, our model is trained with data where pose and
subject-specific dynamic features are no longer entangled. We com-
plement this contribution with a highly efficient nonlinear subspace
to encode tissue deformations of arbitrary bodies, and a neural-
network-based recurrent regressor as our learning-based animation
model. We demonstrate qualitative and quantitative improvements
over previous methods, as well as robust performance on a variety
of motion capture databases.
2. Related work
The 3D modeling of human bodies has been investigated follow-
ing two main trends: data-driven models, which learn deformations
directly from data; and physically-based models, which compute
body deformations by solving a simulation problem, usually con-
sisting of a kinematic model coupled with a deformable layer. In
this section we discuss both trends, with special emphasis on the
former, to which our method belongs.
Data-driven models. Pioneering data-driven models interpo-
late manually sculpted static 3D meshes to generate new sam-
ples [SRC01]. With the appearance of laser scanning technologies,
capable of reconstructing 3D static bodies with great level of de-
tail, the data-driven field became popular. Hilton et al. [HSC02]
automatically fit an skeleton to a static scan to generate animated
characters. Allen et al. proposed one of the first methods to model
upper body [ACP02] and full body [ACCP03] deformations using
a shape space learned from static scans and an articulated template.
Anguelov et al. [ASK∗05] went one step further and modeled both
shape and pose dependent deformations directly from data. Many
follow-up data-driven methods have appeared [HSS∗09, JTST10,
HLRB12,CLZ13,YYZ∗14,FCS15,ZB15,LMR∗15,PWH∗17], but
all of these are limited to modeling static deformations.
Data-driven models have also been explored to model soft-tissue
deformations, which is our main goal too. Initial works used sparse
marker-based systems to acquire the data. The pioneering work
of Park and Hodgins [PH06] reconstructs soft-tissue motion of an
actor by fitting a 3D mesh to 350 tracked points. In subsequent
work [PH08], they proposed a second-order dynamics model to
synthesize skin deformation as a function of body motion. Similar
to us, they represented both body pose and dynamic displacements
in a low-dimensional space. However, their method does not gener-
alize to different body shapes. Neumann et al. [NVH∗13] also used
sparse markers to capture shoulder and arm deformations of mul-
tiple subjects in a multi-camera studio. They were able to model
muscle deformations as a function of shape, pose, and external
forces, but their method is limited to the shoulder-arm area, and
cannot learn temporal dynamics. Similarly, Loper et al. [LMB14]
did not learn dynamics either, but they were able to estimate full
body pose and shape from a small set of motion capture markers.
Remarkably, despite their lack of explicit dynamics, their model
can reproduce soft-tissue motions by allowing body shape parame-
ters to change over time.
More recently, 3D/4D scanning technologies and mesh regis-
tration methods [BPS∗08, CBI10, DTF∗15, BRPMB17, RCDAT17,
PMPHB17] allow to reconstruct high-quality dynamic sequences
of human performances. These techniques have paved the way to
data-driven methods that leverage dense 3D data, usually in the
form of temporally coherent 3D mesh sequences, to extract defor-
mation models of 3D humans. Neumann et al. [NVW∗13] used
3D mesh sequences to learn sparse localized deformation modes,
but did not model temporal dynamics. Tsoli et al. reconstructed
3D meshes of people breathing [TMB14] in different modes, and
built a statistical model of body surface deformations as a function
of lung volume. In contrast, we are able to model far more com-
plex deformations, with higher frequency dynamics, as a function
of body shape and pose. Casas and Otaduy [CO18] modeled full-
body soft-tissue deformations as a function of body motion using
a neural-network-based nonlinear regressor. Their model computes
per-vertex 3D offsets encoded in an efficient subspace, however it
is subject-specific and does not generalize to different body shapes.
Closest to our work is Dyna [PMRMB15], a state-of-the-art method
that relates soft-tissue deformations to motion and body shape from
4D scans. Dyna uses a second-order auto-regressive model to out-
put mesh deformations encoded in a subspace. Despite its success
in modeling surface dynamics, we found that its generalization ca-
pabilities to unseen shapes and poses are limited due to the inabil-
ity to effectively disentangle pose from shape and subject-style .
Furthermore, Dyna relies on a linear PCA subspace to represent
soft-tissue deformations, which struggles to reproduce highly non-
linear deformations. DMPL [LMR∗15] proposes a soft-tissue de-
formation model heavily-inspired in Dyna, with the main difference
that it uses a vertex-based representation instead of triangle-based.
However, DMPL suffers from the same limitations of Dyna men-
tioned above. We also propose a vertex-based representation, which
eases the implementation in standard character rigging pipelines,
while achieving superior generalization capabilities and more real-
istic dynamics.
Garment and clothing animation have also been addressed with
data-driven models that learn surface deformations as a func-
tion of human body parameters [dASTH10, WSFM19]. Guan et
al. [GRH∗12], use linear models to regress wrinkles from pose
and shape parameters, but each source of deformation is modeled
independently. Similarly, other data-driven methods are limited to
represent garment shape variations as linear scaling factors [PM-
PHB17, YFHWW18, LCT18] and therefore do not reproduce re-
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alistic deformations. Closer to ours is the work of Santesteban et
al. [SOC19] which effectively disentangles garment deformations
due to shape and pose, allowing to train a nonlinear deformation re-
gressor that generalizes to new subjects and motions. Alternatively,
Gundogdu et al. [GCS∗19], extracts geometric features of human
bodies to use them to parameterize garment deformations.
Physically-based models. The inherent limitation of data-
driven models is their struggle to generate deformations far from
the training examples. Physically-based models overcome this lim-
itation by formulating the deformation process within a simulation
framework. However, these approaches are not free of difficulties:
defining an accurate and efficient mechanical model to represent
human motions, and solving the associated simulations is hard.
Initial works used layered representations consisting of a de-
formable volume for the tissue layer, rigidly attached to a kinematic
skeleton [CGC∗02, LCA05]. Liu et al. [LYWG13] coupled rigid
skeletons for motion control with a pose-based plasticity model
to enable two-way interaction between skeleton, skin, and envi-
ronment. McAdams et al. [MZS∗11] showed skin deformations
with a discretization of corotational elasticity on a hexahedral lat-
tice around the surface mesh, but did not run at real-time rates.
Xu and Barbicˇ [XB16] used secondary Finite Element Method
(FEM) dynamics and model reduction techniques to efficiently
enrich the deformation of a rigged character. To speed up simu-
lations, Position-Based Dynamics (PBD) [BMM17] solvers have
been widely used for different physics systems, also for human
soft tissue [DB13,KB18] and muscle deformation [RMSQ19]. Pro-
jective Dynamics, another common approach to accelerate sim-
ulations, has also been used for simulating deformable charac-
ters [LLK19]. Meanwhile, Pai et al. [PRWH∗18] presented a novel
hand-held device to estimate the mechanical properties of real hu-
man soft-tissue.
Subspaces for Simulation. Subspace simulation methods attempt
to find a low-dimensional representation of an initial dense set of
equations in order to facilitate the computations. PCA has been
widely used to this end [KLM01, BJ05, TLP06], while an alter-
native set of works aims to find new and more efficient bases
[TOK14, TMDK15]. For clothing, Hahn et al. [HTC∗14] built a
linear subspace using temporal bases distributed across pose space.
Holden et al. [HDDN19] also built a linear subspace using PCA
and machine learning to model external forces and collisions at in-
teractive rates. Finally, Fulton et al. [FMD∗19] built a non-linear
subspace using an auto-encoder on top of an initial PCA subspace
to accelerate the solver.
3. Overview
Our animation model for soft-tissue dynamics takes as input de-
scriptors of body shape and motion, and outputs surface deforma-
tions. These deformations are represented as per-vertex 3D dis-
placements of a human body model, described in Section 4.1, and
encoded in an efficient nonlinear subspace, described in Section
4.2. At runtime, given body and motion descriptors, we predict
the soft-tissue deformations using a novel recurrent regressor pro-
posed in Section 4.3. Figure 2 depicts the architecture of our run-
time pipeline, including the motion descriptor, the regressor, and a
soft-tissue decoder to generate the predicted deformations.
In addition to our novel subspace and regressor, our key obser-
vation to achieve highly expressive dynamics with unprecedented
generalization capabilities is an effective disentanglement of the
pose space. In Section 5, we argue and demonstrate that the stan-
dard pose space (i.e., vector of joint angles θ) used in previous
methods is entangled with subject-specific features. This causes
learning-based methods to overfit the relationship between tissue
deformation and pose. In Section 5.1 we identify static features,
mostly due to the particular anatomy of each person, that are entan-
gled in the pose space, and propose a deshaped representation to
effectively disentangle them. Furthermore, in Section 5.2 we iden-
tify dynamic features that manifest across a sequence of poses (also
known as style), and propose a strategy to eliminate them.
4. SoftSMPL
4.1. Human Model
We build our soft-tissue model on top of standard human body
models (e.g., [FCS15, LMR∗15]) controlled by shape parameters
β ∈ R|β| (e.g., principal components of a collection of body scans
in rest pose) and pose parameters θ∈R|θ|(e.g., joint angles). These
works assume that a deformed body mesh M(β,θ) ∈ R3×V , where
V is the number of vertices, is obtained by
M(β,θ) =W (T (β,θ),β,θ,W) (1)
where W (·) is a skinning function (e.g., linear blend skinning, dual
quaternion, etc.) with skinning weightsW that deforms an unposed
body mesh T (β,θ) ∈ R3×V .
Inspired by Loper et al. [LMR∗15], who obtain the unposed
mesh T (β,θ) by deforming a body mesh template T ∈ R3×V to
incorporate changes in shape Bs(β) and pose corrective displace-
ments Bp(θ), we propose to further deform the body mesh template
to incorporate soft-tissue dynamics. More specifically, we define
our unposed body mesh as
T (β,θ,γ) = T+Bs(β)+Bp(θ)+Bd(γ,β), (2)
where Bd(γ,β) = ∆ ∈ R3×V is a soft-tissue regressor that out-
puts per-vertex displacements required to reproduce skin dynamics
given a shape parameter β and a motion descriptor γ. Notice that, in
contrast to previous model-based works that also predict soft-tissue
displacements [PMRMB15, LMR∗15, CO18], our key observation
is that such regressing task cannot be formulated directly as func-
tion of pose θ (and shape β), because subject-specific information
is entangled in that pose space. See Section 5 for a detailed descrip-
tion of our motion descriptor γ and full details on our novel pose
disentanglement method.
4.2. Soft-Tissue Representation and Deformation Subspace
We represent soft-tissue deformations ∆ as per-vertex 3D offsets of
a body mesh T in an unposed state. This representation allows to
isolate the soft-tissue deformation component from other deforma-
tions, such as pose or shape.
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Figure 2: Runtime pipeline of our approach. First, the temporal motion data is encoded in our novel disentangled pose descriptor. Then,
the resulting low dimensional vector is concatenated with the skeleton root offsets to form the motion descriptor. This descriptor along with
the desired shape parameters are passed through the soft-tissue regressor, which predicts the nonlinear dynamic behaviour of the soft-tissue
deformation in a latent space. Finally, the deformation decoder recovers the original full space of deformation offsets for each vertex of the
mesh.
Figure 3: Architecture of the multi-modal pose autoencoder.
Given the data-driven nature of our approach, in order to train
our model it is crucial that we define a strategy to extract ground
truth deformations ∆GT ∈ R3×V from real world data. To this end,
in a similar spirit to [PMRMB15, LMR∗15, PMPHB17], given a
dataset S = {St}T−1t=0 of 4D scans with temporally consistent topol-
ogy, we extract the soft-tissue component of each mesh S ∈ R3×V
as
∆GT =W−1(S,θ,W)−T−BP(θ)−BS(β), (3)
where W−1(·) is the inverse of the skinning function, BP(θ) a cor-
rective pose blendshape, and BS(β) a shape deformation blend-
shape (see [LMR∗15] for details on how the latter two are com-
puted). Solving Equation 3 requires estimating the pose θ and shape
β parameters for each mesh S, which is a priori unknown (i.e., the
dataset S contains only 3D meshes, no shape or pose parameters).
Similar to [PMRMB15], we solve the optimization problem:
argmin
θ,β
||S−M(θ,β)||2 (4)
to estimate the shape β and pose θ parameters of each scan S in the
dataset S.
Despite the highly-convenient representation of encoding soft-
tissue deformations as per-vertex 3D offsets ∆ ∈ R3×V , this re-
sults in a too high-dimensional space for an efficient learning-
based framework. Previous works [LMR∗15, PMRMB15] use lin-
ear dimensionality reduction techniques (e.g., Principal Component
Analysis) to find a subspace capable of reproducing the deforma-
tions without significant loss of detail. However, soft-tissue defor-
mations are highly nonlinear, hindering the reconstructing capa-
bilities of linear methods. We mitigate this by proposing a novel
autoencoder to find an efficient nonlinear subspace to encode soft-
tissue deformations of parametric humans.
Following the standard autoencoder pipeline, we define the re-
constructed (i.e., encoded-decoded) soft-tissue deformation as
∆rec = Dsoft(Esoft(∆)), (5)
where ∆¯=Esoft(∆) and Dsoft(∆¯) are encoder and decoder networks,
respectively, and ∆¯ ∈ R|∆¯| soft-tissue displacements projected into
the latent space. We train our deformation autoencoder by using a
loss function Lrec that minimizes both surface and normal errors
between input and output displacements as follows
Lsurf = ‖∆−∆rec‖2 (6)
Lnorm = 1F
F
∑
f=1
∥∥1−N f (∆) ·N f (∆rec)∥∥1 (7)
Lrec = Lsurf +λnormLnorm (8)
where F is the number of faces of the mesh template, N f (∆) the
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normal of the f th face, and λnorm is set to 1000. Notice that, during
training, we use ground truth displacements ∆GT from a variety of
characters which enables us to find a subspace that generalizes well
to encode soft-tissue displacements of any human shape. This is in
contrast to previous works [CO18] that need to train shape-specific
autoencoders.
We implement the encoder Esoft and decoder Dsoft using a
fully-connected neural network architecture composed of several
residual units [HZRS16b] . Inspired by the work of Fulton et
al. [FMD∗19], we initialize the first and last layers of the autoen-
coder with weights computed using PCA, which eases the training
of the network. In Figure 2 (right) we depict the decoder Dsoft. The
encoder Esoft uses an analogous architecture.
4.3. Soft-Tissue Recurrent Regressor
In this section we describe the main component of our runtime
pipeline: the soft-tissue regressor R, illustrated in Figure 2 (cen-
ter). Assuming a motion descriptor γ (which we discuss in detail in
Section 5.1) and a shape descriptor β, our regressor outputs the pre-
dicted soft tissue displacements ∆¯. These encoded displacements
are subsequently fed into the decoder Dsoft to generate the final
per-vertex 3D displacements
∆= Dsoft(R(γ,β)). (9)
To learn the naturally nonlinear dynamic behavior of soft-tissue
deformations, we implement the regressor R using a recurrent ar-
chitecture GRU [CvMG∗14]. Recurrent architectures learn which
information of previous frames is relevant and which not, resulting
in a good approximation of the temporal dynamics. This is in con-
trast to modeling temporal dependencies by explicitly adding the
output of one step as the input of the next step, which is prone to
instabilities specially in nonlinear models. Furthermore, our regres-
sor also uses a residual shortcut connection to skip the GRU layer
altogether, which improves the flow of information [HZRS16a]. We
initialize the state of the GRU to zero at the beginning of each se-
quence.
We train the regressor R by minimizing a loss Lreg, which en-
forces predicted vertex positions, velocities, and accelerations to
match the latent space deformations ∆¯,
Lreg = Lpos +Lvel +Lacc (10)
5. Disentangled Motion Descriptor
To efficiently train the soft-tissue regressor R(γ,β), described ear-
lier in Section 4.3, we require a pose-disentangled and discrimina-
tive motion descriptor γ. To this end, in this section we propose a
novel motion descriptor. It encompasses the velocity and accelera-
tion of the body root in world space X , a novel pose descriptor θ¯,
and the velocity and acceleration of this novel pose descriptor, as
follows:
γ= {θ¯, dθ¯
dt
,
d2θ¯
dt2
,
dX
dt
,
d2X
dt2
}. (11)
In the rest of this section we discuss the limitation of the pose
descriptors used in state-of-the-art human models, and introduce
a new disentangled space θ¯ to remove static subject-specific fea-
tures (Section 5.1). Moreover, we also propose a strategy to remove
dynamic subject-specific features (Section 5.2) from sequences of
poses.
5.1. Static Pose Space Disentanglement
The regressor R proposed in Section 4.3 relates body motion and
body shape to soft-tissue deformations. To represent body mo-
tion, a standard parameterization used across many human mod-
els [FCS15, ASK∗05, LMB14, LMR∗15] is the joint angles of the
kinematic skeleton, θ. However, our key observation is that this
pose representation is entangled with shape- and subject-specific
information that hinders the learning of a pose-dependent regres-
sor. Additionally, Hahn et al. [HTC∗14] also found that using joint
angles to represent pose leads to a high-dimensional space with
redundancies, which makes the learning task harder and prone to
overfitting. We hypothesize that existing data-driven parametric hu-
man models are less sensitive to this entanglement and overparame-
terization because they learn simpler deformations with much more
data. In contrast, we model soft-tissue with a limited dataset of 4D
scans, which requires a well disentangled and discriminative space
to avoid overfitting tissue deformation and pose. Importantly, no-
tice that removing these features manually is not feasible, not only
because of the required time, but also because these features are not
always apparent to a human observer.
We therefore propose a novel and effective approach to deshape
the pose coefficients, i.e., to disentangle subject-specific anatomical
features into a normalized and low-dimensional pose space θ¯:
θ¯= Epose(θ). (12)
We find Epose(θ)∈R|θ¯| by training a multi-modal encoder-decoder
architecture, shown in Figure 3. In particular, having a mesh scan
S and its corresponding pose θ and shape β parameters (found by
solving Equation 4), we simultaneously train two encoders and one
decoder minimizing the loss
L= ‖M(θ,0)−Dmesh(Emesh(M(θ,0))‖2
+‖M(θ,0)−Dmesh(Epose(θ)‖2, (13)
where M(θ,0)) are the surface vertices of a skinned mesh in pose
θ and mean shape (i.e., vector of shape coefficients is zero). The
intuition behind this multi-modal autoencoder is the following: the
encoder Emesh takes as input skinned vertices to enforce the simi-
larity of large deformations (e.g., lifting arms, where many vertices
move) in the autoencoder loss. By using a significantly small latent
space, we are able to simultaneously train it with the encoder Epose
such that the latter learns to remove undesired local pose articu-
lations (and keep global deformations) directly in the pose vector
θ. In contrast, notice that without the loss term that uses Emesh we
would not be able to distinguish between large and small deforma-
tions, because in the pose parameterization space of θ all parame-
ters (i.e., degrees of freedom) contribute equally.
The effect of the encoder Epose is depicted in Figure 4, where
subject- and shape-specific features are effectively removed, pro-
ducing a normalized pose. In other words, we are disentangling
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b) After normalizationa) Before normalization
Figure 4: Result after static pose disentanglement. Our approach
effectively removes subject- and shape-dependent features, while
retaining the main characteristics of the input pose. See supple-
mentary material for a visualisation of the pose disentanglement
across a sequence.
features originally present in the pose descriptor θ (e.g., wrist artic-
ulation) that are related to that particular subject or shape, but we
are keeping the overall pose (e.g., raising left leg).
We found 10 to be an appropriate size of the latent space for a
trade-off between capturing subtle motions and removing subject-
specific features.
5.2. Avoiding Dynamic Pose Entanglement
The novel pose representation θ¯ introduced earlier effectively dis-
entangles static subject-specific features from the naive pose rep-
resentation θ, however, our motion descriptor γ also takes tempo-
ral information (velocities and accelerations) into account. We ob-
serve that such temporal information can encode dynamic shape-
and subject-specific features, causing an entanglement potentially
making our regressor prone to overfitting soft-tissue deformations
to subject-specific pose dynamics.
We address this by extending our 4D dataset by transferring se-
quences (encoded using our motion descriptor) across the different
subjects. In particular, given two sequences of two different sub-
jects
S iA = {SiA,t(θit)}N
i
A
t=0 (14)
S jB = {S jB,t(θ jt )}
N jB
t=0 (15)
where SiA,t(θ
i
t) is the mesh of the subject A performing the se-
quence identity i at time t, we transfer the sequence of poses θit to a
subject B by training a subject-specific regressor RB. This process
generates a new sequence
S iB = RB(γ iA) = {SiB,t(θit)}N
i
A
t=0 (16)
with the shape identity of the subject B performing the motion θit
(notice, a motion originally performed by subject A). By transfer-
ring all motions across all characters, we are enriching our dataset
in a way that effectively avoids overfitting soft-tissue deformations
to subject and shape-specific dynamics (i.e., style).
In Section 7 we detail the number of sequences and frames that
we transfer, and evaluate the impact of this strategy. Specifically,
Figure 8 shows an ablation study on how the generalization capabil-
ities of our method improve when applying the pose disentangling
methods introduced in this section.
6. Datasets, Networks and Training
In this section we provide details about the datasets, network archi-
tectures, and parameters to train our models.
6.1. Soft-tissue Autoencoder and Regressor
Data. Our soft-tissue autoencoder and soft-tissue regressor (Sec-
tion 4.3) are trained using the 4D sequences provided in the Dyna
dataset [PMRMB15]. This dataset contains highly detailed defor-
mations of registered meshes of 5 female subjects performing a to-
tal of 52 dynamic sequences captured at 60fps (42 used for training,
6 for testing). Notice that we do not use the Dyna provided meshes
directly, but preprocess them to unpose the meshes. To this end, we
solve Equation 4 for each mesh, and subsequently apply Equation
3 to find the ground truth displacements for all Dyna meshes.
Moreover, in addition to the motion transfer technique described
in Section 5.2, we further synthetically augment the dataset by mir-
roring all the sequences.
Setup. We implement all networks in TensorFlow, including the
encoder-decoder architecture of Esoft and Dsoft, and the R regres-
sor. We also leverage TensorFlow and its automatic differentiation
capabilities to solve Equation 4. In particular, we optimize β us-
ing the first frame of a sequence and then optimize θ while leaving
β constant. We use Adam optimizer with a learning rate of 1e-4
for the autoencoder and 1e-3 for the regressor. The autoencoder is
trained during 1000 epochs (around 3 hours) with a batch size of
256, and a dropout rate of 0.1. The regressor is trained during 100
epochs (around 25 minutes) with batch size of 10, and no dropout.
The details of the architecture are shown in Figure 2.
6.2. Pose Autoencoder
Data. To train our pose autoencoder presented in Section 5.1 we
are not restricted to the data of 4D scans because we do not need dy-
namics. We therefore leverage the SURREAL dataset [VRM∗17],
which contains a vast amount of Motion Capture (MoCap) se-
quences, from different actors, parameterized by pose representa-
tion θ. Our training data consists of 76094 poses from a total of
298 sequences and 56 different subjects, including the 5 subjects of
the soft-tissue dataset (excluding the sequences used for testing the
soft-tissue networks).
Setup. We use Adam optimizer with a learning rate of 1e-3, and
a batch size of 256, during 20 epochs (20 min). The details of the
architecture are shown in Figure 3.
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Figure 5: Soft-tissue autoencoder quantitative evaluation
7. Evaluation
In this section we provide qualitative and quantitative evaluation
of both the reconstruction accuracy of our soft-tissue deformation
subspace, described in Section 4.2, and the regressor proposed in
Section 4.3.
7.1. Soft-tissue Autoencoder Evaluation
Quantitative Evaluation. Figure 5 shows a quantitative evalua-
tion of the reconstruction accuracy of the proposed nonlinear au-
toencoder (AE) for soft-tissue deformation, for a variety of sub-
space sizes. We compare it with linear approaches based on PCA
used in previous works [LMR∗15, PMRMB15], in a test sequence
(i.e., not used for training). Furthermore, Table 1 shows the recon-
struction error in the full test dataset. These results demonstrate that
our autoencoder consistently outperforms the reconstruction accu-
racy of the subspaces used in previous methods.
25D 50D 100D
PCA 3.82mm 3.17mm 2.38mm
AE 3.02mm 2.58mm 2.09mm
Table 1: Reconstruction error of our soft-tissue autoencoder and
PCA evaluated in the full test dataset. The autoencoder (AE) per-
forms better than the linear approach (PCA) in all tested subspace
sizes.
Qualitative Evaluation. Figure 6 depicts a qualitative evaluation
of the soft-tissue deformation autoencoder for a variety of sub-
space dimensions. Importantly, we also show that the reconstruc-
tion accuracy is attained across different shapes. The realism of
the autoencoder is better appreciated in the supplementary video,
which includes highly dynamic sequences reconstructed with our
approach.
7.2. Soft-tissue Regressor Evaluation
We follow a similar evaluation protocol as in Dyna [PMRMB15],
and evaluate the following scenarios to exhaustively test our
Figure 6: Reconstruction errors of our soft-tissue autoencoder and
PCA, for two different body shapes. Notice that our subspace effi-
ciently encodes soft-tissue displacements for parametric shapes, in
contrast to previous works [CO18] that required an autoencoder
per subject.
method. Additionally, we provide novel quantitative insights that
demonstrate significantly better generalization capabilities of our
regression approach with respect to existing methods.
Generalization to New Motions. In Figure 7 and in the supple-
mentary video we demonstrate the generalization capabilities of
our method to unseen motions. In particular, at train time, we left
out the sequence one_leg_jump of the Dyna dataset, and then
use our regressor to predict soft-tissue displacements for this se-
quence, for the shape identity of the subject 50004. Leaving ground
truth data out at train time allows us to quantitatively evaluate this
scenario. To this end, we also show a visualization of the mag-
nitude of soft-tissue displacement for both ground truth ∆GT and
regressed ∆ displacements, and conclude that the regressed values
closely match the ground truth.
Additionally, in the supplementary video we show more test se-
quences of different subjects from the Dyna dataset animated with
MoCap sequences from the CMU dataset [VRM∗17]. Notice that
for these sequences there is no ground truth soft-tissue available
(i.e., actors were captured in a MoCap studio, only recording joint
positions). Our animations show realistic and highly expressive
soft-tissue dynamics that match the expected deformations for dif-
ferent body shapes.
Generalization to New Subjects. We quantitatively evaluate the
generalization capabilities to new subjects by looking at the mag-
nitude of the predicted soft-tissue displacements for different body
shapes. Intuitively, subjects with larger body mass (i.e., more fat),
which map to the smaller β[1] parameters, should exhibit larger
soft-tissue velocities. In contrast, thin subjects, which maps to
mostly positive values in β[1], should exhibit much lower soft-
tissue velocities due to the high rigidity of their body surface. We
exhaustively evaluate this metric in Figure 8, where we show an
ablation study comparing our full method, our method trained with
each of the contributions alone, and Dyna. Although Dyna [PM-
RMB15] produces different deformation modes for different sub-
jects, the resulting motion is significantly attenuated. In contrast,
our full model (in pink) regresses a higher dynamic range of de-
formations, outputting larger deformations for small values of β[1]
(i.e., fat subjects), and small surface velocities for larger values of
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Figure 7: Evaluation of generalization to new motions. The se-
quence one_leg_jump was left out at train time, and used only
for testing, for subject 50004. We show ground truth meshes and
vertex displacements ∆GT (top), and the regressed deformations ∆
(bottom). Notice how the magnitude of the regressed displacement
closely matches the ground truth.
β[1] (i.e., thin subjects). Importantly, we show that each contribu-
tion of our model (the static and dynamic pose disentangling meth-
ods introduced in Section 5) contributes to our final results, and that
all together produce the highest range of deformations.
In the supplementary video we further demonstrate our general-
ization capabilities. We also show an interactive demo where the
user can change the shape parameters of an avatar in real-time, and
our method produces the corresponding and very compelling soft
tissue deformation.
Generalization to New Motion and New Subject. We finally
demonstrate the capabilities of our model to regress soft-tissue de-
formations for new body shapes and motions. To this end, we use
MoCap data from SURREAL and AMASS datasets [VRM∗17,
MGT∗19] and arbitrary body shape parameters. Figure 9 shows
sample frames of sequences 01_01 and 09_10 for two differ-
ent shapes. Colormaps on 3D meshes depict per-vertex magnitude
regressed offsets to reproduce soft-tissue dynamics. As expected,
frames with more dynamics exhibit larger deformations. Please see
the supplementary video for more details.
7.3. Runtime performance
We have implemented our method on a regular desktop PC
equipped with an AMD Ryzen 7 2700 CPU, a Nvidia GTX 1080
GPU, and 32GB of RAM. After training the model, we use Ten-
sorRT [NVI18] to optimize the neural networks for faster inference
at runtime. On average, a forward pass of the optimized model
takes 4.8ms. This cost is distributed across the components of the
Figure 8: We quantitatively evaluate the generalization to new
shapes of our regressor by looking at the mean vertex speed of the
predicted soft-tissue offsets in unposed state in two test sequences.
Our model (pink) produces a higher range of dynamics, with large
velocities for fat subjects (shape parameter -2.5) and small veloc-
ities for thin subjects (shape parameter 0.5). In contrast, previous
works (Dyna, in dark blue) produce a much smaller range, result-
ing in limited generalization capabilities to new subjects. Further-
more, here we also demonstrate that all components of our method
contribute to getting the best generalization capabilities.
model as follows: 0.6ms the pose encoder, 1.9ms the soft-tissue
regressor and 2.3ms the soft-tissue decoder.
8. Conclusions
We have presented SoftSMPL, a data-driven method to model
soft-tissue deformations of human bodies. Our method combines
a novel motion descriptor and a recurrent regressor to generate
per-vertex 3D displacements that reproduce highly expressive soft-
tissue deformations. We have demonstrated that the generalization
capabilities of our regressor to new shapes and motions signifi-
cantly outperform existing methods. Key to our approach is to real-
ize that traditional body pose representations rely on an entangled
space that contains static and dynamic subject-specific features. By
proposing a new disentangled motion descriptor, and a novel sub-
space and regressor, we are able to model soft-tissue deformations
as a function of body shape and pose with unprecedented detail.
Despite the significant step forward towards modeling soft-tissue
dynamics from data, our method suffers for the following limita-
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Figure 9: Sample frames of soft-tissue regression on two test sequences and two test subjects. Colormap depicts the magnitude of the
regressed deformation. Notice how our method successfully regresses larger deformations on highly dynamic poses such as in the middle of
a jump or when a foot steps on the ground. See supplementary video for full animation and more examples.
tions. With the current 4D datasets available, which contain very
few subjects and motions, it is not feasible to learn a model for
a high-dimensional shape space. Furthermore, subtle motions that
introduce large deformations are also very difficult to reproduce.
Finally, as in most data-driven methods, our model cannot inter-
act with external objects and does not support different topologies.
Physics-based models can handle arbitrary meshes and react to ex-
ternal forces [KPMP∗17, KIL∗16, KB18], but they come at the ex-
pense of significantly higher computational cost.
Our approach to static pose disentanglement depends on com-
pression, which is not always reliable and requires choosing an ap-
propriate size for the pose space. Since the dataset contains several
subjects performing similar motions, future works could make use
of this information to find more robust ways to disentangle pose
from static subject features.
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