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Abstract—We consider the problem of coding images for trans-
mission over error-prone channels. The impairments we target are
transient channel shutdowns, as would occur in a packet network
when a packet is lost, or in a wireless system during a deep fade:
when data is delivered it is assumed to be error-free, but some of
the data may never reach the receiver. The proposed algorithms
are based on a combination of multiple description scalar quan-
tizers with techniques successfully applied to the construction of
some of the most efficient subband coders. A given image is en-
coded into multiple independent packets of roughly equal length.
When packets are lost, the quality of the approximation computed
at the receiver depends only on the number of packets received, but
does not depend on exactly which packets are actually received.
When compared with previously reported results on the perfor-
mance of robust image coders based on multiple descriptions, on
standard test images, our coders attain similar PSNR values using
typically about 50–60% of the bit rate required by these other
state-of-the-art coders, while at the same time providing signif-
icantly more freedom in the mechanism for allocation of redun-
dancy among descriptions.
Index Terms—Error resilience, image coding, joint
source/channel coding, multiple description source coding.
I. INTRODUCTION
A. Need for Error Resilient Data Compression Algorithms
THE HIGH performance achieved by state-of-the-artimage/video coding algorithms, combined with the
sustained growth of the Internet and cellular networks over the
last few years, has resulted in the emergence of a new family
of communication services which involve the delivery of
image/video data over error-prone channels. A most common
form for these errors is that of transient channel shutdowns.
For example, a typical network transmission might involve data
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hopping over links of different capacities, and upon encounter
of a low capacity link, packets must be dropped. Another
common problem is network congestion: if upon arrival of a
packet at a switching node the local buffer is full, that packet
has to be dropped. In the case of wireless communication,
during a deep fade, the probability of decoding error at the
receiver becomes very high, and most of the received data is
useless, resulting in discarding data frames received during
the fade. In these (and other) transmission scenarios, it is
reasonable to assume that there are periods of time during
which the error correcting codes used at the lower layers of the
system architecture ensure error-free delivery of the transmitted
data, but that occasionally some data will be lost.
Besides the use of error correcting codes, many communi-
cation systems and storage devices provide diversity to combat
possible channel impairments. For example, in the context of
ATM networks, multipath connections are desirable because
even if an intermediate switching node gets temporarily con-
gested (thus resulting in a transient high rate of cell losses), it
is less likely that such an event will occur on nodes along all
paths simultaneously [25]. In the case of redudant arrays of in-
expensive disks (RAID’s), data is stored in multiple disks to pro-
vide resilience against individual disk failures [30]. In wireless
systems, multipath and Doppler diversity are used to combat
the fading effect [23]. In channels that undergo burst errors, in-
terleaving is used to create an illusion of diversity, in which a
number of lower capacity nonbursty channels are seen by the
source.
Our main goal in this paper is to develop data compression al-
gorithms capable of producing representations for images which
are robust to the presence of errors of this nature. Not specifi-
cally for images, but in the context of coding an arbitrary in-
formation source, this problem has been thoroughly studied al-
ready in the Information Theory community, and is known as
the problem of multiple descriptions (MD’s). In this paper, we
apply MD codes to the construction of our robust image coding
algorithms. The main feature of our coders is that they do not
produce a single bit stream, but instead multiple equally impor-
tant and independent bit streams; this way, the quality of the re-
constructed images depends only on the number of packets that
arrive at the decoder, and not specifically on which of them did
arrive. This idea is a generalization of the well-understood con-
cept of successive refinements of an information source, where
(say) an image can also be broken into (say) two descriptions
[9]. The difference is that in this case, description is a
strict refinement of description , and it assumes knowledge of
; therefore, if is lost, cannot be used for decoding even if
it arrives intact. With the framework based on multiple descrip-
tions of this work, with either one of or we are able to
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give a bound on the distortion in the reconstructed signal, while
if both are received we can attain another bound that is lower.
B. Related Work
Multiple description codes have been used before in the con-
text of robust image coding. The first MD image coder that we
are aware of was proposed by Vaishampayan, consisting of an
extension of a JPEG coder using MD scalar quantizers [33].
Wang et al. proposed another MD extension of a JPEG coder,
using a class of pairwise correlating transforms to create the
MD’s [35]. Goyal et al. apply the more general transforms they
proposed in [11], [13] to the development of another MD ex-
tension of JPEG [12]. Chung and Wang use lapped orthogonal
transforms to construct yet another MD extension of JPEG [7].
Using more state-of-the-art image coding techniques, we pro-
posed a MD wavelet coder, of which this paper is an extended
version [27]. Along similar lines, Srinivasan and Chellappa pro-
pose a MD extension of a very high performance subband coder
[15], using MD scalar quantizers [31]. Jiang and Ortega pro-
pose an MD extension to the SPIHT coder of Said and Pearlman
[22], by separating Zerotrees into polyphase components [14].
Rogers and Cosman propose to rearrange bits at the output of
one configuration of the SPIHT coder, in a way such that the loss
of one packet results in an error that does not propagate beyond
the image region contained in that packet [21]. Mohr et al.pro-
pose the use of error correcting codes of different strengths ap-
plied to different portions of a progressive bit stream such as
that generated by the SPIHT coder [17].
The problem of breaking an image into pieces and then being
able to reconstruct it from an arbitrary subset of these pieces
is analogous to the problem of optical holography. For digital
images, Bruckstein et al.first proposed two techniques for the
computation of digital holograms: one of them is based on a
pseudo-random pattern for sampling the image, in which arbi-
trary portions of the pattern contain roughly uniformly spaced
image pixels, with a density proportional to the length of the
pattern; the other is based on a frequency domain watermarking
technique [5]. Ng and Kovaˇevic´ propose an alternative solution
to the same problem, based on the use of critically sampled filter
banks [18]. Although our problem and the problem of digital
holography are conceptually similar, none of the solutions pro-
posed thus far for this problem deal with the issue of efficiency
of the representation: they all work on raw image data only, and
some do actually increase the number of bits in the representa-
tion.
C. Main Contributions and Paper Organization
The main contribution presented this work is the design and
optimization of new and high-performance wavelet-based MD
image coding algorithms with a number of remarkable features
as follows.
• On standard test images, our coders typically attain equal
PSNR values when compared to state-of-the-art MD
coders, but using approx. only 50–60% of their required
bit rate. Even when compared against state-of-the-art
coders which are not robust to errors, our coders perform
competitively too. And furthermore, these excellent
results are attained at very low computational complexity:
our coders require only a single pass over the array of
coefficients, in raster order.
• Our coders provide many more degrees of freedom in
specifying the amount of redundancy to be allocated to
given images, when compared to other state-of-the-art
coders.
Signal processing techniques involving carefully designed
transforms have been studied recently, as a means of con-
structing multiple descriptions of a source [11], [13], [19],
[35]. While these techniques are known to have undesirable
asymptotic properties in the high bit rate regime (e.g., the
single-channel distortions do not go to zero in general as bit
rate increases), they are generally believed to perform well at
low rates. On the other hand, design techniques for MD scalar
quantizers are based on making certain high rate approxima-
tions, thus raising the issue of whether these quantizers can be
used in typical medium to low rate regimes. Further motivation
for the use of MD scalar quantizers in the specific case of
images is provided by the fact that, asymptotically at high
rates, good transforms to use in a single description coder are
also good transforms to use in a MD coder [3]. In this work we
show the feasibility of MD scalar quantizers, for a “real” source
(i.e., images), and in the medium to low bit rate regime, thus
providing strong support for the usefulness of these quantizers
even when the high rate assumptions made in their design are
relaxed.
The rest of this paper is organized as follows. In Section II, we
present the design and parameter optimization of a MD image
coding algorithm. In Section III, we generalize the previous con-
struction from the case of two descriptions to the case of an arbi-
trary number of descriptions. In Section IV we present thorough
experimental results, and finally, in Section V, we present con-
clusions and discuss future research directions.
II. IMAGE CODING INTO MUTUALLY REFINABLE PACKETS
In this section, we consider the problem of encoding a still
image into two mutually refinable packets.
A. Motivation and Plan Outline
1) Review of Single Description Coding of Images: There
is a de-facto standard architecture for single description image
coding algorithms, consisting of first applying a linear decor-
relating transform to the input image, then performing scalar
quantization of the transform coefficients, and finally per-
forming entropy coding of the quantized bins. In this standard
architecture, wavelets have been used as a linear decorrelating
transform in order to attain some of the best known results in
terms of coding efficiency.
Some of the most successful wavelet coders derive their high
coding performance from their ability to identify sets of coeffi-
cients with different statistics within image subbands, and then
coding each of these sets with respect to an appropriate sta-
tistical model [6], [15], [16], [22], [28], [26], [29], [36]. Since
these sets typically are image dependent, this information is not
known a priori, and therefore must be somehow conveyed to the
decoder. This can be done either explicitly [15], [22], [28], [29],
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Fig. 1. Architecture of the multiple description transform coder.
[36] or implicitly [16], [16], [26]. In the explicit case, “map” bits
describing these sets are included in the bit stream; these are bits
that do not convey information about the value of subband coef-
ficients, but instead configure the decoder appropriately to de-
code such values. In the implicit case, the information regarding
sets of coefficients is deduced only from data causally available
at the decoder, so that no explicit map bits are required.
2) Issues in the Generation of Two Descriptions: To per-
form MD coding of images, we use the standard MD transform
coding architecture proposed in [3], consisting of replacing the
single description quantizer with a MD quantizer, and then per-
forming entropy coding of the two output quantized streams in-
dependently. This architecture is illustrated in Fig. 1.
We decided to build our MD image coder based on this
architecture mainly because of two reasons. One is that for
coding Gaussian sources with memory using the MD transform
coder, the optimal transform to use for decorrelation is the
Karhunen–Loeve transform (KLT) [3]; in the case of single
descriptions, this is often the justification used for the de-facto
architecture, and for the use of decorrelating transforms
that approximate the KLT. More practically however, the
state-of-the-art on the design of single description coders based
on that architecture is very mature, leading one to be optimistic
about the performance attainable by extensions of these good
coders to the MD case.
The issue of extending good single description image coders
to support multiple descriptions using MD scalar quantizers [32]
is not altogether straightforward: not any good classical coder
will result in good performance under the MD constraints, just
by inserting an index assignment and an extra entropy coder in
the loop.
• In the context of MD coding, it must be possible to decode
each description independently of whether other descrip-
tions are available at the decoder or not. As a result, if the
coding technique employed makes use of explicit map in-
formation, enough map bits must be spent within each de-
scription to ensure that each one of them can be decoded
independently of the others. But map information is inher-
ently different from basic data in that, in general, it does
not admit approximate representations. While it makes
perfect sense to talk about the accuracy to which a given
wavelet coefficient is described, what is meant by “an ap-
proximate representation of map information” that could
be used to build multiple descriptions is, at least, both un-
clear and dependent on specific coding frameworks. When
this information is replicated in both descriptions and both
arrive to the decoder, half of the map bits carry no infor-
mation. This argument suggests that backward adaptive
coders (such as [6], [16], [26]) are to be preferred over
Fig. 2. Basic architecture of a diversity system using a MD scalar quantizer.
coders that explicitly transmit map data (such as [15], [22],
[28], [29], [36]).
• To further complicate things however, not any backward
adaptive coder will perform well either. Some of these
good coders derive part of their gains not only from
their ability to adapt the entropy coder to local changes
of statistics in image subbands, but also from adapting
the quantizer applied to each coefficient. Now, in the
context of MD coding, whereas descriptions are encoded
independently of each other and must be decodable on
their own, the requirement that when both arrive at the
decoder they must be combined to produce a higher
quality approximation imposes synchronization con-
straints among descriptions. Therefore, if adaptation of
the MD quantizers is used, and a mismatch occurs in the
choice of quantizers (due to the independent adaptation
for each description), a decoding failure occurs when
both descriptions arrive, since the information they carry
is inconsistent; so, either no adaptation is used, or map
data has to be included in each description to maintain
synchronization, thus bringing us back to the problem
pointed out above. This is not the case when entropy
coders instead are adapted on a local basis, since in this
case all that changes is the length of the codewords used,
but not the encoded information itself.
B. Design of a Multiple Description Image Coder
MD systems dealing with an arbitrary number of descriptions
involve a large number of parameters (rates for each descrip-
tion, and distortions for all subsets of descriptions), and there-
fore both optimization and performance comparisons become
fairly involved. However, for two balanced descriptions, this is
not the case: only one rate (the number of bits spent on each de-
scription) and two distortions (the distortion when either one of
the channels fail or when both work) needs be considered. Next,
we present the design of a high-performance MD coder that is
amenable to performance analysis and optimization.
1) Review of Multiple Description Scalar Quantiza-
tion: The first “practical”1 results on multiple descriptions
were presented by Vaishampayan, where a simple procedure is
given to design MD scalar quantizers with some remarkable
asymptotic properties [32], [34]. Fig. 2 illustrates the role of a
MD quantizer in a two-channel diversity system.
A MD quantizer consists of two main components: a scalar
quantizer (that maps continuous-valued random variables to
points in a countable set), and an index assignment (that splits
1Practical in the sense that previous work had focused on the characteriza-
tion of the MD rate/distortion region under different conditions, but not on the
effective construction of good MD codes.
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Fig. 3. Two index assignments: (a) staggered quantization cells; (b) higher
spread cells. The idea is that bins of the scalar quantizer are placed in a matrix,
and then quantizer indices corresponding to row and column entries are sent
over each channel. If both descriptions are available, the original quantization
bin can be recovered; if not, the original quantization bin is known to be one of
those in the received row/column.
the information about each sample into two complementary
and possibly redundant descriptions of the same sample). An
index assignment is an injection ( is the
set of natural numbers). When the scalar quantizer maps the
source to a finite number of points (say, ), the map can be
thought of as a matrix of size , in which only locations
are occupied. Clearly, there exist distinct
such mappings. Two example index assignments are shown in
Fig. 3.
The problem of designing good index assignments is thor-
oughly studied in [32], using Ozarow’s characterization of the
MD rate/distortion region for the Gaussian source as a guiding
principle [10], [20]. Under the assumption of equal and high
rates for both descriptions, and for a squared error distortion
measure, a construction of a large class of index assignments is
presented in [32], for which the exponential rate of decay of the
MSE is exactly that predicted by Ozarow’s result.2
2) Reconstruction Levels of the Single-Channel Quan-
tizers: Image coders based on uniform quantizers typically
perform inverse quantization by mapping bins to the midpoint
of their cell. However, taking the same approach for inverting
single-channel quantizers leads to remarkably poor perfor-
mance if its cells are large (i.e., in the low excess rate regime).
To overcome this problem it is necessary to reconstruct not
to the midpoints of these cells, but to their centroids instead.
However, in order to compute centroids, we need a model for
the distribution of coefficients within each subband.
The statistical properties of subband data have been thor-
oughly studied before in the context of image coding, and dif-
ferent models have been proposed [15], [16], [24]. However, a
feature common to all these models is that subbands can be as-
sumed to be drawn from zero mean, unimodal, symmetric dis-
tributions. For this class of distributions we design a simple in-
verse quantization rule, whose operation is illustrated in Fig. 4.
Using this rule for inverse quantization instead of the
midpoint rule resulted in an increase of 6–7 dB for the
single-channel reconstructions in the low excess rate regime
(i.e., when single-channel cells are composed of the union of a
large number of two-channel cells), and a loss of 0.4–0.5 dB
in the high excess rate regime.
2However, the sub-exponential terms in the MSE are not the same: the per-
formance of the MD scalar quantizer is bounded away from the Gaussian MD
rate/distortion bound, as one would intuitively expect.
Fig. 4. Inversion of single-channel quantizers. A quantization cell for the
single-channel quantizers consists of a (possibly disjoint) union of intervals,
representing cells from the scalar two-channel quantizer. To dequantize, we
select the midpoint of the most likely interval (i.e., the interval closest to the
origin).
3) Encoding: At a high level, the MD image coding algo-
rithm works as follows. First, a given input image is decom-
posed into subbands, and then a uniform scalar quantizer (with
a possibly wider zero bin) is applied to each of the subband co-
efficients, thus producing a quantized field. Two descriptions of
this field are then created, by mapping each quantized coeffi-
cient to a pair of numbers, using the index assignment compo-
nent of a MD quantizer (as in Fig. 3).
The choice of index assignment is the mechanism by which
performance of the two-channel decoder is traded off for perfor-
mance of the single-channel decoder, by means of controlling
the amount of redundancy in a MD code. Now, it is well known
that different subbands carry unequal weight in terms of overall
signal energy content: whereas the loss of the pure lowpass pro-
jection is likely to render the entire reconstruction worthless, the
loss of substantial portions of the high frequency subbands is
much less significant. Therefore, it seems intuitively clear that
there are gains to be had by allowing some degree of adapta-
tion when choosing index assignments, instead of using a fixed
one for all subbands. Our algorithm provides this by choosing
one index assignment per subband, and explicitly encoding this
choice as map bits into both descriptions: since the cost of the
quantizer parameters are amortized over the entire subband, the
penalty paid by doing so is more than compensated by the gains
due to adaptation. An experiment to quantify these gains is pre-
sented in Section IV.
Next, subband descriptions are entropy coded, independently
of each other. The coefficients in each description are dequan-
tized using the single channel decoder, and a local variance es-
timate is formed based on causally available data (this is so that
the estimate depends only on data available to the decoder).
Based on comparing this estimate against a fixed threshold, each
coefficient is classified into one of two possible classes; and
each class is entropy coded separately, with respect to its own
probability model. This classification step attempts to separate
regions of locally large and locally small variances, a basic prin-
ciple used in most state-of-the-art image coders. Table I presents
a pseudocode description of our proposed algorithm.
4) Decoding: In order to decode, two steps have to be per-
formed. First, individual descriptions have to be entropy de-
coded. If either one of the descriptions is lost, then the avail-
able description is dequantized using the single channel inverse
quantizer (actually, this already happened in the entropy de-
coding loop), and the wavelet is inverted, thus yielding the single
channel image estimate. If both descriptions arrive, then prior to
inverse quantization the two descriptions have to be recombined
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TABLE I
PSEUDOCODE DESCRIPTION FOR THE MD ENCODER
by inverting the index assignment. Pseudocode for this is shown
in Table II.
C. Optimization of System Parameters
Next, we present an algorithm to find optimal parameters of
the proposed MD coding algorithm.
1) Motivation: In the single description case, available com-
munications resources typically place constraints on a single
variable affecting the quality of the reconstructed images: the
number of bits available to encode them. In the MD case such
a constraint is also meaningful: it is descriptions that actually
get transmitted over communication channels, and therefore the
number of bits used to encode each description cannot exceed
the capacity of these channels. However, in the MD case, there
is one extra independent variable that affects the quality of the
reconstructed images: channel failures.
To illustrate this point, consider a setup in which at least one
of the two channels is very likely to fail; in that case the re-
constructed image quality is, most of the time, that achievable
using only single-channel decoders. On the other hand, if chan-
nels fail rarely, then most of the time the reconstructed image
quality is equal to that achievable using the (better) two-channel
decoder. As a result, both the capacity of each channel and the
frequency with which each of them fail affect image quality, and
hence must be taken into account when choosing what param-
eters (i.e., what scalar quantizer and index assignments) to use
for coding a particular image.
In our formulation, for a fixed number of bits for each
description, we allow the user to specify a minimum quality
for the images reconstructed using single-channel decoders. If
the error rate of the channel is high, the user should request
high quality single-channel reconstructions, at the expense of
TABLE II
PSEUDOCODE DESCRIPTION OF TWO-CHANNEL DECODER
the quality achievable by the two-channel reconstructions. We
formalize these concepts next.
2) Formulation: We formulate now a discrete optimization
problem, yielding optimal performance in the presence of appli-
cation-specified constraints. Consider the following definitions.
• Let denote an arbitrary scalar quantizer, and let denote
an arbitrary index assignment.
• Let denote an image, and its decomposition
into wavelet subbands.
• Let denote the mean squared error (MSE)
in the central reconstruction of using the given
central quantizer and the set of index assignments
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, ; i.e., one index assignment per
image subband ( is the number of diagonals in
the index assignment applied to the th subband). Let
denote the single-channel
MSE’s.
• Let denote the number of bits
required to encode each description of using the given
central quantizer and index assignments.
Then, our goal is to find a pair to solve:
(1)
subject to
(2)
(3)
where the user-specified parameters are (the available
bit rate to encode each description), and (the maximum
distortion acceptable for single-channel reconstructions).
3) Approximation of the Optimal Solution: Motivated by
asymptotic properties of MD quantizers at high rates, we
develop an efficient algorithm to compute an approximate
solution of the problem defined by (1)–(3). We do not attempt
to find the optimal solution because, although we do not have
a proof yet, we conjecture that our problem is NP-Hard. If
this were true it would imply that, with high likelihood, the
most efficient algorithm to solve our problem would not be
substantially better than just trying out repeatedly each one of
the possible index assignments, a clearly intractable
task.
Define the spread of an index assignment to be the number of
diagonals occupied by the central bins in the matrix representa-
tion; for example, the spread of the assignments in Fig. 3(a) and
(b) is 2 and 3, respectively. To derive an efficient algorithm, we
restrict the class of index assignments we consider to be of the
form shown in Fig. 3, i.e., to the set of bandwidth-constrained
matrices. We are motivated to consider this particular subset be-
cause, at high rates, the performance of a MD scalar quantizer
is entirely determined by the spread [32].
Another reason why we need to resort to an approximation
is because, at practical middle/low bit rates, exact equality for
, and for , cannot be attained in general. Using
the index assignments designed in [32], we have found the dif-
ference in the length of the descriptions to be less than 0.1%
(e.g., two descriptions of length 16 380 and 16 341 bytes), and
the difference in PSNR of each description to be less than 0.02
dB. Since we regard these approximations to be good enough,
we do not further pursue this issue. However, we feel it is im-
portant to emphasize that exact equality, as prescribed by the
constraints in the optimization problem, cannot be achieved in
general.
4) Computation of Optimal Index Assignments: Consider
first the following simpler problem: for a given quantizer step
size , find a vector of index assignments , such that
Fig. 5. Trellis for the dynamic programming solution: in the horizontal
axis, the different subbands are shown; in the vertical axis, the possible index
assignments for each subband are shown. The cost C(k; i; j) of an arrow is
the single-channel distortion that results from using an index assignment with
i diagonals on subband k. DP is used to find a path of minimum cost in this
trellis, corresponding to an optimal choice of index assignments.
(this problem will be a key element of the solution to the more
general problem, presented below).
Now, when the choice of each index assignment in the op-
timal vector can be made independently of all other choices,
dynamic programming (DP) can find the optimal efficiently
[8]; this assumption clearly holds for our coder, since subbands
are encoded independently of each other. We solve this problem
efficiently by searching for a minimum cost path satisfying the
given constraints, in the trellis shown in Fig. 5.
Further reductions in complexity can be obtained by using
Lagrangian or hybrid DP-Lagrangian methods, but are not con-
sidered here [37].
5) Computation of the Approximate Solution: Using the al-
gorithm presented above, here we present an algorithm to find
parameters solving (1)–(3), when restricted to the class of band-
width-constrained matrices.
The basic idea is to take advantage of the monotonicity of
both and as a function of . We search for the smallest
quantizer such that the rate constraint is met (with
equality), because this guarantees that will be minimized,
since is independent of . Then, for that particular value of
we verify the constraint on : if it is satisfied, we are done.
But if it is not, then the constraints are inconsistent: increasing
can only result in larger values of , and cannot be decreased
without violating the constraint on . At each step, for each can-
didate considered, the best vector of index assignments
is found using the algorithm presented above. A pseudocode de-
scription of the proposed algorithm is presented in Table III.
III. IMAGE CODING INTO ANY NUMBER OF MUTUALLY
REFINABLE PACKETS
In this section, we consider the problem of compressing an
image into not just two, but any number of mutually refinable
packets. Our goal is to come up with an image representation
based on multiple packets, in a way such that approximations
to the original image can be obtained from arbitrary subsets of
packets, and such that the quality of the approximation depends
only on the size of the subset but not on which specific packets
are selected. This problem is a generalization of the classical
problem of multiple descriptions, to deal with more than two
descriptions.
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TABLE III
PSEUDOCODE DESCRIPTION OF THE OPTIMIZATION PROCEDURE
A. Motivation and Plan Outline
1) Robust Transmission Over IP Networks: We are moti-
vated to consider this more general version of the problem of
multiple descriptions essentially because of constraints imposed
by an application that is of great interest to us: robust transmis-
sion of compressed data over IP networks.
• Packets transmitted over IP networks are limited in size.
For example, over an ethernet, the size of the largest
packet that can be transmitted3 is 1500 bytes, and suppose
we encode an image into two descriptions of length 3000
bytes each. Although applications are allowed to transmit
packets longer than the MTU limit, the transport and/or
IP protocols will fragment a large packet into smaller
ones, transmit all of these small packets separately, and
reassemble them into a large packet at the receiving end.
However, should a single small packet get lost, even if all
other small packets arrive these are discarded. To prevent
this “domino” packet drop effect, one would rather create
four descriptions of size 1500 bytes each, rather than two
descriptions of size 3000 bytes each.
• IP networks do not support the notion of priority classes.
All packets of the same length are a priori equally likely
to be dropped. Hence, a coder capable of producing mul-
tiple packets of roughly equal length and equal importance
is better suited for this application than classical coders
based on multiresolution principles.
2) Extensions to Multiple Packets: There are significant dif-
ferences between the standard problem of multiple descriptions
(two packets), and the more general case we are interested in
here (many packets). There are a number of possible approaches
to designing these more general coders, and in this work we
focus on approaches based on MD quantization ideas.
The case of two descriptions based on MD scalar quantizers
is essentially reduced to two instances of the classical quanti-
zation problem. This is so because a MD quantizer is essen-
tially a pair of quantizers such that, individually, these are good
quantizers; but then they have the added constraint that when
3This is known as maximum transmission unit (MTU).
considering the quantizer whose set of Voronoi cells is obtained
as the pairwise intersection of the cells of the two quantizers,
this new quantizer is also good. A natural mechanism to extend
this construction to generate mutually refinable packets
is to design good quantizers, in a way such that the quan-
tizer that results from intersecting the Voronoi cells of any
out of the quantizers is also good. This is the approach taken
by Berger-Wolf and Reingold [4], using design criteria based
on the same high-rate quantization principles applied in [32].
In that approach, each packet carries information about every
single subband coefficient: descriptions are created by quan-
tizing each coefficient with the quantizers, and putting the
quantizer outputs into each description.
MD scalar quantizers have been found to perform extremely
well in the low bit rate regime, even when the high-rate assump-
tions made in their design are clearly violated [27]. However, no
such corroboration has been found yet when the number of de-
scriptions is allowed to increase.
3) Design Principles: If the condition that each packet car-
ries information about every single coefficient is relaxed, it be-
comes possible to explore interesting tradeoffs in the generation
of more than two descriptions. To understand the nature of these
tradeoffs, consider Fig. 6.
From the point of view of pure source coding, it is desirable
to collect all coefficients within a Zerotree structure and encode
them in a single packet: high compression efficiency will be at-
tained by doing so. However, if the packet carrying that partic-
ular Zerotree is lost, the damage to the signal will be severe:
observe in Fig. 6 how, since all the memory in the process is
lost with the erased packet, no form of signal processing can be
applied to the reconstructed image to recover the missing eye.
Therefore, robustness requirements dictate that spatially clus-
tered coefficients be spread among multiple packets and that
they be coded independently of each other. Hence, we see that
memory in the source can be used either to improve compres-
sion efficiency, or to combat channel impairments:4 this is the
source of tradeoffs to explore when designing robust coders.
4This is a manifestation of the tension between the goals of source and channel
coding.
820 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 9, NO. 5, MAY 2000
Fig. 6. To illustrate problems arising when attempting to spread subband coefficients across multiple packets; left: a typical Zerotree, right: the reconstruction
that results from completely losing a Zerotree.
Based on these observations, these are the design principles
that we use in the construction of our robust coder:
a) Decompose into spatio-temporal subbands using a
classical transform: The idea in this case is to exploit the stan-
dard energy-compaction gains attained by classical transforms,
by coding each subband separately. However, within subbands,
an iid model is used so that the damage caused by a lost packet
can be diffused over the entire image (rather than concentrating
it in a localized spatial section).
b) Implement a subband-dependent unequal error protec-
tion scheme: On average, significantly more damage will be
caused to a signal by the complete erasure of a low-frequency
subband coefficient than by the loss of a high-frequency coef-
ficient. Therefore, it seems natural to design a coder in which
the number of lost packets it takes to erase all the information
related to a coefficient be dependent on the importance of the
subband to which that coefficient belongs.
B. Design of a Multiple Description Image Coder
Next, we present the design of a high-performance algorithm
to compress images into any number of mutually refinable
packets.
1) Encoding: Consider a family of good erasure-
resilient codes, indexed by a parameter which indicates the max-
imum number of erasures that the code can tolerate and still re-
cover the message. The simplest example of such codes is the
family of repetition codes, with trivial encoding and
decoding algorithms, but with poor asymptotic performance.
With slightly more complexity, maximum-distance separable
(MDS) codes such as Reed–Solomon codes, or “almost” MDS
codes5 such as those of Alon and Luby provide more examples
[2]. Using these codes, we define a mapping
5Also known as (1 + )-MDS codes.
( is the number of subbands in the wavelet expan-
sion of the image, is the number of codes in the family). The
interpretation of this function is that it specifies the number
of lost packets required to completely erase all the information
on the description of a subband coefficient: this is how the UEP
property above discussed is implemented.
Finally, once appropriate codes are applied to each descrip-
tion of each subband, and given a target number of indepen-
dent packets desired, the components of each codeword are en-
tropy coded and placed into each of the packets. The operation
of the proposed encoding algorithm is illustrated in Fig. 7.
2) Decoding: The decoding steps are straightforward. First,
each of the received packets are entropy decoded. Then, for each
subband, if the number of packets received is enough to decode
the coefficients of the description of that subband, the appro-
priate erasure-resilient code is applied, and the description is
recovered; else the description is lost. Finally, an approxima-
tion to the original image is obtained by MD dequantizing each
subband, and inverting the transform.
3) Remarks: Except for minor modifications, the technique
we propose to allocate redundancy and create descriptions of
a given image is essentially the same as the priority encoding
transmission scheme [1]. However, there is one factor which,
without further research, prevents us from using the more gen-
eral erasure-resilient codes computed by PET systems: it is the
fact that in our construction, we need to deal with the—some-
what bizarre—concept of having to entropy code channel code-
words.
In our experiments, we used a very simple form of MDS
codes to add redundancy: the family of repetition
codes. For these codes, compression of the resulting channel
codewords is not difficult, because whatever statistical model
was available to encode source outcomes can also be used to
encode the channel codewords (these are nothing but multiple
identical copies of the original source outcomes). A very
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Fig. 7. Robust compression of subband data. In a first step, a MD quantizer is applied to each subband coefficient, creating two descriptions of the original
value. Then, depending on the subband to which a coefficient belongs, an appropriate error correcting code is applied: in this example, no code is applied on the
highlighted high frequency subband, and a simple (3; 1; 3) code is applied on each description of the highlighted low frequency subband. Then, the components
of each codeword are distributed among multiple arithmetic coders, one per packet to be transmitted.
interesting problem opened up by our work is the study of
dependencies between the statistical properties of source
outcomes and those of the codewords obtained using more
general MDS or -MDS codes.
IV. EXPERIMETNAL RESULTS
In this section we report coding results. In our experiments,
we use the 10–18 Daubechies wavelet, and target coding rates
in the range 0.25–1 bpp. Sample image reconstructions, matlab
files used to generate the plots presented below, and C source
code, can be found at http://lcavwww.epfl.ch/~servetto/.
A. MD Image Coding Performance
In a first experiment, we show performance results for our op-
timized MD coder. For comparison, we also present results for
the case when the same index assignment is fixed for all sub-
bands, thus eliminating the need to search for optimal combina-
tions. The corresponding plots are shown in Fig. 8 and sample
image reconstructions are shown in Fig. 9.
Observe how in Fig. 8 the convex hull corresponding to sub-
band adaptation lies strictly below that of the fixed image-wide
choices. In the low excess-rate regime (high single-channel dis-
tortion and low two-channel distortion, the bottom part of this
plot), an increase in PSNR of 3 dB in the performance of
the single-channel decoder occurs when index assignments are
freely chosen for each subband. In the high excess-rate regime,
the gap is negligible.
It is also interesting to observe how, in this example, in order
to improve the quality of the two-channel decoder by 0.76 dB
(from 38.69 dB up to 39.45 dB) it is necessary to tolerate a
Fig. 8. Subband adaptation of the index assignments. The dots marked
d = 2; 3; 5; 7 correspond to the single-channel/two-channel MSE tradeoff
achieved by fixed, image-wide MD quantizers; all other dots correspond to the
performance achieved by different combinations of index assignments, one
per subband. In all cases, the central quantizer is adjusted so that the total rate
would be 0.5 bpp/description (total 1 bpp).
single-channel decoded image that is 7.08 dB worse (from 35.53
dB down to 28.45 dB). We see therefore that, for practical ap-
plications, there is little gain to be had by using index assign-
ments other than the staggered case ( ). This is because
in order to be able to gain less than one dB in PSNR for the
two-channel decoder, the quality of the images obtained by the
single-channel decoder has to be reduced by 7–8 dB. Hence, the
optimization process is very useful to understand the limitations
of our proposed coding framework, as a benchmarking tool, and
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Fig. 9. Sample image reconstructions, for Lena, at 0.5 bpp/channel. (a) Two-channel decoder, high redundancy (PSNR: 38.69 dB), (b) single-channel decoder,
high redundancy (PSNR: 35.53 dB), (c) two-channel decoder, low redundancy (PSNR: 39.45 dB), and (d) single-channel decoder, low redundancy (PSNR: 28.45
dB).
is certainly a very interesting intellectual exercise. But in prac-
tice, the extra complexity involved in choosing optimal coding
parameters is just not worth the marginal improvements in per-
ceptual image quality, especially in the high excess-rate regime.
B. Comparison Against other Multiple Description Image
Coders
1) Two Descriptions: As a reference, we compare the per-
formance attained by our MD coder (first in its two-packet con-
figuration), against MD image coders of Wang, Orchard and
Reibman [35], and of Srinivasan and Chellappa [31]. The re-
sulting PSNR’s are shown in Fig. 10.
We would like to point out that the comparison with the
JPEG-type coder of [35] is not entirely fair, in that it is not
clear what part of the gains we present come from using a su-
perior single description wavelet-based coder (wavelets versus
JPEG) and what from a different technique for constructing
MD’s.6 However, we strongly suspect that the gains we obtain
cannot be attributed only to the use of a better transform and
better post-transform processing/modeling of transform data.
Performance comparisons for the two-channel decoder are
certainly not useful, since in this case all we are comparing is
6However, we include the comparison anyway because this is one of the few
existing good MD image coders we know of.
SERVETTO et al.: MULTIPLE DESCRIPTION WAVELET BASED IMAGE CODING 823
Fig. 10. PSNR values achieved by our coder and by the two reference coders (left: Lena, compared to [35]; right: Barbara, compared to [31]). Similar PSNR
values are obtained by our coder using about 50%–60% of the bit rate required by these other coders.
Fig. 11. PSNR values achieved by our coder and by the two reference coders. Top: Lena coded at 1 bpp into 10 packets (0.1 bpp/packet), compared to [12];
bottom: Lena coded 0.5 bpp into 16 packets (1/32 bpp/packet), compared to [14]. In both comparisons, left plots show results for low-redundancy allocations in
our coder, right plots for high-redundancy allocations. The system denoted “Benchmark” refers to an ideal, genie-aided encoder which knows prior to transmission
which packets will be lost, and hence uses a single-description coder and reduces its transmission rate accordingly.
a standard JPEG coder against a good wavelet coder, and there
the differences are known to be, on average, 2–2.5 dB in favor
of wavelet coders, which our experiments verify. However, for
the single-channel decoders, which is when the technique used
to generate MD’s comes into play, the gains we observe are in
excess of 4 dB; no wavelet coder is known to have achieved
such dramatic gains over a JPEG coder, and hence we do not
think that these gains can be explained only in terms of a
DCT-versus-Wavelet argument.
2) Many Descriptions: As another reference, we compare
the performance attained by our MD coder (now in its many-
packets configuration), against MD image coders of Goyal et
al. [12] and of Jiang and Ortega [14]. The resulting PSNR’s are
shown in Fig. 11.
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In this case we would like to point out that, using a simple
form of the PET system (based on trivial repetition codes), our
coder is able to attain a much wider range of tradeoffs between
redundancy allocations and robustness. For certain choices of
redundancy parameters (MD quantizer and channel codes to
combat erasures), we are able to attain very high performance
when only a small number of packets is lost, at the expense
of poor performance and rapid decay when the number of lost
packets increases. Alternatively, we can sacrifice some com-
pression performance when the number of lost packets is small,
and in return get a much slower decay as well as greatly re-
duced uncertainty in performance when the number of packets
increases. To the best of our knowledge, ours is the first system
to provide such functionality.
C. Remarks on Computational Complexity
Excluding the DP optimization step which, as argued above,
is not critical from a practical point of view, the encoder/decoder
pair is of a remarkable low complexity for the performance it
delivers. To give a practical sense of this, running on an Ultra
Sparc 1 workstation with a 140 Mhz CPU, it takes 6.8 s to pro-
duce a image having two descriptions each encoded
at 0.5 bpp, and 4.8 s to produce the same image based on a
single description. These times are all-inclusive: network I/O,
and computation of the direct and inverse wavelet transforms
are included. And our implementation is far from optimized for
speed.
Furthermore, after the wavelet calculation, all processing is
done in a single pass, and scanning each subband in raster order:
the flow of control does not depend on the particular data set
being coded, it is a simple raster-oriented algorithm, particularly
well suited for implementation on a DSP chip. And all steps ex-
cept the final entropy coding admit a parallel implementation:
this is of particular interest mainly for the wavelet transform,
which is by far the most cpu-intensive part of the encoder/de-
coder, and one we have little control over in designing our algo-
rithms.
V. CONCLUSIONS
In this work, we presented the design, implementation and
optimization of error resilient data compression algorithms.
Unlike most of the recent developments in the field (based on
DCT’s and subspace methods), our algorithms are based on
the use of wavelets, MD scalar quantizers, and erasure-resilient
codes.
Our coding results are a significant improvement over the
state-of-the-art in the field: on average, we can match the image
quality achieved by most other coders using about 50%–60% of
their bit rate. And furthermore, we attain this using a remarkably
simple coding structure, both conceptually as well as computa-
tionally. However, we believe there is still room for improve-
ment: when removing the MD constraints, as a single descrip-
tion image coder, our coder falls approx. 0.8–0.9 dB below the
performance of the best published coder we are aware of [15].
As argued, the MD constraints impose restrictions on the set of
tools available to build a good coder. Yet it remains to be seen
whether “smarter” coders within our framework, or even coders
based on entirely different frameworks, are able to close this
gap.
Further work is required to complete the proof of the con-
jectured intractability result mentioned in Section II-C. If our
conjecture proves true, an approximation algorithm for gener-
ating index assignments based on a source description, capable
of generalizing asymptotically optimal MD quantizers [32], [34]
(and hopefully improving upon their performance at low rates)
would be extremely useful.
Perhaps the single most important problem yet to be resolved
in the context we set up in this work is that of redundancy alloca-
tion (in the case). Recall that we motivated the problem
of more than two descriptions based on constraints imposed by
the application of transmission over IP networks (Section III).
In this scenario, the choice of priority function specifying
which codes are to be applied on which subbands is a major
factor determining the overall performance of such systems; and
that choice should depend on channel conditions (high losses
more redundancy, etc). We are currently studying this problem.
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