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ABSTRACT 
Given linear invertible A: H-+H where Ax= b, write A=A,(I- B) where A,’ is 
easy to find. Define sequences xn+l=Bx,+Aolb and t~~+~=(l+hp~)By,,+~- 
hp2y,+(l+hp2)A,‘b, for arbitrary xo.yo,yl in H. Theorem 4.2 presents the 
algorithm for finding scalars A and p so that yn-xx faster than x,-+x. In fact, if the 
spectrum of the iteration matrix B lies anywhere in the infinite vertical strip 
{a: IRe( < l}, then y,+x is assured. The algorithm follows: 
(1) Capture the spectrum of B in a symmetric ellipse whose major semiaxes, M, 
and Mj, lie in the real and imaginary axes, respectively. 
(2) Define x=(M,--M,)/(M,+M,). 
(3) Define p to be the unique root in the (0,l) interval of the quadratic 
(M,+M,)(l+X~2)=2~. 
Then the asymptotic rate of convergence for { yn) is R, = -log p [whereas the 
asymptotic rate for {x,,} is well known to be R, = -log p(B), where p(B) is the 
spectral radius of B]. 
1. INTRODUCTION 
Our objective is to find x in Hilbert space H where Ax= b for given 
bounded linear operator (or matrix) A and fixed XEH. We present a pattern 
for so-called one-part stationary iterative methods (or stationary methods of 
degree one); generalizing this pattern to two-part schemes, we will be able to 
run the race between the one-part and two-part methods and explore 
conditions under which the two-part methods provide faster convergence 
than, or accelerations of, the “standard” one-part schemes. The paper 
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concludes by showing how our two-part method relates to the nonstationary 
semiiterative methods of Golub and Varga [3] Varga [9], and Manteuffel [4], 
and to the “two-parameter” methods of Neithammer [6,7]. 
Let us preview our main results. We begin by presenting a format for the 
“standard” one-part strategies which lends itself nicely to our developed 
format for two-part methods. We assume throughout, unless otherwise 
noted, that a certain easy-to-invert bounded linear operator A, has been 
selected. With this choice of A,,: 
(1) Produce iteration operator or matrix B via the multiplicative splitting 
A=A,(Z-B). (l.la) 
(2) Obtain the operator A, via the additive splitting 
A=A,-A,. (l.lb) 
(It follows that A, =A&) 
(3) Use the additive splitting &lb) for arbitrary x0 EH to define the 
sequence {xn} by 
A&+ 1 -Aix,= b, 
or equivalently 
x,+l=Bx,+A;lb, n=0,1,2 ,... . (1.k) 
(4) Use the multiplicative splitting (l.la) to measure the asymptotic 
convergence rate R, of the sequence {x,,}. In particular, if p(B) is the 
spectral radius of B, then 
fix= -1ogdB). (l.ld) 
Roughly speaking, l/R, represents, asymptotically, the number of iterations 
in (1.1~) which produce one additional decinal place of accuracy in the x,‘s. 
With (l.la) through (l.ld) as a template, we present our generalized 
scheme for stationary two-part splittings (or stationary second-degree meth- 
ods) which, since they use the same invertible A,, above, may be thought of 
as acceleration schemes for the one-part scheme (l.la) through (Lld). This is 
how we do it. With A, an easy-to-invert operator in hand: 
(1) Produce (iteration) operators B, and I?, via the multiplicative splitting 
A=A,(Z-B,)(Z-&.). (1.2a) 
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(2) Obtain operators A, and A, via the additive splitting 
A=A,-A,-A,, (1.2b) 
where 
A,=AlJ(&+4J 
and 
A,= -A&B,). 
(3) Use the additive splitting (1.2b) for arbitrary yO, vlEH to define the 
sequence {y,} by 
or equivalently 
Y n+2 =(B,+Bz)y,+l-(B,B,)y,+A,‘b forall n=0,1,2,... 
(1.2c) 
(4) Use the multiplicative splitting (1.2a) to measure the asymptotic 
convergence rate R, of sequence yn. In particular, 
Ry=min{ -logl,~(Bl),-logl,~(B2)}. (1.2d) 
The scheme (1.2a)-( 1.2d) is developed and justified for k-part splittings in 
PI. 
Notice that once we have constructed sequences {x”} and {y,,} accord- 
ing to (1.1~) and (1.2c), respectively, we can compare their convergence 
speeds by use of R, and R, as given by (l.ld) and (1.2d). 
We now preview our main result: 
THEOREM 4.2. To find x such that A,( I- B)x= b, define the two-part 
sequence {y,} for arbitrary initial yO, y1 by 
yn+2= (1 +h2Py,+1 -Xp2yn+(1+Ap2)A;‘b for n=O,1,2 ,..., 
(1.3) 
where the scalars X and p are well defined by the configuration of a(B), the 
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spectrum of the iteration operator B (fm which see the Abstract). Then yn +x 
whenever jRe(a(B))I < 1 with asymptotic convergence rate R, = -lograp. 
Now if we have the one-part sequence on hand where, for initial 
arbitrary x0, we have 
X n+l =Z?x, +A,‘b, n=O,l,2 )..., 
we proceed to ask the following questions and set forward their answers; to 
wit: 
Q: Where must a(B) lie to insure that yn+x where Ax= b? 
A: If e(B) lies within the infinite vertical strip {z: - 1 < Re(z) < 1}, then 
yn JX. [By contrast, a(B) must he within the unit circle in order that x,+x.] 
Q: Is it difficult to find optimal h and p in (1.3)? 
A: As described in the Abstract, we need to know the major and minor 
semiaxes (or an estimate) of a certain capturing ellipse for a(B) from which 
the scalars X and y are easily computed. 
Q: If u(B) lies in the unit circle (so that xn-+x), then does y,,+x faster? 
A: In case the capturing ellipse for u(B) is a circle, then our two-part 
sequence (1.3) reduces to the two-part sequence (1.1~); this is the case A =O. 
But, whenever the embracing ellipse has a nonzero eccentricity (X#O), then 
y,,+x and its convergence rate is always faster than that of x,+x. 
Q: How does (1.3) relate to the second-degree methods based on use of 
Chebyshev polynomials as seen in the works of Varga [Q], Golub and Varga 
[3], Manteuffel [4], and Neithammer [5-71? 
A: It was Golub and Varga who showed that when A is positive definite 
(or A, = Z and B is hermitian convergent) then the Chebyshev semiiterative 
method, a nonstationary method of second degree, converges to (1.3) for the 
special case X = 1; convergence here is to mean that in any machine with 
finite-length registers, constants of the Chebyshev nonstationary scheme will 
be indistinguishable from those of (1.3) (with X = 1) after a certain time. In 
[Q], Varga presents a result under hypotheses weaker than requiring that 
A = Z - B be positive definite; he requires only that u(B) be real and less than 
one in absolute value. By then applying SOR to a related system in a direct 
sum of vector spaces, (1.3) once again materializes (for h = 1). To say that h 
need not equal one in our scheme (1.3) is to allow u(B) to lie in the infinite 
vertical strip {.z:]z]<l}, and to guarantee convergence of {y,} to the 
solution x. Manteuffel considers those A whose spectrum lies in the right half 
plane [4]. Since A is continuous, this is tantamount to saying that u(A) lies in 
an infinite vertical strip {z : 0 < u(A) <2p} for some scalar p > 0. By defining 
B by the equation A =p(Z- B) we see that u(B) lies in the infinite vertical 
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strip {z: - 1 < Re( Z) < l} which satisfies the hypothesis of Theorem 4.2, 
rendering (1.3) a convergent sequence to the solution vector r. We will see 
in our final chapter how Manteuffel’s analysis for the case where a(A) has 
one point can be generalized to the case where a(A) lies on a vertical line. 
Neithammer [6] studies two-part systems given by 
Yn+2 = W+~JYn+l +S2Yn +c 
for certain scalars sa, si, sa. He presents elliptical regions for a( 2’) in order to 
insure convergence of sequence {y,}; these turn out to be equivalent 
translations of our elliptical regions, although Neithammer’s development is 
quite different in flavor from ours. 
Q: If we know that the one-part sequence (1.1~) converges, is it practical 
or worthwhile to pass to a two-part sequence (1.2~) or (1.3)? 
A: As for the time of execution, it turns out that the more eccentric or 
“flat” the embracing ellipse is for a(B), the more does the convergence rate 
R, of (1.2d) exceed R, of (l.ld). As for the space required, or extra memory, 
note that in (1.3) only one more vector need be stored than in the one-part 
algorithm of (1.1~). Significantly, if operators A,, and B are already on hand, 
then no new uperutors need be computed for (1.3). Finally, if (1.1~) is 
developed toward the end of preserving spar&y, then (1.3) will also preserve 
sparsity. 
The next two sections are devoted to developing a structure theorem for 
bounded operators on Banach space (Lemma 3.0) which seems to be of some 
independent interest. It says that any bounded operator B on Banach space 
is a scalar multiple of a sum of operators Vi + U,, where Vi and U, both have 
spectral radii equal to one. Moreover, Vi and U, may be chosen so that 
U,U, = U&J, = aZ, a scalar operator. There is one technical constraint, namely 
that u(B) may not contain the foci of a certain capturing ellipse or else the 
spectral radii may have to deviate from unity. In finite dimensions, however, 
since u(B) has only finitely many points, we can get spectral radii as close to 
unity as we like. 
We proceed now to the next two sections for a proof of this result. 
2. FUNDAMENTAL LEMMA (VERSION I) 
LEMMA 2.1. Let B : X+X be a bounded linear operator on Banuch space 
X. Then for any nonzero scalars a and h where 4a2A is not in the spectrum of 
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B2, there exists invertible V,,,: X+X such that 
B=a(V,,,+Ava~:,). (2.1) 
Proof. It suffices to exhibit V,,, as an analytic function of B. That is, we 
define a function f,, h which is analytic on an open set U> a( B) such that for 
all bEo(B) we have 
b=a (2.2) 
With such an J,. h in hand, we may use the operational calculus [2,8] to write 
(2.3) 
It follows that a(Va,A)=fa,h(u(B)), or 
dV,,A) = {f,,,(b): b-P)). n (2.4) 
Can an analytic i,x be found which satisfies (2.2)? If we take the 
principal part of the square-root function, then the quadratic formula, in 
conjunction with (2.2), gives us a well-defined function 
b-+.6, h(b) for all bEu(B), (2.5) 
where 
Lx(b)= 
b+(b2-4a2X)“2 
za ’ 
Note that our hypothesis 4a2X 4 ( B2) assures us that the quadratic formula 
(2.5) is analytic on an open set containing u(B); the function f,, x of (2.5) 
extends analytically so that operator V,,, exists as per (2.3), whence (2.1) is 
satisfied. 
REMARK. This form of the lemma, Version I, says that we may find 
scalars a and X so that decomposition (2.1) obtains. The following section 
develops Version II, which says, in effect, that scalars a and X may be 
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prechosen in accordance with the configuration of the spectrum of R so that 
certain spectral constraints on V,,, ensue. (In particular, we want the 
spectral radii of V,, x and of AV,yt to be equal to one.) 
3. FUNDAMENTAL LEMMA (VERSION II) 
LEMMA 3.2. Let B: X-+X be bounded linear operator on the Banach 
space X. Then scalars a > 0, A#0 may be found along with bounded linear 
V (I, h: X+X such that 
B=a(Va,h+W::), (3.1) 
where 
P(~v,T~)=P(v,,,)=l, (3.2) 
may be found so that (3.1) and (3.2) obtain if, moreover, 4a2A 6?o(B2). 
Proof. Lemma 3.1 tells us that for any prechosen a > 0, h#O, we may 
construct V, h so that at least (3.1) obtains. We now describe an algorithm 
for selecting’s > 0 and h #O in advance, based on the configuration of a(B), 
so that (3.2) holds true as well. 
Recall that in (3.1), V,,, is a certain analytic function of B, so that for all 
b Ea( B), there is some u E a( V,. h) such that 
b=a LI+~ . 
( 1 
[This u is one of the two possible values of fa,A(b) in (2.5).] Writing u in polar 
form, we have u = (u [(cos f?+ isine). Substituting for u in (3.3), and writing 
complex b = (real, imaginary) in ordered-pair format, yields 
Now as 0 (which for the moment depends on b) is allowed to vary, (3.4) 
describes an ellipse ,?,,,(a, A) in the complex plane with the following 
(3.4) 
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properties: 
The ellipse Elol (a, A) is centered at the origin. 
The major semi-axis is Ml,,(a,X) =a[]v] 
+ I vI~lll~ 
The minor semi-axis is Mlvl(a,A)=]a[]u] 
-IVvlll. 
The foci are 2a I A I ‘I2 units from the origin, and 
lie on the real (imaginary) axis if X > 0 (A < 0). 
(3.5) 
What (3.5) tells us, then, is that for any fixed a >0 and A#O, the spectrum 
a(B) is covered by a well-defined family of confocal ellipses. Moreover, each 
ellipse containing a b E u( B) gi ves us information about I v I through measure- 
ment of its major and minor semiaxes. [Solve for Iv I, knowing the expression 
for measured MIDl(a, A) or M,,,(u, A).] 
Here is the algorithm for pre-determining a > 0 and real h#O. 
(1) Construct a “capturing” ellipse for a(B) in 
accordance with (3.5); that is, an ellipse symmetric 
about both axes which contains points of a(B) in 
its interior. The foci should not intersect u(B). 
(2) With measurements of the major and minor 
semiaxes in hand (M, and m,, respectively), define 
a>0 and A#0 by u=(M,+m,)/2, ]X]=(M,-- 
m,)/(M,+m,), where A>0 (h<O) if the foci are 
on the real (imaginary) axis. 
(34 
It remains only to verify that this choice of a > 0 and A # 0 constrains I v I for 
all v E u( V,, h) by the inequality 
IAl~lvl~l, (3.7) 
which will finally establish (3.2), and hence the lemma. 
First, the largest (capturing) ellipse tells us that equality obtains in (3.7). 
This can be seen by solving for ) v I in 
or 
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[see (3.5)], using the 
values for ]u] are 
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particular values of a and h in (3.6). The only eligible 
Iv]=1 and ]u]=]X]. (3.8) 
Now all other (interior) ellipses have smaller major and minor semiaxes 
than does the capturing ellipse. From (3.5) we have a[] u I + (X/u I]< M, and 
ka[]u]-_l~/u]]<m,. These two inequalities imply the single inequality: 
For fixed a>O, real XZO, 
I I l,l+h <1+A. 
Note, from (3.6), that I A I < 1, so the right-hand side above is never negative. 
Squaring both sides of (3.9) and solving the resulting quadratic equation 
yields (h]2<]u]2<1, or 
which, in conjunction with (3.8), establishes (3.7), the lemma is proved. 
4. THE PRINCIPAL THEOREM 
We quote a special case of a recent result which will be needed in the 
proof of our main theorem. 
THEOREM 4.1 [ 1, Theorem 5.11. Let A : X+X be a bounded linear 
invertible operator on a Banuch space X. Consid.er the system Ax= b where 
A=C,,(Z-B1)(Z-B2). (4.1) 
For arbitrary yO, y, E X, &fine the two-part sequence { y,,} by 
yn+2=(4+Bz)y,+rB1Bzyn+G1b, n=O,1,2 ,.... (4 -2) 
Then if p(B,) and p(B,), the spectral radii of B, and B,, respectively, are 
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each less than one, we have 
Yn’X 9 where Ax = b , 
with asymptotic rate of convergence 
R({y,})=R,=min{ -logB,,-logB,}. (4.3) 
REMARK. It is easy to check from (4.2) that if {y,} converges at all (say 
yn+z), then necessarily, A,( Z-B, - B, + Z3iZ$)z= b. That is, AZ= b, since 
A = A,( I- Z?,)(Z- Z3,). Therefore, the limit of the sequence ( yn} is the 
desired solution vector to our system. 
Before proving our main result, let us recapitulate somewhat. Recall 
A : X+X is a bounded linear invertible operator on Banach X. We agree that 
A is of the form A = A,( Z - B), A,, is easy to invert. 
Now let & be a capturing ellipse containing o(B), the spectrum of the 
iteration matrix B. Suppose & is symmetric about zero, and let the scalars M 
and m represent the major and minor semiaxes of &, respectively. With this 
terminology in hand, we are ready to state our principal result. 
THEOREM 4.2. For linear bounded invertible A : X+X on a Banach space 
X, we have A= A,(Z- B). Suppose we are to solve the linear system Ax= b. 
Then for arbitrary yO, y1 E X, define the two-part sequence { y,,} by 
yn+2= (1+hP2)BYn+l -hp’y”+(l+h/~~)A;‘b, n=O, 1 ,...) (4.4) 
where the scalars X and t.~ derive from M and m, the major and minor 
semiaxes of the capturing ellipse G, as follows: 
M-m jj=- 
M+m 
if the major semiaxis of G is 
horizontal, 
(4.5) 
M-m -- 
= M+m 
if the major semi-axis of 6 is 
vertical, 
while TV is a solution to 
(4.6) 
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If a(B), the spectrum of B, lies within the infinite vertical strip between 
.z= - 1 and z= 1, i.e., if 
a(B)c{z:-l<Rez<l}, (4.7) 
then for {y,} of (4.4), we have 
Y”-= 9 where Ax=b, 
with asymptotic rate of convergence 
R({yn>)=R,= -log/~, (4.8) 
where p defined by (4.6) is unique in the interval (0,l). 
Proof. Consider the operator 
W=(I-/.&v)(z-x~v-1), (4.9) 
where the operator V: X-+X and scalars p and X will be specified later. 
Equivalently, from (4.9) we have 
w=(l+A/.L2)z-/L(V+W), 
or 
w= (1 +x$)1- ~ l+lP2 (V+xV-‘). (4.10) 
Lemma 3.1 now allows us to specify the operator V above along with the 
scalars X and ~1. In fact, recall that A: X-+X is of the form 
A=A,(Z-B), (4.11) 
so in order to make Win (4.10) look like A in (4.11), we must ask under what 
conditions on V, h, and p we obtain the identity 
B=- 1+;p2 (v+Av-‘)* (4.12) 
It will suffice to establish (3.1) of Lemma 3.1. Thus, in order to render (4.12) 
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valid, we appeal to the algorithm of (3.6), which tells us to construct a 
symmetric capturing ellipse t; with major and minor semiaxes equal to the 
respective values M and m. It then follows that h is defined by (3.6) of the 
lemma, exactly in accordance with statement (4.5) of this theorem. Combin- 
ing (3.1), (3.6), and (4.12), we obtain 
P M+m a=---_=_ 
1+h$ 2 ’ 
which is to say that p is a solution to the quadratic equation 
A$- & +1=0. 
(4.13) 
(4.14) 
With scalars h of (3.6) and a of (4.13) in hand, we may construct V: X+X 
according to (2.3), which establishes (2.1) [or its equivalent (3.1)], which, in 
turn, validates (3.1) with the extra guarantee from (3.2) that 
p(W’)=p(V)=l. (4.15) 
We are finally justified in relating A of (4.11) to W of (4.10) by substitution 
of (4.12) into (4.10). In fact, we obtain the string of equalities 
A=A,(I-B) from (4.11) 
W 
=A,---- 
l+hy2 
from (4.10), (4.12) 
=A,, from (4.9) 
=G(Z-wz-B,), (4.16) 
where 
B,=(*V, and B, = XpV- ‘. (4.17) 
We may now appeal to our Theorem 4.1, since (4.16) establishes the 
requisite hypothesis (4.1). Then, by using the substitutions of (4.17), Theorem 
4.1 assures us of the following: For arbitrary ye, yi and X, the two-part 
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sequence y,, defined by 
Yta+2=PL(v+~WYn+l -h~2y,+(1+A~2)A;1b 
=(l+~PZ)~Y,+r- A$y,+(l+h~~)A;rb [from (4.12)], 
has the property that y,, --XX, where Ax = b, with asymptotic rate of conver- 
gence 
R({y,})=R,=min{ -log(yV),-log(XpV-‘)) from (4.3) 
= -log p from (4.15). (4.18) 
With Y”+~ above subject to (3.6) and (4.13), our theorem is all but proved. 
We have only to show that the hypothesis (4.7) assures convergence of 
y,,+x, where Ax= b. That is, we must only establish that (4.7), which 
constrains a(B) to the infinite vertical strip between Z= - 1 and Z= 1, 
assures us that there exists p of (4.8) [see (4.18)] subject to (4.6) [see (4.14)] 
which is such that 
O<‘u<l. 
This follows from (4.6) [ or f rom (4.14)] easily, once we define the quadratic g 
by 
g(p) =hp2- $-_ + 1
and observe that 
g(0) = 1 >o, 
while, from (3.6) we obtain 
g(l) = 
2(M-1) 
M+m <’ 
if ellipse & is horizontal, 
E 2;+;’ <0 if ellipse & is vertical. 
(4.19) 
We conclude from (4.9) that there exists a ,U l (0,l) such that g(p) =O. 
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Since g’(p) < 0 for all y E (0, l), there exists only one ~1 E (0,l) such that 
g(p) =O* n 
5. COMPARISON OF ONE-PART AND TWO-PART SEQUENCES 
For convenience, let us restate the salient facts concerning our iterative 
sequences. With A = A,( I - B), we define the one-part sequence {r,} for 
arbitrary Z,EX by 
x,+,=Bx,+A,‘b, n=0,1,2 ,.... (54 
Then x,+x, where Ax= b, if and only if a(B) c {z: 1 n I< l}. The asymptotic 
convergence rate is 
R,= -log@). (5.2) 
Define the two-part sequence {y,} for arbitrary y,,, y1 EX by 
yn+z=(l+A~~)B~n+l -A/.?y,+(l+X$)A;rb, fl=0,1,2 ).... 
(54 
Then yn-+x, whereAx=b, if and only if o(B)c{z:-l<Re(z)<l}. If u(B) 
is contained in symmetric ellipse & with semiaxes M and m, then the 
asymptotic convergence is 
R,= -logp, (54 
where 
A- M-m -- 
M+m 
if & is horizontal, 
M-m =_- 
M+m 
if & is vertical, 
while p E (0,l) satisfies the equation 
(5.5) 
2P xp2- - 
M+m 
+1=0. F-6) 
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REMARK (A-O). 
ellipse. That is, from 
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Scalar X behaves like the eccentricity of the capturing 
the definition above, 
-l<h<l 
and X= 0 if and only if the eccentricity of &, the capturing ellipse, equals 
zero. In fact, from (5.5) we see that & is a circle [M= m = p(B)] if and only if 
h=O, and in this case the two-part sequence (5.4) reduces to the one-part 
sequence (5.1). This is consistent with the fact that now p=o(B) [from (5.6)], 
so that convergence rates R, and R, of (5.2) and (5.4) agree. 
REMARK (A = ? 1). When X = 1, then a(B) lies in the real interval 
( - 1, l), whereas when h = - 1, u(B) is pure imaginary. In either case, when 
(A) = 1, the capturing ellipse G is a degenerate ellipse, or line segment, 
having minor semiaxes m equal to zero [see (5.5)] and eccentricity equal to 
one. When A =A,(Z- B) and u(B) c ( - 1,l) (so that h = l), then our two-part 
sequence takes the form 
Y "+2= (l+~‘)[B~,+l-y~+A,‘b] +Y,# (5.7) 
In Golub and Varga [3], we see that (5.7) is the limiting (stationary) equation 
of the Chebyshev semiiterative acceleration (nonstationary) equations. The 
proof of this result, involving the use of Chebyshev polynomials, also assumes 
that A =A,(Z-Z?) is positive definite hence, a(B) c (- 1, l)]. Varga, in [6, p. 
1431, develops (5.7) by another route. There, it is assumed that A =A,(Z-I?), 
where u(B) C( - 1,l). Then by “imbedding” Ax= b in direct-sum space and 
by applying SOR to the larger system, (5.7) is recaptured. 
When X= - 1, then u(B) can be any-where on the imaginary axis. For 
results in this situation see [l]. 
REMARK (Which is faster, y” -XT or x,-xx). Assume that u(B) can be 
captured by (lies inside) a circle of radius p(B) < 1, so that both the one-part 
sequence (5.1) and the two-part sequence (5.3) converge. Then u(B) is also 
captured by a symmetric ellipse & having nonzero eccentricity. Then does 
y” +x faster than x,+x (is R, >R,)? This is easy to show when the 
capturing ellipse & lies wholly within the capturing circle. That is, if 
m<M=p(B), 
then consider the quadratic g( *) defined by 
g(x)=hx2- A,+ 1. 
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Substitute for A using (5.5), and it results that 
g(m) >o, 
g(p)=0 [from (5.6)], 
g(M) =g(o(R)) CO* 
(5.8) 
Since g’ < 0 on (0, l), it follows that g is monotonically decreasing on (0, l), 
which, in conjunction with (5.8), implies Z.L < p( B), i.e., R, > R,. 
More precise comparisons of R, with R, when a(B) lies on an axis (so 
that the capturing ellipse lies wholly within the capturing circle) can be 
found in [l]. 
6. CONCLUDING REMARKS 
We have been studying the equations 
Y n+z=(1+h~2)Byn+l-hl12yn+Ao’b, n=O,l,Z,... . (6.1) 
Golub and Varga’s Result 
We have already noted that the Golub-Varga result [3] treats a nonsta- 
tionary system which has as its limit the stationary system 
y,+2=(l+w)By,+l-oy,+Aolb, n-0,1,2 ,..., (6.2) 
where 0 < w < 1, and A,,( I- B) is positive semidefinite [see (5.7)]. One way to 
interpret our generalized scheme (6.1) is to say that (6.2) is the special case 
when h = 1 [which is to say that the embracing ellipse for a(B) is a real line 
segment] and o = 1-1’. But another way to view (6.1) is as a way of explaining 
why the Golub-Varga scheme (6.2) would converge with operators A =A,(Z 
- Z?) which were not positive semidefinite. (We see such a phenomenon with 
the AD1 method, where convergence theorems are established under one set 
of conditions, yet convergence seems to obtain under more general circum- 
stances as empirical observation would indicate.) Although in (6.2) we treat 
w as a scalar parameter deriving in some manner from positive semidefinite 
A, we see from (6.1) that o=hp’ represents a family of parameters [or a 
family of horizontal ellipses in the vertical strip {z: [Re(z)] < l}]. In other 
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words, we now know the family of operators for which (6.2) will converge, 
namely those A =A,( I- B) w h ere the spectrum of B lies inside the unit 
circle. Of course, w will depend on the configuration of a(B). 
Manteuflel’s Result 
Manteuffel’s recent paper [4] gives us a nonstationary degree-two algo- 
rithm which uses Chebyshev polynomials in its analysis. The asymptotic 
convergence rate is specified and is obtained as a solution to a certain 
minimax problem. The basic assumption on the operator A which makes it 
more general than in the Golub-Varga result is that the spectrum of A lies in 
the right half plane; no assumptions about self-adjointness are needed. 
How does this relate to our scheme (6.1)? From Theorem 4.2 we have a 
degree-two scheme which is stationary and whose asymptotic convergence 
rate is computed as a root of a certain quadratic (4.6). We further require in 
solving Ax=b that A=A,(Z-B) with a(B) a subset of the strip {z: ]Re(z)] < 
l}. But, on the other hand, to say that a(A) lies in the right half plane is 
equivalent to saying (since A is bounded) that for scalars 0 < p < 9, a( A) is a 
subset of the strip {z: p < Re( z) < 9}. Once p and 9 are known, we may 
define operator B by writing A = [(p + 9)/2]( Z- B). It results, then, that u(B) 
lies in the infinite vertical strip between - 1 and 1, so that such an A satisfies 
the hypotheses of our Theorem 4.2 and Ax= b may be solved by use of (6.1). 
How does Manteuffel’s minimax convergence rate compare with that given 
by (4.8) of Theorem 4.2? In [4, p. 3231, we have the result, for example, that 
if u(A) consists of the single point zi = xi + iy,, then the asymptotic conver- 
gence rate is 
R,= -log 
Yl 
x,+(x;+y;)l’* 1. 
Now set p=q=x,, so that B is defined byA=x,(Z-B). It follows that u(B) 
is the single point -iy,/x,. For the purposes of our analysis, using (6.1), we 
can embrace the single (imaginary) point - iyr/x, with the same degenerate 
vertical ellipse which serves to embrace the entire vertical line segment 
~~=~Y:lYl<lY,/xiI). I n o th er words, u(A) can be endowed with a vertical 
line spectrum as easily as a single-point spectrum, and the analysis and use of 
the two-part sequence (6.1) remain the same. What we have in either case is 
a vertical embracing ellipse for u(B) having zero (real) minor semiaxis and 
having (imaginary) major semiaxis equal to ] yr/xi (. Consulting our algorithm 
(see Abstract or Theorem 4.2) we see that h= - 1, and so our convergence 
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rate is given through the logarithm of the root in the interval (0, l), of the 
quadratic 
I I 2 (l-$)=2& 
from which we also have that - log y = R,. 
Neithammer’s Results 
In Neithammer’s papers [5,6] (with different notation) he studies the 
two-part system (with some attention to k-part systems) 
Yn+2=(sOT+s1)Y”+l +(s2)y,+(l-s&4,% n=0,1,2 ,,.., (6.3) 
where T is a bounded linear operator and the si’s are scalars subject to the 
constraints 
s,+s,+s,=1, 
o<s,<2, 
Is21 Cl* 
In answering the question where the spectrum of T should lie in order that 
(6.3) should converge, Neithammer [5] reveals that it suffices to have a(T) lie 
in an ellipse centered at -si/sa, with 
l-s, 
real major semiaxis = - , 
SO 
1+s, 
complex major semiaxis = - . 
so 
Another way to say this is that a(T) must lie in the infinite vertical strip 
between the real numbers [-.s-(l-s2]/so and [-sl+(l-s,)]/s,. NOW 
compare (6.1) with (6.3) to obtain 
s,T=(l-s,)B-s,Z, 
which translates to saying that a(B) must lie in the infinite vertical strip 
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bounded between - 1 and 1, exactly the hypothesis of our Theorem 4.2; i.e., 
(6.3) is an equivalent “translate” of (6.1). 
In another work by Neithammer [7], A =A,,( I-B) is assumed to have 
further properties (similar to being cyclic, having property A, or yielding 
knowledge of the optimal SOR relaxation factor). Moreover, a(B) is con- 
strained to lie either in the real interval ( - 1,l) or on the imaginary axis. 
Their is then generated a one-part sequence using SOR techniques where 
the resulting asymptotic convergence rate is about twice that of our two-part 
rate R, of (5.4). This would demonstrate that having extra knowledge of the 
operator A or its structure can enhance convergence. 
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