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Abstract
To learn target discriminative representations, using pseudo-labels is a simple yet
effective approach for unsupervised domain adaptation. However, the existence of false
pseudo-labels, which may have a detrimental influence on learning target representations,
remains a major challenge. To overcome this issue, we propose a pseudo-labeling cur-
riculum based on a density-based clustering algorithm. Since samples with high density
values are more likely to have correct pseudo-labels, we leverage these subsets to train
our target network at the early stage, and utilize data subsets with low density values at
the later stage. We can progressively improve the capability of our network to generate
pseudo-labels, and thus these target samples with pseudo-labels are effective for training
our model. Moreover, we present a clustering constraint to enhance the discriminative
power of the learned target features. Our approach achieves state-of-the-art performance
on three benchmarks: Office-31, imageCLEF-DA, and Office-Home.
1 Introduction
In computer vision, large-scale datasets have played an essential role in the success of deep
neural networks. However, creating a large amount of labeled data is expensive and time-
consuming. To overcome this problem, unsupervised domain adaptation approaches leverage
the labeled data in a source domain to train a high-performance model on unlabeled data in a
target domain. Such unsupervised domain adaptation methods suffer from the covariate shift
between source and target data distributions due to different characteristics of both domains
[31]. To tackle the covariate shift problem, many domain adaptation methods aim to jointly
learn domain-invariant representations by minimizing domain divergence [1].
Recently, adversarial domain adaptation methods [7, 36] have received lots of attention.
Similar to generative adversarial networks (GANs) [8], these methods employ two play-
ers, namely domain discriminator and feature extractor, to align feature distributions across
domains in an adversarial manner. The core module for domain adaptation is domain dis-
criminator, which is trained to discriminate the domain labels of features generated by the
c© 2019. The copyright of this document resides with its authors.
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Figure 1: Learning process of the proposed method. DS is a set of all source samples, and DT is a set of all
target samples. D1, D2, · · ·, and DP are data subsets obtained from DT . C is the number of classes. By using a
density-based clustering algorithm, we split our target dataset into a number of data subsets for each category and
give these subsets following training process.
feature extractor. Conversely, the feature extractor is trained to provide transferable features
that fool the domain discriminator by minimizing the divergence between features generated
from the source and the target domain. Although their general efficacy shows impressive re-
sults in various tasks like segmentation [11, 35], detection [4, 13], and depth estimation [22],
the adversarial domain adaptation methods suffer from a major problem. Since the domain
discriminator only focuses on aligning global domain features, these methods often fail to
consider the category information of target samples. Thus, category-level domain alignment
enforced by adversarial domain adaptation methods does not guarantee the good target per-
formance due to the lack of categorical target information [27]. To learn target categorical
representation, recent studies [32, 38, 39] utilize pseudo-labels for target samples, thus en-
couraging a low-density separation between classes [15]. Although these methods rely on
the assumption that the source-trained classifier assigns pseudo-labels to target samples with
high confidence, it is difficult to satisfy this assumption especially when domain discrep-
ancy is large. Training the network with false pseudo-labels may degrade the capability of
distinguishing discriminant target samples by accumulating classification errors.
To alleviate this issue, we introduce a curriculum learning strategy for unsupervised
domain adaptation. The curriculum learning [2] is motivated by the cognitive process of
humans that gradually learn from easy to complex samples. Inspired by this concept, we
propose a novel algorithm called pseudo-labeling curriculum for unsupervised domain adap-
tation (PCDA). For designing this pseudo-labelling curriculum, we apply a density-based
clustering algorithm in [9] to divide target dataset into a number of data subsets relying on
both pseudo-labels and features generated by our network. Then, we sequentially train target
specific network from target samples whose pseudo-labels have a high chance of being cor-
rect to those which are highly likely to be misclassified. Our learning process is demonstrated
in Fig. 1. In this process, we only use some target data subsets with correct pseudo-labels at
the early training stage. As the training proceeds, our classifier can generate progressively
reliable pseudo-labels for other target data subsets which are utilized at the later stage. Train-
ing with the pseudo-labeling curriculum boosts the robustness of the training target specific
network with pseudo-labels by sequentially providing target data subsets. PCDA is effective
to suppress the negative influence of false pseudo-labeled target samples. Furthermore, we
suggest the constraints for clustering on the target data to reduce the intra-class variance of
target representations and to enlarge the inter-class variance of target representations. This
constraint reinforces the assumption of the density-based clustering that target samples with
a high density value are more likely to have correct pseudo-labels. Our experimental results
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suggest that PCDA achieves comparable or even better results compared with the state-of-
the-art domain adaptation methods.
2 Related Works
Several types of adversarial learning methods for unsupervised domain adaptation have been
shown to match distributions of the features generated from source and target examples ([7],
[17], [3], [19], [36], [27]). However, they mainly focus on aligning domain-level feature
distributions without considering category-level alignment. Xie et al. [38] match the labeled
source centroid and the pseudo-labeled target centroid to learn semantic representations for
target samples. This moving average centroid alignment guides the feature extractor to con-
sider category-level information for target samples. Pei et al. [23] exploit multiple domain
discriminators to enable fine-grained distribution alignment.
Some studies [6, 26, 30, 32, 39] use pseudo-labeled target samples to learn target dis-
criminative representations. Sener et al. [30] adopt clustering techniques and pseudo-labels
to learn discriminative features. In [32] and [6], they apply a Mean Teacher framework
[34] to domain adaptation with the consistency regularization. Saito et al. [26] employ the
asymmetric tri-training (ATT), which leverages target samples labeled by the source-trained
classifier to learn target discriminative features. Zhang et al. [39] iteratively select pseudo-
labeled target samples based on their proposed criterion and retrain the model with a training
set including pseudo-labeled samples. However, these methods based on pseudo-labeled
target samples have a critical bottleneck that false pseudo-labels can impede learning target
discriminative features and further their categorical error is easily accumulated, which hurt
the performance.
Curriculum learning proposed by [2] is a learning paradigm based on ranking the training
samples from easiest to the most difficult to classify. The curriculum based on ranking
is used to guide the order of training procedure. Previous studies ([9, 12, 14, 16]) have
demonstrated that curriculum learning is useful in handling problems with noisy labels. Guo
et al. [9] propose a learning curriculum to handle massive, noisy sets of labels. They measure
data complexity using cluster density and split all training samples into a number of subsets
ordered by data complexity. By utilizing these subsets, they design a curriculum to train the
network. We recast their strategy to design curriculum into our training algorithm.
3 Method
In this section, we explain details of the proposed algorithm. Our proposed network struc-
ture is demonstrated in Fig. 2. We let G f denote the shared feature extractor for source and
target data. Cs and Ct are classifiers which distinguish features generated from G f . Here,
θ f , θs, and θt denote the model parameters of the respective G f , Cs, and Ct . Cs learns from
the source samples and Ct learns from pseudo-labeled target samples. Gd is the domain dis-
criminator which aims to label all source samples as 1 and all target samples as 0. GRL
stands for Gradient Reversal Layer, which inversely back-propagate gradients by changing
the sign of the gradient [7]. The shared feature extractor G f is trained from all gradients
back-propagated by Cs, Ct , and Gd . Our goal is training Ct to be able to learn discriminative
representations for the target domain. We have access to Ns labeled image samples from the
source domain DS = {(xsi ,ysi )}Nsi=1 and Nt unlabeled image samples from the target domain
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Figure 2: Pipeline of the proposed method: (a) The curriculum design from density-based clustering, (b) The
structure of training our model. In (a), we use all target samples and pseudo-labels from Cs or Ct to generate data
subsets, which form our curriculum for training our model. In (b), we train G f , Cs, Ct and Gd with all source
samples and selected data subsets of target samples following curriculum.
DT = {xti}Nti=1. yˆit denotes a pseudo-label for the target sample. We assume that DS and DT
completely share the C classes.
3.1 Domain Adversarial Learning Scheme
Before obtaining pseudo-labeled target samples, we do not train the target specific clas-
sifier Ct . We only train G f , Cs, and Gd by using supervised classification loss and domain
adversarial loss following the idea of domain adversarial neural networks (DANN) [7]. The
overall loss function in this stage is the following:
J1(θ f ,θd ,θs) =
1
Ns
Ns
∑
i=1
Ly(Cs( f si ),y
s
i )−
λ
Ns
Ns
∑
i=1
Ld(Gd( f si ),di)−
λ
Nt
Nt
∑
i=1
Ld(Gd( f ti ),di) , (1)
where Ly is the cross-entropy loss and Ld is the binary cross-entropy loss. f si and f
t
i generated
by G f are the feature representations of source and target samples, i.e., f si = G f (x
s
i ) and
f ti = G f (x
t
i). di ∈ {0,1} is the domain label and λ is a trade-off parameter. The overall
objective is written as follows
min
θ f ,θs
max
θd
J1(θ f ,θd ,θs). (2)
In the early stage of training, since Cs is highly likely to generate false pseudo-labeled target
examples, we do not train Ct at all. After a few epochs, we start to train Ct with pseudo-
labeled target examples.
3.2 Density-Based Clustering for Pseudo-Labeling Curriculum
We modify the curriculum learning method from [9] to enable domain adaptation. To de-
sign the curriculum, we should address two questions: how to rank the training samples, and
how to construct the training schedule. We adopt the ranking method using their clustering
density in order to split the target samples. Cs generates pseudo-labels yˆit for target sam-
ples and then it separates all features f ti into each category. Then, we conduct the following
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process for each category. We first determine a matrix E ∈ IRn×n, where n is the number of
target samples in a certain category. The matrix E is composed of elements Ei j = ‖ f ti − f tj‖2
indicating the Euclidean distance between f ti and f
t
j . A local density of each sample in a
current category is defined as
ρi =∑
j
I(Ei j− ec) , I(x) =
{
1 x < 0
0 otherwise
. (3)
We determine ec by sorting all Ei j elements in ascending order and select a number ranked at
k% from the smallest value. We empirically set k = 40 in all experiments because the result
of clustering is consistent when the value of k is between 40 and 70. The implication of ρi is
the number of target samples whose distances are smaller than ec.
Target samples with correct pseudo-labels often share similar visual characteristics, and
thus features generated from these samples tend to form a cluster for each category. By
contrast, target samples with a high chance of being false pseudo-labels often have a visual
difference, leading to a sparse distribution which results in a small value of local density.
Therefore, we select a sample with the highest local density value as a cluster center for
each category. Since target samples close to the cluster center are more likely to have a
correct pseudo-label, we divide target samples into a number of clusters according to their
corresponding distances from the cluster center. For each category, we respectively apply the
k-means algorithm to the set of distances between the target sample and cluster center for
generating P clusters. Now, we acquire P clusters in each category, and each cluster can be
thought of as a data subset, see Fig. 1. In all our experiments, we empirically set the number
of clusters (P), i.e., P to 3. Hence, each category contains three subsets, and we combine
the overall categories. We can obtain three data subsets De, Dm, and Dh, which involve easy,
moderate, and hard samples, respectively. The easy samples consist of target samples with a
high density value, while the hard samples comprise target samples with a low density value.
In other words, it is challenging for the classifier Cs learned from the source samples
to assign correct pseudo-labels for target samples due to the domain gap. In particular, the
target samples far from corresponding cluster centers, or distributed near the boundary of the
clusters are more likely to have false pseudo-labels. To minimize such an adverse effect, we
firstly opt to use the data subset with low intra-class variance and high inter-class variance,
such as the easy samples, at the early stage of training. By employing a subset with a high
density value, the classifier Ct can learn target discriminative representations from correct
pseudo-labeled target samples.
3.3 Training with Pseudo-Labeling Curriculum
Our training procedure is proceeded with four stages in conjunction with the ordered se-
quence of training subsets from easy to hard samples. At the first stage, we train G f , Cs, and
Gd with DS and DT , while Ct is not trained at all. It is described specifically in Section 3.1.
Here G f , Cs and Gd are optimized by Eq. (2). At the second stage, pseudo-labels for the easy
samples De = {(xti , yˆit)}Nei=1 generated by Cs are highly reliable for training target classifier
Ct . According to the terminology in Section 3.1, the loss function of the second stage can be
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written as follows,
J2(θ f ,θd ,θs,θt) =
1
Ns
Ns
∑
i=1
Ly(Cs( f si ),y
s
i )+
1
Ne
Ne
∑
i=1
Ly(Ct( f ti ), yˆi
t)
− λ
Ns
Ns
∑
i=1
Ld(Gd( fi),di)− λNe
Ne
∑
i=1
βLd(Gd( fi),di) ,
(4)
where β is a hyperparameter that re-weights the contributions of the data subset which is
newly added to the training process at the current stage. Compared to the early training
samples which are already aligned between the source and target domains, the source and
target features generated from newly added samples are poorly aligned. Then, the newly
added samples may impede fine-tuning the feature extractor and learning the target classifier.
A higher β value encourages the G f to learn domain invariant features for the newly added
samples. Thus, we enable effective domain adaptation based on the curriculum learning by
focusing on the contribution of newly added samples. Third, we generate pseudo-labels for
the easy samples De and the moderate samples Dm by using Ct and also train Ct with De
and Dm. We use the same form of loss function in Eq. (4) with adding Dm. Lastly, the
model is further trained by adding the hard samples Dh according to the learning strategy
of the previous stage. Details are included in the supplementary material. We optimize the
following minimax objective:
min
θ f ,θs,θt
max
θd
J2(θ f ,θd ,θs,θt) . (5)
3.4 Clustering Constraint
A clustering constraint is motivated by the need to boost the effectiveness of the density-
based clustering algorithm in order to reduce the number of false pseudo-labeled target sam-
ples. For this purpose, the features from target samples with the same category should be as
close as possible, while the features from target samples with different categories should be
far from each other. We apply the concept of contrastive loss [5], which takes pairs of exam-
ples as input and trains a model to predict whether pairs of inputs are from the same category
or not. Unlike [5, 29] which utilize all pairs of images as ground-truth labels, our method is
based on the pseudo-labels in order to create pairs of inputs. We propose to formulate the
Euclidean-based clustering loss (ECL) as follows,
JECL(Ct) = ∑
∀(i, j)∈T
LECL(hi,h j), LECL(hi,h j) =
{
‖hti−htj‖2 Ii j = 1
max(0, m−‖hti−htj‖)2 Ii j = 0
, (6)
where hti denotes the output of the target classifier Ct before the softmax layer with respect to
the i-th training sample in the mini-batch. ‖ ·‖2 is the squared Euclidean distance and m > 0
is a margin. Ii j = 1 means that hi and h j belong to the same category, while Ii j = 0 indicates
that hi and h j are from the different categories. i and j denote the indices of target samples
inside the mini-batch. The ECL loss encourages target features from the same category to be
closer and enforce the distance between those from the different categories no more than m.
This loss can be combined with J2 in Eq. (4) to optimize G f and Ct .
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4 Experiments
4.1 Setups
Office-31 [25], the most popular benchmark dataset for visual domain adaptation, contains
4652 images and 31 categories from three distinct domains: Amazon (A), Webcam (W), and
DSLR (D). We comprise all domain combinations and build 6 transfer tasks: A→W, D→W,
W→D, A→D, D→A, and W→A.
ImageCLEF-DA1, a benchmark dataset for Image-CLEF 2014 domain adaptation chal-
lenge, consists of three domains including Caltech-256 (C), ImageNet ILSVRC 2012 (I) and
Pascal VOC 2012 (P). Each domain contains 600 images and 50 images for each category.
We evaluate our method on all possible domain adaptation tasks: I→P, P→I, I→C, C→I,
C→P, and P→C. Different from Office-31, all images have equal size and the number of
images in each category is well-balanced.
Office-Home [37], a more challenging dataset for domain adaptation evaluation, contains
around 15,500 images with 65 categories consisting of four significantly different domains:
Artistic images (Ar), Clipart images (Cl), Product images (Pr) and Real-World images (Rw).
We can build possible twelve transfer tasks and evaluate our method on all possible tasks.
Implementation Details. The base network for both the baseline and our method is the
ResNet-50 [10]. For domain discriminator, we chose to use the architecture consisting of
three fully connected layers with dropout [33] and sigmoid layers. We fine-tuned all fea-
ture layers G f pre-trained on the ImageNet dataset [24], following the standard settings for
unsupervised domain adaptation [7, 19, 20]. The classifier layers Cs, Ct and the domain dis-
criminator layers Gd are trained from the scratch via back-propagation. We set the learning
rate of the feature extractor ten times smaller than other layers. According to the learning rate
strategy employed in DANN [7], we utilized mini-batch stochastic gradient descent (SGD)
with momentum of 0.9 and the learning rate adjusted by η = η0(1+α p)γ , where p is linearly
increasing from 0 to 1, α = 10, and γ = 0.75. The total batch size was set to 64, and we
selected training samples for each stage in the mini-batch (De, Dm, Dh) as follows: (64, 0,
0), (32, 32, 0), and (32, 16, 16) for the stage 1 to 3 in all our experiments. Additionally, we
set β to 2 or 3 in Eq. (4) and margin m to 2 in Eq. (6).
4.2 Evaluation Results
We complied with standard evaluation protocols for unsupervised domain adaptation [7] and
used all source samples with labels and all target samples without labels. For all tasks, we
performed three experiments and report the averaged results. We compare our methods with
the basic ResNet50 [10], DAN [17], RTN [18], DANN [7], ADDA [36], JAN [19], GTA
[28], CAN [39], and CDAN [20]. All these methods are based on ResNet50, and results of
baselines are directly reported from original papers.
We report the classification accuracies of the networks in Table 1, Table 2, and Table 3.
Our proposed PCDA is comparable with the state-of-the-art methods in that it achieves the
best average accuracy on the three unsupervised domain adaptation benchmarks.
1https://www.imageclef.org/2014/adaptation
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Method A→W D→W W→D A→D D→A W→A Avg
ResNet-50 [10] 68.4± 0.2 96.7± 0.1 99.3± 0.1 68.9± 0.2 62.5± 0.3 60.7± 0.3 76.1
DAN [17] 80.5± 0.4 97.1± 0.2 99.6± 0.1 78.6± 0.2 63.6± 0.3 62.8± 0.2 80.4
RTN [18] 84.5± 0.2 96.8± 0.1 99.4± 0.1 77.5± 0.3 66.2± 0.2 64.8± 0.3 81.6
DANN [7] 82.0± 0.4 96.9± 0.2 99.1± 0.1 79.7± 0.4 68.2± 0.4 67.4± 0.5 82.2
ADDA [36] 86.2± 0.5 96.2± 0.3 98.4± 0.3 77.8± 0.3 69.5± 0.4 68.9± 0.5 82.9
JAN [19] 85.4± 0.3 97.4± 0.2 99.8± 0.2 84.7± 0.3 68.6± 0.3 70.0± 0.4 84.3
GTA [28] 89.5± 0.5 97.9± 0.3 99.8± 0.4 87.7± 0.5 72.8± 0.3 71.4± 0.4 86.5
CAN [39] 92.5 98.8 100.0 90.1 72.1 69.9 87.2
CDAN [20] 93.1± 0.1 98.6± 0.1 100.0± 0.0 92.9± 0.2 71.0± 0.3 69.3± 0.3 87.5
PCDA (ours, wo ECL) 90.9± 0.4 98.1± 0.1 100.0± 0 91.0± 0.2 73.3± 0.2 71.5± 0.3 87.5
PCDA (ours) 92.5± 0.3 98.7± 0.2 100.0± 0 93.0± 0.2 73.5± 0.3 72.5± 0.3 88.3
Table 1: Accuracy(%) on Office-31.
Method I→P P→I I→C C→I C→P P→C Avg
ResNet-50 [10] 74.8±0.3 83.9±0.1 91.5±0.3 78.0±0.2 65.5±0.3 91.2±0.3 80.7
DAN [17] 74.5±0.4 82.2±0.2 92.8±0.2 86.3±0.4 69.2±0.4 89.8±0.4 82.5
DANN [7] 75.0±0.6 86.0±0.3 96.2±0.4 87.0±0.5 74.3±0.5 91.5±0.6 85.0
JAN [19] 76.8±0.4 88.0±0.2 94.7±0.2 89.5±0.3 74.2±0.3 91.7±0.3 85.8
CAN [39] 79.5 89.7 94.7 89.9 78.5 92.0 87.4
CDAN [20] 78.3±0.3 91.2±0.2 96.7±0.3 91.2±0.3 77.2±0.2 93.7±0.3 88.1
PCDA (ours, wo ECL) 78.2±0.2 91.0±0.3 96.5±0.5 90.0±0.3 70.8±0.3 96.0±0.3 87.1
PCDA (ours) 80.2±0.2 92.5±0.3 96.7±0.3 90.3±0.1 75.2±0.3 97.0±0.1 88.7
Table 2: Accuracy(%) on imageCLEF-DA.
Method Ar→Cl Ar→Pr Ar→Rw Cl→Ar Cl→Pr Cl→Rw Pr→Ar Pr→Cl Pr→Rw Rw→Ar Rw→Cl Rw→Pr Avg
ResNet-50 [10] 34.9 50.0 58.0 37.4 41.9 46.2 38.5 31.2 60.4 53.9 41.2 59.9 46.1
DAN [17] 43.6 57.0 67.9 45.8 56.5 60.4 44.0 43.6 67.7 63.1 51.5 74.3 56.3
DANN [7] 45.6 59.3 70.1 47.0 58.5 60.9 46.1 43.7 68.5 63.2 51.8 76.8 57.6
JAN [19] 45.9 61.2 68.9 50.4 59.7 61.0 45.8 43.4 70.3 63.9 52.4 76.8 58.3
CDAN [20] 50.6 65.9 73.4 55.7 62.7 64.2 51.8 49.1 74.5 68.2 56.9 80.7 62.8
PCDA (ours, wo ECL) 50.7 72.2 78.3 57.2 68.0 71.0 54.6 52.4 78.3 67.2 54.0 80.8 65.4
PCDA (ours) 50.8 73.7 78.5 58.6 70.4 71.2 53.9 53.5 79.0 65.6 53.6 80.2 65.8
Table 3: Accuracy(%) on Office-Home.
4.3 Analysis
Ablation Study. We perform an ablation study to check the efficacy of each component in
our work. First of all, the above Tables 1, 2, and 3 show the results of PCDA (wo ECL)
and PCDA. PCDA (wo ECL) denotes our training method without clustering constraint.
The performance gap between PCDA and PCDA (wo ECL) in Office31 and imageCLEF-DA
demonstrate the effectiveness of the clustering constraint. However, regarding Office-Home
experiment, PCDA with clustering constraint fails to enhance the classification performance
in some tasks such as Rw→Cl and Rw→Ar. This is presumably because the training method
does not have sufficient mini-batch size to guarantee that similar pairs are somewhat sam-
pled.
Hyperparameter Study. Our approach sets the hyperparameter β to learn domain-invariant
features from newly added target samples. If β is one, our loss function for adversarial
adaptation learning becomes equivalent to DANN’s loss function in Eq. (1). We used the
Office-31 dataset to validate the effectiveness of β in Table 4. When β is one, the perfor-
mance of our training process degrades. In contrast, when we set β between 2 or 3, our
method achieves better performance. This results prove our assumption that the weight β
helps the network to extract domain invariant features for the newly added target samples.
The number of clusters P is important hyperparameter for our pseudo-labeling curricu-
lum. When P is set to 4, We observe that most tasks in Office-Home shows performance
improvement, while some tasks in Office-31 present the performance degradation shown in
Table 5. This is because large P is effective to improve models that tend to generate rela-
tively many incorrect pseudo-labels for target samples. On the contrary, large P may not be
helpful to enhance the capability of models which already show good performance on target
data. We set P to 3 because the pseudo-labeling curriculum becomes simple to implement
and achieves the best performance on all benchmarks.
Feature Visualization. To have an intuitive understanding of PCDA for domain adaptation,
we visualize the target representations of the easy, moderate, and hard samples from the
feature extractor G f using t-SNE embedding [21] on the difficult D→A task. In Fig. 3(a),
we can observe that the features of the easy samples in each category are tightly clustered
and distinguishable from samples in the different categories. In contrast, those of the hard
samples in each category are dispersed in Fig. 3(c). Since PCDA is developed from DANN,
it is necessary to confirm whether the proposed model generates target discriminative fea-
tures compared to DANN. We visualize the both source and target features of DANN and
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A→W A→D D→A W→A
β=1 87.8 89.4 70.8 71.0
β=2 90.3 89.0 73.3 71.5
β=3 90.9 91.0 70.9 71.1
Table 4: The effectiveness of β .
D→A Ar→Pr
P=2 70.5 47.6
P=3 73.5 50.8
P=4 72.8 51.3
Table 5: The effective-
ness of P.
D→A W→A I→P Cl→Rw
Model-1 70.4 70.3 76.2 70.6
Model-2 71.8 71.4 77.3 71.0
Model-3 73.3 72.5 80.2 71.2
Table 6: Test accuracy of three different models.
(a) Easy samples De (b) Moderate samples Dm (c) Hard samples Dh (d) All target samples DT
Figure 3: T-SNE visualization of features from easy, moderate, and hard samples by using our PCDA method on
the D→A task.
(a) DANN (D→A) (b) PCDA (D→A) (c) Test accuracy (W → A) (d) Test accuracy (D→ A)
Figure 4: On D→ A task, (a) and (b) are T-SNE visualization of features. Red points are source samples and blue
are target samples. (c) and (d) shows the comparison of test accuracy and pseudo-labeling accuracy. Red line, blue
and green are the pseudo-labeling accuracy of easy, moderate and hard target samples at every epoch. Black line is
test accuracy of PCDA over the training epochs. The red vertical dotted line indicates the training epoch when the
target data subset De is added for training our model. The green and blue vertical dotted lines are training epochs
for adding Dm and Dh.
PCDA in Fig. 4(a) and Fig. 4(b). Compared with the features obtained by DANN (Fig. 4(a)),
Fig. 4(b) indicates that PCDA learns more category-level discriminative features. The result
corroborates the efficacy of our approach.
Effectiveness of Curriculum. To verify the effectiveness of pseudo-labeling curriculum, we
evaluate three models for the comparison. We further investigated Model-1 trained by only
using the easy data subset De, Model-2 trained by using De and the moderate data subset Dm
with a 2-subset curriculum, and Model-3 trained by using De, Dm, and Dh with a 3-subset
curriculum. Model-3 is equivalent to our proposed PCDA. In Table 6, Model-3 outperforms
other methods through most tasks. Although Dh is more likely to have false pseudo-labels,
utilizing Dh is helpful for improving the test accuracies in most cases. It implies that the
pseudo-labeling curriculum suppresses the adverse effects of the target samples with false
pseudo-labels in most tasks. This table proves that our proposed method benefits the per-
formance. However, regarding some challenging tasks in the Office-Home dataset such as
Rw→Cl or Pr→ Ar, the usage of Dh slightly degrades the performance due to the excessive
number of false-labeled target samples. Thus, if the target specific network Ct still provides
too many false pseudo-labels for Dh, the effect of the pseudo-labeling curriculum degrades.
We report the test accuracy and pseudo-labeling accuracy in Fig. 4(c) and Fig. 4(d). The
pseudo-labeling accuracy indicates whether pseudo-labels are assigned correctly. The test
accuracy of our method is increasing when we give new additional target samples with
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pseudo-labels such as Dm or Dh. These accord with our previous results in Table 6 in that
supplementing target samples with generated pseudo-labels is effectual to boost the perfor-
mance. We observe that the reliability of the generated pseudo-labels is improved iteratively
as training proceeds. This proves that our training scheme with pseudo-labeling curriculum
progressively improves the capability of our network to generate pseudo-labels and leads to
better predictions. Moreover, the pseudo-labeling accuracies of easy samples are higher than
those of both the moderate and hard samples in Fig. 4(c) and Fig. 4(d). Also, the pseudo-
labeling accuracies of the moderate samples are higher than those of hard samples. These
experimental results provide support for our main assumption that target samples with high
density values are highly likely to have correct pseudo-labels. We confirm that this assump-
tion is valid for all our experiments including Fig. 4(c) and Fig. 4(d).
5 Conclusion
We have proposed a novel learning scheme for unsupervised domain adaptation with the
pseudo-labeling curriculum. Different from the existing works that exploit pseudo-labeled
target samples, our method is robust to the adverse effect of false pseudo-labeled target
samples due to the pseudo-labeling curriculum. The proposed method enables our model to
generate reliable pseudo-labels progressively, and then the target specific network is able to
learn target discriminative features. Furthermore, we introduce the clustering constraint on
creating target features to improve the performance. Our approach surpasses the state-of-the-
art classification results on three benchmarks. We also provide extensive analysis to validate
the effectiveness of our method by utilizing visualization results and various ablation studies.
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