Today's substation automation, protection and control applications use IEC 61850 messaging typically only for control related and relatively static functions like blocking and interlocking schemes. With the introduction of process bus communication in digital substations copper wiring is being replaced by digital communication using IEC 61850. This shift towards a higher usage of Ethernet-based communication increases the overall performance requirements of IEC 61850 communication systems, as well as of protection and control devices. The process bus transmits sampled analogue values according IEC 61850-9-2 supplied by merging units as well as binary GOOSE messages for dynamic and time critical applications such as circuit breaker tripping. This poses new requirements on products and communication systems to ensure timely handling of real-time data for proper performance of the substation protection, automation and control functions. The paper discusses performance considerations in digital substations by looking into requirements of products on process level such as merging units, sensors and breaker IEDs (intelligent electronic devices), as well as on bay level protection and control devices. Also system aspects like communication network design are taken into account. Two examples for AIS (air insulated system) and GIS (gas insulated system) substations are used to verify the standardized performance figures defined in IEC 61850, IEC 60044 and IEC 61869 standards. As supporting information a short overview of IEC 61850 GOOSE performance testing explains how GOOSE performance for IEDs is assessed and certified.
Introduction
The adoption of the IEC 61850 standard in substation automation so far focused station level communication between protection and control IEDs on bay level and the HMIs and gateways on station level. To optimize the usage of the IEC 61850 standard, the station bus communication network and to minimize copper wiring between bay level devices, horizontal GOOSE communication is used to exchange information for non-time critical functionality like synchrocheck and station wide interlocking. In digital substations, IEC 61850 is taken to a new level by extending the digital communication into the switchyard, where process level devices like merging units, NCITs (nonconventional instrument transformers) and breaker IEDs interface to the process and provide information to the protection and control functions on bay level. This process bus communication network not only replaces tons of copper cabling, it also allows enables faster installation and testing as no multicore copper cables need connection and point-topoint testing. Other motivations for digital substation technology like improved safety can be found in [1] . Figure 1 , [1] shows the basic difference in terms of connectivity from process bus bay level between conventional and digital substations. While the term process bus is often attributed to IEC 61850-9-2, which describes the transfer of sampled analogue data across Ethernet like measurements provided from merging units, this is only part of the task of the process bus. Also status and alarm information from the process as well as commands such as opening, closing or tripping primary equipment are exchanged. This information is typically handled by means of IEC 61850-8-1 (GOOSE) messaging.
The advantages of a digital substation -the possibility to have all information from the field available to nearly any client devices, in addition to arguments such as safety and late customization in terms of functionality -on the other hand also introduce several challenges from a communication performance perspective into the overall system design. An underlying assumption that digital substations perform at par or better in terms of performance (e.g. in terms of tripping times) than today's systems must be observed carefully. Product performance properties, such as analogue value processing time, IEC 61850 stack cycle times and others must be put into perspective of the overall time budget available for typical fault clearance times in order to ensure respective performance, and on the other side, availability requirements.
From single IED to chain of merging unit, IED and breaker IEDs
In a "classical" system design (see Figure 2 , top), a protection and control IED directly interfaces the primary process, both from the sensing side by acquiring signals from instrument transformers and reading in position and alarm information from the primary switchgear. All signals are directly terminated at a protection and control device with functionality to process analogue values, execute protection algorithms, and operate a trip output on its IO card. The so-called "digital substation" still performs the same functionality -sensing and clearing a fault -however doing this with a much more distributed setup of functionality (see Figure 2 , bottom). Merging units perform the analogue signal acquisition, while so-called breaker IEDs are used to interact with primary switchgear. In between those equipment and the IED is digital communication in the form of IEC 61850. Irrespective on how the core functionality -sensing and clearing the power system fault -is accomplished, standard and regulatory requirements have to be met on how fast this has to be done.
Time budget analysis for fault clearance
A basic scheme of the time budget available from a fault inception in a power system until the fault is cleared physically is given in [2] . Figure 3 shows the time budget, which is composed of several artefacts. Main components are the fault recognition by the protection equipment. If differential applications are involved -which are not scope of this paper -then time for transmitting and receiving information from a remote location needs to be taken into account as well. From the instant a fault is detected until the physical outputs of a protection relay operate is called the relay decision time. In this time budget we also considered the time for an auxiliary tripping relay, which is typically used today and is located between the IED and the trip coil of the circuit breaker. The final part is the operating time of the circuit breaker until the arc is extinguished. A rough time budget allocation typically assumes two power system cycles for the protection equipment (fault detection, tripping), and two power system cycles for the circuit breaker.
In [3] , the time budget allocation is further detailed, depending on voltage levels for extra high voltage (EHV) and high voltage (HV) networks. Table 1 shows the time allocation for these networks in comparison to IEC 60834-1. In summary, the typical time budgets for fault clearance range between 65ms (for EHV networks) and 75ms (for HV networks) for the full chain including primary switchgear operating time. If we assume that the operating mechanism of switchgear stays the same and does not change between conventional and digital substations, the available time budget for fault clearance concerning protection equipment ranges from 20ms to 40ms, depending on the voltage level. These values can also be confirmed by grid codes like [4] , specifying similar values for fault clearing times ranging from 80ms (400kV) to 120ms (132kV and below). We will discuss in the following chapters whether those time budgets are feasible under the condition of digital substationbased protection and control systems, involving not only the protection relay, but in turn additional equipment, such as NCITs and merging units (sensing) as well as breaker-IEDs (actuating equipment), network communications for transmitting measurements and commands, and the protection equipment itself, executing the protection algorithms and the trip decision.
Standards defining performance properties
With the introduction of process bus communication networks and moving of analog and binary I/Os out of the protection IEDs into dedicated physical devices, new means of describing and assessing protection performance are required. In digital substations more electronic devices, potentially from different vendors, plus the process bus network play significant roles in fault clearance and can have an impact on the total clearance time. While specifying protection performance in a conventional system is mostly a product issue, this becomes a system aspect in digital substations, where the performance of the products but also the underlying communication network needs to be considered. An important corner stone to describe digital substation system performance is the classification of transfer times and introduction of performance classes in part 5 of IEC 61850 [5] . The transfer time is the sum of the IEC 61850 stack processing times in the IEDs (t a and t c ) and the network transfer time (t b ), see Figure 4 . Hence it is the time from the moment the application in the sending device passes on a piece of information to the communication stack until the application in the receiving device gets the information from its communication stack for further processing. The transfer time classes of particular importance for digital substation applications are classes TT5 and TT6 (Table 2) which ask for transmission time of ≤10 and ≤3ms, respectively. The application areas of these classes are releases and status changes for TT5 and trip orders for TT6. As far as trip signals are concerned, TT6 is the critical transmission time. Transfer time classes are allocated to different types of messages by help of message types and performance classes (Table 3 ). In digital substations two message types are of biggest interest. Message type 1A "Trip", which encompasses most important fast GOOSE messages, as well as message type 4 "Raw data", relevant for sampled analog values (SV). Those transfer time classes are allocated to different performance classes, but both use the same underlying transfer time class TT6. This means that those messages shall be transferred within less than one quarter of one power system cycle from the sender to the receiver across the communication network. The transfer time that can be observed on a real installation depends on the performance of the sending and receiving IEDs as well as on the performance of the communication network. The latter is influenced by technology and architectures discussed in chapter 5.
The performance of the IEDs can be assessed by GOOSE performance testing as described in IEC 61850-10 [6] . A standardized way of testing GOOSE performance allows for customers to specify digital substation systems, as it documents tests results relating to the communication part of an IED as one aspect which need to be fulfilled for time critical applications in substations. In order to measure the GOOSE performance of an IED, the roundtrip time of a GOOSE message is measured as shown in Figure 5 . Figure 5 : Measure round trip time using GOOSE ping-pong method [6] The test only considers the communication processor times t c* and t a* but not the time required by the application itself to return the GOOSE message. To do that the times t c* and t a* are assumed to be equal and t application is assumed to consist only of the scan cycle time between communication processor and application. The time required inside the application to copy the value is assumed to be zero. The scan cycle time is stated in the PIXIT document of a device and subtracted from the measured roundtrip time.
The transfer time resulting from the described approach only considers t a and t c from Figure 4 but not the network transfer time t b . Provision for the network transfer time is included by allowing only 80% of the transfer time from IEC 61850-5 to be used by the IED and 20% is left for the transfer of the data. In order for a device under test to fulfill performance class P1 with transfer time class TT6 (≤3 ms), the effective transfer time of communication processor has to be ≤ 2.4ms (2x 1.2ms = 80% of 3ms).
As the test measures the roundtrip time, this value is the time to send and receive a GOOSE message, hence t a and t c . If we want to reach transfer time of 3ms in a real installation, both the sender and the receiver have to fulfill performance class P1. Correspondingly, the network transfer time t b must not be longer than 20% of 3ms (600µs), see Figure 6 . Figure 6 , is also required.
For the processing delay time of NCITs with merging units and stand-alone merging units we can refer to the instrument transformer standards: parts 7 and 8 of IEC 60044 ( [7] and [8] and part 9 of the (at the time of writing) future standard IEC 61869 [9] . IEC 60044-8 describes a rated delay time t DR of 3ms, which corresponds to the processing delay time t pd in Figure 6 . This is basically the time required by the NCIT and MU from measuring a value on the analog side until the same value is put as Ethernet frame on the communication port. With these definitions, the most important artefacts concerning total fault clearance time shown in Figure 6 are covered for the protection equipment. Still missing is the time required by the application logic in the protection IED and the time of the breaker IED to close the trip output contact. Both items are product features which are outside of standardization. Assuming that the protection application requires the same time to issue a trip to the binary output board as in conventional systems, and that the output of the breaker IED requires the same time to be activated as if it would be located inside a conventional protection IED, it can assumed that the "logic processing time" + ("processing delay time of the BIED" -"t c of the BIED") is about equal to the tripping time of a conventional IED, measured from its analog inputs to the binary outputs.
Time synchronization
A further important aspect in digital substations is the synchronization of analog sampling, if analog samples provided by different physical devices have to be processed by an application function. The accuracy of the sampling synchronization has a direct impact on the achievable accuracy and reliability for protection and measurement applications.
Similar to the performance classes, [5] defines classes for time synchronization accuracy. Most important for substation automation, protection and control are listed in Table 4 . For normal protection and control applications, time synchronization class T4 is sufficient, as it introduces only 0.07° phase error in a 50Hz system as seen in Figure 7 . Class T4 is also specified as minimum requirement in the UCA implementation guideline for 9-2LE [10] . Higher accuracy (T5) may be requested by phasor measurement units for wide area monitoring or protection applications. To ensure robustness of the digital protection system, even if the time synchronization is lost, the merging units have to be able to operate for a certain time with normal accuracy. According to [9] , this holdover phase shall be at least 5 seconds. If the synchronization resumes during this phase, the MU shall continue to operate as if the synchronization was not lost.
Impact of the communication network on performance
With the delay times of merging units and IEDs defined, as well as the requirements on time synchronization accuracy, the missing piece in the total system performance is the communication network. As IEC 61850-5 defines the transfer time of a message for protection critical applications shall not exceed 3ms, out of which 20% are available to the communication network. IEC technical report 61850-90-4 [11] gives guidance for communication network design. Besides proposing and evaluating different network topologies, it also addresses performance aspects for communication network design in order to meet latency targets. Based on the information from [11] , Figure 8 shows average latencies of a high priority GOOSE Ethernet frame per bridge hop. Main influencing factors for latency is the frame size and other traffic -the larger packages on the network, the longer a high priority package may have to wait, if an Ethernet port it wants to pass through is already busy forwarding another package. If we assume process bus network design following a traditional partitioning per bay and connected devices are therefore limited more or less to one bay only, we can safely assume that the maximum network transfer time delay of 600µs as demanded by TT6 can be respected with network sizes of up to 16 hops in case of HSR and up to 9 hops in case of PRP or non-redundant process bus networks. Further analysing whether the maximum transfer time delay can be kept within the defined boundaries, [12] uses the example of a central synchrocheck application -using samplings from merging units and issuing commands to breaker IEDs -in order to assess performance aspects for other network architecture configurations according to [10] next to HSR and PRP setups. The results in Figure 9 assume worst case network loads for the simulation, with network sizes ranging from 10 to 60 bays. Figure 9 : Latencies and inter-arrival times for SV and GOOSE traffic [12] The results from Figure 9 validate that network transfer times can be assumed to be in the area of TT6 or better (600us or better in average), both for latencies for sampled values traffic, as well as GOOSE traffic up-and downstream latencies, for various network configurations consisting of HSR and PRP or point-to-point combinations.
Verification of performance properties on a practical example
The definitions outlined in chapters 3 to 5 are now analyzed on a practical example as shown in Figure 10 . The example configuration shows the control and main 1 protection system with merging units connected through a HSR ring. The main 2 protection system is installed in parallel and fully independent of the presented system. The main 2 system is omitted from this example. Figure 10 : Example setup Of particular interest in this setup is the total fault clearance time, which is the time from analog data being measured by the merging units, transferred to the main 1 protection IED where the analog quantities are analyzed, a GOOSE trip is sent to the breaker IED, the circuit breaker has opened and the arc is extinguished. The example is analyzed in two scenarios. Figure 11 shows the first scenario, where delay times as given in the relevant standards [5] and [9] (dark blue) are used. In addition, common assumptions for the non-standardized items (light blue) are used. The logic processing time of the protection IED is assumed to be constant 20ms for both scenarios. The resulting total fault clearance time of around 75ms shows that the expectations as stated at the beginning of this paper can be fulfilled for HV networks. This requires however the use of equipment fulfilling the relevant performance classes. To meet the more stringent requirements for EHV applications, the used system components and system design have to outperform the standardized performance requirements. The second scenario as presented in Figure 12 presents the total fault clearance time that can be achieved with state-ofthe-art devices using today's technologies. The involved IEDs with relevant features are listed in Table 5 . The network between process level IEDs and bay level IEDs is only used for process bus network communication, carrying only GOOSE and SV. As a result there are only relatively small sized packages on the network. This has a positive impact on the signal latency as shown in Figure 8 (see also [10] and [15] ). Assuming that there might be a fault in the HSR ring and the SV resp. GOOSE packages have to travel the longest possible way, resulting network delay times of approximately 400us for SV (8 hops between MUs and main protection IED) and 300us for trip GOOSE (6 hops between BIED and main protection IED) must be assumed. Besides shorter network transmission delay, also much shorter delay times in merging unit and breaker IED, as well as more performant outputs of the BIED which do not require an external trip relay, allow to reduce he total fault clearance time to a value acceptable for demanding EHV applications, as shown in Figure 13 . (Despite the conservatively assumed logic delay time in the protection IED.)
. Figure 13 : Comparison of total fault clearance time
The results from the example show that it is possible to achieve or even undercut fault clearance times as required and today possible with conventional systems by means of process bus technology. On the other side, the example also reveals that in order to achieve corresponding timings, the equipment used must at least adhere to or better beat the standardized performance classes.
Conclusions
From the perspective of different requirements towards timing and performance the paper discussed the validity of fault clearance timings for digital substation architectures. Using a practical example setup, the required time budgets stipulated in chapter 3 and derived from [2] are achievable or can be even undercut considering digital substation designs. However, given the small buffer available as seen in chapter 6, it is required that certain performance criteria are fulfilled for process close devices, notably TT6 for SV and GOOSE traffic, as well as the processing delay of merging units. This performance is required in order to fulfill the time budgets for fault clearance in general, and more specifically if performance should not be degraded over today's setups where network delays are irrelevant due to the fact that devices incorporate all functionality, from data acquisition to issuing trip commands. When designing process bus equipment, state of the art electronics further allows to optimize fault clearance times and compensate partially network time delays induced by the nature of distributing functionality over several physical devices. Examples are the usage of hybrid IGBT/relay IO, which allows to omit the need for physical trip relays. Additionally, high-speed, high-power output contacts allow to realize other applications in the future, as e.g. point-on-wave switching. Selection of process-close devices cannot only take into account hardware-related properties such as the number of analog or digital inputs and outputs, but must also take into account performance-related criteria such as processing delay, GOOSE and SV performance as well as time synchronization accuracy if overall performance criteria of a system must be met. Verification of GOOSE performance is standardized by corresponding test requirements issued by UCA International users group and equipment fulfilling those requirements have certificates available. Important becomes that device manufacturer's start publishing this information in their datasheets.
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