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We derive an upper bound on the generalization error of classiﬁers which
can be represented as thresholded convex combinations of thresholded convex
combinations of functions. Such classiﬁers include single hidden-layer thresh-
old networks and voted combinations of decision trees (such as those
produced by boosting algorithms). The derived bound depends on the
proportion of training examples with margin less than some threshold and the
average complexity of the combined functions (where the average is over the
weights assigned to each function in the convex combination). The complexity
of the individual functions in the combination depends on their closeness to
threshold. By representing a decision tree as a thresholded convex combina-
tion of weighted leaf functions, we apply this result to bound the
generalization error of combinations of decision trees. Previous bounds
depend on the margin of the combined classiﬁer and the average complexity of
the decision trees in the combination, where the complexity of each decision
tree depends on the total number of leaves. Our bound also depends on the
margin of the combined classiﬁer and the average complexity of the decision
trees, but our measure of complexity for an individual decision tree is based on
the distribution of training examples over leaves and can be signiﬁcantly
smaller than the total number of leaves. # 2002 Elsevier Science (USA)
Key Words: voting methods; margins analysis; decision trees; neural
networks; boosting.
1. INTRODUCTION
The idea of combining multiple classiﬁers by weighted majority vote has recently
received much attention following the empirical success of techniques such as
boosting [8, 9], bagging [4] and arcing [5]. Despite the signiﬁcant performance gains
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exhibited over a single classiﬁer, the theoretical basis for such improved performance
has, until recently, been weak.
In [16] Schapire et al. derive an upper bound on the generalization error of any
convex combination of binary classiﬁers which depends on a quantity called the
margin and on a complexity term which involves the VC dimension of the class of
base classiﬁers. The margin of an example is simply the difference between the voted
weight assigned to the correct class and the maximum voted weight assigned to any
incorrect class. In using the Schapire et al. bound for a particular convex
combination of classiﬁers the complexity term necessarily depends on the complexity
of the most complex classiﬁer, even if this classiﬁer has a low voting weight and
hence little effect on the combination. Golea et al. present a generalization of this
result in [10], where the bound on generalization error depends on the margin and on
a complexity term which involves the average VC dimension of the class of base
classiﬁers (where the average is in terms of the weights assigned to the base classiﬁers
in the convex combination).
In Section 2 of this paper we present an upper bound on the generalization
error of any thresholded convex combination of functions which are
themselves thresholded convex combinations of functions in terms of the
margin and the average complexity of the combined functions. Furthermore, by
considering a single hidden-layer threshold network as a convex combination
of single perceptrons we obtain a similar bound on the generalization error
of such networks in terms of the margin and the average complexity of the
perceptrons (where the average is in terms of the weights assigned to
the perceptrons). The complexity of each perceptron in this result is related to the
proportion of training examples which are close to the perceptron threshold. The
measure of complexity suggested by existing VC bounds for threshold networks (see,
for example, [3]) is related to the number of weights in the network. If a network
classiﬁes most examples with a large margin and the network’s perceptrons have few
examples close to threshold, then our measure of complexity can be considerably
smaller.
In [10], Golea et al. bound the generalization error of a binary decision tree in
terms of the margin and a complexity term by considering a binary decision tree as a
thresholded convex combination of leaf functions. Their complexity term depends on
the VC dimension of the class of node decision functions and a quantity called the
effective number of leaves which is related to the distribution of training examples
over leaves.
In Section 4, using the Golea et al. representation of a decision tree, we apply our
general result of Section 2 to derive an upper bound on the generalization error of
any voted combination of binary decision trees in terms of the margin and the
average complexity of the decision trees (where the average is in terms of the voting
weights). The measure of tree complexity in this result is related to the distribution of
training examples over leaves, but is signiﬁcantly smaller than the measure
of complexity used in the Golea et al. bound. This improves on the main result of
Schapire et al. for the special case of combined decision trees in two key ways.
Firstly, the complexity of a single tree in the combination depends on a quantity that
can be signiﬁcantly smaller than the VC dimension of the class of decision trees.
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Secondly, instead of depending on the complexity of the most complex decision tree
in the combination, the bound depends on the average complexity of all of the
combined decision trees. Although this result can be considered to be, in some ways,
a combination of the main result of [16] with an improved version of the result of
[10], the proof is considerably more involved.
We have presented similar results to those in this paper (along with a speciﬁc case
of our general result applied to voted combinations of mask perceptron classiﬁers
[13]), without proof, in [14]. Proofs are presented in Section 5.
2. BOUNDING GENERALIZATION ERROR
We begin with some deﬁnitions and notation. We consider the classiﬁcation
problem in which examples ðx; yÞ are generated according to some unknown
probability distribution D on X  Y , where X is some measurement space and Y is
some label space. For simplicity, we only consider the binary classiﬁcation problem
for which Y ¼ f1; 1g. We will denote the probability of an event E under D by
PDðEÞ and the proportion of examples in a sample set S which satisfy event E by
PSðEÞ. Similarly, we use ED and ES to denote the expected value under D and the
average value over S, respectively. The function sign:R! f1; 1gmaps x to 1 if and
only if x50.
The results obtained below apply to classiﬁcation functions of the form signðf ðxÞÞ,
where
f ðxÞ ¼
Xk
i¼1
ai signðfiðxÞÞ; ð1Þ
fiðxÞ ¼
Xki
j¼1
bijeijðxÞ; ð2Þ
with
Pk
i¼1 ai ¼ 1; ai50;
Pki
j¼1 bij ¼ 1; bij50 and eij 2 Enij . Here nij 2 f1; . . . ; rg and
E1; . . . ; Er are classes of real-valued functions that map to ½b; b for some b 2 R.
Expressing functions in this way allows us to calculate the complexity of the class of
intermediate functions fi in a reﬁned manner. Instead of dealing with a single
complex class of these functions, we can choose to consider several simpler classes.
We denote the class of functions f of the form deﬁned above by F . For a classiﬁer
which is a thresholded function from F , the margin of an example ðx; yÞ is yf ðxÞ. An
example is correctly classiﬁed if its margin is greater than 0, and the larger the margin
the more ‘conﬁdent’ the classiﬁcation.
The following theorem bounds the generalization error of any function in F in
terms of the proportion of training examples with small margin (less than some y0)
and the average of the complexity of the functions fi. The complexity of each
function fi is related to the proportion of training examples near threshold (within
some yi of threshold).
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Theorem 2.1. There exists a constant k, such that with probability at least 1 d
over random choice of the sample set S, every f 2 F ; 05y041 and 05yi41 satisfies
PDðyf ðxÞ40Þ
42PSðyf ðxÞ4y0Þ þ k
1
m
ln m
y20
Xk
i¼1
ai minðC1ðiÞ; C2ðiÞÞ þ C3
 !
þ lnð1=dÞ
" #
;
where
C1ðiÞ ¼
b2 lnðm=y0Þ
y2i
ln r þ
Xki
j¼1
bij VCdimðEnij Þ ln m
 !
þ
my0
ln m
PSðjfiðxÞj5yiÞ;
C2ðiÞ ¼ ki ln r þ
Xki
j¼1
VCdimðEnij Þ ln m;
C3 ¼ ln
kb2 lnðm=y0Þ
mini y
2
i
 !
:
Due to its involved nature, the proof of this result is deferred to Section 5.1. The
general idea is to use two random approximating functions, one approximating f by
a random combination of fi and one approximating the ﬁrst approximation by
approximating each of the fi by a random combination of eij. Using these random
approximations we can bound the probability of large generalization error by a
probability depending only on the second approximation, which we then bound
using a standard structural risk minimization result.
Theorem 2.1 provides a bound on generalization error which depends on two
terms. The ﬁrst term depends on PSðyf ðxÞ4y0Þ, the proportion of training examples
with margin less than some threshold y0 (which we are free to choose). The second
term depends on the average complexity of each fi in the combination (where the
average is in terms of the weight ai assigned to each fi) divided by y
2
0 (which means
we should choose y0 as large as possible). So to minimize the bound over choice of y0
we want to choose y0 as large as possible while ensuring that PSðyf ðxÞ4y0Þ is as
small as possible (i.e., as close as possible to the training error PSðyf ðxÞ40Þ). If most
training examples are classiﬁed with a large margin, then we can choose a large value
of y0 and PSðyf ðxÞ4y0Þ will still be close to PSðyf ðxÞ40Þ. So, provided the classiﬁer
attains large margins on the training examples, we can optimize over y0 to give a
reasonable result.
Turning now to the complexity of each fi, we see that it is essentially the minimum
of two alternative measures of complexity, C1ðiÞ and C2ðiÞ. Dealing with the simpler
case ﬁrst, the value of C2ðiÞ is roughly proportional to the sum of the complexities of
the functions eij which make up fi}the complexities of these function are measured
by the VC dimension. The complexity measure C1ðiÞ depends on two terms. One
term depends on PSðjfiðxÞj5yiÞ, the proportion of training examples within some
distance yi (which we are free to choose) of the threshold of fi. The other term is
roughly proportional to the average of the complexities of the functions eij divided
by y2i (which means we should choose yi as large as possible). So to minimize the
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value of C1ðiÞ over choice of yi we want to choose yi as large as possible while
ensuring that PSðj fiðxÞj5yiÞ is as close to zero as possible. If the output of fi is far
from threshold for most training examples, then we can choose a large value of yi
and PSðj fiðxÞj5yiÞ will still be small. In this case, C1ðiÞ can be considerably smaller
than C2ðiÞ. On the other hand, if the output of fi is close to threshold on many
training examples then, irrespective of the choice of yi; C2ðiÞ will most likely be
smaller than C1ðiÞ. Of course, since the bound depends on the average complexity of
the fi, the values of C1ðiÞ and C2ðiÞ are only relevant for those fi which have
signiﬁcant weight in the combination.
So to obtain good bounds over choice of y0 and the yi we need our classiﬁer to
satisfy two conditions. Firstly, the classiﬁer must classify most examples with a large
margin. Secondly, the output of most of the functions fi with large weight in the
combination should be far from threshold on most training examples. In the
following two sections we shall see that when these two conditions are satisﬁed this
bound can be applied to give signiﬁcant improvements on existing results for single
hidden-layer threshold networks and voted combinations of decision trees.
A similar result to Theorem 2.1 can be obtained with 2PSðyf ðxÞ4y0Þ replaced by
PSðyf ðxÞ4y0Þ at the expense of an exponent of one half on the term decreasing with
m. Also, considering that the results of Schapire et al. [16] and Golea et al. [10] for
general convex combinations of classiﬁers have no dependence on the number of
classiﬁers k in the combination, it seems likely that the logarithmic dependence on k
in the term C3 in our result is an artifact of the analysis.
3. SINGLE HIDDEN-LAYER THRESHOLD NETWORKS
If we consider the special case in which X is a subset of ½b; bd ; r ¼ 1 and E1
consists of the d coordinate projection functions on ½b; bd , then we can obtain an
upper bound on the generalization error of a single hidden-layer threshold network
as a direct corollary of Theorem 2.1.
Although this result only applies directly to networks with thresholds ﬁxed at 0 (by
deﬁnition of f ), it can easily be extended to handle networks with variable thresholds
by adding an extra constant input to each linear threshold unit in the network (which
increases d by 1).
Theorem 3.1. There exists a constant k, such that with probability at least 1 d
over random choice of the sample set S, every single hidden-layer threshold network
with d bounded real inputs and k computation nodes, 05y041 and 05yi41 satisfies
PDðyf ðxÞ40Þ42PSðyf ðxÞ4y0Þ þ k
1
m
ln m
y20
Xk
i¼1
ai minðC1ðiÞ; C2Þ þ C3
 !
þ lnð1=dÞ
" #
;
where
C1ðiÞ ¼
ln d ln m
y2i
b2 lnðm=y0Þ þ
my0
ln m
PSðjfiðxÞj5yiÞ;
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C2 ¼ d ln d ln m;
C3 ¼ ln
kb2 lnðm=y0Þ
mini y
2
i
 !
:
Proof. Since E1 is a ﬁnite class consisting of d functions, VCdimðE1Þ4log2 d.
Substituting this bound into Theorem 2.1 and simplifying gives the result. ]
This result is best understood in relation to existing results for single hidden-layer
threshold networks. By bounding the VC dimension of the class of single hidden-
layer threshold networks (see [3]) we can apply a standard VC result (using a
comparable rate to that of Theorem 3.1) to show that roughly (ignoring constants
and log terms)
PDðyf ðxÞ40Þ42PSðyf ðxÞ40Þ þ
kd
m
:
In [2], Bartlett presents alternative bounds on the generalization error of more
general classes of neural networks based on the margin. For the speciﬁc case of single
hidden-layer threshold networks, this result [2, Theorem 28.1] is roughly (again
ignoring constants and log terms)
PDðyf ðxÞ40Þ42PSðyf ðxÞ4y0Þ þ
d
my20
: ð3Þ
In this result we want to choose y0 as large as possible (to minimize the second term
on the right-hand side) while ensuring that PSðyf ðxÞ4y0Þ is not much larger than
PSðyf ðxÞ40Þ. If we choose y0 in this way then we are comparing kd in the VC bound
to d=y20 in (3). If the combined classiﬁer attains large margins on the training
examples, then it will be possible to choose a large value of y0 and in this case bound
(3) will be signiﬁcantly smaller than the VC bound.
Returning to Theorem 3.1, let us suppose that C1ðiÞ4C2 for all i. In this case, our
result is roughly (again ignoring constants and log terms)
PDðyf ðxÞ40Þ42PSðyf ðxÞ4y0Þ þ
1
y0
Xk
i¼1
aiPSðjfiðxÞj5yiÞ þ
ln d
my20
Xk
i¼1
ai
1
y2i
:
To minimize this bound, we want to choose y0 in exactly the same way as for
Bartlett’s bound. However, we also want to choose the yi as large as possible (to
minimize the third term on the right-hand side) while ensuring that PSðjfiðxÞj5yiÞ is
close to zero. Choosing y0 and yi in this way means that we are comparing d in
bound (3) to
Pk
i¼1 ai ln d=y
2
i in our bound. If most training examples are far from
the threshold of each perceptron in the network then it will be possible to choose
large values of yi, as PSðjfiðxÞj5yiÞ will be small even for large yi, and our result will
be signiﬁcantly smaller than bound (3). Any perceptrons which do not satisfy this
assumption will have C25C1ðiÞ (because we cannot choose yi large enough) and in
MASON, BARTLETT, AND GOLEA420
this case the complexity of fi is roughly d and we do no worse for these perceptrons
than Bartlett’s bound.
4. DECISION TREES
In this section, we apply the theorem obtained in Section 2 to the problem of
bounding the generalization error of a convex combination of binary decision trees.
In a decision tree, each internal node (non-leaf node) is associated with a node
decision function which determines which child node an example should be passed to
for classiﬁcation. In this way, an example is classiﬁed by passing through internal
nodes until it reaches a leaf node. A leaf node classiﬁes an example according to an
associated label. The depth of a leaf is the number of edges from the root node to
the leaf.
We ﬁrst represent a decision tree as a thresholded convex combination of boolean
functions. As in [10], this can be accomplished in the following manner.
Given a decision tree Ti with ki leaves, let sij 2 f1; 1g denote the label associated
with leaf j and hijðxÞ be the f0; 1g-valued function producing 1 if and only if x reaches
leaf j. Then for any sequence of wij such that wij > 0 and
Pki
j¼1 wij ¼ 1 the output of
the tree for an instance x can be written as
TiðxÞ ¼ sign
Xki
j¼1
wijsijhijðxÞ
 !
:
Now setting eijðxÞ ¼ sijhijðxÞ and bij ¼ wij gives that TiðxÞ ¼ signðfiðxÞÞ where fiðxÞ is
deﬁned as in Eq. (2).
We can now deﬁne, for each tree i, a probability distribution Pi ¼ fPijg over leaves
via Pij ¼ PSðhijðxÞ ¼ 1Þ. Then Pij is simply the proportion of training examples which
are classiﬁed using leaf j of tree i. Denoting the depth of leaf j in tree i by dij and the
maximum depth of leaves in tree i by di, we deﬁne the average depth %di of tree i
relative to the distribution Pi over leaves by
%di ¼
Xki
j¼1
Pijdij :
This deﬁnition is intuitively appealing since the depth of a leaf is weighted by its
probability on the training set of being used in classiﬁcation.
In [10], Golea et al. bound the generalization error of a single decision tree in terms
of the proportion of examples with small margin and a complexity term which
depends on the effective number of leaves of the tree deﬁned by
ki;eff ¼ ki 1
Xki
j¼1
ðPij  1=kiÞ
2
 !
:
The following theorem extends and improves on the result of Golea et al. for the
case where multiple decision trees are combined as a thresholded convex
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combination. In this case, the bound is in terms of the proportion of examples with
small margin and the average complexity of the individual decision trees.
Theorem 4.1. There exists a constant k, such that with probability at least 1 d
over random choice of the sample set S, every convex combination f of decision trees,
05y041 and 05yi41 satisfies
PDðyf ðxÞ40Þ42PSðyf ðxÞ4y0Þþk
1
m
ln m
y20
Xk
i¼1
ai minðC1ðiÞ; C2ðiÞÞþC3
 !
þlnð1=dÞ
" #
;
where
C1ðiÞ ¼
lnðm=y0Þ
y2i
%di VCdimðUÞ ln m þ ln max
l
dl
  
þ
my0
ln m
Xki
j¼1
Pij1ðPij5yiÞ;
C2ðiÞ ¼ ki VCdimðUÞ ln m þ ln max
l
dl
  
;
C3 ¼ ln
k lnðm=y0Þ
mini y
2
i
 !
;
where U denotes the class of node decision functions and 1ðPij5yiÞ is 1 if Pij5yi and
0 otherwise.
The proof of this result is presented in Section 5.2. To understand the signiﬁcance
of this result let us ﬁrst consider existing results for voted combinations of decision
trees. After bounding the VC dimension of the class of convex combinations of
decision trees (see, for example, [7, Chap. 21]) we can apply a standard VC result
(using a comparable rate to that of Theorem 4.1) to show that roughly (ignoring
constants and log terms)
PDðyf ðxÞ40Þ42PSðyf ðxÞ40Þ þ
VCdimðUÞk maxi ki
m
:
By applying the general result of Golea et al. [10] for convex combinations of
classiﬁers to the speciﬁc case of combined decision trees, we can obtain a result which
is roughly (again ignoring constants and log terms)
PDðyf ðxÞ40Þ42PSðyf ðxÞ4y0Þ þ
VCdimðUÞ
my20
Xk
i¼1
aiki:
Note that the Schapire et al. [16] bound for convex combinations of classiﬁers
implies a similar result with
Pk
i¼1 aiki replaced by maxi ki.
In the Golea et al. result we want to choose y0 as large as possible (to minimize the
second term on the right-hand side) while ensuring that PSðyf ðxÞ4y0Þ is not much
larger than PSðyf ðxÞ40Þ. If we choose y0 in this way then we are comparing k maxi
ki in the VC bound to
Pk
i¼1 aiki=y
2
0 in the Golea et al. bound. If the combined
classiﬁer attains large margins on the training examples, then it will be possible to
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choose a large value of y0 and in this case the Golea et al. bound will be signiﬁcantly
smaller than the VC bound.
Returning to Theorem 4.1, let us consider the case when C1ðiÞ4C2ðiÞ for all i. In
this case the result is roughly (again ignoring constants and log terms)
PDðyf ðxÞ40Þ42PSðyf ðxÞ4y0Þ þ
1
y0
Xk
i¼1
ai
Xki
j¼1
Pij1ðPij5yiÞ þ
VCdimðUÞ
my20
Xk
i¼1
ai
%di
y2i
:
To minimize this bound, we want to choose y0 in exactly the same way as for
the Golea et al. bound. However, we also want to choose the yi as large as pos-
sible (to minimize the third term on the right-hand side) while ensuring thatPki
j¼1 Pij1ðPij5yiÞ is close to zero. If we assume that the decision trees are not too
asymmetric, the depth of a tree is roughly the logarithm of the number of leaves. In
this case, we are comparing
Pk
i¼1 aiki in the Golea et al. bound to
Pk
i¼1 ai ln ki=y
2
i in
our result. If each decision tree in the combination uses a small number of leaves to
classify most training examples (i.e., the distribution fPijg is skewed) then it will be
possible to choose large values of yi (as
Pki
j¼1 Pij1ðPij5yiÞ will be small even for large
yi) and our result will be signiﬁcantly smaller than the Golea et al. bound. Any trees
in the combination which do not satisfy this assumption will have C2ðiÞ5C1ðiÞ
(because we cannot choose yi large enough) and in this case the complexity is roughly
ki and we do no worse for these trees than the Golea et al. bound.
5. PROOFS
5.1. Proof of Theorem 2.1
Proof. In what follows, all random choices are independent. We deﬁne a random
approximating function for f 2 F using
gðxÞ ¼
1
N
XN
i¼1
signðfli ðxÞÞ;
where the li are chosen randomly with Pðli ¼ zÞ ¼ az. The class of such functions for
a particular f and N will be denoted by G. From this we deﬁne a random
approximating function for g 2 G using
hðxÞ ¼
1
N
XN
i¼1
signðhiðxÞÞ;
where
hiðxÞ ¼
1
Nli
PNli
j¼1 elimj ðxÞ if lli ¼ 1;
fli ðxÞ if lli ¼ 0;
8<
:
where the mj are chosen randomly with Pðmj ¼ zÞ ¼ bliz and lli 2 f0; 1g. The li allow
us to specify which of the fi are approximated randomly. The class of such functions
for a particular f ; N ; l1; . . . ; lN ; Nl1 ; . . . ; NlN and ll1 ; . . . ; llN will be denoted by H. The
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probability of choosing a g 2 G randomly which satisﬁes a predicate A will be
denoted by PgðAÞ and similarly PhðAÞ will denote the probability of choosing a
random h 2 H satisfying A. In order to simplify what follows, we deﬁne the following
indicator functions. Here, 1ðAÞ denotes the indicator function of a predicate A:
R ¼ 1 yf ðxÞ44y0 _
Xk
i¼1
fai : jfiðxÞj55yilig > y0=2
 !
;
C1 ¼ 1 ygðxÞ4y0 _
1
N
jfi : jfli ðxÞj5ylilligj > y0
 
;
F1 ¼ 1 yhðxÞ42y0 _
1
N
jfi : jhiðxÞj52ylilligj > y0
 
;
F2 ¼ 1 yhðxÞ42y0 _
1
N
jfi : jhiðxÞj54ylilligj > y0
 
;
C2 ¼ 1 ygðxÞ43y0 _
1
N
jfi : jfli ðxÞj55ylilligj > y0
 
:
To prove the result we require the following lemma which allows us to relate the
probability of the event in the theorem to a standard structural risk minimization
result.
Lemma 5.1. For all f 2 F ; N > 0; g 2 G; x 2 X ; y 2 f1; 1g; li 2 f0; 1g;
y0 2 ð0; 1 and yi 2 ð0; 1
ðaÞ EhF15C1  2
PN
i¼1 lli e
y2li Nli =2b
2
,
ðbÞ EhF24C2 þ 3
PN
i¼1 lli e
y2li Nli =2b
2
.
For all f 2 F ; x 2 X ; y 2 f1; 1g; y0 2 ð0; 1 and yi 2 ð0; 1
ðcÞ EgC151ðyf ðxÞ40Þ  ey
2
0N=2,
ðdÞ EgC24R þ 2ey
2
0N=2.
Proof.
(a) We need to show that
PhðyhðxÞ42y0 _ 1Njfi : jhiðxÞj52ylilligj > y0Þ
5 1ðygðxÞ4y0 _ 1Njfi : jfli ðxÞj5ylilligj > y0Þ  2
XN
i¼1
lli e
y2li Nli =2b
2
:
Clearly, the inequality holds if the ﬁrst term on the right-hand side is zero.
We consider separately the two cases when it is one. If ygðxÞ4y0 and
1
N
jfi : jfli ðxÞj5ylilligj4y0 we then need
1 PhðyhðxÞ42y0 _ 1Njfi : jhiðxÞj52ylilligj > y0Þ42
XN
i¼1
lli e
y2li Nli =2b
2
: ð4Þ
MASON, BARTLETT, AND GOLEA424
Now
1 PhðyhðxÞ42y0 _ 1Njfi : jhiðxÞj52ylilligj > y0Þ4PhðyhðxÞ > 2y0Þ
and
PhðyhðxÞ > 2y0Þ4PhðyhðxÞ  ygðxÞ > y0Þ
as ygðxÞ4y0. Hence,
PhðyhðxÞ > 2y0Þ4Phð 1Njfi : signðyhiðxÞÞ > signðyfli ðxÞÞgj > y0Þ
4Phð 1Njfi : signðyhiðxÞÞ ¼ 1^ yfli ðxÞ50gj > y0Þ
4Phð9i : signðyhiðxÞÞ ¼ 1^ yfli ðxÞ4 ylilli Þ
½since 1
N
jfi : jfli ðxÞj5ylilligj4y0
4
XN
i¼1
lliPhðsignðyhiðxÞÞ ¼ 1^ yfli ðxÞ4 ylilli Þ
½by applying the union bound
4
XN
i¼1
lliPhðyðhiðxÞ  fli ðxÞÞ5ylilli Þ
4
XN
i¼1
lli e
y2li Nli =2b
2
by applying Hoeffding’s inequality (see [12]). If 1
N
jfi : jfli ðxÞj5ylilligj > y0 we again
need (4) to hold. Now
1 PhðyhðxÞ42y0 _ 1Njfi : jhiðxÞj52ylilligj > y0Þ4Phð
1
N
jfi : jhiðxÞj52ylilligj4y0Þ
and
Phð 1Njfi : jhiðxÞj52ylilligj4y0Þ4Phð9i : jhiðxÞj52ylilli ^ jfli ðxÞj5ylilli Þ
½as 1
N
jfi : jfli ðxÞj5ylilligj > y0
4Phð9i : jhiðxÞj  jfli ðxÞj > ylilli Þ
4Phð9i : jhiðxÞ  fli ðxÞj > ylilli Þ
4 2
XN
i¼1
lli e
y2li Nli =2b
2
by applying the union bound and Hoeffding’s inequality.
(b) We need to show that
PhðyhðxÞ42y0 _ 1Njfi : jhiðxÞj54ylilligj > y0Þ
4 1ðygðxÞ43y0 _ 1Njfi : jfli ðxÞj55ylilligj > y0Þ þ 3
XN
i¼1
lli e
y2li Nli =2b
2
:
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We only need to consider the case when the ﬁrst term on the right-hand side is zero,
since the bound is trivial otherwise. If ygðxÞ > 3y0 and 1Njfi : jfli ðxÞj55ylilligj4y0 we
then need
PhðyhðxÞ42y0 _ 1Njfi : jhiðxÞj54ylilligj > y0Þ43
XN
i¼1
lli e
y2li Nli =2b
2
:
In order to bound this probability we apply the union bound and bound the
two resulting probabilities separately. Since ygðxÞ > 3y0, if yhðxÞ42y0 then
ygðxÞ  yhðxÞ > y0, so
PhðyhðxÞ42y0Þ4PhðygðxÞ  yhðxÞ > y0Þ
4
XN
i¼1
lli e
y2li Nli =2b
2
by following the same argument as in the ﬁrst case of part (a) using the fact that
1
N
jfi : jfli ðxÞj55ylilligj4y0 and thus
1
N
jfi : jfli ðxÞj5ylilligj4y0. The second probability is
Phð 1Njfi : jhiðxÞj54ylilligj > y0Þ4Phð9i : jhiðxÞj54ylilli ^ jfli ðxÞj55ylilli Þ
½as 1
N
jfi : jfli ðxÞj55ylilligj4y0
4Phð9i : jfli ðxÞj  jhiðxÞj > ylilli Þ
4 2
XN
i¼1
lli e
y2li Nli =2b
2
by the same argument as that in the second case of part (a).
(c) We need to show that
PgðygðxÞ4y0 _ 1Njfi : jfli ðxÞj5ylilligj > y0Þ51ðyf ðxÞ40Þ  e
y20N=2:
If yf ðxÞ40 we then need
1 PgðygðxÞ4y0 _ 1Njfi : jfli ðxÞj5ylilligj > y0Þ4e
y20N=2:
Now
1 PgðygðxÞ4y0 _ 1Njfi : jfli ðxÞj5ylilligj > y0Þ4PgðygðxÞ > y0Þ
and PgðygðxÞ > y0Þ4PgðygðxÞ  yf ðxÞ > y0Þ as yf ðxÞ40. Hoeffding’s inequality
implies that
PgðygðxÞ  yf ðxÞ > y0Þ4ey
2
0N=2:
(d) We need to show that
PgðygðxÞ43y0 _ 1Njfi : jfli ðxÞj55ylilligj > y0Þ
4 1 yf ðxÞ44y0 _
Xk
i¼1
fai : jfiðxÞj55yilig > y0=2
 !
þ 2ey
2
0N=2:
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If yf ðxÞ > 4y0 and
Pk
i¼1 fai : jfiðxÞj55yilig4y0=2 we then need
PgðygðxÞ43y0 _ 1Njfi : jfli ðxÞj55ylilligj > y0Þ42e
y20N=2:
Once again we bound this probability by applying the union bound and
bounding the two resulting probabilities separately. The ﬁrst probability is
bounded above by Pgðyf ðxÞ  ygðxÞ > y0Þ as yf ðxÞ > 4y0. Hoeffding’s inequality
implies that
Pgðyf ðxÞ  ygðxÞ > y0Þ4ey
2
0N=2:
The second probability is
Pgð 1Njfi : jfli ðxÞj55ylilligj > y0Þ
4Pg 1Njfi : jfli ðxÞj55ylilligj >
Xk
i¼1
fai : jfiðxÞj55yilig þ y0=2
 !
since
Xk
i¼1
fai : jfiðxÞj55yilig4y0=2:
Hoeffding’s inequality shows that this probability is no more than ey
2
0N=2. ]
We are now going to bound PDðyf ðxÞ40Þ in terms of ESðRÞ and a complexity term
c (which will depend on the parameters N ; N * ; Ni; li; yi in a way to be deﬁned later),
and then by suitable choice of the li obtain the result:
PDm
 
9f 2 F ; N > 0; N * > 0; 05Ni5N * ; li 2 f0; 1g; y0 2 ð0; 1; yi 2 ð0; 1 :
PDðyf ðxÞ40Þ > 2ESðRÞ þ EgEhc þ 5ey
2
0N=2 þ Eg10
XN
i¼1
lli e
y2li Nli =2b
2
!
4PDm
 
9f ; N; N * ; Ni; li; y0; yi :
EDEgC1 > 2ESR þ EgEhc þ 4ey
2
0N=2 þ Eg10
XN
i¼1
lli e
y2li Nli =2b
2
!
½by applying Lemma 5:1ðcÞ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4PDm
 
9f ; N; N * ; Ni; li; y0; yi :
EDEgC1 > 2ESEgC2 þ EgEhc þ Eg10
XN
i¼1
lli e
y2li Nli =2b
2
!
½by applying Lemma 5:1ðdÞ
4PDm
 
9f ; N; N * ; Ni; g 2 G; li; y0; yi :
EDC1 > 2ESC2 þ Ehc þ 10
XN
i¼1
lli e
y2li Nli =2b
2
!
4PDm
 
9f ; N; N * ; Ni; g; li; y0; yi :
EDEhF1 > 2ESC2 þ Ehc þ 8
XN
i¼1
lli e
y2li Nli =2b
2
!
½by applying Lemma 5:1ðaÞ
4PDm ð9f ; N; N * ; Ni; g; li; y0; yi : EDEhF1 > 2ESEhF2 þ EhcÞ
½by applying Lemma 5:1ðbÞ
4PDm ð9f ; N; N * ; Ni; g; li; h 2 H; y0; yi : EDF1 > 2ESF2 þ cÞ
4PDm ð9N; N * ; li; Nli ; lli ; pij ; nlij ; h 2 H
0; y0; yli : EDF1 > 2ESF2 þ cÞ; ð5Þ
where, for ﬁxed N; li; Nli ; lli ; pij ; nlij ; H
0 denotes a class of functions as follows. The
class H 0 consists of all functions of the form
hðxÞ ¼
1
N
XN
i¼1
signðhiðxÞÞ;
where
hiðxÞ ¼
1
Nli
PNli
j¼1 elimj ðxÞ if lli ¼ 1;Pkli
j¼1 bli jeli jðxÞ if lli ¼ 0;
8><
>: ð6Þ
with elimj 2 Epij for lli ¼ 1 and eli j 2 Enli j for lli ¼ 0. So the only thing varying over
this class is the particular choices of the elimj and eli j (the classes they are chosen from
are ﬁxed) and the bli j which are restricted so that bli j 2 ½0; 1 and
Pki
j¼1 bli j ¼ 1. We
express functions from H in this way so that we can apply a uniform convergence
result for the simpler class H 0.
Probability (5) can in turn be bounded above by
X1
N¼1
X1
N *¼1
kNN *N2N max
li ;Nli ;lli
YN
i¼1
rlli Nli rð1lli Þkli 2ðN þ 2Þ max
pij ;nli j ;y0
B; ð7Þ
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where
B ¼ PDmð9h 2 H 0; yli : EDF1 > 2ESF2 þ cÞ: ð8Þ
Notice that B depends on the pij ; nlij, and y0. Equation (7) follows from repeated
application of the union bound over N; N * ; li; Nli ; lli ; pij ; nlij and y0. The
argument for the number of possible choices for each of these variables is as follows.
There are N values of li and Nli to choose from f1; . . . ; kg and f1; . . . ; N * g,
respectively. The lli ’s can be chosen in 2
N ways. For each i such that lli ¼ 1, the set
of pij ’s can be chosen in r
Nli ways. For each i such that lli ¼ 0, the set of nlij ’s can be
chosen in rkli ways. The rest of the pij ’s and nlij’s make no difference. Since h 2 H
0 is
the sum of ðN  1Þ-valued variables, there are only 2ðN þ 2Þ values of y0 that make
any difference in the deﬁnitions of F1 and F2.
In order to bound B and at the same time make the result uniform over choice of
the yli , we use a quantization trick similar to that of Proposition 8 in [2]. Let us now
suppose that c is a non-increasing function cðyl1 ; . . . ; ylN Þ of the yli . Our ﬁnal choice of
c will ensure that this is true. Note that N0 denotes the set of non-negative integers,
PDm ð9h 2 H 0; yli 2 ð0; 1 : EDF1 > 2ESF2 þ cÞ
¼ PDm ð9h 2 H 0; yli 2 ð0; 1 : EDð1ðyhðxÞ42y0 _
1
N
jfi : jhiðxÞj52ylilligj > y0ÞÞ
> 2ESð1ðyhðxÞ42y0 _ 1Njfi : jhiðxÞj54ylilligj > y0ÞÞ þ cÞ
¼ PDm ð9h 2 H 0; 9j1 2 I1; . . . ; 9jN 2 IN :
EDð1ðyhðxÞ42y0 _ 1Njfi : jhiðxÞj52ylilligj > y0ÞÞ
> 2ESð1ðyhðxÞ42y0 _ 1Njfi : jhiðxÞj54ylilligj > y0ÞÞ
þ cðyl1 ; . . . ; ylN Þ : yli 2 ð
1
2
jiþ1; 1
2
ji Þ;
where
Iq ¼
f1g if llq ¼ 1;
N0 if llq ¼ 0:
(
Notice that the probability is independent of the value of yli when lli ¼ 0. Hence, the
value of jq is not important when llq ¼ 0. In such cases, we ﬁx jq ¼ 1. Using the fact
that c is a non-increasing function, this last probability is no more than
PDm 9h 2 H 0; 9j1 2 I1; . . . ; 9jN 2 IN : EDð1ðyhðxÞ42y0 _ 1Njfi : jhiðxÞj52
1
2
jilligj > y0ÞÞ

> 2ESð1ðyhðxÞ42y0 _ 1Njfi : jhiðxÞj54
1
2
jiþ1lligj > y0ÞÞþcð
1
2
j1 ; . . . ; 1
2
jN Þ

4
X
jq2Iq
PDmð9h 2 H 0 : EDð1ðyhðxÞ42y0 _ 1Njfi : jhiðxÞj5
1
2
ji1lligj > y0ÞÞ
> 2ESð1ðyhðxÞ42y0 _ 1Njfi : jhiðxÞj5
1
2
ji1lligj > y0ÞÞ þ cð
1
2
j1 ; . . . ; 1
2
jN ÞÞ; ð9Þ
where the sum is over j1 2 I1; . . . ; jN 2 IN .
In order to bound this last probability we now apply a modiﬁed version of a result
due to Vapnik and Chervonenkis [17].
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Lemma 5.2. Let A be a set of subsets of X  Y . Then for any e > 0
Pð9A 2A : PDðAÞ > 2PSðAÞ þ eÞ44PAð2mÞeme=8;
where PAðmÞ denotes the growth function of the set A, defined by
PAðmÞ ¼ maxfjfS \ A : A 2Agj : S  X  Y ; jSj ¼ mg.
Proof. We begin with the following version of Vapnik and Chervonenkis’ result
[1, Theorem 2.1]:
P 9A 2A :
PDðAÞ  PSðAÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
PDðAÞ
p > e
 !
44PAð2mÞeme
2=4:
Following, for example, the proof of Corollary 7(iii) in [2], suppose that
PDðAÞ  PSðAÞ4e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
PDðAÞ
p
and consider the separate cases in which PDðAÞ54e2
and PDðAÞ54e2. In either case, PDðAÞ42PSðAÞ þ 2e2. ]
For A ¼ ffðx; yÞ : yhðxÞ42y0 _ 1Njfi : jhiðxÞj5
1
2
ji1lligj > y0g : h 2 H
0g; PAðmÞ is
certainly no more than PA1 ðmÞPA2ðmÞ where
A1 ¼ ffðx; yÞ : yhðxÞ42y0g : h 2 H 0g
and
A2 ¼ ffðx; yÞ : 1Njfi : jhiðxÞj5
1
2
ji1lligj > y0g : h 2 H
0g:
Furthermore, PA1ðmÞ is bounded above by the product of the growth functions for
each of the N thresholded hi’s. For each i such that lli ¼ 1, the growth function is
bounded above by the product of the growth functions of the Nli choices of functions
from Epij . For each i such that lli ¼ 0, the growth function is bounded above by the
product of the growth function of a ﬁxed-threshold perceptron with kli inputs
and the product of the growth functions of the kli choices of functions from
Enli j . This gives
PA1 ðmÞ4
YN
i¼1
YNli
j¼1
PEpij ðmÞ
 !lli
ðemÞkli
Ykli
j¼1
PEnli j ðmÞ
 !ð1lli Þ
;
where we have used Theorem 13.9 in [7] and Sauer’s Lemma [15] to bound the
growth function of a ﬁxed-threshold perceptron. PA2 ðmÞ is bounded similarly,
except it only depends on the product of the growth functions of the thresholded hi’s
such that lli ¼ 1. For i such that lli ¼ 0; jhij5ð
1
2
Þ ji1lli . Hence, we can bound the
growth function of PAðmÞ by
PAðmÞ4
YN
i¼1
YNli
j¼1
PEpij ðmÞ
 !2lli
ðemÞkli
Ykli
j¼1
PEnli j ðmÞ
 !ð1lli Þ
: ð10Þ
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Combining Eqs. (7)–(10) with Lemma 5.2 gives
PDm
 
9f 2 F ; N > 0; N * > 0; 05Ni4N * ; li 2 f0; 1g; y0 2 ð0; 1; yi 2 ð0; 1:
PDðyf ðxÞ40Þ > 2PS yf ðxÞ44y0 _
Xk
i¼1
fai : j fiðxÞj55yilig > y0=2
 !
þEgEhc þ 5ey
2
0N=2 þ Eg10
XN
i¼1
lli e
y2li Nli =2b
2
!
4
X1
N¼1
X1
N *¼1
kNN *N2N max
li ;Nli ;lli
YN
i¼1
rlli Nli rð1lli Þkli 2ðN þ 2Þ
 max
pij ;nli j ;y0
4
YN
i¼1
YNli
j¼1
PEpij ð2mÞ
 !2lli
ð2emÞkli
Ykli
j¼1
PEnli j
ð2mÞ
 !ð1lli Þ

X
jq2Iq
emcð
1
2
j1
;...;1
2
jN
Þ=8:
Now if we set
c ¼
8
m
 
lnðNðN þ 1ÞÞ þ lnðN * ðN * þ 1ÞÞ þ N ln k þ N ln N * þ N ln 2
þ
XN
i¼1
½lli Nli ln r þ ð1 lli Þkli ln r þ lnð2ðN þ 2ÞÞ þ ln 4
þ
XN
i¼1
2lli
XNli
j¼1
lnPEpij ð2mÞ þ ð1 lli Þ
Xkli
j¼1
ðlnð2emÞ þ lnPEnli j
ð2mÞÞ
" #
þ lnð1=dÞ þ ln N  ln
XN
i¼1
ðyli=2Þ
lli
 !!
; ð11Þ
then
emcð
1
2
j1
;...;1
2
jN
Þ=8
¼
1
NðN þ 1Þ
1
N * ðN * þ 1Þ
kNN *N2N
YN
i¼1
rlli Nli rð1lli Þkli
1
2ðN þ 2Þ

1
4
YN
i¼1
YNli
j¼1
PEpij ð2mÞ
 !2lli
ð2emÞkli
Ykli
j¼1
PEnli j
ð2mÞ
 !ð1lli Þ

1
N
XN
i¼1
1
2
lli ðjiþ1Þd;
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so we obtain
PDm
 
9f 2 F ; N > 0; N * > 0; 05Ni4N * ; li 2 f0; 1g; y0 2 ð0; 1; yi 2 ð0; 1 :
PDðyf ðxÞ40Þ > 2PS yf ðxÞ44y0 _
Xk
i¼1
fai : jfiðxÞj55yilig > y0=2
 !
þEgEhc þ 5ey
2
0N=2 þ Eg10
XN
i¼1
lli e
y2li Nli =2b
2
!
4
X1
N¼1
1
NðN þ 1Þ
X1
N *¼1
1
N * ðN * þ 1Þ
X
jq2Iq
1
N
XN
i¼1
1
2
lli ðjiþ1Þd
¼ d:
Now if we set
N ¼
1
y20
ln
5m
8
& ’
; Ni ¼
b2
y2i
ln
10Nm
8
& ’li
and N * ¼ max
i
Ni;
this gives that with probability at least 1 d over choice of the sample set S every
f 2 F ; li 2 f0; 1g; y0 2 ð0; 1 and yi 2 ð0; 1 satisﬁes
PDðyf ðxÞ40Þ42PS yf ðxÞ44y0 _
Xk
i¼1
fai : jfiðxÞj55yilig > y0=2
 !
þ EgEhc þ
16
m
: ð12Þ
Notice that
 ln
XN
i¼1
ðyli=2Þ
lli
 !
5
XN
i¼1
lnððyli=2Þ
lli Þ ¼
XN
i¼1
lli lnð2=yli Þ;
where the ﬁrst inequality follows from the fact that the sum of a sequence of ð0; 1-
valued variables is always larger than the product of those variables. By observing
that
EgEh
XN
i¼1
lli lnð2=yli Þ ¼ N
Xk
i¼1
aili lnð2=yiÞ;
EgEh
XN
i¼1
½lli Nli ln r þ ð1 lli Þkli ln r ¼ N
Xk
i¼1
ai½liNi ln r þ ð1 liÞki ln r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and
EgEh
XN
i¼1
2lli
XNli
j¼1
lnPEpij ð2mÞ þ ð1 lli Þ
Xkli
j¼1
ðlnð2emÞ þ lnPEnli j
ð2mÞÞ
" #
¼ N
Xk
i¼1
ai 2liNi
Xki
j¼1
bij lnPEnij ð2mÞ þ ð1 liÞ
Xki
j¼1
ðlnð2emÞ þ lnPEnij ð2mÞÞ
" #
;
we obtain
EgEhc4
8
m
 
lnðNðN þ 1ÞÞ þ lnðN * ðN * þ 1ÞÞ þ N ln k þ N ln N * þ N ln 2
þ N
Xk
i¼1
ai½liNi ln r þ ð1 liÞki ln r þ lnð2ðN þ 2ÞÞ þ ln 4
þ N
Xk
i¼1
ai 2liNi
Xki
j¼1
bij lnPEnij ð2mÞ
"
þð1 liÞ
Xki
j¼1
ðlnð2emÞ þ lnPEnij ð2mÞÞ
#
þ lnð1=dÞ þ ln N þ N
Xk
i¼1
aili lnð2=yiÞ
!
:
Substituting for N; Ni and N * , collecting terms and simplifying gives
EgEhc4k
1
m
ln m
y20
ln
kb2 lnðm=y0Þ
mini y
2
i
 ! "
þ
Xk
i¼1
ai li
b2 lnðm=y0Þ
y2i
ln r þ
Xki
j¼1
bij VCdimðEnij Þ ln m
 !"
þð1 liÞ ki ln r þ
Xki
j¼1
VCdimðEnij Þ ln m
 !#!
þ lnð1=dÞ
#
; ð13Þ
for some constant k. Note that Sauer’s Lemma was used here to bound the growth
function in terms of the VC dimension. The application of Sauer’s Lemma, along
with some of the simpliﬁcations applied to obtain (13), means that the result only
holds for b51; k > 1; mini;j VCdimðEnij Þ51; m > maxi;j VCdimðEnij Þ=2 and m > 1.
Decomposing the ﬁrst term on the right-hand side of (12) via the union bound
gives
2PS yf ðxÞ44y0 _
Xk
i¼1
fai : jfiðxÞj55yilig > y0=2
 !
42PSðyf ðxÞ44y0Þ þ 2PS
Xk
i¼1
fai : jfiðxÞj55yilig > y0=2
 !
42PSðyf ðxÞ44y0Þ þ
4
y0
Xk
i¼1
aiPSðjfiðxÞj55yiliÞ; ð14Þ
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where we have used Markov’s inequality (PðZ > aÞ4EðZÞ=a for a non-negative
random variable Z) to bound the second term.
Hence, there exists a constant k such that with probability at least 1 d over
choice of the sample set S every f 2 F ; li 2 f0; 1g; y0 2 ð0; 1 and yi 2 ð0; 1 satisﬁes
PDðyf ðxÞ40Þ42PSðyf ðxÞ44y0Þ
þ k
1
m
ln m
y20
Xk
i¼1
aiðliC1ðiÞ þ ð1 liÞC2ðiÞÞ þ C3
 !
þ lnð1=dÞ
" #
;
where
C1ðiÞ ¼
b2 lnðm=y0Þ
y2i
ln r þ
Xki
j¼1
bij VCdimðEnij Þ; ln m
 !
þ
my0
ln m
PSðjfiðxÞj55yiÞ;
C2ðiÞ ¼ ki ln r þ
Xki
j¼1
VCdimðEnij Þ ln m;
C3 ¼ ln
kb2 lnðm=y0Þ
mini y
2
i
 !
:
Finally, in order to obtain the smallest bound over choice of the li we set li ¼ 0
when C1ðiÞ > C2ðiÞ and li ¼ 1 otherwise. Substituting y0=4 for y0 and yi=5 for yi then
gives the required result. ]
There are two things to note about this proof. Firstly, in order to simplify the
details of the argument, little effort was made in optimizing the choice of constants.
In particular, the choice of constants in R could be improved so that both uses of y0
are arbitrarily close to being within a factor of 2, at the expense of worse constants in
the exponential terms in Lemma 5.1. Secondly, to improve the readability of the ﬁnal
result, some of the log terms are larger than they need to be.
5.2. Proof of Theorem 4.1
Recall that
fiðxÞ ¼
Xki
j¼1
wijsijhijðxÞ;
and that eijðxÞ ¼ sijhijðxÞ and bij ¼ wij . Since we can choose the wij arbitrarily we now
set wij ¼ Pij. That is, each leaf in the combination representation is weighted by the
proportion of training examples it classiﬁes. Setting r ¼ maxi di (recall that di is the
depth of tree i), for each n ¼ 1; . . . ; r we deﬁne the class En by
En ¼ fsh : s 2 f1g; h 2 Bng;
where Bn is the class of leaf functions for leaves up to depth n deﬁned by
Bn ¼ fh : h ¼ u1 ^ u2 ^    ^ uvjv4n; u1; . . . ; uv 2 Ug;
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where U denotes the class of node decision functions as before. So we are separating
the leaf functions into d classes according to their depth. Hence,
PEn ðmÞ ¼max jfðshðx1Þ; . . . ;shðxmÞÞ : s 2 f1g; h 2 Bngj : x1; . . . ; xm 2 Xf g
4
Yn
l¼1
max j ðuðx1Þ; . . . ; uðxmÞÞ : u 2 Uf gj : x1; . . . ; xm 2 Xf g
 !2
¼ ðPUðmÞÞ
2n
and thus
Xki
j¼1
bij lnðPEnij ð2mÞÞ42
Xki
j¼1
Pijdij lnPUð2mÞ ¼ 2 %di lnPUð2mÞ; ð15Þ
since dij denotes the depth of leaf j in tree i.
The proof follows that of Theorem 2.1 until (10) where we give an upper bound on
PAðmÞ for
A ¼ ffðx; yÞ : yhðxÞ42y0 _ 1Njfi : jhiðxÞj5
1
2
ji1lligj > y0g : h 2 H
0g:
For the special case when hi is a decision tree we can do considerably better
than (10). As before, we note that PAðmÞ is bounded above by PA1ðmÞPA2 ðmÞ
where
A1 ¼ ffðx; yÞ : yhðxÞ42y0g : h 2 H 0g
and
A2 ¼ ffðx; yÞ : 1Njfi : jhiðxÞj5
1
2
ji1lligj > y0g : h 2 H
0g:
Again, PA1ðmÞ is bounded above by the product of the growth functions for each of
the N thresholded hi’s. For each i such that lli ¼ 1, the growth function is bounded
above by the product of the growth functions of the Nli choices of functions from
Epij . However, for each i such that lli ¼ 0, we notice that the growth function of the
thresholded hi is simply the growth function of a binary decision tree with kli leaves.
This gives
PA1ðmÞ4
YN
i¼1
YNli
j¼1
PEpij ðmÞ
 !lli
ðPUðmÞ þ 2Þ
2kli1
 ð1lli Þ;
where U denotes the class of node decision functions. We have bounded the growth
function of a decision tree by the product of the growth functions of the 2kli  1
nodes (made up of klif1g-valued leaves and kli  1 internal nodes whose decisions
come from some class U). This gives an upper bound on the growth function since
we can represent a decision tree by listing, in breadth-ﬁrst order, the node functions
and leaf labels. Now, applying the same upper bound forPA2ðmÞ as before gives that
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the growth function of PAðmÞ is bounded by
PAðmÞ4
YN
i¼1
YNli
j¼1
PEpij ðmÞ
 !2lli
ððPUðmÞ þ 2Þ
2kli1Þð1lli Þ: ð16Þ
We now proceed exactly as in the proof of Theorem 2.1 except
ð1 lli Þ
Xkli
j¼1
ðlnð2emÞ þ lnPEnli j
ð2mÞÞ
is replaced with
ð1 lli Þð2kli  1Þ lnðPUð2mÞ þ 2Þ
in (11) where we choose c. From this we obtain the following result. There exists a
constant k, such that with probability at least 1 d over random choice of the
sample set S, every convex combination f of binary decision trees, 05y041 and
05yi41 satisﬁes
PDðyf ðxÞ40Þ42PSðyf ðxÞ4y0Þ
þ k
1
m
ln m
y20
Xk
i¼1
ai minðC1ðiÞ; C2ðiÞÞ þ C3
 !
þ lnð1=dÞ
" #
; ð17Þ
where
C1ðiÞ ¼
lnðm=y0Þ
y2i
ln max
l
dl
 
þ
Xki
j¼1
bij lnðPEnij ð2mÞÞ
 !
þ
my0
ln m
PSðjfiðxÞj5yiÞ;
C2ðiÞ ¼ ki ln max
l
dl
 
þ lnðPUð2mÞ þ 2Þ
 
;
C3 ¼ ln
k lnðm=y0Þ
mini y
2
i
 !
:
To obtain this result we have set b ¼ 1 (which follows from the deﬁnition of the En)
and substituted for r ¼ maxl dl . Lastly, we note that by deﬁnition of fi,
PSðjfiðxÞj5yiÞ ¼PS
Xki
j¼1
PijsijhijðxÞ

5yi
 !
¼PSðPij5yi for the j such that hijðxÞ ¼ 1Þ
¼
Xki
j¼1
Pij1ðPij5yiÞ; ð18Þ
where, for a predicate A; 1ðAÞ ¼ 1 if A is true and 0 otherwise. The ﬁrst equality
follows from the fact that for each value of x; hijðxÞ ¼ 0 for all values of j except the
one corresponding to the leaf which is used to classify x.
To complete the proof we substitute (15) and (18) into (17), apply Sauer’s Lemma
to bound PUðmÞ in terms of VCdimðUÞ and simplify.
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6. CONCLUSIONS
The bounds derived in this paper are qualitatively different from those that follow
from existing VC theory. We have presented generalization error bounds for
classiﬁers which can be represented as thresholded convex combinations of functions
which are themselves thresholded convex combinations, with speciﬁc results for
single hidden-layer threshold networks and voted combinations of decision trees.
These bounds can be considerably smaller than existing results when most training
examples are classiﬁed with a large margin and are far from the threshold points of
each of the combined functions.
It has been shown that both voting methods [16] and neural network algorithms
[2] implicitly produce classiﬁers with large margins on the training examples. This
supports the use of the margin as a measure of complexity in the results in this paper.
Several authors [6, 11, 16] have also demonstrated experimentally that voting
methods tend to produce classiﬁers with large training margins. We are currently
investigating whether decision tree algorithms build trees with skewed distributions
of training examples over leaves. It would also be interesting to determine if neural
network algorithms produce perceptrons which are far from threshold on most
training examples.
These bounds may further help to explain the qualitative performance of classiﬁers
which can be represented as convex combinations. Future work should involve an
empirical study of how these bounds reﬂect the generalization performance of voted
decision trees and single hidden-layer threshold networks.
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