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АССОЦИИРОВАННЫЕ РЕШЕНИЯ СИСТЕМ АВТОНОМНЫХ
ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ
Рассмотрим следующую систему на отрезке 𝑇 = [0, 𝑎] ⊂ R :
?˙?𝑖(𝑡) =
𝑞∑︁
𝑗=1
𝑓 𝑖𝑗(𝑥(𝑡))?˙?𝑗(𝑡), 𝑖 = 1, 𝑝, (1)
𝑥(0) = 𝑥0, (2)
где 𝑓 𝑖𝑗, 𝑖 = 1, 𝑝, 𝑗 = 1, 𝑞 – липшицевы функции, 𝑥(𝑡), 𝑥0 ∈ R, а 𝐿𝑖(𝑡), 𝑖 = 1, 𝑞 –
непрерывные функции ограниченной вариации на отрезке 𝑇.
Уравнение (1) содержит произведение обобщенных функций, поэтому не является
корректным, в связи с этим, его решение зависит от подхода к трактовке подобного
рода задач. Одним из таких подходов является концепция новых обобщенных функ-
ций.[1]
Пусть R – вещественная прямая. На множестве последовательностей из элементов
R введем отношение эквивалентности: (𝑥𝑛) ∼ (𝑦𝑛), если ∃𝑛0 ∈ N, ∀𝑛 > 𝑛0, 𝑥𝑛 =
= 𝑦𝑛, обобщенным числом назовем класс эквивалентности ̃︀𝑥 = [(𝑥𝑛)]. Множество
обобщенных чисел обозначим ̃︀𝑅. Рассмтрим подмножество 𝐻 = {̃︀ℎ ∈ ̃︀𝑅 : ̃︀ℎ = [(ℎ𝑛)],
ℎ𝑛 > 0, ∀𝑛 ∈ N, lim
𝑛→∞
ℎ𝑛 = 0}.
На множестве всех последовательностей 𝑓𝑛 таких, что 𝑓𝑛 ∈ 𝐶∞(R), введем отно-
шение эквивалентности: (𝑓𝑛) ∼ (𝑔𝑛), если ∃𝑛1 ∈ N, ∀𝑛 > 𝑛1, ∀𝑥 ∈ R, 𝑓𝑛(𝑥) = 𝑔𝑛(𝑥).
Класс эквивалентности [(𝑓𝑛)] будем называть мнемофункцией [1] и обобзначать ̃︀𝑓.
Обозначим через 𝐺(𝑅) множество всех мнемофункций. Алгебру мнемофункций вида̃︀𝑓(̃︀𝑥) = [(𝑓𝑛(𝑥𝑛))], где ̃︀𝑥 = [(𝑥𝑛)] ∈ ̃︀𝑅, а [𝑓𝑛(𝑥)] ∈ 𝐺(𝑅), ∀𝑥 ∈ R, обозначим 𝐺( ̃︀𝑅).
Определим на 𝐺(̃︀𝑇 ) обобщенный дифференциал
𝑑̃︀ℎ ̃︀𝑓(̃︀𝑥) = [(𝑓𝑛(𝑥+ ℎ𝑛)− 𝑓𝑛(𝑥))], ̃︀𝑥 = [(𝑥𝑛)] ∈ ̃︀𝑇 , ̃︀ℎ ∈ 𝐻.
Будем говорить, что мнемофункция ̃︀𝑓 = [(𝑓𝑛)] ассоциирует элемент 𝑓 из некоторого
топологического пространства Ω, если последовательность {𝑓𝑛} при 𝑛 → ∞ схо-
дится к 𝑓 в топологии Ω. Заменим обычные функции в (1) на соответствующие им
новые обобщенные функции, получим:
𝑑̃︀ℎ ̃︀𝑥𝑖(̃︀𝑡) = 𝑞∑︁
𝑗=1
̃︀𝑓 𝑖𝑗(̃︀𝑥(̃︀𝑡))𝑑̃︀ℎ̃︀𝐿𝑗(̃︀𝑡),𝑖 = 1, 𝑝 (3)
̃︀𝑥|[̃︀0,̃︀ℎ) = ̃︀𝑥0, (4)
где ̃︀ℎ = [{ℎ𝑛}] ∈ 𝐻, ̃︀𝑡 = [{𝑡𝑛}] ∈ ̃︀𝑇 , и ̃︀𝑥 = [{𝑥𝑛(𝑡)}], ̃︀𝑓 = [{𝑓𝑛(𝑥)}], ̃︀𝑥0 = [{𝑥𝑛0(𝑡)}],̃︀𝐿 = [{𝐿𝑛(𝑡)}] и 𝐿𝑛 → 𝐿, 𝑥𝑛0 → 𝑥(0).
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Таким образом, под решением задачи Коши уравнения (1), (2) будем понимать
ассоциированное решение задачи Коши (3), (4). Если заменить в (3), (4) каждую новую
обобщенную функцию представителем класса ее определяющего, получим
𝑥𝑖𝑛(𝑡+ ℎ𝑛)− 𝑥𝑖𝑛(𝑡) =
𝑞∑︁
𝑗=1
𝑓 𝑖𝑗𝑛 (𝑥𝑛(𝑡))[𝐿
𝑗
𝑛(𝑡+ ℎ𝑛)− 𝐿𝑗𝑛(𝑡)], 𝑖 = 1, 𝑝 (5)
𝑥𝑛(𝑡)|[0,ℎ𝑛) = 𝑥𝑛0(𝑡). (6)
Здесь 𝐿𝑗𝑛(𝑡) = (𝐿
𝑗 * 𝜌𝑛)(𝑡) =
∫︀ 1/𝑛
0
𝐿𝑗(𝑡+ 𝑠)𝜌𝑛(𝑠) 𝑑𝑠, где 𝜌𝑛(𝑡) = 𝑛𝜌(𝑛𝑡), 𝜌 > 0, supp 𝜌 ⊆
⊆ [0, 1], ∫︀ 1
0
𝜌(𝑠) 𝑑𝑠 = 1, а 𝑓𝑛 = 𝑓 * ̃︀𝜌𝑛, ̃︀𝜌𝑛(𝑥1, . . . , 𝑥𝑝) = 𝑛𝑝̃︀𝜌(𝑛𝑥1, . . . , 𝑛𝑥𝑝), ̃︀𝜌 ∈ 𝐶∞(R𝑝),̃︀𝜌 > 0, ∫︀
[0,1]𝑝
̃︀𝜌(𝑥1, . . . , 𝑥𝑝) 𝑑𝑥1. . . 𝑑𝑥𝑝 = 1, supp ̃︀𝜌 ⊂ [0, 1]𝑝.
Пусть 𝑡 – произвольная фиксированная точка из отрезка 𝑇. Тогда 𝑡 можно пред-
ставить в виде 𝑡 = 𝜏𝑡+𝑚𝑡ℎ𝑛, где 𝜏𝑡 ∈ [0, ℎ𝑛), 𝑚𝑡 ∈ N. Заметим, что 𝜏𝑡 зависит от ℎ𝑛
и необходимо записывать 𝜏𝑡ℎ𝑛 , но для упрощения обозначений этого делать не будем.
Несложно видеть, что решение системы (5), (6) можно записать в виде
𝑥𝑖𝑛(𝑡) = 𝑥
𝑖
𝑛0(𝜏𝑡) +
𝑞∑︁
𝑗=1
𝑚𝑡−1∑︁
𝑘=0
𝑓 𝑖𝑗𝑛 (𝑥𝑛(𝜏𝑡 + 𝑘ℎ𝑛))[𝐿
𝑗
𝑛(𝜏𝑡 + (𝑘 + 1)ℎ𝑛)− 𝐿𝑗𝑛(𝜏𝑡 + 𝑘ℎ𝑛)],
где 𝑖 = 1, 𝑝.
При некоторых дополнительных условиях функция 𝑥𝑗𝑛 будет гладкой, поэтому при
этих условиях решение задачи (5), (6) определяет новую обобщенную функцию, кото-
рая является решением задачи (3), (4). Эти условия описывает следующая теорема.
Теорема 1. Пусть для любых представителей (𝑓 𝑖𝑗𝑛 ) ∈ ̃︀𝑓 𝑖𝑗, (𝐿𝑗𝑛) ∈ ̃︀𝐿𝑗, (𝑥𝑖𝑛) ∈ ̃︀𝑥𝑖,
(𝑥𝑖𝑛0) ∈ ̃︀𝑥0𝑖 выполняется условие:
𝑑𝑙
𝑑𝑡𝑙
[𝑥𝑖𝑛0(ℎ𝑛 − 𝑡)− 𝑥𝑖𝑛0(𝑡)]−
𝑞∑︁
𝑗=1
𝑑𝑙
𝑑𝑡𝑙
[𝑓 𝑖𝑗𝑛 (𝑡, 𝑥𝑛0(𝑡))[𝐿
𝑗
𝑛(ℎ𝑛 + 𝑡)− 𝐿𝑗𝑛(𝑡)]]→ 0,
при 𝑡 → +0 для любых 𝑙 = 0, 1, 2, . . . , тогда решение задачи Коши (3), (4) в 𝐺(𝑇 )
существует и единственно. [2]
Для описания предельного поведения решения задачи Коши (5), (6) рассмотрим
систему
𝑥𝑖(𝑡) = 𝑥𝑖0 +
𝑞∑︁
𝑗=1
𝑡∫︁
0
𝑓 𝑖𝑗(𝑠, 𝑥(𝑠−)) 𝑑𝐿𝑗(𝑠), 𝑖 = 1, 𝑝. (7)
Теорема 2. Пусть выполнены условия теоремы 1 и пусть 𝑓 𝑖𝑗 𝑖 = 1, 𝑝, 𝑗 =
= 1, 𝑞 удовлетворяют условию Липшица и ограничены. 𝐿𝑗(𝑡), 𝑗 = 1, 𝑞 – непрерывные
функции ограниченной вариации. Тогда ассоциированное решение задачи Коши (3),
(4) является решением системы уравнений (7) в пространстве 𝐿𝑝(𝑇 ), если |𝑥𝑛0(𝜏𝑡)−
− 𝑥0| → 0 в пространстве 𝐿𝑝(𝑇 ).
Аналогичная теорема в случае поточечной сходимости была получена в [3].
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М. В. Игнатенко, Л. А. Янович
ОБ ОДНОЙ ИНТЕРПОЛЯЦИОННОЙ ФОРМУЛЕ
ЛАГРАНЖЕВА ТИПА
ДЛЯ ОБЫКНОВЕННЫХ ДИФФЕРЕНЦИАЛЬНЫХ ОПЕРАТОРОВ
Пусть 𝑋 = 𝑋(𝑇 ) – заданное пространство гладких на 𝑇 ⊆ R функций, на ко-
тором определен оператор 𝐹 : 𝑋 → 𝑌, где 𝑌 – также некоторое функциональное
пространство.
Под лагранжевым операторным интерполированием, как и в случае скалярных
функций, понимается интерполяция, при которой интерполяционный полином совпа-
дает с интерполируемым оператором в заданных узлах.
В работе [1] построен операторный многочлен лагранжева типа, содержащий ин-
тегралы Стилтьеса, в виде
𝐿𝑛(𝐹 ;𝑥) = 𝐹 (𝑥0) +
𝑛∑︁
𝑘=1
1∫︁
0
𝑙𝑛,𝑘[𝑥(𝜏)] 𝑑𝜏𝐹 [𝑥0(·) + 𝜒(𝜏, ·)(𝑥𝑘(·)− 𝑥0(·))], (1)
где функция
𝜒(𝜏, 𝑡) =
{︃
1, 𝜏 > 𝑡;
0, 𝜏 < 𝑡,
0 < 𝜏 < 1, 𝜒(0, 𝑡) ≡ 0, 𝜒(1, 𝑡) ≡ 1, 0 6 𝑡 6 1;
𝑙𝑛,𝑘(𝑥) – фундаментальный интерполяционный многочлен Лагранжа относительно уз-
лов 𝑥0, 𝑥1, . . . , 𝑥𝑛 ∈ 𝑋 и чебышевской системы функций {𝜑𝑘(𝑥)}𝑛𝑘=0; 𝑙𝑛,𝑘(𝑥𝑗) = 𝛿𝑘𝑗
(𝑘, 𝑗 = 0, 1, . . . , 𝑛).
Если, например, {𝜑𝑘(𝑥) = 𝑥𝑘}𝑛𝑘=0 – алгебраическая система функций, то фунда-
ментальный многочлен 𝑙𝑛,𝑘(𝑥) задается формулой
𝑙𝑛,𝑘(𝑥) =
𝜔𝑛(𝑥)
𝜔′𝑛(𝑥𝑘)(𝑥− 𝑥𝑘)
(𝑘 = 0, 1, . . . , 𝑛),
где 𝜔𝑛(𝑥) =
∏︀𝑛
𝑗=0(𝑥 − 𝑥𝑗). В данном случае от узлов интерполирования требуется,
чтобы 𝑥𝑖(𝑡)− 𝑥𝑗(𝑡) ̸= 0 для всех 𝑡 ∈ 𝑇 при 𝑖 ̸= 𝑗 (𝑖, 𝑗 = 0, 1, . . . , 𝑛).
Многочлен (1) удовлетворяет интерполяционным условиям
𝐿𝑛(𝐹 ;𝑥𝑘) = 𝐹 (𝑥𝑘) (𝑘 = 0, 1, . . . , 𝑛). (2)
Если сумма фундаментальных многочленов 𝜎𝑛(𝑥(𝑡)) =
∑︀𝑛
𝑘=0 𝑙𝑛,𝑘(𝑥(𝑡)) – постоянная
величина, как в случае алгебраической системы функций, то формула (1) является
точной для операторных многочленов вида
𝑄𝑛(𝑥) = 𝑎0(𝑠) +
𝑁∑︁
𝑗=0
𝑛∑︁
𝑖=0
1∫︁
0
𝑎𝑖𝑗(𝑠, 𝑡)
𝑑𝑗
𝑑𝑡𝑗
{𝜑𝑖(𝑥(𝑡))} 𝑑𝑡,
