We prove precompactness in an orbifold Cheeger-Gromov sense of complete gradient Ricci shrinkers with a lower bound on their entropy and a local integral Riemann bound. We do not need any pointwise curvature assumptions, volume or diameter bounds. In dimension four, under a technical assumption, we can replace the local integral Riemann bound by an upper bound for the Euler characteristic. The proof relies on a Gauss-Bonnet with cutoff argument.
Introduction
Let us start with some background: The classical Cheeger-Gromov theorem says that every sequence of closed Riemannian manifolds with uniformly bounded curvatures, volume bounded below, and diameter bounded above has a C 1,α -convergent subsequence [12, 21, 20] . The convergence is in the sense of Cheeger-Gromov, meaning C 1,α -convergence of the Riemannian metrics after pulling back by suitable diffeomorphisms. Without diameter bounds, the global volume bound should be replaced by a local volume non-collapsing assumption [14] , and the appropriate notion of convergence is convergence in the pointed Cheeger-Gromov sense. If one can also control all the derivatives of the curvatures, e.g. in the presence of an elliptic or parabolic equation, the convergence is smooth [23] . To remind the reader about the precise definition, a sequence of complete smooth Riemannian manifolds with basepoints (M n i , g i , p i ) converges to (M n ∞ , g ∞ , p ∞ ) in the pointed smooth CheegerGromov sense if there exist an exhaustion of M ∞ by open sets U i containing p ∞ and smooth embeddings φ i : U i → M i with φ i (p ∞ ) = p i such that the pulled back metrics φ * i g i converge to g ∞ in C ∞ loc .
Now, let us describe the problem under consideration: Hamilton's Ricci flow in higher dimensions without curvature assumptions leads to the formation of intriguingly complex singularities [22, 24] . The specific question we are concerned with is about the compactness properties of the corresponding space of singularity models. Namely, given a sequence of gradient shrinkers, i.e. a sequence of smooth, connected, complete Riemannian manifolds (M n i , g i ) satisfying Rc g i + Hess g i f i = , under what assumptions can we find a convergent subsequence? In the compact case, this problem was first studied by Cao-Sesum [8] , see also Zhang [41] , and Weber succeeded in removing their pointwise Ricci bounds [39] . We have profited from these previous works and the papers by Anderson, Bando, Kasue, Nakajima and Tian about the Einstein case [2, 29, 5, 33] , as well as from the papers [3, 34, 35, 36, 37] .
In this article, we generalize the shrinker orbifold compactness result to the case of noncompact manifolds. The obvious motivation for doing this is the fact that most interesting singularity models are noncompact, the cylinder being the most basic example. We manage to remove all volume and diameter assumptions, and we do not need any positivity assumptions for the curvatures nor pointwise curvature bounds (as the blow-down shrinker shows [18] , even the Ricci curvature can have both signs). In fact, if the curvature is uniformly bounded below, it is easy to pass to a smooth limit (Theorem 2.5). The general case without positivity assumptions is much harder.
Having removed all other assumptions, we prove a precompactness theorem for complete Ricci shrinkers, assuming only a lower bound for the Perelman entropy and local L n/2 bounds for the Riemann tensor (Theorem 1.1). The assumptions allow orbifold singularities to occur (these are isolated singularities modelled on R n /Γ for some finite subgroup Γ ⊂ O(n)), and the convergence is in the pointed orbifold Cheeger-Gromov sense. In particular, this means that the sequence converges in the pointed Gromov-Hausdorff sense (this is the natural notion of convergence for complete metric spaces), and that the convergence is in the smooth Cheeger-Gromov sense away from the isolated point singularities (see Section 3 for the precise definitions).
Our results are most striking in dimension four. In this case, the local L 2 Riemann bound is not an a priori assumption, but we prove it modulo a technical assumption on the soliton potential (Theorem 1.2). Our proof is based on a 4d-Chern-GaussBonnet with cutoff argument (see Section 4) . In particular, the key estimate of the cubic boundary term (Lemma 4.4) is based on a delicate use of partial integrations and soliton identities.
Before stating our main results, let us explain a few facts about gradient shrinkers, see Section 2 and Appendix A for proofs and further references. Associated to every gradient shrinker (M n , g, f ), there is a family of Riemannian metrics g(t), t ∈ (−∞, 1), evolving by Hamilton's Ricci flow ∂ ∂t g(t) = −2 Rc g(t) with g(0) = g, which is self-similarly shrinking, i.e. g(t) = (1 − t)φ * t g for the family of diffeomorphisms φ t generated by 1 1−t ∇f , see [7, 42] . In this article however, we focus on the elliptic point of view. Gradient shrinkers always come with a natural basepoint, a point p ∈ M where the potential f attains its minimum (such a minimum always exists and the distance between two minimum points is bounded by a constant depending only on the dimension). The potential grows like one-quarter distance squared, so 2 √ f can be thought of as distance from the basepoint. Moreover, the volume growth is at most Euclidean, hence it is always possible to normalize f (by adding a constant) such that
Then the gradient shrinker has a well defined entropy,
The entropy was introduced by Perelman in his famous paper [30] to solve the long standing problem of ruling out collapsing with bounded curvature (see [4, 9, 25, 28] for detailed expositions of Perelman's work). For general Ricci flows, the entropy is time-dependent, but on gradient shrinkers it is constant and finite (even without curvature assumptions). Assuming a lower bound for the entropy is natural, because it is non-decreasing along the Ricci flow in the compact case or under some mild technical assumptions. Under a local scalar curvature bound, a lower bound on the entropy gives a local volume non-collapsing bound.
The main results of this article are the following two theorems.
be a sequence of gradient shrinkers (with normalization and basepoint p i as above) with entropy uniformly bounded below, µ(g i ) ≥ µ > −∞, and uniform local energy bounds,
Then a subsequence of (M n i , g i , f i , p i ) converges to an orbifold gradient shrinker in the pointed orbifold Cheeger-Gromov sense.
Here is a cute way to rephrase this theorem: The space of Ricci flow singularity models with bounded entropy and locally bounded energy is orbifold compact.
In the case n = 4, we obtain a particularly strong compactness result under a technical assumption on the potential.
i , g i , f i ) be a sequence of four-dimensional gradient shrinkers (with normalization and basepoint p i as above) with entropy uniformly bounded below, µ(g i ) ≥ µ > −∞, Euler characteristic bounded above, χ(M i ) ≤ χ < ∞, and the technical assumption that the potentials do not have critical points at large distances, more precisely 5) for some constant r 0 < ∞. Then we have the weighted L 2 estimate
In particular, the energy condition (1.4) is satisfied and by Theorem 1.1 a subsequence converges in the pointed orbifold Cheeger-Gromov sense.
As explained above, to appreciate our theorems it is most important to think about the assumptions that we do not make.
Remark. The technical assumption (1.5) is satisfied in particular if the scalar curvature satisfies
for some α < . The scalar curvature grows at most like one-quarter distance squared and the average scalar curvature on 2 √ f -balls is bounded by n/2 (see Section 2 and Appendix A), so the technical assumption is rather mild. However, it would be very desirable to remove (or prove) it. Of course, (1.5) would also follow from a diameter bound.
In this article, the potentials of the gradient shrinkers play a central role in many proofs. In particular, we can view (a perturbation of) f as a Morse function, use e −f as weight or cutoff function and use balls defined by the distance 2 √ f instead of the Riemannian distance. This has the great advantage, that we have a formula for the second fundamental form in the Gauss-Bonnet with boundary argument.
There are very deep and interesting other methods that yield comparable results, in particular the techniques developed by Cheeger-Colding-Tian in their work on the structure of spaces with Ricci curvature bounded below (see [13] for a nice survey) and the nested blowup and contradiction arguments of Chen-Wang [15] . Finally, let us mention the very interesting recent paper by Song-Weinkove [32] .
This article is organized as follows. In Section 2, we collect and prove some properties of gradient shrinkers. In Section 3, we prove Theorem 1.1. Finally, we prove Theorem 1.2 in Section 4 using the Chern-Gauss-Bonnet theorem for manifolds with boundary and carefully estimating the boundary terms. We would like to point out that the Sections 3 and 4 are completely independent of each other and can be read in any order.
Some properties of gradient shrinkers
Let us start by collecting some basic facts about gradient shrinkers (for a recent survey about Ricci solitons, see [6] ). Tracing the soliton equation,
gives
Using the contracted second Bianchi identity, inserting the soliton equation (2.1), and commuting the derivatives, we compute
As observed by Hamilton, from this formula and equation (2.1), it follows that
is constant (note that we always assume that our manifold is connected). By (2.1), the Hessian of f is uniquely determined by g. Thus, the potential has the form
Note that the constant C 1 (g) and also the normalization (1.2) do not depend on the point y 0 ∈ R k . It follows thatf is completely determined by fixing the normalization (1.2), and that C 1 (g) is independent of f after fixing this normalization. Gradient shrinkers always have nonnegative scalar curvature,
This follows from the elliptic equation
by the maximum principle, see [42] for a proof in the noncompact case without curvature assumptions. Equation (2.6) is the shrinker version of the evolution equation
The following two lemmas show, that the shrinker potential f grows like one-quarter distance squared and that gradient shrinkers have at most Euclidean volume growth.
Lemma 2.1 (Growth of the potential) Let (M n , g, f ) be a gradient shrinker with C 1 = C 1 (g) as in (2.4). Then there exists a point p ∈ M where f attains its infimum and f satisfies the quadratic growth estimate
for all x ∈ M , where a + := max{0, a}. If p 1 and p 2 are two minimum points, then their distance is bounded by
Lemma 2.2 (Volume growth)
There exists a constant C 2 = C 2 (n) < ∞ such that every gradient shrinker (M n , g, f ) with p ∈ M as in Lemma 2.1 satisfies the volume growth estimate
The proofs are small but crucial improvements of the proofs by Cao-Zhou and Munteanu [10, 26] . In fact, their results are not strong enough for our purpose for which it is necessary, in particular, to remove the dependence on the geometry on a unit ball in Theorem 1.1 of [10] and to show that the constant in the volume growth estimate can be chosen uniformly for a sequence of shrinkers. In order to keep this section compact, we moved the proofs of both lemmas to Appendix A.
From now on, we fix a point p ∈ M where f attains its minimum.
By Lemma 2.1 and Lemma 2.2, any function ϕ that satisfies the growth estimate
is integrable with respect to the measure e −f dV . In particular, the integral M e −f dV is finite and f can be normalized (by adding a constant if necessary) to satisfy the normalization constraint (1.2).
From now on, we will fix the normalization (1.2).
Let us now explain the logarithmic Sobolev inequality, compare with Carrillo-Ni [11] . Any polynomial in R, f, |∇f |, △f is integrable with respect to the measure e −f dV . Indeed, using one after another (2.5), 0 ≤ |∇f | 2 , (2.4), and Lemma 2.1, we compute 11) and using furthermore (2.2) this implies
So, any polynomial in R, f, |∇f |, △f has at most polynomial growth and thus in particular satisfies the growth estimate (2.10). It follows that the entropy
is well defined. To obtain another expression for the entropy, we will use the partial integration formula 14) which is justified as follows: Let η r (x) := η(d(x, p)/r), where 0 ≤ η ≤ 1 is a cutoff function such that η(s) = 1 for s ≤ 1/2 and η(s) = 0 for s ≥ 1. Then
Now, using the estimates for f, |∇f | and the volume growth, we see that
converges to zero for r → ∞, and (2.14) follows from the dominated convergence theorem. Moreover, note that (2.2) and (2.4) imply the formula
Putting everything together, we conclude that
where we also used the normalization (1.2) in the last step. In other words, the auxiliary constant C 1 (g) of the gradient shrinker is minus the Perelman entropy.
Carrillo-Ni made the wonderful observation that Perelman's logarithmic Sobolev inequality holds even for noncompact shrinkers without curvature assumptions [11,
where the infimum is taken over allf : Remark. In fact, equality holds in (2.17), which can be seen as follows. First observe that, as a function of g andũ, 18) and that one can take the infimum over all properly normalized Lipschitz functions u with compact support. Now, the equality follows by approximating u = e −f /2 bỹ u r := C r η r u, with η r as above and with constants
to preserve the normalization. Indeed, arguing as before we see that
which together yields W(g,ũ r ) → W(g, u).
From Perelman's logarithmic Sobolev inequality (2.17) and the local bounds for the scalar curvature (2.11), we get the following non-collapsing lemma.
Lemma 2.3 (Non-collapsing)
There exists a function κ(r) = κ(r, n, µ) > 0 such that for every gradient shrinker (M n , g, f ) (with basepoint p and normalization as before) with entropy bounded below, µ(g) ≥ µ, we have the lower volume bound Vol B δ (x) ≥ κ(r)δ n for every ball
The proof is strongly related to Perelman's proof for finite-time Ricci flow singularities (see Kleiner-Lott [25, Sec. 13] for a nice and detailed exposition), and can be found in Appendix A. Given a lower bound µ(g) ≥ µ, we also get an upper
Of course, the conjecture is µ(g) ≤ 0 even for noncompact shrinkers without curvature assumptions.
Equipped with the above lemmas, we can now easily prove the non-collapsed pointed Gromov-Hausdorff convergence in the general case, and the pointed smooth CheegerGromov convergence in the case where the curvature is uniformly bounded below.
Theorem 2.4 (Non-collapsed Gromov-Hausdorff convergence)
Let (M n i , g i , f i ) be a sequence of gradient shrinkers with entropy uniformly bounded below, µ(g i ) ≥ µ > −∞, and with basepoint p i and normalization as before. Then the sequence is volume non-collapsed at finite distances from the basepoint and a subsequence (M i , d i , p i ) converges to a complete metric space in the pointed GromovHausdorff sense.
Proof. The first part is Lemma 2.3. For the second part, to find a subsequence that converges in the pointed Gromov-Hausdorff sense, it suffices to find uniform bounds N (δ, r) for the number of disjoint δ-balls that fit within an r-ball centered at the basepoint [21, Prop. 5.2] . Assume δ ≤ 1 without loss of generality. By Lemma 2.2 the ball B r (p) has volume at most C 2 r n , while by Lemma 2.3 each ball B δ (x) ⊂ B r (p) has volume at least κδ n . Thus, there can be at most N (δ, r) = C 2 r n /κδ n disjoint δ-balls in B r (p).
Remark. Alternatively, the Gromov-Hausdorff convergence also follows from the volume comparison theorem of Wei-Wylie for the Bakry-Emery Ricci tensor [40] , using the estimates for the soliton potential from this section. This holds even without entropy and energy bounds, but in that case the limit can be collapsed and very singular.
Theorem 2.5 (Smooth convergence in the curvature bounded below case) Let (M n i , g i , f i ) be a sequence of gradient shrinkers (with basepoint p i and normalization as before) with entropy uniformly bounded below, µ(g i ) ≥ µ > −∞, and curvature uniformly bounded below, 
Proof. Recall the following Cheeger-Gromov compactness theorem from the very beginning of the introduction: For every sequence (M n i , g i , p i ) of complete Riemannian manifolds with uniform local bounds for the curvatures and all its derivatives, 21) and with a uniform local volume-noncollapsing bound around the basepoint,
we can find a subsequence that converges to a limit (M ∞ , g ∞ , p ∞ ) in the pointed smooth Cheeger-Gromov sense. Moreover, if we have also uniform local bounds for the shrinker potential and all its derivatives, sup
then by passing to another subsequence if necessary the functions φ * i f i will also converge to some function f ∞ in C ∞ loc (the embeddings φ i : U i → M i come from the pointed Cheeger-Gromov convergence). From the very definition of smooth convergence it is clear that the shrinker equation will pass to the limit, i.e. that (M ∞ , g ∞ , f ∞ ) will be a gradient shrinker. Thus, it remains to verify (2.21), (2.22) , and (2.23) for our sequence of shrinkers. By Lemma 2.3, we have uniform local volume non-collapsing, in particular condition (2.22) is satisfied. From (2.11) we have uniform local bounds for the scalar curvature, and together with the assumption Rm g i ≥ K this gives uniform local Riemann bounds, sup
From (2.11) and the bounds µ ≤ −C 1 (g i ) ≤ µ, we get local
Finally, by some very well known arguments, we can bootstrap the elliptic system △ Rm = ∇f * ∇ Rm + Rm + Rm * Rm, 
Here, we used the Bianchi identity and the commutator rule in the first three lines and in the fourth and fifth line we used the soliton equation. This finishes the proof of the theorem.
Remark. The more interesting case without positivity assumptions is treated in Section 3. A related simple and well known example for singularity formation is the following. Consider the Eguchi-Hanson metric g EH [17] , a Ricci-flat metric on T S 2 which is asymptotic to R 4 /Z 2 (remember that the unit tangent bundle of the 2-sphere is homeomorphic to S 3 /Z 2 ). Then g i := Remark. It follows from the recent work of Lott-Villani and Sturm that the condition Rc f ≥ 1/2 is preserved in a weak sense [38] .
Proof of orbifold Cheeger-Gromov convergence
In this section, we prove Theorem 1.1. For convenience of the reader, we will also explain some steps that are based on well known compactness techniques.
The structure of the proof is the following: First, we show that we have a uniform estimate for the local Sobolev constant (Lemma 3.2). Using this, we prove the ε-regulartiy Lemma 3.3, which says that we get uniform bounds for the curvatures on balls with small energy. We can then pass to a smooth limit away from locally finitely many singular points using in particular the energy assumption (1.4) and the ε-regulartiy lemma. This limit can be completed as a metric space by adding locally finitely many points. Finally, we prove that the singular points are of smooth orbifold type.
We start by giving a precise definition of the convergence. 
2. The maps φ i can be extended to pointed Gromov-Hausdorff approximations yielding a convergence
Here, an orbifold gradient shrinker is a complete metric space that is a smooth gradient shrinker away from locally finitely many singular points. At a singular point q, M ∞ is modeled on R n /Γ for some finite subgroup Γ ⊂ O(n) and there is an associated covering
can be extended smoothly to a gradient shrinker over the origin.
For the arguments that follow, it will be very important to have a uniform local Sobolev constant that works simultaneously for all shrinkers in our sequence.
Lemma 3.2 (Estimate for the local Sobolev constant)
There exist C S (r) = C S (r, n, µ) < ∞ and δ 0 (r) = δ 0 (r, n, µ) > 0 such that for every gradient shrinker (M n , g, f ) (with basepoint p and normalization as before) with µ(g) ≥ µ, we have ϕ
for all balls B δ (x) ⊂ B r (p), 0 < δ ≤ δ 0 (r) and all functions ϕ ∈ C 1 c (B δ (x)).
Proof. The main point is that the estimate for the local Sobolev constant will follow from the noncollapsing and the volume comparison for the Bakry-Emery Ricci tensor. The detailed argument goes as follows:
The first reduction is that it suffices to control the optimal constant C 1 (B) in the
for all ψ ∈ C 1 c (B), where in our case B will always be an open ball in a Riemannian manifold. Indeed, applying (3.2) for ψ = ϕ (2n−2)/(n−2) and using Hölder's inequality we can compute
with C 2 (B) = 2n−2 n−2 C 1 (B). Next, it is a classical fact, known under the name FedererFleming theorem, that the optimal constant C 1 (B) in (3.2) is equal to the optimal constant C I (B) in the isoperimetric inequality,
for all regions Ω ⋐ B with C 1 -boundary. Third, by a theorem of Croke [16, Thm. 11] , the isoperimetric constant can be estimated by
where C(n) < ∞ is an explicit constant whose value we do not need and ω(B) is the visibility angle defined as
where U y = {v ∈ T y B ; |v| = 1, the geodesic γ v is minimizing up to ∂B}. Putting everything together, to finish the proof of our lemma it suffices to find a lower bound for the visibility angle (3.6) for B = B δ (x) ⊂ B r (p) inside a shrinker for δ ≤ δ 0 (r), where δ 0 (r) will be chosen sufficiently small later. To find such a lower bound, we will use the volume comparison theorem for the Bakry-Emery Ricci tensor due to Wei-Wylie [40] which we now explain: Fix y ∈ M , use exponential polar coordinates around y and write dV = A(r, θ)dr∧dθ for the volume element, where dθ is the standard volume element on the unit sphere 
and finally by sending r to zero we obtain the form of the volume comparison estimate that we will actually use, namely
In our application everything will stay inside a ball B r+1 (p) around the basepoint of the soliton, so by (2.11) we can take a := 1 2 (r + 1 + √ 2n) and b := a 2 . Now, coming back to actually estimating the visibility angle of B δ (x) ⊂ B r (p), we let y ∈ B δ (x) and apply the above ideas. Since the volume is computed using exponential polar coordinates around y, we have the estimate
where U y denotes the set of unit tangent vectors in whose direction the geodesics are minimizing up to the boundary of B δ (x). Using (3.9), we can estimate this by
and minimizing over y ∈ B δ (x) we obtain the inequality
with C = C(r, n) = 1 n e 2a+b |S n−1 |. Moreover, using (3.9) again, we obtain the upper bound
Finally, we have the lower volume bound
for κ = κ(r+1, n, µ) from Lemma 2.3. If we now choose δ 0 = δ 0 (r, n, µ) = (κ/2C) 1/n , then putting together (3.12), (3.13) and (3.14) gives the lower bound
for the visibility angle for δ ≤ δ 0 , and this finishes the proof of the lemma.
Using the uniform estimate for the local Sobolev constant, we obtain the following ε-regularity lemma.
Lemma 3.3 (ε-regularity)
There exist ε 1 (r) = ε 1 (r, n, µ) > 0 and K ℓ (r) = K ℓ (r, n, µ) < ∞ such that for every gradient shrinker (M n , g, f ) (with basepoint p and normalization as before) with µ(g) ≥ µ and for every ball B δ (x) ⊂ B r (p), 0 < δ ≤ δ 0 (r), we have the implication Here, we used (2.1) to eliminate ∇ 2 f in L ∇f Rm = ∇f * ∇ Rm +∇ 2 f * Rm. Alternatively, we have given another derivation of the elliptic equation (3.17) in (2.27) . Now, we set u := |Rm| and compute
(3.18)
By equation (3.17) and Young's inequality, we can estimate 19) for some constant C 3 = C 3 (n) < ∞ depending only on the dimension. Finally we use Kato's inequality |∇|Rm|| ≤ |∇ Rm|, and the estimate (2.11) for |∇f |. Putting everything together, we obtain the elliptic inequality
on B r (p), where
Given an elliptic inequality like (3.20) it is well known to PDE-experts that if the L n/2 -norm of u is sufficiently small on a ball, then one gets L ∞ -bounds on a smaller ball, more precisely
for some constants ε > 0 and K < ∞. For convenience of the reader, we sketch the necessary Moser-iteration argument here: To keep the notation reasonably concise let us assume δ = 1 and n = 4, the general case works similarly. Choose a cutofffunction 0 ≤ η ≤ 1 that is 1 on B 3/4 (x), has support in B 1 (x), and satisfies |∇η| ≤ 8. Multiplying (3.20) by η 2 and integrating by parts we obtain
Dealing with the first term on the right hand side by Young's inequality and absorption, this gives the estimate
For the last term, using Hölder's inequality, the assumption that the energy on B 1 is less than ε, and the Sobolev-inequality, we get
where C S < ∞ is the local Sobolev constant on B 1 . The main idea is that if we choose ε so small that 2εC 2 S C 3 ≤ 1 4 then the η 2 |∇u| 2 term can be absorbed, giving 25) and using the Sobolev inequality we arrive at the L 4 -estimate
Now we choose a sequence of radii r k = k u p k , where p k = 2 k − 2, and 0 ≤ η k ≤ 1 is a cutoff function that equals 1 on B r k+1 , has support in B r k , and satisfies |∇η k | ≤ 2/(r k − r k+1 ). Carrying out similar steps as above we obtain the iterative estimates
The product of the constants C k converges and sending k → ∞ gives the desired estimate
Note that the estimate (3.21) is of course only useful if we can get uniform constants ε > 0 and K < ∞ for our sequence of shrinkers. This crucial point is taken care of by Lemma 3.2, so we indeed get constants ε 1 (r) = ε 1 (r, n, µ) > 0 and
Once one has L ∞ control, the hard work is done and it is standard to bootstrap the elliptic equation (3.17) to get C ∞ bounds on the ball B δ/4 (x). The only slightly subtle point is that higher derivatives of f appear when differentiating (3.17), but one can get rid of them again immediately using the soliton equation (2.1). This finishes the proof of the ε-regularity lemma.
Let us now explain how to finish the proof of Theorem 1.1. Let (M n i , g i , f i ) be a sequence of gradient shrinkers satisfying the assumptions of Theorem 1.1. By Theorem 2.4, we can assume (after passing to a subsequence) that the sequence converges in the pointed Gromov-Hausdorff sense. By passing to another subsequence, we can also assume that the auxiliary constants converge. Let r < ∞ large and 0 < δ ≤ δ 1 (r, E(r), n, µ) small enough. The assumption (1.4) gives a uniform bound E(r) for the energy contained in B r (p i ). So there can be at most E 1 (r) ε 1 (r) disjoint δ-balls in B r (p i ) that contain energy more than ε 1 (r), and away from those bad balls we get C ∞ -estimates for the curvatures using the ε-regularity lemma. Recall that we also have volume-noncollapsing by Lemma 2.3, and that we get C ∞ loc bounds for f i in regions with bounded curvature, using the elliptic equation
Thus, putting everything together (and playing around with the parameters r and δ a bit), we can find on any
, n, µ), such that on
we have the estimates
Together with the volume-noncollapsing, this is exactly what we need to pass to a smooth limit. Thus, sending r → ∞ and δ → 0 suitably and passing to a diagonal subsequence, we obtain a (possibly incomplete) smooth limit gradient shrinker. Since we already know, that the manifolds M i converge in the pointed GromovHausdorff sense, this limit can be completed as a metric space by adding locally finitely many points and the convergence is in the sense of Definition 3.1. We have thus proved Theorem 1.1 up to the statement that the isolated singular points are of orbifold shrinker type.
This claimed orbifold structure at the singular points is a local statement, so we can essentially refer to [8, 41] . Nevertheless, let us sketch the main steps, following Tian [33, Sec. 3 and 4] closely (see also [2, 5] for similar proofs).
Step 1 (C 0 -multifold): The idea is that blowing up around a singular point will show that the tangent cone is a union of finitely many flat cones over spherical space forms. Improving this a bit, one also gets C 0 -control over g, and thus the structure of a so called C 0 -multifold ("multi" and not yet "orbi", since we have to wait until the next step to see that "a union of finitely many flat cones over spherical space forms" can actually be replaced by "a single flat cone over a spherical space form"). The precise argument goes as follows: Near an added point q ∈ S ⊂ M ∞ , we have
where ̺(x) = d ∞ (x, q). Here and in the following, ε(̺) denotes a quantity that tends to zero for ̺ → 0 and we always assume that ̺ is small enough. With ε(̺) → 0 in (3.33), together with the Bakry-Emery volume comparison and the non-collapsing, it follows that the tangent cone at q is a finite union of flat cones over spherical space forms S n−1 /Γ β . The tangent cone is unique and by a simple volume argument we get an explicit bound (depending on r, n, µ) for the order of the orbifold groups Γ β and the number of components ♯{β}. As in [33, Lemma 3.6, Eq. (4.1)] there exist a neighborhood U ⊂ M ∞ of q and for every component U β of U \ {q} an associated covering π β : B * ̺ = B ̺ (0) \ {0} → U β such that g β := π * β g ∞ can be extended to a C 0 -metric over the origin with the estimates 34) where g E is the Euclidean metric, D the Euclidean derivative and I a multiindex.
Step 2 (C 0 -orbifold): The idea is that if U \ {q} had two or more components, than all geodesics in an approximating sequence would pass through a very small neck, but this yields a contradiction to the volume comparison theorem. For the precise argument, let q ∈ S ⊂ M ∞ be an added point and choose points x i ∈ M i converging to q. By the non-collapsing and the Bakry-Emery volume comparison with the bounds for f i and |∇f i |, there exists a constant C < ∞ such that for ̺ small enough any two points in ∂B ̺ (x i ) can be connected by a curve in B ̺ (x i )\B ̺/C (x i ) of length less than C̺. This follows by slightly modifying the proof of [3, Lemma 1.2] and [1, Lemma 1.4] . Since the convergence is smooth away from q, it follows that U \ {q} is connected. In particular, the tangent cone at q consists of a single flat cone over a spherical space form S n−1 /Γ.
Step 3 (C ∞ -orbifold): The final step is to get C ∞ bounds in suitable coordinates. Let g 1 be the metric on B * ̺ from Step 1 and 2. In the case n = 4, using Uhlenbeck's method for removing finite energy point singularities in the Yang-Mills field [37] , we get an improved curvature decay
for δ > 0 as small as we want on a small enough punctured ball B * ̺ . The proof goes through almost verbatim as in [33, Lemma 4.3] . The only difference is that instead of the Yang-Mills equation we use 3.36) and the estimates for |∇f | from Section 2. The point is that the Yang-Mills equation ∇ i R ijkℓ = 0 is satisfied up to some lower order term that can be dealt with easily. The case n ≥ 5 is more elementary, and Sibner's test function [31] gives L ∞ bounds for the curvature, in particular (3.35) is also satisfied in this case. Due to the improved curvature decay, there exists a diffeomorphism ψ : B * ̺/2 → ψ(B * ̺/2 ) ⊂ B * ̺ that extends to a homeomorphism over the origin such that ψ * g 1 extends to a C 1,α metric over the origin (for any α < 1 − δ). By composing with another diffeomorphism (denoting the composition by ϕ), we can assume that the standard coordinates on B ̺/4 are harmonic coordinates for ϕ * g 1 . Finally, let π := π 1 • ϕ, g := π * g ∞ and f := π * f ∞ . Then, for (g, f ) we have the elliptic system
in harmonic coordinates. It is now standard to bootstrap (3.37) starting with the C 1,α -bound for g and the C 0,1 -bound for f to obtain C ∞ -bounds for (g, f ) and to conclude that (g, f ) can be extended to a smooth gradient shrinker over the origin. This finishes the proof of Theorem 1.1.
Remark. Every added point is a singular point. Indeed, suppose Γ is trivial and
Then, a subsequence of (M i , K i g i , x i ) converges to a non-flat, Ricci-flat manifold with the same volume ratios as in Euclidean space, a contradiction.
Remark. As discovered by Anderson [2] , one can use the following two observations to rule out or limit the formation of singularities a priori: For n odd, RP n−1 is the only nontrivial spherical space form and it does not bound a smooth compact manifold. For n = 4, every nontrivial orientable Ricci-flat ALE manifold has nonzero second Betti number.
A local Chern-Gauss-Bonnet argument
In this section, we prove Theorem 1.2. To explain and motivate the Gauss-Bonnet with cutoff argument, we will first prove a weaker version (Proposition 4.3).
Recall from Section 2 that f grows like one-quarter distance squared, that R and |∇f | 2 grow at most quadratically, and that the volume growth is at most Euclidean. These growth estimates will be used frequently in the following.
The next lemma, first observed by Munteanu-Sesum [27] , will be very useful in the following. To keep this section self-contained, we give a quick proof.
Lemma 4.1 (Weighted L 2 estimate for Ricci) For λ > 0 and µ > −∞ there exist constants C(λ) = C(λ, µ, n) < ∞ such that for every gradient shrinker (M n , g, f ) with µ(g) ≥ µ and normalization as before,
Proof. Take a cutoff function η as in Section 2 and set η r (x) = η(d(x, p)/r). Note that div(e −f Rc) = 0 by (2.3). Using this, the soliton equation, a partial integration and the inequality ab ≤ a 2 /4 + b 2 , we compute
The first term can be absorbed. The second term is uniformly bounded and the last term converges to zero as r → ∞ by the growth estimates from Section 2.
As a consequence of Lemma 4.1, we can replace the Riemann energy bound in Theorem 1.1 by a Weyl energy bound in dimension four.
Corollary 4.2 (Weyl implies Riemann energy condition)
Every sequence of 4-dimensional gradient shrinkers (M i , g i , f i ) (with normalization and basepoint as usual) with entropy bounded below, µ(g i ) ≥ µ, and a local Weyl energy bound
satisfies the energy condition (1.4).
Remark. As a consistency check, note that in dimension n = 3, Rm is determined by Rc and thus only a lower bound for the entropy is needed and the limit is smooth. Of course, the existence of a smooth limit also follows from Theorem 2.5 and the fact that Rm ≥ 0 on gradient shrinkers for n = 3. All this is not surprising, since the only 3-dimensional gradient shrinkers are the Gaussian soliton, the cylinder, the sphere and quotients thereof [6] .
In the following, the goal is to get local energy bounds from 4d-Gauss-Bonnet with boundary. For a 4-manifold N with boundary ∂N , the Chern-Gauss-Bonnet formula says (see e.g. [19] )
where the k i = II(e i , e i ) are the principal curvatures of ∂N (here e 1 , e 2 , e 3 is an orthonormal basis of T ∂N diagonalizing the second fundamental form) and the K ij = Rm(e i , e j , e i , e j ) are sectional curvatures of N .
In a first step, we prove Theorem 1.2 under an extra assumption which ensures in particular that the cubic boundary term has the good sign.
Proposition 4.3 (Convexity implies Riemann energy condition)
Every sequence of 4-dimensional gradient shrinkers (M i , g i , f i ) (with normalization and basepoint as usual) with entropy bounded below, µ(g i ) ≥ µ, Euler characteristic bounded above, χ(M i ) ≤ χ, and convex potential at large distances, Proof. Let us introduce some notation first. We suppress the index i and write F (x) = e −f (x) and define the level and superlevel sets
By the traced soliton equation (2.2) and assumption (4.4), we have R ≤ n 2 at large distances. Using this, the auxiliary equation (2.4), Lemma 2.1, and the bounds µ ≤ −C 1 (g) ≤ µ, we see that f does not have critical points at large distances. In fact, there is a constant u 0 = u 0 (r 0 , µ) > 0 such that |∇f | ≥ 1 and ∇ 2 f ≥ 0 if F (x) ≤ u 0 . Moreover, for 0 < u ≤ u 0 the Σ u are smooth compact hypersurfaces, they are all diffeomorphic and we have ∂M u = Σ u and χ(M u ) = χ(M ).
Define a cutoff function ϑ(x) := min{u 0 , F (x)}, then
Now, we can apply (4.3) for N = M u . Note that χ(M u ) ≤ χ, and that the scalar curvature term and the cubic boundary term are nonnegative. Indeed,
where ⊥ denotes the restriction of the Hessian to T Σ u . Thus, we obtain This proves the lemma up to the statement that C 2 depends only on the dimension and that (2.9) also holds for balls with r < 5n. To get this, note that |∇f (x)| ≤ and by sending ε to zero the claim follows.
Proof of Lemma 2.3. Suppose towards a contradiction that there exist a sequence of gradient shrinkers (M i , g i , f i ) with µ(g i ) ≥ µ and balls B δ i (x i ) ⊂ B r (p i ) with δ −n i Vol B δ i (x i ) → 0. We will not directly use B δ i (x i ) but consider the sequence of unit balls B 1 (x i ) ⊂ B r+1 (p i ) instead, which allows to work with the shrinker entropy as defined above rather than with a version that explicitly involves a scaling or time parameter τ as it is necessary for the argument in [25] . Set a := Define the test functionsũ i = c
