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Summary
There has been an increased demand for multicast transmission over wireless networks in 
recent years. Satellite system, such as Broadband Global Area Network (BGAN) provided by 
the Inmarsat, is indeed ideal for multicast delivery with its inherent wide geographic reach. 
However, the heterogeneous channel conditions and capacity constraints in the satellite links 
motivates employment of an adaptive approach in reliable multicast h'ansmission 
provisioning in a pure bi-directional satellite network. Within this context, this thesis aims to 
increase resource efficiency and enhance reliable multicast transmission perfonnance with the 
emphasis on mechanisms applicable to BGAN.
The work carried out to achieve these objectives is divided into four main parts. The first part 
proposes channel-aware scheduling algorithms utilising channel state infonnation (CSX) from 
the teiininals. The results show that the proposed scheduling algorithms increase forward link 
resource utilisation whilst providing reasonably good session duiations compared to that of 
the static chamiel representation benchmark scheme. In the second part, a Change Detection 
(CD) mechanism is used in the CSX collection policy with the conshaint of limited resources 
in the return link. The simulation results demonshate that the ti'affic volume in the return link 
is reduced by up to 32% as compared to a system without any mechanism for CSX collection, 
hi the third part, the integration of the forward link channel-aware scheduling algorithms and 
the CSX collection and suppression policy in the return link are investigated. The integiation is 
studied analytically, resulting in improvement to the mathematical approximations of the 
perfonnance parameters which are forward link resource efficiency and session duration 
observed by the temiinals. The proposed adaptive techniques differ hom other works where 
the forward and the return link approaches are either separately quantified or inadequately 
examined. Finally, the adaptive approach is further enhanced by employing an optimum link 
adaptation mechanism as a fade mitigation technique. The proposed algorithm sets an optimal 
transmission rate adaptively, in order to increase system throughput whilst offering fair 
transmission to the terminals. The results show that fewer retransmitted packets and fairer 
hansmissions are achieved compared to other link adaptation techniques.
Key words: multicast scheduling, link adaptation, feedback implosion suppression, reliable 
multicast transmission, BGAN, geostationary satellite networks.
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Chapter I Introduction
Chapter 1
Introduction
1.1 Motivation and Background
Multimedia services are strongly embedded with next generation mobile communications. As 
multimedia services require variable Quality of Services (QoS) and bandwidth demand, 
concerns on increased traffic load and network capacity arise. The scarcity of radio spectrum 
in wireless networks requires careful radio resource management, network planning and 
systems design, in order to ensure seamless transmission of the broadband services. 
Introduction of broadcast/multicast mode of service delivery in terrestrial mobile networks is 
one way to address these concerns. From a radio resource management (RRM) point of view, 
unicast and multicast tiansmission require different bandwidth allocation techniques. This is 
because multicast delivery sends data to all receivers connected to a server, subscribed to the 
multicast service of interest and located within the service geographic area. The definition of 
multicast delivery contrasts with that of unicast; in multicast delivery data has to be copied 
each time it is sent to multiple receivers. Another transmission type that can be compared to 
multicast delivery is broadcast transmission. In broadcast transmission, the information is 
received by all users that have enabled the specific broadcast service locally on their terminal 
and that are located within the defined service area, regardless of whether the users subscribed 
to the service or not [Febvre2007]. As the classification suggests, the benefit of multicast and 
broadcast transmission is that multiple number of users located within the same footprint can 
receive the same data over a common channel. Hence, the multicast tiansmission avoids 
clogging up of the air interface with multiple transmissions of the same data. With increasing 
use of high data rate applications, more efficient information distribution is necessary. Thus, 
multicast and broadcast reduce the amount of data within a network and more efficiently 
utilise the resources compared to unicast bearer services. In other words, the fact that only a 
single copy of data is sent across multiple receivers over a single link in multicast 
transmission results in a bandwidth gain over successive unicast transmissions. Regardless of 
the type of network on which multicast delivery is deployed, the network provider expects the 
same goal: to allow applications to scale and be reliably received by all users, without 
overloading the network and server resources.
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The ongoing standardisation work within the 3G Partnership Project (3GPP) multimedia 
broadcast multicast services (MBMS) provides provisioning of multicast/broadcast 
transmission. In order to realise the broadcast/multicast mode of service delivery, a hybrid 
approach between the cellular network operators and the broadcast systems is implemented. 
The well-known inherent broadcasting capabilities of satellite networks suit the MBMS 
transmissions well, making it an attractive candidate for the provision of point-to-multipoint 
services. For example, a geostationary (GEO) satellite located at 36,000 km above the earth 
has the benefit of wide area coverage, Fmthermore, satellite networks offer the advantages of 
ubiquitous access, low cost global coverage and flexibility. Contrary to the terrestrial 
networks, as far as the forward channel is concerned, multicast over satellite networks brings 
no extra cost beyond that of one receiver. In fact, they have demonstrated their ability to 
support audio and video broadcasting seiwices by transmitting information over a single 
carrier to many receivers dispersed over large areas [Akkor2004], [Koyabe2001]. Due to this 
advantage, the Satellite Digital Multimedia Broadcasting (S-DMB) has emerged as one of the 
most promising service vehicles for efficient delivery of MBMS. Furthermore, the close 
synergy with the terrestrial mobile networks has given advantages to both mobile and satellite 
operators. It is a mutually-beneficial collaboration where the satellite networks can enjoy 
investment savings on R&D, overall system deployment cost reduction, and the potential 
penetration into a broader market. Terrestrial networks, on the other hand, could benefit from 
the synergistic solutions by taking advantage of the decreased average revenue per user. The 
MBMS concept via efficient support from the satellite with terrestrial Universal Mobile 
Telecommunication Systems (T-UMTS) was carried out within the European Union (EU) 
SATIN project [Karaliopoulos2004]. The benefit of the project lies within the mobile 
terminals side. Specifically, the use of the same waveform over the satellite radio interface 
enables maximum reuse of terminal hardware for both T-UMTS and satellite -  UMTS (S- 
UMTS) modes with significant advantages in terms of terminal size, power consumption and 
eventually, cost. The EU SATIN project was developed and its full system implementation 
has been successfully demonstrated. This was followed by another EU project Mobile Digital 
Broadcast Satellite (MoDiS) which took the concept onto equipment development and trials 
within 3G network [Narenthiran2003]. The success of the projects led to a further EU project 
Mobile Applications and sErvices based on Satellite and Terrestrial inteRwOrking 
(MAESTRO), which continued the development to handheld mobile terminals [Selier2005].
Apart from the hybrid approach in the integration with the terrestrial network, a pure satellite 
network is still an attractive solution in providing broadcast/multicast services.
One point worth noting in the papers discussed in tire previous paragraphs is the consideration 
of terrestrial intermediate repeater (IMR) to boost received satellite signals especially for
Chapter 1 Introduction
urban coverage. However, in areas with insufficient or non-existing teixestrial infrastructure,
i.e. maritime or aeronautical environments, a satellite network alone is still capable of 
providing MBMS like transmissions.. Indeed, this is the underlying scenario of this thesis, to 
support reliable multicast transmission via GEO satellite networks without the integration of 
teiTestrial networks. The reference system architecture follows the Inmarsat Broadband 
Global Area Network with Multicast Service Extension (BGAN-Ext), which offers a bi­
directional satellite-only coverage solution with no teiTestrial auxiliaries. Specifically, the 
BGAN-Ext system architecture considers return channel via satellite where Mobile Terminals 
(MTs) can report their feedback messages directly to the Radio Access Network (RAN). 
Although one may argue that a feedback-based scheme in point-to-multipoint (p-t-m) is 
deemed to be cost inefficient, this is not to deny the importance of feedback-based schemes in 
ensuring full reliability and efficient bandwidth usage [Jungl999]. Based on the bi-directional 
system architectuie, Inmarsat BGAN-Ext project is an extension from unicast Broadband 
Global Area Network (BGAN), which delivers multimedia services to personal, mobile and 
portable terminal users. In order to realise the transmission of broadband services, Inmarsat 
has launched high-power Inmarsat 4 satellites in an effort to reduce terminal size while 
maintaining high data rates. Although the Wideband-Code Division Multiple Access (W- 
CDMA) has been in the centre stage for the 3G UMTS/IMT 2000 packet-based services, the 
Inmarsat has continued to develop a 3G-compatible proprietary Time Division Multiple 
Access (TDMA) system for its access mechanism. The compatibility enables users equipped 
with BGAN terminals to access broadcast/multicast services such as information distribution 
(software updates and weather maps), video and audio distribution, and real-time 
communications [Franchi2000], [Rivera2005].
The BGAN-Ext services will be capable of supporting reliable and secure multicast transport 
protocols ensuring quality of service (QoS) for individual multicast flows. To support 
transmission of multicast data over GEO satellite networks, problems specific to satellite 
networks have to be addressed: feedback implosions, scalability, long propagation delay and 
high wireless channel errors [Chumchu2004]. In the face of such challenges and specific to 
the BGAN MBMS concept, [Febvre2007] outlines the objectives in order to support 
transmission of multicast seiwices over BGAN:
• Meet the range of perceived application and service requirements;
• Maximise efficiency
• Minimise software changes to protocols, and to RAN and MT software
• No modifications to existing Core Network (CN)
• Adhere to the Internet Engineering Task Force (IETF) standards at interfaces
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• Track 3GPP MBMS standard as it evolves where practical.
The multicast transmission technologies related to the satellite networks discussed in this 
section has inspired study on various aspects at different layers. Indeed, the challenge in 
multicast delivery whilst ensuring the QoS and the requirements of the services are met 
ignites the research on resource management presented in this thesis. To be specific, the area 
and the problem statement addressed in the research are discussed and briefly elaborated in 
the next section.
1.2 The Research Area
As the transmission of multicast applications are bound to its requirements, the discussion 
now turns to the reliability aspect in a multicast transmission. Briefly, there are two reliability 
aspects; full reliability or partial-reliability [Koyabe2001]. The former guarantees reliable 
delivery by acknowledgement of reception by the users, as required in several multicast 
services such as software distribution and stock information. The latter, on the other hand, 
may tolerate certain packet losses (i.e. video streaming) or non-assurance of full-reception 
(i.e. data-casting) that necessitates repeated retransmissions to improve successful reception. 
Throughout this thesis, the full-reliable multicast transmission is considered where the MTs 
are subject to fluctuating channel conditions. In order to ensure successful reception, the 
terminals request retransmissions to recover the lost packet. This is achieved according to the 
implemented feedback-based transport protocol where the multicast server responds to the 
request by initiating retransmission of lost packets until all users receive the exact copy of the 
original data. However, the number of retransmission passes is unpredictable since it is 
sensitive to the actual loss experienced by the terminals which are subject to independent 
channel conditions. This situation leads to an increase in the traffic load in the return link due 
to the retransmission requests and also inefficient resource utilisation in the forward link for 
the retransmission of lost packets. Furthermore, as tlie numbers of terminals increase, the 
problem is exacerbated. Hence, the challenge lies in improving resource utilisation in the 
retmn and the forward links while supporting reliable multicast transmission in the face of 
varying channel conditions observed by the population of terminals requiring access to the 
content.
As suggested by [Anial2004], an important goal to guarantee a ‘reliable’ delivery of data over 
GEO that can guarantee lower packet error rate (PER), is to decrease the probability of 
erroneous reception. Within the envisaged scenario, the aim o f this thesis is to attain reliable 
multicast delivery with the constraint o f fluctuating channel conditions and limited resources 
in the return link. This can be achieved by implementing adaptive multicast channel-aware
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transmission techniques, with the objective of increasing resource efficiency in both uplink 
and downlink transmissions. More specifically, in Chapters 4 and 7 respectively, scheduling 
mechanisms and link adaptation techniques with the support of Channel State Information 
(CSI) updates from MTs are proposed to increase the downlink resource efficiency and 
throughput, whilst reducing session delay. At this point we address the difference between 
scheduling and link adaptation mechanisms; the former runs on a specific downlink 
transmission rate throughout a multicast session, while the latter dynamically changes the 
downlink data transmission rate as a function of the reported CSI.
In order to improve the performance, the proposed scheduling techniques regulate 
transmission in the downlink according to the reported channel conditions. With the 
knowledge of MTs’ channel conditions, the RAN will be able to decide whether or not 
transmission in the current slot has a sufficiently large probability of success. In particular, a 
cross-layer approach is proposed where CSI from MTs’ feedback is explicitly used for 
interaction between the physical layer (PHY) of a terminal and the Medium Access Control 
(MAC) - layer of the RAN. Under the common cross-layer approach, the link adaptation 
technique is also an attractive fade-mitigation solution. Link adaptation techniques regulate 
the transmission rate according to the attainable transmission rates. The real challenge in the 
downlink transmission lies in the fact that multicast scheduling and multicast link adaptation 
is different from their unicast equivalents. The key questions are:
(i) how can the scheduler/link adaptation techniques satisfy the transmission to the
large number of MTs in the multicast group?
(ii) how can the scheduling/link adaptation techniques optimise the network resource
utilisation whilst meeting applications QoS requirements?
(iii) specific to link adaptation, which transmission rate should the RAN decide in the 
current transmission?
Such questions arise in provisioning on a per-multicast stream. Further questions for a system 
with multiple multicast streams would be:
(i) which multicast stream to schedule first?
(ii) which scheduling/link adaptation technique should be used?
One might want to suggest the scheduling or link adaptation operations are chosen according 
to the worst-case conditions. However, such an approach degrades other MTs with better 
channel conditions and capability. The same dilemma is expected in link adaptations for 
multicast radio access bearers. Hence, the solution is to implement an optimal approach to the 
scheduling and link adaptation techniques that aims to increase system performance and MTs 
satisfaction.
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Apart from the downlink transmission regulations to meet reliability requirements, feedback 
implosion is also an unavoidable problem in feedback-based reliable multicast transport 
protocols. In a system where the resources in the return link are limited (typical of satellite 
communications), the feedback implosion problem might cause instability on the return link, 
if not configured properly. This problem is likely to occur when large numbers of users try to 
access limited number of return link slots to send their feedback messages back to the RAN. 
The feedback messages consist of the transport layer (possibly negative) acknowledgment 
status and MAC-layer capacity requests. Other than the transport layer feedback messages, 
the return link is also used to convey Channel State Information (CSI) from the MTs. Also 
note that CSI updates need to arrive at the RAN in a timely manner. Thus, the concern in the 
return link related to the feedback-based scenario is the sole consideration of the satellite 
network i.e. without relying on any collaboration between users or on any infrastructuure other 
than the satellite network. Specific to such a scenario, the thesis investigates, not only how 
the CSI should be collected, but also how the feedback due to the updates can be suppressed. 
So the question in dimensioning CSI updates and suppression is how do we collect and track 
the CSI from each MT such that only the most essential information will be sent back to 
RAN? This is to ensure that the decision made by the RAN based on the reported CSI is 
accurate and reliable, without overloading the return link resources. The impact of such 
implementation is two-fold: (i) feedback due to CSI updates is suppressed to suit the available 
limited resources, and (ii) only the most relevant information is tracked, increasing the 
efficiency and accmacy of the channel-aware transmission in the downlink. A thorough 
discussion and investigations on the CSI collection and suppression mechanisms are 
addressed in Chapter 5.
Based on the mentioned downlink and uplink issues to satisfy reliability requirements, the 
solutions are generally proposed in the face of these challenges:
(i) terminal heterogeneity in multicast scenario, due to channel conditions which
lead to either variable CSI and attainable transmission rates, depending on 
channel conditions and terminal locations;
(ii) reduced resource efficiency due to the retransmission process;
(iii) limited feedback channels to send feedback messages.
From the viewpoint of both uplink and forward link transmission, the channel-aware 
downlink transmissions and CSI collection and suppression in the return link are integrated 
for a system-level cross-layer approach proposal. Relevant issues pertaining to the integration 
are studied in Chapter 6. Basically, the perfoimance parameters are estimated based on the 
error due to CSI collection and suppression techniques in the return link. The system
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performance metrics involve resource efficiency from the network provider point of view; 
whereas from the MTs standpoint the multicast session duration and throughput are 
quantified. In short, the proposals cover both downlink and uplink transmission to form a 
complete cross-layer channel-aware transmission approach to support multicast transmission 
with full-reliability in the face of real satellite links and limited feedback channels. In the next 
section, the research objectives and contributions are discussed, pertaining to the proposals 
briefly outlined in this section.
1.3 Research Objectives and Contributions
The thesis concerns a full reliable multicast delivery from the network to MTs bit-perfect 
application such as content dissemination, in the face of fluctuating channel conditions. A bi­
directional terminal link between the MTs and the satellite is assumed, enabling 
communications between the two entities with the presence of limited resources in the return 
link. In short, the objectives of this study are:
(i) to increase resource utilisation especially in the forward channel by implementing
channel-aware transmissions
(ii) to implement link adaptation in multicast transmission
(iii) to reduce end-to-end session duration by reducing the number of retransmission
passes and total number of packets in error;
(iv) to reduce load in the return link by implementing feedback implosion suppression
and change detection mechanisms;
The objectives have been successfully studied and the original contributions of this thesis are 
as follows;
(i) A channel-aware scheduling algorithm implemented in the RAN utilizing CSIs
reported by the users to reduce erroneous packets. Scheduling parameters are used 
to decide whether users are relatively in a good or poor channel condition. The 
implementation of the proposed channel-aware scheduling algorithms leads to 
reduced total end-to-end delay due to fewer retransmission passes and indeed this 
has increased the forward channel utilisation.
(ii) A change detection mechanism has been implemented at the user terminal, such
that a user reports its CSI values only when there is a discrepancy among its current 
CSI and past CSI values. In other words, this mechanism allows a user with large 
changes of CSI will have higher priority to update their CSI back to the RAN. This 
results in reduced load in the return link.
(iii) A feedback implosion suppression mechanism is proposed at the RAN, where the
RAN decides which user to transmit its CSI in the next cycle. This mechanism is
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another step forward to the change detection mechanism described above since the 
authority to decide the update of CSI is now on the RAN rather than on the user 
terminal as in the change detection mechanism.
(iv) An integrated cross-layer approach is proposed and implemented which combines 
channel-aware scheduler and change detection mechanism. The user terminals, 
which are loaded with change detection parameters, measure their CSI values over 
time and decide whether their channel condition has changed. The CSI values are 
then transmitted to the RAN. The channel-aware scheduler calculates its control 
parameters based on the reported CSIs and decides whether to allow transmission in 
the current forward channel or to allocate it to other service.
(v) Link adaptation in multicast transmission is proposed, where an optimal 
transmission rate is chosen for the current physical bearer slot. The optimal 
approach has increased resource utilisation and fairness among terminals not only 
compared to the fixed-rate transmission, but also yo other alternative link 
adaptation techniques.
To summarise, novel contributions of this thesis are as follows:
(i) The proposal, evaluation and comparison of channel-aware scheduling
algorithms under realistic fluctuating satellite channel condition in the 
forward link for reliable transmission of multicast data
(ii) The derivation of mathematical approximations for performance analysis in 
the forward link by using average CSI values
(iii) The proposal, evaluation and comparison of CSI collection and suppression 
policies (CCP) in the return link
(iv) The proposal and evaluation of integrated channel-aware scheduling
algorithms and CCP for a system-level cross-layer approach
(v) The derivation of mathematical approximations for performance analysis to
evaluate the performance of integration by means of suppression error 
introduced by CCP in the return link onto channel-aware scheduling 
algorithms in the forward link
(vi) The proposal, evaluation and comparison of multicast link adaptation
mechanisms where single multicast streams are considered
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Publications of the results of the research are as follows:
(i) Journals:
1) G.Giambene, S. Giannetti, C. P. Niebla, M. Ries, A.Sali, ‘Traffic Management in 
HSDPA via GEO Satellite’, Special Issue on Satellite Network for Mobile 
Services, International Journal of Space Communications, Volume 21, Number 1- 
2 / 2007,pp51-68
(ii) Book Chapter:
1) G.Giambene, K. P. Niebla, V. Y. H. Kueh, A. Sali, et al. "Access Schemes and 
Scheduling Techniques," Adaptive Resource Management and Optimization in 
Satellite Networks: Optimization and Cross-Layer Design’, Chapter 5, pp. 119- 
175, Springer, Apr. 2007, ISBN 978-0-387-36897-9
(iii) Conferences:
1) A. Sali, G. Acar, B. G. Evans, G. Giambene, ‘A Comparison of Multicast 
Adaptive Techniques in Reliable Delivery over GEO Satellite Networks’, 
accepted for IEEE 69th Vehicular Technology Conference VTC2009-Spring 
26-29 April 2009, Barcelona, Spain
2) G. Fairhurst, G. Giambene, G. Giannetti, C. Parraga, A. Sali, ‘Multimedia Traffic 
Scheduling in DVB-S2 Networks with Mobile Users’, International Workshop on 
Satellite and Space Communications 2008 IWSSC’08, Toulouse, -  3"^*^ 
October 2008, pp211-215
3) A. Sali, G. Acar, B. G. Evans, G. Giambene, ‘Channel-A ware Scheduling 
Algorithms with Channel Prediction for Reliable Multicast Data Transmission 
over Geostationary Satellite Networks, International Workshop on Satellite and 
Space Communications 2008 IWSSC’08, Toulouse, 1st -  3rd October 2008, 
pp85-89
4) A. Sali, G. Acar, B. Evans, G. Giambene, ‘Change Detection Mechanism in 
Feedback Implosion Suppression Algorithm for Reliable Transmission of 
Multicast Data over Geostationary Satellite Network’, 26th AIAA International 
Communications Satellite Systems Conference (ICSSC-2008), San Diego, 10th - 
12th June 2008
5) A, Sali, G.Acar, B.Evans, G.Giambene, ‘Feedback Implosion Suppression 
Algorithm for Reliable Multicast Data Transmission over Geostationary Satellite 
Networks’, International Workshop on Satellite and Space Communications 2007 
IWSSC’07, Salzburg, 12‘’^ -14*^ ' September 2007, ppl39-144
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6) A.Sali, G.Acar, B.Evans, ‘A Cross-Layer Approach for Packet Scheduling in 
reliable Multicast Data Transmission over Geostationary Satellite Networks’, 
IEEE 65th Vehicular Technology Conference VTC2007, Dublin, 23'^-25' '^ April 
2007.Ppl395-1399
7) A.Sali, G.Acai", B.Evans, ‘A Channel-Aware Scheduler with Feedback Implosion 
Suppression in Reliable Multicast Data Transmission over Geostationary Satellite 
Networks’, 25th AIAA International Communications Satellite Systems 
Conference (ICSSC-2007), Seoul, 10 '^ -13^ April 2007
8) A.Sali, A.Widiawan, S.Thilakawardana, R.Tafazolli, B.Evans, 'Cross-Layer 
Design Approach for Multicast Scheduling over Satellite Networks', Wireless 
Communication Systems, 2005. 2nd International Symposium on. Publication 
Date: 5-7 Sept. 2005, pp701- 705
1.4 Structure of thesis
This thesis is organized into six chapters as depicted in Figure 1-1. In Chapters 2 and 3, an 
overview of multicast transmission and scheduling techniques over wireless and satellite 
networks are presented. The main themes of this thesis are discussed in these chapters, which 
are user heterogeneity in multicast communications and adaptive multicast transmission via 
scheduling techniques. Comparisons of relevant scheduling techniques are made, where the 
algorithms are categorised according to their objectives and attributes. The chapters are 
concluded with some possible solutions to the problems of interest. These solutions are 
further elaborated in subsequent chapters.
In Chapter 4, channel-aware scheduling algorithms are described and the system performance 
deploying this scheduler is discussed. In this chapter it is assumed that most recent CSI from 
all users are always available at the RAN. In the performance analysis, mathematical 
approximations are developed and compared with the simulation results. Although the 
comparison between the two is not exactly matched due to different channel model parameter 
representations, the estimation provides a good guidance on the behaviour of the system 
performance with respect to the proposed algorithms.
In Chapter 5, CSI collection and suppression mechanisms are discussed, where only a subset 
of users update their CSI values. The main idea of the algorithms is to reduce implosion in the 
return link due to the CSI updates yet maintaining current and the most relevant CSI record. 
The mechanism is studied from the terminal and the RAN points of view.. Subsequently, the 
interaction and integration of the CSI collection and suppression algorithms in the return link 
are discussed in the chapter, with the selected channel-aware scheduling algorithms in
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forward link from Chapter 4, being discussed in Chapter 6. The chapter has two main 
sections; the first part explains relevant issues pertaining to the integration approach, while 
the last part proposes mathematical approximations to represent the performance of the 
integration.
In Chapter 7, link adaptation techniques for multicast tiansmission are investigated. The 
challenge in multicast link adaptation arises from the mismatch between the selected 
transmission rate by the RAN and the data rate attainable by individual terminals in the 
multicast group. Since all terminals are subject to the transmission rate selected by the RAN, 
it is challenging for the RAN to decide which transmission rate is best for everyone in the 
multicast group. To approach the problem, with consideration of only one multicast stream 
(i.e. multicast group), an optimal tiansmission rate is found using an optimisation solution to 
maximise terminal throughput. Each terminal observes independent channel conditions and 
via the implemented CSI collection and suppression policy, the channel conditions are 
represented by the highest attainable transmission rates, which will be satisfied by the RAN 
according to the optimal approach. The novelty in this chapter is the consideration of an 
optimal approach to accomplish reliable multicast transmission through link adaptation in the 
face of diversified channel conditions.
Finally, the thesis is concluded in Chapter 8. Major findings are highlighted and prospects for 
future work are suggested. This is followed by a comprehensive bibliography which has been 
referred to throughout this thesis. The final part of this thesis contains the appendices which 
include the considered channel model, validation for the developed system level simulator for 
GEO satellite networks, and an initial work in CAS using a strict binary decision, rather than 
a probabilistic approach discussed in Chapter 4.
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Chapter 2 
Transmission of Multicast Data in Wireless and 
Satellite Systems
This chapter discusses multicast transmission in wireless and satelite networks with emphasis 
on provision of reliable data transfer. The investigations favour utilisation of feedback-based 
multicast transport protocols for reliable multicast tranniission over GEO satellite networks. 
Various feedback-based reliable multicast transport protocols are studied prior to concluding 
the chapter.
2.1 General Issues in Multicast Transmission over Wireless Networks
Despite the pecularities in wireless networks such as location dependent and time-varying 
wireless link capacity and scarce bandwidth [Cao2001], wireless networks still present a 
better solution especially in terms of mobility support, simple installation and scalability 
[Rappaport2002].
As mentioned in Chapter 1, with the emergence of multimedia traffic which requires high 
bandwidth, multicast transmission is a more efficient delivery method for supporting group 
communications. With the advantages of wireless networks, multicast delivery is made 
possible along with the widespread deployment of wireless infrastructure, fast-improving 
capabilities of mobile devices and an increasingly sophisticated mobile work force 
worldwide.
In order to illustrate how the multicast transmission becomes an efficient delivery method, 
the transmission requires the sender to send each packet over a single radio bearer to the 
intended multicast users, rather than sending the packet on separate radio bearers in unicast 
transmission over the same number of users. Technically, a multicast user receives the stream 
of packets only if they choose to receive a specific multicast service by joining the specific 
multicast group address offering the multicast service, and the user is located within the 
associated multicast area [Boni2004]. Primarily, prior to discussing the prerequisite and 
constraints of scheduling for multicast transmission, it is essential to outline the multicast
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service features and requirements. The main deployed technologies in wireless 
communications, Universal Mobile Telecommunication System (UMTS), uses 3GPP- 
specified Multimedia/Broadcast Multicast Service (MBMS) to enhance its broadcast and 
multicast mode. Three main types of user services are envisaged within MBMS framework: 
streaming, file download and carousel services [Eusabio2004]. Service types are related to 
different delivery mechanisms and pose diverse requirements on the network. For example, 
streaming data is played at the terminal side as the data is received; hence they introduce 
delay variation requirements that are related to the availability of the play-out buffer at the 
terminal side. Download and carousel services, on the other hand, are stored in the terminal 
and may be accessed at any point from the terminal cache. Although it does not impose 
packet-level requirements, there may be some requirements from the total download time; 
defined as the time interval from the instant the service is requested until the the instant the 
content (i.e., a data file) becomes available at the terminal.
Since multicast transmission involves large numbers of users, reliability and scalability are 
crucial requirements. From a network provider point of view, the larger the number of users 
that are subscribed to the same multicast service, the higher the network gain in terms of 
resource consumption. On the other hand, heterogeneity in channel conditions experienced by 
large numbers of users in the multicast group makes it more challenging to attain reliable 
multicast transmission. For example, a multicast service such as file download might require 
high reliability guarantee, regardless of the users’ channel conditions or network congestion. 
In this context, the configuration and management of multicast transmission must be 
accurately analysed, since wireless resouices are expensive and link quality degrades 
significantly during fading. Also, in a fully-reliable multicast transmission from a satellite 
directly to N  receivers, repeated retransmission processes due to bad channel condition may 
exhaust the forward link capacity. This problem is more pronounced in the case of large 
multicast groups since the performance of the communication depends on the performance of 
a group of users that are possibly located across the spotbeam coverage hence experiencing 
different channel conditions. Therefore, there is a need for handling performance 
heterogeneity among the users of a multicast group in order to have a Quality of Service 
(QoS) that is acceptable to all of them.
With the introduction of applications and services demanding QoS, multicast transmission 
becomes more challenging. In order to maximise profit, network providers may wish to send 
multicast services to as many users as possible, increasing the importance of such a system. 
This raises significant issues related to support of heterogeneity in multicast receivers, which 
execute on different platforms with differing multicast reception capabilities. In a unicast
13
Chapter 2 Transmission o f  M ulticast D ata in Wireless and Satellite Systems and the Cross-Layer Approach
environment, the transmission rate is always paced to the available reciever resources; 
however, in multicast, this is not always possible, or even desirable, since such an approach 
will slow the transmission speed to that of the slowest receiver. A range of techniques are 
available in the literature, to allow ‘scaling’ to support multicast transmission over a large 
numbers of receivers [Holbrookl995], [Rizzo2000], [Gossain2002].
Apart from the system-level multicast-specific QoS provisioning, scalable and reliable 
network suppport, other issues in multicast transmission are also found in the network and 
transport layers, such as routing, security and topology dynamics. In [Varshney2002], the 
issues are qualitatively compared witli respect to wired and wireless/mobile networks. 
Primarily, due to possible asymmetrical and/or unidirectional links of vaiying performances 
in wireless multicast, the issues are not only subject to the nature of the wireless links, but 
also due to user mobility.
A list of network- and transport-layer issues in multicast transmission are available in the 
literature, [Wang2000], [Moyerl999], which will not be explained in this section. However, 
the thesis is concerned with system-level topics in multicast transmission, specifically on 
reliability. This is because for many applications, reliable and secure multicast transmission is 
a basic requirement. In the next section, reliable multicast trasmission over wireless networks 
is specifically studied. The mechanisms to support reliable multicast transmissions are 
discussed, with a favour on GEO satellite networks.
2.2 Reliable Multicast Transmission over Wireless and Satellite Networks
During data transmission, receivers may experience either correlated loss (when receivers 
observe loss over the same set of packets) or uncorrelated loss [Koyabe2001]. The former 
might be due to the server overload (send failure) or feeder uplink fading, which causes loss 
of transmission to the satellite. The latter could be due to downlink fading, which is observed 
by an individual receiver depending on its location and channel conditions, or client overload 
which is caused by temporary overload at the terminal following reception of intense bursts of 
packets. Some losses occur before or after the satellite link, which results in correlated or 
uncorrelated loss. Examples of such losses are sharing bottleneck routers which is congestion 
on a common path, flood or prune transients which is a loss due to stabilising after 
reconfiguration of multicast routing and partition loss when link or router failure isolates one 
part of the multicast tree from the rest, causing service outage. In order to ensure reliability, 
the losses has to be detected at the user terminal, before it can be recovered via retianmission 
from the sender. If there is no mechanism for the sender to resend the information, then 
packet loss reduction techniques (i.e., forward eiTor correction or repeated transmissions)
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have to be deployed in the transmission. Packet loss detection, reduction and recovery 
mechanisms wil be discussed in the next subsection, pertaining to supporting reliable 
multicast delivery.
2.2,1 Loss Detection, Reduction and Recovery in Reliable Multicast Delivery
There are two reliability levels according to the offered multicast service requirements; the 
first level is full-reliability which guarantees full reliable delivery, where receivers 
acknowledge reception of sent data (i.e. software distributions, stock information, auctions). 
In full reliable delivery, the network guarantees enor-free delivery of data to all users under 
all channel conditions. Full-reliability necessitates retransmission of lost data, which may take 
place either at the satellite Radio Access Network (RAN), or end-to-end, at the transport 
layer. In the former, the basic unit of retransmission is the Transport Block [Holma2002], 
whereas transport-layer retransmission involves a packet or even a group of packets being 
reti'ansniitted. Although retiansmission process supports fully reliable delivery, it introduces 
long delays or delay variations that may not be acceptable to some services (i.e. streaming) 
and require additional capacity depending on actual loss. Furthermore, some network layouts 
do not permit retransmission to be deployed if there is no mechanism for the terminals to send 
requests for retransmission. For such architecture without the feedback-based solutions, full- 
reliability transmission is impossible to be supported.
In order to provide reliable end-to-end multicast transmission, detection of packet loss along 
with error recovery is required. Witli the presence of a return link for a closed-loop 
communications, packet loss can be detected by the sender by sending status requests to the 
terminals. The receivers, in retiun, send either ACKnowledgment (ACK) or Negative 
ACKnowledgment (NACK) for conectly (with ACK) or incorrectly (with NACK) received 
packets. However, if each receiver sends an ACK for every packet it conectly receives, 
feedback implosion will occur. On the other hand, if only NACKs are reported back to the 
sender, traffic volume due to packet loss detection can be significantly reduced 
[Adamson2006]. Apart from the direct requests to the sender, loss recovery can also be 
performed through selective retransmission to the receivers. It can be done by either (i) setting 
up a group of receivers, dividing the group into clusters with designated cluster heads 
responsible for retransmission, or (ii) local retransmission by locating neighbouring receivers 
who correctly receive the packet [Varshney2002]. It is noted in the paper, that the former 
approach can be implemented in a dense population, however, it is not suitable for mobile 
users because designation of cluster heads can be too complicated.
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The second level of reliability is partial-reliability, where receivers can tolerate a certain 
degree of packet loss rates (e.g., video streaming) and there is no full guaiantee that all the 
packets will be received [Koyabe2001]. In order to ensure reliable transmission, partial 
reliable techniques are used to improve reception quality without being able to guarantee 
quality of service in terms of information loss rate. Channel coding, applied at either the 
physical layer or higher layers, is an example of such techniques. Different coding algorithms 
provide different levels of error protection to the information data stream at the price of 
additional capacity consumption. The channel coding is form of mechanism to reduce packet 
loss in order to increase the likelihood of correct reception of packets at the user terminals. 
Packet loss reduction suits network layouts where the users do not have means of 
communication back to the RAN. One approach that falls under this category is Forward 
Error Correction (EEC), where redundant (parity) packets are added to the physical bit 
streams (Figure 2-1) such that receivers can coiTcct some errors without requesting 
retransmission from the sender [Lin 1983], [Shwartzl980].
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Figure 2-1; Packet-level Forward Error Correction (FEC)
More specifically, higher-layer FEC coding techniques increase reliability of multicast service 
delivery by reducing packet loss probability at the multicast receivers. The reduction in packet 
loss probability is achieved at the expense of forward link transmission resources due to the 
packet-level FEC redundancy. Live streaming applications, such as NetRadio, tolerate a 
limited level of packet loss, and can significantly benefit from the improved reliability of 
higher-layer FEC provided that the cumulative coding delay is carefully controlled. In 
[Mudugawa2004], two partial reliable delivery mechanisms were proposed, one is FEC 
implemented at packet-level and the other is power allocation implemented at the access 
network. The former approach operates end-to-end and it is expected that the higher the 
redundancy overhead, defined as the ratio between redundancy and original packets as shown 
in Figure 2-1, the greater the percentage of satisfied users. The latter approach, however, is a 
task of the radio resource management (RRM), which is a function of the satellite radio 
interface. The responsible RRM entity in the power-scheduling task is packet scheduling.
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whilst the other task is time-scheduling. The two mechanisms have shown that a higher 
percentage of satisfied users is achieved when the transmit power approaches the reference 
power and the redundancy overhead due to packet-level FEC is larger. Obviously, the 
drawback of this approach is reduced resource efficiency and larger power consumption.
In order to reduce the packet-level FEC redundancy overhead, [Chipeta2007] implemented a 
cross-layer approach where the FEC redundancy is set based on the data carousel element. 
The proposed integrated carousel-FEC design calculates the critical value of FEC redundancy 
such that the average content download time is minimised. Another cross-layer approach in 
reliable delivery aspiration is found in [Arnal2004]. In particular, the paper addresses cross­
layer reliability management via two simultaneous actions; (i) removing the packet discarding 
mechanism at layers below the transport layer, (ii) introducing Multi-Protocol Header 
Protection (MPHP), which protects protocol headers with powerful FEC, in order to ensure 
that erroneous packets will reach the transport layer level. Although the FEC-based 
mechanisms discussed so far have improved reliability of FEC coding, it still may be 
insufficient for multicast data delivery services that cannot tolerate lossy delivery of data, 
such as outlined in the full-reliability requirement.
2.2.2 Feedback-based Reliable Multicast Delivery
In multicast transmission with closed-loop communications, the loss detection and recovery 
schemes might cause an enormous number of feedback messages (i.e. ACKs, NACKs, etc) 
over the return channels with limited capacity. On one hand, feedback is essential in 
improving system performance where adaptive mechanisms are employed. On the other hand, 
collecting feedback from a large set of users is a challenging task in wireless and satellite 
communication systems, since the uplink bandwidth has to be shared among users and 
resources are normally limited. This problem is called ‘feedback implosion’ in the system. 
The problem may cause instability in channel access and lead to poor overall system 
performance. In addition, long propagation delay could result in cost inefficiency in 
implementing real-time or online return link communications. An example of such a network 
is a closed-loop bi-directional satellite network architecture as illustrated in Figure 2-2. 
However, the problem is not impossible to solve, as careful tuning of uplink parameters not 
only avoids the known feedback implosion problem, but also achieves a considerable gain in 
feedback collection and suppression in a satellite environment. For example, to avoid NACK 
feedback implosion, protocols have been designed to suppress redundant NACK 
transmissions among a group of receivers using probabilistic techniques [Bertsekasl987]. In 
these protocols, receivers calculate their own back-off timer to delay repair request 
transmission. To be specific, NACK is only transmitted if it is not superseded by an
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overriding repair request by another receiver. In [Nonnenmacherl999], three timer 
distributions are considered, namely uniformly-distributed, beta-distributed and 
exponentially-distributed timers, in the context of reliable multicast feedback. From the 
analytical results, it is found that an exponentially-distributed timer is superior to the other 
two timers in terms of scalability because it is insensitive to the number of receivers. 
Furthermore, assuming only a fraction of the total receivers are sending NACK, the 
exponentially distributed timer results in faster feedback from the subgroup compared to other 
timers.
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Figure 2-2: An example of satellite network architecture with access to return link such that 
feedback-based mechanism can be implemented [Akkor2003]
In this section, the main issues of reliability in multicast transmission are discussed; from loss 
detection at the user terminals, to mechanisms where the loss can be recovered or reduced, 
depending on the network layout of the system. In the final part of the section, the feedback 
implosion problem and potential techniques for suppression are studied. In the next section, 
the discussion focuses on reliable delivery at the transport layer, with consideration of bulk 
data dissemination applications. Specifically, the existing and available feedback-based 
reliable multicast transport protocols for satellite networks are presented.
2.3 Feedback-based Reliable Multicast Transport Protocols
In the literature, there are several feedback-based reliable multicast transport protocols for 
bulk data dissemination, but this chapter will concentrate on three selected ones because of 
their suitability to our system reference architecture; TCP-Peachtree [Akyildiz2004], Satellite 
Reliable Multicast Transport Protocol (SRMTP) [Wang2003], and Multicast File Transfer 
Protocol (MFTP) [Millerl998]. While TCP-Peachtree cannot provide effective solutions to 
satellite-specific problems in a scenario where receivers do not have terrestrial
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interconnections, both MFTP and SRMTP are promising solutions for such a scenario. 
SRMTP is based on a sliding-window mechanism with a fixed window length. The design of 
the protocol focuses on the link between the satellite and the gateway or user terminals and 
uses ARQ to support reliable delivery. Feedback messages from multicast receivers cany 
both ACK and NACK semantics. SRMTP also dictates a return link access scheme based on 
TDMA (Time Division Multiple Access) with round-robin time slot allocation.
On the other hand, MFTP transmits the data product in passes during which the multicast 
server collects feedback messages in the form of ACK and NACK messages from receivers. 
An important feature of MFTP is tliat retransmissions of lost fragments of the data product 
have to wait till the end of the cunent pass. Another important feature of MFTP is the format 
of NACK messages. The data transmission from the server to receivers happens in blocks, 
each of which is composed of a number of Data Transmission Units (DTU) of fixed length. 
Each NACK message is a bit map that corresponds to a block where each bit coiTesponding to 
a DTU that is part of the block. The bit value is “0” if the corresponding DTU is received 
correctly; otherwise, it is “1”.
The most significant difference between SRMTP and MFTP is that on the return link, 
SRMTP employs round-robin TDMA to avoid collisions. A further important distinction 
between the two protocols is that SRMTP makes use of a stop-and-wait mechanism for 
acknowledgments to process retransmission. In particular, the sender retransmits the indicated 
lost packets after a NACK is received, even while the sender is transmitting the original data, 
whereas in MFTP, the sender retransmits lost packets after completion of the original 
transmission.
In other words, the way retransmissions are handled in MFTP and SRMTP may have 
significant consequences. In SRMTP, multicast data transmission can be intenupted by the 
retransmission of a segment that is lost by only one receiver among thousands. Hence, in 
SRMTP, all multicast receivers may suffer from the increased file transfer delay due to the 
bad channel conditions of a few receivers. The problem will be exacerbated when the 
multicast delivery encompasses several spot beams. In this case, a particular spot beam with 
bad channel conditions may cause re-transmission for all spot beams. In contrast, because 
MFTP transmits the file in passes, deferring retransmissions until the end of each pass, it 
allows those receivers with good channel conditions to finish their file transfer earlier than the 
receivers with bad channel conditions. Indeed, from the perspective of individual users, 
MFTP is better than SRMTP. Furthermore, in a multiple spot beam scenario, MFTP 
guarantees that retransmissions will only take place in spot beams with lost segments.
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Therefore, the simulation analysis will initially focus on the performance of MFTP as used in 
the Broadband Global Area Network (BGAN) system.
In conclusion, the fundamental differences between MFTP and SRMTP are listed below:
(i) Retransmissions of lost segments in SRMTP pre-empt the transmission of new data. 
In MFTP, retransmissions of lost DTUs have to wait until after the end of the current 
pass of DTUs.
(ii) Access to the return link in SRMTP for feedback message transmission is governed 
by a round-robin time slot allocation mechanism on top of a TDMA link; feedback 
message collision is precluded. MFTP assumes a contention-based return link access 
scheme for feedback transmission.
(iii) Feedback messages cany both ACK and NACK information in SRMTP, MFTP 
defines separate ACK and NACK messages both of which have to be explicitly 
requested by the MFTP server.
Due to the advantages and suitability of MFTP over other feedback-based reliable multicast 
transport protocols, MFTP is chosen as the transport layer implemented in our study. In the 
next section, the components and operation of MFTP are presented in detail.
2.3.1 Multicast File Transfer Protocol (MFTP)
MFTP, which is a feedback-based reliable multicast transport protocol that operates on top of 
User Datagram Protocol (UDP), is chosen as the reliability mechanism in the context of the 
study considered in this thesis. It is designed for an efficient and reliable delivery of non real­
time data products to a large number of clients simultaneously over a multicast group in a 
multicast IP-enabled network. More specifically, MFTP uses a NACK-based error correction 
scheme where the multicast server is almost constantly sending data and very seldom stops 
transmission to wait for feedback from terminals. Because of this underlying principle, MFTP 
is especially suited for transmission over links with long propagation delays, such as satellite 
links. On the other hand, this makes MFTP unsuitable for real-time applications.
It is the motivation of scalability in designing any multicast transport protocol such as MFTP 
to be able to manage large number of simultaneous receivers / terminals. The experimental 
results reported in [Startburst98] shows that up to 10,000 receivers are emulated in one closed 
group transmission and no significant group performance degradation was observed. The 
MFTP specification defines two protocols: Multicast Control Protocol (MCP) and Multicast
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Data Protocol (MDP). MCP deals with multicast group management issues such as 
joining/leaving a multicast group and multicast service advertisement while the MDP deals 
with efficient multicast of the data product to those clients that are already registered to a 
multicast group.
The MFTP group management defines three multicast groups; closed groups, open limited 
groups, and open unlimited groups. In closed groups, the MFTP server specifies the MFTP 
clients that are allowed to participate in the data transfer. All other clients are prohibited from 
receiving the data product. In open limited groups, the server does not specify which clients 
may participate in the data transfer. Any client that wishes to receive the data is required to 
register with the server. The server may limit the number of participants based on its own 
resomces or some other criteria. In open unlimited groups, the server does not specify which 
clients can participate in the data transfer, and the clients that wish to receive the data product 
are not required to register with the server.
The MFTP specifies a first level of congestion control. The start of a session is announced to 
the group receiving the data. A packet loss threshold is included as part of this announcement. 
Receivers then measure their packet losses, and if their loss exceeds the threshold they are 
obliged to leave their multicast group. Data transmission rate is set by the MFTP server in an 
open-loop manner. The algorithm to be used to control transmission rate is unspecified. In the 
following sections, the MDP part of the MFTP protocol is described in more detail.
2.3.1.1 MFTP MDP Protocol Description
The MDP is composed of three phases: product announcement phase, product delivery phase, 
and product completion phase. Product announcement phase deals with informing group 
members that a data product is about to be multicast. In response, in closed and open limited 
groups, the clients interested in the advertised data product send their registration messages. 
The details of the product announcement phase will not be presented in this section. An 
important functionality of this phase is the dissemination of some important MDP-related 
parameters to the clients prior to the delivery of the data product. These parameters include 
block size. Data Transmission Unit (DTU) size, data product size, and data transfer duration. 
The product delivery phase deals with the multicast delivery of the data product to the clients. 
The data product is divided into a number of blocks. Each block is composed of a fixed 
number of DTUs (Data Transmission Unit). Each DTU is of fixed length. Possible exceptions 
to these rules are the last block and the last DTU in the last block. Each DTU is statically 
allocated the block number and the DTU number within the block. This static numbering is 
required to enable the receiver to unambiguously reassemble the data product. As mentioned
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earlier, block size and DTU size parameters are disseminated to the clients prior to the 
product delivery phase. Figure 2-3 below shows the relationship between file, blocks, and 
DTUs.
File
Blocki Blocks Blockk
DTU, DTU-
DTUj
Figure 2-3: Data product, M FTP block, and DTU relationship
In MFTP implementation, data is transmitted in passes. Lost DTUs can only be retransmitted 
in the next pass. If any DTU retransmissions are required, then the server makes another pass 
(i.e. pass number 2) through the file, but sends only those DTUs that were reported as missed 
by at least one client. Additional passes may be required to successfully deliver all DTUs to 
all MFTP clients. The DTU is the basic unit of data for retransmission; no data unit shorter 
than a DTU can be retransmitted. The protocol does not specify the DTU size. It is 
recommended that the DTU size is set equal to the MTU (Maximum Transfer Unit) size that 
can be supported by the underlying network. The product delivery phase is followed by the 
production completion phase, which deals with terminating a data product transfer.
This section has presented feedback-based reliable multicast transport protocol, specific to bi­
directional satellite netwoks. In the first part of the section, two transport protocols which suit 
the network layout requirements are compared; MFTP and SRMTP. MFTP is selected due to 
its better performance compared to SRMTP.
2.4 Summary
In summary, this chapter presents the background and issues related to multicast transmission 
over wireless and satellite networks. The issues include reliability, scalability, QoS and 
bandwidth requirements, routing, membership and network dynamics. However, the chapter 
specifically focuses on issues related to reliability and scalability, such as feedback 
supiTcssion, loss detection, recovery and reductions. Then, the highlight moves to feedback- 
based reliable multicast transport protocols at transport layer. From the available protocols.
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the MFTP is selected as the transport protocol considered thi'oughout the thesis. The MFTP is 
chosen because of its attractive advantages and suitability wihtin the considered reference 
system architecture. More importantly, via the implemented transport protocol, the 
retransmission mechanisms drive the design of our proposed resource allocation algorithms 
which will be discussed from Chapters 4 until 7. Before discussing the proposals, an equally 
important issue will be discussed in the next chapter, which is scheduling for multicast 
transmission. The available scheduling schemes will be explained and compared in regards to 
their attributes and aims. From there, a problem statement within the reliable multicast 
transmission is addressed, which is to increase resource utilisation and efficiency by aiming 
for higher likelihood for successful transmissions and reducing eiToneous reception.
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Chapter 3
Scheduling Issues in Wireless and Satellite Systems
In this chapter, scheduling issues over wireless and satellite networks are discussed. The 
generic issues may be valid for both unicast and multicast scheduling, however, there are 
some multicast-specific issues that modifies scheduling techniques for multicast transmission. 
The discussion on scheduling techniques are presented with favouritism on uni-directional 
and bi-directional GEO satellite networks before the chapter is concluded.
3.1 Scheduling Issues in Wireless Communications
In the cunent and future technology, the involvement of broadband wireless network as an 
integral part of the global communication infrastructiu'e is undeniable. With the rapid growth 
in popularity of wireless data services and the increasing demand for multimedia applications, 
it is expected that the next generation wireless networks will provide services for 
heterogeneous classes of traffic and Quality of Service (QoS) requirements. Consequently, 
there is a need to develop technologies for QoS provisioning and guarantees in wireless 
networks. Among other technical issues that need to be resolved, packet scheduling in 
wireless network is one of the most important. Technically, scheduling algorithms are 
mechanism for bandwidth allocation and multiplexing at the packet/slot level. From radio 
resource management standpoint, admission and congestion control policies are all dependent 
on the specific scheduling algorithms in use. Scheduling algorithms in wired networks, such 
as Earliest Deadline First (EDD), Fair Queuing Scheduling and virtual clock, on the other 
hand, have to be modified should they need to be used in tlie wireless networks due to lack of 
considerations to varying wireless link capacity and location-dependent channel conditions.
As mentioned in the Chapter 2, wireless networks have several challenges that do not exist in 
wired networks. These characteristics make designing efficient and effective scheduling 
algorithms for wireless networks very challenging. A list of propositions and mechanisms for 
scheduling in wireless networks is available in the literature. In order to present a 
comprehensive survey and in-depth discussion on packet scheduling in wireless networks, it
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is essential to outline what is exactly needed in designing such scheduling techniques. From 
[Zhang1995], [Shakkotai2003], [Cao2001], it is desirable for scheduling algorithms in 
wireless communications to possess the following attributes;
(i) Efficient link utilisation.
(ii) Successful delivery under certain QoS.
(iii) M a in ta in  p e rfo rm an ce  u n d er eiTor-prone fluc tua ting  w ire less ch an n el cond itions.
(iv) Fairness requirements of users.
(v) Simple to implement and abide to the power constraint.
It was initially discussed how wireless communications create an environment where the 
channel capacity varies over time according to the fluctuating channel conditions experienced 
by the users. For example, particularly with the absence of direct Line-Of-Sight (LOS), it 
turns out that the variability of the attainable transmission rate does not allow the network to 
support hard QoS guarantee. However, the scenario can be avoided by implementing a 
mechanism for QoS support, integrated into the scheduling algorithms. There is a long list of 
QoS-driven scheduling techniques in the wireless environment scenario, particularly in 
unicast transmission: [Baldi2000], and [Grilo2003] to name a few. The QoS parameters under 
considerations are dependent on the services intended for transmission. Basically, the 
schedulers can achieve QoS guarantee deterministically, in which the network must provide 
soft QoS guarantee constrained by minimum channel quality not exceeding certain thresholds. 
In addition to the QoS guarantee in regards to the variability of resources in wireless 
communications, it is essential for a scheduling algorithm to aim for minimisation of 
inefficient transmission on erroneous links. In other words, the objectives of a scheduler in 
this context are to increase resource utilisation whilst meeting the specified QoS.
It is important to note that apart from resource efficiency, fairness criteria is also central to 
scheduling problems in wireless networks. Without a good fairness criterion a user with 
‘poor’ condition (in terms of channel condition or monetary value of service payment), could 
be deprived from accessing the network resources, contradicting the ‘anywhere, anytime’ 
accessibility claimed by wireless communications. However, the definition of fairness for 
wireless scheduling should depend on the service model, traffic type and channel 
characteristics. Some fairness issues and their solutions are found in [Liu2003] and 
[Bennetl996]. In [Liu2003] for example, two fairness criteria are studied -  temporal and 
utilitarian. The former describes fairness in terms of time-slots, or resources to users in a 
TDMA-based system, whereas the latter depicts the fairness issue in the form of granting 
throughput/performance values to the users assigned to the time-slots. Optimal policies are 
proposed according to the two fairness criteria, in a scenario where opportunistic scheduling
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is implemented to improve spectral efficiency by exploiting time-varying channel conditions. 
The opportunistic scheduling achieved improvement in system performance whilst 
maintaining QoS and users’ fairness requirements.
In [Cao2001], several unicast scheduling algorithms are comprehensively discussed. The 
scheduling algorithms are identified according to their design features. The classification, 
advantages and disadvantages of each unicast scheduling algorithm is as follows:
i) Channel-dependent scheduling algorithms and its variants, such as Channel State 
Dependent Packet Scheduling (CSDPS), and CSDPS combining Class-Based Queueing 
(CSDPS+CBQ). The algorithms benefit the flows which are always good channel conditions. 
For such flows, the algorithms pushing the transmission at promised rate, degrading other 
flows with poorer channel conditions.
ii) Ideal referencing to wired scheduling algorithms, such as Idealised Wireless Fair Queing 
which is based on the Weighted Fair Queuing (WFQ) for wired networks and Wireless Fluid 
Fair Queing (WFFQ) which is derived from Fluid Fair Queuing. The algorithms relatively 
enjoy long-term and short-term fairness guarantees. However, they are highly complicated to 
implement because they need to simulate an error-free system and keep the record of and 
update the amount of services received in the system;
iii) Scheduling algorithms that uses explicit compensation counter or server to compensate 
flows whose packet transmission is deferred because o f link errors, such as Server-Based Fair 
Approach (SBFA) and Improved Channel-State Dependent Packet Scheduling (I-CSDPS). 
The algorithms are relatively simple and easy to implement whilst providing throughput 
guarantees. However, similar to channel-dependent scheduling algorithms, they always favour 
flows with good channel conditions which is viewed unfair to other flows.
The scheduling algorithms discussed so far are valid for unicast transmission, where the 
scheduling decision is point-to-point and affect only one user. However, this is not the case in 
scheduling for multicast transmission, where scheduling decisions involve all users within the 
same multicast group. As users are diversely located within the multicast service area, each 
user may experience different channel conditions depending on the user location and 
mobility. In the next section, scheduling for multicast transmission is studied. The concerns 
on heterogeneity in multicast transmission scenario, either due to user location or applications 
and service requirements, is addressed. The section ends with a comparison of the discussed 
scheduling algorithms for multicast transmission.
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3.2 Scheduling for Multicast Transmissions
The multi-user diversity in multicast transmission imposes central questions in designing 
scheduling algorithms,. These questions are:
(i) How can users be supported simultaneously with acceptable QoS for all users, 
given different channel condition experienced by each user?
(ii) How can full-reliability be provided as some users with poor channel condition 
might not receive the same data as successful as the users with good channel 
condition?
(iii) How can bandwidth be fairly and optimally allocated with certain degree of 
reliability to support the transmission of multicast services?
(iv) How can scalability be assured such that large number of users can be supported 
whilst maintaining QoS and network performance?
A fair scheduling scheme should take into account the different amounts of service requests 
and the different sizes of recipients’ groups. As far as MBMS transmission is concerned, a 
service with high demand from the users should be transmitted more often. From the sender's 
point of view, a fair scheduler should consider eiToneous channels in the wireless links, 
because it is susceptible to the uncorrectable errors. In essence, a scheduler that needs to 
achieve content-level fairness should adapt to the receivers’ demands, network congestion, 
dynamically-changing content database and transmission eiTors.
hi the literature, there are several MBMS scheduling algorithms that consider fair scheduling 
in the presence of an MBMS carousel service. More specifically, the fair scheduling 
algorithms consider demand probability and the time it needs to broadcast the service as 
parameters of global profile in which all user profiles are aggmgated [Vaidya2000]. Such 
algorithms are termed as basic-online algorithms, bucketing algorithm and adaptation of 
Packet Fair Queuing (PFQ). All three algorithms have one common rule; they all depend on 
an optimisation solution, which is called the square-root-rule to achieve the best results. The 
online algorithm uses the square root rule to prioritise services such that a service with the 
highest priority index should be broadcast next. The bucketing algorithm, on the other hand, 
uses knapsack-problem approach where services with a similar ratio of demand and service 
index are fitted into the same bucket to achieve optimal access time. The final fair scheduling 
algorithm discussed in the paper is the adaptive fair queuing finds optimal spacing between 
transmissions with the presence of uncorrectable errors in the algorithm’s calculation of the 
square root rule. The approach is extended in [Knappmeyer2007] in regards to service priority 
and guaranteed average access time. The extension provides an in increase performance by
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coping with lossy channels through adaptation to congestion and enabling priority classes to 
guarantee a certain QoS.
Due to the characteristics of the wireless communications where the channel conditions 
dictate the perceived QoS and data integrity at the user terminal, data rates attainable by 
individual users within a multicast group can be variable where users are spread over a large 
coverage area. In order to explain this scenario assume that the transmission between the 
sender and the user is one-to-one (unicast transmission). If the sender sends data at a higher 
transmission rate than the user can handle, then the data might not be decoded successfully. In 
multicast transmission, all users in the multicast group are subject to the same transmission 
rate set by the sender. Thus, it is challenging for the sender to decide a transmission rate 
suitable for all users in the group. If it sends data at too high a transmission rate than what the 
users are capable of, then too many users may not receive correct transmissions. However, if 
the sender sends data at too low a transmission rate, then the users with good channel 
conditions will be degraded as they are subject to lower transmission rates. In essence, the 
task of the sender is to decide at what rate to transmit to the group.
The challenge calls for adaptive transmission techniques where transmission rate is adaptively 
set with the aim to increase user tlnoughput and fairness. One of the obvious solution is to fix 
the multicast transmission rates to the lowest rate requested by the users in the group in order 
to satisfy all users. However, the approach degrades the performance of other users with 
better channel conditions. In [Won2007], two multicast scheduling schemes are proposed 
which leverage unicast feedback of Data Rate Control (DRC) rates to select an appropriate 
multicast data rate and a group for transmission in each slot. The scheduling algorithm is 
called Inter-group Proportional Fair (IFF) and Multicast Proportional Fair (MPF). The
former’s objective is to maximise the sum of logT/for all groups, where T /the  group 
throughput for group k, while the latter aimed to maximise logT^ -, where T, is the receiving 
throughput of the user i, From the results, it is found that both scheduling algorithms can 
indeed maximise their respective objectives. In fact, IPF maximises the group rate whereas 
MPF does not consider group throughput, but focuses on equalising user fairness.
Another multicast scheduling algorithm that works from the Proportional Fair (PF) concept is 
discussed in [Koh2008], where the group fairness is the ultimate aim of the algorithm. The 
scenario in which the algorithm is tested considers one multicast group and the algorithm 
decides which transmission rate to adopt in each slot. The algorithm achieves lower outage 
probability, reflecting higher fairness factor. However, it performs poorly in terms of average
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rate per user. Note that the multicast scheduling algorithms in the two papers ([Won2007] and 
[Koh2008]) are executed every Time Division Multiplexing (TDM) slot. In [Hwang2002], on 
the other hand, a multicast scheduling decision is run on a per-frame basis. Over a fixed 
number of slots in the frame, several slots in the frame are assigned to one transmission rate, 
and the rest to another transmission rate. The slot allocation is obtained from an optimal 
solution that maximises the sum of data rates with minimum outage probability. The optimal 
solution is implemented at the sender, based upon a set of hierarchical layers according to 
importance. The base layer which contains the most important information is sent at the 
lowest rate whilst the higher layer is sent at a higher rate. The relative size of each layer 
within a frame and the data rates the layers are sent are chosen to maximise the total sum of 
data rates for a given outage probability. The simulation results show that the proposed 
algorithm is superior to conventional fixed transmission rates in terms of outage probability 
and total data rate.
The scheduling algorithms for multicast transmission described in this section tackle fairness 
issues at various level; user-, group-, resource- or content-level, via combinations or stand­
alone adaptive, optimisation or static approaches. Apart from meeting the fairness 
requirements, the QoS requirements subject to the reliability and scalability concern are also 
the main drive in designing the scheduling algorithms for multicast transmission. The 
algorithms described so far consider transmission over generic wireless networks. In the next 
section, scheduling algorithms explicit to GEO satellite networks will be presented. In this 
case, satellite-specific issues such as long propagation delay and hybrid/satellite-alone 
reference system architecture may influence the design of both unicast and multicast 
schedulers.
3.3 Scheduling Issues in GEO Satellite Networks
As mentioned briefly earlier, the GEO satellite network architecture may involve either a pure 
satellite network or a hybrid combination with the terrestrial network. Apart from the 
propagation delay, dependency or the lack of it on the interaction between the user teminals 
and the RAN also plays an important role in designing a scheduling algorithm in satellite 
networks. For example, the absence of the return link which results in short of the terminal- 
RAN direct interaction necessitates irrelevat downlink power control. More generally, this 
implies that the RAN, and specifically the scheduler at the RAN, has to do without the 
assistance of user-supplied measurements regarding the quality of the downlink 
transmissions. In a bi-directional satellite network, however, the scheduling design may 
exploit feedback messages received from the users. The feedback messages, e.g., downlink 
channel conditions, bandwidth requirements, queuing status, transport-layer ACKTNACKs or
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round-trip-time delay, are dynamicallly used by the scheduler to increase system 
performance. Scheduling mechanisms in the two different network layout will be discussed in 
this section. Scheduling algorithms in unidirectional satellite networks are addressed in the 
first part of this section, prior to discussing the scheduling algorithms in bi-directional 
network layout.
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Figure 3-1 An example of a unidirectional link in multicast transmission: S-UM TS for S-DMB  
services with no return link [Karaliopoulos2004]
In S-UMTS standards, packet scheduling, which is an entity in RRM along with Admission 
Control (AC), Load Control (LC) and Radio Bearer Allocation and Mapping (RBAM) 
function, is responsible to time- and power scheduling. In a scenario where the transmission is 
unidirectional in nature, as shown in Figure 3-1, the absence of a satellite return link means 
that the radio access network (RAN) cannot have real-time feedback from the user group. 
This constraint restricts the system short-term RRM functions: no power control is feasible, 
and the packet scheduler decides without knowledge of the state of individual channels. 
Hence, the design of packet scheduling algorithms within such scenarios should adhere to the 
lack of feedback from the users. In [Karaliapoulous2004], the authors adopt two basic 
scheduling techniques from wired networks into the S-UMTS scenario for time-scheduling 
mechanism. In the paper, the proposed scheduling algorithms are namely Multi-level Priority 
Queuing (MLPQ) and the cellular-equivalent WFQ algorithm. In addition to the scheduling 
algorithm implementations, the paper also proposes two mapping techniques between 
logical/transport channel onto physical channels - power-aware and bin-packing methods. The 
former method aims to make efficient use of power resources whereas the latter aims to fully 
utilise as few physical channel as possible. The results show that a general trend of 
performance is observed -  the MLPQ based scheduling features high delay values per packet
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for services with low priority. However, the MLPQ algorithm with bin-packing performs 
better in terms of easy tuning of Transport Format Combination Set (TFCS). On the other 
hand, the WFQ algorithm is more sensitive to the TFCS selection process and the packet level 
dynamics of the flow have not allowed any significant reduction of the individual channel 
range.
However, the single-channel mapping techniques discussed in [Karaliapoulus2004] do not 
optimise the number of transport/physical channels and do not consider reducing residual 
capacity in the transport layer due to the single channel mapping. This inefficiency is avoided 
by improving the transport/physical channel utilisation, as presented in [Du2007a]. More 
specifically, 2-level chamiel mapping is proposed rather than single-level channel 
multiplexing. In general, two mechanisms -  Optimum Estimation Algorithm (OEA) and 
Power Optimisation Algorithm (POA) are implemented as a radio resource allocation (RRA) 
strategy to minimise the required number of physical channels and to reduce residual capacity 
in the transport channels as well as to reduce total transmission power.
Another approach to packet scheduling within the S-UMTS scenario is cross-layer. In general, 
cross-layer in RRM has shown to increase system performance via signalling at the expense 
of sharing/transferring of information between adjacent or non-adjacent layers. This approach 
has been implicitly implemented in [Du2007b] where service QoS demands, queuing 
dynamics and dynamic rate matching (DRM) are reflected in the design of the packet 
scheduler. The proposed cross-layer technique demonstrated better performance compared to 
MLPQ schemes in regards to the performance in delay, jitter and channel utilization, 
transmission power consumption and total transmission capacity.
As mentioned earlier, scheduling algorithms for S-UMTS networks described in the previous 
paragraphs consider a network layout with no feedback link between the user terminals back 
to the RAN. However, in an architecture with feedback link availability, the scheduling 
algorithms should be designed such that user-supplied condition updates are exploited. The 
importance and the significance of the feedback-based transmission relies on how the 
feedback messages are employed to the system’s advantage. Indeed, the feedback messages 
from the users can be any information from the terminal-side requested by the RAN such as 
the ACK/NACK messages, the transmission round-trip-time, the terminals’ queue status, the 
channel conditions, or the requested transmission rates. Although the ‘feedback implosion’ 
problem due to the limited return channel is a potential problem in any closed-loop 
communications, several approaches have been available in the literature to reduce the 
problem. One of tliem is via an optimization approached using protocol timers and proxying
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mechanisms [Nonnenmacherl999], where scalability can be achieved whilst feedback 
implosion problem can be reduced. On the other hand, power constraints at the terminal 
requires a good scheduling algorithm to have the minimum number of scheduling related 
control messages, i.e. less signalling overhead. For example, a scheduling algorithm that 
requests updates of the user’s queue status, packet arrival time, channel state with high 
frequency is not a good scheduling algorithm because it demands not only results in high 
energy consumption at user terminals but also increases traffic volume in the return link. 
Furthermore, particularly in implementing highly-varying feedback information, a primary 
caution has to be addressed. To be specific, consider fluctuating channel conditions observed 
by the terminals as the feedback message of interest. In order to ensure reliable feedback 
information to be received by the RAN, the variation durations should at least be higher than 
the propagation delay. Otherwise, channel prediction techniques can be implemented to 
predict the channel conditions. For other real-time feedback messages, similar concerns need 
to be observed, because outdated/absolete information might reduce the accuracy and the 
reliability of any decisions made based on the reported feedback. However, in this section, 
though, it is not our intention to discuss the mechanisms for feedback messages collection and 
suppression, rather, the aim is to study the feedback-based related scheduling algorithms 
available in the literature. On the other hand, the specific policies on feedback messages 
collection and suppression are throughly presented in Chapter 5.
Herewith, the focus of the discussions is back on the feedback-based scheduling algorithms, 
which are also termed as opportunistic scheduling. It is found that the techniques not only 
guarantee QoS requirements [Liu2005], but also increases bandwidth utilization 
[Viswanath2002]. Certainly, successful transmission of feedback messages can be utilized by 
various pait of a system and benefits the system perfonnance. One of the advantages, which is 
becoming increasingly popular, is the enhancement of spectral efficiency while adhering to a 
target error performance over wireless channels by adaptively selecting a combination of 
modulation and coding. This technique is termed as Adaptive Coding and Modulation (ACM) 
[Alouini2000], [Chung2001], [Goldsmithl997], [Hole2000], [Pm*sley2005]. Due to its 
attractive error rate performance characteristics, ACM has been adopted in several standards 
in mobile networks: 3GPP, 3GPP2, HyperLAN/2, IEEE802.ila, IEE805.15.3, IEEB802.16 
[3GPP TR 25.848 V4.0.0 2001], [3GPP2 C.S0002-0 Ver. 1.0 1999], [IEEE Standard 802.16 
Working Group, 2002]. Likewise, in satellite networks, ACM is implemented in several 
standards: Inmarsat BGAN, digital video broadcasting -  satellite -  second generation (DVB- 
82) [ETSI EN 302 307] and Satellite-High Speed Downlink Packet Access (S-HSDPA) 
[TR25.855]. Similarly to the operation of opportunistic scheduling, the application of ACM in 
these standards depends on the channel conditions experienced by the user terminals in the
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forward link. In the Inmarsat BGAN, however, the term ‘link adaptation’ is used to refer to 
the ACM technique. In the technique, the channel conditions becomes the feedback message 
of interest, reported by the terminals back to the resource manager (scheduler) at RAN. The 
opportunistic scheduler is responsible in the assignment of combinations of coding and 
modulation in the forward link, such that data can be received successfully at the terminals 
depending on the reported CSI.
An example of ACM implementation in S-HSDPA is found in [Giambene2007], (
Figure 3 - 2), in the face of long propagation delay in satellite communications. The paper 
addresses this challenge by applying ACM on the basis of non-accurate knowledge of 
fluctuating channel state due to round-trip delays. The CSI of interest is Signal to Noise and 
Interference Ratio (SNIR), which is then converted to a Channel Quality Indicator (CQI) 
value. The CQI value is sent to the RAN via the uplink slot with a certain periodicity. Upon 
reception, the scheduler determines which is the most suitable combination of coding and 
modulation to be applied. However, the scenario considered in the paper is for unicast 
transmission where only one user equipment (UE) per TTI are allowed to transmit. 
Nevertheless, it is worth mentioning the S-HSDPA scheduler in use, which are Proportional 
Fairness (PF) from [KoldingOS] and Proportional Fairness with Exponential Rule (PF-ER) 
[EntrambasaguasOS]. From the results, it is found that PF-ER shows better performance for 
video traffic since PF-ER has additional parameter on transmission delay that PF is lack of.
G E O  b fiil-p ipe  
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Figure 3 - 2 An example of scheduling using feedback messages, S-HSDPA network architecture
[Giambene2007]
Initially in DVB-S2 standard, the scheduling policy is assumed to be weighted round-robin 
(WRR) [Vieira06]. The weights in the WRR algorithm are defined as relative frequency of
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access to the buffer. Whilst the WRR algorithm do not reflect fairness parameters which 
results in poor flow throughput, [VieiraOô] proposes tunable fairness scheduler that assigns 
the weights according to fairness parameters to increase fairness and throughput performance. 
The aim of the paper is to tackle capacity dynamics, where capacity is time- and location- 
variant. The proposed tunable fairness scheduling algorithm demonstrates that fairness-based 
capacity allocation system should be adaptively tuned to the needs of different operators 
following capacity variations. However, the paper focuses only on long term channel 
information without the considerations of short-term variations of channel conditions. The 
discussed S-HSDPA and DVB-S2 so far are indeed the standards relating to the transmission 
in the forward link. In the DVB-RCS standard, the return link is implemented using Multi- 
Frequency Time Division Multiple Access (MF-TDMA). In this context, [Lee2003] (Figure 
3-3) has proposed a scheduling algorithm called the Very Efficient Dynamic Timeslot 
Algorithm (VEDTA) to maximize return link throughput via timeslot scheduling for each 
superframe. The technique reduces computational complexity by reducing the duration used 
to solve the specified problem, to even shorter than the duration of the superframe itself.
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Figure 3-3 An example o f a DVB-RCS system configuration ILee20031
The scheduling techniques discussed for unicast and multicast transmission within wireless 
and satellite networks are summarised in Table 3-1. The criteria of classification are basically 
the target the scheduling techniques are aimed at; namely fairness achievement, priority 
characterisation, power-awareness, QoS-awareness, reliable delivery, and throughput 
maximisation. As suggested in Table 3-1, most scheduling techniques cater for specific aims 
within a particular system architecture. From the table, it is observed that regardless of the 
architecture or the transmission mechanisms the scheduling algorithms are designed for, the 
two design criteria are common for the discussed scheduling algorithms; which are fairness
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and resource or throughput optimisation. This shows that the two objectives are essential in 
ensuring succesful scheduling mechanism in wireless and satellite networks, particularly in 
efficient link utilization and fairness requirements of users.
In our case, the envisaged scenario is to have reliable multicast delivery to cope with 
fluctuating channel conditions with the aim to increase resource utilisation in both uplink and 
forward link transmission. From the list of possible scheduling techniques for multicast 
transmission in Table 3-1, only two falls within the reliable delivery scope. However, both 
considers partial-reliable multicast services within uni-directional system architecture. 
Although several scheduling techniques are available for feedback-based transmission, none 
of them is suitable for multicast transmission with the consideration of user heterogeneity due 
to channel conditions. Hence, in Chapter 4 and 7, to fill the gap in scheduling mechanism to 
support feedback-based reliable multicast transmission in the face of independent lossy 
channels observed by the terminals, several scheduling mechansims are proposed. The 
proposed scheduling algorithms are designed with the support of channel state information 
(CSI) fed from users back to the Radio Access Network (RAN). Indeed, the implemented 
MFTP at the transport layer has contributed to the achievements achieved by the proposed 
algorithms.
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3.4 Summary
This chapter describes scheduling issues in wireless and satellite networks. The different 
requirements in unicast and multicast scheduling are addressed before the discussions 
specifically concentrate on multicast scheduling techniques. In GEO satellite networks, 
several scheduling techniques with feedback mechanism is studied, mostly in an adaptive 
system where transmission rate in the foi*ward link are configured based on channel 
conditions reportings. In summary, a wide-range of outstanding research issues are identified 
in this chapter;
1. Scheduling issues in wireless and satellite networks, such as user fairness against system 
throughput, whilst maintaining services and applications requirements in the face of 
fluctuating wireless links.
2. A study on unicast and multicast scheduling for reliable transmissions:
a) Feedback-based scheduling mechanism,
b) Scheduling techniques for multicast transmission,
c) Comparison of various scheduling techniques according to its key features and aims.
The following chapters focus on the main contributions of the research work in the thesis, 
specifically interactive cross-layer approach in multicast reliable delivery over GEO satellite 
networks. Chapter 4 investigates channel-aware scheduling mechanisms in forward link, with 
support from CSI updates from terminals. The aim of the scheduling mechanisms is to 
increase resource utilisation by reducing packet retransmissions while maintaining session 
delays. Chapter 5 investigates CSI collection and suppression mechanisms in the return link to 
complement the channel-aware scheduling algorithms described in Chapter 4. The integration 
of both forward and return link proposed algorithms, with consideration on real-time channel 
prediction technique is presented Chapter 6. Essentially, the aim of the integration is not only 
to configure CSI collection and suppression, but also to increase system and network 
performance. Finally, in Chapter 7, multicast link adaptation techniques are explored, with the 
objective to maximise user throughput whilst increasing resource utilization. The proposed 
multicast link adaptation technique is compared with other alternative link adaptation 
approaches for multicast transmission. The proposals presented throughout the chapters are 
made within the concept of feedback-based reliable multicast transmission with 
considerations of fluctuating channel conditions observed by the multicast terminals.
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Chapter 4 
Channel-A ware Scheduling Algorithms in Reliable 
Multicast Transmission
In this chapter, we propose two channel-aware scheduling algorithms that adaptively schedule 
forward transmission in an L-band geostationary satellite network, similar to the Inmarsat 
BGAN system. Indeed, physical and link layers of our reference system architecture are based 
on the BGAN system due to our participation in the ESA-sponsored BGAN Extension 
programme. The system considered in this chapter includes a reliable multicast transport 
protocol that operates at the transport layer and assumes receivers capable of measuring and 
feeding back to the scheduler their channel state information (CSI). The collected CSI 
becomes a valuable input to avoid unfavourable chamiel conditions to reduce the forward link 
resources that would be wasted on retransmitting lost slots. The proposed scheduling 
algorithms allow an efficient transmission of packets not exceeding the capacity of the RAN 
by reacting to terminals’ channel conditions. Specifically, scheduling parameters are updated 
based on the reported channel conditions in order to increase forward resource utilisation by 
reducing retransmitted packets and retransmission passes.
Indeed, the algorithms are designed with a cross-layer approach in mind. This arises in view 
of the fact that MAC-layer channel-aware scheduling algorithms, which are implemented at 
the RAN, make use of the physical-layer CSI from the terminals. Hence, in the next section, 
cross-layer design over wireless networks is studied and this is related to the problem tackled 
in this chapter, which is how to achieve high resource utilisation and reduced session duration 
in supporting reliable multicast transmission in fluctuating satellite channel conditions.
4.1 Introduction and Problem Statement
Cross-layer design suggests (possibly joint) adaptation of communication protocols and 
mechanisms at various layers according to the information collected at other layers of the 
network stack. The novelty of the cross-layer approach is to allow tire exchange of control 
information (signalling) among non-adjacent layers [Wang2003].
In [Giambene2006], two basic cross-layer approaches are defined:
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• Implicit cross-layer design: where there is no exchange of information among
different layers during operation, but during the design phase all layer interactions are
taken into consideration to perform a joint protocol optimization.
• Explicit cross-layer design: where signalling interactions among (non-)adjacent
protocol levels are employed so that dynamic adaptations can be simultaneously
performed at different layers.
The explicit cross-layer design solution has been widely deployed at different layers and in 
different scenarios [Wang2003], [Carneiro2004]. In implementing cross-layer design, the 
signaling can be exchanged from higher to lower layers (top-down approach) or from lower to 
higher layers (bottom up approach), as shown in Figure 4.1
T op -d ow n
signaling
Data link layer
Application layer
Transport layer
Physical layer
Network layer B ottom -upsignaling
Figure 4-1 Cross-layer interactions
In a framework where heterogeneous networks entail the need for adaptive mechanisms, a 
cross layer approach would be more effective and flexible. In wireless systems where both 
radio resources and power are strictly constrained, resource optimisation is needed when such 
an opportunity is not guaranteed by the current layered protocol stack. Specific to satellite 
communications, satellite resources impose special constraints with respect to terrestrial 
systems in terms of attenuation, propagation delays, fading, etc. In order to make the 
upcoming satellite networks fully realisable, meeting new services and application QoS 
requirements, many technical challenges have to be addressed that are constrained by the 
layered protocol architecture, typical of both ISO/OS I reference model and the Internet 
protocol suite.
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Specific to the interaction between the physical (PHY) and the MAC layers, which are the 
main themes of this chapter, [EN 302 307] shows how important it is that the resource 
allocation schemes (i.e. the access protocols and the scheduling techniques) be aware of the 
PHY layer behaviour and the related Adoption of Adaptive Coding & Modulation (ACM) to 
perform optimal choices, particularly in DVB-S2 scenario. In particular, under a feedback- 
based transmission via a return channel (either via teiTestrial link or via satellite), the adoption 
of ACM allows optimising the transmission parameters of each user on a frame-by-frame 
basis depending on path conditions, in the face of a unicast transmission in the forward link. 
Technically, more conservative transmission modes are employed during rain fades, resulting 
in reduced information bit-rate available for users. The employment of the ACM technique 
comes with the assumption that the resource management scheme makes allocation decisions 
on the basis of the knowledge of the current information bit-rate available for users. In 
[Celandroni2003] and [Celandroni2006], cross-layer techniques are implemented where the 
sender (i.e. master station) allocates bandwidth to the users (i.e. slave stations) proportional to 
the bandwidth requests and local channel conditions. To be specific, fade mitigation technique 
is used to countermeasure the fading attenuation by reducing the net available bandwidth, 
resulting in capacity gains at the transport level. In [Vieira2006], the cross-layer approach in 
the MAC and the physical layer are studied, with the introduction of fairness as a tunable 
parameter in the design of a forward link packet scheduler. Particularly, fairness factor is 
guaranteed by adapting the scheduler behaviour depending on the channel conditions.
Apart from the PHY-MAC cross-layer approach, bandwidth savings can also be achieved via 
cross-layer techniques between the PHY and the transport layer. In [Giambene2007b], 
resoui'ce allocation teclinique by adopting QoS constraints is presented. In particular, the 
implicit top-down method of cross-layer approach is executed when the transmission mode is 
selected based on maximizing the goodput performance at the transport layer. The TCP- 
driven selection of the PHY transmission modes proposed in [Giambene2007b] permits the 
improvement of the higher-layer goodput as well as the terminal satisfaction. The cross-layer 
approaches discussed so far considers unicast transmission in the forward link. In 
[Widmer2001], although cross-layer mechanism is not strictly addressed, the idea of the 
throughput-based scheduling approach is extended to multicast applications, where each 
receiver measures its own loss rate and estimates its RTT to the sender. Indeed, based on the 
cross-layer signalling, specifically the PHY layer terminal loss rate and the transport layer 
transmission delay, the sender then adapts its sending rate based on the received feedback 
message, with respect to the scalability issue in the multicast scenario.
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As explained in Chapters 2 and 3, several challenges in satellite networks are presented. The 
challenge considered in our study is that of transmission errors depending on the propagation 
environment. Furthermore, for interactive communications as referred in the system 
architecture, satellite networks can offer, at reasonable cost, only a limited retuin channel 
bandwidth. Reception of corrupted data may trigger requests for retransmission, and this 
translates into possible congestion and delay. In this context where power and bandwidth are 
costly resources, the application service provider would like to limit, as much as possible, the 
amount of transmitted data on both the forward and the return link, while making it available 
to as many receivers as possible on the forward link, in order to deliver a cost-effective 
service. Hence, in the context of providing reliable multicast, an important goal for any 
modification of such a system, is to decrease the probability of erroneous reception of the 
transmitted data [Arnal2004], For reliable multicast, depending on the transport layer protocol 
in place, a transmission would fail even if one terminal of the group did not successfully 
receive all of the content. Accordingly, the probability of unsuccessful transmission, and 
therefore the need for retransmission, increases with the number of receivers.
As far as this thesis is concerned, to date no research on resource management with the aim to 
increase resource utilisation by reducing overhead due to the retransmission process is done. 
This study anticipates filling in this gap within the closed-loop control mechanism system 
architecture. To be specific, the study aims to improve resource efficiency in absolute reliable 
multicast transmission, in the face of fluctuating satellite channel conditions observed by the 
terminals. Particularly, this chapter investigates channel-aware scheduling in order to improve 
downlink resource utilisation and reduce session durations. With this aim as the main drive, 
throughout this thesis the cross-layer approach is engaged in the design of a channel-aware 
downlink scheduler, which resides at the MAC layer of the Radio Access Network (RAN) 
utilising the physical-layer CSI updated from the terminals. Particularly, in this chapter, the 
scenario considers each terminal in the multicast group experiences identical and 
independently distributed (i.i.d) bit energy per noise density (E,^/N„ ) which results in 
varying packet error rates. From the updates by the terminals, the CSI becomes the input to 
the scheduler in the forward link decisions. On this regards, two scheduling algorithms are 
proposed, which are termed Channel-Aware Scheduling (CAS) and Adaptive Downlink 
Transmission (ADT) for multicast applications. The challenge is that the scenario considers 
varying jN^ and varying packet eiTor rate. This is in contrast to the generic approach in 
fade mitigation techniques in the literature, which varies the transmission rates such that the 
terminals will observe fixed packet error rate. To be specific, the approach in our proposals 
maintains the maximum transmission rate in the forward link with the constraints of varying
41
Chapter 4 Channel-Aware Scheduling Algorithms in Reliable Multicast Transmission
packet error rate observed and reported by the terminals. More elaborative explanations on 
how this concept is achieved will be presented in Section 4.3.
This chapter continues with a description of the reference systems under consideration 
throughout the thesis before explaining the operation of the proposed channel-aware 
scheduling algorithms. The scheduling performance parameters are analysed via simulations 
and mathematical approximations prior to conclusion of the chapter.
4.2 Reference System Architecture
The reference system considered throughout this thesis is based on an L-Band transparent I
geostationary satellite network with star topology, similar to the Inmarsat BGAN  (Broadband j
Global Area Network) system shown in Figuie 4-2. The proposed scheduling mechanisms are 
implemented at the Radio Access Network (RAN) and a geostationary satellite relays 
multicast data products from the Multicast File Transport Protocol (MFTP) server to all 
multicast receivers via Mobile Terminals (MT) and MFTP Client. Throughout this thesis, 
each MT is assumed to represent one MFTP client; hence the MT is sometimes termed as 
terminal or receiver interchangeably. The Multicast Control Server (MCS) is indeed the 
Broadcast Multicast Service Node (BMSN) in the MBMS concept, which provides 
functionality that should be present within the Service GPRS Support Node (SGSN) and 
Gateway GPRS Support Node (GGSN) of a multicast-enabled Packet-Switched (PS) domain.
The scheduling and feedback implosion suppression mechanism is executed at the RAN and a 
GEO satellite relays multicast data products to all multicast receivers via Mobile Terminals 
(MTs) and MFTP Client (MC). For simplicity, each MT is connected to one dedicated MC.
We adopt a single satellite and single spotbeam scenario for MTs. We assume N  active 
receivers, possibly experiencing different propagation conditions. In this paper, we use an L- 
band channel model based on propagation parameters from [Braten2002], which will be 
explained in detail in Section 4.2.1.
Throughout this thesis, the reliable multicast transmission is achieved via the multicast 
StarBurst MFTP (Multicast File Transfer Protocol) [13], which is a feedback-based reliable 
multicast transport protocol that operates on top of User Datagram Protocol (UDP). MFTP is 
designed for an efficient and reliable delivery of non real-time data products to a large number 
of clients simultaneously over a multicast group in a multicast IP-enabled network. More 
specifically, MFTP uses a negative acknowledgments-based (NACK-based) eiTor correction 
scheme where the multicast server, almost constantly sending data, very seldom stops
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transmission to wait for feedback from terminals. Because of this rationale, MFTP is 
especially suited for transmission over links with long delay such as GEO satellite links. For 
more explanation on the implemented MFTP in the transport protocol, Section 4.2.2 is 
referred.
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Figure 4-2: Reference system architecture.
4.2.1 Propagation Model
The propagation environment of the Z-band satellite channel is modelled based on parameters 
from [Braten02]. The propagation parameters take values to match the extracted time-series 
parameters from measurements. Currently, we adopt a single satellite and single spotbeam 
scenario and N  active terminals, possibly experiencing different propagation conditions. 
Basically, the channel model makes use of a two-state semi-Markov model representing line- 
of-sight (LOS) and fading states. Each state has a probability governing the state transitions, 
i.e. either stay in the current state or switch to the other state. The propagation parameters 
dictate the eventual bit energy per noise density, . From the value oïEf,jN^ , the
appropriate bit error rate, BER, can be found according to the specified coding and 
modulation parameters. The terminal then calculates its respective packet error rate, p, based 
on the physical forward bearer slot size in bits. The packet error rate is indeed the channel 
state information (CSI) of interest in our work presented in this chapter. A more detailed 
explanation of the channel model is presented in Appendix A.
4.2.2 MFTP over BGAN
From the transmission point of view, throughout this thesis a principal difference between 
broadcast and multicast services are defined; broadcast services are transmitted on physical 
bearers whether or not a receiver is present, whereas multicast services are only transmitted 
on physical bearers on which authorised receivers are known to be present. The transport 
protocol to support multicast reliable delivery is achieved via a multicast transport protocol
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with a retransmission strategy that is based on StarBurst MFTP (Multicast File Transfer 
Protocol) [Millerl998]. The interaction between MFTP and the BGAN system is illustrated 
[ThilakawardanaO?] and shown in Figure 4-3.
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UDF TCP
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Bearer Control and 
Bearer Connection Layer
Physical Layer
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Figure 4-3: Operation of MFTP over BGAN system.
The focus of the performance analysis is on the evaluations of feedback-based reliable 
multicast transport protocols over the BGAN system. The feedback mechanisms incorporated 
in the system place demand on the return link transmission resource pool, which is the shared- 
medium satellite uplink capacity in the BGAN system. Due to the capacity constraints on the 
uplink, the choice and the configuration of the uplink MAC protocol and the overall satellite 
resource management will have great impact on the scalability and the performance of 
feedback-based reliable multicast transport protocols. The uplink issue, specifically the CSI 
collection and suppression to complement the uplink access scheme, will be discussed in 
detail in Chapter 5.
From the implemented transport layer protocol, i.e. MFTP, a multicast file is transmitted to all 
group members initially in its entirety. In response, the receivers send negative 
acknowledgments (NACK) indicating lost slots. To further elaborate this concept. Figure 4- 4 
shows the relation between transmission pass, MFPT block and the smallest transmission unit 
in MFTP operation - Data Transmission Unit (DTU). Particularly, in the first pass, the whole 
file is transmitted. After the end of each block, the terminals which are unsuccessful in 
decoding the DTUs within the block may send a bitmap NACK message to the MFTP server 
containing which DTU in the block needs to be retransmitted. The server, upon receiving the 
NACK bitmap, resends the total number o f DTUs requested by at least one receiver, in the 
subsequent pass. The process is recursively executed until all terminals receive all DTUs 
successfully. It is noted from the retransmission process, that the subsequent passes should be 
smaller in number of DTUs than its previous pass. In the initial pass, the size of the block (i.e. 
the number of DTUs per block) is fixed, but in subsequent passes, the block size depends on 
how many DTUs in the block need to be retransmitted.
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In order to achieve fully-reliable transmission, the repeated retransmission process in reliable 
transmission using MFTP is exhaustive in the sense that the protocol ensures reliability by 
transmitting file in passes until all receivers receive all DTUs correctly. Without a cross-layer 
approach, the downlink resource utilisation could be degraded as the number of terminals 
increase. Furthermore, the retransmission process incurs additional delay to the multicast 
session. Due to these challenges, in order to improve system performance, a cross-layer 
approach is used in this chapter by implementing the channel-aware scheduling mechanism at 
the RAN.
DTU
First pass
block 3 block 2 block 1
Multicast
terminals
Second oass
- > - 4-block 2 block 1
Figure 4-4: Relationship between transmission pass, MFTP block and Data Transmission Unit
(DTU) in MFTP transmission
4.2.3 Uplink Access Scheme
The availability of the return link channel via satellite in the reference system architecture 
necessitates an uplink access scheme configuration. To be specific, the uplink access scheme 
determines mechanism for the feedback messages updates from the terminals back to the 
RAN. Specific to CSI feedback messages, at every 10 ms each terminal calculates its CSI 
value and the terminal will randomly access contention slots (i.e., slots reserved for random 
access) to send a capacity request to the RAN. The request is performed by sending a 
STATUS SDU (Signalling Data Unit) to the RAN to request scheduled slots. The STATUS 
SDU expresses the amount of data waiting in the terminal output buffers to be transmitted. If 
more than one terminal selects the same contention slot, a collision takes place on the uplink. 
Because of the collision, the transmitted STATUS SDU in this slot will be lost. In order to 
reduce the probability of collision, terminals randomly select a contention slot. If the 
STATUS SDU is correctly received by the RAN, then, in response, the RAN allocates a 
reservation slot for the terminal. The terminal then utilizes the allocated reservation slot to 
send its feedback messages. The reception of STATUS SDUs must be confirmed by the 
STATUSACK SDU from the RAN. If the terminal does not receive a STATU SA CK before 
the STATUS-ACK-TIMER expires, the terminal repeats the random contention slot selection
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procedure to send a new STATUS SDU. In this chapter, no feedback implosion suppression is 
implemented for CSI updates. The feedback implosion problem will be specifically addressed 
in Chapter 5.
4.3 Channel-Aware Scheduling Algorithms
In this section, two scheduling algorithms are considered, Adaptive Downlink Transmission 
(ADT) and Channel-Aware Scheduler (CAS). ADT is a scheduler with a flow control 
mechanism that adaptively controls the forward transmission rate as a function of the most 
recent channel conditions experienced at receivers. CAS operates over a fixed forward 
transmission rate, and makes slot-by-slot decisions regarding using a forward slot for 
multicast transmission as a function of channel conditions experienced at receivers. Below is 
a list of steps generic to both scheduling algorithms. :
(1) Each te rm inal j  = (2, 2, N) ca lcu la tes  its CSI value o f  in terest: p ack et eiTor rate, 
P j , every  fo rw ard  b ea re r slot,
(2) Each terminal reports its pj back to RAN via the uplink access scheme described in 
Section 4.2.3.
(3) Based in the reported CSI, the RAN calculates a parameter called retransmission 
probability, prtx Note that the capped symbol is used for the scheduling parameter 
since it is an estimated value based on the CSI updates by the terminal. Using this 
parameter, according to the respective scheduling algorithm which will be discussed 
shortly, the forward link decision is made.
4.3.1 Adaptive Downlink Transmission (ADT) Policy
Adaptive Downlink Transmission (ADT) is a downlink scheduler, which controls the 
transmission rate from the MFTP server in the forward link. Logically, the rate at the MFTP 
server cannot exceed the maximum transmission rate on the forward physical bearer, which 
depends on the physical bearer type and the subtype selected. Via the implementation of the 
ADT, the MFTP server regulates the transmission rate not exceeding tlie maximum 
transmission rate in the forward link. To be specific, the transmission rate is calculated with 
the aim to maximise throughput depending on the reported CSI. The RAN forwards the 
packets to the terminals based on the transmission rate set by the MFTP server. The estimated 
flow rate,77, is calculated according to [Widmer2001]. The equation characterises throughput 
as a function of packet loss probability and round trip time. Specifically, each terminal 
measmes its own packet error rate and sends it back to the RAN. Assuming there is a link
46
Chapter 4  Channel-Aware Scheduling Algorithms in Reliable Multicast Transmission
between the RAN and the MFTP server, the packet error rates from all terminals will be used 
in calculating the estimated flow rate at the MFTP server. Let j  be the ipdex of active 
terminals, j  = {1, 2 , . . V},  with N  being the total number of MTs. Then the reported packet 
error rates from terminals, pj, will be considered in the calculation of rj as in (4-1) where the
maximum transmission rate is denoted as :
ij =  min L
R^TT 12^ ^  jpm '(l + 32prtt^)
(4-1)
where the probability of packet retransmission, prtx, can be explained as follows. Let us 
denote the packet error rates p  reported by the terminals j  = [1, 2, N} have successfully 
arrive at the RAN. Then the probability of a packet in error at terminal j  is p j . Alternatively,
the probability of a packet to be received successfully is i-p ^ .. Now, considering all terminals
in the multicast group, the probability that a packet will be successfully received by all
Nterminals is ] ^ ( l - p y )  • Then, the probability of a packet received with error in at least one 
y=i
terminal, or simply referred as probability of retransmission, can be calculated as:
prt.x = l-Y%(l-p^)  (4-2)
y=l
The parameter equation (4-1) is the maximum transmission rate in the forward link
which depends on the forward physical bearer type and its subtype. Mathematically, can
B lA,,.. — 'be calculated as where Tsiot is the forward bearer slot duration of 0 .0 1 s, L  is the
considered forward bearer payload size in bits (e.g., L = {3000, 4224, 5120} bits). The 
parameter Irtt is round-trip-time delay of 0.8 s for the considered GEO satellite. L  values are 
selected to show the behaviour of the scheduler with varying maximum transmission. The 
value of Bmox is dependent on the network capacity, defined as the underlying forward 
transmission rate according to the forward physical bearer payload size and the payload
duration. The interpretation of Bmox is such that during overshoot periods, i.e. ^ tlie
scheduler has flat ^ behaviour. The rationale of this limitation on the algorithm is to avoid
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transmission rate as shown in equation (4-1) in the context of multicast transmission in the 
forward link. Specifically, with the arrival of the CSI from the terminals, the transport layer 
transmission rate is estimated and maximised.
In Figure 4-5, the variation of the estimated flow rate is shown with respect to pj, and N. It is 
shown in the figure that rj values decrease with N. Also, it is noted that as Pj increases, rj
decreases. In other words, when terminals are in poor channel conditions, the downlink 
transmission rate is low. From the figure, two important conclusions can be drawn:
(i) Estimated flow rate is low when terminals are in poor channel conditions, or when larger 
number of terminals are considered in the system,
(ii) Further increase of Bmbx only impact the transmission rate when MTs are in really good 
channel conditions (i.e. prtx «  0.0001 ).
Further behaviour of the ADT in relation to its performance evaluations will be quantified and 
evaluated in Section 4.4, in comparison with Channel Aware Scheduling (CAS) algorithm 
which will be presented in the next section.
[L  -  3 0 0 0  b i t s ,  T s I o t  =  0 . 0 1  s |
1
=  0.1
=  0.01
=  0.0001
1 =  0 .0000!
=  0.000001
Î =  0.0000011
I ’
1
1 0 200100 3 0 0 4 0 0 5 0 0
N u m b e r  o f  t e r m i n a l s ,  N
Figure 4-5 Analytical results for estimated flow rate ( ^ ) as a function of N.
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4.3.2 Channel-Aware Scheduling Algorithm (CAS)
In the CAS (Channel Aware Scheduling) algorithm, the concept of transmission deferment is 
used to avoid unnecessary retransmissions, and hence, increase the system performance. The 
idea is -  for each forward slot -  to resume transmission only when the terminals are in 
reasonably good channel conditions, and to delay when the channel conditions of the 
terminals are unacceptably poor. Thus, the challenge now is to define how to characterise 
‘reasonably good’ or ‘unacceptably bad’ channel conditions. Note that in the proposed 
scheduling algorithms, the channel conditions from a potentially large numbers of terminals 
under different propagation conditions has to be considered simultaneously. For example, it is 
noted that although a terminal is said to be in bad channel conditions, another terminal in the 
same multicast group requesting the same multicast file is probably in an excellent channel 
conditions. If the system assumes a specific binary decision threshold; i.e. if CSI from 
terminal; is less than a thieshold, then this terminal will not receive the packet and vice versa. 
Such a mechanism is not very realistic because probabilistically the packet can still be 
correctly received. To be specific, the packet loss probability follows a geometric distribution 
as shown in the calculation of prtx in (4-2). In other words, the prt is used to determine 
whether terminals are in relatively good or poor channel conditions. Specific to CAS, the 
RAN shall decide whether or not to transmit in the slot according to the collected CSI 
parameters from all terminals prior to transmission upon each forward bearer slot. 
Alternatively, the scheduler delays the multicast transmission by one slot, and use the cuiTent 
slot for other ongoing connections. As opposed to the dynamic transmission rate in the 
forward link proposed in the ADT algorithm, the optimised channel-aware scheduling 
algorithm (CAS) assumes a constant transmission rate on the forward link (i.e., constant 
payload size in fixed-duration slots).
hi CAS algorithm, the same uplink access mechanism is used for the terminals to update their 
CSI. Similar to the ADT, CAS algorithm calculates the same scheduling parameter, prtx, 
based on equation (4-2). Since the scheduler uses the reported CSI, indeed the calculated 
probability of retransmission is an estimated value of the actual retransmission probability, 
hence the notation prtx is used for both algorithms. However, in CAS, the scheduling 
parameter prtx is compared with another scheduling parameter Py, which depends on a 
tolerable upperbound slot error rate, Pq , and number of terminals, N:
/ V = l - a - F o ) "  (4.2)
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The comparison between the two scheduling parameters - prtx (as calculated based on 
equation (4-4)) and Pp (as calculated based on equation (4-5)) -  the scheduler shall transmit 
or delay the packet. To be specific, if prtx is less than Pp, implying the terminals are 
currently in good channel conditions, then the packet waiting to be transmitted will be placed 
on the forward physical bearer (i.e. slot) for transmission. Otherwise, if prtx is larger than or 
equal to Pp, then the multicast packet transmission will be delayed by one slot duration. Note 
that, in this case, the slot can be used for other transmissions. The logic of the scheduler is to 
increase forward resource utilisation and reduce session delay by sending packets when 
terminals are perceived to be in good channel conditions. However, the comparison of 
scheduling parameters prtx and Pp has to be optimised because the instantaneous channel 
conditions of the terminal are unknown at the RAN until it is updated by the terminals. On 
one hand, if the value of Pp is too high, then the scheduler will be too ‘loose’ -  allowing 
transmission without channel condition control mechanism. The loose state of scheduler may 
later necessitate the retiansmission of a high number of multicast packets. This will not only 
extend the session delay but also reduce the forward resource utilisation. On the other hand, if 
the value of Py is selected too low, then the scheduler is too ‘tight’ -  in the worst case it will 
keep on defendng transmission because cunent channel conditions reported by the terminals 
is not good enough. In order to find the optimal threshold prtx is compared with 
(PxPy.) where B is a design parameter. The aim of the comparison is to find the threshold 
such that prtx optimally represents terminals’ good channel conditions at any point of time 
from the scheduler’s point of view. Based on the comparison of prtx andBxPp, if the 
estimated prtx is lower than or equal to the ( P x /^ ) ;
prtx<BxPp
then the forward bearer slot will be used for the multicast data product transmission. 
Otherwise, the transmission of data will be delayed for 1 slot to wait for relatively good CSI 
parameters for all terminals. This delay due to waiting for good channel conditions is termed 
as scheduling delay, denoted as Tsch- To find the optimum value of B, referred to as Bopt, 
simulation results of session delay (sd) against B are analysed. Specifically, the value of Bopt 
is recorded when sd is minimum. The reason why we have chosen sd as the objective 
parameter to optimise with CAS is because sd encapsulates not only system performance 
from the terminals’ standpoint, but also resource utilisation from the network’s perspective 
(i.e., session delay extensions due to retransmissions also cause resource waste). This is due
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the calculation of sd which is measuied horn the first DTU of the file assigned to the 
scheduler until the last (re)transmitted slot is successfully received by all terminals, including 
scheduling and retransmission delays. Note that in this definition, retransmissions of lost 
DTUs have to wait until after the end of current pass of transmission. Mathematically, the sd 
is calculated based on the total DTUs transmitted, including the original transmission 
(consists of M  DTUs) and the retransmission passes (in total A  DTUs). Since the DTUs are 
segmented over the forward physical bearer, then the size in bits representing the total number 
of DTUs should be normalised to the size of the physical forward bearer. In addition, each 
retransmission pass incurs additional one round-trip-time ( tpjp ) to the calculation of sd.
Finally, the sd calculation considers the scheduling delay, Tsch, specific to the CAS algorithm. 
In summary, the calculation of sd can be determined as follows:
T,Slot
where sd is measured in seconds, M  is number of DTUs in a file, A  is total number of DTUs 
retransmitted thioughout the session, Tsiot is forward bearer slot size in seconds, L/^pjp is DTU 
size in bits, L  is forward bearer slot size in bits, K  is total number of passes after the first one, 
tpjp is round-trip-time delay which is set to 800ms and Tsch is scheduling delay measured in 
seconds.
4.3.2.1 CAS Performance in Homogeneous Environment
In this section, the CAS algorithm is simulated for all terminals that are located within a 
common propagation environment to represent a homogeneous environment. The values of 
target packet eiTor rate (PER) Pq are set to Pqi and P02 taking the values of 0.01 and 0.001 
respectively, to simulate two different homogeneous propagation environments. The target 
PER Po is maintained by controlling the average as referred to the channel model
described in Appendix A where the four propagation types from Table A-1 are used. For ease 
of indication, the initial four propagation types with target PER Po=Po2 are termed as 
Propagation Type 1, 2, 3, 4 and the same propagation types with P o= P qi are indicated as 
Propagation Type 5, 6 , 7, 8 . Specifically, for each simulation run, one propagation 
environment is considered, resulting in eight simulation runs to represent the eight 
propagation environments. To find the optimal value of coefficient B, Bopt, the average 
probability of retransmission, prtx is used for mathematical representation:
51
Chapter 4 Channel-Aware Scheduling Algorithms in Reliable Multicast Transmission
prtx=i-a-Pj_,h,oy (4-5)
and Pj_ti,eo the theoretical average packet eiTor rate for each terminal for a particular 
propagation type. At this point, the value of p j is mathematically obtained from the channel
model, which is a function of Bit EiTor Rate (BER) and payload size in bits (L). Later, 
specifically in the scheduling implementation in the simulation environment discussed in 
Section 4.4, p j  will be calculated on-line as the terminal updates their CSI. However, the p j  is
calculated mathematically in this section for analytical purpose. Now, referring to the 
inequality (4-6), where the optimal coefficient Bopt occurs, we can equate the left and the right 
hand side of the inequality to:
(4.6)
where ^ is a coefficient to fit the linear relationship. At this point, the coefficient ^  is what we 
are going to find via simulation results. Basically, for each propagation type, a new multicast 
session for transmission of the same file to the same number of terminals is initiated. From 
the simulations, session duration is recorded with respect to parameter B. For each 
propagation type under consideration, the value of B when the session duration is at minimum 
is recorded as Bopt- The simulation campaign is executed for transmission of a file with size F  
= {8.7, 10.9, 13.3} MByte and for N  = (10, 50, 100} terminals. For propagation type PTl, 
Figure 4-6 represents Bopt = 0.14 when sd is the lowest. For other propagation types, we 
tabulate the record of Bopt and its equivalent p ra/P y , obtained from the channel model in 
Table 4-1. The table, which records the value of Bopt from where the minimum session 
duration occur, has shown an important result; that the value of ^ is very close to 1 regardless 
of propagation types, file size and numbers of terminals. This observation is due to the fact 
that at the corresponding Bopt, the left hand side parameter in the inequality (4 - 6 ) is not too 
low and not too high compared to the threshold on the right hand side of the inequality. At 
this point, the deferment strategy which results in scheduling delay is compensated by 
successful packet anival at the terminals. The independency from propagation types is due to 
the configuration o f7^, which is indeed the expected probability of retransmission 
considering the target packet error ratep^. From this observation, the linear equation in (4-9) 
can be reduced to:
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^Opt - prtx  _  1 - ( 1 -  P jV  f t .  ' i - ( i - f t ) ' (4-7)
% -9
0,12 0.125 0.13 0.135 0.14 0.145 0.15 0.155 0.16 0.165 0.17
B
Figure 4- 6; Simulation result o f session duration vs. optimisation param eter B, N  - 5 0 ,  F  =
8.7M Byte
prtx
Table 4-1 Values o f  ^  Bopt and p
Propagation
Type
Bopt 
(from sim.)
p rtx !  Pp 
(from calculation) p rtx ! Pj
1 0.72 0.72 1.00
2 1.05 1.03 1.02
3 0,20 0.20 0.99
4 0.08 0,08 1.00
5 0.19 0.19 1.01
6 0.14 0.14 1.00
7 0.05 0.05 1.03
8 0.65 0.65 1.00
Now, from inequality (4-6) and equation (4-10), for B  = Bopt, it is noted that inequality (4-6) 
becomes
(4-8)
when Bopf x 7^ = 1 -  (1 -  ,where 1 -  (1 -  on the right hand side represents the
average probability of retransmission from the updated CSI updates, denoted as p rtx th resh . 
From this observation, it can be seen that the scheduler performs best when the instantaneous 
channel conditions from the terminals are better (i.e. less) than their long-term average, 
regardless of any particular propagation type. This is crucial because the scheduler at the 
RAN does not have a priori information of the propagation condition at each terminal. From 
herewith, the parameter Pj_„i,„ will be denoted as p y only throughout the thesis for
simplicity. In order to signify the impact of Pj on prtx thresh , Figure 4-7 is referred.
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Particularly, a theoretical representation of prtxthresh  is plotted against with vailing numbers 
of terminals N . From the figure, it is observed that prtxthresh  increases with average p j  and
N . This signifies that in general, a multicast group with large number of terminals in 
relatively poor channel condition has a higher probability of retransmission.
0 . 9
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A v e r a q e  p a c k e t  e r r o r  r a t e  
Figure 4-7; The expected probability of retransmission vs.py
4.3.2.2 CAS Performance in Mixed Environments
To prove the concept of the optimised CAS algorithm described in the previous section, 
inequality (4-11) is now applied in mixed environments where terminals are spread around 
regions suffering from different propagation types. Three scenarios are simulated according to 
Table 4- 2 , where Nfr,. represents fractional number of terminals of the total number, N , in a 
propagation type. Referring to Table 4-2, in scenario 1, out of #  = 100 terminals, 25% of 
terminals are located within each propagation type. In scenar io 2, 40% of total terminals are in 
PT l, 10% in PT2, another 10% in PT3 and the last 40% in PT4. In this scenario, it can be 
assumed that most terminals are in good channel conditions since in total, 50% of them are in 
suburban areas. In scenario 3, however, the propagation type mix is 10% in PT l, 40% in PT2, 
40% in PT3 and 10% in PT4. As opposed to scenario 2, scenario 3 has a higher portion of the 
terminals in wooded areas, which is expected to be in poorer channel condition than the 
terminals in suburban environments. From this simulation setup, session duration {sd )  is again 
plotted against B in Figure 4- 8 . In Table 4- 2, Bopt values from simulations and expected 
values from the theoretical analysis are compared. From tlie comparison of simulations and 
expected values, it is found that simulations error is within the range of 1-1.5 % of theoretical 
value. Since tlie error is small it is concluded that the calculation to find Bop, in mixed
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environments = ), is a close enough approximation to that of
homogeneous environment.
Table 4- 2 Simulation Setup and Results for Mixed Environments Scenario
Scenario IWpTj N pT 2 N pT3 N pT 4 B o p t(from
sim.)
B o p t
l - O - P o ) "  ’ 
[theoretical 
result!
Simulation error
^O PT-theory
I 0.25 0.25 0.25 0.25 0.70 0.690 1.45%
2 0.4 0.1 0.1 0.4 2.30 2.280 0.88 %
3 O.I 0.4 0.4 0.1 0.65 0.660 1.52%
N p T ,-N p ^ = N p T 3 -N p ^ ^ -0 .2 5 " N j N = 1 0 0 , File=1000 segments
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
B
NpTi =NpT4=0.4*N, Np^=*Np.p3=0.rN; N=100, File»1000 segments
1 1.2 1.4 1.6 1
Np^, =NpT^=0.1“N, N p ^ *N p ^ .0 .4 “Nj N=100, File-1000 segments
Figure 4- 8 Session duration (sd) vs. B for Mixed Environments
From the simulation results in both homogeneous and heterogeneous propagation 
environments, it is noted that the optimisation parameter from the simulation is
equivalent to the—— from the theoretical results. From this observation, the right hand side Pt
of the inequality (4-6) is reduced to pr tx  only. As explained in Section 4.3.2.1, the inequality 
(4-6) can now be represented as:
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prtx  < prtxthresh
where prtxthresh p j ) ^  , Note that the optimal representation of is independent
of file size. This implies that although a larger file size needs longer time to transmit which
results in longer session duration, but B^^^ will always occur a t - ^ ^ . From the optimalPj
representation, the CAS algorithm will be compared with the ADT algorithm by means of 
mathematical approximations and simulation results in the next section. In the assessment, the 
sensitivity of the scheduler to the system parameters such as payload size, L, and number of 
terminals, N, will be investigated. In essence, the parameters are varied to observe their 
impact on the system performance.
4.4 Performance Analysis using M athematical Approximations
The performance parameters considered in this chapter are total number of retransmitted 
DTUs, denoted as A, and session duration, denoted as sd. The implemented feedback-based 
reliable multicast transport protocol necessitates that the retransmission of lost DTUs is the 
only means to guarantee tlie correct reception of the whole file in all terminals, and that 
retransmissions cost forward resources and extend the session duration. To prove the concept, 
we derive the equivalent mathematical approximations for the two system performance 
parameters, without the impact of the proposed scheduling algorithms. This is obtained by 
first finding the estimation of the total number of retransmission passes, K, Then, the value of 
K  is used to obtain A and sd. Later, both mathematical and simulation results are presented 
and compared, to confirm this validation.
4.4.1 Estimation of maximum num ber of retransmissions, K
To estimate the values of A  and sd  for both ADT and CAS algorithms, we consider analysis 
from the terminal-j’s point of view. Terminal j  receives a DTU U which is the atomic unit of 
data in MFTP. The size of a DTU, L j,ju , is not exactly the same as the size of a forward 
bearer slot payload size, L, as illustrated in Figure 4- 9. Specifically, for a given DTU i and a 
given terminal j, the number of retransmissions that will be needed before the DTU is 
received coirectly at the terminal is a geometrically distributed random variable, ;c, with
parameter DTU error rate at terminal j, p ^ j^ j , calculated as:
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P d tuj = 1 - ( 1 - p P (4-10)
where is the DTU size in bits, L  is the forward bearer slot size in bits and is forward 
bearer slot error rate. The slot error rate pj can be defined in terms of BER, denoted as ^ , as:
(4-11)
Combining equations (4-13) and (4-14), p -^pyj can be calculated as
DTU packet i  DTU packet >+/
DTU packet size, L/yj’y
Forward bearer slot size, L, 
10ms
(4-12)
Figure 4- 9 Relation between a DTU and its equivalent forward bearer slots.
From equation (4-15), it is noted that the DTU error rate not only depends on the BER, but 
also on the DTU size . For a given DTU and a given client, the number of 
retransmissions that will be needed before the DTU is received correctly at the terminal is a 
geometrically distributed random variable, %, with the PDF and CDF shown in equations (4-
16) and (4-17). For a given DTU, the number of retransmissions needed before the DTU is 
correctly received by all clients is another random variable, y , which is related to x  . The
PDF and CDF of variable, y  is shown in equations (4-19) and (4-18) respectively. From the
PDF, the average number of retransmissions that a given DTU will experience is given in 
equation (4-20).
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PDF PoTUj )■ POTUj
CDF P < k]^ = 1 - k+\P dtuj
CDF  f  j ) ;  =  fo r  all clients, x <  k
P dtuj
(4-13)
(4-14)
(4-15)
PDF  f  j y  = k j  = P |_v  -  <  ^ - 1
= ( l -  P dtu/ ^ ^ T  P dtuj' ' T
%}=z*{('-w"r-(>-pon./r
(4-16)
(4-17)
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Figure 4-10 CDF of random variable, ^ , the number o f retransmission needed before the DTU is
correctly received by all clients
Note that the average number of retransmissions needed before the DTU is correctly received 
by all terminals, in equation (4-18) is an infinite summation. To find a suitable
maximum number of retransmission passes, K, the CDF of random variable y  is plotted with
respect to the number of retransmission passes, k ,  according to equation (4-18) for Ldtu = 
11392 bits, #  = 20 terminals and average value of y is 6 dB). The plot is presented in Figure 4- 
10 and it is seen from the 95*-percentile value that the maximum number of retransmission, K  
is approximately equal to 10. In other words, Æ = 10is assumed as an upperbound value for
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the majority of the cases. To be specific, instead of considering an infinite summation, the 
upperbound maximum retransmission passes is used based on the 95% percentile.
4.4.2 Estimation of number of packet retransmissions, A
In order to reflect the forward link resource utilisation performance, the performance 
parameter number of retransmitted DTUs, A, can be used. Essentially, resource utilisation is 
high when fewer DTUs are retransmitted, and vice versa. For a transmission of a file with size 
F  MByte, we can calculate M -  \FjLQjy ] total number of DTUs in the file, assuming the last 
DTU is padded if the number of bits in the DTU is less than . If each packet observes an 
average E[y] retransmissions, then the estimated number of packets that will be retransmitted
during a file transfer is shown in equation (4-19), with the estimated number of maximum 
retransmission passes is Æ = 10 obtained from the 95^' percentile discussed in Section 4.4.1.
Estim ated Num ber o f Packets Retransm issions, A
M
6=0
(4-18)
In the presence of the proposed scheduling algorithms, ideally all packets will be received 
correctly if perfect channel estimation and perfect scheduling decisions are assumed. Hence, 
the knowledge of the terminals’ channel conditions at the scheduler should results in lower 
packets retransmission compared to the conventional scenario where channel conditions is not 
considered. However, perfect knowledge of channel conditions cannot be guaranteed since the 
implemented scenario considers varying channel conditions and propagation delay. 
Nevertheless, the presence of the proposed CAS and ADT algorithms should give impact to 
the probability of DTU loss. This can be straightforwardly shown in the simulation results. On 
the other hand, it is quite difficult to model the channel condition fluctuations and the impact 
of the proposed scheduling algorithms in the mathematical approximations of the performance 
parameters. Nevertheless, an upper bound or the maximum number of packet retransmissions 
can be used to illustrate the worst case scenario without CAS or ADT. To be specific, the 
performance of the proposed scheduling algorithms implemented in the simulation scenario 
will be compared with the worst case scenario should the algorithms are not considered. Here, 
it is assumed that a DTU is lost when the terminal is in fading state. This means that the DTU 
loss probability is calculated based on the BER due to the during fading .
In short, the calculation of pjjyy during fading state is shown in equation (4-20):
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loss probability pjyj^y is calculated based on the BER due to the during fading
In short, the calculation of pj^jy during fading state is shown in equation (4-20):
PDTU „ fading — 1 ~  (1 ~  ^fading )  (4-20)
where j^admg is BER during fading calculated as:
^fading 'J ffa d in g ^  (4-21)
where e//[ ] is an eixor function is defined as e i f ( x ) - - ^  f  e .From this approximation,V/r •0
in the absence of the proposed scheduling algorithms the maximum number of retransmitted 
DTUs due to the fading state becomes.
A = M ^  ■ f  (l -  p jy p y  _ fading} ) -  (l -  P d TU _ fading  ^) 1
k=0 ^ ^ (4-22)
Figure 4-11 compares the packet retransmissions performance of ADT and CAS algorithms 
from the simulation results with the maximum packet retransmissions based on equation (4 - 
22). From the figure, it is observed that the retransmitted DTUs from the mathematical 
approximation results are significantly higher than the simulation results with the proposed 
scheduling algorithms in place. In other words, the opportunistic approach in CAS and ADT 
improves the performance in the order of magnitude. Indeed, the mathematical approximation 
result reflects the worst case scenario in the absence of channel conditions’ knowledge at the 
scheduler. Fuithermore, the CAS and ADT algorithms observe retransmission passes, K, 
lower than the maximum value (i.e. K  = 10) as used in equations (4-22). In fact, for both CAS 
and ADT algorithms, the maximum number of retransmission passes from simulation results 
is always lower than 10, regardless of the considered payload size L, as shown in Figure 4-12. 
This is due to the opportunistic approach of adaptive transmission in the proposed scheduling 
algorithms, where the varying channel conditions are exploited to the scheduler’s advantage.
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approach in the ADT algorithm where the transmission rate is pushed towards the maximum 
when terminals are in good channel condition and retracts when the channel conditions are 
bad. Such a dynamic mechanism allows the terminals to successfully receive the DTUs, hence 
fewer DTUs are requested for retransmission. It is also observed that both algorithms experience 
fewer packets in error when larger fl^^(i.e., larger value of L) is used. In relation to that point, 
another interesting observation from Figures 4-11 and 4-12 is that the simulation results is 
indirectly related to the payload size, L, whereas the mathematical approximation is a function 
of Z,£)7-^only. This observation is due to the different maximum transmission rate used in the 
simulation. To be specific, different payload sizes over the same payload duration results in 
different maximum forward link transmission rate Although this is not directly
considered in the mathematical approximation of K  and A, the different transmission rate in 
the simulations results in slight performance difference. However, in Section 4.4.3 the 
payload sizes will be considered in the approximation of session duration. Specifically, the 
transmission rate in the forward link will directly impact the session duration performance.
L  =» 5 1 2 0 ,  S im . r e s u l t s ,  A D T  
-  L  =■ 4 2 2 4 ,  Sim . r e s u l t s ,  A D T  
L  =  4 2 2 4  b i t s ,  S im . r e s u l t s ,  C A S  
"  L  =  5 1 2 0  b i t s ,  S im . r e s u l t s ,  C A S  
M a t h ,  a p p r o x .  w i t h o u t  C A S / A D T  
( e q .  4 - 2 2 )
8 10 12 
N u m b e r  o f  t e r m i n a l s ,  N
Figure 4-11 Average number o f packets retransmitted, X, against number o f terminals, A, for
CAS and ADT algorithms.
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Figure 4-12 Maximum number o f retransmission passes, Æ, against number o f terminals, N
4.4.3 Estimation of session duration, sd
In this subsection, the analysis of the performance parameter, session duration is performed 
separately for each algorithm. This is because o f the nature of each algorithm; CAS defers 
transmission in order to avoid packet loss due to poor channel conditions at the terminals, 
whereas ADT regulates the transmission rate whilst observing the maximum allowable value. 
The discussion starts with the ADT algorithm, where the transmission rate in the downlink 
transmission is calculated at the scheduler based on equation (4-1). Therefore, the session 
duration is directly influenced by dynamic transmission rate that depends on the calculation of 
estimated flow rate with respect to the value of prtx. The calculation of the maximum 
session duration for ADT is shown in equation (4-23) for M  total DTUs in the file, A 
retransmitted DTUs according to equation (4-22), K  maximum retransmission passes and 
7  estimated flow rate according to equation (4-1).
n RTl' [ ^ 1  
( A /  4 -  /4 ) X  L j j j j j ■ + K • tRTF U]
min(- (4-23)
In the equation (4-1), the maximum prtx can be calculated as
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Pfading)^ (4 -24)
where p is the worst packet error rate as a function of ^facing and payload size, L:
P fading — 1 “  (1 “  f^ading ) (4 -25)
As pointed in Section 4.3, scheduling delay is expected in CAS algorithm as a result of the 
inequality (4-10). This entails a different derivation of session duration for the CAS as 
compared to the ADT algorithm. To be specific, if inequality p tr x  <  prtx thresh  is observed at 
the start of each slot, then the packet will be placed in the slot for transmission. Otherwise, the 
packet is held (delayed) by one slot unit, and the cunent slot is considered for transmission of 
other non-multicast traffic. In other words, a unit of scheduling delay is incurred in the CAS 
algorithm when p trx  >  p r tx th re sh . The probability that one slot of scheduling delay will be 
incurred is denoted cis p^ ^^  ^ = 'P r{p trx  > p r tx th re sh ). To further elaborate the mathematical 
representation, the parameter can be represented as a probability that depends on a 
random variable representing the bit-energy per noise density, E/^  /Nq , denoted as y . Hence,
=Pr{prt t  > p r tx th re sh )  conesponds toPr{)/< where ;r is a random variable and
Yihresh is the EiJNq corresponding to p r tx th re sh .  To calculate the variable y  thresh » the equality 
p trx  > prtx thresh  which necessitates one scheduling delay unit can be represented as
— p > prtxthresh (4-26)
It is known that the parameter p j  is calculated from a random variable (p representing BER, 
and slot size of L  bits:
(4-27)
Then, replacing pj according to equation (4-27) in inequality (4-26) gives
1 -  p r t x t h r e s h (4-28)
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For small values of , the right hand side (RHS) of inequality (4-28) can be simplified to
Further manipulation of equation (4-29) resulting in: 
ln(l -  prtxthresh) > ln(l -(f) )^'^ (4-30)
^  > ln(l -(f) )N • L y
where A = ln(l -  p rtx th resh ). From inequality (4-30), we can have (p as a function of A, N  and
~J
L .
(4.31)
The parameter BER, ^ , is a function of energy per bit over noise density, /N q , denoted as 
y , as shown in equation (4-32):
^ = (4.32)
To find y , we take the inverse of (4-32) giving
(4-33)
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where erfc~^{^ is the inverse of an error function. Subsequently, parameter^can take the
value of random variable <p by equating both left and right statements in inequality (4-31),
~j
such that y in equation (4-33) can be represented as random variable;^.
In other words, a unit of scheduling delay takes place when equation in (4-34) is observed. 
Particularly, the equivalent probability of a unit of scheduling delay isPr{;)/^ where
Tthresh calculated according to equation (4-36), which is a function of prtxthresh, N  and L. 
From here, we can estimate the CAS scheduling delay for the session, considering original (M 
DTUs) and retransmitted packets (A DTUs) ), as a function of prtxthresh, L  and N\.
Intuitively, one can see that in the CAS algorithm, the scheduler waits longer for relatively 
‘good’ channel conditions observed by the terminals, when there aie more terminals in the 
multicast group. As described in Section 4.3.2, the algorithm is optimal when the scheduling 
delay is compensated by successful transmission when the terminals are in good channel
conditions. Finally, the expression of session duration for CAS based on estimations of 
and A is:
(M + A) • Lqtu
M^ax [1 +  Fr(y  < Ythresh )] +  ■ Irtf [s] (4-36)
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Figure 4-13 Session duration in seconds against number of terminals, TV, with varying payload
size L, for CAS and ADT algorithms
Note that the difference between session duration for ADT and CAS arises due to ADT using 
dynamic flow rate 7  whereas CAS applies static transmission rate, , referring to 
equations (4-23) and (4-36) respectively. Simulation and analytical results of session duration 
for CAS and ADT algorithms are compared with respect to A and L, and presented in Figure 
4-13, From the figure, it is observed that the proposed scheduling algorithms from the 
simulation results perform better than the theoretical results without the impact of the 
proposed algorithms. As explained earlier, the mathematical approximations imply the worst 
performance without channel conditions’ considerations in the forward transmission. This 
observation entails the advantage of the adaptive approach in the order of magnitude in the 
proposed scheduling algorithms where the channel conditions are used to control the forward 
transmission. Comparing the performance between the CAS and the ADT algorithms, it is 
observed that although the ADT has fewer retransmitted DTUs as shown in , its performance 
in session duration is inferior to the CAS algorithm. In other words, the lower dynamic flow 
rate in the ADT especially at large numbers of terminals has results in longer time to complete 
a session compared to the CAS algorithm. On the other hand, the dynamic flow rate is more
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robust when higher packet lost probability is expected, where lower retransmitted DTUs is 
observed.
It is worth reminding that the implementation of the ADT algorithm requires setting of the 
dynamic flow rate from the sender, which could be difficult if there is no mechanism for 
feedback from the satellite to the MFTP server. Furthermore, the selected transmission rate 
according to equation (4-1) may not be suitable in the considered reliable multicast 
transmission. Indeed, a better representation for adaptive transmission is link adaptation 
technique, which directly sets transmission rate according to the reported CSI. This possibility 
will be discussed in detail in Section 4.5.
It is acknowledged that the mathematical approximations derived in this section assumes 
static representation of the channel condition parameter, representing the poorest (i.e. in 
fading) channel conditions. Also, it is recognised that the mathematical approximations lack 
considerations of the implemented uplink access scheme. To be specific, in the simulations 
the CSI are updated by the terminals via the uplink access scheme. On the contrary, the 
mathematical approximations do not consider this subject in modelling the performance 
parameters. The implication of the uplink access scheme in the mathematical modelling is that 
the packet error rate ‘seen’ by the parameters A and sd may not be the same as the packet 
error rate actually observed by the terminals. Precisely, the packet error rate observed by the 
terminals may not be the same RAN and used in the approximations of performance value as 
used by the RAN, due to both the way CSI is collected, the limited uplink slots and collision 
problem. As a result of the absence of the uplink access scheme model in the mathematical 
approximations, the inaccuracy of the packet error rate representation leads to the discrepancy 
in the mathematical and the simulation results observed in Figures 4-13 and 4-14.
4.5 Discussions
Although the mathematical and simulation evaluations of the proposed scheduling algorithms 
discussed in this section are based on specific channel conditions, other type of charaiel 
conditions can also be assessed using the mathematical approximations. This notion arises 
from the fact that basically any type of propagation environment can be represented by 
channel condition parameter in the form of bit-energy per noise density. From the parameter, 
the packet eiTor rate can be calculated according to the corresponding bit error rate and 
payload size. Therefore, the system performance parameters can be obtained accordingly. 
From the channel condition parameter, the mathematical representation proposed in Section 4 
can be tiue when all terminals observe common channel conditions. However, heterogeneity 
in the propagation environments is inevitable in multicast transmission. In the simulation
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environment, the heterogeneous propagation environments can be easily implemented; 
however this is not as straightforward in the mathematical approximation. Perhaps in the 
simplest mathematical representation, highly diverse values in heterogeneous propagation 
environment scenario can be presented by the CSI statistical characteristics (i.e., mean and 
variance). To be specific, the variance value can be a large value to signify the diversity in 
propagation environments.
Alternatively, a better mathematical representation should be derived to exemplify the 
heterogeneity in the propagation environments. In this case, the heterogeneity can be 
characterised in two scenarios: (i) time-diversity, where each terminal observes fractional 
session time in certain propagation types, or (ii) terminal-diversity, where fractional number 
of terminals aie located in certain propagation types. For the first category, a relevant 
statistical channel model can be used in our peiformance analysis. This issue falls under the 
propagation and channel modelling area, which is not the aim of this thesis. For the second 
one, a system-level mathematical definition can be used to represent the scenario. This means 
further work on the statistical representation for the complex propagation models to represent 
the terminal diversity. Conceivably, within the work presented in Section 4.4, a better 
representation of the system peiformance considering the impact of the proposed scheduling 
algorithms on the DTU loss probability should be devised. To be specific, the calculation of 
p^ f f j c m  also be a function of the scheduling decision. Based on this representation, the 
scheduling algorithms functionality can be represented more accurately in the peiformance 
parameters approximations. Alternatively, an assumption can be made that there exist a 
misalignment between the CSI reported by the terminals at time t, and what is actually being 
observed by the terminals one round-trip-time later following the scheduling decisions. 
Particularly, the mathematical approximations can consider the impact of the misalignment 
which can be termed as scheduling decision error. This error can be due to (i) propagation 
delay, (ii) the way the CSI is collected and suppressed, or (iii) collision problem. Problem (i) 
is specifically tackled in Chapter 5, although not in the mathematical analysis context as 
discussed in this chapter. On the other hand, problem (ii) is analytically addressed in Chapter 
6  considering the impact of CSI collection mechanism on the system peiformance. Problem
(iii) is apparently out of the thesis scope, and open for future study.
The focus of our discussion now turns to the performance of the scheduling algorithms. Out 
of the two proposed algorithms, it is concluded that the deferment of transmission strategy in 
CAS is preferred than the adaptive transmission in ADT, for a system with a fixed maximum 
transmission rate. This is because the approach in CAS has shown to provide reasonably good
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performance in both resource utilisation and end-to-end delay. Furthermore, the slot which is 
not used when tlie terminals are perceived to be in poor channel conditions can be used by 
other non-multicast application services, such as unicast. In this case, each slot is maximally 
utilised. From the system point of view, a more accurate approach should be used to 
implement the adaptive transmission technique as suggested in the ADT algorithm. Rather 
than dynamically regulating the transmission rate according to the throughput equation, link 
adaptation is a more appropriate mechanism for the adaptive transmission. Specifically, the 
mechanism adaptively sets forward link transmission rate based on the reported channel 
conditions. The challenge in the design of a multicast link adaptation technique is to find 
which transmission rate to suit all terminals in the multicast group; since channel conditions 
amongst the terminals will be different. Further investigations and implementations of the link 
adaptation mechanism in the face of reliable multicast transmission will be presented in 
Chapter 7. In that chapter, an algorithm to find an optimal transmission rate is proposed, such 
that not only terminal thi'oughput is maximised, but also system performance is improved.
4.6 Summary
The feedback-based reliable multicast transmission could be resource inefficient in the 
forward link due to the retransmission of packets. To be specific, retransmission of lost 
packets is the only means to guarantee correct reception of the whole file in all terminals, and 
that retransmissions cost forward resources and extend the session duration. Hence, we 
proposed a cross-layer approach in designing channel-aware scheduling algorithms in order to 
reduce this overhead due to the retransmissions. The main concept is to avoid forward link 
transmissions when the probability of lost packets is perceived to be high from the RAN point 
of view. In essence, the key findings of our investigations are as follow;
• In order to support the absolute reliable multicast transmission in the face of 
fluctuating channel conditions, the channel-aware scheduling techniques observed 
lower retransmitted DTUs implying better forward resource utilisation, and also lower 
session durations compared to the scenario without the channel-awareness approach 
in the forward link.
• The worst-case performance parameters of the conventional transmission without the 
impact of the proposed scheduling algorithms can be approximated using the CSI 
related to the fading value and the number of terminals in the group.
• The difference between the results obtained via the mathematical approximations and 
the simulation results are due to: (i) the impact of channel conditions representation; 
in the mathematical analysis the worst bit-energy per noise density (hence static 
packet error rate) is considered whereas in the simulations channel conditions
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variations are implemented; and (ii) lack of uplink access scheme modelling in the 
mathematical approximations, whereas this issue directly affects the peiformance in 
the simulation implementations.
• It is possible to increase forward link resource utilization whilst reducing session 
delay by deferring transmission until the terminals are in good channel conditions.
• The throughput-driven adaptive transmission rate approach should be better 
represented by a link adaptation technique to suit the architecture and to obtain better 
system performance.
In this chapter it is assumed that the CSI values are collected and sent to the scheduler via 
the uplink access scheme without the consideration of any feedback implosion 
suppression technique. To be specific, although the uplink access scheme is implemented, 
the current collection of CSI updates may cause instability in the return link due to the 
heavy traffic load. Thus, it is important to investigate mechanisms for CSI collection and 
suppression pertaining to the proposed channel-aware scheduling algorithms. To tackle 
this issue, Chapter 5 proposes techniques for CSI collection and suppression not only to 
complement the proposed channel-aware scheduling, but most importantly to avoid the 
feedback implosion problem.
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Chapter 5
Channel-State Information (CSI) Collection and 
Suppression Policies in Feedback-based Reliable 
Multicast Mechanisms
5.1 Introduction and Problem Statement
In Chapter 4, the impact of heterogeneity in channel conditions is investigated in the 
scheduling mechanisms. However, the work in Chapter 4 was carried out with the 
assumptions that all terminals are able to transmit their Channel State Information (CSI) 
values on time within the capacity of the uplink resources, i.e. regardless of the underlying 
feedback collection and suppression mechanisms. In other words, the scheduler always 
decides on the most recent CSI values from all terminals, which cannot be guaranteed 
especially when uplink resource is limited and has to be shared among terminals. Hence, there 
is a need for controlling the feedback traffic so that the return link is not overwhelmed. 
Furthermore, the proposed scheduling algorithms necessitate policies for CSI collection such 
that these messages arrive at the RAN in a timely manner using limited uplink slots. 
Therefore, this chapter shall discuss the mechanisms for the CSI collection and suppression 
policies in the feedback-based reliable multicast transmission. It is worth noting that the 
chapter concerns on the physical-layer feedback messages, i.e. CSI. Other than the CSI, the 
transport-layer feedback message i.e. ACK/NACK are updated by the users back to the RAN 
according to the transport protocol in use. Specific to the MFTP which is implemented in our 
work, the NACKs are sent cumulatively; i.e. each user terminal waits until the end of the 
multicast block is received, then cumulatively sends NACKs with regards to the missing 
DTUs received since the beginning of the multicast session.
A possible interesting implementation of uplink configuration for reliable multicast over 
geostationary satellite networks can be found in [Aloccil997]. In the paper, the return link 
between the terminals and the satellite to communicate retransmission requests are conveyed 
via High Altitude Platforms (HAPs). Although the costly nature of satellite bandwidth and the
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high transmission power in the uplink is avoided, the approach obviously assumes that the 
terminals are connected to HAPs. A feedback implosion suppression solution within pure 
satellite network scenario is proposed in [Akkor2005]. In relation to that proposal, a solution 
at the MAC layer is discussed in [Aldcor2003], where a knapsack-problem solving is used. In 
particular, a multiple subset-sum problem (MSSP) is formulated to represent the selection of 
the users to update their respective CSI over a limited number of slots in the return link. 
However, the solution proposed in the paper has to make do with errors of reported channel 
state information (CSI) not only due to the selection policy, but also as a result of collision 
problems. Although a collision avoidance mechanism has been addressed briefly by the use of 
a probabilistic timer, the error due to the collision is exacerbated as the numbers of users 
increase. This poses a drawback as multicast users tend to be large in satellite 
communications scenarios of interest. Another approach for CSI collection and suppression 
policy for pure satellite communication is discussed in [Cho2002]. In the paper, a poker-game 
based feedback suppression algorithm is proposed, where an analogy of a poker game is used; 
a user with a hand of straight flush  has higher chance to win the round. Similarly, a user with 
a priority value closer to the maximum value has more opportunity to send their feedback, in 
which case that particular user will be chosen as the dealer for that round. However, this 
algorithm requires broadcast of dealer’s priority value to all users before comparing with each 
user’s priority value. The broadcast would be beneficial if the feedback message is static 
although it would be costly with additional delay of one round-trip-time. Hence, this approach 
is unsuitable if the feedback message is fluctuating such as the CSI that we consider in this 
study. Moreover, the announcement is inefficient in terms of return link utilization as well as 
increases signalling load.
The papers described above do not cater for dynamic, time-variant CSI values (i.e. in the 
order of seconds, as being considered in our channel model) in the face of multicast 
transmission over satellite links. Indeed, the papers investigate low CSI fluctuations (i.e. in 
the order of tens of seconds) which are due to weather inducement. Furthermore, the system 
proposed in the papers suffers not only from the collision problem, but also from the 
additional signalling prior to sending the CSI. Hence, CSI collection and suppression policies 
are proposed, where the aim of the algorithms is to reduce feedback volume whilst 
maintaining the collection of the feedback messages in a timely manner. The main challenge 
for the algorithms is to keep track of the changing CSI values, at the same time sustaining 
feedback suppression in the return link and peiformance gain in the forward link. Particularly, 
various combinations of change detection mechanisms and feedback implosion suppression 
algorithms are investigated, such that not all users are requested to access the uplink 
bandwidth. This goal is achieved by exploiting the nature of feedback information of interest.
72
Chapters CSI Collection and Suppression Policies fo r  Return Link Transmission
and by using the fact that only a subset of users need to be tracked with the constraints of 
limited feedback channels.
In Section 5.2.2, a CSI collection and suppression policy which deals with the CSI dynamics 
at the terminals is proposed. Particularly, a change detection mechanism approach is used 
such that the CSI is only updated and sent back to the RAN if the terminal experiences 
significant change in its channel condition. The non-periodic CSI updates result in lower 
feedback volume whilst maintaining arrival of essential information at the scheduler. The 
change detection mechanism is receiver-initiated, where the receiver itself decides to send its 
CSI. Via this mechanism, less signalling can be expected compared to the other approaches. 
In Section 5.4, NACK messages are included in the decision to update the CSI. The proposed 
algorithm assigns terminals to a fixed number of dedicated slots to update their current CSI 
based on their past CSI values. This is achieved by allocating the authority to the RAN to 
decide which terminals should be selected to access the uplink slots. Since the number of 
selected terminals is ensured to be equal to the number of available uplink slots, i.e. thiough 
dedicated slots, the collision problem is prevented.
5.2 Channel State Information (CSI) Collection and Suppression Policies (CCP)
In this section, we propose two views of Channel State Information (CSI) Collection and 
Suppression Policies (CCP); one from the RAN standpoint (termed as Feedback Implosion 
Suppression -  FIS) which will be discussed in Section 5.2.1, and the other from the terminals’ 
perspective which will be presented in Section 5.2.2. The scheduling parameter of interest, 
which is utilised at the RAN via the CAS algorithm described in Chapter 4, is the estimated 
probability of retransmission for a packet prtx . The parameter is calculated based on the 
updated CSI from the terminals in the form of packet error rate, p. In the following 
subsections, the RAN- and the receiver-initiated policies will be described. For the interaction 
between the CCP and the CAS algorithms, the reference system architecture in Figure 5.1 is 
referred.
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Figure 5-1: System architecture referencing CCP in the return link and Channel-Aware
Scheduler in the forward link
To describe the policy, let j  be the terminal index from 1 to N. Based on the CSI (i.e./?,)
updates from the terminals to the RAN via the CCP, the RAN then calculates the scheduling 
parameter prtx as stated in equation (4-4). Note that if the value of p j  is static throughout the
session, then we have prtx = p r tx . This is due to the calculation of prtx considering the exact 
value of pj at the time of packet arrival at the terminals. However, since we are considering 
fluctuating channel conditions and satellite propagation delay, the equality prtx = prtx may 
not hold. Thus, the discrepancy between prtx  and prtx is due to either suppression error 
from the CCP or synchronisation error from the propagation delay. However, in this chapter 
only the suppression error is considered. The misalignment between prtx  and prtx due to the 
propagation delay will be discussed in Chapter 6 , specifically on the implementation of a real­
time channel prediction technique at the scheduler. The CCP mechanisms proposed in this 
chapter aim not only to reduce the suppression error, but also to track the most recent value of 
the CSI in the face of fluctuating channel conditions and limited resources in the return link.
5.2.1 CSI Collection and Suppression Technique at the RAN
In order to reduce the volume of feedback information that is transmitted through the 
network, the Feedback Implosion Suppression (FIS) algorithm complements the CSI 
collection policy by collecting feedback information from a subset of terminals N out of the 
total N ,N  c N  , using a limited subset of available uplink slots, Cyj^, In this case, assuming
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each uplink slot is capable of carrying a feedback message from a single terminal, the number 
of uplink slots Cy^  ^ could be as many as the N requesting terminals; Cyy < N . Therefore not 
all CSI parameters associated to the terminals are updated at every collection period.
To describe the algorithm, let us assume that at the start of each multicast session, the 
protocol initialises the CSI for each terminal j  to pq at the CSI database in the RAN. The 
policy then updates the state variables and calculates an updated prtx at each scheduling 
instant n, by a two-step process:
1) Let N  denote the set of active terminals at tlie start of the collection period, and 
Pj (t) be the CSI observed by terminal j  at time t and successfully updated at the RAN
via the CCP. At the RAN side, let be the state vaiiable updated every n = kT
seconds where /: = {0 ,1,2 ,,..}andr = 10mj, based on the new (0  ati'ival from
terminal /  The RAN then collects and updates the values:
P j [n] 4- P j (OV7 s  jV (5-1)
2) After the collection, the RAN calculates the new probability of retransmission prtx 
based on the updated values:
Equation (5-1) suggests that each terminal should update its CSI value at each scheduling 
decision n. In other words, the equation requires all active terminals to access the uplink slots 
to transmit their feedback message. However, it is observed that feedback volume can be 
minimised if only a subset of terminals responses at every collection period. In order to 
achieve this objective, the feedback implosion suppression (FIS) policy modifies the 
behaviour of the CSI collection policy such that only a subset of terminals, N ç N , report 
their CSI measurement using Cyy uplink slots during the collection period. Therefore, not all 
state variables Pj[n] are updated at the RAN as suggested in equation (5-1) at the end of the 
collection period n:
PyM<-Py(f)Y/GlV (5-3)
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P jM  <- Pj[n-T]\ / j ^  N  (5-4)
In equation (5-3), the state variables take the updated values whereas in (5-4) the state 
variables re-use the previous updated value. At the RAN, the scheduling parameter prtx[n], is 
calculated according to equation (5-2). In short, the state variable pj[n] will take the reported
CSI values (i.e. equation (5-3)) for terminals qualified for CSI updates, (i.e. V/ e iV ), 
otherwise use past reported values (i.e. equation (5-4)) for terminals which do not update their 
CSI in the cunent collection period (i.e. V/ g N ). In other words, the key issue is that the
selection of the subset out of the N  terminals impacts the scheduling algorithm in the forward 
link. At this point, the RAN maintains a CSI database associated with each terminal. The 
corresponding CSI value is updated according to the described policy. Indeed, the method that 
the CSI is collected at the terminal side will be discussed shortly in Section 5.2.2. This section 
considers CSI as the only feedback message need to be reported back to the RAN. Later in 
Section 5.5, the transport-layer NACK feedback message is considered together with the CSI 
in the proposed feedback implosion suppression policy,
5.2.2 CSI Collection Policy at the Terminals
The goal of the FIS policy, which is described in Section 5.2.1, is to complement the CSI 
collection policy, which is discussed in this section. The reason why the FIS policy is briefly 
described in Section 5.2.1 is to illustrate the impact of the collection policy (both sender- and 
receiver-initiated policies) to the scheduling algorithm at the RAN. Specifically, the receiver- 
initiated policy decides whether the current CSI at collection period t should be updated or 
not. The policy is an adaptation of a change detection scheme from [Gustafsson2000]. In 
general, the change detection scheme allows terminals with significant changes of CSI to 
have a higher priority to update their feedback messages over other terminals. Particularly, 
each terminal will compare its two CSI values representing an instantaneous and a reference 
packet error rates (PERs). The two packet error rates are taken from average values from two 
windows. The instantaneous CSI, refeiTed as an obseiwation value, is a PER averaged over a 
window of V seconds. The other CSI, termed as the reference value, is a PER averaged over 
another window size. The difference between the two values denotes a ‘change’ in the CSI 
observed by the terminal. Particularly, the window size determines the robustness and agility 
of the algorithm against time-varying channel conditions. Indeed, two sizes for the reference 
CSI will be investigated and analysed. The model used to describe the detection scheme is 
presented in Figure 5-2.
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Figure 5-2: CSI Collection Policy Architecture
According to Figure 5-2, the packet error rate observed by terminal j  at time t = t ' , as denoted 
as Pj(t = t ' ) , is passed through an adaptive filter in the form of a sliding window mechanism,
termed as Windowed Least Square (WLS) [Gustafsson2001]. The filtering implements a 
change detection algorithm by means of time batches (sliding window) by averaging and 
comparison. Note that in WLS there are two updates for each new sample, and a memory of 
the last /?! measurements taken within V seconds is needed for comparison. In our 
implementation, the first update is an instantaneous average pj  from an observation sliding
window, which is called the observation window. This average value, is denoted as , and is 
compared with a long-term packet error rate from a reference window, , which is another 
average considering all past data since the beginning of the session until just before the
start of the current observation window. The setup is illustrated and summarised in Figure 5-3 
and Table 5-1. The reference window durations in Table 5-1 denote the two configurations 
which will be investigated in Section 5.3. Particularly, two reference window sizes will be 
simulated and analysed to find the one that produces the shortest session duration.
R e fe r e n c e O b ser v a tio n
w in d o w , w in d o w , 6\
' -
0 t' -V seconds / -V^ ___________ k. t'
m easurem ents o f  pj V  seconds consists o f  
/?j measurements o f  pj
Figure 5-3: Illustration o f interaction between observation and reference windows
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Table S - 1 CSI Collection and FIS Policy Setup
Data P ; ( 0 ) , P / 1 ) , ..... P j { t ' - V ) , P j  ( t ' - V + l ) , p j  ( t ' - V + 2 ) , . . . . p j  ( / ) ,
Number of samples 
in sliding window RoReference window
Rj
Observation window
M ean A
Variance 4 Ai
W indow durations 
[seconds]
Setup 1:
Running reference w indow  
duration, ( t '  -V)
Setup 2:
Sliding reference w indow  duration, 
V
O bservation w indow  duration, 
V
To calculate the value of WLS quantities, the average PERs for the reference and observation 
values are calculated according to equations (5-5) and (5-6) respectively:
/'-V1 (5-5)
‘- 0  r = 0
A = —
■ 1^ f=f'-V+l
(5-6)
The following hypotheses are possible regarding the comparisons of WLS quantities from the 
test and the reference windows:
Hot — By 
H i: Oq 6^
(5-7)
(5-8)
Basically, the hypotheses compare the mean values from both observation and reference 
windows. Based on the comparison, the discrepancy between the two averages represents 
changes of the current CSI value to its past values. In order to observe CSI changes, 
hypothesis Hi is used to indicate the ‘significant change’ occurrence. In other words, each 
terminal will determine if its average PER value from the observation window is different 
form the average PER value from the reference window. If it does, then this terminal will 
access the uplink slot for CSI update. In the following section, how the policy is implemented 
and tested will be discussed, with the aim to enable efficient feedback suppression in the 
context of CSI collection.
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5.3 Change Detection Performance Analysis
In this section, the change detection mechanism is tested against two different setups to 
observe its performance as regards to the feedback volume they generate on the return link. 
The performance parameter is termed as return link throughput (RLT) per terminal, which is 
defined as
RLT=MJj 1  (5-9)
N
where U is the total number of CSI updates from all terminals in one multicast session and sd 
is session duration in seconds. To illustrate the implication, a larger value of RLT represents a 
higher feedback volume due to the CSI updates. Hence, in order to maintain system stability 
within the limited resources in the return link, the system aims to observe a low value of RLT. 
The algorithm is evaluated by means of simulations involving N  = 50 terminals in a 
homogeneous environment, where all terminals are distributed in one propagation type 
throughout the multicast session. For more detailed explanation on the channel model see 
Appendix A.
In the implementation of the CSI collection policy, hypothesis Hj in (5-8) is used to observe 
changes of CSI. The policy is tested with the consideration of a fixed observation window 
(with size V seconds), and two different sizes of reference window. The range of V  is between 
0.08 to 0.24 second, which coincides with integer multiples of frame duration (i.e. 0.08s). The 
range is chosen to capture the channel condition dynamics in regards to the CSI collection 
policy. Specifically, the packet enor rate is calculated every T  = 0.01 second, and 
consequently both 6>oand are updated and averaged over their corresponding lengths in 
seconds. In the performance analysis, two configurations are tested, refeiTing to the different 
sizes of reference window. The first setup (Setupl) considers a growing reference window, 
with length t ' - V  seconds. The second setup (Setup2) uses a fixed-size reference window of 
length V seconds. From this setup, a file of size 95.36 MB (equivalent to 100000 segments of 
1000 bits each) is delivered to all N  terminals and the retuin link throughput (RLT) per 
terminal versus observation window length, V, is calculated and presented in Figures 5-4 (a) 
and (b).
In Figure 5-4 (a) where Setupl is considered, RLT is observed to decrease with observation 
window length, V. This is because as the observation window, V, decreases, the variance of 
6^  increases. In return, the sensitivity of the reference and the observation PERs increases. For
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this reason, the change detection algorithm is more likely to send CSI. The illustration on the 
impact of the window sizes is presented in Figure 5-5. Thus, in this context, the observation 
implies more CSI updates are expected with shorter observation windows from a change 
detection standpoint.
Contrary to the observation for Setupl, in Figure 5-4(b) representing Setup2, as V  increases, 
more CSI updates are observed. In other words, according to Setup2 where the size of 
reference and observation windows are common (equals to V  seconds), the RLT increases 
when the window sizes increases. This can be explained according to the underlying 
implemented channel model. Since a homogeneous environment is considered in obtaining 
the plots in Figures 5-4 (a) and (b), the fluctuations of Ei, / N q and pj  over time is influenced
by, among others, the (non)-fade durations, which fall within the range of 0.98 to 2.25 
seconds depending on the propagation environments, as discussed in Appendix A. From these 
values, it is highlighted that the durations are larger than the size of the observation/reference 
window for Setup2, which is between 0.08 to 0.24 seconds. Hence, it is likely that by the time 
CSI values from the observation and reference window are calculated, the terminal is still 
within the same state; i.e. either LOS or fading states. Therefore, the value of E^/Nq and pj
could still be the same for the past 0.08 or 0,24 seconds as far as Setup2 in change detection 
algorithm is concerned. In this scenario, the discrepancy of CSI parameters between reference 
and observation windows using Setup2 is less compared to Setupl which uses a longer 
average reference window value. In other words, in Setup2 both CSI values from reference 
and test windows are likely to be in the same channel state, therefore the CSI values are more 
likely to be identical, hence not fed back to the Gateway. In short, from the comparison of 
both setups, the observation entails that fewer CSI updates are obtained when the size of 
reference window is shorter, which is from Setup2. Another observation from Figures 5-4 (a) 
and (b) is that the suburban terminals (i.e. PT l and PT4) in both configurations observe more 
CSI updates compared to the terminals in the wooded areas (i.e. PT2 and FT3). This is 
because of the longer Line-Of-Sight (LOS) and fading durations in the suburban propagation 
environment. The propagation environment nature entails larger difference between the two 
PER values over the window sizes in contrast to the wooded areas.
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Figure 5-4: Return Link Throughput (RLT) per terminal against observation window length, V 
[seconds); (a) Setupl: size of reference window = t ' -V seconds, (b) Setup2: size o f reference
window = V seconds, = 50 terminals
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Figure 5-5 Illustration o f Setupl configuration in change detection algorithm as CSI collection 
policy. It is noted as the size o f observation window decreases, V  0 , the difference between the
two windows approaches
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In essence, via simulation results, it is found that the feedback volume due to the CSI updates 
decreases when the current CSI value is not observed to have significant change compared to 
its past value. The algorithm is tested against a homogenous propagation environment where 
all users are considered within a common propagation type. Our observations suggest that:
(i) Feedback volume due to CSI updates can be reduced by implementing a change 
detection mechanism as a mechanism to filter out repetitive CSI values.
(ii) Lower return link throughput represents a higher degree of CSI updates 
suppression.
(iii) If the change detection mechanism implements a reference CSI value from a 
growing reference window (Setupl), lower CSI updates are observed when the 
observation window is longer (larger V).
(iv) On the other hand, if the change detection mechanism implements a short and 
fixed reference window {Setup!), lower CSI updates are observed when both the 
observation and reference windows are shorter (shorter V).
(v) The change detection mechanism using a shorter and fixed reference window 
{Setup!) observes lower feedback volume when compared with an algorithm 
using reference CSI values from a growing reference window {Setupl), in the 
face of fluctuating channel conditions in homogeneous propagation 
environments.
However, although high suppression is the main objective of CSI collection and suppression 
policy (CCP) as far as return link resources is concerned, what is more important is its impact 
on the overall transmission. In other words, the CCP in the return link directly impacts tlie 
scheduling performance in the forward transmission. A higher suppression represented by 
lower RLT might result in poor performance in terms of session duration. This idea is 
represented in a system performance parameter called Normalized Session Delay (NSD). The 
performance parameter NSD is defined as the ratio of session delay {sd) measured in seconds 
to the transmission of the file in the initial pass, which can be calculated as
Normalized session delay, NSD  = M (5-10)F[bits]/
/ ^ M ^ J b p s ]
where F  is file size m bits and is the forward link transmission rate. To illustrate the
impact of the performance parameter, NSD values larger than 1 means DTUs are lost in the 
first pass and retransmission has occurred. The system aims to have as low NSD as possible.
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indicating high forward resource utilisation and high transmission. The simulation results for 
NSD against observation window size (V) are shown in Figure 5-6.
c/5
T3
o-1
PT4
1 P T l
1 PT2
1
Observation w indow , V (xlO /w j')
Figure 5-6: Normalized Session Delay (NSD) vs V, for homogeneous environment setup
It is observed from Figure 5-6 that a growing reference window {Setupl) results in lower 
NSD compared to the fixed-size reference window {Setup2). This is directly due to the greater 
CSI updates obtained from Setupl, as observed in Figure 5-4. However, NSD for Setupl 
approaches the NSD of Setupl when a larger V value is used, as shown when V = 240 ms. 
This is linked to the fact that opposing observations are seen for larger observation windows 
in both setups. As discussed with respect to RLT performance in the previous paragraph, 
fewer CSI updates are observed in Setupl, whilst more CSI updates are obtained by Setupl, 
for V=  0.24s. Nevertheless, the most important finding from the performance of NSD is that 
the lowest NSD is obtained from Setupl at F = 0.08s. This observation becomes especially 
crucial in the CAS algorithm as noted in Section 4.3.2 in Chapter 4. Specifically, the optimum 
value of global parameter p^ on the right hand side of the inequality
N _
1 -  Y \ (1 -  Py ) ^ 1 -  (1 -  P; in equation (4-21 ) can be obtained on-line; i.e. whilst CSI values
7=1
are still being collected. In the simulation implementation, this can be performed by 
representing the global parameter pj from the long-term average packet error rate 0q from
the reference window. Likewise, the recent PER p^ on the left hand side of the inequality can 
be obtained from the average PER over the observation window, . In other words, Setupl
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perfectly complements the optimised CAS algorithm described in Chapter 4 as far as CSI 
collection is concerned.
The simulation results presented and discussed so far consider homogeneous propagation 
environments where all terminals are distributed in a common propagation environment and 
the CSI of the terminals is independent but identically distributed. This implies that the value 
of pj represents the expected CSI value for that particular propagation type. Next, the CSI
collection is tested in heterogeneous environments, where each terminal j  experiences an 
identical percentage of time in a given propagation type (PT). The propagation setup is 
presented in Table 5-2 referring to propagation types in our channel model of interest as 
described in Appendix A. The simulation results are shown for; NSD against observation 
window V  in Figure 5-7 and CSI updates per second with respect to observation window V  in 
Figure 5-8. From these figures, it is observed that NSD with Setupl is lower than Setupl, 
especially at lower values of V, as shown in Figure 5-7. This is, again, due to the larger 
number of CSI updates with longer (and increasing) duration of observation, which is shown 
in Figure 5-8.
It can be concluded from the simulation results for both homogeneous and heterogeneous 
propagation environment that an increasing reference window results in lower session delay, 
regardless of propagation types. However, the better performance comes with lower 
suppression gain in contrast to the fixed-size reference window in Setupl. On the other hand, 
one might argue that intuitively a shorter reference window length in Setupl might be more 
convenient in the face of changing propagation environments as listed in Table 5-2. However, 
as shown in the simulation results, Setupl does not complement well the CAS scheduling 
algorithm implemented in the forward link, which requires long-term, rather than a short-term 
average packet error rate, as a threshold value. Another point that is worth noting is that the 
observation window size, V  in both setups can always be extended beyond 240ms, but it will 
only increase the session duration; although it might further decrease the CSI updates per 
second. As pointed out earlier, it is essential to observe a reasonable number of CSI updates 
within the configured uplink access scheme, since better channel-aware scheduling decisions 
can be achieved, due to the better assessment and accuracy at the scheduler.
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Table 5-2 Simulation Setup for Heterogeneous Environment
PT % of simulation time
1 50
2 15
3 25
4 10
N orm alized FTD v s  L In h e te ro g en e o u s  environm ent, % PT 1»50, % PT2=15. % PT 3*25. % PT 4»10
Setupl
— — Setup2
V  (xlO/W 5)
Figure 5-7: Normalized FTD vs observation window, K, on heterogeneous environment setup, N
= 50
50.8
Setup!
50.6 — — Setup2
50.4
«  " g  50.2
o. 2
49.8
491
8 10 12 14 16 2018 22 24
V  (x IOam^ )
Figure 5-8: CSI updates per second vs observation window size, F, on heterogeneous
environment setup, = 50
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5.3.1 Threshold-Based CSI Collection Policy
Following on from the previous section, a change detection mechanism which consists of two 
running parameters is now studied to complement the channel-aware scheduling algorithm 
proposed in Chapter 4. From simulation results, it was found that the performance in the 
forward link, (i.e., the session duration), is shorter when the threshold value is obtained from 
a growing, rather than a fixed-size reference window. From this selected setup, i.e. Setupl, an 
improved performance in the return link is considered in this section.
Regardless of the size of reference window, one might debate the relevance of the short 
observation window compared to the (non-)fade durations from the underlying channel 
model. In order to elucidate further this matter, it is worth noting that the CD (Change 
Detection) algorithm considers a sliding window. The average values may not be the same 
when different samples within the sliding window are considered in each calculation. For 
example, although a terminal may currently be in a fading state, which is expected to last for 
about one second, the /N q and pj calculated over the duration could be different since the
fading level is a random variable value following a specified distribution. Furthermore, the 
channel condition parameters are not a priori information in the system. In other words, the 
choice of observation window size should be independent from the underlying channel model. 
However, as discussed in the previous section, the hypothesis H] (Oq ^P i ) may not reflect a 
‘change’ especially when the CD parameters are updated whilst the terminal is still in the 
same channel state. Technically, the hypothesis results in a terminal updating its CSI even 
when the variation is small. Although the feedback volume is shown to decrease with the 
proposed CD algorithm, better representation can be implemented, not only to further reduce 
the feedback volume, but also to increase transmission efficiency when only the most relevant 
information is conveyed back to the RAN.
Hence, in tliis section we explore the possibility of implementing a threshold in the 
hypothesis, to observe reasonable suppression gain whilst benefiting from the higher resource 
utilisation. In principle, rather than simply using the h y p o t h e s i s - ^ g |> 0 ,  further
manipulation of the hypothesis, -  0^ \> G a m m a , should produce a better system
performance, since only the most relevant information will be conveyed to the RAN. Thus, 
the CSI change detection mechanism should be more robust against channel variations. 
Indeed, the parameter Gamma represents the minimum discrepancy between the instantaneous 
and the long-term average packet error rates to signify a terminal observing a ‘change’ in its 
channel conditions. In other words, a terminal which does not observe sufficiently high packet 
error rate variations is suppressed from accessing the uplink slots for CSI updates. On the
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other hand, terminals with large CSI variations will be allowed to access the uplink slots and 
update their CSI parameters. The hypothesis - 6',| > Gamma is implemented in the change
detection mechanism in the terminals, with the selected Setupl in place (i.e. a fixed 
observation window and a growing reference window). The range of values for Gamma is 
varied from GammuMm to GammaMox- Hence, the challenge is to find an optimal Gamma 
within the range that best represents the change in channel conditions.
In Figures 5-9 and 5-10, the simulation results for suburban (i.e. PTl) and wooded (i.e. PT3) 
propagation environments respectively. Specifically, the results for retransmitted DTUs and 
their coiTesponding forward resource utilisation, session duration and change detection rate is 
plotted with respect to variations of Gamma and observation window, V. The reliable 
multicast transmission is initiated from the RAN implementing CAS algorithm in its 
downlink scheduler, and N  - 2 0  terminals are considered. It can be observed that when more 
CSIs are updated by the terminals (higher change detection rate), better system performance 
can be achieved regardless of the propagation types. This is related to the lower session 
duration and fewer retransmitted DTUs, leading to higher forward resource utilisation. It is 
also observed that the highest CSI updates are obtained at the lowest Gamma and observation 
window size (V) values, i.e. Vopt = V^m -  0.08 s and Gammaopt = GammaMin = 0 .0 0 1 . 
However, the highest number of CSI updates in PT3 (in Figure 5-10) is obtained regardless 
of the observation window size. PT3 observes larger number of retransmitted DTUs and 
larger session duration than PTl, especially at L = 0.4 s. This is due to the scheduling being 
more conservative when the probability of retransmission is lower, as noted when terminals 
observe higher PER in the wooded propagation environment. In addition, it is found that 
when Gamma is increased beyond 0.0035, the multicast session becomes too long, suggesting 
that the scheduler excessively delays the packets. This scenario will be discussed in Chapter 6 
where a pre-emptive mechanism is proposed to avoid such a problem. To be specific, the pre­
emptive mechanism applies a maximum scheduling delay where the scheduler shall resume 
transmission when the delay is larger than the maximum value. As will be discussed in 
Chapter 6 , the mechanism avoids long waiting time due to the scheduling delay.
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Figure 5-9: P T l, TV = 20, file size = 10 MB (7364 MFTP packets (DTUs)).
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Figure 5-10: P T 3 ,N = 2 0 ;  file size = 10 MB (7364 MFTP packets (DTUs))
Table 5-3 represents comparison results of a system with and without Change Detection (CD) 
mechanism. The results are extracted from the PTl results in Figures 5-9 and 5-10. It is
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shown in the table that with a significant improvement in suppression gain (up to 32% 
according to the suburban propagation type -  PTl), the proposed change detection 
mechanism provides only a slight decrease in performance (up to 8.46% degradation in 
retransmitted DTUs), compared to the scenario where CSI is collected periodically assuming 
unlimited uplink resources. The decrease in performance with CD implementation is expected 
as less CSI updates are observed. On the other hand, the absence of the CD algorithm means 
that the feedback volume consists of redundant CSI information, leading to inefficient return 
link dimensioning.
Table 5-3 Comparison with and without CSI Collection Policy using Threshold-Based Change
Detection mechanism (CD) in place
P rop agation
type
S ession  d u ration  (s) N u m b er o f  D T U s retran sm itted , A C h an ge d etection  rate
Periodic
CSI
updates
Proposed
CSI
Collection
Policy
Performance 
gain with 
CSI
C ollection  
Policy  
(+ /- %)
Periodic
CSI
updates
Proposed
CSI
C ollection
Policy
Performance 
gain with 
CSI
C ollection  
Policy  
(+/- %)
Periodic
CSI
updates
Proposed
CSI
C ollection
Policy
Performance 
gain with 
CSI
C ollection  
Policy  
(+/- %)
Suburban
(P T l)
609 .44 610.12 -0.11% 117 123 -5.12% 100% 68% +32%
W ooded
(PT3)
612.55 618.31 -0.94% 130 141 -8.46% 100% 80% +20%
Hence, it can be concluded that the CD algorithm filters out redundant CSI and efficiently 
tracks the CSI to notify the RAN. To be specific, the proposed CSI collection policy is 
applied at the physical layer at the terminal side by implementing a change detection scheme 
which aims to reduce traffic in the return link as well as to lower the probability to transmit 
unnecessary CSI values. The Windowed Least Square (WLS) technique [Gustaffson2001J is 
adapted by using two windows; a sliding window for observed CSI value, and an increasing 
window to calculate reference CSI values. The terminal updates its CSI values from both 
windows at every slot duration. Then, depending on the discrepancy between the two values, 
the terminal decides whether to send the CSI values to the RAN. The idea is that it is 
sufficient for the RAN to track the CSI only when there are large variations worth updating. 
In general, this policy allows terminals with large changes of CSI values to have a higher 
priority to update their CSIs over other terminals. The choice of sliding window size, V, and 
change detection threshold. Gamma, determines the robustness and agility of the algorithm 
against time-varying channel conditions.
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5.4 Feedback Implosion Suppression (FIS) Algorithms
So far, the CCP mechanism discussed in Sections 5.2 and 5.3 has considered CSI (i.e. packet 
error rate) as the only feedback message in designing the mechanism for collection and 
suppression not only to avoid large feedback volume, but most importantly to complement the 
proposed channel-aware scheduling algorithm described in Chapter 4. In this section, apart 
from the CSI, the transpoit-layer NACK is considered to necessitate a terminal to send both 
feedback messages simultaneously. Specifically, the CSI is considered for encapsulation in 
the NACK messages. Similar to the change detection mechanism implemented at the terminal 
proposed in Section 5.3, the main idea of the approach presented in this section is that the 
feedback volume (i.e. both due to the CSI and NACKs) would be minimised if only a subset 
of the terminals responded in every collection period. Apart from the consideration of two 
types of feedback messages, the algorithms discussed in this section are different fiom that 
proposed in Section 5.3 as follows:
The FIS algorithm proposed in this section is a part-extension to the change detection 
mechanism proposed in Section 5.3. Specifically, the FIS algorithm discussed in this 
section implements the change detection algorithm in the previous section to calculate 
the priority level of the terminals.
The FIS algorithm considers the transport layer feedback message, i.e. NACK, as one 
of the factors to determine the weight to each terminal.
The FIS algorithm does not use the threshold Gamma in its change detection 
mechanism. Rather, the comparison between the two CSI values are interpreted as the 
weight assigned to each terminal.
The change detection mechanism in the previous section is receiver-initiated, i.e. a 
terminal that observes discrepancy between the two CSI values will access the uplink 
slots for CSI updates. However, in the FIS algorithm proposed in this section, the CSI 
update mechanism is sender-initiated, where the RAN authorises which terminal to 
access the uplink slots.
The fixed number of uplink slots is allocated in a dedicated way to the selected 
terminals, whereas in the previous section, the number of uplink slots was not strictly 
discussed. Rather, in the previous section the CSI collection is measured based on 
CSI updates per second, independent from the available uplink slots or indeed any 
uplink scheme.
The FIS decision is per-MFTP block, whereas the change detection mechanism in the 
previous section is per-slot duration.
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Because of the differences in approach, the performance of change detection mechanism from 
the previous section and the proposed FIS algorithm discussed in this section are not 
explicitly compared. Rather, the FIS algorithm is presented in such a way that an alternative 
CSI collection and suppression policy can be implemented from the RAN side. Essentially, 
the proposed FIS policy which is implemented at the RAN, modifies the behaviour of CSI 
collection policy such that only a subset of active terminals reports their CSI measurement 
using S  uplink slots. To employ this idea, the RAN decides which terminals should access the 
uplink slots in the next collection period. Then, the selected terminals update their CSI values 
using the available uplink slots back to the RAN.
To explain this concept, it is assumed that the set of all active terminals N  are available at the 
RAN at all times. The algorithm updates state variables and calculates a new estimated 
probability of retransmission, prtx, after the transmission of every MFTP block i, at collection 
period n. This is in contrast to the CCP mechanism in Sections 5.2 and 5.3 where the 
calculation of prtx is performed every forward bearer slot. The reason why the FIS decision is 
performed every MFTP block instead of every slot is because the FIS algorithm considers 
NACK semantics, which are configured after the end of MFTP block arrival at the terminals. 
Now, based on the CSI previously updated by the terminals, the calculation of prtx[n] can be 
completed. It is worth reiterating that the update operation in (5-11)
P j [ n ] ^ P j m j e N  (5-11)
requires all active terminals to acquire access to uplink slots to transmit their feedback 
message. However, from the implemented FIS algorithm, not all terminals are selected or 
authorized to update their state variables p j . Hence, only N selected terminals update their 
CSI values; as equations (5-12) and (5-13) suggest:
Pj[n]  < - P j ( t ) y j e  N  (5-12)
Pj [ n]^ Pj [n - l ] \ / j €N  (5-13)
Consequently, the probability of retransmission prtx[n] is calculated according to equation (5- 
14)
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prt>^ n] = 1-^1 (1 -Pj[«]) (5-14)
;=i
using the state variables pj  as updated (or the lack of it) according to equations (5-12) and 
(5-13). Specifically, thep. [ n]  is the PER is updated at the RAN based on the CSI collection 
policy in the return link. In other words, pmfn] is calculated at the RAN for the scheduler 
according to equation (5-14) considering suppression as suggested in equations (5-12) and (5- 
13). Fmthermore, apart from the FIS policy that could influence the accuracy of the prt4_n] 
calculation, the CSI values from the selected terminals will also suffer from propagation 
delay. Specifically, the terminals which are selected to access the uplink slots and update their 
CSI values in the cunent collection period may experience a different value of CSI due to the 
round trip propagation delay. Therefore, there exists a discrepancy between the 
parameter which is calculated at the RAN using the FIS algorithm, and the 
parameter prt4_n] that would be attained should FIS be bypassed and all terminals update their 
CSI values assuming sufficient resources in the return link. An accuracy error in calculating 
prtx in] could occm* due to this discrepancy, which is either from (/) FIS formulation, and/or 
(u) round trip propagation delay. This error may impact the channel-aware transmission 
performance, which will be analysed in the performance evaluation.
Prior to implementing the proposed FIS algorithm, it is worth pointing out that the system 
assumes that a fixed number of uplink slots may be reserved for CSI feedback transmission, 
or the value may be determined by the remaining slots after terminal requests for data 
transmission are accommodated. The FIS policy having an objective to select terminals and 
assigns them to one of the S available uplink slots, is indeed a knapsack problem and closely 
represented by the multiple subset sum problem (MSSP) formulation [Martellol990]. 
Mathematically, the MSSP formulation based on our proposal can be described as follows:
Definition 1: Given a set {jlJLj of items (i.e. terminals), each item has a positive weight rj
(i.e. priority value) and a set of of identical bins (i.e. uplink slots) each having a positive 
capacity (i.G. maximum priority value), what is the assignment that maximizes the 
allocation of bins to items, Xji :
,  *5 R
m a x (5-15)
t = l  7 = 1
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N
subject to (5-16)
Intuitively, the formulation aims to optimise the selection and the assignment of terminals to 
uplink slots by selecting only N  number of active terminals to access S available uplink slots. 
The FIS protocol solves an instance of MSSP with:
wherecy. =miii{|(9/ More specifically, the first
parameter, o)j, is a variable obtained from the change detection algorithm comparison using
Setupl as discussed in Sections 5.3. A higher value of cd^ represents larger CSI changes
experienced by terminal j  and vice versa. The second variable, age of a feedback sample, is 
represented by a term called  ^denoting the time difference between the last CSI
update and the current collection period. A set of upperbound values are imposed for 
variables co^  and such that any value above the maximum level is treated equally.
The last variable, (pj, is indication of ACK/NACK semantics. The variable is represented by
which takes the value of (pj =2 if the block i is conectly received (ACK) and pj =1 if at
least one of the DTUs in block i is in error (NACK). In essence, in this formulation, a 
terminal 7 with high rj is favoured over other terminals with lower rj. From equation (5-17), it 
is seen that a terminal with (i) large CSI change, (ii) has not been updating its CSI for some 
time, and (iii) has NACK to send back to the RAN; will have higher priority to access uplink 
slots compared to other terminals.
Now, let x" be the solution vector that represents the assignment of items to bins. This 
signifies the allocation of uplink slots to selected temiinals, such that Xj = l if  terminal J is
selected and assigned to slot 1,2,.. .,5}. From (5-15) and (5-16), there will exist a situation 
when more than one terminal is allocated to one slot. In this tie-breaking case, the RAN 
decides that the slot is allocated to the terminal with the highest Atyp^ ,^ ,^  j so that a terminal
with a previously lower rj but currently having a higher value of Atyp,i„i^  still has the
opportunity to be selected. This approach increases the flexibility of the FIS algorithm to 
fluctuations of channel condition. The RAN broadcasts the solution vector x" over the
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network as part of the bandwidth allocation procedure and reserves the necessary uplink slots 
for the collection period. The set N  is consti'ucted as:
7V = { y : % ; = l } (5-18)
which represents the selected terminals and the value of N is equal to total number of uplink 
slots S.
5.4.1 Integration of Feedback Implosion Suppression into Channel-Aware Scheduler 
(FIS-hCAS)
In this section we describe how the proposed feedback implosion suppression works with the 
channel-aware scheduler to provide reliable transmission of multicast data over satellite 
networks. We assume the data is segmented into B blocks, and each block b has D number of 
DTUs. The relationship between file size, blocks and DTUs are illustrated in Figure 5-11.
File
Blocki Blockz Blockb Blockfl
DTU,
DTUob
Figure 5-11: Data product, MFTP block, and DTU relationship
At the transport layer, full-reliability is ensured via the implementation of the retransmission 
process. Basically, transmission of batches proceeds in transmission passes. In the initial 
transmission pass, i.e. /: = 0, the file is sent to terminals in its entirety. Upon reception of 
NACKs to indicate lost DTUs, successive retransmission passes, i.e. k ~ {1, 2, ..., K} are 
initiated until all terminals receive all DTUs correctly. An example of the retransmission 
passes considered in the simulations is shown in Figure 5-12. Assuming block 1 has three 
DTUs and block 2 has five DTUs received in error, then the total number of DTUs 
retransmitted in the second pass is eight DTUs. For subsequent passes, the protocol then 
proceeds until all blocks are completed successfully by all terminals.
94
Chapters CSI Collection and Suppression Policies fo r  Return Link Transmission
W
First pass 
(* = 0)
Second pass 
( * = 1)
^  Multicast
block 3 block 2 block 1 clients
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Figure 5-12: An example on how total number o f DTUs retransmitted in subsequent passes is
calculated
As mentioned initially at the start of this section, in an integrated FIS and CAS scenario it is 
notified that two types of error might occur: (i) suppression error due to FIS formulation, and
(ii) lack of accuracy due to round trip propagation delay. As the round trip propagation delay 
is unavoidable, the study in this section concentrates on the suppression error, which is 
directly related to the proposed FIS algorithm. To further illustrate the suppression error, it is 
worth remembering that the selection and allocation decision in FIS is based on the feedback 
information successfully reported to the RAN, rather than the current CSI values measured by 
the terminal. Hence for a given number of uplink slots, the average error increases as the 
number of active terminals increase. This is expected as the algorithm selects and allocates 
terminals from a larger set to a fixed number of slots. Therefore, more terminals are 
suppressed by the algorithm giving less accurate calculation of the scheduling parameter. 
However, from a network operator’s or terminals’ point of view, the important performance 
metric would be the effect of the error introduced by the FIS algorithm on the resource 
utilisation and the session delay.
The simulation results are plotted in Figures 5-13 (a) and (b). Specifically, the performance in 
terms of retransmission passes per DTU and normalised session delay are plotted against 
terminal numbers. From the figures, it is observed that retransmitted DTUs and normalised 
session delay increase with terminal numbers. This implies that the FIS+CAS algorithm 
performs better at low and medium numbers o f terminals since the resources are highly 
utilised due to its ability to exploit a reliable set of CSI values from the timely arrival of CSI 
updates from the terminals. Specifically, the CAS functionality in the downlink is optimised 
with the timely CSI updates arrivals from the FIS algorithm, even with a fixed number of 
available uplink slots. However, the algorithm is ineffective in CSI reporting at very high 
terminal numbers since the information is inaccurate due to the feedback collection 
formulation.
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Figure 5-13: (a) Average number of transmission passes per block vs. numbers of terminals, (h) 
Normalized file transfer delay vs. numbers of terminals
From this observation, it is fair to conclude that the key to obtaining a good performance in 
suppression techniques is to have the right information at the right time, although there are 
only limited resources to carry such information. The proposed FIS+CAS algorithm manages 
to avoid the collision problem and delays due to the random access timers by assigning fixed 
available uplink slots to selected terminals. However, NACK messages are suppressed 
especially if the terminals are not selected to access the uplink slots. This observation entails 
the fact that some modifications are needed in the transport layer in order to support the 
FIS+CAS algorithm. Alternatively, the transport layer feedback updates can still be supported 
with the current proposal. Particularly, if the system considers implementing CSI updates 
using a random access mechanism to suit the MAC and transport protocols for the reliable 
transmission, several concerns should be addressed. They are: (/) long session delay due to 
the timer implementation. Specifically, each retransmission pass adds one timer duration 
(depending on system configuration) and one round-trip-time delay, (ii) the CAS functionality 
could be sub-optimal because the CSI updates are collected over long timer duration. In this 
case, the fluctuating CSI values could be obsolete by the time the timer ends, which is exactly 
when the scheduling decision has to be executed. For both constraints (ij and (ii) explained 
above, some adaptive approaches can be implemented. For example, an adaptive approach 
can be used by adapting the size of a multicast block according to another control parameter
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to achieve a shorter time span, which could lead to shorter session delay and more timely 
scheduling decisions.
In the implementation of FIS+CAS discussed in this section, the feedback messages (i.e. both 
CSI and NACK) are updated on a per-block basis, whereas the CAS algorithm in the return 
link is operated on a per-slot basis. Although the initial intention for per-block 
implementation is to include NACK messages in feedback collection and suppression policy, 
the idea seems to be misaligned with the applied CAS scheduling algorithm. The implication 
of this misalignment is that the scheduling parameter is not being updated so often. This 
results in less accurate and less efficient scheduling decisions. Hence, it is better to separate 
the feedback messages. Specifically, the CSI feedback message is updated as it is designed, 
which is on a per-slot basis; whilst the NACK feedback message is updated after the end of 
the block transmission, which is ‘per-block’. If the two feedback messages coincide, then they 
can be encapsulated within one uplink slot. Undeniably, this approach implies a larger 
number of CSI updates compared to the strict per-block feedback message collection 
discussed in this section. Nevertheless, through proper uplink access scheme configuration, 
the split NACK/CSI collection is a more appropriate approach to suit the CAS algorithm. 
However, the proposed FIS algorithms are still beneficial should the forward link 
transmission be synchronised on a per-block transmission basis, i.e. the conventional scheme 
without channel-awareness transmission.
5.5 Summary
The assumption of periodic CSI collection from all terminals could be resource consuming in 
the return link as well as increasing the signal interference as the updates are transmitted 
often. Thus, we adopted CSI collection and suppression policy (CCP) where CSI values arrive 
intermittently at the RAN due to the CSI updates coming from only a subset of the terminals. 
The key outcomes of our investigations are as follows:
1. First, the terminal point of view is considered, where the terminal decides whether to 
update its CSI or not. In other words, intelligence in the terminal performs a change 
detection algorithm to detect if there is a change in channel conditions worth reporting 
back to the RAN. The algorithm is based that the PER averages from a sliding 
observation window and a growing reference window. The reference window is obtained 
from two different lengths to create two possible configurations. Based on the comparison 
between two possible configurations, it was found that an arrangement of a fixed-size 
observation window and a growing reference window performed the best in terms of
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session duration with tolerable suppression gain. From simulation results, this mechanism 
was found to significantly reduce feedback volume per terminal; up to 32% reduction, 
whilst still maintaining tolerable system performance compared to the periodic CSI 
collection policy.
2. In the second proposal, CSI collection and feedback implosion suppression (FIS) policy 
was proposed from the RAN standpoint with the consideration of two types of feedback 
messages; the physical-layer CSI and the transport-layer NACKs. The RAN selects the 
terminals to access uplink slots in the next cycle depending on the feedback messages. In 
essence, the FIS policy made decisions immediately after the transmission of each 
transport block to complement the CSI collection protocol. It was implemented in such a 
way that terminals with the most crucial information were chosen to access the available 
slots. From the simulation results, FIS+CAS seem to be able to support not only on the 
proper arrival of CSI updates, but also in the absence of suppression problem.
In conclusion, both the sender- and the receiver-initiated proposals aim for reduction of 
feedback volume due to the CSI updates. Nevertheless, although both proposals managed to 
reduce feedback volume to a certain extent, the more important results are their impacts on 
the transmission in the forward link. A scenario with a high suppression gain in the return link 
according to the suppression policy of choice may initiate larger misalignment between the 
state variables used in the forward link transmission. This notion implies that a system with 
high suppression gain results in higher session delay, due to the inaccurate scheduling 
decision in the forward link. This issue and its solutions will be discussed in greater detail in 
the next chapter. In particular, in Chapter 6 , an integration of both CSI collection and 
suppression policies in the return link and the channel-aware scheduling in the forward link 
will be proposed. Specifically, the integration is carried in order to complete the proposal of a 
cross-layer approach in reliable multicast transmission in the satellite links.
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Chapter 6
Integrated Channel-Aware Scheduling and CSI 
Collection and Suppression Mechanisms
6.1 Introduction and Problem Statement
In this chapter, an integrated Channel-Aware Scheduling (CAS) algorithm in the forward link 
and the complementary CSI Collection and suppression Policy (CCP) in the return link is 
implemented and investigated. Specifically, CAS is obtained from one of the scheduling 
algorithms proposed in Chapter 4, whereas the threshold-based Change Detection (CD) 
mechanism is attained from one of the CCP mechanisms recommended in Chapter 5. The 
aim of the integration is to obtain a fully-reliable multicast transmission by implementing an 
adaptive transmission from the configurations outlined in the forward and retiun links. 
Independently, the CAS aims to increase forward resource utilisation whilst maintaining 
reliable transmission, whereas the change detection (CD) mechanism at the terminal side in 
the return link aspires to reduce feedback implosion due to the CSI updates whilst 
complementing the uplink access scheme and the proposed scheduler at the RAN. Due to the 
capacity constraints on the uplink, the choice and the configurations of the uplink CCP 
produces considerable impact on the scalability and the performance of feedback-based 
reliable multicast transport protocols.
In the previous two chapters, the performance of the algorithms was tested independently, 
although in Chapter 5 both forward and return link performance metrics were considered but 
not concuiTently optimised. In this chapter, both CAS and CD algorithms are implemented in 
parallel, where the influence and the dependency of one algorithm to the other are 
investigated in more detail. In other words, co-existence between the proposed channel-aware 
scheduling algorithms in the forward link and how the CSI values are collected (and 
suppressed) in the return link will be studied, in the face of fluctuating channel conditions. 
Within the integration approach, two subtopics to improve system performance are discussed.
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The first subtopic discusses a pre-emptive approach to avoid indefinite scheduling delay due 
to the lack of CSI updates, which is related to suppression error. The second is an 
implementation of a Real-Time Channel Prediction (RTChP) technique at the scheduler to 
improve the scheduling decision by tracking the scheduling parameter over time, thus tackling 
the CSI inaccuracy received by the RAN due to propagation delay.
In addition to the investigations and implementations of the proposed integration, tliis chapter 
also carries out an analytical approach to calculate the performance parameters, which are 
then validated by means of simulation results. In essence, the analytic approach estimates the 
suppression error due to the CCP formulation. From this error, forward link performance 
parameters can be calculated. The mathematical approximations converge to the simulation 
results, especially at large numbers of terminals.
6.2 Integrated Approach to Adaptive Transmission
In this section, two relevant topics are considered in the proposed integrated approach. The 
first issue deals with a pre-emptive mechanism which avoids the scheduler indefinitely delays 
the tr ansmission which can happen in two conditions: (i) lack of CSI updates or, (ii) terminals 
in poor channel conditions for a prolonged period. The pre-emptive mechanism is 
implemented such that the scheduling delay will not exceed a limiting value. The approach is 
deemed effective in reducing scheduling delay, which will be discussed further in Section 
6.2.1. Another topic related to the integrated approach is the implementation of channel 
prediction technique at the scheduler, which is presented in Section 6.2.2. The initial aim of 
the implementation is to increase the accmacy and reliability of scheduling decision. This 
stems from the fact that the CSI updates aniving at the scheduler might suffer from either (i) 
propagation delay, or (ii) suppression error. From the simulation results, an important 
observation is made, that the channel prediction is best implemented in a system with low and 
medium number of terminals.
6.2.1 Change Detection Mechanism with Pre-emptive Mechanism
To explain the proposal, let us consider a scenario where the proposed channel-aware 
scheduling algorithm delays the transmission because of poor channel conditions reported by 
the terminals. This is perceived from a higher value of the scheduling parameter prtx  ; i.e. 
p rtx  >  prtxhtresh  according to the CAS algorithm described in Chapter 4. This condition 
happens either due to (i) the absence of CSI updates from the suppressed terminals according 
to the CD algorithm, which could be due to reduced channel fluctuations, or (ii) significant
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CSI fluctuation experienced by the terminal, but the terminal is cuiTently in a poorer channel 
condition compared to its average CSI value, resulting in delay by the virtue of inequality 
p r tx < p rtxh tresh in  CAS algorithm. Due to these conditions, in the worst case, the 
condition p rtx  > prtxhtresh  is observed recursively, resulting in indefinite scheduling delay at 
the RAN.
To avoid such conditions, a pre-emptive mechanism is implemented, suitable for a scenario 
when terminals are expected either to be in poor channel conditions or experiencing small 
CSI variations. In order to avoid excessive scheduling delay at the RAN, a capped value for 
scheduling delay is imposed. In essence, if CAS algorithm results in packets being 
excessively delayed, i.e. larger than TschMax, CAS should allow the packet be transmitted 
anyway:
h d f  {p rtx  < prtxthresh) OR TschM ax
0  = j (6 -1)
l o , î / ( p r D r >  prtxthresli)
where 0  is the binary CAS decision and %./, is cumulative scheduling delay after the last 
transmission. From this pre-emptive scheduling mechanism, it is expected that the scheduling 
delay is reduced.
To illustrate the implementation. Figure 6-1  and Figure 6 -2  demonstrate temporal snapshots 
of CAS scheduling delay, xsci,. with and without the pre-emptive mechanism, respectively. 
Note that in Figure 6-1, with the pre-emptive mechanism in place, scheduling decision, <P=1 
when Tsch = 0 p r tx < p rtxh tresh ), whereas when 0 < xsch < TschMax, 0  = 0 
(i.e., p rtx  > prtxhtresh  ), and 0 = 1  again only when tsch > TschMax. The scheduling delay in 
this figure is much lower than the scheduling delay in Figure 6-2, when no maximum waiting 
time (TschMax) is imposed at the scheduler. It is observed that the scheduling delay can rise 
up to 4 seconds in the worst case (Figure 6-2), whereas in the pre-emptive mechanism (Figure 
6-1), the delay never exceeds 0.05 s, which is the pre-defined maximum waiting time 
TschMax.
10 1
Chapter 6 Integrated Channel-Aw are Scheduling and CSI Collection and Suppression Mechanisms
V prtx > prtxhtresh J  '
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Figure 6-1: Temporal snapshot o f CAS decision, O, and scheduling delay, Xscht with pre-emptive 
mechanism, TschMax = 0.05 s, CD observation window V = 0.08 s. Gamma = 0.001, PTl
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Figure 6-2: Temporal snapshot o f CAS decision, O, and scheduling delay, Xsch^  without pre­
emptive mechanism, V = 0.08 s. Gamma = 0.001, PTl
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Figure 6-3: Performance parameters for P T l, with classical change detection scheme (CD) and 
change detection with pre-emptive mechanism (CD pre-emptive). L = 0.08 s, Pq = 0.001
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In Figure 6-3 and Figure 6-4, the two mechanisms; change detection with pre-emptive 
mechanism (CD-pre-emptive) and the conventional change detection algorithm (CD), are 
compared with respect to the propagation environments. In Figure 6-3, suburban propagation 
environment (PTl) is considered and from this it is observed that the CD-pre-emptive 
algorithm is inferior to the original CD algorithm, despite the reduced scheduling delay 
offered by the former. This is because, in the pre-emptive approach, the scheduler is obliged 
to resume transmission when the scheduling delay exceeds T s c h M a x , even whilst the terminals 
are still in poor channel conditions. It is understood that although the CD-pre-emptive scheme 
might reduce the scheduling delay, it results in even more DTUs received incorrectly at the 
terminals, further increasing the retransmission delay. This observation implies that the CD- 
pre-emptive mechanism is not suitable when terminals are in good channel conditions.
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Figure 6-4: Performance parameters for PT3, with classical change detection scheme (CD) and 
change detection with pre-emptive mechanism (CD pre-emptive). L = 0.08 s, Po = 0.001, 1.
The same observation is seen in Figure 6-4, where the propagation type of concern is PT3 
(wooded area). Generally, the generic CD algorithm outperforms the proposed CD-pre­
emptive mechanism, especially at low Gamma. However, an interesting observation is 
obtained at large Gamma = 0.003, where the session duration performance from the CD-pre­
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emptive mechanism is better than the conventional CD. This observation occurs when
TschMax = 0.05 s and Gamma > 0.002. This is because in this instance, the combination of
TschMax, V  and Gamma is optimum such that:
1) The value of TschMax is not too short, so that CAS is not forced to negate its channel- 
aware functionality. In other words CAS works normally when tsch < TschMax-, when isd, 
> TschMax, CAS is switched off and DTUs are transmitted regardless of CSI values.
2) The value of TschMax is not too long, so that the system will not experience large 
scheduling delays before the next transmission is allowed from the channel-aware 
scheduling algorithm decision, especially when terminals aie perceived to be in poor 
channel conditions for long durations.
3) Furthermore, the nature of the channel conditions itself could explain the situation. In 
general, the wooded propagation environment depicted in Figure 6 - produces higher slot 
error rate than the suburban area (PTl). Due to this scenario, the scheduler might be 
delaying DTUs longer especially when inequality prtx > prtxthresh is recursively true. In 
addition, the fade duration in wooded environment (FT3) is longer than in the suburban 
environment (PTl). Likewise, due to this phenomena the CAS observes prtx > prtxthresh 
condition for a longer duration in the wooded environment compared to the suburban 
environment.
However, despite the attractive findings observed for the pre-emptive mechanism in the 
wooded propagation environment, the conventional CD algorithm still perform the best in 
both propagation types, with the characterisation of CD parameter Gatmna to 0.001. Although 
the pre-emptive approach falls short of improving the system performance, the investigation 
might lead to other fade mitigation techniques in the future, where extreme measures have to 
be taken into consideration. In the analysis canied out in this section, the scheduling delay is 
indeed one of the attributes of the proposed adaptive channel-aware transmission. Although 
the excessive scheduling delay was initially regarded as a liability, undeniably the setback is 
compensated by the successful transmission in the forward link.
6.2,2 CAS algorithm with Real Time Channel Prediction (RTCliP) Technique
We now look at an integration of the CAS and CD algorithms. Specifically, this section 
addresses the possibility of implementing a Real Time Channel Prediction (RTCliP) technique 
to improve the accuracy and reliability of the scheduling decision. Due to the satellite 
propagation delay, the CSI value used in the scheduling decision might be different to the CSI
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value observed by the terminals at the time of packet airival. Thus, based on the CAS 
algorithm, the Real Time Channel Prediction (RTChP) technique is investigated and analysed.
6.2.2.1 Real-time Channel Prediction Technique (RTChP)
At the scheduler, successful CSI updates anive intermittently based on the CD decision 
implemented at each terminal. Considering that all updating terminals are able to access the 
contention slots and successfully update their CSI parameters via the reservation slots, the 
scheduler at the RAN will then utilise the updated CSI values using the proposed real-time 
channel prediction (RTChP). The aim is to improve the performance of the CAS algorithm by 
tracking the behaviour of the scheduling parameter prtx over time. The operation of RTChP 
(or the lack of it for the conventional CAS algorithm,) is described as follows:
i) First, the scheduler calculates the scheduling parameter prtx according to equation (4-2) 
presented in Chapter 4.
ii) Next, with the RTChP in place, prtx is predicted seconds ahead. Based on the
predicted value, the scheduler decides to use or not the current slot according to the 
inequality (prtx<  prtxthresh) as shown in equation (4-11) in Chapter 4. In contrast, 
without RTChP in place, prfci is calculated merely based on (t) updated from the 
terminals.
The channel estimation technique that is used in this context is derived from [Choi2002], 
which is claimed to be a more accurate and reliable estimation technique pertaining to 
satellite channels. In the simulation, apart from being used for a per-slot scheduling decision,
the scheduling parameter prtx is also sampled every n  ^ = second for estimation
purposes. At sample time « = we predict the value of prtx in the future, i.e., at aixival
time corresponding to n = . The general prediction can be represented as;
prtx[n,r +Hq] =  Cjprtx[nf^] +  c^prtx[n„. - 1 ]  (6 -2 )
where«0 > 0 represents how far ahead we want to predict the behaviour of prtx, in oui* case 
i'G. one sample away. An AutoRegressive (AR) model with two poles (i.e.
coefficients) is assumed. The value of prediction coefficients c^  and cg can be resolved in a 
matrix form. In the case of a 2-pole Yule-Walker, prediction coefficient c can be presented in 
matrix form as
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7c^,[0] "ci"
_Kpp[l] KppiOl 72. Kpp[2 + n.Q]^ (6-3)
where is a correlation function of past data. To solve the inverse of matrix (6-3),
Kpp[m] must be estimated itself. In the reference [Choi2002], it is suggested that the estimate 
of Kpp[m], Kpp[m], can be calculated using a sample correlation function from past data. 
Basically, the predictor uses the last X  data points to obtain estimated values of p r tx , Kpp :
Kpp[m,q] =
1 ^ '1
- r - r  > prtx[a]prtx[a-{-\m\] i f a < X - \ m \  _(6-4)X
0 otherwise
In our case, the last X = 10 data points of prtx is used to obtain c^  andc2 . From the estimation 
of Kpplm] in equation (6-4), the running on-line prediction coefficients cj and cg at each 
can be obtained, which are then used to predict pmfn„. + hq] according to equation (6 -2 ).
Likewise, a scenario is compared where the RTChP is not implemented. In such a scenario, 
the scheduling parameter prtx considers only the CSI values updated from the terminals, i.e. 
without using the prediction technique. Subsequently, the value of prtx becomes:
prtxin,  ^+ «0 ] = prt^in,r ] (6-5)
Note that equation (6-5) does not have any prediction coefficients c^  and as in equation (6 -
2 ) which considers prediction technique.
6.2.2.2 Performance of CAS with RTChP
To observe the scheduling performance with respect to the implementation of the RTChP, 
simulations of reliable transmission of a file with size F  MBytes to N  number of terminals are 
performed. In the simulation analysis, the parameters listed in Table 6-1 are implemented.
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Table 6-1 Simulation Parameters
Param eter Value
Number of terminals, N {5, 10, 15,20}
Forward bearer slot size, L 5120 bits
Forward bearer slot duration, t^ iot 10  ms
File size, F 10 MB
Round-trip-time, 800 ms
DTU payload size, 1424 bytes (i.e. 11392 bits)
Total number of DTUs in a file, M 7364 DTUs
Uplink slots 8 reservation slots, 16 
contention slots
Change detection parameter, V 80 ms
Change detection threshold, i// 0 ,0 0 1
Average E jN „ 6.98 dB
(Std. deviation = 1.69dB)
Log-normal fading duration Mean = 0.98 s
(Std. deviation = 1,45 s)
Power law LOS duration Mean = 2.25 s
(Std. deviation = 2.22 s)
600
550  C A S+R T C hP
 C A S  only
500
400
350
N um ber o f  te rm in a ls , N
Figure 6-5: CAS algorithm, session duration vs. N, with and without real-time channel prediction
technique (RTChP)
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Figure 6-6: CAS algorithm, number of DTUs retransmitted vs. with and without real-time
channel prediction technique (RTChP)
2 5 0 0
i  1 5 0 0
1 0  1 5
N u m b e r  o f  t e r m i n a l s ,  N
Figure 6-7: Number o f collision vs. number of terminals, N
111 Figures 6-5 and 6 -6 , the average session dmation and retransmitted DTUs are plotted 
against number of terminals, N, respectively. As shown in the figures, it is found that both 
session duration and retransmitted DTUs increase with numbers of terminals. This is due to 
the fact that with or without the channel prediction technique in place, the limited number of 
contention and reservation slots in the return link result in higher number of collisions when 
there are more terminals trying to access the uplink slots. This scenario is illustrated in 
Figures 6-7 and 6 -8 , where collision increases with numbers of terminals. Comparing the 
results with and without RTChP, it is observed that better performance is obtained via the 
RTChP when fewer terminals are considered. As number of terminals increases, the RTChP 
becomes ineffective in predicting the future value of scheduling parameter prtx, resulting in 
worse peiforniance. This is because the RTChP is implemented at the scheduler in the RAN, 
rather than at each terminal. It is expected that if RTChP is operated at the terminal-level to 
predict its CSI value (i.e. p) one round-trip time away, then the performance will be greatly
1 0 8
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predict its CSI value (i.e. p) one round-trip time away, then the performance will be greatly 
improved. The only constraint for such implementation is that simulation complexity 
increases, since we are considering multicast scenario.
6.3 Derivation of Suppression Error due to CSI Collection and Suppression (CCP) 
Mechanisms
In this section, the integrated adaptive transmission via the use of a cross-layer strategy is 
presented. Specifically, the co-existence if both CSI collection policy in the return link 
channel-aware scheduling in the downlink is studied. In order to analytically represent the 
integration, suppression error is used as the focal point between the return and the forward link. 
Specifically, the suppression error is ‘seen’ by the RAN in the forward link since only a subset of users 
update their CSI values at any CSI collection instant in the return link, as pointed out in Chapter 5. 
In order to understand the concept, let us understand how CSI is updated by terminals. 
Basically, the CSI collection policy (CCP) implements the Change Detection (CD) policy at 
the terminal, according to Section 5.3.1 in Chapter 5. To recap, if a terminal observes a 
change in its CSI variations larger than a predefined threshold Gamma, then the terminal is 
allowed to access the uplink slot for CSI update. The CSI variations over time is segmented 
into two parameters -  one is an observed value which is an average PER over a fixed size 
window (i.e. V ms) and the other one a long-term average PER from a growing window {t-V 
ms). If the discrepancy is larger than a threshold Gamma, then the terminal is said to observe 
a change in its channel condition. The most important implication due to the implemented 
change detection mechanism at the terminal is that non-periodic CSI updates are expected. 
This results in ‘suppression error’ of CSI values. To be specific, the CSI values received and 
recorded in the RAN may not be the same value as what is actually observed by the terminals. 
As the scheduling parameter depends on the updated CSI values, suppression error is ‘seen’ 
by the RAN due to the non-periodic CSI updates. In consequence to the suppression error, 
system performance will be affected as will be explained in detail in the next section. The 
relation of the suppression error on the scheduling decision is best summarised via the block 
diagram illustrated in Figure 6 -8 .
Forward link
RAN
Suppression
CAS
L ____ CCP
Return link
Terminals
I
prtx{t\
' ' p j t f
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The suppression error seen by the scheduler, denoted as , is calculated as
A =  Iprtx[n] -  prtx(t)\ (6 -6 )
where prtx \n ]  is the scheduling parameter p rtx  at time n =  k T  where =  {0,1,2,. . .} and 
T = 10m^, whereas prtx (t)  is the scheduling parameter prtx at the corresponding packet 
arrival at time index t. As will be shown later, the suppression eiTor observed by the scheduler 
is dependent on the probability suppression error, Pg,.,.^ ,., which follows a lognormal 
distribution with mean and standard deviation values and . In other words, the 
way the feedback message is collected at the terminals in the return link, produces an eiTor 
which not only can be ‘seen’ by the RAN, but also further affecting the forward link 
transmission. This is formulated analytically in the next section.
6,3.1 Suppression error due to Change Detection (CD) algorithm
To formulate the scheduling error in regards to the CD algorithm, the same approach to derive 
the mathematical approximations for performance parameters as discussed in Chapter 4 is 
used. More precisely, theAg .^ ,^. in (6- 6 ) will be stated as a function of bit-energy per noise 
d e n s i t y , / iVodenoted a s 7 . To initiate the approach, the state variables pmt/:] and prtx{t) 
are expressed as a function of random variable f . This is performed by first denoting the state 
variables as a function of packet error rate p:
N
prtx[n] =  1 -  ( ]~ J (1  -  P j W ) )  (6 -7 )
y=i
N
prtx (t) =  1 -  ( J ~ J  (1 -  p j  i t)))  (6 -8 )
w here  p^[«] is p ack et e rro r ra te  u p d a ted  by  the  te rm in als  and  p  (() is p ack e t eiTor ra te  
ob se rv ed  by  th e  te rm inals a t p ack e t a n iv a l. N ex t, the  p ack et e rro r ra te  p j  can  b e  exp ressed  as
Py = 1 -(1 -(Z )^ .)^  (6 -9 )
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where is bit eiTor rate (BER) observed by terminal j  and L  is packet size in bits. The BER, 
in turn, can be calculated as
^ j = ^ ( l - e r f ^ )  (6 -10)
2  (AT 2where erf‘[ ] represents the error function defined as erf(x) e~’ d t , and Yj is bit-energy
per noise density, , observed by terminal j. Hence, packet eiTor rate, p, can be
represented as a function ofE,, /N ^  from equations (6-9) and (6-10) giving:
From equation (6-11), the scheduling parameters in equations (6-7) and (6 - 8 ) can 
alternatively be presented as:
prtx[n] = 1 -  n  ^  eif^Y j[n])‘^ (6 -12)j=i 2 z
prfx(t)=1 -  r i i  ^;=i 2 z
where represents / Nq related to the updated py via CSI collection and suppression 
policy in the return link whereas ;Xy(f) signifies E/,/ATq experienced by terminal j  at packet 
arrival t. Both variables /y [/%] and (r) are directly obtained from average packet error rate 
from the observation window, , since it represents the instantaneous value of channel conditions. 
Also, it is important to note that the value of prtx[n] would not be as dynamic as prtx(t) 
because of the formulation introduced by the CSI collection and suppression mechanism. For 
this reason, the value which is being updated at the RAN is indeed a function of true
Ej, / N q value, y.(t) , and probability of suppression error, p^ „.^ ,. :
7j[n] = (}±Perror)7j(0 (^-14)
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From equations (6-7) to (6-14), if we take common value of ;^^(r)for all terminals j \ /N , 
then from equation (6 -6 ) can be expanded to
terror =\prtx[n]~ prtx(t)\
(6-15)' . X ,, V e/T-/( I 3: Ü ir.in )“■2 2 ^  " 2 2
P e n o r W '
where p^ rror is suppression error due to CSI change and suppression policy, L  is packet size in 
bits and N  is number of terminals.
As far as a CSI collection and suppression policy is concerned, the suppression error reduces 
as more CSI updates are observed. As explained in Section 5.3.1, more CSI updates are 
expected when the observation window, V, and a CD threshold. Gamma, is small. Assuming 
V  is fixed to 80 ms, the suppression error can be represented as a function of change detection 
parameter, Gamma, denoted as \(/. Specifically, suppression error occurs when a CSI value is 
not updated because the channel conditions experienced by the terminal do not observe a 
change at time t = k, h t.a{t~k)< \i/, where a(t=k) is the discrepancy between the average 
packet error rate value from the observation and reference windows:
a(t = k ) -\ô i(t = k)-0Q(t = k)\j (6-16)
according to the CD algorithm. Therefore, we can estimate the probability of suppression 
error due to CD algorithm as:
(6-17)
where the variable represents the equivalent E,, / difference denoting the two prtx values 
as shown in equation (6-15). From (6-16), the variable y/ can be calculated as
(6-18)
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From equations (6-17) and (6-18), we know that the probability of suppression error, p^^^^, is 
dependent on y  and slot length, L. However, since L is common for both observation and 
reference values, changing the value of L will only increase the range of ^  and p^^^^, without 
changing the exact values at anyy/ . Hence, perror plotted against y/ 'm Figure 6-9,. 
Specifically, the mean and standard deviation of /  according to Table 6-1 for reference values 
are considered, and the corresponding observation /  is varied to obtain variation in 
y/ according to equation (6-18). From the figure, it is observed that p^^^^ increases withy/ , 
implying larger threshold in the change detection algorithm incurs higher suppression error 
which results in lack of CSI updates.
2 . 5
0 . 5
0 0.1 02 0 40 . 3 0 . 5 0.6 0 , 7 0.8 0 . 9 1
C D  t h r e s h o l d .  G a m m a
Figure 6-9: P rob ab ility  o f  su p p ression  error , p ^^^ ,^ d ue to C D  a lgorith m  aga in st G am m a
(y ^ )[I  =  3 0 0 0  bits]
6 .3 .2  C a lcu la tion  o f  p erform an ce p aram eters d u e to su p p ression  error
From the derived probability of suppression error, p^^^ ,^ the calculation of the retransmitted 
DTUs, A, and the session duration, sd, with consideration of the integration impact can be 
calculated accordingly. This error contributes to the calculation of both performance 
parameters because the scheduler applies a less accurate prtx. The scenario implies that the 
suppression error is high, resulting in inaccurate scheduling decision which could lead to 
erroneous packet reception and incur additional retransmission passes. In particular, if 
scheduling decisions are overly anticipated, then packets might be received whilst the 
terminals are in poor channel conditions. Otherwise, the scheduler might overlook the
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opportunity to transmit while terminals are in good channel conditions. Either way, the 
suppression error either increases the number of packets retransmitted or increases the 
retransmission passes, both of which are liabilities to the system performance. Technically, 
the suppression error is included in the calculation of packet error rate considered in the 
forward link transmission, as shown in equation (6-19).
The corresponding performance parameters are derived through the steps proposed in Chapter 
4. The retransmitted DTUs and session duration with consideration of suppression error, A '
and sdç.^ , are shown in equations (6-17) and (6-18).
M ±k\i-pry-{i-p,^ y]
,k=r>
(6-20)
^Mox
where M  is the total number of DTUs in the file (i.e. 7364 DTUs), is the DTU size in 
bits (i.e. 11392 bits), is the physical layer transmission rate (i.e. 300kbps), K  is the 
maximum retransmission passes (i.e. K  = 10), and is the propagation delay (0.08s). The 
value of is calculated for y/=  0,001 (i.e. Penor- 0.0007) and takes the 
corresponding expected value for the chosen propagation environment (i.e.
£ j iV „  = 6.98dB).
In order to validate the performance parameter estimates according to equations (6-20) and 
(6-21), the mathematical approximations are compared with: i) the coiTesponding simulation 
results with the suppression error in place, and ii) the corresponding mathematical 
approximations without the consideration of suppression error from Chapter 4. Basically, the 
analytical results from Chapter 4 represent the mathematical approximations without 
considering the impact of CSI collection policy in the return link. Note that the mathematical 
approximations in Chapter 4 consider the worst CSI. Hence, the results can also be regarded
114
Chapter 6 Integrated Channel-Aware Scheduling and CSI Collection and Suppression Mechanisms
as the expected performance without channel-awareness mechanism. This is in contrary to the 
mathematical approximation proposed in this section which considers the CSI updates in the 
forward transmission.
Figures 6-10 and 6-11 show retransmitted DTUs and session duration against terminal 
numbers, respectively. From these figures, it is seen that the results from the analytical 
approximations proposed in this section achieve better agreement with the simulation results 
compared to the approximations suggested in Chapter 4. The inclusion of suppression error 
represented in equations (6-17) and (6-18) has shown to better represent the forward link 
performance. Furthermore, the results from the analytical approximations in Chapter 4 
operate on the assumption of static CSI based on the worst case scenario. This indeed 
represents the upperbound performance as found from the figures. Another observation from 
the figures is tlie difference between the results from the mathematical approximations and 
the simulations. As has also been found in Chapter 4, CAS opportunistic functionality, which 
is implemented in the simulations, exploits the forward transmission when terminals are in 
good channel conditions. Although the average values of channel model parameters, 
E b l N g i y )  and packet error rate (p) in both mathematical approximations and simulation 
results are the same, the impact that the parameters have on each approach is different. 
Specifically, y  and p  are parameters which vary over time in the simulations; but static in the 
mathematical approximations. Due to the different representations, the discrepancy between 
the two is inevitable. However, interestingly, the gap between the two reduces as terminal 
numbers increases, especially when the analytical results consider suppression error. This 
observation benefits multicast transmission over satellite systems in general, with the 
assumption of homogenous propagation environment.
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Figure 6-10: Number o f packets retransmitted, A, against numbers o f terminals, N, with 
consideration of suppression error, Pg^ ror > due to CD algorithm
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Figure 6-21: Session duration [s] against numbers o f terminals, N, with consideration of 
suppression error, p ^^^ ,^ due to CD algorithm
6.4 Summary
In this chapter, the integrated channel-aware scheduling algorithm in the forward link and 
change detection mechanism CSI collection and suppression policy in the return link is 
considered. In the first part of the chapter, two relevant issues pertaining to the integration 
were discussed; (i) a pre-emptive mechanism to avoid excessive scheduling delay, and (ii) 
channel prediction technique to increase scheduling accuracy. From the simulation results, it
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was found that the pre-emptive mechanism manages to reduce scheduling delay, but does not 
improve performance gain compared to the conventional change detection mechanism. The 
channel prediction technique, on the other hand, outperforms the conventional approach at 
low and medium numbers of terminals, due to its successful tracking of the scheduling 
parameter.
In the second section of the chapter, mathematical approximations are derived for the 
integration approach to estimate its performance. Essentially, due to the implemented change 
detection mechanism at the terminal as a method for CSI updates, suppression error is 
included in the calculations of retransmitted DTUs and session duration. To validate the 
mathematical approximations, simulation results were compared using common system 
parameters. It was found that the simulation and mathematical results approach agreement at 
large numbers of terminals suggesting better representation of the suppression errors in the 
selected performance parameters. However, a gap between the simulations and mathematical 
results was observed, principally due to the channel model representations. Nevertheless, it is 
worth mentioning that the mathematical approximations proposed in this chapter capture error 
due to the suppression occurrence only. There are other errors which can be analysed and 
used in the mathematical approximations, such as (i) collision errors which might reduce the 
number of CSI updates reaching the RAN, and (ii) CSI inaccuracy at the RAN due to 
propagation delay which might reduce the accuracy of the reported CSI. The modelling of 
these errors in the analytical formulation is open for future study.
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Chapter 7
Multicast Link Adaptation in Reliable 
Transmission over Geostationary Satellite 
Networks
In this chapter, link adaptation implementation on multicast transmission is proposed. As 
adaptive transmission is becoming more popular to improve resource utilization and system 
throughput, link adaptation techniques present themselves as a promising transmission 
scheme to meet this challenge. The multicast link adaptation techniques proposed in this 
chapter are different from the scheduling algorithms presented in Chapter 4. It is recalled that 
the channel-aware scheduling algorithms presented in Chapter 4 are implemented within one 
forward bearer subtype, which is treated as the maximum transmission rate for the forward 
link transmission. On the other hand, the multicast link adaptation techniques discussed in this 
chapter consider transmission rates from a list of possible forward bearer subtypes. The 
chapter commences with discussions on multicast link adaptation with issues on the 
practicality of choosing the right transmission rates to suit the large number of users in 
multicast transmission (Section 7.1). In the proposal presented in Section 7.2, an optimal 
multicast link adaptation technique is studied with the aim to maximise terminal throughput. 
The behaviour of the proposed technique is then analysed with respect to contending 
alternative techniques in Section 7.3. The proposed algorithms are compared via simulations 
with alternative link adaptation techniques in Section 7.4, and conclusions presented.
7.1 Introduction
In satellite systems. Adaptive Coding and Modulation (ACM), which is another term for link 
adaptation, has been defined in ETSI DVB-S2 [BTSI EN 302 307] standard and has been 
used in the forward link in two-way satellite systems using DVB-RCS. In ACM, the forward 
modulation and coding combination (modcod) is dynamically varied as a a function of 
forward SNR in a closed loop fashion. Specifically, a modcod pair is typically chosen to 
achieve quasi-error-free (bit eiTor ratio BER = 10“  ^) transmission [Casini2004].
In the literature, unicast link adaptation schedulers are normally designed to exploit channel 
states of terminals to increase overall throughput; usually by favouring transmission to 
terminals with higher transmission rates. During different time slots, each teiminal may
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experience a different ^b l^o  that determines the maximum rate at which this terminal can 
receive data reliably. The updated corresponds to a maximum rate that the terminal
can sustain. Since each terminal specifies independent values of ^ b l ^ o , the unicast scheduler 
at the RAN needs to decide which terminal can be served in each slot based on the user’s
^b l^o  and its attainable transmission rate. The challenges in scheduling which packet (or 
user) to send and which transmission rate to select from, in the face of unicast transmission, 
are certainly a multidimensional problem and care must be taken to ensure appropriate 
compromise between channel efficiency and system throughput.
Obviously, the multidimensional challenge in implementing link adaptation is exacerbated for 
multicast transmissions involving large numbers of terminals. In our consideration of the 
Inmarsat BGAN system, the link adaptation algorithm is responsible for keeping packet eiTor 
rate (PER) in the forward link at a level of 10“^. This is accomplished by calculating sliding- 
window-averages of the forward ^b l^a  . These ^bll^o averages are periodically sent to the 
BGAN RAN, where the RAN selects the maximum forward EEC rate that can maintain a 
block error rate of 10' .^ Based on the reported ^ b l^ o h y  the terminals, the forward bearer 
table is consulted in order to choose the optimum coding rate for each terminal
In this chapter, only one multicast group which consists of a number of terminals within a 
spotbeam requesting the same multicast service is considered. In particular, at each time slot 
the RAN initiates reliable multicast transmission to the group at a selected rate. Each 
multicast group may contain different numbers of terminals which are randomly located 
within the coverage area, resulting in different channel conditions, i.e. different ^ b l ^ o . 
Hence, the challenge in multicast link adaptation arises from the mismatch between the 
selected transmission rate by the RAN and the data rate attainable by individual terminals in 
the multicast group. Since all terminals are subject to the same forward multicast transmission 
rate selected by the RAN, it is challenging for the RAN to decide which transmission rate to 
select for the multicast group. If tlie RAN decides on too higher a transmission rate, most 
terminals will not be able to receive the transmission; alternatively, if the RAN decides on too 
lower a transmission rate, then other terminals with better channel conditions will be subject 
to lower rates than their capability. Therefore the challenge in multicast link adaptation is to 
decide which is the best transmission rate for the group.
The scenario of interest assumes only one multicast stream (i.e. one multicast group) need to 
be served by the RAN, reducing the problem to choosing the optimal forward transmission
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rate for all receivers in the multicast group in each time slot. The objective of the multicast 
scheduler implementing link adaptation is to increase the total throughput of the multicast 
group. An optimal forward bearer subtype can be determined subject to certain constraints, 
such as the number of terminals capable of receiving the data with the selected forward 
bearer subtype, /*.
7.2 Multicast Link Adaptation (MLA) Algorithm
Let us consider a system where there is only one multicast stream, .s=l, with terminals each 
experiencing independent and identically distributed (i.i.d) channel conditions, and each 
terminal is capable of reporting back its channel condition via the return link. Throughout this
chapter, the highest transmission rate attainable by the reported (i.e. 0 ) is referred as
the ‘transmission rate’, On the other hand, the transmission rate under consideration of the 
forward bearer subtype is denoted as the ‘forward bearer transmission rate’, ri, whereas the 
transmission rate obtained from the optimal solution via the MLA algorithm is termed as the 
‘optimal transmission rate’, n*.
The question that needs to be solved by the algorithm is to find the optimal transmission rate 
such that total terminal throughput is maximised. Such a problem calls for an optimal solution 
for a 0-1 multiple knapsack formulation Z where the aim is to maximise terminal throughput 
with the selected transmission rate r/ (equation (7-1)). The solution is subject to constraint (7-
2 ), where the ‘transmission rate’ rj, denoted as the ‘item’, will be counted only if the item is 
larger than the ‘knapsack capacity’, which can be regarded as a threshold transmission rate 
obtained from the forward bearer type under consideration, ^ . A terminal that satisfies 
constraints (7-2) will be considered in the maximisation process, as shown in equation (7-3). 
The constraint is derived from an assumption that if tlie RAN sends at a rate higher than the 
rate the terminal is capable of, then the terminal cannot receive any data. The units of rj and
n are bit per second (bps) and both are positive integers (equation (7-4)). Once the RAN 
receives the from the terminals and configures the corresponding best transmission
rate, the rate are then arranged in ascending order, as given in equation (7-5).
N
Z  = â v g m a x J ] Y j ^ i X , j ,  (7-1)
1 2 0
Chapter 7 Multicast Link Adaptation in Reliable Transmissions over Geostationary Satellite Networks
subject to (/", >/"/) : { / ; > / /  (7-2)
(7-3)0, otherwise
rj and r/ are positive integers (7-4)
q </-2 <^3 < . . . . < ( 7 - 5 )
The solution to the optimal transmission rate is the key issue in the MLA algorithm. 
Specifically, the algorithm solves the problem to find the optimal transmission rate at the start 
of each forward bearer slot. This is achieved by finding the optimal forward bearer subtype I* 
according to equations (7-1) until (7-5), which can be simplified to:
/* = a r g m a x , / e  { j  : > r, } (7_6)
where / is the selected terminal that observes attainable transmission rate higher than 
the forward bearer transmission rate (i.e. constraint (7-2)). To be specific, the optimal 
forward bearer subtype I* is obtained from a list of possible forward bearer subtypes listed in 
Table 7-1, according to the MLA algorithm. For example, as shown in Figure 7-1, at slot / = 
1, the optimal forward bearer subtype, /*, for the multicast group is H6  (512kbps), in the next 
slot t = 2 ,l*  = HI(344kbps), in slot / = 3, /* = H2 (384kbps) and so on.
n*=H6W '/*=//! (2)
Figure 7-1: Time slots for MLA. At each slot, based on the 0  feedbacks from terminals in the 
multicast group, one forward bearer subtype is selected. Parameter '/•(O represents MLA 
decision to select transmission rate /^* at time slot t.
In the implementation of the proposed MLA algorithm, the Channel State Information (CSI) 
parameter under consideration is bit energy per noise density, /^o  , which is obtained from 
the channel model. The link adaptation in the BGAN Physical Layer Interface standard sets 
the minimum symbol energy per noise density for respective forward bearer subtypes.
To find the equivalent ^b /^o  , this conversion is used:
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N 0 dB •101og2 (M)
(7-7)
O dB
where M  is the modulation level. For the forward bearer type considered in the BGAN 
system, 16QAM modulation is used, giving modulation level M  = 4.
Table 7-1 Link Adaptation Table: Forward link ^h l^o  vs. bearer type (16-QAM, symbol rate
151 lisyin/s, Turbo codes)
(dB) Equivalent
^h /^o  (dB)
Forward 
bearer 
sub- 
type, /
Payload
size
(bits)
Payload
duration
(s)
Average 
transmission 
rate (kbps)
3.92 -2 .1 0 L3 2 0 0 0 0 .01 2 0 0 .0
4.85 -1.17 L2 2320 0 .01 232.0
5.81 -0.21 LI 2664 0 .01 266.4
6.71 0.69 R 3000 0 .01 300.0
7.84 1.82 HI 3440 0 .0 1 344.0
8.90 2 .8 8 H2 3840 0 .01 384.0
9.88 3.86 H3 4224 0 .01 422.4
10.97 4.95 H4 4640 0 .01 464.0
11.92 5.90 H5 4920 0 .01 492.0
12.99 6.37 H6 5120 0 .01 512.0
7.2.1 Simulation Implementations of MLA
Let iV = {1, 5, 10, 15, 20} terminals be considered in a multicast group, located within the 
satellite coverage area. All terminals are considered within a common propagation type; 
however, each terminal is subject to independent and individually distributed (i.i.d) LOS and
fading durations. Each terminal is capable of measuring its ^b l^o  every 10ms and decides to 
send the ^bl^^o when significant changes are observed, as proposed in the change detection 
(CD) mechanism described in Chapter 5. Based on the uplink access scheme and the CD 
mechanism, the terminal that observes a high enough variation in ^b /^ o  fluctuation will ask 
for a capacity request by sending a Status Signalling Data Unit (SDU) message through a 
contention slot. If the capacity request gets through, a reservation slot is allocated to the 
terminal for CSI update. If not, then the terminal retransmits its capacity request based on a 
back-off mechanism.
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The ^6  values reported by the terminals will be considered in determining the optimal 
forward bearer subtype for the current slot according to the proposed MLA algorithm. Based 
on the algorithm, data is transmitted at the chosen forward transmission rate. To show the 
adaptive transmission rate behaviour proposed in the MLA algorithm, Figure 7-2 and 7-3 
capture the variation of transmission rate over simulation time, for A =  1 terminal in suburban 
and wooded environments respectively. Each setup is run independently, and the transmission 
rate chosen optimally by the RAN according to the proposed MLA algorithm. The main point 
to be noted from the figures is how the propagation environments influence the chosen 
transmission rate by RAN. From the channel model given in Appendix A, suburban 
environments observe longer Line-Of-Sight (LOS) and fade durations as compared to the 
wooded environment. As explained in the channel model description, the suburban area 
consists of stretches of housing areas and occasional foliage resulting in fading due to larger 
obstacles. This can be contrasted to smaller obstacles, i.e. trees in wooded area. As shown in 
the figures, the terminal in the suburban area (Figure 7-2) observes less fluctuating 
transmission rates compared to the terminal in wooded area (Figure 7-3). The figures are 
obtained with the change detection (CD) parameter, ^  ~ , in the return link. This means a
terminal will access the contention slot only if the discrepancy between the values
obtained from the reference and the observation windows are larger than IdB. The detailed 
explanation on the impact of the CD parameter can be found in Chapter 5.
N » 1 , s u b u rb a n  e n v iro n m e n t
S im ulation  time (s)
Figure 7-2: Transmission rate due to MLA algorithm [A =l, suburban propagation environment,
y/ =  \dB j
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N -  1 , w o o d e d  e n v iro n m e n t
S im u la tio n  tim e [s]
Figure 7-3: Transmission rate due to MLA algorithm, [A =l, wooded propagation environment,
y/ =  \dB I
In order to observe the impact of heterogeneity in channel conditions, the transmission rate 
from the RAN is again recorded versus simulation time in Figures 7-4 and 7-5, this time for A 
= 20 terminals for both suburban and wooded environments. It is observed that for terminals 
in suburban area we see almost flat transmission rates, apart from several dips in between the 
transmission rates, referring to Figure 7-4. This observation is in contrast to the transmission 
rates for wooded environment, shown in Figure 7-5, where the selected transmission rates 
changes more rapidly. This is due to the fact that terminals in the suburban areas observes 
longer LOS durations, hence the selected transmission rate holds for a longer time compared 
to the selected transmission rates for the terminals in the wooded areas. Such behaviour of the 
chosen optimal transmission rate for larger numbers of terminals is due to the heterogeneity in 
channel conditions. To be specific, independent and identically distributed ^b /^o  are 
observed by the terminals, although they are located within the same propagation 
environments.
N " 2 0 , s u b u rb a n  e n v iro n m en t
I  3  8
-T ra n s  r a t e  m l n  m a x  m ean
1 0 0  15 0
Sim ulation  tim e (s|
Figure 7-4: Transmission rate due to MLA algorithm |A=20, suburban propagation
environment, ^ ~ |
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N -  2 0 ,  w o o d e d  e n v iro n m e n t
HMilMIIIMmil-
■ T rans ra te
150 200
Sim ula tion  tim e |s]
Figure 7-5: Transmission rate due to MLA algorithm [A=20, wooded propagation environment,
y/ = \dB J
In order to observe the performance of the proposed MLA algorithm, comparison is made 
with other link adaptation alternatives; namely MIN, MAX, Fixed Rate (FR) and Multicast 
Proportional Fair (MPF). Each algorithm is explained as follows:
a) MIN : I* =argmin{r >r,} (7 -8 )
A common solution as to which forward bearer subtype to choose for multicast link 
adaptation is perhaps to find the minimum transmission rate. In other words, RAN chooses 
the forward bearer subtype based on the terminal with the worst channel conditions, in order 
to guarantee successful reception by all terminals. However, dependency on the terminal with 
the worst channel condition might degrade the total throughput because the lower forward 
bearer subtype is always selected. This is significant in multicast transmission because all 
other terminals with better channel conditions will consequently experience degradation.
b) MAX : r  = argmaxfry >r,} (7-9)
On the other hand, the MAX algorithm always favours the terminal with the best channel 
condition, aiming to maximise aggregate throughput of all terminals. It is a greedy scheme 
that although probably achieving the highest total throughput in the system, is unfair among 
terminals.
c) Fixed rate, • /* = '/  (7-10)
The RAN fixes the forward bearer subtype to satisfy the majority of the receivers. This may 
be unfair to terminals with good channel conditions because it disregards their capability to 
get data with a less robust but more efficient transmission rate.
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d) Multicast Proportional Fair, MPF : T = argmax[TT {1 + ------------ }] (7-11)
MPF, which is obtained from [Koh2008], aims to achieve high fairness among all terminals. 
In other words, the algorithm aims to reduce the throughput gap between the terminals with 
good and bad channel conditions. A terminal with poorer channel conditions in the past will 
be given a higher weight in determining the forward bearer subtype. In return, lower outage 
probability can be expected from this algorithm. However, its total throughput may be lower 
compared to MAX or MLA algorithms because it is aimed to increase terminal fairness 
especially for terminals with poor channel conditions. From the implementation point of 
view, the requirement for the long term average transmission rate from each terminal 
necessitates extra storage space at the RAN. Furthermore, there is no guideline in [Koh2008] 
on what the optimal transmission rate should be when there is no history of the transmission 
rate especially at the start of the multicast transmission.
In order to observe the behaviour of the MPF algorithm, we start with the assumption that the 
average transmission rate of terminal j  at time t, R ^  , approaches a static value Rj as f -> oo.
From here, the objective function in (7-11) is plotted against the average transmission rate 
Rj for / e  {7 : r. > } terminals able to support the selected tiansmission rate , in Figure 7-
6 . The minimum and maximum possible transmission rates are considered, i.e. 200kbps and 
512kbps, referring to Table 7-1. From the figure, it is observed that the objective function 
increases when the average transmission rate is lower. In addition, the objective function 
increases when the transmission rate and the terminals capable to support t) increases. We 
can see from equation (7-11), that the objective function is dependent only on the terminals 
capable of supporting the selected transmission rate, i, rather than on all terminals, N. Hence, 
the MPF algorithm tends to select a higher transmission rate when more terminals are capable 
to support the selected transmission rate. However, in a scenario where only a few terminals 
can support the higher transmission rate, the algorithm switches to a lower transmission rate 
to maintain the objective function.
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1 .1 5
-  512kbps, 1 •  20
•  512kbps, I -  10
•  200kbps, t -2 0
-  200kbps, 1 - 1 0
a>I
S.%^ 1.05
512kbps
1.51 2 5 3 3.5 4.5 5 5.54 6
A verage transm ission ra te , R  s
*  x IO
Figure 7-6: MPF objective function versus average transmission rate (bps)
7.3 Propositions of MLA
By solving equation (7 -6 ) for the MLA algorithm, several propositions can be made for 
optimal forward bearer subtype selection. Proposition 1 explains the behaviour of the forward 
bearer type selection, whereas Propositions 2 and 3 compare the MLA algorithm with other 
alternatives link adaptation algorithms.
Proposition I: The selected forward bearer subtype I* depends on the difference o f  two 
consecutive transmission rates arranged in ascending order.
Since the selection of forward bearer subtype I* at each time slot is to m ax im ise ^ '/  , we can
i
prove that I* is subject to the difference between consecutive transmission rates, in ascending 
order as suggested in equation (7-5). Let the minimum transmission rate,0=i, be given 
asOmin^ and ^ lis  the difference between 'yminandO=2 , ^ 2  is the difference between 0=3and 
0=2, and so on. In short, the difference between two consecutive transmission rates becomes
(7-12)
From equation (7-12), equation (7-5) can be written as
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Omiii <  Omin + A j  + A 2  <  + A j  + A j  + A 3  < ........... <  j^,nin + A 2 + A 3  + . . . . + A ^ _ j
(7-13)
Now, considering Omin, which can be supported by all terminals, the summation of total 
transmission rate becomes
“ Omin + ^ l)  + (Omin +^^1 + ^ 2 ) + (0 mm + ^ 2  +A3>+.J=1
.•..+(rymin ++Ai +A2 +A3 +  + Ayy_j)
= ■ I'j ) + ((N -  1)A 1 ) + ((A^  -  2) A 2 ) + (( -  3) A 3 ) + ....+ A^_i
N -l
/l=l
(7-14)
Therefore, the objective function X! is maximised when is the maximising factor. Thisi
implies that the selected forward bearer subtype /* tend to be selected from a higher subtype 
when the difference between the two consecutive transmission rate is large. Otherwise, the 
selected forward bearer subtype is subject to the lower level.
The argument can be explained with an example. Let N = 5 terminals with the equivalent 
attainable transmission rate based on reported CSI in ascending order is 
Kj = {300, 325,375,425,500} kbps. Referring to the available transmission rate in Table 7-1 and
based on the MLA optimal solution in equation (7-6), the optimal forward bearer subtype is 
R  (300kbps). This selected transmission rate is the minimum attainable transmission 
rater^„j„. Also, note that the difference between and 7-^ =2 is only 25kbps, hence the
optimal forward bearer subtype I* is subject to the lower attainable transmission rate, i.e. 
300kbps. On the other hand, it is expected that if the difference between the minimum two 
consecutive attainable transmission rates is large, then the optimal forward bearer subtype I* 
is not subject to . For example, consider another set of attainable transmission rates for
the same number of terminals, but this time with larger A„. Let the attainable transmission 
rates rj = {300,400,410,425,500} kbps. From the optimal solution in equation (7-6), the
optimal forward bearer subtype /* is H2 (384kbps). In other words, the selected forward 
bearer subtype is obtained from the second lowest transmission rate, rj^2 -  i^=hi • Note that
the difference between r^„i„and 7^=2 is large (i.e., 100kbps), resulting in the selected
transmission rate obtained from the higher attainable transmission rate 7^=2 •
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Proposition 2: The selected optimal forward bearer subtype observes transmission rate 
that is larger than or equal to the minimum attainable forward bearer subtype  ^ -  j^mm .
Let the summation of transmission rates subject to the optimal transmission rate capable to 
be supported by i number of terminals, , be denoted as X • Likewise, let the
i
summation of transmission rates subject to the minimum forward bearer subtype V, supported
N
by all terminals, be denoted as X ’i' ■ We know that the total throughput is maximised at7=1
N
optimal forwai'd bearer subtype Z* hence X''* should be larger than or equal to X • To
i J=l
test whether or not this statement is true, both simplified objective functions are compared in 
an inequality. From this inequality, it is found that the value of transmission rate subject to the 
optimal forward beaier subtype I*, , is always larger than or equal to the minimum forward
bearer subtype by the terminals, l \  7'. This is confirmed by the right hand side value of the 
inequality, since terminals capable of decoding the selected transmission rate, i, is a subset 
and always less than the total number of terminals, N. Hence, the proposition entails that the 
proposed MLA algorithm selects the transmission rate which is larger than or equal to the 
transmission rate selected via the MIN algorithm.
L ' '*  -  Z ' i 'i 7=1
î'7 p >  N 't), (7-15)
i  £ A7). i
Proposition 3: Total throughput o f all terminals using MLA is higher than fo r  the MPF 
algorithm when the ratio o f the average terminal transmission rate to the chosen transmission 
rate is higher.
The objective function of MLA is designed to maximise the sum of user throughput, whereas 
MPF aims to maximise the logarithm of the average user throughput. Mathematically, the
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objective functions of both algorithms are to find optimal forward bearer subtypes according 
to;
MLA: Z* = argmax (7-16)
i=[j:rj>r, ]
MPF: (• = ai-gmax T T  {1+--------^-------} (7-17)
Both algorithms consider i number of terminals which transmission rates, 0 ,  larger than or
equal to the transmission rate from the considered subtype, h by the constraint outlined in (7- 
2). As mentioned earlier, the MPF algorithm favours terminals with previously lower 
transmission rates to determine the optimal bearer subtype. We can show that such an 
approach produces a total terminal throughput lower than the proposed algorithm, MLA. If 
we simplify the objective function of MLA for i number of terminals, we can obtain:
MLA: l* = i-ri (7-18)
For the MPF algorithm, if the average tiansmission rates of all terminals approach a common 
value over infinite time duration 7?^  ^, — >/?^ ., and exactly i terminals are considered, tlie
objective function of MPF reduces to:
MPF: F = (l + ^ y  (7-19)
If we consider a common number of terminals, /, and a common transmission rate from one 
bearer subtype, h , for both algorithms, then the average terminal transmission rate can be 
found such that the proposition holds. From here, the critical value of ^/tcan be found, 
representing the intersection of the two objective functions. This can be obtained by first 
assuming the objective function of MPF (7-19) to be less than the objective function of Ml .A 
(7-18):
Objective function of MPF < Objective function of MLA
1 3 0
Chapter 7 Multicast Link Adaptation in Reliable Transmissions over Geostationary Satellite Networks
(1 + - ^ y  <i-r,
1 + <Ui-n
(7-20)
Rlr >
We plot equation (7-20) in Figure 7-7, where the average terminal transmission rate, which is 
denoted as a fraction of the transmission rate, ^ , against '/ .  The space above each line
represents the ratio ^ such that the total terminal throughput of MPF is larger than MLA for
the specific number of / terminals. The space below the line represents when the total terminal 
throughput of MLA is larger than MPF. Hence, according to Figure 7-7, the performance 
comparison for both algorithms can be obtained. For example, consider a scenario where 
there is A = 2 0  terminals in the multicast group, and all terminals are capable (i.e. / = 20  
terminals) to decode the available range of transmission rates (from 200kbps -  LI to 512kbps
-  H6 ). Then for terminal throughput of MLA to be higher than MPF algorithm, should be 
at least 0.9 times the selected transmission rates. In other words, the MLA provides better 
terminal throughput than the MPF algorithm when the terminals observe high average 
throughput for a specific value o f ' / . This illustrates that the system performance is better for 
the MLA algorithm than for the MPF algorithm when the terminals are in good channel 
conditions. To confirm this. Section 7.4 addresses the comparison between the two algorithms 
via simulation analysis.
1
 mln f| -  200Kbps
 max Tj -  SI 2Kbps
■ — -  Tj * 300Kbps
0.9
/ /0 8
0 7
MLA > MPF0 6
> 05
0.4
0.3
02
0.1
0
Num bir of terminals, N
Figure 7-7: Optimisation space between MLA and MPF
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7.4 Performance Analysis of Link Adaptation Algorithms
Here the proposed MLA algorithm is compared with alternative multicast scheduling 
algorithms; either link adaptation techniques (i.e. MIN, MAX, MPF) or fixed rate 
transmission (PR). Simulations are run for reliable m ulticast transm ission o f a file with 
size F  bits. At the MFTP server, the file is segmented over Transmission Units
F bits(DTUs), where each DTU size is Loxybits:
^DTU
. Then, the DTUs are forwarded to
the RA N for the reliable m ulticast transm ission to tire terminals. In our simulations, the 
file is transmitted to A^= {1, 5, 10, 15, 20} terminals, either in suburban or wooded areas or a 
combination of both propagation types to simulate heterogeneous environments. In each 
simulation run, the channel model produce the exact copy of channel trace per terminal such 
that each algorithm is tested on the same CSI observed by that particular terminal. In this 
case, the performance parameters obtained from the simulations for a particular algorithm 
under testing will not change should the simulations are run several times. A trace file is used 
to record performance parameters such as session duration of each terminal, total number of 
(DTUs) retransmitted and selected transmission rate by RAN based on the considered link 
adaptation algoritlim.
7.4.1 Performance in Suburban Propagation Environm ent
In Figures 7-8 until 7-11, the terminals are considered to be in suburban areas. In Figure 7-8, 
the transmission rates in the forward link from the RAN for each algorithm are plotted against 
the number of terminals, N, It is seen that the average and maximum transmission rates of 
MLA and MIN algorithms decrease with N, This is because as more terminals are considered, 
some terminals might be requesting lower transmission rates, hence pulling down the optimal 
forward bearer subtype to a lower transmission rate in order to maximise throughput. On the 
other hand, the MAX algorithm tends to choose the highest transmission rate. The MPF 
algorithm however, selects the lowest minimum transmission rate, i.e. 2 0 0 kbps, as compared 
to other algorithms. However, only in a few occasions is the minimum transmission rate (i.e. 
2 0 0 kbps) selected, since it is observed that for all number of terminals, the average and the 
maximum transmission rates are almost the same (i.e. 512kbps). In other words, the 
transmission rates seleeted using the MPF algorithm has a tendency to reach the highest 
available transmission rate although occasionally the lowest transmission rate is also being 
selected. This is due to the multiplicative behaviour of the objective function of MPF (i.e. 
equation 7-11), which returns the highest value when the numerator, i.e. 'z , is the largest. This 
remark is also explained in Proposition 3. Note that in the figure, the transmission rate of the
1 3 2
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FR algorithm is not shown. Obviously, this is because the transmission rate is fixed according 
to the chosen forward bearer subtype - HI (344kbps).
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Figure 7-8: Statistics ( n i i n i m u m ,  average and maximum values) o f transmission rate in kbps 
aeniiist number o f  terminals in suburban areas
In Figure 7-9, the statistics (minimum, average and maximum) values of session duration for 
each algorithm are plotted against number of terminals, N. It is observed that MLA and MIN 
algorithms enjoy the lowo i session durations for all terminals. Also, the difference between 
the minimum, average and maximum values do not differ much between the two algorithms. 
In other words, all teimin ds experience a fair performance in terms of session duration. For 
MAX and MPF aigoriihnw ihe difference between minimum and maximum session durations 
is large, especially at larger number of terminals. The fixed rate (FR) transmission, on the 
other hand, performs tl.c w orst in session duration performance compared to MLA, MIN and 
MAX algorithms.
Note that in Figure 7-9 only the minimum, average and maximum values of session durations 
are plotted. To precisely observe the distributions of session durations among terminals. 
Figure 7-10 displays the session durations for each terminal, with N = 20. It is noted that 
session durations observed by the terminals are almost equal for the MLA and MIN 
algorithms. MAX and .\1PI algorithms, on the other hand, show large difference between the
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least and the maximum session duration, implying poor fairness performance. Nevertheless, 
the MAX algorithm enjoys the lowest session duration for all the terminals compared to MLA 
and MIN algorithms, due to the algorithm choosing the highest transmission rate for the 
forward link transmission.
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Figure 7-9: Statistics (minimum, average and maximum values) session duration (in seconds) 
against number terminals, N  in suburban areas
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Although the MAX algorithm has the advantage of providing the lowest session duration for 
all numbers of terminals, its disregard of terminals with poorer channel conditions results in 
higher number of DTUs are retransmitted, as shown in Figure 7-11. The selection of 
transmission rates according to the terminal with the best channel conditions causes the 
terminals with poor channel conditions to receive the transmitted data erroneously thus 
increasing retransmitted DTUs in subsequent transmission passes. MLA and MIN algorithms, 
in contrast, maintain the lowest numbers of retransmitted packets as transmission rates are 
chosen to satisfy the majority of the terminals. The FR algorithm performs slightly better than 
the MAX, but worst than the MLA and the MIN algorithms.
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Figure 7-11: Number o f DTUs retransmitted against number of terminals, A, in suburban areas 
7.4.2 Performance in Wooded Propagation Environment
So far we have investigated performance of link adaptation algorithms only in suburban 
environments. The MLA and MIN algorithms outperform other algorithms by providing 
lower session durations and retransmitted DTUs. Here, the performance of the algorithms is 
assessed when terminals are located in wooded areas. From the channel model under 
consideration, suburban environment has longer LOS periods, which is expected to lead to 
higher average transmission rates compared to the wooded environment. Furthermore, the 
wooded area has deeper fades, resulting in lower /^ o  compared to terminals in suburban 
areas. The relation between the channel conditions and selected transmission rates was 
previously illustrated in Figures 7-4 and 7-5. We repeat the performance analysis here for the 
link adaptation algorithms in the wooded areas.
In Figure 7-12, the transmission rates selected by the MLA, MIN, MAX and MPF algorithms 
are plotted against number of terminals, considering all terminals are in wooded areas. It is
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observed that the average transmission rate from the RAN decreases with terminal numbers 
for MLA and MIN algorithms, as has been seen in suburban areas, shown in Figure 7-16. 
However, the main difference between the MLA and the MIN perfomiance in suburban and 
wooded areas is that the MLA algorithm in wooded areas tends to select a higher transmission 
rate compared to the MIN algorithm. This is obvious especially at large number of terminals, 
as the plot shows a minimum transmission rate o f 200kbps for = 20 when the MIN 
algorithm is employed, whilst the MLA algorithm achieved minimum transmission rate of 
384kbps for the same number o f terminals. The MAX algorithm, however, shows the same 
behaviour for both suburban and wooded environments, which is a flat transmission rate (i.e. 
512kbps) especially when terminals are greater than 1. The MPF algorithm, however, shows 
large variations of selected transmission rates, similar to its selected transmission rates in 
suburban environments (see Figure 7-8). This is because the algorithm is inclined to 
select the optimal transmission rates according to the attainable transmission rate from 
the terminal which was previously in poor channel conditions. As such, the selection of 
transmission rate is not only depends on the cuiTent rate, but also from the long-term average 
rate observed by the terminals. Hence, as far as MPF is concerned, the multi-dimensional 
factor results in highly varying transmission rates selected by the RAN.
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Figure 7-12: Statistics (minimum, average and maximum values) of transmission rate in kbps 
against number of terminals in wooded areas
In Figure 7-13, the mean, minimum and maximum session duration for each algorithm is 
plotted against number of terminals. From the figure, it is observed that the MAX algonthm
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seems to have the least session duration, but the difference between the minimum and 
maximum values are high, especially for large numbers of terminals. On the other hand, MIN, 
MLA and FR transmissions have less discrepancy between the minimum and maximum 
session durations, suggesting a fairer performance amongst the terminals. However, by 
careful examination between MLA and MIN algorithms, one important observation is noted; 
that the MLA algorithm outperforms the MIN algorithm by providing lower session 
durations. This can be seen in Figure 7-14 where the average session durations of MLA and 
MIN algorithms are compared.
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Figure 7-14: The avet t .;e session duration against number of terminals for MLA and MIN
algorithms
Finally, the retransmitted DTUs are plotted against terminal numbers in Figure 7-15. The 
MAX algorithm, although achieving the lowest session durations as shown in Figure 7-13
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performs worst in resource utilization, along with MPF algorithm. The MAX algorithm 
results in the highest number of DTUs retransmitted, compared to MLA, MIN, MPF and FR 
transmission. The MLA algorithm, on the other hand, is found to perform the best in the 
forward link resource utilization, by achieving the least number of DTUs retransmitted.
Based on the simulation results of MLA, MIN, MAX, MPF and FR transmissions for both 
suburban and wooded areas, it is found that MLA and MIN algorithms result in the fairest 
performance amongst the terminals, whilst maintaining high resource utilisation in the 
forward link. However, as channel conditions experienced by terminals deteriorate, the MLA 
algorithm outperforms the MIN algorithm due to the throughput maximisation objective in its 
design. In other words, the selection of optimal forward bearer subtype in MLA algorithm, 
rather than simply choosing the bearer subtype based on the least transmission rate in MIN 
algorithm, has been shown to achieve both high fairness and throughput in the face of high 
fluctuating channel conditions. The MPF algorithm, on the other hand, although its objective 
is to increase user fairness and throughput, is not designed for reliable transmission. Within 
the considered reliable transport protocol, where successive retransmission passes are 
implemented in order to ensure full-reliability, MPF seems to fail to meet both user fairness 
and throughput performance.
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Figure 7-15: Number o f DTUs retransmitted against number of terminals, rV, in wooded areas 
7.4.3 Performance in Heterogeneous Propagation Environments
In the previous two experiments, all terminals are considered to be in a common propagation 
environment, i.e. all terminals are either in suburban or wooded areas. Next we consider the 
terminals to be located in both propagation environments within the same multicast session to 
create a heterogeneous propagation scenario. This is done via simulations, where W terminals
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will be equally located among four different propagation types (PTl, PT2, P I 3 and PT4). If 
the value o f N  is not a multiple o f 4, then the remaining tenninals will be located sequentially 
from PTl to PT4. The heterogeneous environment scenario is simulated with the same 
simulation setup and parameters as for suburban and wooded propagation environments 
discussed in the previous subsections 7.4.2 and 7.4.3. In Figure 7-16, the MAX algorithm 
attains the highest average and maximum transmission rates for all numbers o f terminals. 
Comparing the MIN and the MLA algorithms, the MLA algorithm observes higher 
transmission rates than the MIN algorithm, especially for N  larger than 10 terminals. As 
explained earlier, the MLA algorithm selects the optimal transmission rate in order to 
maximise total terminal throughput, whereas the MIN algorithm aims to satisfy all terminals 
by selecting the lowest transmission rate. As multicast transmissions involve terminals 
experiencing variable channel conditions, the RAN tends to reduce the transmission rate 
according to the terminal with the worst channel condition according to MIN algorithm. 
However, although the terminals with better channel conditions are degraded when the RAN 
chooses the minimum transmission rate, the MIN algorithm results in all terminals receiving 
data correctly, reducing transmissions o f DTUs.
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Figure 7-17: Number of DTUs retransmitted against number o f terminals, TV, in heterogeneous 
area (equally distributed among suburban and wooded areas)
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against number terminals, N  in heterogeneous area (equally distributed among suburban and
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Figure 7-19: The average session duration against number of terminals for M LA and MIN
algorithms
Indeed, there is not much difference in rebransmitted DTUs between MIN and MLA 
algorithm, as shown in Figure 7-17. However, due to the lower transmission rate in MIN, the 
average session duration is slightly higher than the MLA algorithm, especially for terminals 
larger than 5, as observed in Figure 7-19. For comparison of session duration among other 
link adaptation algorithms, Figure 7-18 is referred. The MAX and FR ti-ansmissions observe 
similar behaviours as both algorithms show in suburban and wooded environments. 
Specifically, the FR transmission experiences the worst performance compared to other link 
adaptation algorithms. This is because in FR transmission, the channel infoimation is not fed 
back to the RAN. Fmthemiore, the transmission rate is static, hi the MAX algorithm, on the 
other hand, the terminals with the best channel condition enjoy the shortest session as 
compared to other algorithms. However, other less fortunate tenninals with poorer channel 
conditions have to settle for higher session durations. Indeed the terminals with the best and 
the worst channel conditions observe huge differences, especially when large numbers of 
terminals are considered. Such unfair transmission results in poor downlink resource 
utilization as the number of DTUs for retransmission is the highest compared to other 
algorithms. Even the FR transmission observes lower DTUs retransmitted compared to the 
MAX algorithm, but is still higher than the MLA and MIN algorithms.
Up to now, the perfonnance parameter of retransmitted DTUs has been shown with respect to 
the discussed link adaptation algorithms and propagation environments but this does not 
exactly reflect the forward resource utilisation metiic. In other words, the retransmitted DTU 
plots do not accurately represent the number of physical forward bearer slots used to ti'ansmit
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the file to the terminals because the payload size is different depending on the selected 
forward bearer type. To better reflect the performance parameter, an algorithm that observes 
higher number of slots (summation of original number of slots in a file, , and
retransmitted slots, is considered as performing poorly in the forward resource
utilization, and vice versa, as shown in equation (7-21):
Forward resource utilisation = ■ (7-21)
where is calculated as the original number of physical forward bearer slots in a file. 
Firstly, it should be noted that the file is segmented over DTUs at the MFTP server, prior to 
further segmentation to physical forward bearer slots at the RAN. We know that the file size
F bitsF  is segmented over M DTUs, which is calculated as
■“DTU b i ts
At this point, to further
investigate the performance metric, let us assume the payload size L is fixed. In order to find 
the equivalentMj./o,, the is multiplied with number of slots representing one DTU,
= 1-^'D D^TUDTU . To illustrate the relation between DTU and forward bearer slots, an
example where a DTU is segmented over 4 forward bearer slots of fixed size L = 3440 bits is 
illusti'ated in Figure 7-20.
D T U  p a c k e t  i OTU packet /+ /
D T U  p a c k e t  s i z e ,  7 ,yyyjy
< ►F o r w a r d  b e a r e r  s lo t  s i z e ,  L, 
1 0 m s
Figure 7-20: Illustration on relation between a DTU and its equivalent forward bearer slots.
Finally, from the segmentation process, the calculation of a n d / I f o r  fixed
transmission can be represented by:
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4 ^ 0 ,  — A x  D q j j i  -  A x
F  bits 
L^jy bits
^DW
L
DT U
(7-22)
(7-23)L
where A is number of rehansmitted DTUs.
However, the performance metric ‘forward resource utilisation’ and its components as shown 
in equations (7-22) and (7-23) cannot be sti'aightfoi'wardly calculated in the link adaptation 
scenario. This stems from the fact that the system considers segmentation of tiansport-layer 
DTUs, which are of fixed payload size (i.e. L^jy =11392 bits), over different forward bearer 
payload sizes (i.e. L = 2000, 3000, 3440 bits, etc) depending on the selected physical forward 
bearer types. Note that in link adaptation the value of L varies for each forward bearer slot. 
Therefore, each DTU is segmented over a variable number of slots. Thus, an algorithm 
observing a larger number of DTUs may not always represented by larger number of slots, 
and vice versa, although it does reflect the generic behaviour of the algorithm’s perfonnance 
in the forward resource utilisation.
Simulation results were used to plot the total number of physical forward bearer slots against 
numbers of tenninals in Figures 7-21(a), (b) and (c) for suburban, wooded and heterogeneous 
propagation environments, with respect to the reliable multicast transmission of a file with 
10MB size to 77 terminals. It is observed that MLA and MIN algorithms perfonn the best, by 
providing fewest number of physical forward bearer slots to transmit the file. However, if the 
two algorithms are compared closely as presented in Figure 7-22, it is observed that MLA 
slightly outperforms MIN algorithm especially when terminals are in wooded areas. This 
observation is consistent with the improvement the proposed algorithm shows in session 
duration perfomiance in the wooded propagation environment as shown in Figure 7-13. It is 
interesting to note that the fixed rate ti ansmission perfomis the best when only one tenninal is 
present, suggesting excellent perfomiance for unicast transmission. Another interesting 
observation is the MAX and MPF algorithms experience almost the same number of slots 
although the numbers of transport-layer retransmitted DTUs are different (refening to Figures 
7-11, 7-15 and 7-17). As explained earlier, the incoherent relation between the total number 
of DTUs and the total number of physical bearer slots is not only due to the segmentation and 
reassembly process, but also due to the nature of the link adaptation mechanism which 
considers different payload sizes for each slot.
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Figure 7-21; Total number o f physical forward bearer slots against number o f terminals, N, in (a) 
suburban, (b) wooded and (c) heterogeneous environments.
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Based on the simulation results in homogeneous and heterogeneous propagation 
environments, the optimal selection of transmission rate strategy in the MLA algorithm 
results in better system performance compared to other link adaptation algorithms especially 
at large numbers of terminals and vigorous channel conditions. To be specific, terminals 
experience lower session durations when MLA is implemented, compared to the next best 
algorithm, MIN. Furthermore, the MLA algorithm enjoys lower retransmitted DTUs and 
lower numbers of slots for the reliable multicast transmission, implying better resource 
utilisation. In addition, higher fairness is observed as the performance difference between the 
terminals with the best and the worst channel conditions is small. The observation shows how 
channel condition dependency is absorbed by selecting the optimal transmission rate in each 
slot. This is in contrast to the impact other algorithms have on the system performance, such 
as penalising the terminals with poorer channel conditions as in the MAX algorithm, or 
degrading the performance of terminals with better channel conditions as in the MIN 
algorithm. Furthermore, the proposed algorithm can still achieve fairness and throughput even 
without the additional computation and storage as required in the MPF algorithm, within the 
limitation and rules of the implemented reliable multicast transmission. The MPF algorithm, 
although aimed for high fairness performance, does not work well with highly-fluctuating 
channel conditions. This is because the terminals are prioritised according to its long-term 
channel conditions’ average, rather than what is cunently observed by the terminal. This 
penalises the algorithm performance in the face of reliable multicast transmission. 
Furthermore, the MPF algorithm is designed for wireless terrestrial network, which may be 
the reason of its poor performance in the satellite system architecture. The peiformance of the 
considered link adaptation techniques and based on simulation results discussed in this 
section is summarised in Table 7-2:
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Table 7-2: Performance summ ary of link adaptation algorithms
Link
Adaptation
Algorithms
Session duration Fairness in session 
duration performance
Forward resource 
utilisation
MLA Excellent in wooded 
propagation environment 
(robust channel conditions) 
and when large numbers of 
terminals are considered
Excellent fairness as the 
discrepancy of 
performance between 
tlie terminals with the 
best and the worst 
channel conditions are 
small
Excellent (lowest number 
of physical bearer slots in 
the forward link) in 
wooded propagation 
environment (robust 
channel conditions) and 
when large numbers of 
terminals are considered
MIN Good in suburban 
propagation environment 
and at low numbers of 
terminals
Good Good (lowest physical 
bearer slots in the 
forward link) in suburban 
propagation environment 
and at low numbers of 
terminals
MAX Lowest Very poor Very poor
MPF Poor Very poor Very poor
Up until now, the MLA algorithm has not being compared to the CAS algorithm proposed in 
Chapter 4. Although CAS works on a static transmission rate throughout the multicast session 
whereas MLA operates on link adaptation strategy, both algorithms aim the same objectives -  
to increase forward resource utilisation and reduce session delay. Hence, the two algorithms 
are compared, considering the same 10 MB file transmission to up to N=20 terminals in 
suburban propagation environment.
The simulation results in Figures 7-23, 7-24 and 7-25 show that the MLA algorithm achieves 
(i) lower session duiation, (ii) fewer retransmitted DTUs and (iii) fewer total number of slots 
compared to the CAS algorithm. As expected the link adaptation mechanism in MLA is more 
opportunistic in tuning the transmission rate rather than using a deferment strategy on a static 
transmission rate as implemented in CAS. Although the chosen transmission rate for CAS is 
the fastest available (i.e. 512kbps), the scheduling delay due to the comparison of prtx and 
prtxthresh in the algorithm has resulted in higher session duration compared to the MLA 
algorithm. Specific to the number of slots used to transmit the file, it is interesting to note that 
the fixed rate transmission in the CAS algorithm performs better when only fewer terminals 
are present. This suggests excellent performance of the algorithm in unicast transmission or 
multicast transmission for smaller size multicast group.
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7.5 Discussion
The results of the analysis discussed in the previous sections, although valid within the 
described system architecture and parameters, can also be projected to other scenarios. For 
example, a larger file size increases the session duration and number of (re)transmitted slots, 
with respect to the numbers of terminals. This is due to the fact that at the MFTP server, a file 
of size F  MB is segmented over MFTP DTU of size 1424 bytes (i.e., 11392 bits). Hence, as F  
increases, so does the total original number of DTUs in the file. However, as explained 
earlier, the total number of physical bearer slots used to transmit the file to the terminals is not 
as straightforward as the calculation of total number of DTUs. To be specific, the payload 
size, L, is different for each slot, depending on the selected forward bearer subtype of the 
implemented link adaptation algorithm. If a common channel model and terminals are 
considered, a file larger than the considered file size (i.e. 10MB) will produce a higher 
number of (re)transmitted slots. On the other hand, the file might not give as high a number of 
(re)transmitted slots, especially if the terminals are in better channel conditions resulting in 
higher selected transmission rates.
It is noted that the simulation results discussed in Section 7.4 considers up to 20 terminals. 
This is because; increasing further the terminals will simply extend the trend of the 
performance metrics; i.e. higher session duration and reduced resource utilisation. To justify 
the argument, let us consider the calculation of forward resource utilisation as shown in 
equation (7-21). Relatively, resource utilisation increases when fewer numbers of slots are 
retransmitted. Hence, it can be expected that the forward resource utilisation decreases either
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when the terminals increase, or due to the terminals observing poor channel conditions, in the 
face of adaptive transmission in multicast link adaptation techniques. Likewise, as the 
retransmission process is additive to the session duration, the overall session duration can be 
expected to increase with terminal numbers. Therefore, the study of up to 20 terminals in two 
extreme propagation environments in this chapter is a proof of concept that a scenario with 
lower number of terminals in good channel conditions should observe better system 
performance and vice versa. Nevertheless, as heterogeneous propagation environments are 
unavoidable in multicast transmission, the proposed algorithm has shown good performance, 
by reducing the impact of channel conditions through consideration of optimal transmission 
rate.
It is worth noting that the proposed multicast link adaptation algorithm discussed in this 
chapter considers a single multicast stream. Indeed, the proposed channel-aware adaptive 
transmission throughout in this thesis can be implemented on any reliable multicast 
transmission over any system architecture, provided that the feedback link is available. 
Hence, definitely, the proposed link adaptation algorithm can be extended in a system where 
multiple multicast streams are considered to be transmitted to different multicast groups. To 
justify this, it should be noted that the proposed link adaptation algorithm is performed at the 
beginning of each forward bearer slot. Should there be more than one stream to consider, the 
scheduler could carry out a prioritisation mechanism to choose which stream to send in the 
current forward bearer slot. One direct approach is to choose a stream with the highest 
objective function. For example, in the MLA algorithm, a stream with the highest
rriQX ✓ T*^   ^ would have the highest priority to send in the current slot. The other alternative link
adaptation algorithms (i.e. MIN, MAX, MPF) can also use the same approach to decide which 
stream to send in the current slot. Alternatively, the decision of which stream to send can be 
accomplished at the beginning of each frame, rather than every slot. For instance, per-frame 
decision sets stream with the highest priority a number of slots in the frame, while the 
remaining slots are allocated to the stream with the next highest priority. Such 
implementation is no longer a link adaptation issue but rather, an adaptive slot allocation 
mechanism problem. An optimisation process can be proposed, such that the slot allocation 
problem can be solved by an objective function. At this level, throughput per stream can be an 
indicative performance measurement. However, fairness among streams could be an 
interesting issue, since a stream with terminals in constantly poor channel conditions might be 
deprived of slot allocations. A possible step to counteract such a problem is to allocate a 
minimum amount of slots to streams with terminals in poor channel conditions. On the other 
hand, the minimum slots should be carefully chosen, as the mechanism might reduce the
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optimisation problem to simply a round-robin solution, especially when more streams are 
considered.
In summary, the discussed link adaptation algorithms can be implemented for any system 
scenario or architecture, either by themselves or in a combination with other slot allocation 
mechanisms in a system with considerations of multiple multicast streams. It is also 
interesting to investigate the possibility of the link adaptation technique combined with the 
use of higher layer coding and progressive coding scheme (erasure channel at higher levels). 
However, the possibilities are acknowledged but further implementation, limitation and 
impact of the prospect future work to the system performance will not be further explored. 
Rather, it is the intention to maintain that if any justification does exist, it is open to other 
system scenario, further study and investigations.
7.6 Summary
This chapter has discussed link adaptation mechanisms in multicast scenario, where the 
challenge lies in the finding the optimal transmission rate to suit all terminals in the multicast 
group. A multicast link adaptation is proposed, with the objective function to maximise total 
terminal throughput subject to the transmission rates from the available forward bearer 
subtypes. The proposed algorithm is compared with other alternative link adaptation 
techniques for multicast transmissions. It is found tliat when forward bearer subtypes are 
optimally selected, the system performance and terminal throughput improves compared to 
the conventional link adaptation methods. From the simulation results, MLA and MIN are 
shown to be the best link adaptation algorithms, by providing the highest user fairness and the 
highest throughput. This is also reflected by lower session durations and fewer number of 
retransmitted DTUs performance. Apart from the improved system performance, the forward 
link resource utilisation is also increased, as only minimum forward bearer slots are used to 
transmit the file successfully. However, in comparison of the two algorithms, the MLA 
performs better when terminals are diversely located, with variable propagation environments 
and channel conditions. Furthermore, the MLA algoritlim is more robust when terminals are 
in poor channel conditions. In conclusion, the proposed MLA algorithm has shown to 
increase downlink resource utilisation as well as increase terminal throughput for reliable 
multicast transmission.
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Chapter 8
Conclusions and Future Work
This chapter summarises the work presented in the thesis which leads to recommendations 
and findings based on the analysis of the work. A synopsis of the recommendations and 
findings is listed and discussed in Section 8.1. Apart horn the conclusion, possible future 
work is presented in Section 8.2 for further improvements and potential implementations.
8.1 Summary and Concluding Remarks
The new work in the thesis aimed at increasing performance gain in reliable multicast 
tiansmission over geostationary satellite networks is presented in Chapters 4 through 8 . Tire 
main areas of achievement can be classified into four categories, (i) channel-aware forward 
link transmission, (ii) CSI collection and suppression in the retmm link, (iii) integiation of 
cross-layer approach in reliable multicast tiansmission, and (iv) implementation of link 
adaptation in multicast scenario. The major findings and recommendations with respect to the 
corresponding work in the chapters are listed in 
Table 8 -1 .
The results from the proposed channel-aware adaptive reliable multicast transmission under 
fluctuating L-band channel conditions is an addition to the conventional results in multicast 
transmission considering fixed transmission loss rates. The results show that varying channel 
conditions, rather than a limitation in wireless communications, can indeed be an advantage in 
improving perfonnance gain. Given that there is a mechanism for the terminals to report their 
channel conditions, the system can enjoy increased resource utilisation and reduced session 
delay. More precisely, the channel-aware scheduling mechanism implemented in the forward 
link from the RAN to the terminals exploits channel fluctuations to make effective and 
efficient forward link transmission. Two approaches are proposed: (i) considering the same 
maximum tiansmission rate throughout the multicast session, and (ii) considering link 
adaptation technique in the face of multicast transmission. In the former approach, Channel- 
Aware Scheduling (CAS) and Adaptive Downlink Transmission (ADT) algorithm are shown 
to improve the performance in the order o f  magnitude, compared to a system without 
channel-aware approach. Comparing the two algorithms, it is found that although the ADT
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performs better in resource utilisation by observing fewer retransmitted DTUs, the CAS is 
selected as the best adaptive transmission in the foi-ward link for fixed rate tiansmission 
because of its excellent performance in session duration, hi the second approach, Multicast 
Link Adaptation (MLA) technique is proposed. It has shown better terminal throughput and 
high fairness compared to other link adaptation teclmiques. Indeed, the MLA algorithm 
outperfoims CAS algorithm in all system performance. This shows that MLA is the best 
channel-aware scheduling algorithm in the forward link reliable multicast transmission over 
GEO satellite networks, as investigated in this thesis.
To complement the channel-aware scheduling in the forward link, a CSI Collection and 
Suppression Policy (CCP) using a threshold-based Change Detection (CD) mechanism in the 
return link is proposed. It is found the proposed mechanism observe a significant 32% 
suppression gain compared to the periodic CSI updates, hi the second leg of the CCP 
proposal. Feedback Implosion Suppression (FIS) is proposed with the addition of the 
transport-layer feedback message, i.e. NACK. Specifically, based on the reported CSI and 
NACK, the RAN selects which terminal to update in the next collection cycle. The teclmique 
bypasses collision problem which is due to the contention in uplink access by allocating 
dedicated slots to the selected terminals.
Subsequently, both adaptive channel-aware forward link tiansmission and CCP in the return 
link is integrated for a complete cross-layer reliable multicast tiansmission proposal. In order 
to verify the integiation perfonnance, an analytical approach estimating the performance 
parameter is implemented. Specifically, suppression eiTor which is due to the inaccuracy of 
CSI updates in the return link is considered in the mathematical approximation. The results 
show that the mathematical approximations are in better agreement with the simulation 
results, especially at large numbers of terminals.
From these observations, it can be concluded that channel-aware transmission that applying 
link adaptation technique is very useful to the reliable multicast transmission over GEO 
satellite networks, hi particular, it performs veiy well in the face of time-varying channel 
conditions, without overloading the return link resources.
1 5 2
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Table 8 - 1: A summary of the main findings and recommendations of this thesis
Findings / Recommendations ; Related work in 
thesis
Channel-awareness approach in CAS and ADT improves performance 
parameters in the order of magnitude compared to a system without 
channel-awareness approach.
Chapter 4
Session duration in CAS is significantly better compared to ADT. Chapter 4
Threshold-based CD algorithm in the return link suppresses CSI updates 
up to 32% at small penalty in the forward link performance.
Chapter 5
Mathematical approximations considering suppression error are in better 
agreement with the simulation results compared to approximations 
without the suppression error.
Chapter 6
MLA algorithm is the best channel-aware scheduling for reliable 
multicast transmission over GEO satellite network.
Chapter 7
8.2 Future Work
The summary of suggestions for future work are summarised in Table 8-2. Some of the 
suggestions have already been discussed in the respective chapters. For the others, the future 
research can focus on two main aspects, (i) other bi-directional satellite link scenarios, and (ii) 
other adaptive transmission technique considerations. The first aspect focuses on the possible 
implementation of channel-aware transmission techniques in other scenarios, for example in 
DVB-RCS/DVB-S2 standards, where the frequency band {Ka/Ku band) considers fading due 
to the weather Fluctuations. The DVB-RCS/DVB-S2 standard is currently studied for 
proposal of multicast/broadcast and/or interactive transmission to aeronautical, maritime and 
train scenarios. It would be interesting to investigate the impact of the exploitation and the 
sharing of information from one layer to the other, either explicitly or implicitly. One aspect 
of possible implementation close to the area discussed in the thesis is usage of channel 
conditions at the transport layer. The next step is to introduce different types of mobility in 
the study, with the challenge of fluctuating and weather-induced channel conditions. 
Although the long propagation delay, fading and the mobility of the terminals might result in 
poor transmission, powerful error coding can be used to protect the transmitted data. As 
discussed in Chapters 4 and 6 , a more accurate modelling from the system level point of view 
can be implemented in order to improve the channel model representation in the mathematical 
approximations. The channel model dynamics should be better captured to represent (i) 
fluctuating channel conditions, (ii) scheduling impact, (iii) other return link-related issues 
such as collision error and propagation delay. Apart from this, in order to further improve the
153
C h a p ter 8  C onc lu sion s a n d  F uture Work
mathematical representation, real-time channel prediction can be used at the terminal, 
estimating its channel condition in the future.
The second aspect of possible future study is investigations of other fade mitigation 
techniques from the resource management standpoint. For example, an adaptive margin can 
be implemented to increase robustness in transmission to highly diversified multicast 
terminals. To complete the scenario, this can further be extended to multiple multicast stream, 
multiple spotbeam situations, whilst the RAN has to decide transmission based on per- 
spotbeam. It would be an interesting optimisation problem not only to increase resource 
utilisation and terminal throughput, but also to optimise power allocation in the forward link. 
Finally, apart from the considered delay-tolerant service, streaming and real-time applications 
can be studied in the face of reliable multicast transmission. In order to increase the reliability 
and the system performance application-layer error concealment or error reduction techniques 
can be used together with the lower-layers adaptive approach.
Table 8-2: A summary of suggestions for future work
Suggestions for Future Work Related work in thesis
Better mathematical representations Chapter 4, 6
Adaptive transmissions via improvement of the proposed 
scheduling algorithms for other type of multicast services, i.e. 
streaming, real-time services (for example 3DTV)
Chapter 4, 7
Channel model for other frequency bands, i.e. Ku-band Chapter 4
Development of feedback messages collection and suppression 
for other type of heterogeneity (i.e. network, content 
heterogeneity)
Chapter 5
Development of the proposed CSI collection and suppression 
policy with other type of mobility
Chapter 5
Adaptability of the proposed cross-layer approach for DVB- 
RCS and DVB-S2
Chapter 6
Adaptive slot allocation approach in multicast link adaptation 
for transmission of multiple multicast streams
Chapter 7
Extension of multicast link adaptation in multiple spotbeam 
scenario
Chapter 7
Consideration of adaptive transmission technique with sharing 
of information with higher layers
Chapter 7
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Appendix A
Channel Model
The channel model used throughout this thesis is based on a semi-Markov two-state 
modelling extracted from an T-band measurement campaign reported in [Braten2002]. 
Specifically, based on the outcome of the current state, which is either line-of-sight (LOS) or 
fading states, the shadowing signal can be determined. From this value, the relevant Ei/No ( y )  
can be calculated. The interface between physical layer parameter (i.e. y ) and bit error rate 
(BER) is obtained from a reference curve. Accordingly, depending on the forward bearer slot 
size, L, and the BER, packet error rate, p, can be found. In essence, the output of our channel 
model is CSI value in the form of either packet error rate (as being used throughout Chapters 
4 to 6 ) or Ei/No (as considered in Chapter 7), at each terminal. Indeed, this CSI value is being 
sent back to the RAN for the proposed adaptive transmission techniques. In summary, the 
method for CSI calculation is presented in Figure A-1.
S e n t  b a c k  to  th e  R A N  
( C h a p te r s  4  -  6 )
B E R
p  =  1 -  ( 1  - S e n t  b a c k  to  th e  
R A N  ( C h a p t e r  7 )
S e m i-  
M a r k o v  2 -  
s t a t e  m o d e l
D e t e r m in e  
B E R .  (j)
C a lc u la t eD e t e r m in e
s h a d o w i n g
s ig n a l
C a lc u l a t e
P E R .p
Figure A-1 The method implemented in the simulation to calculate CSI
In the next paragraphs, the details of each step will be explained. Firstly, the semi-Markov 
model is used to alternate between the LOS and the fading states. To calculate the fading 
state, a shadowing signal is determined based on the location of the terminal. Basically, Ei/N q 
(y )  is computed from the terminal’s location parameter; which is the elevation angle. From
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the elevation angle a  , optimum propagation parameters triplet ( K,/.i and a )  can be calculated 
according to equations A-1 to A-3 based on coefficients provided in Table A-1, which are 
extracted from [Ananassol999]. The polynomial empirical formulas are valid in the range 20° 
< o:<90°.
K  — K q + K o^c + K2OC + K2OC'
// = //o +A3Ü;-
(T = o-Q + cr a^ + (TgCK" + cr^ fz-
(A -1)  
(A -2) 
(A -3 )
Coefficient value Suburban area Urban area
Ko -13.600 1.750
K, 9.650*10 ' 6.700*10"
K. -1.663*10- 0.0
Ks 1.187*10" 0.0
Po -1.998 -52.12
Pi -9.919*10'^ 2.758
1.520*10" -4.777*10'"
Ps -1.266*10" 2.714*10'"
Oo 8.000 7.800
O] -3.741*10"' -3.542*10'"
0 2 6.125*10" 6.500*10"
(^ 3 -3.333*10'" -3.958*10"
Table A-1; Empirical Formulas Coefficients for Different Environments IAnanassol999]
From the obtained propagation parameters, an operating point can be defined as definite Et/No 
value experienced by each teiminal, which is given by
ri(f) = rref -Sj iO (A-4)
where y ,-ef  is the reference E i/ N q from AWGN channel reference model to achieve target PER 
of 10 '" and , s/t)  is the calculated shadowing signal at tenninal j  using the mean and standard 
deviation values {p and ff) as calculated from equations (A-1) to (A-3). The shadowing signal 
is calculated as:
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where p  is the mean value and is defined as
S random (0 =  ^  X  ~  1) +  X  S random iincor (A-5)
where A is the auto-coiTelation factor and Srandom uncor is defined as
^random uncor ^  X  0)(t') (A-6)
where a is standard deviation of the shadowing signal and eo{t) is white Gaussian noise 
random coefficient. Two propagation environments are considered, namely suburban and 
wooded environments. For each considered propagation environments, the optimum values 
for AT,//anda , as function of elevation angle, a, can be obtained according to equations A-1 
to A-3 as explained above.
LOS Fading
Figure A-2 State transition diagram of a Markov chain
Subsequently, a two-state semi-Markov model is used to alternate line-of-sight (LOS) and 
fading states fi'om [Brateii2002]. To illustiate the concept, Figure A-2 is referred. The 
duration of a state follows its respective distiibution: the fading duration is logiormally 
distiibuted whilst the LOS duration follows power law distiibution. The fade duration 
disti'ibution is given by
where the parameters (3 and y depend on the degree of optical shadowing. The expression is 
1/valid ford > . Likewise, fade duration distribution is given by
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p ( D ^ d ) = -------------- ^ --------  (A-8)
where a  is the standai'd deviation of ln(d), ln(a) is the mean of ln(d) and the error function is
defined as erf{x) = - ^ {  e~‘^ d t. The semi-Markov model is different fi*om the traditional ■yjjr ■'0
Markov model where self-loop transition/= j  . The semi-Markov model, on the other hand, 
does not allow self-loop transition, i.e./#  j . The consequence of this is that the state 
transitions do not occur at regular intervals, forcing the duration in each state to follow a 
defined distributions. In our simulation implementation, based on the outcome of the state 
transition, which is either 'O' (LOS) or ‘1’ (fading), the shadowing level f (/)can be computed 
accordingly. If  the current state is LOS, then s(t) = 0 , else if it is in fading state, s(t) is 
calculated according to equation A-5.
The CDF of fade and LOS durations fi om the channel model implemented in the simulator 
are validated with the equivalent CDF based on equations (A-8) and (A-9) in Figures A-3 and 
A-4 respectively. From the figures, it is observed that the cumulative simulation results 
reasonably match the theoretical results; although the simulation results aie either slightly 
lower or higher than the theoretical results, this is due to the probabilistic approach that 
applies a random number generator in comparison with the theoretical probability value. This 
implies that the fade and LOS durations at their respective states are randomly distributed 
following the distributions mentioned above (i.e. power-law distribution for fade durations 
and lognormal distribution for LOS durations).
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Figure A-3 Validation of channel model: the CDF o f (a) fade and b) LOS durations for suburban
propagation environment
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Figure A-4 Validation of channel model: the CDF of (a) LOS and b)fade durations for wooded
propagation environment
Finally, based on the calculated Eb/No,yj{t), according to equation (A -4), the relevant bit 
error rate (BER ), (ft, can be specified  according to a reference link level sim ulation curve 
from [Papaharalabos2004]. C onsequently, for a known forward bearer slot size, L, packet 
error rate, { p \  according to the obtained BE R  can be calculated:
p  =  1 - ( 1 - ^ ) (A-9)
The reference link curve represents Rician channel characterizing Rician K  factor betw een 0 
to 7dB o f  rural or suburban environm ents. The step size o f  Ei/No in the curve is 0.25dB;
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where the low er value o f  E(/No is denoted as and the upper Ei/N q value isy ^  . Thus, 
according to the quantized E /N q, the ceilin g  value o f  BER  is obtained:
(A-IO)
Prop.
Environment
Prop.
Type
k
Poi
I
P02
P a Open
fi
(LOS)
X
ShadoH
a
ted
Ô
Suburban 1 2.00 3.50 3.00 3.50 1.5 0.88 0.61 2.68 1.45
Wooded 2 2.00 2.75 4.00 2.75 3.1 0.21 0.58 0.22 0.12
Wooded 3 5.01 3.25 1.75 3.25 0.8 0.12 0.84 0.22 1.22
Suburban 4 1.00 3.00 4.00 3.00 1.7 0.83 0.66 3.14 1.33
Table A-2: Propagation parameters for considered channel model
Prop.
Environment
Prop.
Type h m  (s) ^ fade (^ ) r idB)
Suburban 1 2.25 0.98 6.98
Wooded 2 1.15 1.25 4.50
Wooded 3 1.52 1.21 4.75
Suburban 4 2.12 1.14 6.57
Table A-3 Average values o f channel model parameters
Eb/NJdB]
(a) (b)
Figure A-5 CDF of E /N q for (a) suburban and (b) wooded areas
in the sim ulation environm ent run on ns2, four types o f  propagation environm ents listed in 
Table A -2 are considered. Each propagation environm ent with its relevant parameters 
described in this section m ight be referred throughout this thesis w hen channel m odel
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behaviour is discussed In essence, as explained earlier, the propagation parameters in Table 
A-2 encapsulates the calculation of E/No as defined in equation (A-4). Coirespondingly, bit 
eiTor rate, , can be calculated according to equation (A-10) based on the operating E/Nq. 
The channel model for each propagation environment is tested and run independently on the 
simulator, resulting in average values of LOS duration in seconds, , fade duration, ,
and E/No, 7 , as listed in Table A-3. In Figure A-5, the CDF of E/No for Propagation Type 1 
(suburban) is shown, with respect to the propagation parameters in Table A-2.
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Appendix B 
Simulation Description and Setup
The discrete event simulator ns2 is used as a platform for our simulations. The simulator has a 
range of useful built-in functions and it allows integration among the modules. In our study, 
the existing satellite communications module is extended to include our channel model of 
interest for both downlink and uplink transmission, as explained in Section D-1. hi the RAN- 
MAC component, our proposed channel-aware scheduling (i.e. Chapter 4, 5, 6 ) and multicast 
link adaptation algorithms (i.e. Chapter 7) are included in the downlink transmission. In the 
return link, our CSI collection and suppression policy (i.e. Chapter 5) is applied, specifically 
at the terminal’s channel model. The illustiation of packet flow along the main modules is 
shown in Figure A-4.
F number of DTUs for a fileThe packet flow starts when MFTP server generates M -
^M FTP
with size F  MB slotted onto DTUs of size L^ ,ipjp each. The packets are sent fi'om the MFTP 
server to the RAN ready for downlink tiansmission, after segmentation (refened as SGM in 
Figure B-1) and queued in an output buffer (referred as o/p buffer in Figure B-1). In order to 
implement the proposed forward link adaptive ti'ansmissions, the MAC-layer of RAN is 
extended with the channel-aware scheduler and link adaptation components, as shown in the 
figure.
Upon receiving the packets, the transport protocol at the terminal checks the status of the 
packet whether it is received coixectly or not. If the packet is received in eiTor, a NACK 
bitmap representing the enoneous packet in the MFTP block is set. The NACK is sent to 
MFTP server towards the end of block ti ansmission for rehansmission in tlie next pass. Other 
than sending NACK for retransmission of enoneous packets, the terminal also calculates its 
own CSI according to the CSI collection and suppression policy (CCP). The CCP mechanism 
is based on the loss module subject to the channel model described in Appendix A. The 
decision to send CSI back to the RAN is based on the outcome of CCP. Specifically, if CCP 
decides to send the relevant CSI at a particular time, a flag is set to U ’ otherwise it is set to
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‘O’. The transmission of feedback messages through the return link depends on uplink access 
specified in BGAN.
The output from the session is a trace file recorded at the MFTP server, documenting session 
delay and number of DTUs retransmitted over K  number of retransmission passes. At the 
terminal, CCP-related parameter is recorded, namely CCP decision. The parameter allows 
derivation of CSI detection and its relevant suppression percentage. Performance parameters 
from both trace files are analysed over mathematical approximations for a system 
implementing p-t-m one file reliable delivery session followed by p-t-p uplink transmission 
for NACK and CSI updates session.
C-band
Seder linkL-band 
terminal link
S e r v i c e  G a t e w a y  
G P R S  G P R S  
S u p p o r t  S u p p o r t  
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C l i e n t InternetRAN
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Figure B-1 Simulation configuration and setup, using ns2 platform
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Appendix C
Initial Results for Multicast Packet Scheduling with 
Channel State Information
In this section the initial approach to the channel-aware scheduling is presented. In the 
considered implementation, a strict binary decision is made based on the comparison between 
a percentage of terminals in good channel condition, and a tlireshold percentage. This is in 
contrast to the CAS algorithm which uses the prtx as a scheduling parameter, and decision is 
based on another running threshold prtxthresh. hr addition, this section considers two types of 
services, sti eaming and file download, whereas our proposals tlrroughout the thesis consider 
only bulk transfer, i.e. file download. However, in this section channel-aware approach is 
implemented only on the file download application service. Although the system-level 
considerations implemented in this section is different from the rest of this thesis, 
nevertheless, the initial approach described in this section is indeed the basis that drives the 
design of the proposed CAS and MLA algorithms.
C.l Scheduling and Admission Policy
The adaptation of the proposed cross-layer design approach is based on sharing the channel 
status information from physical layer with the multicast packet scheduler at the MAC layer. 
Having access to this infonnation, the scheduler ideally have the decision whether the channel 
is relatively ‘good’ or ‘bad’ prior to resuming tiansmission. If ‘bad’ channel is predicted, the 
associated packet will be paused uirtil it achieves ‘good’ channel status. The system that we 
address in this section handles fixed packet size, Ip, which is set to 125bytes in TDMA 
environment and each TDMA slot is 20ms. We characterize two distinct classes of multicast 
services: stieaming and file delivery.
Stieaming traffic, being non-delay tolerant type, will always be allocated slots and transmitted 
to the terminals regardless of the channel information. Thus only file delivery services, which 
are not delay-restricted, will be considered for channel-state-dependent scheduling. We 
summarise our scheduling policy as follows:
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• For each streaming traffic packet, time slots are allocated all the time.
• For the remaining slots, if file delivery traffic packets arrive, channel state
information (CSI) for the intended multicast group is calculated.
• If CSI is above than a certain threshold, the slot is allocated to that packet. If not, then
the slot is allocated to other service such as the streaming or the unicast services.
The scheduling policy is illustrated in Figure C-1. Referring to the figure, the channel state 
information for each receiver is obtained from the physical layer every 2 0 ms for slot 
allocation. The algorithm to obtain the channel information is as follows:
Multicast
traffic
Channel state
information
ulticast 
packet — ^  
scheduler
20ms 
125bytes
Figure C-1 Multicast scheduler with channel-state-dependence
Channel level, S i ( t ) ,  for each multicast group terminal i  is calculated according to the 
lognormal fading as defined in Appendix A. This channel information corresponds to packet 
error rate {PERj) from lookup table obtained from PER performance reference curves 
[Papaharabalos2004]. A threshold {PER,i,resh) for each receiver is established on the strength 
of the fading at that particular instant, which takes the value of QoS PER listed in Table C-1 
(i.e. PER = 10 '). Then, depending on the outcome of the comparison between PERi and 
PERthreshoM, 3 decision is made whether the channel is in ‘good’ or ‘bad’ channel conditions. A 
terminal with PERj less than PER,/,reshoid will be considered in good channel conditions and 
vice versa. Subsequently, the percentage of terminals in the multicast group achieving PER 
higher than another threshold is calculated. If the percentage, ç, is larger than a specified 
threshold, Çr. then the packet is selected for transmission. If not, then the packet is delayed 
until percentage of terminals with ‘good’ channel condition is achieved.
C.2 Traffic Modelling
The services considered for scheduling analysis is given in Table C-1. For video streaming 
model, packet generation rate is 64kbps for file size of 50kB. For background services, which
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is categorised as best effort traffic, generation rate is 32kbps and the file size is lOOkB. The 
packet en or rate (PER) for both services are set to 10 ".
Table C-1: Services and traffic models considered in simulations
Service
category
Service type Traffic model File transfer Packet error 
delay rate (PER)
Streaming Video
stieaming
Generation rate 
64kbps, file size 
501cB
0 .0 1 s l o ­
File Software Generation rate is  1 0 -
deliveiy distribution 32kbps, file size 
lOOldB
C.3 Performance Evaluations and Conclusion
Oui* goal here is to reduce the number of retiansmission due to bad channel conditions. The 
initial result shown in Figure C-2 depicts the scheduler’s perfomiance for delay-tolerant 
tiaffic from file delivery service both with and without the employment of cross-layer design. 
In the figure, failure rate is calculated in terms of probability of at least one terminal in a 
multicast gioup requires retransmission due to bad channel conditions. The probability is 
plotted over the number of temiinals in a multicast group. For cross-layer scheduling the 
threshold fraction of temiinals to resume ti ansmission, Çf, is 0.5 and 0.8. It is obseiwed that by 
deploying channel state information on a multicast packet scheduler, the failure rate is 
reduced significantly. This is because, in the scheduler with channel infomiation, packets are 
ti ansmitted with higher probability of success. Comparatively, the scheduler without channel 
information sends the packets unlaiowing of the terminals’ channel conditions status. Thus, 
the number of packets lost due to the bad channel conditions is higher in the system where the 
scheduler does not consider channel information. In other words, high success rate is achieved 
when there are few retransmission requests by the temiinals. This is not only an advantage for 
the multicast service delivery, but also preserves the network resources. In addition, since the 
system considers channel-aware approach only for the non-delay sensitive service, the QoS 
requirement for the delay-sensitive traffic, such as stieaming traffic, is not affected.
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Now, let us define the probability of retransmission is the probability of at least one terminal 
requests retransmission due to bad channel conditions. Then, the probability of retransmission 
is plotted against multicast group size with varying values of Çt (zeta) in Figure C-3. It is 
observed in the figure that larger multicast group size suffers high failure rate. The increase of 
failure rate with respect to the multicast group size occurs because the fraction of terminals in 
bad channel conditions is linearly related to the multicast group size. In addition. Figure C-3 
shows that by increasing çt, failure rate can be reduced. Thus çt can be regarded as a control 
parameter to monitor failure rate in certain multicast group size. In other words, if the system 
sets higher number of terminals in good channel conditions before allowing transmission, 
then undoubtedly the packets will be received correctly at the terminals with high probability 
of success. However, by increasing çt, the average packet delay is increased. This observation 
is depicted in Figure C-4 where the higher the threshold, the longer a multicast group has to 
wait for packet to be transmitted to them.
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0.4286
0.4284
S. 0 .4282
0.428
5  0.4278
0.4276
0 2  0 .3  0 .4
T a rg e t  n u m b e r  o f s u b s c r i b e r s  (n o rm a liz e d )  in g o o d  c h a n n e l  c o n d itio n
0.5 0.70.6 0 8
Figure C-4 Average packet delay vs. target number o f terminals (normalised) in good channel
condition
In conclusion, the initial approach to the channel-aware scheduling presented in this section 
has shown that by obtaining the CSI before transmitting multicast flows, the unnecessary 
retransmission requests which leads to addition retransmission passes can be reduced. 
However, to achieve a relatively good channel conditions for a multicast group, higher 
average packet delay is expected.
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