Abstract Based on the uncertainty theory, this paper is devoted to the redundancy allocation problem in repairable parallel-series systems with uncertain factors, where the failure rate, repair rate and other relative coefficients involved are considered as uncertain variables. The availability of the system and the corresponding designing cost are considered as two optimization objectives. A crisp multiobjective optimization formulation is presented on the basis of uncertainty theory to solve this resultant problem. For solving this problem efficiently, a new multiobjective artificial bee colony algorithm is proposed to search the Pareto efficient set, which introduces rank value and crowding distance in the greedy selection strategy, applies fast non-dominated sort procedure in the exploitation search and inserts tournament selection in the onlooker bee phase. It shows that the proposed algorithm outperforms NSGA-II greatly and can solve multiobjective redundancy allocation problem efficiently. Finally, a numerical example is provided to illustrate this approach.
Introduction
Many real system design problems require the use of redundancy to meet high reliability specifications. A redundancy allocation problem (RAP) basically involves the determination of the number of redundancies to be allocated in each subsystem with the purpose of maximizing system reliability, which is a fundamental reliability optimization model and can be formulated as a difficult combinatorial optimization problem. The RAP with single objective has been extensively studied. 1, 2 With the development of system design, it has been increasingly recognized that many practical design situations we encounter often involve multiple and conflicting objectives, which should be considered and optimized at the same time. For instance, it is often required to minimize the total system cost while maximizing the system reliability simultaneously. Considering that the decision-makers always require a full consideration of possible trade-offs and an availability-cost report in materiel solution analysis, researchers investigating RAP in such kind of complex situations often look for the determination of an entire Pareto optimal solution set. [3] [4] [5] These studies mentioned are all performed in deterministic environment, in which the reliability values of the components are assumed to be deterministic and known with certainty.
Unfortunately, in many practical situations, it is impossible to determine a fixed number that shows reliability of a component under all conditions. Furthermore, it is often difficult to accurately assess system failure rate and repair rate until the system is deployed or fielded. Thus, the RAP is always indeterministic with vague or imprecise statements, which can be boiled down to problems of observing the parameters themselves, deficiency in history and statistical data, insufficient theory, incomplete knowledge and the subjectivity and preference of human judgment, etc. With the wide application of fuzzy set theory 6 in engineering practice, many scholars consider this kind of indeterminacy as fuzziness and study RAP as a fuzzy programming problem. [7] [8] [9] In these literatures the parameters (coefficients) involved are treated as fuzzy variables, and the possibility measure 10 is applied to describing or formulate RAP as an imprecise model.
However, since the possibility measure has no self-duality, one event with possibility measure of 1 may be an impossible event, while one event with possibility measure of 0 may be a certain event.
11 That is to say, it is not reasonable to use the possibility measure to characterize the performance of redundancy system and optimize RAP in such kind of environment. Actually, these types of indeterminacy in RAP mentioned above should be called uncertainty, rather than fuzziness. A lot of surveys have shown that human beings usually overweight unlikely events, and the personal belief degree may have much larger variance than the real frequency. 12 Liu 13 declared that it is inappropriate to apply both probability theory and fuzzy set theory to uncertainty, because both theories may lead to counterintuitive results in this case. In order to deal with such kind of uncertainty problem, Liu 14 founded the uncertainty theory, which is a branch of mathematics based on normality, duality, subadditivity, and product axioms, as a means of handling uncertainty that is due to imprecision rather than randomness. So far, there has been little research on RAP using uncertainty theory, which is indeed one of the most important areas in decision analysis because many real world decision problems involve uncertainty. The RAP with multiple optimization objectives in uncertain environment is called uncertain multiobjective RAP (UMRAP), and the optimization problem under consideration becomes an uncertain multiobjective programming problem.
In this paper, a UMRAP in repairable series-parallel systems is studied, with the aim of maximizing the system availability A s while minimizing the total cost C s simultaneously, where the failure rate, repair rate and coefficients in objective functions are considered as uncertain variables. As a consequence, the objectives are also uncertain variables. Since the uncertain variables cannot be compared directly, the equivalent deterministic models should be proposed to remove the uncertain ambiguity first. Different real-life RAPs call for different meanings of deterministic models to satisfy their needs in practical application. Given the fact that the expected value of uncertain variable is widely used in real-life problem, in this paper expected value of availability and cost are considered. Moreover, when the designer is risk averse, the obtained design has to be done with high confidence levels, and the designs with large deviation are not desirable. Therefore, the associated variance of availability and cost are also considered. Thus, the uncertain biobjective RAP presented in this paper can be converted into a deterministic RAP with four objectives. However, for a programming problem with four objectives, the Pareto optimal set obtained always contains hundreds or even thousands of Pareto efficient solutions. It is difficult for designers to find satisfactory and meaningful trade-offs, and to select a preferred final design solution. To reduce the Pareto optimal set and to achieve a smaller practical set that can be easily analyzed by the designers, a new method, which involves breaking the original RAP with four objectives into two biobjective RAPs, is proposed in this paper. That is, optimize the expected value and associated variance of availability and cost respectively, then obtain two Pareto optimal sets in these two biobjective RAPs. It is proved that the intersection of these two Pareto optimal sets is Pareto efficient to the original RAP with four objectives. The solutions in the intersection will guarantee that both the expected value and associated variance are desirable. Considering the uncertain and NP-hard nature in UMRAP, where the size of the problem and thus the computational effort increases exponentially, meta-heuristics and evolutionary algorithms should be widely applied to UMRAP for successful generation of optimal solutions.
The artificial bee colony (ABC) algorithm, a meta-heuristic bionic algorithm based on the intelligent foraging behavior of honey bees proposed by Karaboga in 2005, 15 is a relatively new member of swarm intelligence. ABC algorithm is one of the adaptive meta-heuristic optimization methods inspired by nature, which is distinctly different from its siblings, such as genetic algorithms and ant colony optimization, in that it is a constructive, rather than an improvement, algorithm. It is inspired by the behavior of real honey bees foraging behavior, where the self-organization and division of labor features can be seen clearly. Especially, in ABC algorithm, the possible solutions are represented by the positions of food source, rather than the individuals. The ABC algorithm provides a new idea for the research of meta-heuristic algorithm and becomes one of the important research directions of solving complex optimization problem gradually. So far, due to its simplicity and ease of implementation, the ABC algorithm has been adopted by researchers in a variety of fields, including machines scheduling problem, 16 flexible job-shop scheduling problem, 17 hybrid intelligent problem, 18 etc. And it has been experimentally validated that its effectiveness and efficiency on algorithm performance are competitive to other optimization algorithms. [19] [20] [21] To solve the uncertain, NP-hard and multiobjective characteristic of UMRAP, in this paper, a modified multiobjective ABC (MOABC) algorithm is designed for obtaining Pareto optimal set in UMRAP, which inserts the fast non-dominated sort procedure from the well-known fast non-dominated sorting genetic algorithm (NSGA-II) 22 into basic ABC algorithm. To the best of our knowledge, this paper is the first application of ABC algorithm in reliability design with multiple objectives. In order to test the performance of the proposed MOABC algorithm in multiobjective optimization problem, three wellknown test problems are presented to compare its performance with NSGA-II, the result of which shows that the MOABC outperforms NSGA-II greatly. Moreover, a multiobjective RAP from Ref. 23 is presented and solved by MOABC, and it shows that the obtained result in Ref. 23 is not on the Pareto front found by MOABC. This indicates that the application of MOABC in UMRAP is more meaningful and practical.
The paper is organized in the following manner. In Section 2, some useful definitions and properties about uncertainty theory with application to UMRAP are introduced. In Section 3, the UMRAP in repairable series-parallel systems is described and its corresponding mathematical model is presented; the approach generating Pareto optimal set is proposed and its validity is proved. In Section 4, the classic ABC algorithm is introduced briefly, and a modified ABC algorithm for solving multiobjective optimization is proposed. In Section 5, an application case study is provided to illustrate the solution of UMRAP and demonstrate the efficacy and efficiency of MOABC for complicated reliability optimization problems. Finally, the major results of the research are presented.
Preliminaries
In this section, some foundational concepts and properties of uncertainty theory are introduced, which will be used throughout this paper.
Let C be a nonempty set, and L a r -algebra over
is called an uncertain measure if it satisfies the following axioms. 24 Axiom 1 (Normality axiom). MfCg ¼ 1 for the universal set C.
Axiom 2 (Duality axiom). MfKg þ MfK
c g ¼ 1 for any event K.
Axiom 3 (Subadditivity axiom). For every countable sequence of events
In 2009, Liu proposed the fourth axiom of uncertainty theory called product measure axiom. 25 Axiom 4 (Product axiom). Let ðC k ; L k ; M k Þ be uncertainty spaces for k = 1, 2, Á Á Á. The product uncertain measure M is an uncertain measure satisfying:
where K k are arbitrarily chosen events from L k for k = 1, 2, ..., respectively. The triplet ðC; L; MÞ is referred to as an uncertainty space, 24 in which an uncertain variable is defined as follows.
Definition 1 (Ref. 24 ). An uncertain variable is a measurable function n from an uncertainty space ðC; L; MÞ to the set of real numbers, i.e., for any Borel set B of real numbers, the set fn 2 Bg ¼ fc 2 CjnðcÞ 2 Bg ð 3Þ
is an event.
Definition 2 (Ref. 25) . The uncertain variables n 1 , n 1 , Á Á Á, n n are said to be independent if
for any Borel sets B 1 , B 2 , Á Á Á, B n of real numbers. Let n be an uncertain variable. Then the expected value of n is defined by
provided that at least one of the two integrals is finite.
Definition 6 (Ref. 24) . Let n be an uncertain variable with finite expected value e. Then the variance of n is:
For calculation convenience, we stipulate that the variance of n is
Definition 7 (Ref. 12 ). An uncertain variable n is called linear if it has a linear uncertainty distribution:
denoted by L(a, b) where a and b are real numbers with a < b.
Definition 8 (Ref. 12
). An uncertain variable n is called zigzag if it has a zigzag uncertainty distribution:
denoted by Z(a, b, c) where a, b, c are real numbers with a < b < c.
Definition 9 (Ref. 12). A lognormal uncertain variable has an uncertainty distribution:
denoted by LOGN(e, r), where e and r are real numbers with r > 0.
Definition 10 (Ref. 27 ). For a multiobjective programming problem minðf 1 ðxÞ; f 2 ðxÞ; Á Á Á ; f m ðxÞÞ; s:t:; x 2 X, a solution x e X is called efficient with respect to objectives f 1 , f 2 , Á Á Á, f m if it is not dominated by any feasible y 2 X; y -x, that is to say if there is no y e X such that: (A) f j ðyÞ 6 f j ðxÞ for all j = 1, 2, Á Á Á, m, and (B) f j (y) < f j (x) for at least one j. The set of efficient solutions is called the efficient set. The image point (f 1 (x), f 2 (x), Á Á Á, f m (x)) of an efficient solution x is called Pareto-optimal, and the set of Pareto-optimal points, i.e., the image of the efficient set in the objective space R m under f = (f 1 , f 2 , Á Á Á, f m ), is called the Pareto frontier.
Theorem 1 (Ref. 14). Let n 1 , n 2 , Á Á Á, n n be uncertain variables, and f a real-valued measurable function. Then f(n 1 , n 2 , Á Á Á, n n ) is an uncertain variable.
Theorem 2 (Ref. 26) . Let n be an uncertain variable with regular uncertainty distribution U. If the expected value exists, then EðnÞ ¼
Theorem 3 (Ref. 26) . Let n 1 , n 2 , Á Á Á, n n be independent uncertain variables with regular uncertainty distributions U 1 , U 2 , Á Á Á, U n , respectively. If the function f(x 1 , x 2 , Á Á Á, x n ) is strictly increasing with respect to x 1 , x 2 , Á Á Á, x m and strictly decreasing with respect to x m+1 , x m+2 , Á Á Á, x n , then n = f(n 1 , n 2 , Á Á Á, n n ) is an uncertain variable with inverse uncertainty distribution: 
UMRAP in repairable systems

Problem description
A commonly used definition of a repairable system indicates that a system can be repaired to operate normally in the event of any failure, and system availability is the main measure of interest which needs to be maximized to achieve the optimal performance. For repairable system, availability is a very meaningful measure, and achieving a high or required level of availability is an essential requisite. The most common approach to guarantee the availability level is to employ redundancy, which can be referred to as a series-parallel system. A series-parallel system is a system made of parallel subsystems put in serial, which can be shown in Fig. 1 . A parallel subsystem works when at least one of its components works while a series system fails when at least one of its components fails. The problem of redundancy allocation in repairable system design can be formulated as a multiobjective optimization problem, i.e., minimize the cost while maximize the availability of the global system simultaneously. Uncertainty has always been an important consideration when designing and analyzing repairable systems. It assumes that the failure rate and repair rate of components are uncertain variables in uncertain environment, and its uncertainty distribution can be available through expert knowledge before system design or with incomplete data. In this paper, we suppose that the subsystems are parallel, and that in each subsystem all components are identical. Here, the term 'identical' means that the failure rate and repair rate of components have the same uncertainty distribution in uncertain environment. Then the decision variables of this problem are the number of components k i in each subsystem (i = 1, 2, . . ., s) , and the UMRAP is to find the optimal values of k i to minimize the cost and maximize the system availability in uncertain environment.
Mathematical formulation
The formulation of the mathematical model taking into account all the influential factors is very important for the success of optimization. Let k i , A s , C s be the number of components in each subsystem, the availability of the system and the system cost, respectively. Then the UMRAP can be presented as follows:
The variables in the UMRAP model above are illustrated in Table 1 .
Since maximizing the availability A s is equivalent to minimizing the unavailability (1 À A s ), the mathematical formulation can be transformed as follows: 
Since the unavailability U s (k) and system cost C s (k) are uncertain variables, which cannot be compared and optimized directly, the equivalent deterministic models should be proposed to remove the uncertain ambiguity. In this paper, the expected value and variance of uncertain variables are adopted to convert the original UMRAP into a deterministic multiobjective RAP as follows: min k ðE½U s ðkÞ; E½C s ðkÞ; V½U s ðkÞ; V½C s ðkÞÞ s:t:
It can be obtained that U s (k) is strictly increasing with respect to k i and strictly decreasing with respect to l i ; C s (k) is strictly increasing with respect to l i , a i , b i and strictly 
are presented as follows:
E½C s ðkÞ ¼
Let e u , e c , U u and U c be the E[U s (k)], the E[C s (k)], the uncertainty distribution of uncertain objective U s and the uncertainty distribution of uncertain objective C s (k) respectively, then
In this paper, the calculation of expected value and variance is on the basis of MATLAB Uncertainty Toolbox 28 directly.
Solution approach
There are two main ways to solve the multiobjective programming problem. The first way is to aggregate the multiple objectives into a single objective, which is then solved for an optimal solution, while the second way is to obtain a list of Pareto optimal solutions (i.e., efficient set) first, and then apply the decision maker preferences to find solution(s) of his/her choice. Similarly, if x * belongs to A 2 , we can obtain that there does not exist x e D such that f j ðxÞ 6 f j ðx Ã Þ; at least one j 0 such that f j0 ðxÞ < f j0 ðx Ã Þ; j ¼ 1; 2. Since x * e A 1 \ A 2 , it is evident that there does not exist x e D such that f k ðxÞ 6 f k ðx Ã Þ; at least one k 0 such that f k0 ðxÞ < f k0 ðx Ã Þ; k ¼ 1; 2; 3; 4; which means that x * is Pareto efficient solution to problem P, that is, A 1 \ A 2 Ì A. The theorem is proved.
According to Proposition 1, the solution of Eq. (16) is converted into solution of its two Eqs. (21) and (22) . In order to solve UMRAP efficiently, a new multiobjective ABC algorithm is proposed in the next section. 
Positive uncertain variable of the repair rate of components in subsystem i defined on the uncertainty space ðC; L; MÞ, with uncertainty distribution
Vector of minimum and maximum number of components allowable in each subsystem a i
Positive uncertain variable defined on the uncertainty space ðC; L; MÞ, with uncertainty distribution
Constants of the cost function where p i < 0, q i > 0
A modified ABC algorithm
Considering the uncertain, multiobjective and combinatorial nature in UMRAP, in order to improve the quality and spread of the solutions, a variant of basic ABC algorithm combined with NSGA-II is proposed for multiobjective optimization problem in this section.
Basic ABC algorithm
In the basic ABC algorithm, there are three essential components, that is, food source positions, nectar-amount, and three kinds of foraging bees (employed bees, onlookers, and scouts). Each food source position represents a feasible solution to the optimization problem considered and the nectar-amount of a food source corresponds to the quality (fitness) of the solution represented by that food source. Each kind of foraging bee performs one particular operation for generating new candidate food source positions. Employed bees are those bees which are searching the food around the food source in their memory currently; they are responsible for sharing the information about food sources with onlooker bees. Onlooker bees are those bees which are waiting in the hive for the information from the employed bees; they tend to choose good food source with more nectar-amount shared by the employed bees, and then further tap the foods around the selected food source. Scout bees are those bees which are carrying out random searches for discovering new food sources if the employed bees and onlookers cannot find a better neighboring food source. Thus, the ABC algorithm visualizes the employed and onlooker bees as performing the job of local search (exploitation), whereas the onlookers and scouts bees as performing the job of global search (exploration).
Framework of MOABC (1) Population initialization
In our proposed algorithm, the solutions (food positions) of UMRAP k = {k 1 , Á Á Á, k i , Á Á Á, k s } is represented as the variable x = {x 1 , Á Á Á, x i , Á Á Á, x s }, and the integer decision variables k i are treated as real variables. While in the evaluation of objective functions, the real values x i are transformed to the nearest integer values. Based on the food position representation, we can initialize the population with S real variables in the bound of decision variables randomly, where S is the number of food sources, that is:
where i e {1, 2, Á Á Á, s}, and j e {1, 2, Á Á Á, S}.
(2) Exploitation search
Usually employed bees and onlooker bees use the same search operator to perform exploitation search. Since the food positions are represented as real variable vectors, the exploitation search in basic ABC algorithm is applied here. The exploitation search for food position x j i is as follows:
where k e {1, 2, Á Á Á, s} is generated randomly, and k " j, r j i is random number in [À1, 1].
(3) Greedy selection strategy
In the employed and onlooker bee phase, the greedy selection strategy should be applied to selecting the better foods after exploitation search. In the basic ABC algorithm, the greedy selection is to select a better solution based on the fitness of food source. However, in the MOABC, the goal is to obtain an efficient set, rather than a single efficient solution. Thus, the rank and crowding distance of solution in NSGA-II are adopted here to select better solutions and maintain the Pareto optimality and diversity in the efficient set.
Rank is used to divide the solutions into several levels according to the dominance degree. The first front contains all the nondominated solutions in current population, and the second front contains all the solutions that are dominated by the individuals in the first front only, and so on. Individuals in the first front are given a rank value of 1, and individuals in second front are assigned a rank value of 2.
For the individuals in the same rank, large crowding distance will result in better diversity in the population. After the solutions are divided in respective fronts, the members of the same rank sequence is in an ascent order according to each objective, and then the crowding of each solution is defined as the sum of the normalized distance between its right and left neighbors in the sequence. For the first and last solutions in every front, their crowding distances are defined as infinity. In this paper, the crowding distance d i by considering two objectives is defined as follows: In the employed bee phase, the exploitation search procedure is applied to generate new neighboring food sources, and the new greedy selection strategy is adopted to compare the new generated solution with the original solution. When the generated solution is better than original solution, it will replace the original solution and update the population. In the onlooker bee phase, since it is difficult to determine the fitness value in multiobjective optimization problem, it is hard to choose food source according to the probability value which is proportional to its fitness value. Therefore, the tournament selection with size 4 is applied in this paper. Specifically, randomly select four employed bee solutions from the population, and then determine the best employed bee solution as the food source of the onlooker bee according to its distance. Then use the exploitation search procedure to generate new neighboring solution and greedy selection strategy to update the population. In the scout bee phase, the solution is generated randomly to replace the worst solution in the population according to rank and crowding distance. Since the solution is generated randomly, global exploration is stressed in scout bee phase and it also may help enhance population diversity to some extent.
Straightforwardly, the framework of the proposed MOA-BC for multiobjective optimization problem is illustrated in Fig. 2 . It can be seen that the proposed ABC algorithm not only applies rank value to generate new neighboring food sources at different levels, but also applies crowding distance to maintain the solution diversity. It stresses the balance of the global exploration and local exploitation; at the same time, it also stresses the diversity of population during the searching process, which will assure that a desirable Pareto efficient set is available.
Performance test (1) Test on real-value functions
There are many test functions for multiobjective optimization. To test the performance of MOABC proposed in this paper, three biobjective test problems with convex, non-convex and discontinuous Pareto fronts respectively are selected as follows. 29 Test problem ZDT1 (convex Pareto-optimal front).
where d is the number of dimensions. The Pareto-optimality is reached when g = 1.
Test problem ZDT2 (non-convex Pareto-optimal front).
Test problem ZDT3 (discontinuous Pareto-optimal front).
where g in functions ZDT2 and ZDT3 is the same as in function ZDT1. In the ZDT3 function, f 1 varies from 0 to 0.852 and f 2 from À0.773 to 1. After generating 100 Pareto points by MOABC, the Pareto front generated by MOABC is compared with the true front of three test problems. In all the rest of the figures, the vertical axis is for f 2 while the horizontal axis is for f 1 . The performance measure is defined as the mean square error (MSE) between the estimate Pareto front PF e to its correspond true front PF t as
where N is the number of points.
To compare the performance of MOABC, the NSGA-II is chosen as the comparison algorithm. In the MOABC algorithm, the maximum number of cycles was taken as 500. The percentage of onlooker bees and employed bees were the half of the colony and the number of scout bees was selected to be one. Parameters set for the ABC algorithm are given in Fig. 3 Test performance of MOABC and NSGA-II on ZDT1, ZDT2, and ZDT3. In the NSGA-II, the population size is set as 100 and the maximum generation is set as 500. Fig. 3 show the test performance of MOABC and NSGA-II on ZDT1, ZDT2, and ZDT3 respectively. It is clear that the estimated front obtained by MOABC is better distributed on the true front than that obtained by NSGA-II. Especially, the MOABC can obtain the two ends of Pareto front, that is to say, it will guarantee that the decision solutions are never neglected or outside the Pareto efficient set. In addition, the estimated front obtained by MOABC is much closer to the true front than that obtained by NSGA-II. The MSE of MOABC achieves zero within 200 cycles, while the MSE of NSGA-II is still much higher after 500 cycles. Undoubtedly, the proposed MOABC outperforms NSGA-II greatly, thus, it is reasonable to expect good performance of MOABC in the solution of UMRAP. 
Case study
In this section, a case study is presented to illustrate the solution of UMRAP based on MOABC. The parameters set for MOABC are the same as shown in Table 2 . The system considered is assumed to consist of six parallel subsystems in serial, that is to say, s = 6. The input data assumed are shown in Table 4 .
Firstly, the Eq. (21) is solved by MOABC and NSGA-II adopted in Section 4.3, and the estimated fronts obtained with 100 efficient solutions are shown in Fig. 5 . It is shown that the estimated front obtained using NSGA-II does not include the solution with the highest availability, and several solutions in the front are not Pareto efficient. By comparison, the solutions obtained using MOABC is better and of more diversity.
Furthermore, as can be seen in the estimated front obtained using MOABC, the expected value of cost increases exponentially when the expected value of unavailability decreases, which is basically consistent with real circumstance.
Secondly, the variance Eq. (22) is solved using MOABC, and the estimated front with 100 efficient solutions is shown in Fig. 6 .
Finally, we take the intersection of the efficient sets obtained by MOABC in Eqs. (21) and (22) . The result is shown in Table 5 . From Table 5 we can see that the results obtained include the solution for the highest availability {6, 6, 6, 6, 6, 6}, and the solution for the lowest cost {1, 1, 1, 1, 1, 1}, and the solutions obtained are all nondominated for both expected value and variance of objectives. The decision maker can select a design solution from the results according to his/her preference and the design requirements of system. For instance, if the system availability is required greater than 0.993, considering the trade-off between availability and cost, then the solution 11 may be selected; while if the system availability is required greater than 0.9993, the solutions 6, 9,10,12, 13 may be selected. In addition, if the design cost of system is under constraint, for example, if the maximum design cost is set as 1500 units, then the solutions 16, 17, 20, 22 should be eliminated.
Conclusions
In this paper, the UMRAP is studied based on uncertainty theory originally, and a solution approach is provided to obtain a desirable Pareto efficient set. Furthermore, an efficient multiobjective optimization algorithm based on combining some aspects of NSGA-II and ABC algorithm is proposed to solve UMRAP, called MOABC. The proposed MOABC has been tested on three well-known test problems and a multiobjective RAP in literature, the results of which show that MOABC outperforms NSGA-II greatly. Its convergence rate is fast and the estimated front it obtained can be very close to the true front. Finally, an application study is presented and solved by MOA-BC. Results suggest that UMRAP is much closer to real life, and the MOABC is an efficient multiobjective optimizer. 
