The position and orientation system (POS) is a key equipment for airborne remote sensing systems, which provides high-precision position, velocity, and attitude information for various imaging payloads. Temperature error is the main source that affects the precision of POS. Traditional temperature error model is single temperature parameter linear function, which is not sufficient for the higher accuracy requirement of POS. The traditional compensation method based on neural network faces great problem in the repeatability error under different temperature conditions. In order to improve the precision and generalization ability of the temperature error compensation for POS, a nonlinear multiparameters temperature error modeling and compensation method based on Bayesian regularization neural network was proposed. The temperature error of POS was analyzed and a nonlinear multiparameters model was established. Bayesian regularization method was used as the evaluation criterion, which further optimized the coefficients of the temperature error. The experimental results show that the proposed method can improve temperature environmental adaptability and precision. The developed POS had been successfully applied in airborne TSMFTIS remote sensing system for the first time, which improved the accuracy of the reconstructed spectrum by 47.99%.
Introduction
The position and orientation system (POS) is a special strapdown inertial navigation system (SINS)/global positioning system (GPS) integrated measurement equipment [1] . Compared with the traditional SINS/GPS integrated system, it is small, lightweight, and is also available to provide highprecision position, velocity, and attitude information for airborne remote sensing applications including spectrometer (such as Temporally and Spatially Modulated Fourier Transform Imaging Spectrometer (TSMFTIS)), Synthetic Aperture Radar (SAR), Light Detection and Ranging (LiDAR), optical camera, and various other land and marine applications. It has been widely used as a key equipment to further improve imaging quality and efficiency of airborne remote sensing systems [2] [3] [4] .
However, the precision of POS decreases rapidly with the environmental temperature change [5] . Therefore, it is vital to model and compensate the temperature error of POS. Traditional temperature error modeling and compensation for POS include two kinds of methods: one is polynomial fitting based on least square or multiple regression algorithm to establish the relationship between the temperature input and the POS output [6] . These methods can diminish computational complexity and can be suitable for realtime signal processing of simple model, which are used to compensate temperature error of a traditional SINS/GPS integrated system. However, their precision is limited because the model only considers the single temperature without sufficient parameters. The other is based on machine learning technique, such as support vector machine (SVM) [7] and radial basis function (RBF) neural network [8] . In general, RBF neural network is a massively parallel-distributed processor that can be used in complex model with multiparameters and nonlinear problems [9] and can improve the precision in postprocessing of POS. However, traditional RBF neural network method is barely applied to new samples because of its poor generalization ability, which leads to the low repeatability of the compensated results under different temperature condition [10] . Therefore, how to establish a sufficient model and improve the generalization ability has become a key technology for modeling and compensating temperature error of POS. To solve this problem, a nonlinear multiparameters temperature error modeling and compensation method based on Bayesian regularization neural network is proposed in this paper. All the influence factors including temperature, rate of temperature change, and temperature gradient are considered to establish a sufficient multiparameters and nonlinear temperature error model. Bayesian regularization is regarded as evaluation criterion to optimize the coefficients of the temperature error for POS, which further improves the generalization ability. Temperature experiment is implemented to validate the proposed method. The first airborne application experiment of TSMFTIS proves that TSMFTIS has an evident improvement on imaging quality and precision of reconstructed spectrum by using POS data. This paper is organized as follows. Section 2 introduces the components and operation principle of POS. In Section 3, the temperature error modeling and compensation method of POS based on Bayesian regularization neural network is proposed. In Section 4, the temperature experiment result is presented and validates effectiveness of the proposed method. The airborne experiment of TSMFTIS with POS is introduced in Section 5. Finally, the paper is concluded in Section 6.
The Components and Operation
Principle of POS POS is comprised of four main components which are inertial measurement unit (IMU), carrier phase differential GPS receiver, POS computer system (PCS), and postprocessing software as shown in Figure 1 . IMU is mounted directly onto imaging payloads and measures the motion rotation rate and the linear accelerometer information, which determines the precision of POS directly [11] . IMU mainly consists of three ring laser gyroscopes (RLG) and three quartz mechanical accelerometers (QMA) assembled in inertial sensing assembly (ISA) structure in orthogonal triads [12] . The ISA with inertial sensors is installed on exterior supporting frame by eight antivibrators.
A carrier phase differential GPS receiver can provide time, position, and velocity information. PCS is a multifunctional computer system and mainly completes the IMU data sampling and storage, data synchronization, real-time integrated navigation computing, and communication with
Input layer
Hidden layer other systems. The integrated system of POS provides excellent short-term dynamics greatly and has none of the longterm drift problem associated with inertial measurement system. The result can be obtained in real time by PCS or in postprocessing by postprocessing software. The postprocessing algorithm in software is available to calculate complex model of massive computation without time limit, which can further improve the precision of POS. As a result, POS can successively provide high-precision position, velocity, and attitude information to improve imaging quality and efficiency for airborne remote sensing system [13] .
Temperature Error Modeling and Compensation of POS
The output errors of gyroscope assembly in angular rate channel for POS mainly include bias and scale factor error. For RLG, scale factor error varies little with the change of temperature, while bias presents the opposite property [14] . Hence, the temperature error of gyroscope assembly mainly refers to the temperature error of gyroscope bias influenced by the temperature, rate of temperature change, and temperature gradient. The output errors of accelerometer assembly in linear acceleration channel for POS include bias and scale factor error. Temperature changes have a great influence on bias of accelerometers. All these properties mentioned above make it necessary to compensate bias temperature errors of gyroscope and accelerometer assemblies to improve the efficiency and precision of POS.
Nonlinear Multiparameters Temperature Error Modeling of
Gyroscope Assembly. Three RLGs are assembled orthogonally in ISA structure of IMU. The RLG in the th ( = , , ) axis embeds three thermometers, which measure the temperature of anode ( ), cathode ( ), and shell ( ), respectively. The temperature, which may result in thermal deformation of different materials in RLG, will induce the change of light path of RLG [8] . The temperature gradient, exaggerated by the rapid change of external temperature, also affects the output of RLG since it leads to extrusion and deflection of components in RLG. All these factors should be considered in the temperature error model of gyroscope assembly for POS.
In order to establish the sufficient temperature error model of gyroscope assembly, the multiple parameters including temperature, temperature change, and temperature gradient should be considered. Therefore, the input X of gyroscope in the th axes is given as follows:
where temperature is the average of the three temperature values for gyroscope in the th axes, which has been smoothed to estimate the measurement error. The rate of temperature changėis the derivative of . Limited by the measurement condition, temperature gradients ∇ 1 and ∇ 2 are replaced by the temperature differences and from , respectively, because is the closest to the external environment temperature.
Therefore, the nonlinear multiparameters temperature error model of gyroscope in the th axes can be expressed qualitatively as the function of the temperature input X :
The RBF neural network is a special feed-forward network and commonly has three layers: an input layer, a single hidden layer, and an output layer [15] . The hidden layer transfers the linear model into a nonlinear one and maps the input space to a new solution space. According to the characteristic of nonlinear and multiparameters in the temperature error model of gyroscope assembly, the RBF neural network here can be given in Figure 2 .
Radial basis function is usually defined as a function of the Euclidean distance from arbitrary input X to the center C ; it can be written as ℎ . The most common radial basis function is Gauss kernel function:
where C is the basis function center of the th node in the hidden layer for gyroscope in the th axes and represents the spread of the basis function.
The neural network theory holds that any function can be expressed as a weighted sum of a set of basis functions in solving function approximation problem. So the temperature error model of gyroscope assembly can be given as follows:
where is the th the weight value from the hidden layer to the output layer of gyroscope in the th axes; represents the node number of the hidden layer. C , , and can be obtained by training process of RBF neural network during the temperature compensation.
Nonlinear Multiparameters Temperature Error
Modeling of Accelerometer Assembly. Unlike RLG, QMA only has one embedded thermometer. The accelerometer assembly temperature error model only can obtain temperature and rate of temperature change without temperature gradient. According to the characteristic of temperature error for accelerometer assembly, the nonlinear multiparameters temperature error model of accelerometer in the th axes can be expressed qualitatively as the function of the temperature input X :
The temperature input of accelerometer in the th axes is X = [̇] with being the output of thermometer embedded in accelerometer in the th axes;̇is the derivative of . The RBF neural network of accelerometer assembly is given in Figure 3 .
The radial basis function is also Gauss kernel function. The temperature error model of accelerometer assembly can be given as follows:
where is the th the weight value from the hidden layer to the output layer of accelerometer in the th axes;
represents the node number of the hidden layer. C is the basis function center of the th node in the hidden layer for accelerometer in the th axes and represents the spread of the basis function. C , , and can be obtained by training process of RBF neural network during the temperature compensation.
Temperature Error Compensation Method of RBF Neural
Network Based on Bayesian Regularization. The poor generalization ability is the most troubling problem affecting the application of RBF neural network. In the traditional algorithm of RBF neural network, the mean square error (MSE) is usually used as the evaluation criterion [14] . The MSE of temperature error in gyroscope and accelerometer assemblies can be given as follows:
where ( ) and ( ) are the th training target of the sample for gyroscope and accelerometer in the th Journal of Applied Mathematics 5 axes, respectively; ( ) and ( ) are the corresponding temperature input for gyroscope and accelerometer in the th axes, respectively; (X ( )) and (X ( )) are the output of the training sample for gyroscope and accelerometer in the th axes, respectively; is the total number of the training sample.
The MSE of the training sample can only reflect the ability to approximate the sample of RBF neural network, not representing the generalization ability. A major issue for traditional RBF neural network methods is the potential for overfitting which leads to a fitting of the noise and loses generalization of the network [16] . To reduce the potential for overfitting, an improved RBF neural network based on Bayesian regularization is proposed to prevent the weight values from growing too large by appending weight values in the evaluation criterion. The smaller the weight values are, the better the generalization capability of the network is. The weight decay regularizer can be given as follows:
So the evaluation criterion of Bayesian regularization can be given as follows:
where , , , and are the evaluation criterion function parameters. Under the situation of ≪ or ≪ , overfitting may occur due to the overemphasis on reducing training error. While on the other hand, too much concentration on limiting the network weight values when ≫ or ≫ may probably lead to large training error. Therefore, how to find optimal values of , , , and is a key point of Bayesian regularization. The Bayesian regularization to RBF network training makes use of an iterative procedure in the manner of the expectationmaximization algorithm for estimating the network weights. The iterations consist of finding the most probable value for the weights from their distribution [17] . In the Bayesian framework, the weight values of the network are assumed to be random variables. According to Bayesian's rule [18] , the optimization of the regularization parameters , , , and require solving the Hessian matrix of ( ) and ( ) at the minimum point and .
The optimal weight values and should maximize the posterior probability; this is equivalent to minimizing the regularized evaluation criterion functions ( ) and ( ). Initializing the value of (0),
, and (0) by prior distribution, the updating formula of the evaluation criterion function parameters in gyroscope and accelerometer assemblies can be expressed as follows:
,
where ( ) and ( ) are called the effective number of parameters.
( ) and ( ) are the Hessian matrix of the evaluation criterion function.
The training process of Bayesian regularization neural network is iterative algorithm for compensating temperature error of POS. The limited function is output of QMA bias in the th axes. The final output of gyroscope and accelerometer in the th axes can be given by
Bayesian regularization method reduces the network weight values under the condition of minimizing network training error by new evaluation criterion which eventually improve the generalization ability of neural network.
Temperature Experiment

The Equipment in Temperature Experiment.
In temperature experiment, we developed the POS (Model TX-R20) which is applied in airborne remote sensing system. The POS as shown in Figure 4 can implement gyros biases calibration, initial alignment, inertial navigation algorithms, and so forth. The POS uses an IMU that is sufficient and separated from the PCS and connected to the PCS by a data interface and power cable. The IMU is designed to be small (210 mm × 200 mm × 142 mm), light (6.7 Kg), and of little power consumption (20 W). The common output frequency is 100 Hz (highest being 200 Hz). The overall power consumption of POS including IMU and PCS is 28 W, which is commensurate in performance with the POS/AV610. The nominal accuracy of three RLGs ( , , and gyroscopes) is less than 0.01 ∘ /h and the nominal accuracy of three QMAs ( , , and accelerometers) is less than 50 g.
The Procedures of the Temperature Experiment.
IMU is attached in a temperature chamber as shown in Figure 5 . The IMU and temperature chamber are required to be stationary during the whole experiment. The temperature of the chamber varies from −30 ∘ C to 50 ∘ C. To establish the temperature error model of POS, an experiment is implemented. Firstly, the temperature is kept at 20 ∘ C for 1.5 hours to attain thermodynamic equilibrium of RLG and QMA assemblies. Secondly, the temperature of the chamber increases to 50 ∘ C with uniform rate of 3 ∘ C/min. Thirdly, the temperature is kept at 50 ∘ C for 2 hours. Finally, the temperature of the chamber decreases to −30 ∘ C with a uniform rate of −3 ∘ C/min; then the temperature is also kept for 2 hours.
The temperature errors are chosen as the training target of the RBF neural network, and then it is trained by the traditional RBF neural network and proposed method.
Compensation Results of Temperature Errors.
In order to validate the generalization ability of the RBF neural network trained by the proposed method, a verification test is implemented as shown in Figure 6 . Firstly, the temperature is kept at 20 ∘ C for 1 hour. Secondly, the temperature of the chamber decreases to −30 ∘ C with uniform rate of −1 ∘ C/min. The temperature is kept at −30 ∘ C for 1 hour. Thirdly, the temperature of the chamber increases to 30 ∘ C with a uniform rate of 2 ∘ C/min. The temperature is kept at 30 ∘ C for 1 hour. Finally, the temperature of the chamber decreases to −30 ∘ C with a uniform rate of −3 ∘ C/min and is kept at −30 ∘ C for 1 hour. 
Original bias Traditional method Proposed method The temperature errors of gyroscope and accelerometer assemblies in verification test are compensated by the traditional RBF neural network and proposed method in the paper. The compensation results of gyroscope and accelerometer assemblies are shown in Figures 7 and 8 . The comparisons of results are given in Tables 1 and 2 .
As it is evident from Tables 1 and 2 , the proposed method reduces the temperature errors of RLG bias and QMA bias effectively.
The Airborne Application Experiment
In order to further validate the application capability of the proposed method, the airborne application experiment shown in Figure 9 is implemented in July 2013, Weihai City, 1st frame 30th frame 60th frame 120th frame 150th frame 180th frame 210th frame 240th frame which affects the measurement accuracy of inertial navigation. Accordingly, temperature error compensation is necessary in inertial navigation. The inertial navigation error results by traditional RBF neural network method and the proposed method are shown in Table 3 .
The results show that compared to the traditional RBF neural network method, the inertial navigation error of proposed method is reduced to 0.57 nautical mile from 0.63 nautical mile during 1 hour, falling by 9.52%. The inertial navigation error over 3 hours and 20 minutes is reduced to 1.60 nautical miles from 1.73 nautical miles, falling by 7.51%.
The Airborne Remote Sensing Experiment of TSMFTIS with POS.
The application of TSMFTIS, which plays a vital role in the remote sensing system, has no internal moving parts and high throughput advantages [19] . It is usually applied in satellite remote sensing assignment which requires high stability of the platform to provide accurate position, velocity, and attitude references for TSMFTIS to measure the geographic position and orientation directly during the push-broom process [20] . However, in airborne remote sensing system, the attitude changes of the aircraft due to air disturbance cannot be completely compensated by the inertial stabilized platform because of its limit on stability and precision which cannot completely compensate the deviations. Therefore, the aircraft cannot be regarded as a stable platform compared with satellites platforms, which restricts the application of TSMFTIS in airborne remote sensing; sometimes even the interferogram cannot be acquired. This experiment, as an innovative attempt of the application of TSMFTIS on airborne remote sensing system, efficiently achieves target-tracking-based method, which considers POS data as its vital element [21] . POS data provides attitude information on TSMFTIS in remote sensing imaging, which as a result tracks the position of the target on each recorded image and obtains the right target interferogram for airborne TSMFTIS. The right target interferogram by target-tracking-based method using POS data, which is obtained from the proposed method, is shown in Figure 10 . However, the other methods cannot obtain all the effective interferograms without POS data.
In Figure 11 , the reconstructed spectrum from the reference interferograms by spectroradiometer is denoted by reference spectrum , while is the error spectrum reconstructed from distorted interferogram.
IR and POS represent the spectra reconstructed from the corrected interferogram based on image registration method and targettracking-based method obtained by POS data, respectively [22, 23] . The reconstructed spectrum using POS data matches the reference spectrum better than that from image registration method. The relative spectral quadratic error (RQE) [24] result shown in Table 4 is regarded as an evaluation standard of spectral precision. Table 4 demonstrates that the accuracy of the reconstructed spectrum by target-tracking-based method using POS data improves rapidly compared with traditional method in all five experiments, which validates both the effectiveness and robustness of the proposed method. The average result shows that the RQE is reduced to 0.2784 from 0.5447, falling by 47.99%.
Conclusion
POS plays a vital role and becomes a research and development focus in airborne remote sensing systems. In this paper, a nonlinear multiparameters temperature error model and compensation method of POS based on Bayesian regularization neural network were proposed to improve the measurement precision of POS. At first, the nonlinear multiparameters temperature error model of gyroscope and accelerometer assemblies of POS was established. Then, a Bayesian regularization neural network method was proposed to improve the generalization ability of the network, which could be used as the evaluation criterion to optimize the configuration of temperature error. The experiment results show that the compensated temperature errors of gyroscope and accelerometer assemblies are reduced compared to the traditional method. The proposed method had been applied in postprocessing algorithm of POS, which successfully accomplished the first airborne TSMFTIS remote sensing assignment.
