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Abstract: This paper introduces the concept of Comfort as a Service (CaaS), a new energy supply
paradigm for providing comfort to residential customers. CaaS takes into account the available
passive and active elements, the external factors that affect energy consumption and associated
costs, and occupants’ behaviors to generate optimal control strategies for the domestic equipment
automatically. As a consequence, it releases building occupants from operating the equipment,
which gives rise to a disruption of the traditional model of paying per consumed energy in favor
of a model of paying per provided comfort. In the paper, we envision a realization of CaaS based
on several technologies such as ambient intelligence, big data, cloud computing and predictive
computing. We discuss the opportunities and the barriers of CaaS-centered business and exemplify
the potential of CaaS deployments by quantifying the expected energy savings achieved after limiting
occupants’ control over the air conditioning system in a test scenario.
Keywords: comfort as a service; energy management; building control; big data; ambient intelligence
1. Introduction
The current building regulatory framework, through international and national standards and
laws, dictates a number of requirements and recommendations aimed at the efficient use of energy and
the reduction of consumption. However, not every energy saving measure is acceptable because they
must be implemented while ensuring acceptable comfort for occupants. Therefore, regulations usually
push (and in many cases, even oblige) new buildings to be safe and sustainable, but also comfortable
for prospective users.
Indoor Environmental Quality (IEQ) denotes, precisely, how well a building meets the comfort
requirements of the occupants in terms of health, well-being and productivity [1]. IEQ comprises many
different aspects, such as thermal comfort quality, air quality, odor quality, light quality, sound quality
and vibration quality, to name some of them. Operation and maintenance activities in the building
are also factors that have an effect on IEQ [2]. All of them together provide welfare to the human
body; and even if only one fails, the indoor quality is strongly affected. Nevertheless, it is widely
accepted that thermal comfort is by far the most important aspect that concerns occupants [3], the most
energy-demanding [4] and the most difficult to optimize due to thermal inertia and disturbances [5].
Although the quality of the indoor environment should be considered in all stages of the building’s
life-cycle (i.e., design, construction and operation), it is during the operational phase when the comfort
control actions have the greatest impact on users. Therefore, it is necessary to define and implement
suitable control policies in the daily building operation to minimize energy consumption while
guaranteeing a minimum user comfort level. The imprecise concept of minimum comfort has been
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defined in different standards, like EN-15251 in the European Union [6] and ASHRAE 55-2017 [7]
in the United States, by establishing a range of acceptable values for different aspects of the indoor
comfort according to energy efficiency criteria. Not surprisingly, most of these proposals only consider
public buildings, even though residential buildings account for a great deal of the energy spent in
trying to provide comfortable conditions in an inefficient way.
In both residential and public scenarios, the most extended comfort control approach nowadays is
direct human control, in which a more or less specialized operator is in charge of constantly monitoring
the building conditions and adjusting the operation of the equipment according to the available
information and her/his previous experience. This kind of control, while easy and direct, presents a
set of undesirable features that, however, go largely unnoticed for most users. In particular, we identify
the following drawbacks:
Reactive: Users act on the equipment principally when they realize that the comfort has been
completely lost, but not before diminishing the decline.
Inaccurate: Users tend to overcompensate wrong settings when manual control of the equipment is
available.
Irregular: Actions to control comfort are not appropriately distributed in time, which leads to
unbalanced energy demands and difficulties in predicting costs.
Local: Comfort control is not part of a more general operational plan that could increase energy
savings by applying long-term optimizations.
Our proposal advocates for a paradigm shift in the way that consumers operate their HVAC
equipment (Heat, Ventilation and Air-Conditioning). We suggest that users should hand over the
control of their systems to an energy savings company that would automatically and efficiently operate
them according to agreed comfort levels. We call this new paradigm Comfort as a Service (CaaS),
in line with the recent business models that propose offering diverse services without requiring a deep
understanding of the supporting technologies. In CaaS, the user is no longer in direct control of the
indoor temperature, ambient lighting and other conditions. Users are served comfort, and it is the
utility, the facility service or the building management system that is in charge of tuning the relevant
parameters to achieve comfort at a minimum cost. For the aforementioned reasons, in this work, we
focus on thermal comfort and HVAC operation, but the approach is extensible to other IEQ aspects.
CaaS is heavily based on the rationale behind cloud computing, which transparently provides
computational resources at any time anywhere, and the potential of big data, ambient intelligence and
predictive computing technologies to understand what is happening in a complex environment and to
react conveniently. The CaaS concept was key in the approach investigated by the Energy IN TIME
project (Energy IN TIME: Simulation-based control for energy efficiency building operation and
maintenance was funded by the 7th Framework Program of the European Commission in 2013–2017;
http://www.energyintime.eu), within which this research work was developed.
This article describes the current state of affairs in this area, how it may evolve and the challenges
that lie ahead. After this introductory section, we elaborate on the concept of comfort as a service
(Section 2), and explain in detail the enabling technological framework (Section 3). We also develop
a SWOT (Strengths, Weaknesses, Opportunities and Threats) analysis of the social and economic
implications of CaaS (Section 4). Finally, we present an experiment carried out in the Energy IN TIME
project showing the potential benefits of CaaS in a simulated environment representing a real hotel
building (Section 5).
2. Comfort as a Service Concept
2.1. Motivation
The growth of the service economy in the last few decades has popularized the term ‘service’ to
describe almost any kind of resource supply; e.g., energy, water, cable TV, broadband Internet access
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and mobile communications. Service providers must cover different roles of the process, which can be
played by the same or different organizations.
Broadly speaking, there are three main economic models for service provision, with different
Service-Level Agreements (SLAs) associated:
Pay-per-use: This is the most straightforward model. In pay-per-use, users are charged for the
precise amount of resources consumed during a period according to a fixed unit price or, more
rarely, a time-fluctuating tariff. The payments are therefore variable between periods and fairly
unpredictable.
Subscription with limits: Once a service is mature enough, a subscription is the natural evolution
of the pay-per-use model. In this model, users pay a fixed and regular amount to enjoy the
service during several consecutive time periods. The service company benefits from this schema,
because it favors a predictable regular revenue and the estimation of the service demand, as well
as the anticipation of future needs and profits. To prevent abuse by very demanding users,
companies often block the access to the service when a maximum consumption threshold is
exceeded.
Subscription without limits: Besides limiting the access to the service, there are other options to
make viable the subscription model and avoid overuse. Some strategies in this direction are the
application of a substantial increase of the monthly fee, the increment of the price of the resources
consumed over the threshold or the reduction the quality and the availability of the service.
A different approach is pairing the service with another one in such a manner that, when the
usage of the first one increases, the revenue from the second one increases, as well.
These three models can be eventually commercialized on their own or as a combination of them.
In fact, most providers tend to offer a regular subscription model that falls back to pay-per-use
once the limits have been reached. In all cases, it is frequent to have additional fees that may
or may not depend on the amount of resources consumed, such as taxes, renting of equipment
and infrastructure maintenance.
In the context of energy provision services, the most common paradigm is that customers pay
for the consumed energy: the pay-per-use model. A great deal of the consumption is due to pieces of
equipment responsible for maintaining comfort, which are directly controlled by users themselves.
This model can evolve to a subscription with limits model, in which the customers pay a fixed amount
for obtaining (ideally) enough energy to satisfy their comfort needs. Again, the users are in charge of
operating the equipment to achieve comfort.
Current technological advances promote further developments in the economic models for
the provision of energy. The comfort as a service paradigm defines a schema in which: (i) the
company offers a subscription (without limits) to always provide a comfortable indoor environment;
and (ii) the user hands over the control of the equipment. In CaaS, customers do not pay any more
for the energy spent to achieve comfortable indoor conditions. Instead, they pay a fixed amount for
being comfortable, and it is the service provider that delivers the comfort through a combination of
infrastructures and processes. It is in the best interest of the company to reduce the cost of the service,
which can be achieved by (partial or total) automation, implementation of optimized control strategies
and obtaining better estimations of demand and supply. Of course, users should always be allowed to
take back control, probably shifting to the first or the second payment model.
The following example illustrates the CaaS concept. Without lack of generality, we focus this
description on thermal comfort and ambient lighting. In this scenario, the user and the service provider
have agreed that, on exchange of a monthly amount, the provider will monitor and control the user’s
energy appliances, guaranteeing a home temperature in the interval [19, 22] ◦C and a moderately
illuminated ambiance during the day. Let us assume that it is a winter day:
• If it is a very cold day, heating will be needed throughout the whole day. This means a higher use
of the HVAC unit to keep the house in the acceptable [19, 22] ◦C range, compared to the usual
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operation. The service provider will optimize the consumption as much as possible, assuming any
extra cost. The user does not need to worry about the operation of the equipment or the increased
consumption. Likewise, if it is also a cloudy day, the provider will need more energy to maintain
the lighting requirements.
• If it is a warmer and sunny day, heating might not be needed at all to maintain the service level.
Therefore, the service provider will not need to activate the HVAC and lighting equipment and
will save costs, thus making a profit. Like in the other scenario, the user will not need to worry
about operation of the equipment.
2.2. Operation and Control
The characteristic feature of the CaaS paradigm is therefore that users cede the control of their
devices to a third party, which operates them to maintain the comfort levels inside an agreed range with
a minimum cost. The complete comfort supply chain in CaaS may involve more than one company,
because the creation of the infrastructure in the customer residence, the maintenance of the equipment
and the energy production, transport and distribution tasks may be performed by different energy
service companies. In the remainder of the paper, we will focus on the activities related to the operation
of the users’ HVAC equipment.
Note that the notion of comfort has been extensively considered in the IEQ literature, particularly
in relation to thermal comfort [8]. A classical comfort measure is the standard Predicted Mean
Vote (PMV), which aggregates multiple environmental factors to produce a single comfort index [9].
This measure has been often criticized for the difference of subjective comfort experienced by different
kinds of users; e.g., male and female [10]. Hence, adaptive versions of PMV, capable of learning
user-adapted comfort values, have been developed [11,12]. Therefore, we can assume that comfort
is computed with a virtual sensor that aggregates several measurable factors and that may involve
manual or automatic fine-tuning to meet user-specific preferences and needs.
HVAC optimization has been addressed in the literature by applying different control approaches.
We can distinguish two main types of HVAC control solutions: homeostatic controllers and Model
Predictive Controllers (MPC). The PID (Proportional-Integral-Derivative) controller is the most
common kind of homeostatic direct controller. PIDs calculate the error between the current and
the desired outputs and apply a correction to minimize this value based on the derivative of this
difference over time [13]. PIDs are typically fast, but they do not account for optimizations over
larger periods of time, which can be crucial when inertial (e.g., HVAC) or multiple-component
(e.g., smart grids with energy production and storage) systems are involved. Fuzzy controllers,
implementing a control logic expressed with imprecise terms and rules, are an alternative to PIDs [14].
MPCs, in turn, use a simulation model of the building to capture its dynamic characteristics and predict
its response to alternative control scenarios [15]. MPCs better account for system inertial effects and
improve long-term operation; in contrast, they are more expensive to create (they require an accurate
simulation model to work well) and execute (running multiple simulations takes considerable time).
A combination of MPCs for longer term optimization and PIDs/fuzzy controllers for shorter term
control adjustment seems the most appropriate approach to implement control in the CaaS paradigm.
Optimization requires the incorporation of different data sources identifying the building current
and future state. Current and forecast weather data are among the most relevant data sources because
they influence the energy required to meet the comfort levels [16]. Additionally, building occupant
activities have a significant impact on the environmental quality [17]. Comfort levels when users
are performing physical activities at home are clearly different from those expected when watching
television. In addition to these inputs, CaaS also needs to collect information about other impacting
factors, such as passive elements such as building materials, equipment capabilities and potential
energy losses, as well as energy prices. The technologies and methods to exploit all this information to
achieve efficient comfort control are later described in Section 3.
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2.3. User Behavior and Energy Consumption Awareness
Several studies [2,18,19] have confirmed that occupants’ presence and behavior in buildings have
a large impact on energy consumption. In order to achieve reductions in the building energy needs,
two options are available: the first one is making users aware of their consumptions, as this tends to
reduce their energy demand; and the second one is reducing the degree of control that occupants have
on the building equipment. Therefore, increasing awareness of energy habits to avoid energy waste,
on the one hand, and characterizing users’ behavior to meet their needs, on the other, are central to the
CaaS concept.
In the literature, we can find several contributions aimed at the first objective. For instance,
Abrahamse et al. [20] used a web-based tool to show users a combination of customized information,
goals and feedback. After five months, they reported that households exposed to the tool saved
up to 5.1% of energy and adopted several energy-saving routines. Before, these authors had
reviewed alternative methods to evaluate the effectiveness of interventions to promote household
energy conservation and to make suggestions on how to improve the understanding of effective
intervention planning [21].
Regarding the second objective, with the advent of smart energy meters, companies have more
data available than ever and can take advantage of that information to extract valuable knowledge
beyond billing purposes [22]. One relevant piece of knowledge is users’ behavioral patterns and
activities, since companies can use this information to estimate energy loads and to account for
expected consumption patterns and peaks. In this regard, the authors in [23] quantified customers’
influence in energy consumption by extracting patterns of appliances’ use automatically; in [24],
data mining techniques to identify inefficient energy usage were developed; and in [25], it was found
that high electrical consumption in Kuwait was due to always-on lighting and overcompensation of
HVAC setpoints. Some authors have argued that, besides modeling user activities, it is also relevant to
consider the impact of the occupants’ passive behavior (e.g., generated heat and CO2) on the indoor
conditions. For example, in [26], data mining was applied to identify and learn this passive behavior
in an office building.
3. Technological Framework
In this section, we briefly describe the main enabling technologies for CaaS and how they all fit
together to successfully implement it.
3.1. Enabling Technologies
Ambient Intelligence: As explained above, in the CaaS paradigm, the provider automatically
controls the comfort equipment, which requires unobtrusively monitoring the users’ environment and
operating the equipment. Ambient Intelligence (AmI) technologies provide the necessary framework
to address such requirements. The concept was coined in 2001 in the context of home-assistance
technologies [27], bringing together contributions from sensor networks, pervasive computing and
artificial intelligence to create smart environments that offer personalized services to improve the
quality of life of their inhabitants [28]. AmI systems typically show the following characteristic features:
context-awareness (they perceive the environment and act consequently); responsiveness (they react
quickly); adaptiveness (they are attuned to the environment); transparency (they work unobtrusively);
ubiquitousness (they can offer support anywhere at any time); and intelligence (they produce results
similar to those provided by human intelligence).
To support the creation of the sensor network infrastructure, AmI can rely on the Internet of
Things (IoT), a set of technologies for the interconnection of universally identifiable computing devices
through the existing Internet. IoT has been recognized as a major driver of innovation in a considerable
number of application areas [29], such as environmental monitoring, health care and, interestingly
enough, efficient energy management in smart homes.
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Big data: The huge amount of data generated by sensors can be exploited to increase energy
efficiency and to support user comfort management in the CaaS model. However, the large size of
available sensor data poses several challenges to traditional data analysis approaches. Big data has
emerged as a new set of technologies and a computing paradigm to manage vast amounts of data.
Energy service companies are not indifferent to this trend, and they are incorporated within their
decision processes tools to analyze the big data generated by the sensors deployed in their energy
grids and the smart meters installed at customers’ homes [30]. CaaS requires powerful yet flexible data
exploitation techniques to extract relevant knowledge from the data available from users’ preferences,
users’ activities, equipment sensors and other influencing factors. This knowledge will not only drive
the daily operation of the equipment, but also the network operations (e.g., prediction of future load
peaks, maintenance investments) and the longer term commercial strategy (e.g., personalized tariffs
and discounts) [31].
Cloud computing: Cloud computing is defined as a computing model and platform for “enabling
ubiquitous, convenient, on-demand network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned
and released with minimal management effort or service provider interaction” [32]. Therefore, it allows
developing and consuming computing services without needing to be aware of the underlying
architecture [33], offering the following advantages [34]: scalability, by dynamically assigning resources
in real time; flexibility in the pricing model, since the cloud customer is charged for the resources that
have been actually used; low administration efforts and responsibilities, which are transferred to the
cloud providers; and mobility increment, because the cloud is accessible from any device as long as it
can connect to the Internet.
Our vision of the realization of CaaS makes extensive use of the capabilities offered by cloud
computing platforms; for instance, to minimize the cost associated with the maintenance and the
upgrade of the computational infrastructure and to scale to respond to variable computational loads.
However, cloud computing has important challenges ahead regarding data security and privacy,
since users may not know which information has been collected from them, where it is stored and to
whom it belongs. From a more technical point of view, due to the inherent distribution of resources,
latency and connectivity issues can also be a problem for some users [35]. Last but not least, the cloud
computing infrastructure itself has an impact on energy efficiency. To reduce the global cost of energy,
it is necessary to reduce the consumption and the carbon footprint of the data centers that materialize
the cloud. Hence, many companies have moved their infrastructures to Northern countries, where
they can cool the equipment easily and cheaply, and are adopting the latest advances in low-power
computing devices.
Predictive computing: Powered by the widespread availability of sensors, the computational
capabilities of cloud computing and big data technologies, predictive computing is a new applied
research area aimed at the development of smart services that gather and interpret data from user
preferences, past and present activities and their environment to offer additional information, support,
etc., even before they realize (or even imagine) these needs. Predictive systems are expected to be
ubiquitous, with a notable presence in cars, homes, offices and mobile phones. We can consider smart
thermostats and MPC control solutions as predictive computing enablers of the CaaS paradigm.
Nevertheless, predictive computing is not exempt of issues. Predictive systems need large
amounts of data, including personal sensitive data. Moreover, even though available datasets may not
include sensitive data, they can be revealed as a result of data combination and analysis. In the energy
domain, it has been proven that it is not difficult to infer the behavioral patterns of the inhabitants of
a house from their energy consumption data [36]. As discussed in Section 4, this can raise concerns for
users. It is not clear how much users are willing to share, and in any case, it is compulsory to sort out
several privacy and security problems, according to the law and ethical principles.
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3.2. Architecture Proposal
The enabling technologies can interoperate in different ways to materialize the CaaS vision.
In Figure 1, we propose a prospective architecture of a CaaS system serving a set of domestic buildings.
Our proposal is based on the combination of two components: a predictive control module, which uses
MPC for long-term energy optimization, and a reactive control module, which uses local controllers


















Figure 1. General architecture of a Comfort as a Service (CaaS) system.
Predictive control uses forecasted data to predict the building status and to create an operation
plan consequently that minimizes energy consumption and cost while satisfying the comfort
requirements defined in the SLA. To do so, the MPC components gather inhabitants’ expected behavior,
weather forecasts, energy prices and other relevant factors and simulate different operation plans,
which are assessed according to consumption and comfort criteria. The underlying simulation model,
instantiated for the specific building under consideration, is continuously recalibrated with building
live data to minimize the simulation error. Analogously, the behavior model is continuously adapting
to the users’ habits and activities.
The plan selected by the predictive control module is eventually sent and applied in the
building. Communication between the building and the module is performed through an IoT gateway,
which allows receiving sensor data and sending control instructions. This communication channel
must be secured to avoid unauthorized access and data leaks.
Predictive control software runs on the cloud, which facilitates dynamic allocation of
computational resources, reduces maintenance costs and increases the availability of the system.
The component can be as well encapsulated in a container (e.g., Docker or Kubernetes [37]), in such
a way that it is possible to run one container per building or to have a parameterizable container
per building type that is instantiated and executed on demand. In both cases, the execution can be
parallelized at the intra-level (e.g., the simulation model of a building runs in parallel) and at the
inter-level (e.g., simulations and predictions for multiple buildings are generated in parallel).
The reactive control module is used to adjust the operation calculated by the predictive control
to specific building configurations and to unanticipated environmental conditions. Specifically,
reactive control is activated when the comfort requirements are not achieved with the nominal
setpoints, which happens when the real building conditions do not correspond to the estimations
used by the predictive control module. Reactive control can be implemented with usual control
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technologies (e.g., PIDs and fuzzy controllers) or can incorporate more complex data analysis
algorithms (e.g., intelligent thermostats).
All data generated by the system can be stored for further analysis and decision-making support.
For example, it would be possible to identify frequent successful or failing plans. Given the large
volume of data, storage and exploitation are implemented by using big data technologies. Big databases
and machine learning algorithms can also run on the cloud, either on the same server instance of the
control system or on dedicated servers; e.g., GPU-enabled servers to speed up massive computation.
In the last few years, there have been some research works proposing similar architectures,
although not explicitly addressing the CaaS paradigm and mostly addressing non-residential buildings.
As mentioned in the Introduction, the Energy IN TIME project is one of them [38]: IoT and big data for
data collection and processing, cloud computing for parallel simulation execution and predictive
computing for alternative scenario assessment are key to develop the new-generation building
energy management systems. Similar ideas had been already explored by Marinakis et al. [39]
and Rocha et al. [40], who defined a general architectures and implementations of intelligent building
management systems. Previously, the RESILIENTproject set the foundations for applying these
technologies at the district level in smart grids [41]. It is also interesting to mention the work by
Cano et al. [42], who studied how the data generated by smart energy systems can be exploited for
strategic decision-making.
4. Economical and Social Aspects
This section describes the SWOT analysis around CaaS, including a chart (Table 1) summarizing
its main features. SWOT analysis is a strategic planning technique used to help identify the strengths,
weaknesses, opportunities and threats related to business competition or project planning [43].
In particular, it aims to identify the key internal (strengths and weaknesses) and external factors
(opportunities and threats) that affect the development of the project. While SWOT analysis is not
exempt of its critics [44], it is a simple and widely-used tool to describe the current state of an initiative
and to plan its future lines of action by providing insights into the barriers.
Table 1. SWOT chart for CaaS. SLA, Service-Level Agreement.
Strengths Weaknesses
+ Better adaptation to demand
+ Reduction of costs
+ Easiness of use
+ Quick response to failure
+ Business scalability
– Surrender of energy control
– Ethical aspects of SLAs
– Service neutrality is not enforced
Opportunities Threats
+ Optimize equipment operation
+ Increase energy efficiency




4.1. Strengths and Opportunities
CaaS offers interesting advantages for the service providers and the customers compared to the
traditional user-operated comfort control. Users can benefit from a fixed monthly bill for the energy
consumed by their HVAC and lighting equipment. As explained in Section 2, even when the climate
conditions are very adverse, users are guaranteed a comfortable environment. In addition, users do not
need to manage the installed equipment or understand its operation, as it will be controlled remotely
by the service provider, who has a deep knowledge on how to operate efficiently for maximum
performance. Furthermore, the provider can exploit the vast amount of data that it can collect about
the customers and the influencing factors to improve energy management and increase efficiency.
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In particular, CaaS allows companies to know in advance the expected energy load
and, consequently, to anticipate potential peaks and other problems. This is possible because the
inherent uncertainty that users’ behavior introduces in the system is notably reduced by limiting their
control capabilities. Besides, if the CaaS provider can select among different energy sources, it will
better schedule which one will be used depending on demand, production and prices. This also opens
opportunities for promoting the use of green energies, which is appreciated by customers and may be
publicly subsidized. Another advantage is that the subscription service produces a regular revenue
to the company. It is as well possible for the provider to offer tariffs adapted to long-term weather
predictions. For example, if meteorological data suggest a particularly warm winter, special seasonal
discounts can be offered.
To operate successfully, CaaS requires the installation of specific devices inside users’ homes to
allow remote connectivity and to enable monitoring, control and automation capabilities. As shown in
Figure 1, these devices include different sensors and actuators. In the worst case, it might be necessary
to change or adapt the HVAC equipment. Studies show that users can support extra payments for
energy-saving measures [45]. Nevertheless, depending on how much they consider as an acceptable
fee, CaaS may not be viable under certain initial scenarios; e.g., those involving old buildings and
equipment. This is in fact a trade-off that retrofitting projects also face.
In this regard, users can buy the additional equipment in advance or rent it. Since devices are
remotely operated, CaaS makes it possible to update the control and monitoring software transparently,
which improves the users’ experience. This capability can be extended to support additional retrofitting
actions, such as equipment maintenance and substitution during its whole life-cycle. The provider
can recommend to customers different actions to improve the performance of the equipment and to
replace the devices, with a view toward reducing energy consumption. In addition, automatic fault
prevention and detection mechanisms can be implemented. Again, this reduction has evident benefits
for both the user and the provider.
4.2. Weaknesses and Threats
As with any service provision, an SLA needs to be put in place between the service provider and
the clients, in order to agree on the particular aspects of the service: quality, availability, responsibilities,
etc. While electricity is a public utility (and hence bound to the common carrier regulation), comfort
is not. Because of that and until a regulation is eventually put in place in that regard, CaaS might
be subjected to different SLAs, with service providers being able to segment (or discriminate, in the
worst case) their users for different reasons. One of those would be the payment of a premium fee,
but more controversial ones could be related to different aspects of users’ profiles (e.g., postal code),
regardless of whether they are manually or automatically identified [46].
Another challenge of CaaS comes from the need to collect data acquired from the physical spaces
of the users. First, sensible data collection must be compliant with well-accepted ethical and legal
provisions. In this sense, the recent European General Data Protection Regulation (GDPR) established
a legal framework to harmonize private data collection, storage and distribution in Europe [47]. Second,
data leakage must be prevented by implementing appropriate technical means, since disclosure of
personal and behavioral information about users could be exploited by malicious third parties in very
different ways; e.g., for spamming purposes, or to commit a robbery when the user is not at home.
The GDPR defines the Privacy Impact Assess (PIA) as the main tool to identify, describe and put
safeguards on the processing of sensible information [48].
Finally, giving the control of the energy appliances to a third-party is not exempt of ethical issues.
First and foremost, there is not a guarantee that the control is to be done in the best interest of the user
beyond the SLA. In fact, one of the incentives of the CaaS model for the service provider is its ability to
shape the comfort in the best way to suit its organization. While they will mostly be acceptable for
users (and agreed upon by them), it is clear that on some occasions, the interest of the service provider
will not be fully aligned with the user’s preferred operation. From a more philosophical point of view,
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we can neither ignore the expected reluctance of potential customers to surrender control at home, as
one of the innermost frontiers of personal freedom. For some people, the knowledge that their places
are monitored, and they have yielded control of their equipment will certainly be scary and probably
unacceptable.
5. CaaS in a Real Setup
Given the ambition of the CaaS approach, validating a wide-use system would require a long-term
experimentation over a substantial number of use cases. We have however developed, in the context
of the Energy IN TIME project, a small experiment to quantify the performance of an MPC-based
system implementing the CaaS concept. By relying on a simulation model of a real hotel, we compared
the energy consumption of the building either allowing or disallowing customers’ heating control.
The hotel is not strictly a residential building, but it resembles well their dynamics and, at the same
time, facilitates the experimentation at a scale bigger than simpler model houses. In this section,
we present some results using a simulation model of the Levi Panorama hotel in Finland. As we will
see below, we can achieve energy savings by restricting customers’ control without significant comfort
decline. This opens several opportunities for CaaS deployments, which can make a profit from the
saved energy margins.
The Levi Panorama hotel is located in Levi, a ski resort in Kittilä, a region in northern Finland
located north of the Arctic Circle within the Lapland region. Kittilä has a subarctic climate, with strong
seasonal shifts, as well as polar night and midnight sun. Levi Panorama activities are concentrated
during the winter period, having an occupation level higher than 90% in the ski season. For the
experiment, we created a simulation model of the accommodation areas in Floors 2 to 6, including
common spaces and rooms, with the IESVE software (https://www.iesve.com/VE2018). This section
of the building is served by one Air Handling Unit (AHU) and one hydronic underfloor heating
sub-system, for which the simulation model can reproduce different configurations; there is one
temperature supply setpoint for each. Comfort is measured by means of 20 indoor air temperature
sensors distributed over the rooms and the corridors of this area. For privacy reasons, the exact location
of each sensor was not disclosed.
In the project, we developed a simulation-based algorithm to plan the best operation schedule for
the next day considering the occupancy prediction and the weather forecast. This operational plan
aims at optimizing the previous manual operation, which is essentially focused on always delivering
enough heating power to allow customers to freely configure room thermostats at their will. With the
new operation, clients cannot change their room temperature under the promise of guaranteed comfort.
The details on how the plan is generated and applied in the building are out of the scope of this paper.
What we want to show here is to what extent energy consumption can be reduced while guaranteeing
users’ comfort with an automated system, with a view on CaaS systems.
To answer this question, we selected three days in 2017 respectively corresponding to
a prototypical average (standard: 27 February 2017), cold (harsh: 11 February 2017) and warm
day (intermediate: 6 February 2017) of the winter season in Levi. For each day, we simulated the
building behavior after:
• The normal real operation allowing clients’ air conditioning adjustment (i.e., the base plan).
The building energy demand was reconstructed from historical sensor data.
• The optimized operation not considering clients’ air conditioning adjustment (i.e., the optimized
plan). This plan was calculated by our MPC algorithm, which estimates the demand only from
the forecasted external temperature and the predicted occupancy.
Afterwards, we analyzed the indoor air temperature values to estimate the expected comfort
decline and the heating meter values to assess the potential energy savings.
Figure 2 shows a comparison of the normal operation versus a simplistic, but optimized plan
for the intermediate winter day (6 February 2017). We can see that the base plan setpoint values are
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almost constant and high, whereas the optimized plan reduces the setpoint values in the middle of the
day when the occupancy of the hotel is lower. The average indoor air temperature for each plan is
shown in Figure 3, in which we can see that the optimized plan yields values around 21 ◦C, slightly
slower than the base plan, but mostly within the comfort interval [21, 22] ◦C. Note that the average
outdoors air temperature this day was around −12 ◦C.
Most energy savings are achieved in the middle of the day, as illustrated in Figure 4; particularly
when the supply temperature is lower and the outdoors air temperature is higher. It can be seen that we
allowed a small discomfort (less than a quarter of a Celsius degree) by the end of the day, which resulted
in a reduction of energy consumption. This is the kind of situation previously mentioned in Section 4.2
in which the company providing CaaS and the user may have opposite interests and must be regulated
by the SLA.
Figure 2. Temperature supply setpoint values of the base and the optimized operational plans simulated
in the intermediate day (6 February 2017).
Figure 3. Indoor temperature values (average) of the base and the optimized operational plans obtained
after simulation in the intermediate day (6 February 2017) (the comfort range [21, 22] is highlighted).
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Figure 4. Power consumption of the base and the optimized operational plans obtained after simulation
in the intermediate day (6 February 2017).
As expected, savings in the standard day and, particularly, in the harsh day are more modest;
see Table 2. The lower the external temperature, the more difficult it is to reduce the setpoint values
without significant comfort decline, even during the less busy hours. The HVAC system of the hotel is
already working at maximum capacity just to barely achieve comfort, and therefore, further reductions
must be very selective. Moreover, if the building temperature falls down too much, it is not possible to
raise it up later to reach the comfort interval. Besides, despite the lower occupancy in the middle of the
day, there are still people in the building for whom a minimum comfort must be guaranteed.
Considering that winter in Levi is a quite extreme case, we can expect that milder climates with
more ‘intermediate’ days will offer more chances for optimized control and, therefore, more business
opportunities for CaaS. As a matter of fact, in the Energy IN TIME project, we achieved savings
of around 30% in the remaining demo sites, including an office building in Bucharest (Romania),
a commercial building in Helsinki (Finland) and the Faro airport (Portugal). These figures are in line
with similar studies in the literature, which have shown that MPC-enabled systems can achieve energy
savings up to 35% [49].
Table 2. Energy savings of the base and the optimized operational plans obtained after simulation
of the three reference days: (a) standard day (27 February 2017); (b) harsh day (11 February 2017);
(c) intermediate day (6 February 2017).
Standard Harsh Intermediate
Outdoors temperature (average ◦C) −11.6 −20.3 −8.0
Base plan (kWh) 8671.33 10,883.27 7932.28
Optimized plan (kWh) 7436.48 9673.75 6253.14
Savings (%) 14.24 11.11 21.17
6. Conclusions
This paper has presented the concept of comfort as a service, a new economic paradigm for
providing residential users with comfort by means of automated control of the HVAC and lighting
equipment according to the environmental conditions and the users’ preferences. CaaS emerges as
a disruptive model with respect to the traditional practice of paying for consumed energy, offering
advantages to the consumers and to the energy service companies.
CaaS also offers several incentives to reduce energy consumption to both parties. This is a very
relevant implication, because a great deal of the energy consumed in residential buildings is due to
inefficient operation of the HVAC systems.
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The implementation of the CaaS model is based on several cutting-edge information and
communication technologies. Not exhaustively, we have described in this work ambient intelligence,
cloud computing, big data and predictive computing. These technologies provide a suitable and flexible
computational infrastructure to support the processes of data collection, analysis and exploitation.
However, there are some issues that still need to be investigated. Among them, guaranteeing data
privacy and security is one of the most important due to its social and technological implications.
Studying the social acceptance of CaaS also remains as an interesting direction for future work.
Initial experiments in a simulated environment have shown that there is considerable room
for energy saving if users capabilities to manage HVAC systems are limited, which opens several
opportunities for CaaS business.
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