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In a previous report (Ilapport z~ 1954-003) the question was 
put to investigate for which L, independent of E, of the expression 
( 1 ) -c- 2 = E ' ( LP) - 1 LCL' ( P' L' ) - 1 E 
attains its minimal value 
here 
C is a constant positive definite m X m matrix: 
L is a variable k X m matrix; 
p is a constant mx k matrix of rank k; 
T,' 
.LI is a constant k X 1 matrix: 
k ~ m. 
170 prove that the minimum is equal to 't" 2 = E'(P'C- 1P)- 1 E 
0 
and that the minimum is attained if and only if L = VP' c- 1 , where 
Vis an arbitrary non singular k x k matrix. 
One has 
,,..2 _ ,,.. 2 = 1 1 1 1 (2) ... ...0 E'(LP)- LCL'(P'L')- E - E 1 (P 1 C- P)- Z = 
= E'(LP)- 11 { C - P(P'C- 1P)- 1 P'} L'(P'L')- 1 E. 
1
'.1e first prove the following 
Lerfil!lc... If C is a positive definite m x m matrix and if A is an 
mxm 
( 3 ) 
matrix subject to the condition 
-1 A'C A= A 1 
then C-A is a positive semidefinite matrix, 
Furthermore an m x 1 matrix U satisfies 
U'(C-A)U=b 
if and only if 
(4) (C-A)U = O. 
Pro_o_f. In virtue of ( 3) one has A' = A' c- 1 A = A and further 
U'(C-A)C- 1(0-A)U = U'(C-A-A+AC- 1A)U = U'(C-A)U. 
Consequently since c- 1 is definite, C-A is semidefinite and moreover 
U'(C-A)U = 0 if and only if (4) holds. 
By means of this lemma we can discuss (2) by taking 
A= P(P'C-1P)-1 P'. 
-2-
This m x m matrix satisfiss (3) and so 
(5) U 1 (C - P(J?'C- 1P)--1 P 1 )U ~ O; 
in thu last relation the equality sign holds if and only if U satis-
fies 
(6) (C - P(P•c- 1p)- 1 P')U = O. 
Comparing ( 2) and ( 5) -,1e inf er ·c 2 ~ 
(6) holds with 
U = L'(P'L')- 1 E. 
-c 2 
0 and t 2 = t: 2 if 0 
Hence the nece::rnary and sufficient condition for L to rhnirn.alise ( 1) 
is CL'(P'L')- 1 E - P(P•c- 1p)- 1 E = o. 
This last relation holds identically in E if and only if 
c1 1 (P'L 1 )- 1 = P(P•c- 1P)- 1 , 
which -since C and ? 1 L 1 are non sin6rular- is ec:uivalont to 
(7) L' = c- 1P(P'C- 1P)- 1 P'L'. 
From (7) we infer that L' has the form 
( 8 ) L I = c- 1 PV I 9 
where Vis a non singular k x k matrix. 
Conversely if L' is given by (8) where Vis an arbitrary non singular 
k x k matrix, then obviously L' satisfies (7). 
RENIARK:, 
( 9) 
In the above argument it appeared that the matrix 
A= P(P'C- 1P)- 1 P' 
(where C is a positive definite m x m matrix and Pis an m x k matrix 
of rank k) satisfies 
\10) A'C- 1 A= A. 
Ve now prove th~t conversely every m x m matrix A of rank k ~ m 
-which satisfies (10) has the form (9), where Pis an mx k matrix 
the k columns of v'1hich are independent linear oomposita: of -the ·columnE, 
of A. 
In fact let P be an m x k matrix which is subjected to the condition 
that its k colUi;ms are independent linear composi ta of tho columns of 
A, but further arbitra:riJ;vchosen. Thon obviously P has the rank k. 
Now conversely every column of A is a linear combination of the k co-
lumns of P 3 so we have A = PQ', v1here Q is a ::mi tably chosen m x k 
Inatrix 9 which has tho rank k since A is of the rank k. Substitution 
in (10) gives 
QP'C- 1 PQ 1 = PQ'. 
Since Q is of rank k this relation is equivalent to 
QP'C- 1 P = J?. 
Furthur since also Pis of rank k the k x k matrix P'C-1 P bas the 
rank k and therefore is non E.'lingu.lar. Consequently 
