contrary, it is well know that the interaction of TCP In this paper, we study the problem of maintaining with 802.11 protocols results in: i) unfairness between fairness for TCP connections in wireless local area upstream and downstream TCP connections [1] [2]; ii) networks (WLANs), based upon the IEEE 802.11 unfairness among upstream TCP connections [2] . standard and operating in DCF mode. Although this Both these phenomena show up when there are mode of operation ensures fair access to the medium at packet losses in the AP downlink buffer. These losses the MAC level, it does not provide fairness among TCP may reach significant values also because the AP does connections. TCP unfairness may result in significant not enjoy a privileged access to WLAN capacity with degradation of performance, leading to users respect to STAs, even if it has to handle more traffic perceiving unsatisfactory quality of service. We than a single STA. propose and analyze a solution capable of enabling As regards the first phenomenon, downstream TCP TCP fairness with minimal additional complexity. The connections (i.e., connections having the source in the proposed solution is based on utilizing an IP ratefixed network) may be penalized with respect to the limiter with an adaptive rate control mechanism and upstream ones (i.e., connections having the source in does not require modifying existing standards at the STAs). This is due to the fact that when packet losses MAC or network layers. The solution is fully occur in the AP downlink buffer [7] , downstream TCP compatible with existing devices and can be integrated connections lose segments and reduce their send-rate either within the access point or within and external [12] ; on the other side, upstream TCP connections lose device (e.g., the network gateway). The performance TCP ACKs, which does not affects the growth of their analysis is performed in a real test-bed and proves the send-rate. This implies that downstream TCP feasibility and effectiveness of our mechanism. To connections reduce their requests of radio resource allow fellow researchers to reproduce our work we while upstream TCP connections exploit radio resource published on the WEB all the implementation code. once and for all as R=C/2 and Bbucket = 300 kbytes, where C is the maximum TCP throughput achievable in 2. IP rate-limiter with adaptive rate the WLAN, measured at the IP-MAC wireless. The control rationale of this choice is discussed in [4] . The quantity C is evaluated as 4.6 Mbit/s for 802.1 lb WLANs. However, a TBF with a constant value of R has two local area network and an external fixed network (e.g., major drawbacks: 1) if downstream connections use the Internet). The local area network has both a less than half of the WLAN capacity, the capacity of wireless and a wired part. The wireless part is upstream connections is un-necessarily limited to the connected to the wired part through an access point; in rate C/2, leading to a waste of radio resource; 2) this turn, the wired part is connected to the external fixed approach implicitly assumes that the overall capacity C network by means of a gateway router. The network is known, which is not always the case; in fact, the bottleneck is the wireless part: the wired capacity is STAs can operate at different physical rates (e.g., from much greater than the wireless one.
lMbit/s to 1 lMbit/s in 802.1 lb). In order to reduce the aggressiveness of upstream
To solve the first problem, we introduce an TCP connections, we control the overall wireless algorithm to dynamically adapt the rate R in the range uplink traffic by means of a rate-limiter. The ratefrom C/2 to C. The resulting device is named IP ratelimiter can be located not only within the AP, but also limiter with adaptive rate control. The rate R is chosen on any device crossed by the wired uplink traffic. As a as the greatest value for which no packet loss occurs in matter of fact, the wired uplink traffic is equal to the the AP downlink buffer. In fact, the absence of packet losses in the AP downlink buffer avoids the unfairness, connection (that need a certain amount of free capacity) while maximizing the value of R, under the no loss and may reduce the efficiency when the bandwidth constraint, avoids to un-necessarily reduce uplink needs to be increased after a sudden reduction of the traffic. However, we note that, in presence of greedy capacity required by downlink connection. On the downstream TCP connections, R can not be less than contrary, too large values of Rstep may give rise to C/2. significant throughput oscillations due to interactions To solve the second problem, the WLAN capacity C with the underlying TCP congestion control is estimated at run-time and not anymore assigned a mechanisms. fixed value as in [2] .
As regards the parameter Bbucket, we note that the 
-----------r-----------r-------------------------------------------------
computes the dynamic value of R as specified in Tab . .
-------been modified to allow a user-space application to vary Downstream at run time the TBF rate. The rl application has been 1000------------developed from scratch. All the software code is available in [6] . In these tests we assume that: i) the adaptive rate control refresh period Tp is equal to 1 s; ii) the rate step STAs with a static traffic model. The total goodput is very similar to that plotted in Fig. 4 , i.e., the one obtained without rate-limiter. Thus, the IP rate-limiter
Finally, Fig. 11 
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6 0 0 | 2 " 0 0 0~~w 6up: 1) 64 capacity consumed by UDP flows in the adaptive rate control setting, either on a pre-reservation basis or on the basis of a dynamic estimation. The solution will also consider a separate queuing of UDP and TCP packets in the access point.
