INTRODUCTION
We shall be concerned throughout with methods of summability consistent with the method of analytic continuation (P). We recall that two methods are called consistent if whenever they are simultaneously effective they yield identical generalized sums. This property is not a consequence of regularity.
The purpose of this paper is to examine in a general way the class of methods consistent with (P) and subject to the following agreements.
1. For greater generality, regularity of the methods will not be assumed.
2. The class shall be closed with respect to multiplication; that is, the result of successive application of two methods of the class shall represent a method of the class. To this end consistency is postulated, not only for the case in which the series is summed, but in a general way (see postulates below).
We are thus led to consider the class of matrix transformations defined by the following postulates.
(I) Any series JL u n , summable (P), is transformed into a series 2^ v^, summable (P) (ID Σu n (P) = Σv k (p).
The class defined by these conditions is the exact analogue of the class of regular matrices, which may be defined in a similar fashion if "summable (P)"
and "(P)" in (I) and (II) are replaced by "convergent" and "convergence", respectively. U n (z ) = u 0 ( z ) + w t (z) + . + z^ (z ).
The matrix of a series-to-series transformation will be denoted by C = ( c &rc )> where generally &, τι = 0, 1, 2, only in Theorem 1 and its proof we suppose k, n = 1, 2, .
By 2* cj cn u n = t>£ the series 2* u n is transformed into the series 2* t>£.
The matrix of a sequence-to-sequence transformation will be denoted bŷ = ( a kn )• By Vk = 2*ak n U n , the sequence ( ί/ Λ ) is transformed into the sequence ( Vk ).
If I u n I <_ A/" +ι (Λ = 0, 1, ), then 2^ u n will be said to be an analytic series (as then 2*u n z n determines an analytic function /(z), regular at the origin).
By &aa w e denote the class of matrices C which transform any analytic series into an analytic series, while by S αα we denote the class of matrices A which transform the sequence of partial sums of any analytic series into the sequence of partial sums of an analytic series.
1.2. Theorems. Let C = (c^ ) be a matrix, where k 9 n = 1, 2, . 
It will be observed that Theorem 1 is quite analogous to the theorem of Toeplitz-Schur, which establishes "Λ^. bounded" as a necessary and sufficient condition in order that C should transform every bounded sequence into a bounded sequence. This analogy persists also in the proof of Theorem 1 (see 1.3).
Proof of Theorem 2. If f(z)~ 2* u n z n is convergent in a circle of radius /?, and g{z) = 2* z n , then the Cauchy product f{z) . g{z) = h{z)= Σϋ n z n is convergent in a circle of radius r = minimum (/?, 1). Conversely, if h(z) = 2* ϋ n z n converges in a circle of radius r, then
This signifies that either the series 2* u n and 2* U n are both analytic, or neither of them is analytic. The series 2* υ^ and 2* V^ behave in the same way.
Hence, to say that A transforms the partial sums of each analytic series 2*/u n into the partial sums of an analytic series 2*v^, is the same as to say that A transforms each analytic series 2* U n into an analytic series 2* V^. 
b) The condition is necessary: We first remark that in order for C to be applicable to each analytic series, the rows of C must necessarily represent integral functions, that is, (1.3.1) 2L c kn z n must converge for every z .
Secondly, the columns of the unit matrix must be transformed into analytic series; this signifies that each column of C is analytic:
Now the proof follows indirectly. From the hypothesis that C belongs to 6 αα without satisfying (1.2.1), a contradiction is derived by constructing a certain analytic series, the transform of which is not analytic. After these preparations there can be constructed an analytic series, the transform of which is not analytic.
To that effect we first define, by induction, three increasing sequences of positive integers For the index 1 the three numbers are chosen arbitrarily. Supposing the sequences constructed up to the index i-1, we define the terms belonging to the index i as follows:
3. k( = the first index > k(^x , such that the relation holds for some n (certainly > T^ -J);
4. n' is such that \c,
5 n { > n' and such that V | C L-. Λ | < 1 (the rows being convergent). n=πi Setting now, for 0 <_ n < n x , and, for /z ι -. 1 <_ n < i%i, (1.3.4) when c, JO, n, in The series (u n ), which is certainly analytic since
is transformed into the series (v^), of which a partial sequence (v^.) is mi-
The sequence (Mi) tends to infinity because of
contradiction to the hypothesis. This completes the proof of Theorem 1.
Corresponding transformations.
The product of two matrices of S αα exists, and belongs to (S αα . The multiplication is associative:
We have to show that is convergent. This absolute convergence of the double series of (1.4.2) implies that the summations are invertible.
A sequence may be written as a matrix having the sequence as first column, while the other columns contain only zeros.
Evidently it means just the same to say that the sequence is analytic, or that the matrix belongs to S αα .
The sequence of partial sums U^ of a sequence u n is obtained in transforming u n by a matrix B, Evidently B and its inverse B ι belong to E αα .
In S αα a matrix A, regarded as a sequence-to-sequence transformation, and a matrix C, regarded as a series-to-series transformation, may be said to be corresponding or associated when, for each analytic series, the /1-transform of the partial sums is the sequence of partial sums of the C-transform of the series.
This correspondence is biunique. We demand indeed that
should imply
for each analytic series 2* u n . This is equivalent to A B = B C, which yields We shall use the following notations:
analytic continuation of /(z) along straight lines through the origin [uniform principal branch, represented, for small z, by f(z)]
analytic continuation of f(z,y), with regard to γ (uniform principal branch), for each fixed z.
For the geometric series we write g and G instead of / and F; thus:
Under certain conditions the behaviour of a transformation when applied to the geometric series 2* z n admits conclusions about how it will behave in the general case of an arbitrary analytic series. This principle is used throughout the remainder of this paper. The conclusions on behaviour will pass from a given domain (8 of G (z ) to a certain domain % of F(z), where Q depends on F and G.
Definition of % = $(F, ©). We denote by (S*: the star of 1/(1 -z ) (that is, the whole z -plane except [l,oo] REMARKS. 1. If (S is star-shaped, then g does not change when 6 is defined as consisting of all boundary points of g an(^ an additional arbitrary set of points exterior to g . Especially 6 may be the part of the plane complementary to g , or, in the case of a single-valued function, the set of all singular points.
Indeed, if p is a point exterior to g*, then on the segment Op there is a singular point s, and p = r s, where r > 1. Hence
This implies that § contains g s , and consequently g has no influence on the intersection 3( g s ).
5 ^s °P en an d contains the origin (and thus is never empty). To see that
it is open, we have to show that if b belongs to g then so does a certain neigh- (c) If @ = ®*, then g = g*.
(d) If S is empty, then g is the whole plane.
Definition of the class S^ . C belongs to Sβt. means C transforms any series
for each z of g = g( F, (3), into a series summable (Pi), to the same (Pt) sum.
Evidently, when @ = @* then E^^ becomes E w , by (c ), above. To prove the theorem, we first note this: 
Carrying out the summation we obtain
We need F(z,y), the analytic continuation of f(z,y) with regard to γ. We first look for what is obtained by continuation of the integrand; that is to say, we consider We now suppose that z is a fixed point of £ξ, and choose the curve d as follows:
As (see proof of Remark 2) z/G is closed, bounded and situated in ®, it can be included, together with the origin, in the interior of a rectifiable curve g, entirely situated in 0 (the latter domain being open). In the involutory corre- 
As also F (x)/x is continuous on d, it may be verified that

Iz
\ F(*) (2.2.6) Gl-, y) is regular in y and continuous in (x, γ) (x on d, y in /). \* / x
This implies the regularity of (2.2.4), that is to say:
is regular, with regard to y, in /.
On the other hand, for | y \ <_ p", we have
c (H •£•')• and from (2.2.3) and (2.2.4) it follows that f(z,y) = H(z,y) (\y\ < p").
Hence for the analytic continuation we still have the identity: 
The condition of Theorem 1 may be expressed in terms of the associated function. We then obtain: THEOREM 4. In order that C should belong to (S αα , it is necessary and sufficient that G(z,y) be regular in (z,0) for each z.
Proof. The necessity is implied by Theorem 1, Corollary 3.
To see that the condition is sufficient, let z be a fixed point of the z -plane.
Regular in (z,0) means regular in a certain neighborhood of (z, 0), say U + ζ, η), ( \ζ\ < p, \η\ < p) where p = p ( z ).
We take the neighborhoods half as large, thus p' = p/2. By Borel's theorem, -p'(z ) . Hence the p' neighborhood of (z,0) is situated in the 2p' = p neighborhood of (z , 0), in which G{z,y) has been supposed regular.
Consequently G(z,y) is regular in
( 1 * 1 < R + P 0 , \y\ < P 0 ) , and its Taylor series (3.1.2) is certainly absolutely convergent in (|z| <R, \y\ < σ < p 0 ).
From this it follows that if | u n \ _< R n , and evidently also if | u n \ < R n + ι , then 2*ι u n is transformed by C into an analytic series. As R has been chosen arbitrarily, the proof is complete.
A corollary. If we substitute the condition of Theorem 4 for condition (I) in Theorem 3, then this theorem is entirely expressed in terms of the associated function G(z,y).
Because of its importance for applications, we explicitly state the particular case of its corollary:
, and
then C belongs to 2vα .
Inverse considerations.
The preceding two paragraphs show that it may offer some methodical advantages, especially for applications, if investigation of matrices is replaced by investigation of their associated functions.
I. HELLER
Inversely we may start from functions in order to construct matrices by means of formula (3.1.3); the theorems of this section may then be considered as examples showing how certain properties of the function yield corresponding properties of the associated matrix.
In view of the condition G(z, 1)= 1/ (1 -z) , a particular and most simple class of functions is obtained if we choose REMARK. // @ = ®*, condition (II) of Theorem 7 is equivalent to (II*) 0 < h(y) < 1, when 0 < y < 1.
Proof of Theorem 6. The condition of Theorem 4, namely "G(z,y) is regular in (2,0) for each z," is equivalent to: "h(y) is regular at y = 0 and zh(0) φ 1 for each z". The second part of this latter condition is further equivalent to Proof of Theorem 7. The necessity is evident, as the conditions merely signify that C behaves as a method of the respective class when applied to the geometric series 2* z n . As for sufficiency, the conditions (la), (Ib) and ( 
Proofs. The corollary is identical to the corollary of Theorem 3, which has already been proved.
As for the theorem itself, we like to prove not only that it holds but also that it is not weaker than the corresponding Theorem 3; we shall therefore prove: Calculating the left side, we obtain La kn Vni*) = ϊ** kn γ _ ^ =y-Thus (4.1.2) is equivalent to
Substitution of these formulae in
We thus have
The relation wanted is (4.1.5).
To prove the equivalence of the conditions of Theorems 3 and 8, we first observe that, by Theorem 2, the condition (I) of Theorem 8 is certainly equivalent to (I) of Theorem 3.
Further by (4. We now suppose all conditions of Theorem 3 to be satisfied; C then belongs to <% t .
The series On the other hand we have
thus, by (4. For z -0 we may calculate Γ(0, y) in the same way as we did for z =? 1. We start from the series l-1+O+O+.. , which is the Taylor series of F(z) = 1 -z for z -1, and certainly summable (Pt).
Its C transform 2^ v^9 where
must also be summable (Pt); that is to say, if we write Z* v^ y = P (y), then (4.1.9) P(y) is regular in [0, 1] , and P(l) = 0.
On the other hand we obtain
Thus, by (4. 
T(z,y)
is the analytic continuation of t{z,y) with respect to y 9 for each fixed z.
If A = (a/ςn) belongs to S αα , then for each R > 0 the double series is absolutely convergent for 1*1 < R > \y\ < p = P(«).
In terms of T(z 9 y) 9 Theorem 2 and Theorem 8, Corollary, respectively yield the following two theorems. 
