The spectral reflectance of the surface provides valuable information about the environment, which can be used to identify objects (e.g. land cover classification) or to estimate quantities of substances (e.g. biomass). We aimed to develop an MS Excel add-in -Hyperspectral Data Analyst (HypDA) -for a multipurpose quantitative analysis of spectral data in VBA programming language. HypDA was designed to calculate spectral indices from spectral data with user defined formulas (in all possible combinations involving a maximum of 4 bands) and to find the best correlations between the quantitative attribute data of the same object. Different types of regression models reveal the relationships, and the best results are saved in a worksheet. Qualitative variables can also be involved in the analysis carried out with separability and hypothesis testing; i.e. to find the wavelengths responsible for separating data into predefined groups. HypDA can be used both with hyperspectral imagery and spectrometer measurements. This bivariate approach requires significantly fewer observations than popular multivariate methods; it can therefore be applied to a wide range of research areas.
Introduction
The appearance of hyperspectral imaging in remote sensing technology was a milestone in both data acquisition and the possibilities for identification of different objects or materials. Hyperspectral bands are narrow (with an approximate maximum width of 10 nm), continuous, and cover the visible and near-infrared range. Beside aerial sensors, there are field equipment and laboratory devices capable of recording the spectral characteristics of given surfaces or substances [1] . Consequently, wider research communities started to use spectrum analysis in different fields, from remote sensing to analytical chemistry or physics [2] [3] [4] [5] [6] [7] .
The technology does not require any preparation of the analysed substance (which can be expensive and requires a laboratory background with specific devices) and is non-destructive. Although, the acquired result is not the same as results achieved with traditional analytical methods; it is a reflectance curve having certain sections (e.g. minimums, maximums, peaks or slopes) indicating the presence or even the quantity of the analysed substance. Accordingly, we need to find those bands or their combinations, which can substitute laboratory analyses.
Using spectral bands, we can determine spectral indices which have a high correlation with a measurable quantity of surface objects. The best known index is the NDVI (Normalized Difference Vegetation Index [8] ), which is widely used among researchers. Besides, there are many indices reported in several papers which aim, for example, to reduce the effect of soils' reflectance on vegetation indices (SAVI, TSAVI, PVI) [9, 10] , to identify water (NDWI) [11] and to determine the water content of vegetation [12] or its chlorophyll content [13] . Finding the best indices becomes complicated as increasing number of bands are involved, i.e. hyperspectral data allows us to find spe-cific details; however, the possible band combinations increase exponentially.
Parallel with the larger dataset, the difficulty of data processing also increases. Given the large number of bands (generally > 100), several researchers have used multivariate techniques (usually Principal Component Analysis, PCA) to reduce the redundancy with uncorrelated principal components (PCs), and at the same time to maintain the maximum explained variance [14] . Although PCA is a very effective method in data processing, it has its limitations in terms of the minimum number of cases: a dataset is required which is 5-10 times larger than the number of variables (i.e. bands [15] ), otherwise calculations are not accurate. If the aim is a prediction, PCR (Principal Component Regression) can be performed [16] and if we have large number of variables (i.e. bands) from the spectral analysis, the statistical analysis can only be efficient if we perform lots of chemical analysis, too. As the chemical (and all kinds of laboratory) analysis is expensive, the case number is limited, i.e. in some cases PCA cannot be performed or provides false results. Thus, the number of bands has to be reduced by the researcher, either by visual selection based on the spectral curve or by merging neighbouring bands (and calculating mean values). Besides, Jimenez and Landgrebe (1999) [17] criticized PCA, because it does not take into consideration the statistical properties of the variables. As another multivariate approach, Kooistra et al. (2001) [18] applied the partial least squares regression method to filter out latent factors from the bands, so they can efficiently predict the dependent variable.
There are several software packages providing statistical analysis, but none of them is able to prepare the spectral dataset for further investigations. For data preparation and data processing we developed a Visual Basic MS Excel add-in called Hyperspectral Data Analyst (HypDA). Excel is one of the most widely used software programs and its capabilities can be developed with small-sized add-ins with a user-friendly interface. HypDA is able to import a wide scale of input data from different devices, to handle the measurement replications, and to conduct batch processing of spectral data.
The aim of this development was to prepare a tool being able to process the spectral curves along the following driving forces: (1) to find the strongest relationship between the shape of the spectra and the observed attributes (the independent variable is scale data) or (2) to find the largest difference between groups based on the shape of the spectra (the independent variable is nominal data); furthermore, (3) its requirement for the case number is minimal; and, (4) the results can be used to interpolate the laboratory measurements with the help of the spectral curves.
Workflow
The concept of the data processing is summarized on Figure In the data pre-processing phase we may want to reduce the spectral noise, and there are several techniques to perform it, such as Savizky-Golay smoothing [19] , normalization, standard normal variate (SNV) transformation [20] , multiplicative scatter correction (MSC) [21] , and first and second derivatives (using Savizky-Golay convolution coefficients) [22] . Spectral data can be cut with minimum and/or maximum wavelengths and can be placed in spectral ranges with user-defined widths to merge intensity values and replace them with a single calculated (mean or median) value. HypDA can also handle replications of measurements, calculating mean or median values using the similarity of variable names.
We can conduct quick tests with the workbook and its worksheet of spectral intensity values, and the worksheet of nominal and/or scale properties: visual interpretation of diagrams (scatterplot or boxplot), calculation of e.g. Jeffries-Matusita distance (J-M) [23] or Bhattacharyya distance between selected groups. A deeper analysis can be performed to reveal the strongest relationship between the shape of spectra (independent variable) and scale type attributes (dependent variable) is calculated with crossvalidated regression models. The equation of these linear or non-linear fitted curves can be used to estimate the dependent variables. In addition, we can obtain spectral indices for the better discrimination of predefined groups compared the efficiency of original bands: the largest difference between user-defined groups is determined with the separability (J-M) or hypothesis testing. In this latter case, all groups have unique equations that are used for the classification of hyperspectral images, in hyperspectral image processing software.
Description of HypDA

HypDA structure
When the HypDA add-in is enabled, a new ribbon tab will be added to the Excel ribbon. A wizard was designed to break down the creation of a new HypDA-compatible workbook into multiple steps, from the selection of the input data to the customization of the output file. This new Excel workbook is required for further investigations. Workbooks have six worksheets (WS) with specific functions.
The first WS ('spectral') contains the independent values (spectral data), and the second WS ('properties') contains the grouping and/or dependent variables (physical and chemical attributes). In order to execute the calculation only on a part of the spectra (e.g. to exclude certain spectral ranges), or on a part of the samples (e.g. to exclude some sample group), bands and samples can be enabled or disabled before investigations. New properties can be added by reclassifying an existing attribute or calculating from other quantitative attributes (e.g. NDVI). The third WS ('analysis') is used to observe a selected model in greater detail, while the fourth WS ('table') is used to calculate all existing combinations of chosen bands in a matrix-like table. The fifth WS ('best') contains the main parameters of the best models from the fourth WS. The sixth WS ('settings') is hidden from the user and stores all the saved parameters and user settings. 
Working with parametric formulas
HypDA tool is able to define parametric formulas referencing on spectral intensity values (e.g. BandA/BandB) and to use the results obtained as dependent variables. Users can follow two different procedures: (1) to choose certain bands (e.g. BandA = 560 nm and BandB = 970 nm) that result in a certain single model (on 'analysis' WS); (2) or the other possibility is to involve all bands, and to generate a matrix-like table with all the possible pairs of bands (on 'table' WS), where the bands change column by column (BandA) and row by row (BandB). In this second case an n-element formula results in an n-dimension To avoid the loss of the data gained, a user-defined number (up to 100) of the best values is saved to the fifth ('best') WS from each table together with all the parameters which are needed to reconstruct the models later.
This second approach means that if the 'spectral' WS has 100 bands, a table will contain 10,000 individual models, and if a four-element formula is used, 10,000 tables with 10,000 individual models, i.e. 100 million regression models are calculated, and the best 10,000 models are saved for further investigations.
When we use matrix-like tables to search for high correlations or large differences, all items of the table constitute a unique investigated model described by a single value that represents how good the model is (e.g. R 2 ). One can choose a cell from the table or the 'best' WS which contains a model in the background and recall this model in the 'analysis' WS for a detailed investigation (Figure 2 ).
Data processing: examples of hyperspectral image analysis and results
Generally, when conducting data analysis, there are two main issues which arise during the processing of remotely sensed data: (1) which part of the spectra shows the strongest relationship between a certain phenomenon or a property, or (2) which part of the spectra shows the greatest difference between groups. Furthermore, (3) we can visualize and query the matrix of the correlations, R 2 or RMSE values by band combinations. The following case studies represent the capabilities of HypDA with data collected by a spectrometer and with a hyperspectral image.
Searching for the bands which best correlate with the attribute data
Our main goal was to investigate the relationship between the values of chosen attributes and the calculated values from the intensity values of given bands. Following this, regression models (defined by the user: one at a time, or even all of the types simultaneously; linear, exponential, logarithmic, power and polynomial 2-4) are calculated between a chosen attribute (dependent variable) and the indices (independent variables).
All details of the model are listed by curve type (linear, exponential, logarithmic, power and polynomial 2-4), including the model error, predicted residual sum of squares (PRESS), coefficient of determination, residuals and regression sum of squares, adjusted R square, standard error for the y estimate, significance, quartiles of residuals, rootmean-square deviation and normalized root-mean-square deviation calculated for all available fitting curve types. Furthermore, a scatterplot with the data pairs and a fitted curve allows the possibility of visual analysis. A boxplot of the residuals and a homoscedasticity chart with standardized predictive and residual values, and influential values (using Cook's distance), are calculated and plotted for the selected fitting curve(s). If one sets a grouping (nominal) attribute, the data points of charts can be coloured separately and the coefficient of determinations can be calculated for each group individually according to the chosen curve fitting type.
There are several methods embedded for the validation of the regression models: leave-one-out, k-fold and repeated random sub-sampling cross-validation is available. Datasets can be divided automatically by a user-defined ratio into a train and test dataset.
In order to show the relevance of the tool and to reveal how soil characteristics can be predicted by using spectral data we analysed 44 soil samples collected in the Bükk Mountains (N-Hungary), which physical and chemical characteristics (pH, CaCO3-content, organic matter, granulometrical composition) were determined in the Laboratory of Geosciences, University of Debrecen. Spectral features were measured with an Avantes 2048 spectrometer in the 200-1100 nm range, with the band with of 0.55 nm. CaCO 3 was the dependent and the 1630 bands were the independent variables. All measurements were arranged into the required format with an import module of HypDA, then regression analyses were conducted involving all soil characteristics as independent variables and all bands as dependent variables (it is possible to apply equations for calculating spectral indices and to run the analyses in batch mode). Considering all bands, we identified a band (289 nm) that had high correlation with CaCO3 content (r = 0.92, p < 0.05). Furthermore, R 2 was 0.85 (p < 0.001), and RMSE = 4.51 (the error compared to the average CaCO3 content was 16.23%) (Figure 3) . The results were validated by splitting the dataset and recalculating the equation. Boostrapping with random selection of cases (100 times) resulted the lower and upper 95% confidence interval of the R 2 between 0.840 and 0.857.
Searching for bands where user defined groups have significant differences
The tool is able to identify the largest difference between sample groups; accordingly, separability and/or hypotesis testing can be performed. In particular, both parametric and nonparametric hypothesis tests (the Mann-Whitney Utest, the Kruskal-Wallis H-test and the Welch t-test) can be carried out. As a first step, a normality test should be conducted (Shapiro-Wilk test) to decide whether parametric or non-parametric methods can be applied. Descriptive statistics (e.g. mean, percentiles, skewness and kurtosis) are also calculated for each group. The Welch t-test and the Mann-Whitney U-test are performed for each available group pairs and the Kruskal-Wallis H-test for all selected groups. Moreover, the Bonferroni correction (presented in tabular form) helps to decide whether there is a significant difference between the group pairs originating from the significance of Mann-Whitney tests [24] . Finally, effect sizes [25] are also calculated to quantify differences in a standardized and comparable way and a boxplot diagram is constructed to displays the quartiles of the groups. Separability indices (such as Bhattacharyya distance, Jeffries -Matusita distance, divergence and transformed divergence) can be determined from the covariance matrices and the mean vectors of the analysed populations.
In order to find band combinations where a certain group can be absolutely distinguished from the others, three more analyses can be carried out: (1) have no overlapping inter-percentile ranges; (2) show a high Jeffries - Matusita distance and/or (3) indicate a significant MannWhitney test.
We demonstrate a case study to present the ability of our tool to discriminate land use/land cover (LULC) categories of a hyperspectral image captured by an AISA Eagle II sensor in the campus of University Debrecen (the city is the second largest city in Hungary) in the range of 400-1000 nm (128 bands). Seven LULC categories were analysed (asphalt, building, forest, grassland, synthetic grass, tennis court and shadow); we collected 100 points for the train and 1000 points for the ground truth datasets by LULC classes in ENVI (Exelis Visual Solutions, 2014) according to Burai et al. (2015) [26] . Spectral band data were exported as a ROI file and processed in MS Excel with the HypDA add-in. The next step was to apply the general equation of (BandA-BandB)/(BandA+BandB) to calculate spectral indices and chose the one which provided the best J-M values (where the number of LULC pairs was maximal in terms of the J-M distances being above a critical value defined by the user, e.g. 1.85). Results showed that almost all LULC classes can be discriminated with the help of the new indices, except the artificial group of classes (asphalt and buildings) (Figure 4) . Results can be refined with the calculation of spectral indices per category when one category's difference from the others is enhanced. In this case, the result was seven spectral indices for the seven classes (Table 1) , which can be used in the classification process in ENVI (or any other image processing software).
Finally, applying these indices, we conducted a Support Vector Machine (SVM) classification in ENVI and determined the accuracy of the outcomes. Comparing the solution with the original bands, HypDA based indices performed better ( Figure 5 ). Based on the overall accuracy or Kappa Coefficient, the difference is slight but Producers's Accuracy (PA) and User's Accuracy (UA) calculated by categories (Table 2 ) highlight the advantage of HypDA indices: all classification was more successful than with the original bands, only in case of buildings and asphalt sur- 
Searching for the most frequent band combinations
When we consider all possible band pairs to find the best correlations or models having the lowest RMSE, the matrix can be plotted on a correlogram (i.e. all bands in rows vs all columns). Correlogram indicates the required parameters (e.g. R 2 , separability indices) with colours, based on user-defined formats. This operation enhances those spectra ranges which are generally stronger or weaker for the observed relations ( Figure 6 ). When there is a large number of saved models on the 'best' WS, then a table can be created, showing which band pairs appear the most frequently as best values for specific formulas or relations. Figure 6 shows how a table can be coloured, based on userdefined condition formats. This option can be very helpful in creating our own hyperspectral indices based on our dataset on a given subject.
Results and Discussion
Hyperspectral datasets represent an important base for data mining. The analysis requires spectral bands and measured or observed values as independent variables. The number of hyperspectral bands is usually large, so an automated procedure is desirable. Multivariate techniques require large numbers of cases; however, expensive analyses of the examined materials in the laboratories can limit the number of measurements. Our approach considers all bands and we can use any kind of equations involving a [27] in EnMap-Box software [28] and the approach was successfully applied in a study by Buchorn et al. [29] using field spectroscopy. Beside the similarity (as HypDA also determines indices based on regression between a measured variable and the spectral bands), HypDA provides several methods to investigate the prerequisites of regression analysis. Users can verify homoscedasticity and can exclude the influential data points to ensure the normal distribution of the residuals (differences of measured and predicted values) automatically (based on Cook's distance [15] ) or interactively (based on the scatterplot of the variables with highlighted out-liers). Any kind of tabular data can be processed and users can define any kind of equations (even with four bands); furthermore, calculations can be run in batch mode with several tasks.
Moreover, HypDA can determine those bands/band combinations, which can discriminate user-defined groups. Due to the matrix approach, all possible band combinations are taken into consideration and the best solutions can be chosen by the users with the help of several embedded possibilities (separability or hypothesis testing). We successfully applied the indices generated by HypDA in a land cover classification of Landsat data and gained 98% overall accuracy in discriminating five land cover classes [30] .
A future task is to connect the add-in with a GIS software where the indices can be used directly with remotely sensed images. Another promising way of development is the integration to R software (R Core Team).
Conclusions
Spectral indices are efficient tools in estimating characteristics of materials or Earth's surface and can be used in image classification. We developed a software add-in being able to determine spectral indices for both purposes. According to its usage, we found that spectral indices produced directly to given task can perform well. CaCO3 content of soils (Cambisols) was predicted with 16.3% relative error using the data of a spectrometer. Classification of a hyperspectral aerial image using spectral indices being determined to enhance the differences between seven LULC classes resulted a better overall accuracy than the one performed with the original bands.
HypDA availability and hardware requirements
HypDA is a free add-in and can be downloaded from its webpage after registration: https://sites.google.com/site/ hyperspectraldataanalyst/download. There is no special hardware requirement to use the add-in. Of course, the processing time is heavily dependent on the computer's characteristics and the size of datasets. To indicate the calculation time on a standard PC (4 GB RAM, 3.3 GHz, OS: Windows 8.1 64 bit), a table with 10,000 Kruskal-Wallis tests on 1000 samples (divided into 10 groups) takes only 20 seconds.
