




2.1 Tinjauan Pustaka 
Sebelum dilakukannya penelitian, peneliti mengumpulkan beberapa studi literatur yang 
berkaitan dengan penelitian yang dilakukan. Berikut ini terdapat penelitian sejenis antara 
peneliti satu dengan peneliti lainnya. 
Pertama, terdapat penelitian oleh Albert Rego, Sandra Sendra, Jose Miguel Jimenez, dan 
Jaime Loret dengan judul “OSPF Routing Protocol Performance in Sofware Defined 
Network”. Penelitian ini dilakukan dengan pengujian performa terhadap topologi physical 
dan virtual topologi menggunakan mininet. Pengujian ini menggunakan parameter Round 
Trip Time (RTT), convergence time, delay, jitter, dan bandwidth consumsi. Pada topologi 
fisikal maupun virtual dengan routing OSPF. Hasil yang diperoleh RTT dan convergence 
time pada virtual lebih baik dibandingkan fisikal. Sedangkan pada jaringan fisikal dengan 
parameter delay, jitter, konsumsi bandwidth lebih stabil dan lebih baik dibandingkan 
jaringan virtual[4]. 
Kemudian penelitian Ridha Muldina Negara, Rohmat Tulloh dengan judul “Analisis 
Simulasi Penerapan Algoritma OSPF menggunakan RouteFlow Pada Jaringan Sofware 
Defined Network (SDN)”. Pengujian performasi simulasi menggunakan algoritma OSPF 
dengan menambah switch. Simulasi dilakukan pada mininet routing OSPF berbasis 
RouteFlow dan controller POX. Pengujian simulasi dengan parameter convergence time 
pada topologi dengan 4, 6, 8, 10 switch. Hasil yang diperoleh yaitu dengan penambahan 
switch pada setiap topologi akan mempengaruhi convergence time. Pengujian QoS dengan 
dilakukannya penambahan background traffic disetiap topologinya. Qos yang dihasilkan 
yaitu, saat background traffic ditambah, hasil analisa nilai yang didapat juga ikut 
bertambah[3]. 
Kemudian pada penlitian Ivan Hidayah, Indrarini Dyah, dan Yuli Sun Harini yang 
berjudul “Implementasi RIP Pada Jaringan Berbasis Software Defined Network (SDN)”. 
Penelitian ini dilakukan dengan simulasi dan implementasi routing OSPF. Tujuan dari 
penelitian ini adalah untuk menganalisa dan membandingkan convergence time serta QoS 
pada jaringan SDN pada simulasi maupun physical. Pengujian ini dilakukan menggunakan 
controller POX. Hasil pengujian yang diperoleh yaitu performa RIPv2 menggunakan 




2.2 Software Defined Network (SDN)[12] 
Definisi SDN menurut Open Networking Foundation (ONF), SDN merupakan arsitektur 
jaringan dengan konsep memisahkan kontrol dan fungsi forwarding yang bertujuan untuk 
mengaktifkan kontrol jaringan menjadi terprogram. SDN merupakan teknologi jaringan 
generasi terbaru dimana seluruh perangkat jaringan dari vendor dapat dikontrol melalui 
SDN. Pada jaringan SDN terdapat application plane, data plane, dan control plane. 
Komponen utama pada jaringan SDN yaitu controller dan switch. Controller SDN 
bertanggung jawab mengelola seluruh jaringan secara terpusat mengkonfigurasi forwarding 
table (flow-table) sedangkan switch jaringan bertanggung jawab untuk meneruskan aliran 
paket komunikasi berdasarkan instruksi yang diberikan melalui controller SDN. 
Terdapat perbedaan antara jaringan tradisional dengan SDN. Pada jaringan  SDN seluruh 
strukturnya tersentralisasi pada control plane, dimana controller tersebut dapat memelihara 
dan memberikan keputusan distribusi data secara keseluruhan. Sedangkan pada jaringan 
tradisional terdapat control plane disetiap perangkat jaringan sehingga distribusi data 
dilakukan secara independent disetiap perangkat. 
1. Arsitektur SDN  
Pada tahun 2008 SDN dikembangkan di UC Berkeley and Stanford University. 
Penemuan ini memiliki dua karakteristik yaitu memisahkan control plane dari data plane 
dan menggabungkan control plane disetiap perangkat menjadi sebuah controller yan 
berbasiskan programmeable software. Sehingga sebuah controller tersebut dapat 
mengontrol banyak perangkat dalam sebuah data plane. Arsitektur SDN secara konsepnya 





Gambar 2.1 Arsitektur Jaringan SDN[3] 
Dari Gambar 2.1 menggambarkan arsitektur jaringan SDN yang memiliki beberapa layer. 
Layer terbawah terdapat infrastruktur layer yang biasa disebut data plane. Data plane terdiri 
dari elemen jaringan yang dapat mengatur datapath SDN sesuai dengan instruksi yang 
diberikan oleh control layer. Data plane bertanggung jawab pada proses forwarding dan 
mengumpulkan data statistik. 
Kemudian control layer atau bisa disebut dengan control plane. Control plane bertugas 
mengelola data plane dan memberikan informasi yang relevan. Layer teratas terdapat 
application layer. Application layer merupakan tempat aplikasi-aplikasi seperti mail server, 
web server dan lain-lain berada. Diantara application layer dan control layer terdapat 
Application Programming Interface (API) yang berfungsi sebagai penghubung komunikasi 
antar kedua layer, disebut dengan NorthBound Interface (NBI). 
Kemudian diantara control layer dan infrastructure layer, terdapat sebuah API jaringan 
SDN yang dinamakan OpenFlow. 
Berikut ini adalah keunggulan SDN: 
1. Memberikan inovasi baru pada jaringan tanpa perlu konfigurasi perangkat secara 
individu dan pengoperasian tidak bergantung pada vendor tertentu. 
2. Control jaringan dapat diprogram secara langsung dikarenakan control plane terpisah 
dari data plane. 
3. Memudahkan administrator jaringan dapat disesuaikan pada perubahan flow traffic 
sesuai dengan kebutuhan. 
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4. Pengelola jaringan dapat mengkonfigurasi, mengelola, memelihara, mengamankan 
serta mengoptimalkan sumber daya jaringan dengan cepat dan dinamis. 




RouteFlow sebuah proyek open source yang menyediakan virtualisasi layanan Internet 
Protocol (IP) routing, seperti Open Shortest Path First (OSPF), Border Gateway Protocol 
(BGP), Routing Information Protocol (RIP). Tujuan utama dibuatnya RouteFlow adalah 
menerapkan virtualisasi IP routing secara terpusat dengan memisahkan fungsi control plane 
dan data plane.  
1. Arsitektur RouteFlow 
 
Gambar 2.2 Arsitektur RouteFlow[2]  
Pada Gambar 2.2 arsitektur RouteFlow dibagi menjadi 3 bagian, yaitu: 
a. RouteFlow Client (RFClient) merupakan daemon pada Virtual Machine (VM), 
menjalankan IP routing engines Quagga, mendeteksi kepada RouteFlow Server dan 
mengirimkan informasi routing terbaru kepada RouteFlow Server. 
b. RouteFlow Server (RFServer) mengatur VM pada RFClient, terhubung dan memberi 
instruksi ke RouteFlow Proxy kapan harus melakukan konfigurasi. 
c. RouteFlow Proxy (RFProxy) merupakan aplikasi controller POX OpenFlow yang 
bertanggung jawab terhadap OpenFlow switch melalui protokol OpenFlow. RFProxy 
menginformasikan tentang peristiwa yang terjadi dalam jaringan kepada RFServer. 
2. Mekanisme Kinerja RouteFlow 
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Mekanisme RouteFlow dimulai dengan dataplane yang mengirimkan route update 
dengan protokol routing standar (OSPF, BGP, RIP) berserta port-nya dalam bentuk 
OpenFlow message ke controller (RFProxy), message tersebut diteruskan ke RFServer 
dalam bentuk mapping message. RFServer  mengirimkan mapping message kepada routing 
engine (Quagga) yang bersangkutan dengan mengecek parameter dp_id dan dp_port. 
Kemudian routing engine tersebut mengeluarkan route update sesuai dengan protocol 
routing (OSPF, BGP, RIP) dan mengirimkannya ke RFClient. Sebelum route update 
diperintahkan ke dataplane, maka RFServer melakukan asosiasi antara port pada virtual 
switch dnegan port dataplane. Setelah terjadi asosiasi, RFServer meminta RFClient untuk 
menyebarkan message kepada virtual switch yang terhubung dengan RFProxy memerintah 
RFProxy meneruskan route update tersebut ke data-plane. RFProxy menerjemahkan 
konfigurasi protokol ke dalam paket OpenFlow dan mengirimkannya ke dataplane. 
 
2.4 Mininet[13] 
Mininet adalah sebuah emulator untuk membuat prototype jaringan berskala besar 
secara tepat pada sumberdaya terbatas (seperti pada single computer atau laptop maupun 
Virtual Machine). Mininet diciptakan dengan tujuan untuk mendukung riset dibidang SDN. 
emulator mininet dapat menjalankan kode interaktif di virtual atau hardware. Mininet dapat 
membuat jaringan seperti switches, hosts, controllers, dan links.  
Mininet dikembangkan oleh para professor Universitas Stanford University yang 
digunakan sebagai bahan pengajaran serta penelitian teknologi jaringan computer. Mininet 
dianggap sebagai solusi dalam hal kemudahan penggunaan, performansi, akurasi, dan 
skalabilitas. Mininet mampu menyediakan realitas dan nyaman (convenience) dengan harga 
yang murah (low cost). Mininet menggunakan pendekatan light-weight virtualization 
dengan fitur virtual level OS mencakup proses-proses dan namespace jaringan, sehingga 
memungkinkan dilakukannya simulasi jarinan dengan skala yang sangat besar (hingga 
ratusan node).  
Pada mininet terdapat command line yang biasa digunakan untuk mengendalikan dan 
memeriksa setiap elemen topologi jaringan yang dibuat. Berikut ini command line pada 
mininet. 
Tabel 2.1 Command Line Mininet[12] 
Command Line Deskripsi 
mn Menjalankan mininet 
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--topo Untuk membangun jenis topologi (single, linier, tree, dll) 
ip konfigurasi alamat ip pada controller 
--mac Pemberian alamat mac address 
--switch Memberikan switch dengan jenis ovsk, ovs,dll 
--controller Menggunakan controller sebagai pengontrol 
link Memberikan informasi host dan switch yang terhubung 
pingall Melakukan proses ping antar semua host satu dengan satu sama 
lainnya 
Net  Untuk t topologi yang terbentuk 
iperf Digunakan dalam pengujian bandwidth antar host 
dump Menampilkan informasi pada setiap node 
arp Membuat arp 
help Melihat command line yang tersedia 
 
2.5 Routing Protokol OSPF[5] 
OSPF (Open Shortest Path First) merupakan protokol routing yang dikembangkan oleh 
IETF (nternet Engineering Task Force) pada tahun 1987. Penggunaan protokol routing ini 
sifatnya open, artinya vendor pembuat perangkat router manapun bisa digunakan pada 
routing protocol OSPF. Munculnya protokol routing OSPF lebih didasarkan pada 
perkembangan jaringan komputer yang semakin besar. Diperlukannya perangkat router 
dengan jumlah yang relatif banyak. OSPF merupakan protokol routing yang termasuk dalam 
kategori protokol Interior Gateway Protokol (IGP), OSPF menggunakan algoritma routing 
link state, dengan setiap router memiliki peta yang lengkap dari topologi, dan jika terdapat 
router yang mati atau terjadi perubahan jaringan, maka router dapat menghitung ulang rute 
baru.  
 
2.6 Routing Protokol RIP[2] 
RIP (Routing Information Protocol) merupakan protokol routing yang pertama kali 
digunakan dalam jaringan. RIP pertama kali dikembangkan oleh Xerox. Protokol routing 
yang pertama muncul yaitu RIPv1. Penggunaan protokol routing RIPv1 resmi diumumkan 
pada tahun 1988. Kekurangan pada RIPv1 adalah tidak bisa diimplementasikan pada 
jaringan yang menggunakan alamat network dengan subnet mask yang bervariasi atau 
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jaringan dengan menerapkan mekanisme VLSM (Variable Length Subnet Mask). RIPv1 
mengirimkan informasi alamat network saja, tanpa menyertakan nilai subnet.  
Kemudian dikembangkanlah RIP versi 2 (RIPv2). Diumumkan pada tahun 1994 untuk 
menyempurnakan kekurangan RIPv1. Semua hal yang tidak bisa dilakukukan dengan 
menggunakan RIPv2 bisa dilakukan. RIP termasuk dalam protokol routing kategori distance 
vector. Protokol routing ini menggunakan jarak (distance) sebagai parameter untuk 
menentukan nilai metric.  
Berikut ini merupakan karakteristik RIP: 
a. Perhitungan hop digunakan sebagai metric untuk memilih jalur. 
b. Jumlah hop pada jaringan hanya 15 hop. 
c. Routing update di broadcast atau multicast setiap 30 detik setiap default. 
 
2.7 QoS (Quality of Service)[11] 
QoS adalah kemampuan sebuah jaringan untuk menyediakan layanan yang dibutuhkan 
pada lalu lintas jaringan yang dipilih. QoS dapat membedakan arus aplikasi yang sedanng 
diperlukan karena QoS dapat mengelola sumber daya jaringan yang tersedia. Qos akan 
menjamin data yang penting untuk mendapatkan prioritas utama untuk diteruskan ke 
perangkat tujuan. Pada proses ini juga membutuhkan pengetahuan tentang bagaimana 
keadaan suatu jaringan, hingga packet forwarding dapat diputuskan dengan tepat. 
Flannagan dkk (2003) mendefinisikan bahwa QoS adalah teknik mengelola bandwidth, 
delay, jitter, dan paket loss untuk aliran paket dalam jaringan. Tujuan QoS dalah untuk 
mempengaruhi setidaknya satu diantara empat parameter yang telah ditentukan. QoS 
didesain untuk membantu client lebih produktif dengan performansi handal dari aplikasi-
aplikasi berbasis jaringan. QoS menawarkan kemampuan dalam mendefinisikan atribut 
layanan yang disediakan secara kualitatif maupun kuantitatif.  
Berikut ini merupakann fungsi dari QoS: 
a. Menyediakan kelas pelayanan paket yang berbeda-beda 
b. Penanganan kongesti untuk memenuhi dan menangani kebutuhan layanan yang berbeda 
beda 
c. Pengendalian lalu lintas paket untuk membatasi dan mengendalikan pengiriman paket-
paket data. 





Parameter QoS didapatkan dari hasil perbandingan antara data input maupun output dari 
client. Pengukuran QoS menggunakan standar ITU-T G.1010 tentang batas nilai menjamin 
kualitas QoS yang baik sehingga dapat diterima oleh client. pada table 2.2, dapat dilihat 
standarisasi QoS ITU-T G.1010[5]: 
 
Tabel 2.2 Standar QoS ITU-T G.1010[5] 
Parameter  Data 
Latency < 200 ms 
Jitter NA 
Throughput >10Kbps 
Packet Loss 0% 
Delay NA 
 
1. Packet Loss[2] 
Packet Loss adalah kegagalan pada transmisi paket IP dalam mencapai 
tujuannya. Penyebab dari kegagalan transmisi sebagai berikut: 
- Terjadi overload traffic pada jaringan 
- Congestion  
- Terjadi error pada media fisiknya 
Pada implementasi jaringan IP, nilai pada packet loss diharapkan memiliki nilai yang 
minimum. Pengukuran Packet loss sebagai presentase paket data yang hilang. 
2. Delay[1] 
Delay merupakan waktu yang dibutuhkan data untuk menempuh jarak asal 
ketujuan. Delay dapat dipengaruhi oleh jarak, media fisik, kongesti atau juga waktu 
yang cukup lama. Delay disebabkan karena terdapat antrian panjang, atau pengambilan 
rute lain untuk menghindari kemacetan.  
 
2.8 Round Trip Time (RTT)[4] 
Round trip time adalah waktu yang dibutuhkan paket data terkirim dari asal ke 
tujuan. Parameter round trip time ini menunjukkan kinerja pada sebuah jaringan. 
Terdapat beberapa faktor yang mempengaruhi kinerja round trip time, yaitu: 
a. Kecepatan transfer dari sumber paket data. 
b. Jumlah node pada jaringan. 
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c. Jumlah permintaan yang ditangani oleh node. 
d. Terdapat gangguan pada sirkuit jaringan. 
 
2.9 Convergence Time[10]  
Convergence time adalah waktu yang diperlukan router berbagi informasi, 
menghitung jalan terbaik, dan memperbarui table routing. Ketika table routing dalam 
keaadan konsisten artinya jaringan telah memiliki informasi lengkap dan akurat 
mengenai router pada setiap jaringan. Router dalam berbagi informasi haruslah dapat 
menghitung sendiri jika terdapat perubahan topologi. 
 
2.10 Controller[12] 
Controller adalah sebuah software yang dibutuhkan untuk menjalankan OpenFlow. 
Fungsi controller yaitu sebagai pembuat flow dan mendistribuskan switch yang sudah 
terhubung. Controller terdiri dari 2 jenis, yaitu: 
1. Dinamis, secara dinamis controller dapat memanipulasi isi dari flow yang dapat 
digunakan untuk beberapa konfigurasi. 
2. Statis, yaitu controller statis yang dapat menambah atau menghilangkan secara 
statis flow table dari flow. 
Disetiap vendor mempunyai implementasi flow table yang berbeda-beda, akan 
tetapi diantara router dan switch yang berbasiskan vendor terdapat banyak fungsi yang 
berjalan di tiap-tiap router dan switch tersebut. Open Flow menyediakan open-protokol 
yang bertujuan untuk memprogram flow table diberbagai router dan switch. Sehingga 
dapat mengontrol flow yang diinginkan serta memudahkan dalam memilih protokol 
routing yang baru, model keamanan, skema pengalamatan. 
OpenFlow memisahkan antara controller dengan perangkat jaringan yang 
digunakan sebagai pengirim data. Jaringan pada OpenFlow terdiri dari data atau lebih 
switch OpenFlow serta juga satu atau lebih controller yang dihubungkan melalui Source 




Gambar 2.3 Arsitektur pendukung OpenFlow[12] 
Pada Gambar 2.3 dapat dilihat bahwa arsitektur OpenFlow memiliki 3 tabel, 
yaitu: 
1. Flow Table: berfungsi menentukan paket yang datang pada flow, lalu mengambil 
sebuah tindakan pada paket tersebut dan mengarahkkan pada group table. 
2. Group Table: setelah mendapat arahan dari group table, group table dapat memicu 
banyak tindakan terhadap flow. 
3. Meter table: dapat digunakan untuk memicu bermacam-mascam tindakan yang 
berkaitan dengan performa pada sebuah flow. 
Terdapat 3 kolom didalam flow, yaitu: 
1. Packet Header, menentukan paket yang akan diteruskan. 
2. Action, menentukan secara spesifik tinadkan yangharus dilakukan terhadap sebuah 
flow. 
3. Counter, mendefinisikan jumlah paket yang diproses pada setiap flow. 
 
Action yang data dilakukan pada flow, yaitu: 
1. Meneruskan packet pada port tertentu. 
2. Menolak drop traffic tertentu. 
3. Dapat mengenkapsulasi dan meneruskan packet menuju controller. 
4. Dapat meneruskan packet melalui proses pipelining normal seperangkat 
networking tanpa mengambil tindakan apapun. 
 
