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THE WILSON FUNCTION TRANSFORM
WOLTER GROENEVELT
Abstract. Two unitary integral transforms with a very-well poised 7F6-function as a kernel are
given. For both integral transforms the inverse is the same as the original transform after an
involution on the parameters. The 7F6-function involved can be considered as a non-polynomial
extension of the Wilson polynomial, and is therefore called a Wilson function. The two integral
transforms are called a Wilson function transform of type I and type II. Furthermore, a few explicit
transformations of hypergeometric functions are calculated, and it is shown that the Wilson function
transform of type I maps a basis of orthogonal polynomials onto a similar basis of polynomials.
1. Introduction
The Jacobi polynomials are orthogonal polynomials that that are solutions to the hypergeo-
metric second order differential equation. The Jacobi polynomials have an explicit expression as
2F1-hypergeometric series, see e.g. [1]. Wilson [23] gave a generalization of the Jacobi polynomials
as orthogonal 4F3-polynomials. These polynomials are nowadays called the Wilson polynomials.
The Wilson polynomials no longer satisfy a second order differential equation, but a second order
difference equation. Another way to generalize the Jacobi polynomials is to consider non-polynomial
solutions of the hypergeometric differential equation. Spectral analysis of the hypergeometric dif-
ferential equation leads to a unitary integral transform, called the Jacobi function transform, see
e.g. [12]. The kernel in this integral transform is given by a non-polynomial 2F1-functions called
the Jacobi function. Koornwinder mentions in [11, §9] that there probably also exist functions,
naturally called Wilson functions, that generalize the Wilson polynomials as well as the Jacobi
functions.
In this paper we consider non-polynomial eigenfunctions to the Wilson second order difference
operator. To study the associated Wilson polynomials, Ismail et al. [5], and Masson [14], showed
that general solutions of the difference equation are given by very-well-poised 7F6-functions. The
analytic part of a certain non-polynomial solution we call a Wilson function. We show that the
Wilson functions are the kernel in two unitary integral transforms, which we call the Wilson function
transform of type I and type II. The Wilson function satisfies the property, called the duality
property, that after an involution on the parameters, the geometric and the spectral parameter
can be interchanged. The parameters obtained from the involution are called the dual parameters.
The inverse of the Wilson function transform of type I, respectively type II, is again a Wilson
function transform of type I, respectively type II, with dual parameters. The transforms can be
made completely self-dual by choosing a fixed point of the involution.
The Wilson function transform of type I is a generalized Fourier transform with respect to the
same measure as the Wilson polynomials. This measure consists of an absolutely continuous part
supported on [0,∞), and a finite number of discrete mass points. The Wilson function transform of
type II is a generalized Fourier transform with respect to a one-parameter family of measures which
consist of an absolutely continuous part supported on [0,∞), and an infinite number of discrete
mass points. The extra parameter labels the different sets of discrete mass points.
The Wilson functions can be considered as a formal limit case of the Askey-Wilson functions for
q → 1. The Askey-Wilson functions are eigenfunction to the Askey-Wilson second order difference
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operator for 0 < q < 1. The Askey Wilson functions are the kernel in the Askey-Wilson function
transform, which is found by Koelink and Stokman [9]. They show in [10] that the Askey-Wilson
function has an interpretation as spherical function for the quantum SU(1, 1) group. From this
point of the view the Askey-Wilson function is a q-analogue of the Jacobi function, since the Jacobi
function has similar interpretation for the Lie group SU(1, 1), see [12]. So the Wilson functions
in this paper give a new limit case of the Askey-Wilson functions. We do not know if the Wilson
function also has an interpretation as a spherical function.
The Wilson function can also be considered as a formal limit case of Ruijsenaars’ R-function
[17], [18], [19], which is an eigenfunction to the Askey-Wilson second order difference operator for
|q| = 1. The R-function is given by a Barnes-type integral which is considered as a generalization of
the Barnes integral representation for the 2F1-series. Using the Barnes-type integral representation
for the 7F6-series [20, (4.7.1.3)], the R-function can also be considered as a generalization of the
Wilson function.
In a future paper we will show that the Wilson functions, and also the Wilson polynomials,
have an interpretation as Racah coefficients for tensor products of positive discrete series, negative
discrete series, and principal unitary series representations of the Lie algebra su(1, 1). Both Wilson
function transforms in this paper have an interpretation in the context of Racah coefficients.
The organization of this paper is as follows. In section 2 we give some well-known properties of
the Wilson polynomials. The Wilson polynomials are eigenfunctions of a second order difference
operator Λ, and we show that the Wilson polynomials are also eigenfunction of the same difference
operator with dual parameters.
In section 3 we consider a certain type of non-polynomial eigenfunction of a difference operator
L which is closely related to Λ. These eigenfunctions, the Wilson functions, are also eigenfunctions
of the difference operator L with dual parameters.
In section 4 we define a Hilbert space M, and, using the asymptotic behaviour of the Wilson
function, we show that a truncated inner product of two Wilson functions approximates a reproduc-
ing kernel. This leads to a unitary integral transform, which we call the Wilson function transform
of type I.
In section 5 we define a different Hilbert space H. Again using asymptotic behaviour of the
Wilson function, we show that a truncated inner product of two Wilson functions approximates a
reproducing kernel. This leads to the Wilson function transform of type II.
In section 6 the Wilson function transforms of a Jacobi function, and of a Wilson polynomial,
are calculated explicitly, using an integral representation of the Wilson function. Also we show that
the Wilson function transform of type I maps an orthogonal system of Wilson polynomials onto
the same orthogonal system with dual parameters.
Notations. We use the standard notation for the hypergeometric series, i.e.
pFq
(
a1, . . . , ap
b1, . . . , bq
; z
)
=
∞∑
n=0
(a1)n . . . (ap)n
(b1)n . . . (bq)n
zn
n!
,
where (a)n denotes the Pochhammer symbol, defined by
(a)n =
Γ(a+ n)
Γ(a)
= a(a+ 1)(a + 2) . . . (a+ n− 1), n ∈ Z≥0.
A hypergeometric series is called very-well poised if p = q + 1, a1 + 1 = b1 + a2 = . . . = bq + aq+1
and b1 = a2/2. For a very-well poised 7F6-series of argument 1 we use Bailey’s W notation, see [2],
i.e.
W (a; b, c, d, e, f) = 7F6
(
a, 1 + 12a, b, c, d, e, f
1
2a, 1 + a− b, 1 + a− c, 1 + a− d, 1 + a− e, 1 + a− f
; 1
)
.
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If the series does not terminate, the condition for convergence is ℜ(2a+ 2− b− c− d− e− f) > 0.
Also, since the product Γ(a + b)Γ(a − b) frequently occurs in this paper, we use for this product
the shorthand notation Γ(a± b).
2. Wilson polynomials
In this section we recall some well-known properties of the Wilson polynomials. The Wilson
polynomial satisfies a second order difference equation in its degree (the three-term recurrence re-
lation), and also a second order difference equation in its argument. The goal of this section is to
point out that the two difference equations are the same after a change of the parameters.
The Wilson polynomials Rn(x), see [23], [1, §6.10], [8], are polynomials in x
2 of degree n. They
can be defined by the initial values R−1(x) = 0, R0(x) = 1, and the recurrence relation
−(a2 + x2)Rn(x) = Cn
[
Rn+1(x)−Rn(x)
]
+Dn
[
Rn−1(x)−Rn(x)
]
, (2.1)
where
Cn = Cn(a, b, c, d) =
(n+ a+ b+ c+ d− 1)(n+ a+ b)(n+ a+ c)(n + a+ d)
(2n + a+ b+ c+ d− 1)(2n + a+ b+ c+ d)
,
Dn = Dn(a, b, c, d) =
n(n+ b+ c− 1)(n + b+ d− 1)(n + c+ d− 1)
(2n+ a+ b+ c+ d− 2)(2n + a+ b+ c+ d− 1)
.
The explicit expression for the polynomials Rn is given by
Rn(x) = Rn(x; a, b, c, d) = 4F3
(
−n, n+ a+ b+ c+ d− 1, a+ ix, a− ix
a+ b, a+ c, a+ d
; 1
)
. (2.2)
Let a, b, c, d ∈ C be such that non-real parameters appear in conjugate pairs with positive real
part, and such that the pairwise sum of any two parameters has positive real part. We define the
measure dµ(x) = dµ(x; a, b, c, d) by∫
f(x)dµ(x) =
1
2π
∫ ∞
0
f(x)w(x)dx + i
∑
k
f(xk)wk,
where
w(x) = w(x; a, b, c, d) =
Γ(a± ix)Γ(b± ix)Γ(c± ix)Γ(d ± ix)
Γ(±2ix)
.
The points xk are of the form xk = i(e+ k), where e is any of the parameters a, b, c, d with e < 0.
The sum is over k ∈ Z≥0, such that e+ k < 0. The weights wk are the residue at x = xk of w(x).
In particular, if all parameters are positive, or occur in pairs of complex conjugates with positive
real part, the measure dµ is absolutely continuous. The Wilson polynomials are orthogonal with
respect to the measure dµ, i.e.∫
Rm(x)Rn(x)dµ(x) =
δnm
a+ b+ c+ d− 1
2n+ a+ b+ c+ d− 1
n! Γ(a+ b)Γ(a+ c)Γ(a+ d)Γ(b+ c+ n)Γ(b+ d+ n)Γ(c+ d+ n)
(a+ b)n(a+ c)n(a+ d)n(a+ b+ c+ d− 1)n Γ(a+ b+ c+ d)
.
(2.3)
The Wilson polynomials also satisfy a difference equation in x, given by
n(n+ a+ b+ c+ d− 1)Rn(x) = A(−x)
[
Rn(x+ i)−Rn(x)
]
+A(x)
[
Rn(x− i)−Rn(x)
]
, (2.4)
where
A(x) =
(a+ ix)(b+ ix)(c + ix)(d + ix)
2ix(2ix + 1)
.
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We define the difference operator Λ by
Λ = A(x)(T−i − I) +A(−x)(Ti − I), (2.5)
where I denotes the identity operator and T is the shift operator (i.e. Tzf(x) = f(x+ z)). From
the difference equation (2.4) it follows that the polynomials Rn(x; a, b, c, d) are eigenfunctions of Λ
for eigenvalue n(n+ a+ b+ c+ d− 1).
The recurrence relation can be written in a self-dual way. Given the parameters a, b, c, d ∈ C,
we define dual parameters by
a˜ =
1
2
(a+ b+ c+ d− 1), b˜ =
1
2
(a+ b− c− d+ 1),
c˜ =
1
2
(a− b+ c− d+ 1), d˜ =
1
2
(a− b− c+ d+ 1).
(2.6)
It is an easy verification that (a, b, c, d) 7→ (a˜, b˜, c˜, d˜) defines an involution on the parameters. For
a function f = f(a, b, c, d), we define f˜ by f˜ = f(a˜, b˜, c˜, d˜). We use the same notation for other
objects, like measures, sets and operators. Denote the Wilson polynomial Rn(x) by Pλ(x), where
λ = i(n + a˜), i.e.
Pλ(x) = 4F3
(
a˜+ iλ, a˜− iλ, a+ ix, a− ix
a+ b, a+ c, a+ d
; 1
)
,
then we see that Pλ(x) = P˜x(λ), since a + e = a˜+ e˜, for e = b, c, d. The recurrence relation (2.1)
and the difference equation (2.4) for the Wilson polynomials can now be written as
Λ˜P˜x(λ) = −(a
2 + x2)P˜x(λ),
ΛPλ(x) = −(a˜
2 + λ2)Pλ(x).
So we see that, for λ ∈ i(a˜+Z≥0), the Wilson polynomial Pλ(x) is an eigenfunction of both Λ and
Λ˜.
3. Wilson functions
In the previous section we observed that, for λ2 = −(a˜+n)2, the Wilson polynomials are solutions
to the eigenvalue equation
(Λf)(x) = −(λ2 + a˜2)f(x), (3.1)
For more general values of λ, solutions to (3.1) can be given in terms of very-well poised 7F6-
series. This is shown by Ismail et al. [5] and by Masson [14], who investigate the associated Wilson
polynomials. Let ψλ(x) be the function defined by
ψλ(x) = ψλ(x; a, b, c, d) =
Γ(b+ c)Γ(a˜+ b˜+ c˜+ iλ)Γ(1 − d˜+ iλ)Γ(1 − d± ix)
Γ(b˜+ c+ iλ± ix)
×W (a˜+ b˜+ c˜− 1 + iλ; a+ ix, a− ix, a˜+ iλ, b˜+ iλ, c˜ + iλ).
The dual parameters a˜, b˜, c˜, d˜ are still defined by (2.6). By [5, Thm. 2], or [14, (2.5)], the function
ψλ(x) is a solution to the eigenvalue equation (3.1).
Instead of ψλ(x), we study the closely related function
φλ(x) = φλ(x; a, b, c, d) =
Γ(a˜+ b˜+ c˜+ iλ)
Γ(a+ b)Γ(a+ c)Γ(1 + a− d)Γ(1− d˜− iλ)Γ(b˜ + c+ iλ± ix)
×W (a˜+ b˜+ c˜− 1 + iλ; a+ ix, a− ix, a˜+ iλ, b˜+ iλ, c˜+ iλ).
(3.2)
So φλ(x) = ψλ(x)/K(x, λ), where K(x, λ) is the function given by
K(x, λ) = Γ(a+ b)Γ(a+ c)Γ(b+ c)Γ(1 + a− d)Γ(1− d± ix)Γ(1 − d˜± iλ).
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We call the function φλ(x) a Wilson function. The Wilson function φλ(x) has the advantage that
it is symmetric in a, b, c, 1 − d, cf. Remark 4.5(iii), while ψλ(x) is not. Also φλ(x) is an analytic
function in (x, λ) ∈ C2.
The 7F6-series in the definition of φλ(x) converges absolutely for ℜ(1 − d˜ − iλ) > 0. Writing
the 7F6-series as a sum of two balanced 4F3-series, we have an expression for φλ(x) which always
converges:
φλ(x) =
Γ(1− a− d)
Γ(a+ b)Γ(a+ c)Γ(1 − d± ix)Γ(1− d˜± iλ)
4F3
(
a+ ix, a− ix, a˜+ iλ, a˜− iλ
a+ b, a+ c, a+ d
; 1
)
+
Γ(a+ d− 1)
Γ(1 + b− d)Γ(1 + c− d)Γ(a± ix)Γ(a˜± iλ)
× 4F3
(
1− d+ ix, 1− d− ix, 1 − d˜+ iλ, 1 − d˜− iλ
1 + b− d, 1 + c− d, 2 − a− d
; 1
)
.
(3.3)
This follows from [2, §4.4(4)] with parameters specified by
a 7→ a˜+ b˜+ c˜− 1 + iλ, c 7→ c˜+ iλ, d 7→ b˜+ iλ, e 7→ a˜+ iλ, f 7→ a− ix, g 7→ a+ ix.
From (3.3) we see that φλ(x) is an analytic function in (x, λ) ∈ C
2. Observe that for λ = ±i(a˜+n),
the second term in (3.3) vanishes because of the factor Γ(a˜± iλ)−1, and then we see that ψλ(x) =
K(x, λ)φλ(x) reduces to a Wilson polynomial. So ψλ(x) is the analytic continuation of the Wilson
polynomial in its degree.
From (3.3) and (2.6) follows the duality property
φλ(x) = φ˜x(λ). (3.4)
This duality property is similar to the duality property for the Askey-Wilson functions in [9]. For
the 7F6-series in the definition of the Wilson function, (3.4) is implied by Bailey’s transformation
[2, §7.5(1)].
Since φλ(x) = ψλ(x)/K(x, λ) and ψλ(x) is a solution to eigenvalue equation (3.1), the Wilson
function satisfies the equation
M−1K(x,λ) ◦ Λ ◦MK(x,λ) φλ(x) = −(λ
2 + a˜2)φλ(x).
Here MK(x,λ) denotes multiplication by K(x, λ). From this we obtain the following proposition.
Proposition 3.1. The Wilson function φλ(x) is a solution to
(Lf)(x) = (λ2 + a˜2)f(x),
where L is the difference operator defined by
L = B(−x)Ti +
[
A(−x) +A(x)
]
I +B(x)T−i,
A(x) =
(a+ ix)(b+ ix)(c + ix)(d+ ix)
2ix(2ix + 1)
,
B(x) =
(a+ ix)(b+ ix)(c + ix)(1− d+ ix)
2ix(2ix + 1)
.
In the next two sections we consider the action of the second order difference operator L on two
different Hilbert spaces, which leads to two different integral transforms with the Wilson function
as a kernel. The method we use comes down to approximating with the Fourier transform, using
asymptotic expansions of the Wilson functions. This method is essentially the same method as
used by Go¨tze [6], and Braaksma and Meulenbeld [3], for the Jacobi function transform. A similar
method is also used by Koelink and Stokman in [9] for the Askey-Wilson function transform, and
in [7] for the continuous Hahn function transform.
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4. The Wilson function transform: type I
4.1. The Hilbert space M. Let V ⊂ C4 be the set of parameters (a, b, c, d) satisfying the following
two conditions:
• The parameters a, b, c, 1 − d are real except for pairs of complex conjugates with positive
real part.
• The pairwise sum of a, b, c, 1 − d is contained in C \ (−∞, 0].
A direct verification shows that the assignment (a, b, c, d) 7→ (a˜, b˜, c˜, d˜), see (2.6), is an involution
on V . Throughout this section we assume (a, b, c, d) ∈ V .
Let M be the weight given by
M(x) =M(x; a, b, c, d) =
Γ(a± ix)Γ(b± ix)Γ(c ± ix)Γ(1− d± ix)
Γ(±2ix)
.
The weight M is positive for x ∈ R. Observe that M(·; a, b, c, d) = w(·; a, b, c, 1− d), where w is the
weight function for the Wilson polynomials. We assume that the function M has only simple poles.
This imposes conditions on the parameters a, b, c, d that can be removed afterwards by continuity
in the parameters. For e ∈ C define the set De by
De = {i(e + n) | n ∈ Z≥0, e+ n < 0},
and let D = Da ∪ Db ∪ Dc ∪ D1−d. We define the measure dm(·) = dm(·; a, b, c, d) by∫
f(x)dm(x) =
1
2π
∫ ∞
0
f(x)M(x)dx+ i
∑
x∈D
f(x)Res
z=x
M(z).
If x ∈ Da, we have explicitly
i Res
z=i(a+n)
M(z) =
Γ(a+ b)Γ(a+ c)Γ(1 + a− d)Γ(b− a)Γ(c− a)Γ(1 − d− a)
Γ(−2a)
×
(2a)n(a+ 1)n(a+ b)n(a+ c)n(1 + a− d)n
n! (a)n(1 + a− b)n(1 + a− c)n(a+ d)n
,
and then we see that for (a, b, c, d) ∈ V , the measure dm is positive. Recall that φλ(x) is symmetric
in a, b, c, 1 − d, and by (3.3) the Wilson function is obviously even in x and λ, therefore φλ(x) =
φλ(x). From this it follows that for x ∈ supp dm(·) and λ ∈ supp dm˜(·) the Wilson function φλ(x)
is real valued.
We define the Hilbert spaceM =M(a, b, c, d) to be the Hilbert space consisting of even functions
that have finite norm with respect to the inner product 〈·, ·〉M defined by
〈f, g〉M =
∫
f(x)g(x)dm(x).
4.2. The Wronskian. For 0 < N <∞, we define a pairing 〈·, ·〉N by
〈f, g〉N =
1
2π
∫ N
0
f(x)g(x)M(x)dx + i
∑
x∈D
f(x)g(x)Res
z=x
M(z).
If f and g are real valued functions in M, the limit N →∞ gives the inner product 〈f, g〉M.
For functions f, g that are analytic in C, we define the Wronskian [f, g] by
[f, g](z) =
1
2π
∫ z+i
z
{f(x)g(x− i)− f(x− i)g(x)}B(x)M(x)dx.
Lemma 4.1. Let f, g be analytic in C and even, then z 7→ [f, g](z) is odd in z.
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Proof. Let I be the function given by
I(x) =
(
f(x)g(x− i)− f(x− i)g(x)
)
B(x)M(x),
then [f, g](z) =
∫ z+i
z I(x)dx. Since f(x), g(x) andM(x) are even functions in x, and B(−x)M(x) =
B(x+ i)M(x+ i), we have I(−x) = −I(x+ i). Therefore∫ z+i
z
I(x)dx = −
∫ −z−i
−z
I(−x)dx =
∫ −z−i
−z
I(x+ i)dx = −
∫ −z+i
−z
I(x)dx.
Hence z 7→ [f, g](z) is an odd function in z. 
Proposition 4.2. For N ≫ 0 and for even analytic functions f and g we have
〈Lf, g〉N − 〈f, Lg〉N = [f, g](N).
Proof. Recall that we assume that the poles of M(x) are simple. For even functions f and g we
have
〈f, g〉N =
1
4π
∫
CN
f(x)g(x)M(x)dx,
where CN is a contour in the complex plane defined as follows:
• CN starts at x = −N and ends at x = N ,
• CN is invariant under reflection in the origin,
• CN separates the sequence of poles i(a+n), n ∈ Z≥0 from the sequence −i(a+m), m ∈ Z≥0,
and similarly for poles of M(x) corresponding to b, c, 1 − d.
Now we have
1
4π
∫
CN
(Lf)(x)g(x)M(x)dx −
1
4π
∫
CN
f(x)(Lg)(x)M(x)dx =
1
4π
∫
CN
(
f(x+ i)g(x) − f(x)g(x+ i)
)
B(−x)M(x)dx
+
1
4π
∫
CN
(
f(x− i)g(x) − f(x)g(x− i)
)
B(x)M(x)dx.
Using B(−x+ i)M(x− i) = B(x)M(x), we can write this as
1
4π
(∫
CN
−
∫
CN+i
)(
f(x− i)g(x) − f(x)g(x− i)
)
B(x)M(x)dx.
Here CN + i = {x ∈ C |x− i ∈ CN}. The integrand has its poles at x = i(e+1+n), x = −i(e+m),
for n,m ∈ Z≥0 and e = a, b, c, 1 − d. Now we make a closed contour by connecting CN and CN + i
at the end points in a straight line (there are no poles of M on these lines for N large enough),
then the integrand I(x) has no poles inside the closed contour. So, by Cauchy’s Theorem,∫
CN
−
∫
CN+i
=
∫ −N+i
−N
−
∫ N+i
N
,
and from this we obtain
〈Lf, g〉N − 〈f, Lg〉N =
1
2
[f, g](N) −
1
2
[f, g](−N).
Now the proposition follows from Lemma 4.1. 
Since the Wilson functions are eigenfunctions of L for eigenvalue a˜2+λ2, we find from Proposition
4.2 the following.
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Proposition 4.3. For λ 6= λ′,
〈φλ, φλ′〉N =
[φλ, φλ′ ](N)
λ2 − λ′2
.
Next we want to let N → ∞ in Proposition 4.3, so we need the asymptotic behaviour of the
Wilson function and of B(x+ iy)M(x+ iy) for x→∞ and 0 ≤ y ≤ 1. We have
M(x+ iy) =16π3x2a+2b+2c−2d−1e−2πx−2iπy
(
1 +O
( 1
x
))
,
B(x+ iy) =−
x2
4
(
1 +O
(1
x
))
.
(4.1)
The asymptotic behaviour of the weight function M can be obtained from [16, §4.5]
Γ(a+ z)
Γ(b+ z)
= za−b
(
1 +
1
2z
(a− b)(a+ b− 1) +O
( 1
z2
))
, |z| → ∞, | arg(z)| < π, (4.2)
and from applying Euler’s reflection formula for the Γ-function
Γ(a± ix) =
πΓ(a+ ix)
Γ(1− a+ ix) sinπ(a− ix)
.
To determine the asymptotic behaviour of φλ(x), we expand φλ(x) in functions with nice asymptotic
behaviour.
Proposition 4.4.
φλ(x) = c˜(λ)Φλ(x) + c˜(−λ)Φ−λ(x),
where
Φλ(x) =
1
Γ(b˜+ c+ iλ± ix)
4F3
(
a˜+ iλ, b˜+ iλ, c˜+ iλ, 1− d˜+ iλ
b˜+ c+ iλ+ ix, b˜+ c+ iλ− ix, 1 + 2iλ
; 1
)
,
c˜(λ) =
Γ(−2iλ)
Γ(a˜− iλ)Γ(b˜− iλ)Γ(c˜ − iλ)Γ(1− d˜− iλ)
.
Proof. This follows from transforming the 7F6-function in the definition (3.2) of φx(λ) by [2, §4.4(4)]
with parameters specified by
a 7→ a˜+ b˜+ c˜− 1 + iλ, c 7→ a+ ix, d 7→ a− ix, e 7→ a˜+ iλ, f 7→ b˜+ iλ, g 7→ c˜+ iλ.

Remark 4.5. (i) Note that the dual weight function M˜ can be expressed in terms of the c˜-function
as
M˜ (λ) =
1
c˜(λ)c˜(−λ)
.
(ii) The functions Φλ and Φ−λ are in general not solutions to the eigenvalue equation in Propo-
sition 3.1. Let us define
Ψλ(x) =
Γ(1− a− ix)Γ(1− b− ix)Γ(1 − c− ix)Γ(1− d− ix)Γ(2− d− ix+ 2iλ)
Γ(1 + a˜− d+ iλ− ix)Γ(1 + d˜− d+ iλ− ix)Γ(2 − b˜− d+ iλ− ix)Γ(2− c˜− d+ iλ− ix)Γ(d − ix)
×
sinπ(1 + a˜− d+ ix+ iλ)
sinπ(d− ix)
W (1− d− ix+ 2iλ; 1 − d− ix, 1− a˜+ iλ, 1 − d˜+ iλ, b˜+ iλ, c˜+ iλ).
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From [14, (2.12)] it follows that Ψλ and Ψ−λ are solutions to the eigenvalue equation (3.1), so
Ψλ(x)/K(x, λ) is an eigenfunction of L for eigenvalue λ
2 + a˜2. The Wilson function φλ(x) can be
expanded in terms of Ψλ(x) and Ψ−λ(x) as follows:
Γ(1− d± ix)φλ(x) = c˜(λ)Ψλ(x) + c˜(−λ)Ψ−λ(x),
where the c˜-function is the same as in Proposition 4.4. This expansion follows from [20, (4.3.7.8)],
with parameters given by
a 7→ 1− d+ 2iλ− ix, b 7→ 1− d− ix, c 7→ 1− a˜+ iλ,
d 7→ 1− d˜+ iλ, e 7→ b˜+ iλ, f 7→ c˜+ iλ,
and Euler’s reflection formula for the Γ-function. From this expansion is it possible to determine the
asymptotic behaviour of φλ(x) for x→∞. We will use the simpler functions Φ±λ from Proposition
4.4 to compute the asymptotic behaviour of the Wilson function.
(iii) Writing c = 12 (a˜ − b˜ + c˜ − d˜ + 1) in Proposition 4.4 we see that the Wilson function
φλ(x; a, b, c, d) is symmetric in a˜, b˜, c˜, 1−d˜, and by the duality property (3.4) then also in a, b, c, 1−d.
To determine the asymptotic behaviour of Φλ(x) we use Euler’s reflection formula to rewrite the
Γ-functions in front of the 4F3-function and we use (4.2). Then we find for Φλ, for y ∈ R and
x→∞,
Φλ(x+ iy) =
1
2iπ
xd−a−b−c−2iλeπx+iπy
(
1 +
y
ix
(a+ b+ c− d+ 2iλ) +O
( 1
x2
))
. (4.3)
From Proposition 4.4 it follows that the asymptotic behaviour of the Wronskian [φλ, φλ′ ](N) can
be computed from the four Wronskians [Φ±λ,Φ±λ′ ](N). So we must compute [Φλ,Φλ′ ](N) for
N →∞.
Lemma 4.6. For N →∞,
[Φλ,Φλ′ ](N) = i(λ− λ
′)N−2i(λ+λ
′)
(
1 +O
( 1
N
))
.
Proof. Let G(x) be the function given by
G(x) = Φλ(x)Φλ′(x− i)− Φλ(x− i)Φλ′(x).
From the asymptotic behaviour of Φλ given above we find, for 0 ≤ y ≤ 1 and x→∞,
G(x+ iy) = −
(λ− λ′)
2π2
x2d−2a−2b−2c−1−2i(λ+λ
′)e2πx+2iπy
(
1 +O
(1
x
))
.
Using the asymptotic behaviour of B(x+ iy)M(x+ iy) for x→∞ gives
G(x+ iy)B(x+ iy)M(x+ iy) = 2π(λ− λ′)x−2i(λ+λ)
(
1 +O
(1
x
))
.
Note that the main term in de asymptotic expansion is independent of y. Next we write
[Φλ,Φλ′ ](N) =
1
2π
∫ N+i
N
G(x)B(x)M(x)dx = −
1
2πi
∫ 1
0
G(N + iy)B(N + iy)M(N + iy)dy,
and we apply dominated convergence to obtain the result. 
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4.3. Continuous spectrum. In this subsection we assume λ, λ′ ∈ R, and since φλ is even in λ,
we may assume λ, λ′ ≥ 0.
Proposition 4.7. Let f be a continuous function, satisfying
f(λ) =
{
O(λa˜+b˜+c˜−d˜−
1
2
−εe−πλ), λ→∞, ε > 0,
O(λδ), λ ↓ 0, δ > 0.
Then
lim
N→∞
1
2π
∫ ∞
0
f(λ)〈φλ, φλ′〉N dλ =
f(λ′)
M˜(λ′)
.
Proof. From the c-function expansion in Proposition 4.4 we find
[φλ, φλ′ ](N) =
∑
ǫ,ξ∈{−1,1}
c˜(ǫλ)c˜(ξλ′) [Φǫλ,Φξλ′ ](N),
and then we obtain from Lemma 4.6 and Proposition 4.3
〈φλ, φλ′〉N = i
∑
ǫ,ξ∈{−1,1}
c˜(ǫλ)c˜(ξλ′)
N−2i(ǫλ+ξλ
′)
ǫλ+ ξλ′
(
1 +O
( 1
N
))
.
We multiply both sides with an arbitrary function f(λ), and we integrate over λ from 0 to ∞. The
function f must satisfy certain conditions that we determine later on. Letting N →∞ then gives
lim
N→∞
∫ ∞
0
f(λ)〈φλ, φλ′〉N dλ =
lim
N→∞
i
∫ ∞
0
f(λ)
{
ψ1(λ) cos
(
2[λ+ λ′] ln(N)
)
+ ψ2(λ) sin
(
2[λ+ λ′] ln(N)
)
+ ψ3(λ) cos
(
2[λ− λ′] ln(N)
)
+ ψ4(λ)
sin
(
2[λ− λ′] ln(N)
)
λ− λ′
}
dλ
where
ψ1(λ) =
1
λ+ λ′
(
c˜(λ)c˜(λ′)− c˜(−λ)c˜(−λ′)
)
,
ψ2(λ) =
−i
λ+ λ′
(
c˜(λ)c˜(λ′) + c˜(−λ)c˜(−λ′)
)
,
ψ3(λ) =
1
λ− λ′
(
c˜(λ)c˜(−λ′)− c˜(−λ)c˜(λ′)
)
,
ψ4(λ) = −i
(
c˜(λ)c˜(−λ′) + c˜(−λ)c˜(λ′)
)
.
Observe that c˜(λ′)c˜(−λ′) − c˜(−λ′)c˜(λ′) = 0, so ψ3 has a removable singularity at λ = λ
′. From
the Riemann-Lebesgue lemma we find that the terms with ψi, i = 1, 2, 3, vanish, provided that
fψi ∈ L
1(0,∞). We recognize the term with ψ4 as a Dirichlet integral. Using the well-known
property (see e.g. [22, §9.7]) for Dirichlet integrals
lim
t→∞
1
π
∫ ∞
0
g(x)
sin[t(x− y)]
x− y
dx = g(y), (4.4)
for a continuous function g ∈ L1(0,∞), we obtain
lim
N→∞
∫ ∞
0
f(λ)〈φλ, φλ′〉N dλ = πψ4(λ
′)f(λ′) = 2π c˜(λ′)c˜(−λ′)f(λ′) = 2π
f(λ′)
M˜ (λ′)
.
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The asymptotic behaviour of ψi, for i = 1, 2, 3, 4, can be obtained in the same way as the asymptotic
behaviour of M˜ , see (4.1). Then we find, for i = 1, 2, 3, 4,
|ψi(λ)| =
{
O(λ−
1
2
−a˜−b˜−c˜+d˜eπλ), λ→∞,
O(λ−1), λ ↓ 0.
So, if f satisfies the conditions given in the proposition, then fψi ∈ L
1(0,∞). 
Let f be a continuous function. We define a linear operator F by
(Ff)(λ) =
∫
f(x)φλ(x)dm(x).
We call F the Wilson function transform of type I. We denote the continuous part of the above
integral by Fcf , i.e.
(Fcf)(λ) =
1
2π
∫ ∞
0
f(x)φλ(x)M(x)dx.
From the asymptotic behaviour of φλ and M(x) we find that both Ff and Fcf are well defined
if f satisfies the conditions
f(x) =
{
O(xd−a−b−c−εeπx), x→∞, ε > 0,
O(xδ−1), x ↓ 0, δ > 0.
Observe that if f satisfies the condition given above, then f ∈ M. Let M0 ⊂ M be the space
consisting of continuous functions satisfying the above conditions. ThenM0 is a dense subspace of
M (it contains for instance the Wilson polynomials Rn(x; a, b, c, 1 − d), which form an orthogonal
basis for M).
Proposition 4.8. Let g ∈ M˜0 and λ ≥ 0, then
(
F(F˜cg)
)
(λ) = g(λ).
Proof. Define f(λ) = M˜(λ)g(λ), then f satisfies the conditions given in Proposition 4.7. Then we
have
(
F(F˜cg)
)
(λ′) =
∫
φλ′(x)
( 1
2π
∫ ∞
0
g(λ)φλ(x)M˜ (λ)dλ
)
dm(x)
= lim
N→∞
1
2π
∫ ∞
0
f(λ)
( 1
2π
∫ N
0
φλ(x)φλ′(x)M(x)dx + i
∑
x∈D
φλ(x)φλ′(x)Res
z=x
M(z)
)
dλ
= lim
N→∞
1
2π
∫ ∞
0
f(λ)〈φλ, φλ′〉Ndλ
=
f(λ′)
M˜(λ′)
= g(λ′).
Note that the first integral converges absolutely for g ∈ M˜0, so in that case interchanging the order
of integration is allowed. 
In the next subsection we show that the dual Wilson function transform F˜ is the inverse of the
Wilson function transform F . To do this, we must consider the discrete spectrum of the difference
operator L.
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4.4. Discrete spectrum. From the asymptotic behaviour of Φλ(x) andM(x), see (4.3) and (4.1),
we obtain
|Φλ(x)|
2M(x) = O(x4ℑ(λ)−1), x→∞.
So for ℑ(λ) < 0 we have Φλ ∈ M. In this subsection we assume that λ ∈ D˜ and that the set D˜ is
not empty, so ℑ(λ) < 0. In this case c˜(−λ) = 0, and therefore φλ(x) = c˜(λ)Φλ(x) ∈ M. First we
show that φλ is orthogonal to φλ′ if λ
′ 6= λ.
Proposition 4.9. For λ ∈ D˜, λ′ ∈ supp(dm˜), λ 6= λ′, we have
〈φλ, φλ′〉M = 0.
Proof. From Propositions 4.3 and 4.4 we obtain
〈φλ, φλ′〉N =
c˜(λ)c˜(λ′)[Φλ,Φλ′ ](N) + c˜(λ)c˜(−λ
′)[Φλ,Φ−λ′ ](N)
λ2 − λ′2
.
Then Lemma 4.6 gives for large N
〈φλ, φλ′〉N =
i(λ− λ′)c˜(λ)c˜(λ′)N−2i(λ+λ
′) + i(λ+ λ′)c˜(λ)c˜(−λ′)N−2i(λ−λ
′)
(λ+ λ′)(λ− λ′)
(
1 +O
( 1
N
))
. (4.5)
Recall that for λ ∈ D˜ we have λ ∈ iR<0. Then it is clear that for λ
′ ∈ R the right hand side tends
to zero for N → ∞. In case λ′ ∈ D˜ the second term vanishes, and we have ℑ(λ + λ′) < 0. So in
this case the right hand side also tends to zero for N →∞. 
It remains to calculate the squared norm of φλ in case λ ∈ D˜.
Proposition 4.10. For λ ∈ D˜
〈φλ, φλ〉M =
(
i Res
λ′=λ
M˜(λ′)
)−1
.
Proof. We use expression (4.5), where we let λ′ → λ. Then for large N
lim
λ′→λ
〈φλ, φλ′〉N =
(
i
2λ
c˜(λ)c˜(λ)N4iλ + ic˜(λ)
(
Res
λ′=λ
1
c˜(−λ′)
)−1)(
1 +O
( 1
N
))
.
Letting N →∞ gives the result. 
Remark 4.11. If λ, λ′ ∈ Da˜ then Propositions 4.9 and 4.10 give orthogonality relations for a fi-
nite number of Wilson polynomials with respect a measure that has only finitely many moments.
Explicitly, if we assume a, b, c, 1 − d > 0, we have for n,m < 12(1− a− b− c− d)
1
2π
∫ ∞
0
Rn(x)Rm(x)
∣∣∣∣Γ(a+ ix)Γ(b+ ix)Γ(c+ ix)Γ(1− d+ ix)Γ(2ix)
∣∣∣∣
2
dx =
δnm
a+ b+ c+ d− 1
a+ b+ c+ d+ 2n− 1
n! (b+ c)n(b+ d)n(c+ d)n
(a+ b)n(a+ c)n(a+ d)n(a+ b+ c+ d− 1)n
×
Γ(a+ b)Γ(a+ c)Γ(b+ c)Γ(1 − a− b− c− d)
Γ(1− a− d)Γ(1 − b− d)Γ(1− c− d)
,
where Rn is the Wilson polynomial defined by (2.2). Neretin [15] found this orthogonality relation
using an explicit evaluation of the Barnes-type integral
1
2π
∫ ∞
0
∣∣∣∣Γ(a+ ix)Γ(b+ ix)Γ(c+ ix)Γ(1− d+ ix)Γ(2ix)
∣∣∣∣
2
dx.
Note that the above orthogonality relations remain valid for n+m < 1− a− b− c− d.
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4.5. The Wilson function transform: type I. Combining Propositions 4.9 and 4.10 with
Proposition 4.8, gives the following theorem.
Theorem 4.12. The Wilson function transform of type I, F :M→ M˜, defined by
(Ff)(λ) =
∫
f(x)φλ(x)dm(x),
is unitary, and its inverse is given by F−1 = F˜ .
Proof. First we show that F ◦ F˜ is the identity operator on M˜0. For the continuous part of F˜ this
is Proposition 4.8, therefore we just write down the proof for the discrete part of F˜ . Let g ∈ M˜0.
Recall that D˜ is a finite set, then we obtain from Propositions 4.9 and 4.10,∫
φλ′(x)

i∑
λ∈D˜
g(λ)φλ(x)Res
µ=λ
M˜(µ)

 dm(x) = i∑
λ∈D˜
g(λ)Res
µ=λ
M˜(µ)
(∫
φλ(x)φλ′(x)dm(x)
)
=
{
0, λ′ ∈ [0,∞),
g(λ′), λ′ ∈ D˜.
Combining this with Proposition 4.8 we obtain the desired result. By duality we obtain
(
F˜(Ff)
)
(x) =
f(x) for f ∈M0.
Next we show that F˜ is an isometry on M˜0. For simplicity we assume that the measures dm
and dm˜ are absolutely continuous. From Proposition 4.7 we obtain
〈F˜f, F˜g〉M = lim
N→∞
1
2π
∫ N
0
(F˜f)(x)(F˜g)(x)M(x)dx
= lim
N→∞
1
(2π)2
∫ ∞
0
∫ ∞
0
f(λ)g(λ′)〈φλ, φλ′〉NM˜(λ)M˜ (λ
′) dλ dλ′
=
1
2π
∫ ∞
0
f(λ′)g(λ′)M˜(λ′)dλ′ = 〈f, g〉M˜.
In case dm and dm˜ have discrete mass points, the proof runs along the same lines.
So the operator F : M0 → M˜0 is unitary. Since M0 is dense in M, F extends uniquely to a
unitary operator on M. 
Remark 4.13. An interesting special case is the case a = b+ c+ d− 1. Then (a, b, c, d) = (a˜, b˜, c˜, d˜),
so the Wilson function transform of type I is then completely self-dual.
5. The Wilson function transform: type II
In this section we give another unitary integral transform which has the Wilson function as a
kernel, by considering the action of the difference operator L on (a dense subspace of) a different
Hilbert space than in section 4. The method we use is the same method as in section 4, therefore
we omit some details.
5.1. The Hilbert space H. Let V + ⊂ C5 be the set of parameters a, b, c, d, t satisfying the
following conditions:
a = 1− d, b = c, t ∈ R.
The dual parameters a˜, b˜, c˜, d˜ are still defined by (2.6), and we define the dual parameter t˜ by
t˜ = 1− b˜− c− t.
It is easily verified that the assignment (a, b, c, d, t) 7→ (a˜, b˜, c˜, d˜, t˜) is an involution on V +. Through-
out this section we assume (a, b, c, d, t) ∈ V +.
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Let H be the weight given by
H(x) = H(x; a, b, c, d; t) =
Γ(a± ix)Γ(b± ix)Γ(c± ix)Γ(1− d± ix)
sinπ(t± ix)Γ(±2ix)
.
Here we use the notation sin(a ± b) = sin(a + b) sin(a − b). The weight H is positive for x ∈ R.
Observe that H(x; a, b, c, d; t) =M(x; a, b, c, d)/ sin π(t±ix), whereM is the weight function defined
in section 4. We assume that H has only simple poles. This imposes conditions on the parameters
that can be removed afterwards by continuity. Let D+ be the infinite discrete set defined by
D+ = {i(t− n) |n ∈ Z, t− n < 0}.
We define the measure dh(·) = dh(·; a, b, c, d; t) by∫
f(x)dh(x) =
C
2π
∫ ∞
0
f(x)H(x)dx+ iC
∑
x∈D+
f(x)Res
z=x
H(z).
Here C is the normalizing constant
C =
√
sinπ(a+ t) sinπ(b+ t) sinπ(c+ t) sinπ(1 − d+ t).
Note that C˜ = C.
For x ∈ D+ we have explicitly,
i Res
z=i(t−k)
H(z) =Γ(a+ t)Γ(a− t)Γ(b+ t)Γ(b− t)Γ(c+ t)Γ(c− t)Γ(1− d+ t)Γ(1− d− t)
×
k − t
2t2π2
(a− t)k(b− t)k(c− t)k(1− d− t)k
(1− a− t)k(1− b− t)k(1− c− t)k(d− t)k
and then we see that for (a, b, c, d, t) ∈ V +, the measure dh is positive. For x ∈ supp dh and
λ ∈ supp dh˜ the Wilson function φλ(x) is real valued.
We define the Hilbert spaceH = H(a, b, c, d; t) to be the Hilbert space consisting of even functions
that have finite norm with respect to inner product 〈·, ·〉H defined by
〈f, g〉H =
∫
f(x)g(x)dh(x).
5.2. The Wronskian. We denoteHk = iC Res
z=i(t−k)
H(z), and we define k0 to be the smallest integer
such that t− k0 < 0. For N ≥ 0 and K ≥ k0 we define a pairing 〈·, ·〉N,K by
〈f, g〉N,K =
C
2π
∫ N
0
f(x)g(x)M(x)dx +
K∑
k=k0
f
(
i(t− k)
)
g
(
i(t− k)
)
Hk.
If f and g are real valued functions in H, the limits N,K →∞ give the inner product 〈f, g〉H. We
denote limN→∞〈f, g〉N,K = 〈f, g〉K , assuming that the limit exists.
For analytic functions f and g we define the Wronskian [f, g] by
[f, g](k) =
{
f
(
i(t− k)
)
g
(
i(t− k − 1)
)
− f
(
i(t− k − 1)
)
g
(
i(t− k)
)}
B
(
i(t− k)
)
Hk.
Proposition 5.1. For even analytic functions f and g we have
〈Lf, g〉N,K − 〈f, Lg〉N,K =
C
2π
∫ N+i
N
{f(x)g(x− i)− f(x− i)g(x)}B(x)H(x)dx − [f, g](K).
Proof. We follow the proof of Proposition 4.2. For even functions f and g we have
〈f, g〉N,K =
1
4π
∫
CN,K
f(x)g(x)H(x)dx,
where CN,K is a contour in the complex plane defined as follows:
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• CN,K starts at x = −N and ends at x = N ,
• CN,K is invariant under reflection in the origin,
• CN,K separates the sequence of poles i(a + n), n ∈ Z≥0, from the sequence −i(a + m),
m ∈ Z≥0, and similarly for poles of H(x) corresponding to b, c, 1 − d,
• CN,K separates the sequence i(t − n), n ∈ Z, n ≤ K, from the sequence i(t − n), n ∈ Z,
n ≥ K + 1,
• CN,K separates the sequence of poles i(t−n), n ≤ K, from the sequence −i(t−m), m ≤ K,
Using B(−x+ i)H(x− i) = B(x)H(x), we have
〈Lf, g〉N,K − 〈f, Lg〉N,K =
C
4π
(∫
CN,K
−
∫
CN,K+i
)(
f(x− i)g(x) − f(x)g(x− i)
)
B(x)H(x)dx.
Now we make a counterclockwise oriented closed contour by connecting CN,K and CN,K + i at the
end points, then the integrand I(x) has two poles inside the closed contour; at x = i(t −K) and
x = −i(t−K − 1). So,
C
4π
(∫
CN
−
∫
CN+i
)
I(x)dx =
C
4π
(∫ −N+i
−N
−
∫ N+i
N
)
I(x)dx+
iC
2
Res
x=i(t−K)
I(x)+
iC
2
Res
x=−i(t−K−1)
I(x).
In the same way as in the proof Lemma 4.1 we can show that the first integral on the right hand
side is equal to the second integral with opposite sign. For the residues we have
iC
2
Res
x=i(t−K)
I(x) = −
1
2
[f, g](K),
and, since I(x) = −I(−x+ i),
iC
2
Res
x=−i(t−K−1)
I(x) = − lim
x→−i(t−K−1)
(
x+ i(t−K − 1)
)
I(−x+ i)
= lim
y→i(t−K)
(
y − i(t−K)
)
I(y) = Res
y=i(t−K)
I(y) = −
1
2
[f, g](K).
This gives the desired result. 
From H(x) =M(x)/ sin π(t± ix) and (4.1) we find, for y ∈ R,
H(x+ iy) = O(x2a+2b+2c−2d−1e−4πx), x→∞. (5.1)
This gives the following for the Wilson functions.
Proposition 5.2. For λ 6= λ′
〈φλ, φλ′〉K =
[φλ, φλ′ ](K)
λ′2 − λ2
.
Proof. Since the Wilson function is an eigenfunction of L for eigenvalue a˜2 + λ2, the result follows
from Proposition 5.2, because the integral on the right hand side in Proposition 5.2 is equal to zero.
Indeed, using (5.1) and the asymptotic behaviour of φλ, which follows from Proposition 4.4 and
(4.3), and applying dominated convergence, we obtain
lim
N→∞
∫ N+i
N
{φλ(x)φλ′(x− i)− φλ(x− i)φλ′(x)}B(x)H(x)dx = 0.

To find the the asymptotic behaviour of the Wronskian [φλ, φλ′ ](K) for K → ∞, we need the
asymptotic behaviour of HK , B(i(t−K)) and φλ(i(t−K)). First we expand φλ in functions with
nice asymptotic behaviour, as in Proposition 4.4.
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Proposition 5.3. For x = i(t− k) ∈ D+
φλ(x) = d˜(λ)Θλ(k) + d˜(−λ)Θ−λ(k),
where
Θλ(k) =
(−1)k
π
Γ(1− b˜− c− iλ− t+ k)
Γ(b˜+ c+ iλ− t+ k)
4F3
(
a˜+ iλ, b˜+ iλ, c˜+ iλ, 1− d˜+ iλ
b˜+ c+ iλ− t+ k, b˜+ c+ iλ+ t− k, 1 + 2iλ
; 1
)
,
d˜(λ) =
Γ(−2iλ) sin π(t˜− iλ)
Γ(a˜− iλ)Γ(b˜− iλ)Γ(c˜− iλ)Γ(1 − d˜− iλ)
.
Proof. This follows from Proposition 4.4, and Euler reflection formula;
1
Γ(b˜+ c+ iλ± ix)
= (−1)k
Γ(1− b˜− c− iλ+ ix) sinπ(b˜+ c+ t+ iλ)
π Γ(b˜+ c+ iλ+ ix)
, .
for x = i(t− k), k ∈ Z. 
Remark 5.4. Observe that
1
d˜(λ)d˜(λ)
= H˜(λ).
For k →∞ we find from the explicit expression for Θλ and (4.2), for y ∈ Z,
Θλ(k + y) =
(−1)k
π
kd−a−b−c−2iλ
(
1 +
1
2k
(d− a− b− c− 2iλ)(1 − 2t+ 2y) +O
( 1
k2
))
. (5.2)
Furthermore, for k →∞,
Hk =
2π2
C
k2a+2b+2c−2d−1
(
1 +
(1
k
))
,
B(i(t− k)) =
k2
4
(
1 +
(1
k
))
.
We can find the Wronskian [φλ, φλ′ ](K), for K →∞, from the four Wronskians [Θ±λ,Θ±λ′ ](K).
Lemma 5.5. For K →∞,
[Θλ,Θλ′ ](K) =
i
C
(λ′ − λ)K−2i(λ+λ
′)
(
1 +
( 1
K
))
.
Proof. We have
[Θλ,Θλ′ ](K) =
{
Θλ(K)Θλ′(K + 1)−Θλ(K + 1)Θλ′(K)
}
B(i(t−K))HK .
The lemma follows from this expression using the asymptotic behaviour of Θλ(K), B(i(t−K)) and
HK . 
5.3. Continuous spectrum. In this subsection we assume λ, λ′ ≥ 0.
Proposition 5.6. Let f be an even continuous function, satisfying
f(λ) =
{
O(λa˜+b˜+c˜−d˜−
1
2
−εe−2πλ), λ→∞, ε > 0,
O(λδ), λ ↓ 0, δ > 0.
Then
lim
N→∞
1
2π
∫ ∞
0
f(λ)〈φλ, φλ′〉N dλ =
f(λ′)
C H˜(λ′)
.
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Proof. From Proposition 5.3 we find,
[φλ, φλ′ ](K) =
∑
ǫ,ξ∈{−1,1}
d˜(ǫλ)d˜(ξλ′) [Φǫλ,Φξλ′ ](K),
and then we obtain from Lemma 5.5 and Proposition 5.2
〈φλ, φλ′〉K =
i
C
∑
ǫ,ξ∈{−1,1}
d˜(ǫλ)d˜(ξλ′)
K−2i(ǫλ+ξλ
′)
ǫλ+ ξλ′
(
1 +O
( 1
K
))
.
We multiply both sides with an arbitrary function f(λ), and we integrate over λ from 0 to ∞. The
function f must satisfy certain conditions that we determine later on. Letting K →∞ then gives
lim
K→∞
∫ ∞
0
f(λ)〈φλ, φλ′〉K dλ =
lim
K→∞
i
C
∫ ∞
0
f(λ)
{
ψ1(λ) cos
(
2[λ+ λ′] ln(K)
)
+ ψ2(λ) sin
(
2[λ+ λ′] ln(K)
)
+ ψ3(λ) cos
(
2[λ− λ′] ln(K)
)
+ ψ4(λ)
sin
(
2[λ− λ′] ln(K)
)
λ− λ′
}
dλ
where
ψ1(λ) =
1
λ+ λ′
(
d˜(λ)d˜(λ′)− d˜(−λ)d˜(−λ′)
)
,
ψ2(λ) =
−i
λ+ λ′
(
d˜(λ)d˜(λ′) + d˜(−λ)d˜(−λ′)
)
,
ψ3(λ) =
1
λ− λ′
(
d˜(λ)d˜(−λ′)− d˜(−λ)d˜(λ′)
)
,
ψ4(λ) = −i
(
d˜(λ)d˜(−λ′) + d˜(−λ)d˜(λ′)
)
.
ψ3 has a removable singularity at λ = λ
′. From the Riemann-Lebesgue lemma we find that the
terms with ψi, i = 1, 2, 3, vanish, provided that fψi ∈ L
1(0,∞). Using (4.4) for the term with ψ4,
we obtain
lim
N→∞
∫ ∞
0
f(λ)〈φλ, φλ′〉N dλ =
π
C
ψ4(λ
′)f(λ′) =
2π
C
d˜(λ′)d˜(−λ′)f(λ′) =
2π
C
f(λ′)
H˜(λ′)
.
Using, for i = 1, 2, 3, 4,
|ψi(λ)| =
{
O(λ−
1
2
−a˜−b˜−c˜+d˜e2πλ), λ→∞,
O(λ−1), λ ↓ 0,
we see that if f satisfies the conditions given in the proposition, then fψi ∈ L
1(0,∞). 
Let H0 be the dense subspace of H defined by
H0 =
{
f ∈ H | f
(
i(t− k)
)
= 0 for k ≫ 0
}
.
For f ∈ H0 we define a linear operator G by
(Gf)(λ) =
∫
f(x)φλ(x)dh(x).
We call G the Wilson function transform of type II. We denote the continuous part of the above
integral by Gcf , i.e.
(Gcf)(λ) =
C
2π
∫ ∞
0
f(x)φλ(x)H(x)dx.
From the asymptotic behaviour of φλ and H(x) we find that both Gf and Gcf are well defined if
f ∈ H0.
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Proposition 5.7. Let g be a continuous function satisfying
g(λ) =
{
O
(
λd˜−a˜−b˜−c˜+
1
2
−εe2πλ
)
, λ→∞, ε > 0,
O
(
λδ−1), λ ↓ 0, δ > 0,
then
(
F(F˜cg)
)
(λ) = g(λ).
Proof. The proof runs along the same lines as the proof of Proposition 4.8. 
Note that if g ∈ H˜0, then g = o(λ
d˜−a˜−b˜−c˜e2πλ) for λ → ∞. So if g ∈ H0, then g satisfies the
conditions of Proposition 5.7.
5.4. Discrete spectrum. In this subsection we assume λ ∈ D˜+. In this case d˜(−λ) = 0 and
ℑλ < 0, and then it follows from Proposition 5.3 and the asymptotic behaviour (5.2) of Θλ, that
φλ ∈ H. The following two propositions are proved in a similar way as Propositions 4.9 and 4.10,
therefore we omit the proofs here.
Proposition 5.8. For λ ∈ D˜+, λ′ ∈ supp(dh˜), λ 6= λ′, we have
〈φλ, φλ′〉H = 0.
Proposition 5.9. For λ ∈ D˜+,
〈φλ, φλ〉H =
(
iC Res
λ′=λ
H˜(λ′)
)−1
.
5.5. The Wilson function transform: type II. In the same way as in the proof of Theorem
4.12 we can combine Propositions 5.8 and 5.9 with Proposition 5.7, to find that the operator
G : H0 → H˜0 is a unitary operator with inverse G˜. Since H0 is dense in H, G extends uniquely to
a unitary operator on H.
Theorem 5.10. The Wilson function transform of type II, G : H → H˜, defined by
(Gf)(λ) =
∫
f(x)φλ(x)dh(x),
is unitary, and its inverse is given by G−1 = G˜.
Remark 5.11. For a = b+ c+ d− 1, t = 12 (1− b− c− s), s ∈ R, the Wilson function transform of
type II is completely self-dual.
6. Explicit transformations
In this section we calculate explicitly the Wilson function transforms of certain functions. First
we give an integral representation for the Wilson function related to Jacobi functions. This leads
to two explicit transformations in Theorems 6.2 and 6.5. Then, in Theorem 6.7, we show that the
Wilson function transform of type I maps an orthogonal basis of polynomials in the Hilbert space
M to itself, with dual parameters.
6.1. Transformations related to Jacobi functions. The Jacobi functions, see [12], are defined
by
ϕ
(α,β)
λ (x) = 2F1
( 1
2(α+ β + 1− iλ),
1
2 (α+ β + 1 + iλ)
α+ 1
;−x
)
. (6.1)
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For x ≥ 1 we use here the unique one valued analytic continuation of the 2F1-function. The Jacobi
functions are the kernel in an integral transform pair, called the Jacobi transform, given by

(J f)(λ) =
∫ ∞
0
f(z)ϕ
(α,β)
λ (x)∆α,β(x)dx
f(x) =
1
2π
∫
(J f)(λ)ϕ
(α,β)
λ (x)dν(λ)
(6.2)
where α > −1, β ∈ R ∪ iR,
∆α,β(x) = x
α(1 + x)β,
and dν(λ) is the measure given by
1
2π
∫
g(λ)dν(λ) =
1
2π
∫ ∞
0
g(λ)|cα,β(λ)|
−2dλ− i
∑
λ∈E
g(λ)Res
µ=λ
(
cα,β(µ)cα,β(−µ)
)−1
,
cα,β(λ) =
2−iλΓ(α+ 1)Γ(iλ)
Γ
(
1
2(α+ β + 1 + iλ)
)
Γ
(
1
2(α− β + 1 + iλ)
) ,
E =
{
i(|β| − α− 1− 2j) | j ∈ Z≥0, |β| − α− 1− 2j > 0
}
.
The Jacobi polynomials P
(α,β)
n (x) are orthogonal polynomials on the interval [−1, 1] with respect
to the measure (1 − x)α(1 + x)βdx. They have an explicit expression as 2F1-series, see [1], [8]. In
this paper we need Jacobi polynomials of argument (1− x)/(1 + x). Using Pfaff’s transformation,
we find that the explicit expression for these polynomials is
P (α,β)n
(
1− x
1 + x
)
=
(α+ 1)n
n!
(1 + x)−n 2F1
(
−n,−β − n
2α
;−x
)
. (6.3)
The orthogonality relation for these polynomials reads, for ℜ(α),ℜ(β) > −1,∫ ∞
0
P (α,β)n
(
1− x
1 + x
)
P (α,β)n
(
1− x
1 + x
)
xα(1 + x)−α−β−2dx =
1
2n+ α+ β + 1
Γ(n+ α+ 1)Γ(n + β + 1)
n! Γ(n+ α+ β + 1)
δnm.
(6.4)
The following proposition gives a representation of a very-well poised 7F6-series as an integral
over a product of two 2F1-series.
Proposition 6.1. For β, µ ∈ C, ℜ(α) > 0, ℜ(γ + δ ± ρ) > 0,∫ ∞
0
2F1
(
α+ µ+ γ, α+ µ− γ
2α
;−u
)
2F1
(
α+ β + ρ, α+ β − ρ
2α
;−u
)
u2α−1(1 + u)β−δ+µdu
=
Γ(2α)Γ(2α + δ + ρ+ γ)Γ(δ + γ ± ρ)Γ(δ − γ + ρ)
Γ(α+ δ + ρ± µ)Γ(α+ δ + γ ± β)
×W (2α+ δ + γ − 1 + ρ;α+ γ + µ, α+ γ − µ, α+ β + ρ, α− β + ρ, δ + γ + ρ).
(6.5)
Proof. We start with the following formula, for ℜ(α) > 0, ℜ(γ + δ ± ρ) > 0,∫ 1
0
y2α−1(1− y)γ+δ−α−β−1 2F1
(
α+ β + ρ, α+ β − ρ
2α
;
y
1− y
)
dy
=
Γ(2α)Γ(γ + δ + ρ)Γ(γ + δ − ρ)
Γ(α− β + γ + δ)Γ(α + β + γ + δ)
.
(6.6)
20 WOLTER GROENEVELT
To prove this identity we transform the 2F1-series by Pfaff’s transformation [1, Thm.2.2.5], then we
obtain a 2F1-series that converges uniformly on [0, 1] for ℜ(ρ) < 0. We interchange summation and
integration, then the result follows from using the Beta-integral and Gauss’s summation formula [1,
Thm.2.2.2]. The condition on ρ can be removed using the symmetry in ρ and −ρ, and continuity
in ρ.
Next we write the integral in the theorem as
I =
∫ 1
0
y2α−1(1− y)δ−µ−β−2α−1
× 2F1
(
α+ µ+ γ, α+ µ− γ
2α
;
y
y − 1
)
2F1
(
α+ β + ρ, α+ β − ρ
2α
;
y
y − 1
)
dy,
where we substituted u 7→ y/(1 − y). By [4, §2.10(3)] the first 2F1-function can be expanded in
terms of 2F1-functions of argument 1− y
2F1
(
α+ µ+ γ, α + µ− γ
2α
;
y
y − 1
)
=
Γ(2α)Γ(−2γ)
Γ(α+ µ− γ)Γ(α− µ− γ)
(1− y)α+µ+γ 2F1
(
α+ γ + µ, α+ γ − µ
1 + 2γ
; 1− y
)
+
Γ(2α)Γ(2γ)
Γ(α+ µ+ γ)Γ(α− µ+ γ)
(1− y)α+µ−γ 2F1
(
α− γ + µ, α− γ − µ
1− 2γ
; 1− y
)
.
(6.7)
Observe that the second term is equal to the first term with γ replace by −γ. The integral I splits
according to this as I = Iγ + I−γ . We use formula (6.6) to evaluate Iγ . Interchanging summation
and integration, which is allowed for ℜ(α) < 12 since then the 2F1-series converges uniformly on
[0, 1], and using (6.6) leads to
Iγ =
Γ(2α)2Γ(−2γ)Γ(δ + γ + ρ)Γ(δ + γ − ρ)
Γ(α− γ + µ)Γ(α− γ − µ)Γ(α+ β + γ + δ)Γ(α − β + γ + δ)
× 4F3
(
α+ γ + µ, α+ γ − µ, δ + γ + ρ, δ + γ − ρ
2γ + 1, α + β + γ + δ, α − β + γ + δ
; 1
)
.
(6.8)
Then I = Iγ + I−γ is the sum of two balanced 4F3-functions, which by [2, §4.4(4)] can be written
as the very-well poised 7F6-series given in the proposition.
Note that the expression in (6.8) is an analytic function in α for ℜ(α) > 0. The integrand of the
integral I is analytic in α for ℜ(α) > 0, and continuous in y. So differentation with respect to α
and integration with respect to y can be interchanged, see e.g. [22, §4.2]. We see that the integral
I is an analytic function in α for ℜ(α) > 0, and therefore the condition ℜ(α) < 12 can be removed
by analytic continuation. 
Both 2F1-series in Proposition 6.1 can be considered as Jacobi functions. Using the substitutions
α 7→
1
2
(a+1− d), β 7→
1
2
(c− b), γ 7→
1
2
(a+ d− 1), δ 7→
1
2
(b+ c), µ 7→ ix, ρ 7→ iλ, (6.9)
and the definition (3.2) of the Wilson functions, the right hand side of (6.5) can be written as
Γ(1 + a− d)2Γ(a˜± iλ)Γ(1 − d˜± iλ)φλ(x; a, b, c, d).
So Proposition 6.1 gives a representation of the Wilson function as the Jacobi function transform
of a Jacobi function. From the inverse Jacobi transform we obtain the following.
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Theorem 6.2. Let ϕ(x) = ϕ
(b+c−1,c−b+1)
2x (u), u ≥ 0, and ψ(x) = sinπ(t± ix)ϕ(x), then
(Fϕ)(λ) = (1 + u)
1
2
−c˜+iλ
2F1
(
a˜+ iλ, 1 − d˜+ iλ
1 + a˜− d˜
;−u
)
, (a, b, c, d) ∈ V,
(Gψ)(λ) = C (1 + u)
1
2
−c˜+iλ
2F1
(
a˜+ iλ, 1− d˜+ iλ
1 + a˜− d˜
;−u
)
, (a, b, c, d, t) ∈ V +.
Observe that for u = 0 the first statement gives (F1)(λ) = 1.
Proof. In Proposition 6.1 we replace ρ by iλ ∈ iR. Then using the definition of the Jacobi functions
(6.1) we can write Proposition 6.1 as∫ ∞
0
(1 + u)µ−δ−β 2F1
(
α+ µ+ γ, α+ µ− γ
2α
;−u
)
ϕ
(2α−1,2β)
2λ (u)∆2α−1,2β(u)du = F (λ),
where F (λ) denotes the right hand side of (6.5). Note that from (6.7) we find for u→∞
(1 + u)µ−δ−β 2F1
(
α+ µ+ γ, α+ µ− γ
2α
;−u
)
∼ C1u
−α−β−δ−γ + C2u
−α−β−δ+γ ,
where C1 and C2 are independent of u. So for ℜ(δ± γ) > 0 we see that this function is an element
of L2([0,∞),∆2α−1,2β(u)du). Taking the inverse Jacobi transform, assuming for simplicity that the
discrete set E is empty, gives
(1 + u)µ−δ−β 2F1
(
α+ µ+ γ, α+ µ− γ
2α
;−u
)
=
1
2π
∫ ∞
0
F (λ)ϕ
(2α−1,2β)
2λ (u)
∣∣∣∣Γ(α+ β + iλ)Γ(α− β + iλ)Γ(2α)Γ(2iλ)
∣∣∣∣
2
dλ.
We write out F (λ) and ϕ
(2α−1,2β)
2λ (t) as hypergeometric functions and use the substitutions given
in (6.9), without the last substitution, then we obtain
(1 + u)
1
2
−c+ix
2F1
(
a+ ix, 1− d+ ix
1 + a− d
;−u
)
=
1
2π
∫ ∞
0
2F1
(
c˜+ iλ, c˜− iλ
b˜+ c˜
;−u
)
φλ(x)M˜ (λ)dλ.
This is the first statement in the theorem with dual parameters, and x and λ interchanged. Writing
the above integral as a contour integral (with the contour as in the proof of Proposition 4.2 with
N →∞), and using analytic continuation in the parameters a, b, c, d, the identity can be extended
to the case (a, b, c, d) ∈ V . Deforming the contour again to the real line might add a finite number
of discrete mass points.
The second statement follows from the first. We use H(x) =M(x)/ sin π(t± ix) and we use that
the function sinπ(t± ix)ϕ(x) vanishes on the infinite discrete set D+. 
We substitute µ = −α− γ − n, n ∈ Z≥0, in Proposition 6.1, then the first 2F1-series on the left
hand side of (6.5) terminates and can be written as a Jacobi polynomial by (6.3). Writing the right
hand side as Iγ + I−γ , with Iγ as in (6.8), we see that I−γ = 0 because of the factor Γ(α+γ+µ)
−1.
Now we obtain, for ℜ(α) > 0 and ℜ(γ + δ ± ρ) > 0,∫ ∞
0
u2α−1(1 + u)β−δ−α−γP (2α−1,2γ)n
(
1− u
1 + u
)
2F1
(
α+ β + ρ, α+ β − ρ
2α
;−u
)
du
=
(−1)n(2γ + 1)nΓ(2α)Γ(γ + δ + ρ)Γ(γ + δ − ρ)
n! Γ(α+ β + γ + δ)Γ(α − β + γ + δ)
× 4F3
(
−n, 2α+ 2γ + n, δ + γ + ρ, δ + γ − ρ
2γ + 1, α+ β + γ + δ, α − β + γ + δ
; 1
)
.
(6.10)
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This is Koornwinder’s formula [13, (3.3)] stating that Jacobi polynomials are mapped onto Wilson
polynomials by the Jacobi function transform. We use this formula to expand the integral in
Proposition 6.1 in terms of terminating 4F3-functions. This leads to an expansion formula for the
Wilson function.
Proposition 6.3. Let f, g ∈ C satisfy ℜ(f) > 0, ℜ(f + g) > 0, ℜ(a˜ + g) > 0, ℜ(1 − d˜ + g) > 0.
Then
φλ(x; a, b, c, d) =
∞∑
n=0
Cn(x, λ) 4F3
(
−n, a+ f + g − d+ n, f + iλ, f − iλ
f + g, b˜ + f, c˜+ f
; 1
)
× 4F3
(
−n, a− d+ f + g + n, g + a˜, g + 1− d˜
f + g, g + b˜+ c+ ix, g + b˜+ c− ix
; 1
)
,
where
Cn(x, λ) =
Γ(a− d+ f + g + 1)Γ(g + a˜)Γ(g + 1− d˜)Γ(f ± iλ)
Γ(1 + a− d)Γ(f + g)Γ(f + b˜)Γ(f + c˜)Γ(g + b˜+ c± ix)Γ(a˜± iλ)Γ(1 − d˜± iλ)
×
a+ f + g − d+ 2n
a+ f + g − d
(a+ f + g − d)n(f + g)n
n! (a+ 1− d)n
.
Proof. Let I be the integral in Proposition 6.1. We expand the first 2F1-function in I in terms of
Jacobi polynomials of argument (1− u)/(1 + u):
(1 + u)α+µ+η−σ+1 2F1
(
α+ µ+ γ, α+ µ− γ
2α
;−u
)
=
∞∑
n=0
cn P
(2α−1,2η)
n
(
1− u
1 + u
)
.
Note that from (6.7) we obtain that the left hand behaves for large t as C1u
η−σ−γ+1+C2u
η−σ+γ+1,
where C1 and C2 are independent of t. So for ℜ(η + σ ± γ) > 0 the function on the left hand side
is an element of L2
(
(0,∞), u2α−1(1+u)−2α−2η−1du
)
. We see that the expansion on the right hand
side converges uniformly for u in compact intervals. The coefficients cn are found using (6.10) and
the orthogonality relation for the Jacobi polynomials (6.4), and this gives for ℜ(α) > 0, ℜ(η) > −12 ,
and ℜ(σ + η ± γ) > 0,
cn =
Γ(2α + 2η + 1)Γ(η + σ ± γ)
Γ(2η + 1)Γ(α+ η + σ ± µ)
(2α+ 2η + 2n)
(2α+ 2η)
(−1)n(2α + 2η)n
(2α)n
× 4F3
(
−n, 2α+ 2η + n, σ + η + γ, σ + η − γ
2η + 1, α + µ+ η + σ, α− µ+ η + σ
; 1
)
From this expansion we find
I =
∞∑
n=0
cn
∫ ∞
0
u2α−1(1 + u)β−α−δ−η+σ−1P (2α−1,2η)n
(
1− u
1 + u
)
2F1
(
α+ β + ρ, α + β − ρ
2α
;−u
)
du
Using (6.10) again gives the following expansion for I, for ℜ(α) > 0, ℜ(η) > −12 , ℜ(σ+ η± γ) > 0,
ℜ(δ − σ + η + 1± ρ) > 0,
I =
Γ(2α)Γ(2α + 2η + 1)Γ(η + σ ± γ)Γ(η + δ − σ + 1± ρ)
Γ(2η + 1)Γ(α+ η + σ ± µ)Γ(α+ η + δ − σ + 1± β)
×
∞∑
n=0
2α+ 2η + 2n
2α+ 2η
(2α + 2η)n(2η + 1)n
n! (2α)n
4F3
(
−n, 2α+ 2η + n, σ + η + γ, σ + η − γ
2η + 1, α + µ+ η + σ, α − µ+ η + σ
; 1
)
× 4F3
(
−n, 2α+ 2η + n, δ − σ + 1 + η + ρ, δ − σ + 1 + η − ρ
2η + 1, α + β + η + δ − σ + 1, α− β + η + δ − σ + 1
; 1
)
.
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The proposition then follows from Proposition 6.1, the substitutions η−σ+1+δ 7→ f , η+σ−δ 7→ g
and (6.9). 
Corollary 6.4. For ℜ(f) > 0
φλ(x; a, b, c, d) =
∞∑
n=0
Cn(x, λ) 3F2
(
−n, f + iλ, f − iλ
b˜+ f, c˜+ f
; 1
)
3F2
(
−n, f − a˜, f + d˜− 1
f + c˜− c− ix, f + c˜− c+ ix
; 1
)
,
where
Cn(x, λ) =
(f + c˜− c+ ix)n(f + c˜− c− ix)n Γ(f ± iλ)
n! Γ(1 + a− d+ n)Γ(f + b˜)Γ(f + c˜)Γ(a˜± iλ)Γ(1 − d˜± iλ)
.
Proof. We use Whipple’s transformation [1, Thm.3.3.3] to write the second 4F3-function in Propo-
sition 6.3 as
(f + c˜− c+ ix)n(f + c˜− c− ix)n
(g + b˜+ c+ ix)n(g + b˜+ c+ ix)n
4F3
(
−n, a− d+ f + g + n, f − a˜, f + d˜− 1
f + g, f + c˜− c− ix, f + c˜− c+ ix
; 1
)
.
Then the corollary follows from letting g →∞, using (4.2) for the Γ-functions. 
We consider one of the 4F3-functions in Proposition 6.3 as a Wilson polynomial, then we obtain
the following Wilson function transform of a Wilson polynomial.
Theorem 6.5. Let f, g ∈ R such that g+a, g+b, g+c, g+1−d has positive real part. Furthermore,
let ϕn and ψn be the function defined by
ϕn(x) = Γ(g ± ix)Rn(x; f, b, c, g), ψn(x) = sinπ(t± ix)ϕn(x).
Then
(Fϕn)(λ) = C
−1(Gψn)(λ) =
Γ(g + a)Γ(g + b)Γ(g + c)Γ(g + 1− d)
Γ(g + b˜+ c± iλ)
(g + b)n(g + c)n
(f + b)n(f + c)n
× 4F3
(
−n, b+ c+ f + g + n− 1, g + 1− d, g + a
f + g, g + b˜+ c+ iλ, g + b˜+ c− iλ
; 1
)
.
Here we assume for F that (a, b, c, d) ∈ V , and for G that (a, b, c, d, t) ∈ V +.
Proof. We recognize the first 4F3-function in Proposition 6.3 as the Wilson polynomial Rn(λ) =
Rn(λ; f, b˜, c˜, g). We multiply byRn(λ) and integrate against the orthogonality measure dµ(λ; f, b˜, c˜, g).
Using the orthogonality relation (2.3) then gives
1
2π
∫ ∞
0
Rn(λ)φλ(x; a, b, c, d)
Γ(a˜ ± iλ)Γ(b˜± iλ)Γ(c˜± iλ)Γ(1 − d˜± iλ)Γ(g ± iλ)
Γ(±2iλ)
dλ =
Γ(g + a˜)Γ(g + b˜)Γ(g + c˜)Γ(g + 1− d˜)
Γ(g + b˜+ c± ix)
(g + b˜)n(g + c˜)n
(f + b˜)n(f + c˜)n
× 4F3
(
−n, a− d+ f + g + n, g + 1− d˜, g + a˜
f + g, g + b˜+ c+ ix, g + b˜+ c− ix
; 1
)
.
The theorem follows from this by replacing the parameters a, b, c, d by their dual parameters, and
interchanging λ and x.
Note that the integral can again be written as a contour integral. Then by analytic continuation
the result remains true when g ∈ R and the pairwise sum of a, b, c, d, g has positive real part. 
From Corollary 6.4 a similar theorem can be derived for the Wilson function transform of a
continuous dual Hahn polynomial, which is a limit case of the Wilson polynomial, see [1], [8]. We
leave this to the reader.
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6.2. The Wilson function transform of type I of an orthogonal system. Koornwinder’s
formula (6.10) shows that the Jacobi function transform maps a (bi)orthogonal system of polyno-
mials (the Jacobi polynomials) in L2
(
(0,∞),∆α,β(t)dt
)
, onto an orthogonal system of polynomials
(the Wilson polynomials) in L2
(
(0,∞), dν
)
. We show that there exists a similar formula for the
Wilson function transform of type I.
The Wilson polynomials Rn(x) = Rn(x; a, b, c, 1 − d) form an orthogonal basis for the Hilbert
space M. We show that the Wilson function transform of type I maps a Wilson polynomial Rn
onto itself, with dual parameters. The proof is based on the following proposition.
Proposition 6.6. Let L be the difference operator as in Proposition 3.1, then
(LRn)(x) = CnRn+1(x) + (C˜n + D˜n)Rn(x) +DnRn−1(x),
where
Cn =
(n+ a+ b+ c− d)(n+ a+ b)(n+ a+ c)(n + a+ 1− d)
(2n+ a+ b+ c− d)(2n + a+ b+ c− d+ 1)
,
Dn =
n(n+ b+ c− 1)(n + b− d)(n + c− d)
(2n + a+ b+ c− d)(2n + a+ b+ c− d− 1)
.
Proof. Applying the difference operator L on Rn gives
(LRn)(x) = B(−x)Rn(x+ i) +
[
A(−x) +A(x)
]
Rn(x) +B(x)Rn(x− i)
=
[
n(n+ a+ b+ c− d) +A(x) +A(−x) +B(x) +B(−x)
]
Rn(x).
Here we use the difference equation (2.4) for the Wilson polynomials Rn(x; a, b, c, 1− d). From the
explicit expressions for A(x) and B(x) we obtain
A(x) +B(x) =
(a+ ix)(b+ ix)(c+ ix)
2ix
,
and this gives
A(x) +A(−x) +B(x) +B(−x) =
(a+ ix)(b+ ix)(c + ix)− (a− ix)(b− ix)(c − ix)
2ix
= ab+ ac+ bc− x2.
Then, using the three-term recurrence relation (2.1) for the Wilson polynomials, we find
(LRn)(x) =
[
n(n+ a+ b+ c− d) + ab+ ac+ bc+ a2
]
Rn(x)− (a
2 + x2)Rn(x)
=CnRn+1(x) +DnRn−1(x)
+ [n(n+ a+ b+ c− d) + ab+ ac+ bc+ a2 − Cn −Dn]Rn(x).
Note that we use here Cn and Dn as in (2.1), but with d replaced by 1− d. A long, but straight-
forward calculation shows that
Cn +Dn + C˜n + D˜n = n(n+ a+ b+ c− d) + a
2 + ab+ ac+ bc,
and from this the proposition follows. 
Theorem 6.7. For (a, b, c, d) ∈ V , the Wilson function transform of type I of the Wilson polynomial
Rn(x) = Rn(x; a, b, c, 1 − d) is given by
(FRn)(λ) = (−1)
n (b+ c)n
(1 + a− d)n
R˜n(λ).
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Proof. We use (FRn)(λ) = limN→∞〈φλ, Rn〉N , where 〈·, ·〉N is the pairing defined in section 4.
From Proposition 4.2 we find,
lim
N→∞
〈Lφλ, Rn〉N − 〈φλ, LRn〉N = lim
N→∞
[φλ, Rn](N).
Using (4.1), (4.3), Rn(x) = O(x
2n), and applying dominated convergence, we obtain for the Wron-
skian
lim
N→∞
[φλ, Rn](N) = 0.
The Wilson function φλ is an eigenfunction of L for eigenvalue a˜
2 + λ2, so we have
(a˜2 + λ2)(FRn)(λ) = lim
N→∞
〈Lφλ, Rn〉N = lim
N→∞
〈φλ, LRn〉N =
(
F(LRn)
)
(λ).
Then from Proposition 6.6 and linearity of F , it follows that the function FRn satisfies the recur-
rence relation
(a˜2 + λ2) yn(λ) = Cn yn+1(λ) + (C˜n + D˜n) yn(λ) +Dn yn−1(λ). (6.11)
From R−1(x) = 0, we obtain (FR−1)(λ) = 0. By Theorem 6.2 we have (FR0)(λ) = (F1)(λ) = 1,
so we find from the recurrence relation that (FRn)(λ) = Pn(λ). Here Pn(λ) is a polynomial in
λ2 of degree n satisfying the three-term recurrence relation (6.11), with initial values P−1(λ) = 0
and P0(λ) = 1. From the recurrence relation for R˜n(λ) = Rn(λ; a˜, b˜, c˜, 1 − d˜) it follows that
Pn(λ) = (−1)
n (b+c)n
(1+a−d)n
R˜n(λ). 
Remark 6.8. Theorem 6.7 gives in fact a new proof for the unitarity of F , since an orthogonal basis
in M is mapped to an orthogonal basis in M˜ with the same norm. Note that Theorem 4.12 is not
used to proof Theorem 6.7.
Theorem 6.7 can be considered as the q = 1 analogue of [21, Prop.4.1], which is used by Stok-
man to obtain an expansion of the Askey-Wilson function in Askey-Wilson polynomials, see [21,
Thm.4.2]. So one might expect that from Theorem 6.7 a similar expansion can be proved for the
Wilson functions. However, if we formally expand
φλ(x; a, b, c, d) =
∞∑
n=0
dn(x, λ)Rn(x; a, b, c, 1 − d)Rn(λ; a˜, b˜, c˜, 1− d˜),
and we calculate dn(x, λ) using Theorem 6.7 and the orthogonality relation for the Wilson poly-
nomials, we find an expansion that in general does not converge, but it does converge if x ∈ D,
or λ ∈ D˜. The convergence of the expansion formula for the Askey-Wilson functions is due to a
Gaussian factor qm(m+1)/2, 0 < q < 1. In the limit q → 1 this factor disappears.
From Theorem 6.7 we can also find the Wilson function transform of type II of a Wilson poly-
nomial.
Theorem 6.9. For (a, b, c, d, t) ∈ V +, the Wilson function transform of type II of the Wilson
polynomial Rn(x) = Rn(x; a, b, c, 1 − d) is given by
(GRn)(λ) = (−1)
n (b+ c)n
(1 + a− d)n
sinπ(t˜± iλ)√
sinπ(a+ t) sinπ(b+ t) sinπ(c+ t) sinπ(1− d+ t)
R˜n(λ).
Proof. From Theorem 6.7 we obtain(
G sinπ(t± ix)Rn
)
(λ) = (−1)n
C (b+ c)n
(1 + a− d)n
R˜n(λ).
Taking the inverse of this gives
(G˜R˜n)(x) = (−1)
n (1 + a− d)n
C (b+ c)n
sinπ(t± ix)Rn(x).
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Replacing all parameters by their dual and interchanging x and λ then gives the statement in the
theorem. 
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