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iAbstract
UNIVERSITY OF SOUTHAMPTON
SCHOOL OF OCEAN AND EARTH SCIENCE
Doctor of Philosophy
Marine Optics: Field Radiometry
by Giuseppe Zibordi
In situ optical radiometric methods for the determination of seawater apparent opti-
cal properties are comprehensively addressed with the ¯nal objective of quantifying
measurement uncertainties for remote sensing applications. Emphasis is placed on the
presentation and assessment of calibration and measurement protocols in combina-
tion with schemes for the minimization of instrument, deployment and environmental
perturbing e®ects. Speci¯c investigations deal with the determination of the uncer-
tainties produced by the non ideal cosine response of irradiance sensors in the nor-
malization of the water{leaving radiance, the quanti¯cation of the immersion factors
for both in{water radiance and irradiance sensors, the estimate of perturbing e®ects
by deployment superstructures, self-shading and surface roughness for in{water mea-
surements. Applications of in situ optical radiometric measurements, including the
development of algorithms for the determination of the concentration or the apparent
optical properties of seawater optically signi¯cant constituents from remote sensing
data, and additionally the validation of primary remote sensing radiometric products,
are also addressed and discussed in relation to the uncertainty of radiometric data.
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Introduction
Optical oceanography considers the sea from an optical standpoint and is
... a special branch of oceanography. The subject is chie°y physical, and
aspires to employ strict de¯nitions of the quantities measured.
Nils Jerlov, 1976.
Marine optics investigates the interaction of light with seawater and makes use of
optical radiometry for characterizing the radiance and irradiance ¯elds. The principles
of marine optical radiometry were already established in the 1930s. However, for
several decades radiometric measurements were mostly qualitative because of the
relatively poor technology available for the design of optical instruments, the low
accuracy of calibration sources, and the lack of consolidated measurement protocols.
Quantitative marine optical radiometry grew signi¯cantly in the 1960s with the
availability of new sensor technologies and accurate absolute calibration sources.
Within the framework of the ¯rst satellite ocean color mission (i.e., the Coastal Zone
Color Scanner (CZCS)), marine optical radiometry showed its relevance for oceano-
graphic applications through the production of measurements for the development of
algorithms linking satellite derived data to optically signi¯cant seawater components.
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Further developments were driven by the need to reduce the uncertainties in ¯eld
measurements for their application in advanced bio-optical modelling, in vicarious
calibration of satellite sensors, and in validation of space derived radiometric prod-
ucts. The frameworks for these developments were the recent space missions for the
global mapping of marine biomass (through the Sea-viewing Wide Field-of-view Sen-
sor (SeaWiFS), the Moderate Resolution Imaging Spectroradiometer (MODIS), the
Global Imager (GLI) and Medium Resolution Imaging Spectrometer (MERIS)).
In response to this need, the work presented herein addresses the major topics rele-
vant to marine optical radiometry aiming at an assessment of the overall radiometric
uncertainties. After a general introduction on marine optics and radiometry, the
objective is pursued by: (i) addressing the problem of in-air absolute radiometric cal-
ibration, investigating non-cosine response of collectors for irradiance measurements
and characterizing the wet response of in{water radiometers; (ii) discussing meth-
ods and requirements for the deployment of ¯eld radiometers and for data analysis;
and (iii) investigating techniques for the removal of artifacts produced by instrument
self-shading, deployment superstructures, bottom e®ects and surface roughness. The
implication of radiometric uncertainty is then discussed through the application of
quality assured data to the development of algorithms for the quanti¯cation of sea-
water constituents and the validation of satellite derived products.
The overall outcome represents a synthesis of the state of the art in marine op-
tical radiometry resulting from the combination of pre-existing studies made by the
author and new speci¯c research aimed at resolving open issues. Each major topic is
addressed in a separate chapter providing a view of the problem, and a review of the
literature, as well as a description of the investigation and results.
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Marine Optics and Radiometry
Radiometry is a system of concepts, terminology, mathematical relation-
ships, ... instruments, and units ... devised to describe and measure radi-
ation and its interaction with matter.
Ross McCluney, 1994.
Optical radiometry is the science of measuring radiant energy in the spectral region
of the electromagnetic spectrum ranging from the ultraviolet to the infrared. It had
early developments in the 1730s with the work of Bauger and Lambert (Johnston,
2001) who attempted measurement of light with photometers (i.e., radiometers with
sensitivity comparable to that of the human eye). These studies led to the formulation
of basic theories like the law of addition, the inverse square law and the cosine law of
illumination (Lambert, 1760). Despite the maturing of experimental know-how since
these early studies, ¯rst results in measuring the marine light were not obtained until
the 1920s with the design and application of underwater instruments (Atkins and
Poole, 1933; Jerlov and Liljequist, 1938; Pettersson and Landberg, 1934) following
the development of photoelectric cells. At the same time signi¯cant progress was
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also made in understanding marine optical processes (Shuleikin, 1933), in producing
theories to describe quantitatively the light ¯eld (Gershun, 1939) and in de¯ning
fundamental laws and methods for in-water optics (Le Grand, 1939). This rapid
development was subsequently slowed for several decades by technical constraints in
the production of absolute radiometric measurements (see the historical summaries
in Tyler and Smith (1969) and Jerlov (1976)).
Starting from the 1960s, in conjunction with a reinvigorated theoretical e®ort
(Jerlov, 1976; Tyler, 1977), marine optics took large bene¯t from quantitative ra-
diometry due to technological developments in the production of absolute sources
and light detectors. In the 1980s and 1990s, with the introduction and expansion
of space technologies for the remote observation of the color of the sea to map the
marine phytoplankton biomass at a global scale, marine optics gained a new impetus
leading to the achievement of unprecedent accuracy in measurements and simulation
of radiative processes (Kirk, 1994; Mobley, 1994; Spinrad et al., 1994).
This chapter, with the aim of underpinning the more technical information dis-
cussed later on, provides a general overview of optical radiometry and marine optics
by supplying at ¯rst the physical de¯nitions of radiometric quantities, hence an in-
troduction to radiative processes, and ¯nally a brief overview of marine radiometers.
2.1 De¯nitions
Terminology and notations describing the radiative transfer processes and relevant op-
tical properties of media, may vary across the di®erent ¯elds of radiometry. Within
marine optics, terminology generally makes reference to Morel and Smith (1982).
These authors, following the basic rules given by the International System of Units
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(Sisteme Internationale or SI) and the International Commission on Illumination
(Commission Internationale de l' Eclairage or CIE), proposed: (i) fundamental terms
for in-water optics by extending the terminology already proposed by the Interna-
tional Association on Physical Oceanography (IAPO) as published by Jerlov (1968,
1976); and, (ii) general terms already accepted and commonly used by the scienti¯c
community, such as those introduced by Preisendorfer (1960, 1976) to identify and
distinguish apparent and inherent optical properties of natural waters.
2.1.1 Radiometric Quantities
Common radiometric quantities are the radiant energy, radiant flux, irradiance
and radiance.
Radiant energy, ¨, in units of J, is the fundamental radiometric quantity which
indicates the amount of energy propagating onto, through, or emerging from a spec-
i¯ed surface of given area in a given element of time.
Radiant flux, ©, in units of W, is the time rate °ow of radiant energy
© =
d¨
dt
(2.1.1)
where d¨ is an element of radiant energy and dt an element of time.
Irradiance, E, in units of W m¡2, is the area density of radiant °ux
E =
d©
ds0
(2.1.2)
where d© is the element of radiant °ux and ds0 is an element of area at the surface.
Thus, irradiance is a function of position on a speci¯ed surface.
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Radiance, L, in units of W m¡2 sr¡1, is the area and solid angle density of radiant
°ux
L =
d2©
d!ds
=
d2©
d!ds0cosµ
(2.1.3)
where ds = ds0cosµ is a quantity called projected area in the direction of propagation
onto the plane perpendicular to this direction, d! is an element of solid angle in the
speci¯ed direction and µ is the angle between this direction and the normal to the
surface at the speci¯ed point (see Fig. 2.1). Thus radiance is a function of both
position and direction. The integral of all radiance elements over a solid angle ­,
gives the irradiance.
Figure 2.1: Concept of radiance.
The solid angle, which is a basic quantity in radiomery, is formed by the straight
lines from a single point (the vertex) and it is de¯ned as the area intercepted on the
surface of a unit hemisphere centered at the vertex (Wyatt, 1978). Considering the
element of solid angle d! in units of sr in spherical coordinates on a unitary sphere,
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with Á and µ indicating the azimuth and zenith angles,
d! =
ds
r2 = sinµdµdÁ; (2.1.4)
the solid angle ­ is determined by integrating d! according to
­ =
Z 2¼
0
Z µ
0
sinµdµdÁ = 2¼(1 ¡ cos£) (2.1.5)
where £ is half-angle of the circular cone de¯ning ­.
Irradiance and radiance are commonly expressed as spectral quantities. Spectral
irradiance, E(¸), in units of W m¡2 nm¡1, is the spectral concentration of irradiance
E(¸) =
dE
d¸
=
d2©
ds0d¸
: (2.1.6)
Spectral radiance, L(¸), in units of W m¡2 sr¡1 nm ¡1, is the spectral concen-
tration of radiance
L(¸) =
dL
d¸
=
d3©
d!ds0cosµd¸
: (2.1.7)
The fundamental relationship linking E(¸) and L(¸) for a point at the surface on
which they are de¯ned is
E(¸) =
Z
­
L(µ;Á;¸)cosµd!: (2.1.8)
When considering the whole hemispherical solid angle, i.e., ­ = 2¼,
E(¸) =
Z 2¼
0
Z ¼=2
0
L(µ;Á;¸)cosµsinµdµdÁ: (2.1.9)
If L(µ;Á;¸) is constant (i.e., isotropic) over the range of integration, then
E(¸) = ¼L(¸): (2.1.10)
Relevant to marine optics is the law of radiance invariance at an interface. This
describes the change in radiance distribution across two media of refractive indices
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Figure 2.2: Geometry of light refraction.
n1 and n2, assuming radiance is not absorbed or scattered at the interface between
the two media. Explicitly, if ½ is the re°ectance for the given angle of incidence
at the interface for the radiance L1 in the medium with refractive index n1, then
the fraction of radiance that enters the medium with refractive index n2 is L2 =
(1 ¡½)L1(n2
2=n2
1). Following McCluney (1994) and making reference to Fig. 2.2, this
can be demonstrated by introducing the elements of °ux d©1 and d©2 for the radiance
terms L1 and L2
d©1 = L1 cosµ1 ds d!1 = L1 ds cosµ1 sinµ1 dµ1 dÁ (2.1.11)
and
d©2 = L2 cosµ2 ds d!2 = L2 ds cosµ2 sinµ2 dµ2 dÁ: (2.1.12)
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The element of transmitted °ux is then
(1 ¡ ½)d©1 = (1 ¡ ½)L1dscosµ1sinµ1dµ1dÁ: (2.1.13)
Being (1 ¡ ½)d©1 = d©2 for conservation of energy,
(1 ¡ ½) L1 cosµ1 sinµ1 dµ1
L2 cosµ2 sinµ2 dµ2
= 1: (2.1.14)
Now di®erentiating Snell's law with respect to angles (Snell's law provides the rela-
tionship linking the angle of incidence and refraction for rays crossing media with
di®erent refractive indices),
sinµ1
sinµ2
=
cosµ1 dµ1
cosµ2 dµ2
=
n2
n1
: (2.1.15)
Combining (2.1.15) with (2.1.14)
(1 ¡ ½)L1
n2
1
=
L2
n2
2
: (2.1.16)
This relationship states that when ignoring re°ection losses (i.e., ½ = 0), the ratio
L=n2 remains invariant for a light beam crossing the interface between two media
with di®erent refractive indices.
Speci¯c spectral radiometric quantities of relevance for marine optics are the up-
welling radiance Lu(z;¸) at depth z and wavelength ¸, the downward irradiance
Ed(z;¸), and the upward irradiance Eu(z;¸). Additional radiometric quantities are
the scalar upward and downward irradiance E0u(z;¸) and E0d(z;¸) which result from
the integral of radiance contributions over a hemispheric surface (di®erent from the
plane surface considered in Eq. 2.1.8 for irradiance). These latter quantities, in units
of W m¡2 nm¡1, indicate the volume density of radiant °ux. They are related to
Ed(z;¸) and Eu(z;¸), and sometimes are used to describe the in-water light ¯elds
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(Aas and H¿jerslev, 1999; Voss, 1989). They however are not considered in the fol-
lowing chapters focussed on the marine radiometric quantities more strictly related
to remote sensing applications.
2.1.2 Optical Properties of Seawater
Following Preisendorfer (1960, 1976), the optical properties of seawater are divided
into inherent and apparent. Inherent optical properties (IOP's) are those depending on
the medium only and not on the illumination conditions. Apparent optical properties
(AOP's) are those depending on both IOP's and illumination conditions.
a. Inherent Optical Properties
The most common IOP's are the spectral absorption coe±cient, scattering coef-
¯cient, beam attenuation coe±cient, single scattering albedo, volume scattering func-
tion, back-scattering coe±cient, scattering phase function.
The absorption coe±cient, a(¸) in units of m¡1, is the absorbance (i.e., the ratio of
the absorbed to incident spectral radiant °ux of a narrow collimated monochromatic
beam in a elementary volume of a given medium) per unit distance.
The scattering coe±cient, b(¸) in units of m¡1, is the scatterance (i.e., the ratio of
the scattered to incident spectral radiant °ux of a narrow collimated monochromatic
beam in a elementary volume of a given medium) per unit distance.
The beam attenuation coe±cient, c(¸) in units of m¡1, is given by
c(¸) = a(¸) + b(¸): (2.1.17)
The single scattering albedo, !0(¸), is dimensionless and given by
!0(¸) = b(¸)=c(¸): (2.1.18)
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The volume scattering function, ¯(Ã;¸) in units of m¡1 sr¡1, is the scattered
intensity per unit incident irradiance per unit volume with Ã indicating the angle of
scattering with respect to the direction of the incident light. The scattering coe±cient,
b(¸), is obtained by integrating ¯(Ã;¸) over all directions
b(¸) =
Z
­
¯(Ã;¸)d! = 2¼
Z ¼
0
¯(Ã;¸)sinÃdÃ: (2.1.19)
When restricting the integration of ¯(Ã;¸) to the interval ¼=2 · Ã · ¼, the result
provides the back-scattering coe±cient, bb(¸) in units of m¡1.
Additional relevant IOP is the scattering phase function, e ¯(Ã;¸) in units of sr¡1,
which provides the angular distribution of the scattered light and is given by
e ¯(Ã;¸) = ¯(Ã;¸)=b(¸): (2.1.20)
b. Apparent Optical Properties
Frequently measured and applied AOP's are the spectral irradiance re°ectance,
remote sensing re°ectance, normalized water-leaving radiance, di®use attenuation co-
e±cient and the so called Q-factor.
The dimensionless irradiance re°ectance at depth z, R(z;¸), de¯ned as the ratio
of upward to downward irradiance, is given by
R(z;¸) = Eu(z;¸)=Ed(z;¸) (2.1.21)
The value of R(z;¸) at the so called depth z=0¡ just below the water surface, i.e.,
R(0¡;¸), has particular relevance in marine optics and is determined using Eu(0¡;¸)
and Ed(0¡;¸) obtained from the extrapolation to z=0¡ of the log-transformed Eu(z;¸)
and Ed(z;¸) measured at multiple depths z, respectively.
The remote sensing re°ectance, Rrs(¸) in units of sr¡1, is de¯ned as
Rrs(¸) = LW(¸)=Ed(0
+;¸) (2.1.22)
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where LW(¸) is the so called water-leaving radiance in units of W m¡2 nm¡1 sr¡1,
i.e., the radiance leaving the sea and quanti¯ed just above the surface, and Ed(0+;¸)
the above water downward irradiance. In practice LW(¸) is determined as
LW(¸) = 0:543 ¢ Lu(0
¡;¸) (2.1.23)
where the factor 0:543 (Jerlov and Nielsen, 1974) accounts for the reduction in ra-
diance from below to above the water surface (mostly due to the change in the re-
fractive index at the air{water interface), and Lu(0¡;¸) is the upwelling radiance just
below the water surface extrapolated from log-transformed Lu(z;¸) values at multiple
depths z.
The normalized water leaving radiance, Lwn(¸) in units of W m¡2 nm¡1 sr¡1, is
then de¯ned as
Lwn(¸) = Rrs(¸)ES(¸) (2.1.24)
with ES(¸) average extra-atmospheric sun irradiance.
This normalization process removes from LW(¸) the e®ects of illumination condi-
tion dependent from the sun zenith angle and the atmospheric transmittance (Mueller
and Austin, 1995). Speci¯cally, for both remote sensing re°ectance and normalized
water-leaving radiance, the minimization of the e®ects of illumination condition is ob-
tained through normalization with respect to the above-water downward irradiance.
The di®use attenuation coe±cient, Kd(¸) in units of m¡1, indicates the extinction
of irradiance in the water column and is determined as the slope term from the
regression of the log-transformed Ed(z;¸) as a function of depth z.
The Q-factor, Q(µ;Á;z;¸) in units of sr, quanti¯es the light distribution in the
water and is the ratio of the upward irradiance to the upwelling radiance in the generic
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direction (Á;µ). Commonly used quantity in marine optics is Qn(0¡;¸), the Q-factor
at nadir view and depth 0¡, de¯ned as
Qn(0
¡;¸) = Eu(0
¡;¸)=Lu(0
¡;¸): (2.1.25)
2.2 Radiative Transfer
Early studies on radiative transfer processes in generic absorbing and scattering media
are dated back to the 1880s (Lommel, 1889). However, even though extensive treatises
were written in the 1950s (Chandrasekhar, 1950; Sobolev, 1956), the ¯rst comprehen-
sive work addressing radiative transfer in natural waters came when Preisendorfer
(1960) combined theories on extintion processes with Gershun's studies (Gershun,
1939) on in-water geometric optics. Since then various solutions of the radiative
transfer equation have been proposed and applied to marine and lake waters. Trea-
tises on radiative transfer in seawater are given in Preisendorfer (1976), Shifrin (1988)
and Mobley (1994). Thus, the only general concepts are mentioned here.
2.2.1 The Radiative Transfer Equation
Light processes in a medium are mostly governed by absorption and scattering, and
can be described through the integral-di®erential equation of radiative transfer. In a
plane parallel medium, excluding inelastic processes, the radiative transfer equation
is given by
cos µ
dL(z;Á;µ;¸)
dz
= ¡c(z;¸)L(z;Á;µ;¸)+
Z
4¼
e ¯(z;Á
0;µ
0;¸) ¡! µ;Á)L(z;Á
0;µ
0;¸)d!
0
(2.2.1)
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where d!0 = sinµ0dµ0dÁ0, c is the beam attenuation coe±cient, and e ¯ is the scat-
tering phase function. The ¯rst term on the right side represents the loss by scattering
and absorption of radiance L in the direction (µ;Á), while the second term provides the
gain in radiance due to scattering contributions from all other directions (µ0;Á0) into
the direction (µ;Á). Comprehensive presentation of the various solutions proposed for
the radiative transfer equation are given in Lenoble (1986) and Walker (1994), while
Mobley et al. (1993) presented a comprehensive intercomparison of various computer
codes applied to simulate the underwater light ¯eld.
2.2.2 Monte Carlo Methods
Relevant for studies related to radiometric measurements, is the capability of pro-
ducing numerical solutions of the radiative transfer equation which allows for sim-
ulating processes in three dimensional systems including complex geometries, like
those involving the use of instruments having various shapes or of generic deploy-
ment platforms. This can be accomplished with Monte Carlo methods based on the
concept that, by knowing the probability of occurrence of each individual event in
a sequence, the probability of occurrence of the whole sequence of events can be
determined. In the case of marine processes the di®erent events are represented by
following the history of a very large number of photons beginning with their entry
at the top of the atmosphere, travelling a given distance before interacting with the
medium (i.e., air or water) and then being absorbed or scattered (Mobley, 1994). If
the photon is absorbed, it is removed from the process. If it is scattered, its scattering
angle is determined through the scattering phase function, the new travel distance to
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next interaction is computed, and the process is repeated. This solution, called For-
ward Monte Carlo because the photons are traced forward in time, is however very
ine±cient. In fact, most of the photons generated in the simulation process never
reach the sensor and are consequently lost. Because of this, Backward Monte Carlo
methods were introduced to more e±ciently address radiative transfer processes in
atmosphere-ocean systems. These methods trace the photon path back from the de-
tector to the source as a time-reversal problem. Computational e±ciency is optimized
by assuming each photon is a packet of photons whose weight, initially assumed 1, is
decreased after each interaction with the medium. Speci¯c examples of application of
Monte Carlo methods to marine radiometric problems are the studies on self-shading
of underwater sensors (Doyle and Voss, 2000; Gordon and Ding, 1992; Leathers et al.,
2001; Piskozub et al., 2000) and on shadowing perturbations by deployment plat-
forms (Doyle and Zibordi, 2002; Gordon, 1985; Zibordi et al., 1999). This latter case
is analyzed in Chapter 7.
2.3 Marine Radiometers
A modern radiometer is composed of at least three basic components: (i) the optics
which collect the light through an aperture, spectrally ¯lter or disperse the light,
and focus it on a ¯eld stop; (ii) the detector which transduces the light received
through the ¯eld stop into an electrical signal; (iii) the analog to digital converter
which translates the analog output of the detector (typically a voltage or a current)
into a digital number. The major characteristics identifying the performance of a
radiometer are: (i) the responsivity de¯ned as the output per input of incident light;
(ii) the detectivity de¯ned as the responsivity divided by the root mean square (rms)
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noise of the detector output; (iii) the operational range de¯ned by the maximum
incident radiation saturating the detector's output.
Commercial instruments for marine optical radiometry embrace a wide range of
technical speci¯cations and can be separated into two major groups: in{ and above{
water systems. In{water systems provide radiance and irradiance measurements at
di®erent depths (¯xed in case of moorings or continuous in the case of winched or
free-fall systems) commonly used for the determination of the subsurface values of the
various seawater apparent optical properties. Above{water systems generally provide
measurements of the total radiance leaving the sea and of the di®use radiance from
the sky, and are commonly used to determine the normalized water-leaving radiance
or alternatively the remote sensing re°ectance.
This section provides general introductory elements on a sample of commercial
radiometers widely used in marine optics. No insight is given on recent systems like
the New Upwelling Radiance Distribution System (NURADS), a unique 2¼ imaging
system used to map the in water radiance ¯eld (Voss and Chapin, 2005), or the
hyperspectral above{water radiometers used to produce high resolution spectra of
Lwn(¸) (Ruddick et al., 2006). It is however emphasized that the principles and
methods discussed in the following chapters equally apply to these recent systems as
to the more classical radiometers.
2.3.1 In-water radiometers
The ¯rst successful in-water measurement of light is dated back to the early 1920s
(Shelford and Gail, 1922). Since then, technological developments led from the de-
ployment of a single sensor at a ¯xed depth to the capability of in-water pro¯ling
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with a suite of multiple sensors for a comprehensive characterization of the spectral
light ¯eld in the water column.
The in{water radiometric measurement methods currently adopted by the scien-
ti¯c community are mostly derived from that proposed by Smith and Baker (1984,
1986). This method, which combines achievements of former experimental studies
(Dera et al., 1972; Jerlov, 1968), has signi¯cantly in°uenced the design of in-water
radiometers in the last two decades. Basically, the method requires measurements
to be collected in the water column at di®erent depths, in combination with above-
water downward irradiance data. The in{water radiometric measurements are used
to extrapolate values to 0¡ depth (i.e., just below the water surface). Above{water
downward irradiance data are used to minimize the e®ects of illumination changes on
in{water radiometric measurements during data collection.
a. Wire Stabilized Pro¯ling Environmental Radiometer
The Wire Stabilized Pro¯ling Environmental Radiometer (WiSPER) is an example of
in{water optical pro¯ler (see Fig. 2.3). This is a winched system deployed through a
custom-built pro¯ling rig which provides Lu(z;¸), Eu(z;¸) and Ed(z;¸) in seven spec-
tral bands 10 nm wide in the 400{700 nm interval (Zibordi et al., 2004c). The system
is equipped with OCI-200 and OCR-200 ocean color radiometers manufactured by
Satlantic Inc.(Halifax, Canada): an OCR-200 with in-water 20 degrees full-aperture
¯eld-of-view for Lu(z;¸) measurements; two OCI-200 with independent collectors for
each channel for Ed(z;¸) and Eu(z;¸) measurements; and an additional OCI-200
operating in air for above{water Ed(0+;¸) measurements. System control and data
logging are ensured through RS-232 or RS-422 serial links. A detailed description of
in{water methods is given in Chapter 6.
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Figure 2.3: The WiSPER system: a. view of the WiSPER pro¯ling rig before deploy-
ment (two taut wires anchored between the deployment platform on a ¯xed oceano-
graphic tower and a weight on the sea bottom maintain stable the system during
deployment); b. close view of the three in{water sensor heads for Lu(z;¸), Eu(z;¸)
and Ed(z;¸) measurements; c. close view of the in-air sensor head for Ed(0+¸) mea-
surements.
b. The micro-Pro¯ler
The micro-Pro¯ler (microPro) system manufactured by Satlantic Inc. is an example
of a tethered free-fall instrument (see Fig. 2.4). It can be deployed at some distance
from superstructures (generally ships) and produces pro¯le data at 6 Hz sampling
rate with a minimum deployment speed of 0.2-0.3 m s¡1. The pro¯ler is equipped
with three OCR-507 radiometers, two attached on the ¯ns and one on the nose, which
provide the capability of measuring Lu(z;¸), Ed(z;¸) and Eu(z;¸), respectively, in
seven spectral bands 10 nm wide in the 400-700 nm range. An additional in-air OCR-
507 radiometer is used to produce Ed(0+¸) data. Tilt sensors provide information on
the system stability during pro¯ling.
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Figure 2.4: The microPro system: a. view of the pro¯ler before deployment; b. close
view (device on the right) of the in-air sensor head for Ed(0+¸) measurements (the
device on the left is an in{air OCI-200 sensor head equipped with a shadow-band
radiometer used to collect total and di®use downward irradiance data); c. view of
microPro at the sea surface just before its release.
Peculiarity of this system is its reduced size and the small cross section of ra-
diometers which minimize the self-shading perturbations (Gordon and Ding, 1992).
In particular the diameter of the OCR-507 radiometers is only 2.5 inch, approximately
2/3 of the OCI-200 or OCR-200 radiometer series installed on WiSPER. System con-
trol and data logging are ensured through RS-232 and RS-422 serial links.
2.3.2 Above-Water Radiometers
Above{water radiometry, when compared to the more consolidated and widely used
in{water radiometry, is a relatively new technique in marine optics. Early above{
water radiometric methods were reported by Morel (1980), and, Carder and Steward
(1985). Extensive use of above-water radiometry started in the second half of the
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1990s. Relevant contributions to the re¯nement of the early methods came with the
theoretical work of Mobley (1999) and the experimental activities of Hooker et al.
(2002b, 2004) and Zibordi et al. (2002b, 2004d). Almost all published methods ad-
dress the production of water-leaving radiance data, LW, from measurements of the
total radiance from the sea, LT, (which includes water{leaving, sky{glitter and sun{
glint contributions) and of the di®use radiance from the sky (i.e., sky radiance), Li.
a. The SeaWiFS Surface Acquisition System
The SeaWiFS Surface Acquisition System (SeaSAS) is an example of manned above
water radiometer system (see Fig. 2.5). This, manufactured by Satlantic Inc., was
designed to measure the total radiance from the sea, LT(';Á;¸), at relative azimuth '
with respect to the sun azimuth and viewing angle µ, and the sky radiance, Li(';µ0;¸),
at viewing angle µ0, with seven-channel OCR-200 radiometers having 6 degrees full-
angle ¯eld-of-view (Hooker et al., 2004). A separate sensor (an OCI-200 not shown
in Fig. 2.5) is used to measure the above water downward irradiance, Ed(0+;¸), as
required for the minimization of perturbations produced by changes in illumination
conditions during measurements. The system is equipped with tilt sensors to ac-
curately determine the pointing geometry and to monitor the stability of the frame
hosting the radiometers. The system is manually operated and data are commonly
acuired with µ = 40 degrees and 90 · ' · 135 degrees. System control and data
logging is ensured through RS-422 serial link.
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Figure 2.5: The SeaSAS: view of the radiometers for LT(¸;µ;Á) (left unit) and
Li(¸;µ0;Á) (right unit) measurements.
b. The SeaWiFS Photometer Revision for Incident Surface Measurements
The SeaWiFS Photometer Revision for Incident Surface Measurements (SeaPRISM)
is an example of autonmous above{water radiometer systems (see Fig. 2.6). This,
manufactured by CIMEL Electronique (Paris, France), measures: (i) the direct sun
irradiance, Es(Á0;µ0;¸), as a function of sun azimuth, Á0, sun zenith, µ0, and wave-
length, ¸, as required for the retrieval of the atmospheric optical thickness; (ii) the
sky radiance, Li(Á;µ;¸), in a wide range of angles identi¯ed by the azimuth plane, Á,
and by the viewing angle, µ, as required for the retrieval of the atmospheric scatter-
ing phase function; and (iii) the total radiance above the sea surface, LT(';µ;¸), and
the sky radiance, Li(';µ0;¸), with the speci¯c geometry required for the retrieval of
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Figure 2.6: The SeaPRISM system: a. view during the execution of Li(Á;µ0;¸)
measurements; b. view during the execution of LT(';µ;¸) measurements.
the water-leaving radiance, LW(¸) (Hooker et al., 2004; Zibordi et al., 2004a). Mea-
surements are performed with a 1.2 degrees full-angle ¯eld-of-view in eight channels
within the 340{1020 nm spectral range suitable for atmospheric aerosol measurements
and ocean color applications.
Independent sun{ , sky{ , and sea{viewing scenarios identify the data collec-
tion sequences for direct sun irradiance, sky radiance and sea radiance respectively.
An autonomous transmission capability, relying on collection systems onboard geo-
stationary satellites, permits near real time data handling within the framework of
the ocean color component (Zibordi et al., 2006c) of the Aerosol Robotic Network
(AERONET-OC) of SeaPRISM system. More details on above{water methods are
given in Chapter 6.
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2.4 Summary
Terminology used in marine optical radiometry to identify seawater optical properties
follows the general separation between inherent (i.e., absorption coe±cient, a; scat-
tering coe±cient, b; and volume scattering function, ¯) and apparent (i.e., irradiance
re°ectance, R; normalized water-leaving radiance, Lwn; remote sensing re°ectance,
Rrs; di®use attenuation coe±cient, Kd) optical properties. The former depend on
the properties of the medium only, while the latter depend on both the illumination
conditions and the properties of the medium.
Marine optical radiometry had early experimental developments in the 1920s and
the understanding of marine optical processes signi¯cantly grew in the following
decades. In contrast, comprehensive descriptions of the in-water radiative transfer
processes were only formulated in the 1960s and coincided with the assessment of
quantitative in-water radiometry.
Instruments for marine optical radiometry embrace a wide range of technical spec-
i¯cations and can be separated into two major groups: in{ and above{water systems.
In{water systems provide radiance and irradiance measurements at di®erent depths
and are commonly used for the determination of the subsurface values of the various
seawater apparent optical properties. Above{water systems generally provide mea-
surements of the total radiance leaving the sea and of the sky radiance, commonly
used to determine the normalized water-leaving radiance or alternatively the remote
sensing re°ectance.
The e±cacy of state of the art radiometers in support of marine optics is depen-
dent on a comprehensive understanding of calibration requirements, measurement
protocols and uncertainties, which are all addressed in the following chapters.
23Chapter 3
Absolute Radiometric Calibration
Radiometry (or spectroscopy) is concerned with the transfer of optical ra-
diation between a target source and its associated background, through the
intervening medium, to a receiver or detector of optical radiant energy.
The problem is to determine the quantity and quality of energy or °ux
°owing in a beam of radiation.
Clair Wyatt, 1978.
1Measurement is the process by which di®erent states of a physical quantity are
compared. Absolute measurements are possible through comparisons with a standard
of the given physical quantity. Thus, the absolute calibration of measuring instru-
ments in principle allows for determining physical quantities independently of the
particular instrument applied in the data collection.
Accurate absolute calibration of ¯eld radiometers is a major requirement to sup-
port development of bio-optical algorithms for natural waters, vicarious calibration
of space data (i.e., the indirect calibration of data using in situ measurements) and
1The material presented and discussed in this chapter was partly published in Voss and Zibordi
(1989).
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validation of ocean color remote sensing radiometric products resulting from the at-
mospheric correction of top-of-the-atmosphere radiances (Sturm and Zibordi, 2002;
Zibordi et al., 1990). Speci¯cally, some space agencies have de¯ned a maximum 5%
uncertainty for top-of-atmosphere radiance corrected for atmospheric perturbations.
This threshold was chosen to guarantee the determination of the concentration of
chlorophyll a, Chla, { which is a proxy for phytoplankton biomass { with uncer-
tainties of approximately 35% in oceanic waters (McClain et al., 2004). This means
that when vicarious calibration processes are applied, or the accuracy of space derived
products is assessed, the overall uncertainty budget of in situ measurements should be
below 5%. This is possible when each factor contributing to the overall uncertainty
budget (including calibration terms, deployment perturbations and environmental
e®ects) has an uncertainty typically lower than 1%.
Early steps in de¯ning standards for radiometric calibrations are associated with
the National Physical Laboratory (NPL) in England and later on with the U.S. Na-
tional Bureau of Standards (NBS), currently National Institute for Standards and
Technology (NIST). These studies led to the development of a primary standard, the
Electrically Calibrated Pyroelectric Radiometer (ECPR) having 1% uncertainty in
the measurement of radiant power from 0.1 to 100 mW over the wavelength range
of 0.25{10 ¹m (Hengstberger, 1989). This primary standard is now used for the
absolute calibration of secondary standards commonly applied for the absolute cali-
bration of ¯eld radiometers. The widely applied secondary standard is the FEL 1000
W tungsten quartz halogen lamp available since 1980 as a revision of a former 1000 W
lamp introduced in 1965. This lamp produces a known and constant quantity of °ux,
used for absolute irradiance calibrations in the 250{2400 nm spectral range, with an
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uncertainty within 1.5% (at three standard deviations, 3¾) in the 400{700 nm range.
The issue of absolute calibration is separately addressed in this chapter with a
view to identify uncertainties required to consequently address the overall uncertainty
budget of marine optical radiometric measurements and of derived quantities.
3.1 Measurement equation
Absolute calibration of radiometers requires the de¯nition of the mathematical trans-
formation for converting the sensor output signal into the appropriate input radio-
metric quantity. Kaostkowsky and Nicodemus (Wyatt, 1978) introduced the concept
of the measurement equation (also called system performance equation). This yields
the sensor output for a speci¯c source con¯guration, to support design of calibration
experiments, to quantify measurement uncertainties and to determine the calibration
coe±cients for the reduction of ¯eld data into radiometric quantities.
In the current analysis a radiometer is considered an almost ideal system with
linear response in the range of operation and with narrow spectral bandpass allow-
ing for the assumption of a monochromatic light detector. Under these conditions
the measurement equation for any radiometric quantity <(¸) (i.e., E(¸) or L(¸)) at
center-wavelength ¸ is
<(¸) = C<(¸)If(¸)(DN(¸) ¡ D0(¸)) (3.1.1)
where C<(¸) is the in-air absolute calibration coe±cient, If(¸) is the so-called im-
mersion factor accounting for the change in response of the sensor when immersed in
water with respect to in air, DN(¸) is the digital output for a given input signal and
D0(¸) is the dark value measured by obstructing the entrance optics.
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The basic step of any absolute radiometric calibration is a measure of the °ux
from a standard source whose characteristics are known. It is however required that,
due to possible nonlinear response of radiometers, these are calibrated over their
range of operation. This is generally obtained by adjusting the calibration °ux to
match the measurement range of the radiometer by changing the distance between
the detector and the source. Then, by applying the inverse square law, the standard
irradiance value E0(¸) at distance d0 (provided with the calibrated source) is scaled
to an irradiance °ux E(¸) at distance d according to
E(¸) = E0(¸)
d2
0
d2 (3.1.2)
The in-air absolute calibration of irradiance and radiance sensors is addressed in the
following sections. The more speci¯c problem of characterizing the immersion factor,
If(¸), for in-water sensors is presented and discussed in Chapter 5.
3.2 Irradiance calibration
The in-air absolute calibration of an irradiance sensor is performed using an irradi-
ance standard, E0(¸), (for instance a FEL 1000 W calibrated lamp). The procedure
requires that the lamp is positioned at distance d on axis and normal to the faceplate
of the irradiance sensor (see Fig. 3.1). The lamp alignment needs to be checked via
a laser and a lamp grid. A precision shunt in series with the lamp is required to
monitor the stability of the current °owing in the lamp ¯lament. The minimization
of stray lights can be obtained by using ba²ing curtains and placing equipment like
power supplies, digital voltmeters and computers, outside the calibration area. After
warming up the lamp for several minutes (i.e., at least 30 min for a FEL 1000 W),
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Figure 3.1: Schematic of the measurement con¯guration for irradiance calibration.
values of DN(¸) and D0(¸) for the individual sensor channels are recorded for a
de¯ned period (averaging of measurements minimize the e®ects of sensor noise) and
from these, the irradiance calibration values, CE(¸), are produced according to
CE(¸) = If(¸)
E(¸)
DN(¸) ¡ D0(¸)
(3.2.1)
where If(¸) = 1 and E(¸) is determined with Eq. 3.1.2.
3.3 Radiance calibration
The in-air absolute calibration of a radiance sensor can be performed using integrating
spheres with calibrated radiance, L(¸), or systems composed of an irradiance standard
E0(¸) (i.e., a FEL 1000 W) and a re°ectance standard (i.e., a plaque with calibrated
directional-directional re°ectance). The adoption of the lamp-plaque system may help
in reducing the relative uncertainties between radiance and irradiance calibrations,
when using the same source (i.e., the lamp) for both types of calibration. Because of
this, the latter calibration method is that considered in the following brief overview.
The calibration procedure requires that the lamp is positioned at distance d, on axis
and normal to the center of the plaque. The radiance sensor should be installed
to view the plaque at 45 degrees with respect to the lamp illumination axis (see
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Figure 3.2: Schematic of the measurement con¯guration for radiance calibration.
Fig. 3.2). This is a suitable compromise which avoids looking at the plaque with
normal view and thus obstructing the light ¯eld reaching the sensor. The lamp-
plaque distance needs to be at least 1 m to minimize inhomogeneities in the light
¯eld at the plaque surface. In fact it must be recalled that the inhomogeneity of
the radiance at the plaque is a function of the lamp-plaque distance, sensor-plaque
distance and sensor ¯eld-of-view and orientation (this latter is even more relevant for
multi-aperture radiometers whose individual sensors look at di®erent portions of the
plaque during the calibration). The lamp-plaque-radiometer alignment needs to be
checked via a laser and a lamp grid. Similar to the irradiance calibration system, a
precision shunt in series with the lamp provides the capability of checking the value
and the stability of the current °owing in the lamp ¯lament. Stray light minimization
is again an important factor to reduce calibration uncertainties. After warming up
the lamp, DN(¸) and D0(¸) values for the individual sensor channels are recorded
for a de¯ned period and from these, radiance calibration values, CL(¸), are produced
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according to
CL(¸) = If(¸)
L(¸)
DN(¸) ¡ D0(¸)
(3.3.1)
with If(¸) = 1 and L(¸) = E(¸)½d(¸)¼¡1, where ½d(¸) is the directional-directional
re°ectance of the plaque for the speci¯c viewing con¯guration and E(¸) is determined
using Eq. 3.1.2.
In general, instead of the directional-directional values ½d(¸), the plaque re°ectance
is speci¯ed as directional-hemispherical ½h(¸) (McCluney, 1994). In such a case, if the
plaque cannot be assumed Lambertian and thus ½d(¸) 6= ½h(¸), a correction factor
needs to be applied to ½d(¸). For instance, the values of ½h(¸) commonly provided
with Spectralon plaques manufactured by Labsphere (North Sutton, New Hampshire)
require typical corrections ranging from 1.01 to 1.02.
3.4 Uncertainties on absolute calibration
Extended analysis of calibration uncertainties were made within the framework of the
Seventh SeaWiFS Intercalibration Round Robin Experiments (SIRREX-7) (Hooker
et al., 2002a). Speci¯c e®orts were addressed to the evaluation of uncertainties of
lamp °uxes (based on multiple measurements performed on a set of lamps), calibra-
tion repeatability (as a®ected by power supply and lamp stabilities, and radiometer
alignment) and plaque re°ectance (due to spatial inhomogeneity and uncertainty in
directional-directional re°ectance). Results suggested di®erent uncertainties ranked
as primary (minimum), secondary (average) and tertiary (high) based on the di±-
culty of reducing the size of uncertainties from di®erent individual sources. These
values are given in Tab. 3.1 and vary from 1.1% to 3.4% for irradiance and from 1.5%
to 6.3% for radiance (assuming 1% uncertainty for the lamp °ux). In the following
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chapters the values of 1.5 and 2.1% (Zibordi et al., 2002b), are applied as typical
irradiance and radiance uncertainties, respectively. They were derived by simply ac-
counting for the uncertainties of lamp °ux and plaque re°ectance, and fall within the
ranges given by Hooker et al. (2002a).
In the evaluation of the absolute calibration uncertainties for ¯eld instruments,
it is also important to consider the capability of tracing changes in the sensitivity of
sensors over time. This requires regular pre{ and post{deployment calibrations and,
whenever possible through the use of portable sources, monitoring of the sensitivity
change of radiometers during ¯eld activities (Hooker and Aiken, 1998).
Table 3.1: Estimated uncertainties in irradiance ("E) and radiance ("L) calibration
coe±cients (after Hooker et al. (2002a)).
Ranking Minimum Typical Maximum
"E [%] 1.1 2.3 3.4
"L [%] 1.5 2.7 6.3
3.5 Summary
Absolute calibration is a fundamental step for any quantitative analysis of marine
radiometric quantities. Irradiance and radiance in{air absolute calibrations are com-
monly carried out with a reference FEL 1000 W lamp, and with a reference FEL 1000
W lamp in combination with a reference re°ectance plaque, respectively. Uncertain-
ties of in{air absolute calibration of irradiance sensors may vary from 1.1 to 3.4 %,
while for radiance they may vary from 1.5 to 6.3%. Critical to any ¯eld measure-
ment process is the capability of producing pre- and post-measurement calibrations
of radiometers to track sensitivity changes with time.
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Measurements of irradiance and its attenuation with depth are one of the
most important aspects of oceanographic research. These measurements
are generally made onboard a research vessel. Many conditions have to
be satis¯ed so that this can be done properly: the diurnal irradiance must
be stationary during the measurement, the irradiance collector must have
suitable geometry and properties and the spectral characteristics of the
measuring device must be known.
Jerzy Dera, 1992.
1The development of bio-optical algorithms and the validation of ocean color
remote sensing radiometric products rely on the knowledge of the in situ normal-
ized water-leaving radiance, Lwn(¸), (or alternatively the remote sensing re°ectance,
Rrs(¸)) at speci¯c center-wavelengths, ¸, in the visible and near infrared. The nor-
malized water-leaving radiance, as already outlined in Chapter 2, can be determined
from the water-leaving radiance, LW(¸), divided by the total downward irradiance,
1The material presented and discussed in this chapter is mostly published in Zibordi and Bulgarelli
(2007).
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Ed(0+;¸) (Mueller and Austin, 1995). As a consequence, the accuracy of Lwn(¸)
mostly depends on the accuracy of LW(¸) and Ed(0+;¸).
Given the need to produce highly accurate in situ data for ocean color calibration
and validation activities (McClain et al., 2004), various studies and experiments have
incrementally investigated the absolute accuracy of the required radiometric mea-
surements (Hooker et al., 2002a; Zibordi et al., 2003b). However, no major work has
evaluated the actual uncertainties induced in Ed(0+;¸) by the non ideal cosine re-
sponse of irradiance sensors. In reply to this lack of knowledge, the following elements
are presented and discussed here: (i) the characterization of the angular response of
di®erent irradiance sensors pertaining to the same class of in situ radiometers com-
monly used for Ed(0+;¸) measurements; (ii) the e®ects of non cosine response on
Ed(0+;¸); and (iii) correction schemes for minimizing the related errors in determin-
ing Ed(0+;¸), and consequently Lwn(¸).
4.1 Background
The optics of an irradiance sensor consists of a di®user (so called collector) collecting
the directional radiance contributions as a function of the incidence angle and ideally
exhibiting a cosine response. Real collectors, nevertheless, have angular responses
which deviate from the cosine law. This deviation, called the cosine error, is one
of the major sources of uncertainty in irradiance measurements and induces errors
which depend on wavelength, sun zenith (i.e., geographic position, season and time)
and atmospheric optical conditions (i.e., cloudiness, aerosol type and load).
The cosine error of a sensor is conveniently described by its normalized angular
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response { the response divided by the cosine of the angle of incidence and by the
response at normal incidence { and commonly exhibits the largest values at high
angles. The atmospheric scienti¯c community has extensively investigated the e®ects
of cosine errors on irradiance measurements, aiming at increasing the accuracy of
radiation measurements from networks of instruments. This was mostly suggested
by the need to support the creation of a global radiation climatology and to quantify
trends (de La Casini¶ ere et al., 1995; Grainger et al., 1993; Michalsky et al., 1995;
Seckmeyer and Bernhard, 1993). Within such a framework, various studies showed
cosine errors varying between a few, and several tens percent at 80 degrees incidence
angle (Groebner, 2003; Nast, 1983; Seckmeyer and Bernhard, 1993).
A commonly accepted method for the characterization of the angular response
of irradiance sensors relies on the use of an optical bench equipped with a rotating
platform and a light source. While keeping the source-collector distance constant, the
instrument is rotated at discrete steps so that the light beam of the source is received
by the instrument collector at given incidence and azimuth angles (an alternative
scheme allows for the movement of the lamp instead of the instrument). During such
a characterization, a relatively small indetermination in the incidence angle can lead
to an appreciable uncertainty in the quanti¯cation of the cosine error. For instance
indeterminations of 0.5 degrees may produce uncertainties of approximately 1{5% in
the estimate of the cosine error for an incidence angle of 50{80 degrees, respectively.
While adopting the same general method, individual investigators used various
light sources and laboratory set-ups to characterize cosine errors. Nast (1983) used a
halogen lamp installed on a swivel arm whose tilting allowed for varying the angle of
incidence at the collector surface. A 5 mm aperture in front of the lamp acted as a
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point source that, by means of lens, was converted to a parallel light beam producing
a light spot of 200 W m¡2 in front of the collector. Seckmeyer and Bernhard (1993)
used a 1000 W tungsten lamp in front of a radiometer mounted on two translation
stages on top of a rotary stage. Harrison et al. (1994) used a 300 W axial xenon
arc light source. The output beam of the source was projected through a 5 m long
black-walled tube with internal ba²es, to an enclosed black-walled working cavity in
which the instrument was rotated. Groebner (2003) used a 1000 W quartz-halogen
lamp installed on an arm 1 m long rotating in front of the sensor being characterized.
Several methodologies for minimizing the e®ects of cosine errors on ultraviolet
(UV) irradiance measurements were proposed. Most of them assume that: (i) the
sensor angular response is independent of the azimuth angle; and (ii) the sky radiance
distribution is isotropic (Blumthaler et al., 1996; Groebner et al., 1996). Speci¯cally,
making use of the former assumptions and knowing the angular response of a sensor,
Seckmeyer and Bernhard (1993) proposed a general analytical methodology for the
minimization of the e®ects of cosine errors by weighting the error on direct and di®use
irradiances with the ratio of the direct to the total component of the downward
irradiance.
Several investigators showed that the correction for UV measurements may vary
from a few to tens of percent, depending on the measurement conditions and the
characteristics of the sensor (Bais et al., 1998; Feister et al., 1997; Seckmeyer and
Bernhard, 1993). The minimization of the e®ects of cosine errors in irradiance mea-
surements outside the UV spectral region requires, however, investigations on conse-
quences of non isotropic distribution of the sky radiance (Zibordi and Voss, 1989) in
view of addressing the high accuracy requirements for ocean color applications.
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4.2 Experimental characterization
Irradiance radiometers analyzed within the framework of this study, include two OCI-
200 and one OCR-507. The analysis was restricted to in-air instruments and to the
412-683 nm spectral range. The OCI-200 and OCR-507 series of seven-channel ra-
diometers belong to the same class of optical instruments and are widely used by
the ocean color community to support remote sensing applications. The two series
of instruments have di®erent diameter (3.5 and 2.5 inches, respectively) and di®er-
ent output signals (analog and digital, respectively), but have identical optics design
characterized by separate irradiance collectors and detectors for each sensor. The
sensors (see inset a in Fig. 4.1) are distributed on the faceplate of the radiometer,
with one sensor placed in the center and six sensors circularly positioned around it.
The adoption of an independent collector for each channel, di®erent from the alter-
native design based on a single di®user for multiple channels (Morrow et al., 1994),
exhibits the possibility of minimizing spectral asymmetries in the angular response.
Conversely, it has the drawback of introducing discontinuities in the measured ir-
radiance spectrum, if the cosine errors across the various sensors are di®erent and
not correlated. The sample of radiometers included in this analysis was composed of
instruments manufactured from 1998 to 2002. Two of the radiometers (the OCI-200
s/n 129 and the OCR-507 s/n 045) were never used in the ¯eld, while the other (the
OCI-200 s/n 099) was quite extensively deployed. At a visual inspection, none of the
collectors exhibited defects on the external surface. The nominal center-wavelengths,
identical for the di®erent radiometers, are 412, 443, 490, 510, 555, 665 and 683 nm.
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Figure 4.1: Schematic of the measurement con¯guration for the characterization of
cosine response. Inset (it a) displays the front view of the OCI-200 and OCR-507
radiometers, while inset (it b) displays the top view of the measurement system and
highlights the viewing geometry.
The cosine error of each irradiance sensor, determined from the angular response
to a directional source, was measured with a 1000 W FEL lamp positioned at 90 cm
distance from the collector and by rotating the instrument with respect to the optical
axis of the collector itself (see Fig. 4.1). The instrument mounting consists of an X-Y
translation unit installed on a rotary stage. The alignment was made with a laser.
The uncertainty in the alignment of the source and sensor optics, was estimated lower
than 0.5 degrees. The source and the radiometer were operated in two adjacent black-
walled work-areas inter-communicating through a circular aperture. This assignment
constrains the light source onto the radiometer faceplate and then minimizes the
background light in the instrument work-area.
Measurements were generally taken in two azimuth planes, Á, at a number of
angles µ, between the direction of the incident light and the direction perpendicular
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to the horizontal plane of the collector. The cosine error, fc(Á;µ;¸), is computed as
a percentage at the center-wavelength ¸ of each channel, using
fc(Á;µ;¸) = 100[
E(Á;µ;¸)
E(Á;0;¸)cosµ
¡ 1] (4.2.1)
where E(Á;µ;¸) is the measurement taken at azimuth Á and incidence angle µ, and
E(Á;0;¸) is the measurement taken at µ = 0, with E(Á;0;¸)cosµ indicating measure-
ments for an ideal cosine response. When fc(Á;µ;¸) is assumed independent of the
azimuth, it is de¯ned as fc(µ;¸).
Because the OCI-200 and OCR-507 radiometers have multiple apertures dis-
tributed over a circular area, for each radiometer repeated measurement sequences
were required for the characterization of all collectors. A reduction in the number of
measurement sequences was obtained by taking simultaneous measurements for rows
of collectors. This was made by choosing the rotation axis of the radiometer (i.e., the
axis tangent to the faceplate of the radiometer and laying on the plane identifying
the angle µ) coincident with the symmetry axis of three of the seven collectors (see
Fig. 4.1). This solution ensured the collector-source distance is kept constant at
di®erent angles µ for the three collectors aligned with respect to the rotational axis.
Measurement sequences were then performed for the three di®erent rows of aligned
collectors: for each radiometer this resulted in three characterizations of the sensor
located in the center of the faceplate and one characterization of the angular response
of each of the six sensors symmetrically positioned around the central one.
For each row of collectors, measurements were taken in two di®erent azimuth
planes (i.e., Á and Á¡¼) for the same angles µ in the 0-85 degrees range. Speci¯cally,
the radiometer rotation from 0 up to 85 degrees was made with incremental angles of
10 degrees from 0 up to 60 degrees, and of 5 degrees above. Each single measurement
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at given Á and µ, resulted from the averaging of approximately 500 consecutive values
taken at 6 Hz. The radiometer rotation was made manually and this restricted the
number of angular characterizations to three (i.e., one row of sensors per instrument)
per hour.
The data de¯ning the experimental angular response of sensors, as determined
during a measurement sequence at discrete incidence angles in the 0-85 degrees range
for the azimuth planes Á and Á ¡ ¼, were ¯tted as a function of µ to a third order
polynomial function assuming independence from Á. The resulting ¯ts were then
used to describe the continuous angular response of the radiometers and to determine
cosine errors, fc(µ;¸), for incidence angles within 0{90 degrees. Fitting of data taken
in the two opposite azimuth planes (i.e., Á and Á¡¼) ensures minimization of uncer-
tainties in the determination of the angular response speci¯cally due to: alignment or
levelling inaccuracies of the irradiance sensor, non-homogeneity or asymmetry of the
collector, sensitivity to polarization and instability of the source during a measuring
sequence. In this analysis a cumulative estimate of the e®ects of these sources of un-
certainty was made using replicate measurements at various azimuth planes. Results
are presented in Fig. 4.2 for the 683 and 412 nm center-wavelengths corresponding
to the sensors positioned in the center of the faceplate of the OCI-200 and of the
OCR-507 radiometers, and for which multiple characterizations of cosine errors were
made. The uncertainties were determined as the standard deviation, ¾, of the three
curves of cosine errors independently produced with the three sequences of angular
measurements performed in six di®erent azimuth planes. Uncertainties are generally
lower than 0.5% below 65 degrees and higher than 1% above 80 degrees.
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Figure 4.2: Standard deviation, ¾, of cosine errors fc(µ;¸) determined for multiple
characterizations of the same sensors.
An additional uncertainty, not included in the former analysis and only applicable
to those sensors asymmetrically positioned with respect to the center of the radiometer
faceplate, is due to the adoption of o®-axis geometries for the cosine error determina-
tion. In fact because of the measurement con¯guration, all the sensors not located in
the center of the radiometer faceplate receive the light from the source with a constant
tilt of approximately 1 degree with respect to the rotation axis. Combining this tilt
with the value of the incidence angle at the center of the radiometer faceplate, the
resulting angle does not exhibit any appreciable deviation from the actual incidence
angle itself above 10 degrees (while below 10 degrees the dependence of measurements
on the incidence angle is assumed negligible). This suggests that the determination
of the angular response for the o®-axis sensors of the considered radiometers should
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not be markedly a®ected by additional measurement uncertainties when compared to
the on-axis sensor. An experimental estimate of this source of uncertainty was made
by comparing the cosine error determined for the same collectors operated o®-axis
(as during the regular measurement) and on-axis after their alignment with the aid of
the X-Y translation unit. Results showed di®erences within the variations observed
for the on-axis measurements. The former results suggest that the uncertainty in the
experimental determination of the cosine error can be reasonably assumed lower than
0.5% below 65 degrees incidence angles and up to 1% between 65 and 80 degrees.
4.2.1 Inter-channel variability
The inter-channel variability of fc(µ;¸) exhibits quite diverging results with ¸ as µ in-
creases. These are mostly explained by the di®erent geometries (thickness and shape)
and materials used for the various collectors at the di®erent center-wavelengths, and
are similar to those presented by various authors for a variety of in-air irradiance
sensors (Bernhard and Seckmeyer, 1997; Groebner, 2003; Nast, 1983). Fig. 4.3 sum-
marizes the average cosine errors ¹ fc(µ;¸) for the radiometers considered in the study.
These values were determined by averaging the experimental angular responses of
the di®erent sensors at each center-wavelength. Results show ¹ fc(µ;¸) values gener-
ally lower than §3% below 80 degrees incidence angle. Some of these values are higher
than the limits given by current ocean optics protocols which require deviations lower
than 2% between 0{65 degrees and 10% above (Mueller and Austin, 1995). In par-
ticular, large deviations varying from approximately 4% (absolute) at 50 degrees to
20% (absolute) at 80 degrees, are observed at the 412 and 443 nm center-wavelengths,
which are relevant for the accuracy assessment of atmospherically corrected data used
for the determination of pigments concentration and colored dissolved organic matter
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Figure 4.3: Average cosine errors ¹ fc(µ;¸) determined at various center-wavelengths.
(D'Alimonte and Zibordi, 2003; D'Alimonte et al., 2004). An index of the quality of
the cosine response of irradiance sensors can be computed following the DIN 5032
standard from the German Institute of Standardization (1978) by integrating the
absolute ¹ fc(µ;¸) values between 0 and 85 degrees with
hj ¹ fc(¸)ji =
Z 85
0
j ¹ fc(µ;¸)jsin(2µ)dµ: (4.2.2)
Values of hj ¹ fc(¸)ji determined with the average cosine errors ¹ fc(µ;¸) presented in
Fig. 4.3, are given in Tab. 4.1. They vary from 0.9% at 683 nm to 4.4% at 412
nm and are within the range of those determined for commercial UV instruments
(Bernhard and Seckmeyer, 1997; Groebner, 2003). Clearly the ¹ fc(µ;¸) curves shown
in Fig. 4.3, and the hj ¹ fc(¸)ji values given in Tab. 4.1, highlight the existence of
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markedly di®erent inter-channel angular responses for the sensors of the considered
radiometers.
Table 4.1: Average values of hj ¹ fc(¸)ji for the radiometers included in the analysis.
¸ 412 443 490 510 555 665 683
hj ¹ fc(¸)ji [%] 4.4 4.2 1.1 0.7 2.0 2.5 0.9
4.2.2 Intra-channel Variability
The intra-channel variability of cosine errors for the considered three radiometers is
revealed in Fig. 4.4 for the 443, 555 and 665 nm center-wavelengths. Results suggest
that di®erences in fc(µ;¸) among radiometers of the same class cannot be simply
attributed to measurement uncertainties or di®user aging. In fact at various wave-
lengths the two new radiometers (i.e. OCI-200 s/n 129 and OCR-507 s/n 045) exhibit
di®erences larger than the expected measurement uncertainties. It is then supposed
that slight di®erences in the optical properties of the materials used for manufacturing
the di®users (which are composed of multiple layers of acrylic substances) or mechan-
ical di®erences introduced in the manufacturing process, are the major sources of the
intra-channel variability. The standard deviations of fc(µ;¸) for individual collectors
at each center-wavelength, are plotted in Fig. 4.5 and summarize the intra-channel
variability. These values are generally lower than 2% up to 50 degrees incidence angle
while they may exhibit values as high as 6% at 80 degrees.
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Figure 4.4: Intra-channel cosine errors fc(µ;¸) at the reference center-wavelengths
443, 555 and 665 nm (di®erent symbols indicate di®erent radiometers: } for OCR-
507 s/n 045; ¤ for OCI-200 s/n 099; 4 for OCI-200 s/n 129).
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Figure 4.5: Standard deviation, ¾, of intra-channel cosine errors fc(µ;¸).
4.3 Minimization of uncertainties
The average experimental cosine errors ¹ fc(µ;¸) determined for the sample radiometers
included in this analysis exhibit quite large variations as a function of the incidence
angle µ and wavelength ¸. It is then of general interest to evaluate the expected
errors in absolute irradiance measurements as a function of wavelength, sun zenith
and atmospheric conditions as produced by a di®erent aerosol type and load.
Theoretical errors were determined through irradiance simulations made with the
Finite-Element Method (FEM) highly accurate radiative transfer code (Bulgarelli
et al., 1999). Simulated data were then used to benchmark a simple analytical cor-
rection scheme commonly applied to UV measurements by assuming an isotropic
distribution of sky radiance.
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4.3.1 Simulation of cosine error e®ects in Ed(0+;¸)
Simulations were performed for clear sky conditions, which are those of major inter-
est for ocean color applications, using published atmospheric (Bulgarelli and Zibordi,
2003) and seawater (Bulgarelli et al., 2003) models. Continental and maritime at-
mospheres were diversi¯ed by the aerosol type, whose single scattering albedo was
de¯ned spectrally varying (IAMAPRC, 1984). The scattering phase function was de-
scribed by the Two-Terms-Henyey-Greenstein analytical function (Kattawar, 1975)
with factors a=0.973, g1=0.833 and g2=0.671 for maritime aerosol, and a=0.990,
g1=0.729 and g2=0.698 for continental aerosol (Bulgarelli and Zibordi, 2003).
The irradiance error "c(µ0;¸) was computed for the center-wavelengths ¸ of the
considered radiometers and sun zeniths µ0 corresponding to the incidence angles cho-
sen for laboratory measurements, as
"c(µ0;¸) = 100[
¸ Ed(0+;¸)
~ Ed(0+;¸)
¡ 1] (4.3.1)
where ¸ Ed(0+;¸) and ~ Ed(0+;¸) indicate simulated downward irradiances computed
using the experimental angular response and the ideal cosine response, respectively.
It is clari¯ed that, while Eq. 4.3.1 provides the percent error in irradiance data as a
function of sun zenith, Eq. 4.2.1 provides the percent deviation from cosine response
as a function of the incidence angle.
Simulated values of "c(µ0;¸) are presented in Fig. 4.6 and Fig. 4.7 for maritime
and continental aerosols as computed using extreme values of aerosol optical thick-
ness, ¿a(¸), representing very clear and hazy atmospheres. These atmospheric optical
conditions were de¯ned by choosing speci¯c values of the coe±cient, °, and exponent,
®, of the º AngstrÄ om law (º AngstrÄ om, 1961) for ¿a(¸) computations: speci¯cally, °=0.02
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Figure 4.6: Simulated "c(µ0;¸) for maritime aerosol, as a function of sun zenith. Val-
ues in brackets indicate the º AngstrÄ om coe±cient and exponent, respectively. Symbols
} indicate data at the 412 nm center-wavelength, 4 at 443 nm, ¤ at 490 nm, ° at
510 nm, ¤ at 555 nm, + for 665 nm, £ at 683 nm.
and ®=1.0 were used to represent a very clear atmosphere while °=0.15 and ®=2.0
were chosen for a hazy atmosphere.
Data in Fig. 4.6 and Fig. 4.7 show that "c(¸;µ0) varies with µ0 and exhibits
values generally within §3%. An exception are data at 412 and 443 nm which may
reach -10% at 80 degrees during very clear sky conditions. Variations in "c(µ0;¸) with
µ0 result from a combination of cosine error e®ects on direct and di®use irradiance
contributions. Speci¯cally, results show that changes in "c(µ0;¸) as a function of µ0
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Figure 4.7: Simulated "c(µ0;¸) for continental aerosol, as a function of sun zenith.
Values in brackets indicate the º AngstrÄ om coe±cient and exponent, respectively. Sym-
bols } indicate data at the 412 nm center-wavelength, 4 at 443 nm, ¤ at 490 nm,
° at 510 nm, ¤ at 555 nm, + for 665 nm, £ at 683 nm.
largely follow the variations of ¹ fc(µ;¸) as a function of µ up to approximately 70-80
degrees. Above these angles, "c(µ0;¸) tends to decrease due to an increase in the
relative weight of the di®use with respect to the direct irradiance.
The comparison of data simulated assuming maritime and continental aerosols
indicate that di®erences in "c(µ0;¸) due to changes in aerosol type are generally
within 0.3% with extreme values in the range of 0.4{0.8 % above 60 degrees at 412
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and 443 nm. On the other hand, di®erences are more pronounced when considering
changes in ¿a(¸) for the same aerosol type as implicitly shown by the two extreme
cases considered. This suggests that relatively accurate minimizations of the e®ects
of cosine error in irradiance measurements can be computed without an accurate
knowledge of the aerosol type, as long as ¿a(¸) is accurately accounted for.
The di®use to direct irradiance ratio, Ir(µ0;¸), is an alternative to ¿a(¸) for the
determination of "c(µ0;¸). In fact Ir(µ0;¸) is already applied for cosine error correc-
tions in the UV spectral region (Bais et al., 1998; Seckmeyer and Bernhard, 1993), and
moreover it is a quantity of relevance in marine optics being used for self-shading and
superstructure corrections of in{water radiometric data (Doyle and Zibordi, 2002; Zi-
bordi and Ferrari, 1995). In addition, when compared to ¿a(¸), the quantity Ir(µ0;¸)
provides the advantages of being easily collectable in the ¯eld by the same radiometers
used for irradiance measurements and of better describing the di®use irradiance in
presence of clouds. It is however stated that, if Ir(µ0;¸) is determined with the same
radiometer used for measuring Ed(0+;¸), the e®ects of the nonideal cosine response
could a®ect Ir(µ0;¸) itself.
In anticipation of investigating the applicability of an operational correction scheme
for Ed(0+;¸) data collected in the visible and near infrared with the considered ra-
diometers, values of "c(µ0;¸) simulated for maritime aerosols are shown in Fig. 4.8 as
a function of Ir(µ0;¸) for discrete values of µ0 at 443, 555 and 665 nm. The plotted
values computed using various ¿a(¸) ranging within the identi¯ed cases of very clear
and hazy atmospheres, display: (i) a large dependence of "c(µ0;¸) on µ0 and ¸; (ii)
a slight dependence of "c(µ0;¸) on Ir(µ0;¸) at ¯xed µ0 and ¸; and (iii) an expected
convergence of "c(µ0;¸) to a single value at Ir(µ0;¸) ! 1 for each ¸. The values of
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Figure 4.8: Simulated "c(µ0;¸) as a function of Ir(µ0;¸) at the reference center-
wavelengths 443, 555 and 665 nm for maritime aerosol (symbols indicate di®erent
sun zeniths in degrees: } for 10; ° for 30; u for 40; £ for 50; ² for 60; 4 for 65; 2
for 70; ¤ for 75; £ for 80).
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"c(µ0;¸) determined with ¿a >> 1 for simulated overcast sky conditions (i.e., equiva-
lent to Ir(µ0;¸) ! 1 ) are presented in Tab. 4.2 and vary from 0.8 % at 683 nm to
-3.9% at 412 nm.
Table 4.2: Simulated "c(¸;µ0) for overcast sky.
¸ 412 443 490 510 555 665 683
"c(¸;µ0;¿a) [%] -3.9 -3.7 -0.7 -0.7 -1.8 -2.3 0.8
4.3.2 Analytical correction scheme for Ed(0+;¸)
The use of a simple analytical correction scheme for Ed(0+;¸) measurements, based on
the knowledge of the cosine error, of the irradiance ratio, and assuming isotropic the
distribution of sky radiance, was investigated and benchmarked with data obtained
from simulations performed with the FEM code choosing a maritime aerosol. Speci¯-
cally, following Seckmeyer and Bernhard (1993) the error in irradiance measurements,
here denoted with "0
c(µ0;¸), was estimated according to
"
0
c(µ0;¸) = h ¹ fc(¸)i
Ir(µ0;¸)
Ir(µ0;¸) + 1
+ fc(µ;¸)
1
Ir(µ0;¸) + 1
(4.3.2)
where the two terms on the right side of Eq. 4.3.2 account for the e®ects of cosine
error on di®use and direct irradiance, respectively, with
h ¹ fc(¸)i =
Z 90
0
¹ fc(µ;¸)sin(2µ)dµ: (4.3.3)
Note that, when compared to Eq. 4.2.2, the quantity h ¹ fc(¸)i indicates the integral of
the signed ¹ fc(¸;µ) function over 0{90 degrees. It is also recalled that Seckmeyer and
Bernhard (1993) developed their correction scheme using the direct to total irradiance
ratio instead of the di®use to direct ratio applied here.
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Figure 4.9: Values of "0
c(µ0;¸) as a function of sun zenith, computed with ¿a(¸) for
very clear (°=0.02 and ®=1.0) and hazy (°=0.15 and ®=2.0) atmospheres. Symbols
} indicate data at the 412 nm center-wavelength, 4 at 443 nm, ¤ at 490 nm, ° at
510 nm, ¤ at 555 nm, + for 665 nm, £ at 683 nm.
Values of "0
c(µ0;¸) computed using the same Ir(µ0;¸) resulting from the simulation
of data presented in Fig. 4.6, are given in Fig. 4.9. The di®erences between "0
c(µ0;¸)
and "c(µ0;¸) are shown in Fig. 4.10, and exhibit values generally well below 1%
(absolute), an exception are data at 412 nm and 443 nm which may display values of
1{2% (absolute) during both clear and hazy sky conditions.
52Chapter 4 Cosine Response
Figure 4.10: Di®erences between the values of "0
c(µ0;¸) and "c(µ0;¸) displayed in Fig.
4.9 and 4.6 for very clear (°=0.02 and ®=1.0) and hazy (°=0.15 and ®=2.0) sky
conditions. Symbols } indicate data at the 412 nm center-wavelength, 4 at 443 nm,
¤ at 490 nm, ° at 510 nm, ¤ at 555 nm, + for 665 nm, £ at 683 nm.
4.4 Discussion on corrections
The former analysis supports the need for implementing a correction scheme for the
minimization of the e®ects of cosine errors in irradiance measurements when highly
accurate data are required. Possible correction schemes include:
1. A look-up table whose elements, resulting from simulations performed with a
radiative transfer code, are indexed by ¸ (related to a speci¯c average cosine
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error function ¹ fc(µ;¸)), µ0 and Ir(µ0;¸).
2. An analytical relationship relying on the assumption of isotropic distribution of
the sky radiance and requiring knowledge of ¹ fc(µ;¸), µ0 and Ir(µ0;¸).
Uncertainties in the determination of the correction values through a look-up table
generated with a radiative transfer code can be mostly attributed to: (i) intra-channel
variability of fc(µ;¸); (ii) uncertainty in the determination of fc(µ;¸); (iii) uncertainty
in the value of Ir(µ0;¸); iv. adoption of a single aerosol type. For the speci¯c case
study, the uncertainty in "c(µ0;¸) has been estimated assuming the following indi-
vidual values for the di®erent sources: (i) 3.0% as determined with 3.0% (absolute)
average intra-channel variability in fc(µ;¸) derived from the standard deviation of
¹ fc(µ;¸); (ii) 0.5% (absolute) as determined with 0.5% average uncertainty in fc(µ;¸);
(iii) 0.2% assuming 20% uncertainty in Ir(µ0;¸); and (iv) 0.3% as resulting from the
analysis of the e®ects of aerosol type. From these, the total uncertainty in "c(µ0;¸) is
slightly higher than 3% (as given by the quadrature sum of individual uncertainties).
This estimated maximum value would however become approximately 0.6% by min-
imizing the e®ects of intra-channel uncertainties (i.e., using collector speci¯c fc(µ;¸)
instead of the average ¹ fc(µ;¸) for theoretical computations of "c(µ0;¸)).
When considering the correction scheme based on the use of a simple analytical
relationship, the former uncertainties would increase by an amount varying with the
amplitude of the cosine error and of the irradiance ratio. In the case of the considered
radiometers the added uncertainty (a bias) is generally well below 1%, but it may
reach values of 1{2% at certain sun zenith angles for the center-wavelengths at 412
and 443 nm which exhibit the largest cosine errors.
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4.5 Summary
The accuracy of the normalized water-leaving radiance Lwn(¸), extensively used for
ocean color bio-optical algorithms and the validation of remote sensing products,
relies on the accuracy of the above-water downward irradiance Ed(0+;¸) generally
applied to normalize the water-leaving radiance LW(¸) needed for the computation
of Lwn(¸). Accurate measurements of Ed(0+;¸) require small values of the cosine
error of irradiance sensors, in addition to an accurate absolute calibration. In view of
exploring the uncertainties in Lwn(¸) due to errors in the determination of Ed(0+;¸),
the cosine error was investigated for a sample of commercial multi-collector radiome-
ters belonging to the same class of instruments speci¯cally used to support ocean
color calibration and validation activities. The analysis of inter-channel cosine er-
rors showed values generally within §3% below 80 degrees incidence angle within the
412-683 nm spectral range. Extreme values of 4{20% (absolute) at 50{80 degrees
incidence angle were estimated for the channels at the center-wavelengths 412 and
443 nm. The additional analysis of intra-channel errors, likely produced by di®er-
ences in the manufacturing of collectors, showed values generally lower than 2% for
incidence angles up to 50 degrees and increasing up to 6% at 80 degrees for some
center-wavelength.
A theoretical analysis of the e®ects of cosine errors for the considered radiometers
exhibited errors in above-water downward irradiance varying as a function of sun
zenith, wavelength and aerosol optical thickness. Results displayed errors generally
within §3% with extreme values of approximately 4{10% (absolute) at 40{80 degrees
sun zenith for the channels at the center-wavelengths 412 and 443 nm. This suggests
that when highly accurate irradiance data are required, the adoption of a correction
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scheme for the minimization of the e®ects of cosine errors is recommended. Such a
correction is even more needed in the presence of appreciably di®erent inter-channel
cosine errors which may amplify uncertainties in Ed(0+;¸) spectral ratios and thus
in the Lwn(¸) (or Rrs(¸)) spectral ratios used for the development of bio-optical
algorithms.
The application of a correction method relying on radiative transfer simulations
and knowledge of the cosine response of individual collectors, showed the possibility
of minimizing the e®ects of cosine errors with an estimated uncertainty of 0.6% (by
knowing the cosine response of each individual collector). When applying a correc-
tion scheme based on a simple analytical relationship relying on the assumption of
isotropic distribution of the sky radiance, the latter uncertainty would increase by a
bias generally lower than 1% (absolute), with extreme values of 1{2% (absolute) at
some sun zenith angle for the channels at 412 and 443 nm.
The foregoing analysis represents a new outcome in the investigation of uncertain-
ties in marine optical radiometry. The results demonstrate the importance of accu-
rately considering cosine errors in the uncertainty budget of normalized water-leaving
radiance. This emphasizes that the e®ects of cosine errors need to be investigated
for each series of irradiance sensors used to support satellite ocean color applica-
tions like vicarious calibration or validation activities, which require highly accurate
measurements.
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Immersion Factors
Visibility underwater is restricted in a manner somewhat analogous to
the obscuration produced by dense haze or fog in the atmosphere, but the
nature of image transmission by water di®ers importantly from that by the
atmosphere because of the vastly greater space-rate of thermodynamically
non-reversible energy transformation, i.e. the transformation of light into
heat, chemical potential energy (as in photosynthesis), etc.
Seibert Duntley, 1962.
1The absolute calibration of a light sensor is made in air using a standard source.
When the sensor is operated in water, the calibration coe±cient determined in air
needs to be corrected for the change in response produced by the di®erent refractive
index of the intervening medium in contact with the entrance optics. In the case of
an in-water sensor designed for irradiance measurements, the change in the absolute
response is primarily caused by a change in the re°ectance and transmittance of the
water-collector with respect to the air-collector interfaces. In the case of an in-water
1The material presented and discussed in this chapter was mostly published in Zibordi (2006);
Zibordi and Darecki (2006); Zibordi et al. (2004b).
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sensor designed for radiance measurements, the change in response characterizing
in-water measurements is mostly due to a change in the ¯eld-of-view and in the
re°ectance and transmittance of the water-window with respect to the air-window
interfaces. These changes in the sensor's response are accounted for through a spectral
multiplication factor, the so-called immersion factor, If(¸), introduced in Chapter
3 and required to properly apply the in-air absolute calibration of the sensor when
operated underwater. This chapter presents and discusses state of the art methods for
the determination of the immersion factors for both irradiance and radiance sensors,
based on pre-existing and new research made by the author.
5.1 Immersion factor for irradiance sensors
Early studies on immersion e®ects for irradiance sensors were carried out by Atkins
and Poole (1933). They made an attempt to describe the internal and external
re°ection factors for an opal glass di®user. To experimentally estimate these re°ection
contributions, they used a gas-¯lled lamp as a light source to vertically illuminate a
di®user when it was dry and wet, i.e., in-air and in-water covered with di®erent depths
of distilled water, respectively. They proposed a constant immersion factor of 1.09
for opal glass di®users to compensate for instrument sensitivity loss when operated
in the water with respect to in the air.
Later, Berger (1958) presented: (i) a discussion on the immersion e®ects in the
presence of a thin layer of water producing direct re°ections between the external
surface of the di®user and the water subsurface (a perturbing e®ect in the charac-
terization of the immersion factor); and (ii) a description of a simple method to
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determine experimentally the immersion factor of disk-shaped di®users based on a
wide blackened funnel to hold pure water above the di®user with a water depth of at
least 0.9 times the radius of the di®user. Notable contributions from Berger (1958)
included observations and theoretical data on the immersion e®ects for di®erent dif-
fusers made of silicate and plastic glass showing a wide range of variations for the
immersion factor. Data from Berger (1961) were later used by Westlake (1965) to
extensively describe the re°ection-refraction processes occurring at the air-di®user
and at the water-di®user interfaces in the presence of thin or deep layers of water.
Westlake (1965) presented estimates of the di®erent contributions of internal and
external re°ection and suggested a constant immersion factor of 1.19 for opal glass,
signi¯cantly higher than that proposed earlier by Atkins and Poole (1933).
A comprehensive description of a protocol for the experimental characterization
of the immersion factor of in-water irradiance collectors, was given by Smith (1969).
The protocol, which included vertical measurements in-air and in-water with di®erent
depths of water above the di®user, suggested the use of a collimated beam as a light
source to avoid changes in the energy falling on the collector when di®erent water
depths were used. Smith (1969) presented a spectral characterization of the immersion
factor of a cosine collector made of clear Plexiglas bonded together with translucent
Plexiglas (with the latter in contact with water). Smith determined immersion factors
almost linearly varying with wavelength from 1.34 to 1.22, in the spectral interval
400-750 nm (as summarized in Tyler and Smith (1969)) and explained this spectral
dependence as a function of the absorbance of the collector.
Contemporaneously to Smith's work, an alternative method for the characteriza-
tion of the immersion factor of irradiance sensors was independently developed and
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applied by Aas (1969). He made use of a lamp as a light source and introduced a
geometric correction factor that, as a function of the lamp collector distance, water
depth, and water refractive index, minimizes the e®ects due to variations in the energy
falling on the collector as a function of changes in water depth. This basic method
was then implemented by Petzold and Austin (1988) and applied by Mueller (1995)
for the determination of If(¸) for collectors made of Plexiglas and Te°on for several
radiometers. Mueller reported If(¸) values almost linearly decreasing with wave-
length and ranging, on the average, from 1.38 to 1.32 in the spectral interval 406{670
nm. Aas' method was later adopted by the marine optics community (Mueller and
Austin, 1995) and applied by instrument manufacturers to produce immersion factors
commonly assumed to be speci¯c for each class of instruments. This approach, based
on the use of immersion factors for classes of instruments but not for each individual
instrument, led to inconsistencies in measurements (Bulgarelli et al., 2003; Dierssen
and Smith, 1996; Zibordi and Berthon, 2001). This ¯nding further con¯rmed the
recommendation from Mueller (1995) that accurate in-water radiometry requires an
experimental characterization of each individual irradiance collector.
Building on this work, the need for an extensive characterization of the immer-
sion factors of the widely used OCI-200 radiometers (Hooker and Maritorena, 2000;
Zibordi et al., 2002b) was clear, and thus undertaken within the framework of a round-
robin experiment (The Eighth SeaWiFS Intercalibration Round-Robin Experiment
(SIRREX-8)) with the participation of various institutions (Zibordi et al., 2004b).
Key novel objectives of this unique experiment were: (i) an investigation of interlab-
oratory uncertainties in the characterization of If(¸); and (ii) the sensor-to-sensor
variability of If(¸) for the series of radiometers considered.
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5.1.1 Characterization of If for irradiance sensors
The refractive index of the di®user material, nd(¸), used for manufacturing irradiance
collectors is always larger than the refractive index of water, nw(¸), and of air, na.
Being nw(¸) > na, the Fresnel re°ectance of the external water{di®user interface is
smaller than that of the air{di®user interface. Consequently, the transmission of light
through the external interface of the di®user is larger in water than in air. Similarly,
the internal di®user{water interface re°ects less of the internal di®use light, when
compared to the corresponding di®user{air interface. Then because of the much
larger amount of light transmitted back into the water with respect to the increased
amount of light transmitted into the di®user, there is a decrease in the net irradiance
measured by the detector when the instrument is in water with respect to in air.
a. Measurement method
The methodology proposed in the literature (Aas, 1969; Petzold and Austin, 1988) for
determining If(¸) for in-water irradiance collectors is based on using irradiances mea-
sured by the sensor in the air and below the water surface when vertically illuminated
by the same point source.
A schematic of the major re°ection{refraction processes occurring within the dif-
fuser and at the di®user interfaces, and of the measurement geometry commonly
applied for If(¸) characterization, are given in Fig. 5.1. Speci¯c geometric quantities
relevant for the determination of If(¸) are the distance between the di®user and the
source, d, and the water depth above the di®user, zi.
The schematic of the measurement setup currently in use at the Joint Research
Centre (JRC) of the European Commission for If(¸) characterization, is shown in
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Figure 5.1: Schematic of the measurement geometry for the laboratory characteri-
zation of If(¸) and of the re°ection-refraction processes (see the inset) occurring at
inside and outside the medium-di®user interface of an irradiance collector (the thick-
ness of lines indicate the relevance of the light contributions). The dashed black lines
departing from the source show the in-air illumination geometry, while the continuous
black lines indicate the illumination geometry with water depth zi above the collector
at distance d from the source (after Zibordi et al. (2004b)).
Fig. 5.2. The system is primarily composed of: (i) a water vessel with bottom
shaped to accommodate one radiometer kinematically mounted with the collectors
facing its internal side; (ii) a point source constituted of a lamp (i.e., a 1000 W
tungsten-halogen lamp) and a lamp-screen with primary ba²e; and (iii) a monitor-
ing radiometer pointing at the source. All the di®erent components of the system
are installed on a vertical optical bench to facilitate the repositioning of each part at
di®erent distances. The alignment of the optical components is accomplished using
a laser temporarily inserted in the support of the monitoring radiometer. A shunt
resistor, in series with the lamp, is an additional means to monitor the stability of the
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Figure 5.2: Schematic of a measurement setup for the characterization of If(¸) of
irradiance sensors (after Zibordi et al. (2003b)).
source. The rotational orientation of the radiometers, ensuring accurate repositioning
during successive characterizations, is achieved using the °at edge of D-shaped collars
attached to the radiometers. The water vessel, called Compact Portable Advanced
Characterization Tank (ComPACT), can be ¯lled with approximately 3 liters of wa-
ter. This makes practical using pure water for each characterization. The ComPACT
vessel, anodized dull black, has internal ba²ing designed to minimize any light re°ec-
tion from the inside walls. A series of tapped holes, equally spaced along the vertical
side of the water vessel, provide an accurate control of the water level within the
tank (Zibordi et al., 2003b). During a measurement sequence the in-water data are
collected for di®erent water depths, zi, by incrementally reducing the water level.
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b. If determination
The in-air E(0+;¸) and in-water E(zi;¸) values are determined from data computed
with If(¸)=1, corrected for the dark or background signal, normalized with respect to
measurements from the radiometer monitoring the source, and averaged for sampling
interval ¢t. The normalization, applied to reduce uncertainties caused by possible
changes in the °ux of the light source during the measurement sequence, is obtained
by dividing each data record by the temporally matched data from the monitoring
radiometer, and then by multiplying the resulting value by the monitoring radiometer
data taken at initial time t0 corresponding to the start of the measurement sequence.
The subsurface in-water irradiance, E(0¡;¸), is computed from the least-squares ¯t
of lnE(zi;¸)=G(zi;¸) v.s. zi. Where lnE(zi;¸) is the logarithm of in-water irradiance
data corrected by the measurement perturbations induced by the ¯nite distance be-
tween an ideal point source and the collector, and G(zi;¸) is the so-called geometric
correction factor. In agreement with Aas (1969), the G(zi;¸) values for the irradiance
source E(zi;¸) at distance d from the collector, are computed with
G(zi;¸) =
·
1 ¡
zi
d
µ
1 ¡
1
nw(¸)
¶¸¡2
(5.1.1)
Once the in-air E(0+;¸) and the in-water subsurface E(0¡;¸) irradiances have been
determined, the immersion factor If(¸) is given by
If(¸) =
E(0+;¸)
E(0¡;¸)
twa(¸) (5.1.2)
where twa(¸) is the transmittance of the air{water interface to downward irradiance.
This is computed from Fresnel re°ectance for a vertically incident light beam and
given by
twa(¸) =
4nw(¸)
[1 + nw(¸)]2: (5.1.3)
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where values of nw(¸) in the spectral range 400{700 nm for pure water and pure sea-
water (i.e., with a salinity of 0 PSU and 35 PSU, respectively, both at a temperature
of 20 ±C), can be obtained by
nw(¸) = 1:31891 +
6:31446
¸ ¡ 139:596
(5.1.4)
and
nw(¸) = 1:32483 +
6:53318
¸ ¡ 139:589
: (5.1.5)
The coe±cients given in (5.1.4) and (5.1.5), were computed by ¯tting tabulated data
from Austin (1976) with ¸ in nm (Zibordi et al., 2003a). Equivalent equations were
already proposed by Petzold and Austin (1988) for pure water at 22 ±C and by Mueller
and Austin (1995) for pure seawater at 16 ±C.
Sample data produced in agreement with the described methodology are displayed
in Fig. 5.3. They highlight the relevance of the geometric correction G(zi;¸) of the
irradiance data taken with di®erent water depths.
The elements used to evaluate the quality of the data applied for the determination
of If(¸) are: (i) the standard deviation, ¾, for the data collected in air or at each
speci¯c water depth during the de¯ned sampling interval; (ii) the negative values of
slopes from the least-squares ¯t used to compute E(0¡;¸), which are denoted here
as K(¸); and (iii) the percent di®erence between the actual values E(zi;¸)=G(zi;¸)
and the ¯tted E(0¡;¸)exp[¡K(¸)zi] values at each depth zi. A high ¾ value suggests
changes in the measurement conditions during one step of the data collection (i.e.,
due to an instability of the water surface or the presence of large particles °oating
above the collectors). As a consequence of using a light source that approximates
a direct beam illuminating the di®users, the K(¸) value is a function of the water
absorption and scattering, and of the optical-mechanical setup. Signi¯cant di®erences
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Figure 5.3: Sample data (in relative units expressed in digital numbers DN), used
for If(¸) characterization of an OCI-200 at the 555 nm center wavelength. Sym-
bols + indicate actual measurements at di®erent water depths. Symbols ² at depth
zi > 0 indicate data corrected for geometric e®ects (through the G factor). The sym-
bol² at zero depth indicates the in-air measurement to be divided by the subsurface
extrapolated value highlighted by the symbol± (after Zibordi et al. (2004b)).
in K(¸) among successive measurement sequences, therefore, imply changes in water
quality or in the geometry of the system. Signi¯cant changes in the percent di®erence
between E(zi;¸)=G(zi;¸) and the ¯tted E(0¡;¸)exp[¡K(¸)zi], at a speci¯c depth zi,
may indicate an incorrect determination of the depth zi or changes in the optical
setup during the measurement sequence.
5.1.2 Discussion on If(¸) for irradiance sensors
SIRREX-8, was so far the most comprehensive experiment investigating the meth-
ods for the characterization of If(¸) even though only focussing on the widely used
seven-channel OCI-200 series of radiometers (Zibordi et al., 2004b). It is recalled that
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the seven channels are associated with independent di®users manufactured by layer-
ing di®erent acrylic materials and that each di®user has scattering and absorption
properties optimized for the speci¯c center-wavelength.
A total of nine OCI-200 radiometers (four Eu sensors with s/n 048, 098, 109, 130,
and ¯ve Ed with s/n 015, 040, 050, 071, 097) all having the same nominal center-
wavelengths (i.e., 412, 443, 490, 510, 555, 665, and 683 nm), were included in the
experiment. The selected radiometers were manufactured between September 1994
and July 1999 and represent about 10% of the total production of in-water OCI-200
series radiometers for that period.
a. Intra- and inter-laboratory analysis
Inter-laboratory analysis of If(¸) data for the nine radiometers was supported by
measurements performed by three di®erent laboratories: the Center for Hydro-Optics
(San Diego, California); Satlantic Inc. (Halifax, Nova Scotia); and the Joint Research
Centre (Ispra, Italy). If(¸) data from the so-called reference radiometer (a radiometer
frequently characterized to track changes in the measurement setup at each partici-
pating laboratory) provided an intercomparison among the di®erent laboratories and
supported an intra-laboratory analysis of the measurement repeatability. If(¸) data
from all the radiometers, in addition to providing intercomparability among the dif-
ferent laboratories, permitted an analysis of the dispersion of If(¸) data across the
OCI-200 sample radiometers (Zibordi et al., 2004b).
The uncertainty due to measurement repeatability was quanti¯ed through »(¸)
given by two times the standard deviation ¾(¸) divided by the average ¹ If(¸) of inde-
pendent If(¸) measurements, and expressed as a percentage, i.e., »(¸) = 200[¾(¸)n¹ If(¸)]
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(»(¸)=2 is commonly called variation coe±cient). The uncertainty due to method pre-
cision was then determined by »A(¸), computed in agreement with the de¯ned »(¸),
but using the standard deviation and the average ¹ IA
f (¸) of the ¹ If(¸) values from all
three laboratories.
The If(¸) intra-laboratory analysis based on data from the reference radiometer,
showed a spectrally averaged uncertainty in repeatability »(¸) varying from 0.3% to
0.6% across the di®erent laboratories.
The intra-laboratory analysis based on the data from all radiometers, indicated
the dispersion of If(¸) values across the various instruments. This dispersion, de¯ned
by the standard deviation, exhibited spectrally averaged values of 2.2% for all three
laboratories. Instrument-to-instrument variability, however, was quite spectrally pro-
nounced. Data from all three laboratories displayed high variability in If(¸) at 665
and 490 nm with dispersion of 5% and 3%, respectively.
The inter-laboratory comparison showed spectrally averaged values of 1.2% for
uncertainties in method precision, »A(¸). The relative inter-laboratory uncertainties
determined by the percent di®erence between ¹ If(¸) for each laboratory and ¹ IA
f (¸),
showed spectrally averaged values ranging from {0.5% to +0.6%.
b. Uncertainties
The analysis of SIRREX-8 data showed that the uncertainties in the characteriza-
tion of If(¸) for irradiance collectors, excluding any contribution from the optical{
mechanical setup, are mostly sensitive to: (i) the use of tap water versus seawater;
(ii) the presence of dust particles or slicks by contaminants at the water surface (i.e.,
silicon grease released by connectors, soap used in some laboratories to reduce the
water surface tension); and (iii) the level of water purity.
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Additional elements, which could become a source of uncertainty, if improperly
handled, are: (iv) the assumption of a point source for the lamp; (v) the optical
load of the radiometer (i.e., the perturbation induced in measurements by the high
re°ectance of di®users); (vi) the stability of the light source; and (vii) the water
temperature.
All these sources of uncertainty may produce additive e®ects increasing or reduc-
ing, in an almost unpredictable way, the total uncertainty in If(¸).
Speci¯cally, the use of tap water versus seawater introduces a negative bias in the
absolute characterization of immersion factors. This bias is of the same order of the
di®erence in refractive indexes of pure water and pure seawater (i.e., about 0.5% in
the 400{700 nm spectral range) as con¯rmed through experimental determinations
(Zibordi et al., 2003b).
The presence of particles or slicks at the water surface can produce an under-
estimate of subsurface irradiance that leads to an underestimate of If(¸), almost
constant across the visible spectrum. Surface skimming and care in the use of parts
of the setup which may cause contamination, can easily minimize the e®ects of this
potential source of uncertainty. An extreme case of surface contamination by °oat-
ing particles creating a homogeneous layer at the water surface, showed a spectrally
averaged overestimate of 1.6% in If(¸).
The use of soap may e±ciently reduce surface tension in seawater and, thus,
in moving particles away from the surface area directly associated with the optical
measurements. However, due to the lack of investigation, this solution has to be
applied with caution because soap slicks may a®ect the surface transmittance and
thereby produce an overestimate of If(¸).
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The purity of water is the most di±cult accomplishment in If(¸) characterization
especially when large volumes of water are required. While absorption processes do
not signi¯cantly a®ect the determination of the subsurface irradiance, the presence
of scattering elements may produce an underestimate of If(¸) because of an increase
in the subsurface irradiance E(0¡;¸) induced by an increase in the irradiance con-
tribution re°ected back into the water by the water-air interface. The analysis of
If(¸) data generated with speci¯c experiments (Zibordi et al., 2003b), showed that
perturbations due to scattering are more pronounced in the blue part of the spectrum
and decrease toward the red (in agreement with theoretical expectations).
The use of a point source, (i.e., a lamp), at a ¯nite distance from the collector,
induces di®erent illumination conditions on the collector as a function of the changing
water depth, which leads to an overestimate of If(¸). Combining the use of small
¯lament lamps with increased distances between the lamp and collector, in addition to
the use of the geometric correction model for in-water radiometric data as proposed by
Aas (1969), minimizes the uncertainties in determining If(¸). A speci¯c experiment
showed that with a lamp ¯lament of 4 £ 8 mm at two distances from the collector
(at 86 cm and at 100 cm), the di®erence in If(¸) values computed by applying the
geometric factor G(z;¸), was within the intra-laboratory measurement repeteability
(i.e., approximately §0.5%).
The number, size and high re°ectance of the irradiance collectors, are additional
perturbation elements in the characterization of If(¸). In fact, the collectors, at close
distance to the water surface (i.e., within a few centimeters) induce an overestimate
in the in-water irradiance. This is caused by multiple re°ections between the im-
mersed collectors and the air-water surface, resulting in an underestimate of If(¸).
70Chapter 5 Immersion Factors
Berger (1958) showed that the perturbation becomes negligible when the water depth
is greater than the critical depth zc ¼ 0.9 Rc, where Rc is the radius of the collector.
Assuming that for OCI-200 radiometers the perturbation is produced by the area
covered by all seven di®users (i.e., a circular area of radius Rc ¼ 2.0 cm) a depth zc ¼
1.8 cm satis¯es the requirement for minimizing the perturbation. A speci¯c measure-
ment sequence including in-water data collected with 1 cm increments between 5 and
1 cm, in addition to regular depth measurements beyond 5 cm, showed an average
If(¸) underestimate ranging from 0.2% in the blue up to 0.9% in the red (Zibordi
et al., 2004b). In agreement with expectations, the latter values decreased below the
intralaboratory measurement repeatability when only data at depths zi > 2 cm (i.e.,
zi > zc) were included in If(¸) computations.
Monitoring the stability of the source, either by using a shunt resistor in series with
the lamp or a radiometer directly looking at the source, is a good practice to ensure
detection (with the shunt only) and minimization (with the monitoring radiometer) of
any change in the illumination conditions during each measurement sequence. During
SIRREX-8, the high stability of the source used at all three laboratories induced
di®erences generally lower than 0.1% in If(¸) values computed by normalizing and
by not normalizing the in-air and in-water irradiance data, with respect to the data
from the monitoring radiometer.
Changes in the water temperature that a®ects the seawater refractive index are
also a source of uncertainty. An estimate of the e®ects induced by a change in the
water refractive index associated with a 4 ±C variation in water temperature, suggests
variations within 0.1% in the If(¸) value.
All the above sources of uncertainty can be easily minimized by creating a good
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point source and monitoring its stability, avoiding collection of data a®ected by the
optical load of collectors, keeping the surface free of particles and slicks, and ¯nally
using the purest water possible. Under the same conditions of water purity, the use
of seawater is preferred over the use of fresh water because of the slight di®erence in
the refractive index (i.e., approximately 0.5% in the spectral range 400{700 nm). The
production of large quantities of pure seawater requires, however, much more e®ort
than the production of large quantities of pure (i.e., milliQ) water, so the requirement
of determining highly accurate immersion coe±cients for marine radiometers suggests
the use of pure water with the application of a correction factor for seawater to account
for di®erences in the refractive indices (Zibordi et al., 2003b).
c. Typical values for the OCI-200 series of radiometers
Spectral If(¸) values for each of the nine OCI-200 radiometers included in SIRREX-8
and the resulting average If(¸) values are presented in Fig. 5.4. Although most of the
data show good agreement among di®erent sensors, there are notable outliers at 490
and 665 nm, which are associated with one speci¯c radiometer (i.e., the Ed s/n 015).
Additional radiometers exhibiting relevant di®erences from the average are Eu s/n
048 and Ed s/n 050 at 665 nm, and Ed s/n 040 at 683 nm. All these radiometers are
the oldest among those included in the experiment, but a visual inspection indicated
no signi¯cant damage of the collectors.
Removing the Ed s/n 015 data, the dispersion of the If(¸) values de¯ned by 2¾
reduces 3.0 % and 5.5 % to 0.9 % and 3.0 % at 490 and 665 nm.
Excluding Ed s/n 015 and partitioning the radiometers in two subsets of new (Ed
s/n 097, Ed s/n 098, Eu s/n 109, and Eu s/n 130) and old (Ed s/n 040, Eu s/n 048,
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Figure 5.4: The spectral If(¸) data determined for the nine OCI-200 radiometers
included in the SIRREX-8 experiment. The continuous thick line highlights the spec-
trally averaged If(¸) values and the bars indicate 2¾ (after Zibordi et al. (2004b)).
Ed s/n 050, and Ed s/n 071) devices, the If(¸) values show a general increase with
aging. Composing the subsets, the average increase from new to older is 0.9%, with
individual extreme values up to 2% in the red. Even though any ¯nal conclusion
cannot be drawn from these results because of the small statistical representation of
the samples, it suggests some di®erence over time in the manufacturing process of
collectors or changes of the optical features with aging (probably due to their use),
which is more pronounced in the red part of the spectrum (i.e., at 665 and 683 nm).
The typical If(¸) (i.e, IT
f (¸)) values proposed for seawater and computed ex-
cluding Ed s/n 015, are given in Tab. 5.1 together with their estimated maximum
uncertainties and average If(¸) values for the old (i.e, IO
f (¸)) and new (i.e, IN
f (¸))
subsets of radiometers. The maximum estimated uncertainties provided in Tab. 5.1
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Table 5.1: The typical immersion coe±cients resulting from SIRREX-8 for the OCI-
200 series of radiometers. IO
f (¸) data are for the subset of old radiometers, IN
f (¸)
data are for the subset of new radiometers, IT
f (¸) data are for the whole set of trusted
radiometers (i.e., Ed s/n 015 excluded). The maximum uncertainties are the sum of
average intra-laboratory measurement repeatability and If(¸) dispersion values across
the considered OCI-200 radiometers (Ed s/n 015 excluded).
¸[nm] IO
f IN
f IT
f Maximum Uncertainties [%]
412 1.360 1.349 1.355 §2:1
443 1.388 1.381 1.385 §2:1
490 1.362 1.354 1.358 §1:5
510 1.351 1.350 1.350 §1:4
555 1.371 1.363 1.367 §2:3
665 1.384 1.355 1.370 §3:4
683 1.391 1.367 1.379 §3:1
con¯rm the need for determining the If(¸) values for each single di®user when the
intended use of radiometers requires an highly accurate absolute calibration.
d. Spectral dependence
Smith (1969), Petzold and Austin (1988) and Mueller (1995) observed an almost lin-
ear change of If(¸) as a function of ¸, with some deviation from linearity in the blue.
Such a linear dependence was not observed in the current If(¸) spectral measure-
ments for the OCI-200 series of radiometers. The explanation for this is given by
di®erences in the optical design of the radiometers involved in the various studies.
The instruments analyzed by the aforementioned authors all had a single collector,
while the OCI-200 series of radiometers has multiple collectors (one per spectral
channel) designed to ensure optimum scattering and absorption performances at a
speci¯c center-wavelength. This is supported by the absorbance measurements made
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on sample OCI-200 collectors at six di®erent center-wavelengths (412, 443, 490, 555,
665, and 683 nm). The net-absorbance (i.e., the di®erence between the absorbance
measured in transmission mode and the absorbance measured in re°ection mode) and
the re°ection-absorbance (i.e., the absorbance measured in re°ection mode), obtained
with a dual beam spectrometer equipped with an integrating sphere, are plotted in
Fig. 5.5. For each collector, the net-absorbance is quite linear as a function of wave-
length, with some change in slope below 420 nm. The di®erent collectors show very
large relative di®erences appearing as an o®set with some slight change in slope. Be-
cause of this, the spectral shape of the net-absorbance resulting from values associated
with each collector (i.e., the encircled numbers in Fig. 5.5) indicates a dependence
that is not linear with wavelength.
The comparison of Fig. 5.4 with Fig. 5.5 suggests high values of spectral net-
absorbance and low values of spectral re°ection-absorbance in correspondence to high
If(¸) values. Starting from this observation, a qualitative explanation of the If(¸)
spectral dependence can be constructed from the approximate model describing the
irradiance ED(¸) (see Fig. 5.6) received by the detector on the back of the collector
ED(¸) = fEe(¸)[1 ¡ re(¸)] + Ec(¸)rc(¸)gTC(¸)[1 ¡ rb(¸)] (5.1.6)
where Ee(¸) is the irradiance incident at the external surface of the collector, re(¸)
is the external re°ectance of the medium{collector interface, TC(¸) is the collector
transmittance that only depends on the di®user material, rb(¸) is the re°ectance
of the collector{detector interface that does not depend on the refractive index of
the external medium, and Ec(¸)rc(¸) identi¯es the di®use irradiance re°ected by the
internal collector-medium interface with rc(¸) producing much higher e®ects than
re(¸) on ED(¸) (Westlake, 1965).
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Figure 5.5: The net-absorbance (a) and re°ection-absorbance (b) of a sample of
OCI-200 collectors. The encircled numbers highlight the nominal center-wavelength:
1=412 nm, 2=443 nm, 3=490 nm, 4=555 nm, 5=665 nm, and 6=683 nm (after
Zibordi et al. (2004b)).
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Figure 5.6: Schematic of the re°ectance and transmittance elements presented in Eq.
5.1.6 for irradiance sensors (after Zibordi et al. (2004b))
When the medium in contact with the di®user varies, by neglecting changes in
re(¸), changes in Ec(¸)rc(¸) explain variations in If(¸) (i.e. when Ec(¸)rc(¸) in-
creases, ED(¸) increases and If(¸) decreases). Assuming as a ¯rst approximation
that Ec(¸)rc(¸) is inversely related to the re°ection-absorbance, the If(¸) spectral
shape inversely follows the re°ection-absorbance spectral dependence. The expected
linear dependence with wavelength is very evident in If(¸) from in-water radiome-
ters equipped with a single di®user (Mueller, 1995; Smith, 1969). Di®erent, in the
case of the OCI-200 radiometers such a spectral dependence is not shown due to the
di®erence in the re°ection-absorbance among di®users optimized for various center-
wavelengths, as resulting from slightly di®erent optical characteristics of the various
di®users. These di®erent optical characteristics may create di®erent spectral de-
pendence of re(¸), rb(¸), rc(¸) and TC(¸) among di®users and consequently, induce
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slightly di®erent spectral dependence of If(¸) on the re°ection-absorbance for each
di®user. This leads to the generic spectral dependence observed between the OCI-200
If(¸) and the re°ection-absorbance spectral values, but does not permit any quan-
titative comparison between the two as a function of ¸. This ¯nding suggests it is
inappropriate, for the OCI-200 series of radiometers, to use the de¯ned typical If(¸)
values to extrapolate data at di®erent center-wavelengths.
5.2 Immersion factor for radiance sensors
A comprehensive description of an analytical method for the determination of the
immersion factor of radiance sensors was ¯rst presented by Austin (1976). His study
led to the proposal of a basic relationship adopted by the marine optics community
(Mueller and Austin, 1995). However, the applicability of this relationship to actual
radiometers and its accuracy, was not previously investigated (or are not reported).
In the last decade various intra- and inter-laboratory experiments addressed the
uncertainties of the speci¯c terms relevant to the absolute calibration of radiance and
irradiance sensors for ocean color ¯eld measurements (for instance see Hooker et al.
(2002a); Johnson et al. (1999); Zibordi et al. (2003a)). These activities, however, left
the immersion factor for in{water radiance sensors {whose value has been computed
for three decades with the basic relationship proposed by Austin (1976) { as a relevant
quantity for which the uncertainties were not yet assessed. To ¯ll this gap, Austin's
method has been investigated to quantify its accuracy when applied to a class of
radiometers extensively used by the ocean optics community.
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5.2.1 Theoretical determination of If(¸) for radiance sensors
Equivalent to irradiance sensors, assuming the absolute calibration of a radiance
sensor is made in air, the value of the immersion factor If(¸) is then equal to 1 for
in{air measurements and it is greater than 1 for in{water measurements. This corrects
for the reduction of the sensor's radiometric response due to the spectral refractive
index of water nw(¸) > na and resulting from two major e®ects: (i) the relative
change in the solid angle ¯eld-of-view, and (ii) the relative change in re°ectance and
transmittance of the optical window (hereafter simply called window) of refractive
index ng(¸) in contact with the intervening medium (i.e., air or water).
Figure 5.7 displays the schematic of the most relevant re°ection and transmis-
sion processes contributing to the change of the sensor's response for the class of
radiometers considered in this analysis. Speci¯cally, symbols tag(¸) and rag(¸) in-
dicate the spectral transmittance and re°ectance of the air-window interfaces while
tmg(¸) and rmg(¸) indicate the spectral transmittance and re°ectance of the inter-
vening medium-window interfaces (i.e., the air{window or the water{window). The
additional symbols td(¸) and rd(¸) indicate the spectral transmittance and re°ectance
of the detector, respectively. The symbol Tg(¸) indicates the internal spectral trans-
mittance of the window.
a. Background
The theoretical method proposed by Austin (1976) for the determination of the im-
mersion factor of radiance sensors was developed assuming a narrow ¯eld-of-view
(i.e., the instrument ¯eld-of-view approaches 0 degrees) and negligible e®ects of the
internal optics (i.e., the re°ectance and transmittance of the inner window interfaces
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Figure 5.7: Schematic of the major transmission/re°ection processes relevant to the
determination of If for radiance sensors (after Zibordi (2006)).
and of the detector, when considering the sensor illustrated in Fig. 5.7).
With these assumptions, referencing Austin (1976), the spectral radiant °ux
©m(¸) received by the sensor looking at the radiance Lm(¸) detected in a medium m
of refractive index nm through the window of refractive index ng(¸), is given by
©m(¸) = Lm(¸)A­m(¸)tmg(¸)To(¸) (5.2.1)
where A is the active surface area of the detector (assumed non re°ective), ­m(¸)
is the solid angle de¯ned by the sensor half-angle ¯eld-of-view µm(¸) varying with
the refractive index of the medium, tmg(¸) is the transmittance of the window in
contact with the intervening medium, To(¸) is the transmittance of any other optical
component (assumed invariant regardless of nm(¸)) a®ecting the radiant °ux.
The radiant °ux can also be written as
©m(¸) =
DNm(¸)
R©(¸)
(5.2.2)
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where DNm(¸) is the output of the radiometer in digital counts and R©(¸) is the
spectral responsivity of the detector in units of Counts W¡1 (Zissis, 1993), an invariant
for the instrument and thus not depending on the intervening medium.
From equations 5.2.1 and 5.2.2, using subscripts a and w for air and water, the
in{water radiance Lw(¸) can be related to the in{air radiance La(¸) through
Lw(¸) = La(¸)
­a
­w(¸)
tag(¸)
twg(¸)
DNw(¸)
DNa(¸)
(5.2.3)
where tag(¸) and twg(¸) are the transmittances of the air{window and water{window
interfaces, respectively.
From Eq. 5.2.3 and following its de¯nition, If(¸) is represented as
If(¸) =
­a
­w(¸)
tag(¸)
twg(¸)
(5.2.4)
where the term ­a=­w(¸) accounts for the change in the ¯eld-of-view and tag(¸)=
twg(¸) accounts for the change in transmittance of the medium-window interface
when operated in water with respect to air.
With the condition of small µm(¸), the solid angle ¯eld-of-view is approximated by
­m(¸) = (¼=4)µ2
m(¸) (Slater, 1980), with m indicating either air a or water w; and,
­m(¸) given in units of sr and µm(¸) in units of rad. By then applying Snell's law
to the air-water interface with the condition of small µm(¸), leading to µw(¸) = µa=
nw(¸), the correction term for the change in the ¯eld-of-view becomes
­a
­w(¸)
= n
2
w(¸) (5.2.5)
known as the n2
w law of radiance.
The transmittance of the medium-window interface, with the assumption of small
µm(¸) and nm(¸) refractive index of the intervening medium, is given by
tmg(¸) = 1 ¡
[nm(¸) ¡ ng(¸)]2
[nm(¸) + ng(¸)]2: (5.2.6)
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Using Eq. 5.2.6, the correction term for the change in transmittance of the medium{
window interface is given by
tag(¸)
twg(¸)
=
[nw(¸) + ng(¸)]2
nw(¸)[1 + ng(¸)]2: (5.2.7)
From equations 5.2.5 and 5.2.7, Eq. 5.2.4 can be re-written as
If(¸) =
nw(¸)[nw(¸) + ng(¸)]2
[1 + ng(¸)]2 : (5.2.8)
Equation 5.2.8 is adopted by the ocean optics community for the determination of
the immersion factor of in{water radiance sensors.
b. Model revision
To determine the uncertainties a®ecting If(¸), when applied to actual radiance sensors
having optical design matching the schematic in Fig. 5.7, the re°ectance rag(¸) and
rwg(¸) of the inner window interface (where rag(¸) = (1 ¡ tag(¸)) and analogously
rwg(¸) = (1¡twg(¸)) ) and the re°ectance rd(¸) of the detector, were included in the
revision of Austin's model. Equation (5.2.4) was then rewritten as
If(¸) =
­a
­w(¸)
tag(¸)
twg(¸)
Tag(¸)
Twg(¸)
Tad(¸)
Twd(¸)
(5.2.9)
where, without making explicit the dependence on ¸,
Tmg = tagTg + ragrmgtagT
2
g (5.2.10)
indicates the additional transmittance of those optical components a®ecting the radi-
ant °ux received by the detector when the ¯rst order re°ectance of the inner window
surfaces is accounted for (with m indicating either a or w), and
Tmd = td + rdragtd + rdt
2
agrmgT
2
gtd + rdt
2
agragr
2
mgT
4
gtd (5.2.11)
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indicates the further additional transmittance of those optical components a®ecting
the radiant °ux received by the detector when its ¯rst order re°ectance rd is accounted
for.
Using Eq. 5.2.10, after simpli¯cation, the term Tag/Twg becomes
Tag
Twg
=
1 + Tgr2
ag
1 + Tgragrwg
(5.2.12)
and similarly using (5.2.11), the term Tad=Twd becomes
Tad
Twd
=
1 + rdrag + rdt2
agragT 2
g + rdt2
agr2
agT 4
g
1 + rdrag + rdt2
agrwgT 2
g + rdt2
agragrwgT 4
g
: (5.2.13)
For an ideal sensor with rd = 0 the term Tad=Twd = 1. It is to be noted that the high
power terms in Eq. 5.2.13, have a weak e®ect on the determination of If(¸) and they
can be neglected for practical uses of Eq. 5.2.9.
c. Comparison between theoretical determinations
The adoption of Eq. 5.2.9 in alternative to Eq. 5.2.8 was investigated in the 400-700
nm spectral range for Fused Silica windows (i.e., synthetic molten amorphous quartz
glass windows currently used in most of the in{water radiometers) with Tg(¸)=0.99
and assuming rd(¸)=0.15. Under the condition of small angle approximation (i.e.,
with ­a=­w(¸) = n2
w(¸)), the comparison showed an increase of 0.6 % in If(¸) com-
puted with the newly proposed relationship, with approximately 85% of the increase
due to the detector re°ectance. This result indicates that the determination of If(¸)
through Eq. 5.2.8 for radiometers with non-negligible re°ectance of the detector,
may lead to an appreciable negative bias in the absolute calibration of the in{water
radiance data.
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By accounting for the actual solid angle ¯eld-of-view computed from
­m(¸) = 2¼[1 ¡ cosµm(¸)] (5.2.14)
with µm(¸) half-angle ¯eld-of-view in the medium m (where m indicates either a or
w), and additionally determining rmg(¸) and tmg(¸) by averaging their directional
values over the solid angle ­m(¸), a spectrally averaged decrease of approximately
0.2% in If(¸) with respect to the small angle approximation (largely due to the
exact computation of ­m(¸)) was observed. This leads to a net negative di®erence of
approximately 0.4% between the If(¸) values determined with the relationships linked
to the basic and the extended sensor models, for the considered class of radiometers.
The immediate conclusion from this result based on a theoretical analysis is that, for
the speci¯c class of sensors considered, the current theoretical relationship used for the
determination of If(¸) is still adequate for most of the ocean color applications which
commonly face an overall uncertainty of approximately 4-5% in the determination of
the water-leaving radiance (see Chapter 6).
5.2.2 Characterization of If(¸) for radiance sensors
In order to assess the validity of the revised relationship for the theoretical compu-
tation of the immersion factor, a method for experimentally determining If(¸) was
conceived and applied to various radiometers from the same class of in{water instru-
ments manufactured with optical windows having di®erent refractive indices ng(¸).
The method relies on performing in{water and in{air radiance measurements of a
stable source, keeping constant the sensor-source distance.
The schematic of the measurement system realized for the experimental determi-
nation of the immersion factor is shown in Fig. 5.8. It is composed of: (i) a water
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Figure 5.8: Set-up used for the experimental characterization of If(¸) for radiance
sensors (after Zibordi (2006)).
vessel made of Plexiglas with the lateral walls internally screened with a cylindri-
cal tube painted dull black (so called blackened screen); (ii) a support to hold the
radiometer within the vessel with the optics facing the source; (iii) a di®use light
source constituted of a di®user located in air just underneath the water vessel and
illuminated from below by a 1000 W tungsten-halogen lamp. The di®user is made of a
multilayer of three white °ashed opal glasses manufactured by Shott AG (GrÄ unenplan,
Germany) and one blue glass. The blue element is included to reduce the light °ux in
the green and red part of the spectrum and ultimately to make more comparable the
relative output of the radiometer at the di®erent channels (this solution compensates
for the relatively higher °ux of the lamp in the green-red with respect to the blue, and
makes the spectral °ux distribution of the di®use source more similar to that of the
sun for which the gain setting of radiometers is optimized). The lamp is screened to
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reduce the background light, and an adjustable aperture is used to optimize the size
of the light cone illuminating the di®user. All the various components of the mea-
surement system are installed on a vertical optical bench to facilitate the accurate
repositioning of each part at di®erent distances. The stability of the source is tracked
by monitoring the voltages across its terminals and across a precision shunt in series
with it. The water depth reading is made through a ruler ¯xed inside the vessel and
located between the Plexiglas wall and the blackened screen. A storage tank is used
to temporarily accumulate the water for its reuse during successive measurement se-
quences. The employ of pure water (Milli-Q) is recommended by the need to perform
measurements in a very reproducible manner and using a medium with well de¯ned
optical properties (i.e., nw(¸)).
a. The measurement method
The quantities relevant to the experimental determination of If(¸) are shown in Fig.
5.9 together with a schematic of the water vessel. Speci¯c geometric quantities are the
distance between the window and the di®user, d, and the distance between the window
and the water surface, zi. Speci¯c physical quantities are the water transmittance
Tw(d;zi;¸) in the pathlength d ¡ zi, the radiance of the source, Lp(¸), and, the
transmittance of the air-water interface, taw(¸).
b. If determination
The spectral subsurface radiance, Lp(0¡;¸), is determined from data taken with the
instrument submersed in the water at distance d from the source, computed with
If(¸) =1, corrected for the average background signal and averaged over the interval
¢t. The above-water radiance value, Lp(0+;¸), is computed as the intercept of the
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Figure 5.9: Schematic of the water-vessel and of the major re°ection/transmission
processes relevant to the determination of If(¸) (after Zibordi (2006)).
least squares regression { as a function of zi { of the Lp(i;¸) values given by
Lp(i;¸) = Lp(d;zi;¸)
Tw (d;0;¸)
Tw (d;zi;¸)
(5.2.15)
where Lp(d;zi;¸) is determined from data taken with the radiometer operated in air
with water layers of depth d ¡ zi, corrected for the average background signal, and
averaged over the interval ¢t. Thus Lp(i;¸) indicates values of Lp(d;zi;¸) normalized
with respect to the in{water optical path-length d (i.e., at zi = 0) using the term
Tw(d;0;¸)=Tw(d;zi;¸) (this term di®ers most from 1 in the red).
The transmittance Tw(d;zi;¸) is computed according to
Tw(d;zi;¸) = e
¡c(¸)(d¡zi) (5.2.16)
where c(¸) is the spectral beam attenuation coe±cient of pure water resulting from the
sum of the absorption (Pope and Fry, 1997) and scattering (Morel, 1974) coe±cients.
The determination of Tw(d;zi;¸) using c(¸) leads to an overestimate of the attenuation
in the blue and green spectral regions where the scattering is more sizeable than the
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absorption. However, due to the small optical pathlength, the use of Eq. 5.2.16 does
not have any appreciable e®ect in the computation of If(¸).
The least squares regression of Lp(i;¸) values applied in the computation of
Lp(0+;¸), in alternative to the use of a single Lp(i;¸) value, minimizes the uncer-
tainties in Lp(0+;¸) due to the inaccuracy in Tw(d;zi;¸) and, the inhomogeneity or
deviation from the Lambertian response of the di®use light source. However, Lp(0+;¸)
could be computed from the least-squares ¯t { as a function of zi { of the Lp(d;zi;¸)
log-transformed values. This solution, di®erent from that applied in the current anal-
ysis to fully account for the involved physical processes, does not require the a-priori
knowledge of Tw(d;zi;¸) to determine Lp(0+;¸).
Accounting for the decrease in radiance from below{ to above{water quanti¯ed
by [­w(¸)=­a]twa(¸), the experimental immersion factor is given by
If(¸) =
Lp(0+;¸)
Lp(0¡;¸)
­a
­w(¸)
1
twa(¸)
: (5.2.17)
Figure 5.10 displays data at 665 nm obtained from a sequence of above{ and in{
water radiance measurements processed according to the proposed scheme. The data,
presented in relative units as a function of the distance between the optical window
and the water surface zi, depict the actual time averaged measurements Lp(d,zi;¸)
and the corresponding Lp(i;¸) values used for the determination of the above{water
value, Lp(0+;¸). The data at zi=0 indicate the values used for the computation of
If(¸): (i) the above-water Lp(0+;¸) value; and, (ii) the subsurface Lp(0¡;¸) value
multiplied by (­w(¸)=­a)twa(¸) to account for the decrease in radiance from below{ to
above{water. The plot in Fig. 5.10, exhibiting almost a constant value for the Lp(i;¸)
data, qualitatively demonstrates the appropriateness of the applied processing.
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Figure 5.10: Data in relative units (DN) from a measurement sequence at 665 nm, as
a function of the distance of the optical window from the water surface zi, relevant
to the determination of If are Lp(0¡)(­w=­a)twa shown by symbol², Lp(0+) shown
by symbol °, actual time averaged Lp(d, zi) measurements shown by symbols + and
corresponding Lp(i) values shown by symbols± (after Zibordi (2006)).
5.2.3 Discussion on If(¸) for radiance sensors
The assessment of the new relationship (i.e., Eq. 5.2.9) proposed for the computation
of If(¸), was made by comparing theoretical and experimental values determined
with radiometers having optical design matching with the schematic in Fig. 5.7.
Experimental If(¸) values were determined with OCR-200 and OCR-507 seven
channel radiometers largely used within the ocean optics community. These two
series of radiometers, which mostly di®er by their output (analog for the OCR-200
and digital for the OCR-507) and size (diameter of 3.5 inches for the OCR-200 and of
2.5 inches for the OCR-507), have equivalent optics and detectors, and are considered
to belong to the same class of in{water optical instruments.
The OCR-200 radiometers have windows made of Optical Crown Glass, or Fused
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Silica when manufactured after mid-2001 (the use of Fused Silica was mostly in-
troduced to support applications in the ultraviolet spectral region). The OCR-507
radiometers all have windows made of Fused Silica. In addition to the window (serv-
ing all sensors on each radiometer), the optics of an individual sensor is composed
of: i. a detector comprising an interference ¯lter with 10 nm spectral band in the
400-700 nm range; and ii. an aperture that, in conjunction with the active circular
area of the detector, de¯nes the solid angle ¯eld-of-view. It is considered a reasonable
assumption that all the apertures of a single radiometer, symmetrically distributed
in a circular area of approximately 2 cm radius, are equal in air with a half-angle
¯eld-of-view µa of 13 degrees. This de¯nes an in{water half-angle ¯eld-of-view µw(¸)
of approximately 10 degrees, slightly varying with nw(¸) as a function of wavelength.
The sample radiometers included in the study were manufactured in the period
1995-2002. They comprise both Optical Crown Glass and Fused Silica windows and
have the same nominal center-wavelengths 412, 443, 490, 510, 555, 665 and 683 nm.
The relatively small number of radiometers used for the experimental determination of
the immersion factor was supported by: (i) the results obtained from the comparison
of the relationships derived from the basic and extended sensor models showing that,
for the considered case study and for a given medium, the values of If(¸) almost
entirely (i.e., by more than 99%) depend on the refractive index of the window; and (ii)
the high precision in manufacturing optics implying a high repeatability of the optical
properties of commercial windows. This suggested that, unlike previous studies on
the immersion factor of irradiance sensors which required a relatively large number
of instruments to reach any general conclusion due to di®erences in the geometric
and optical features of basic components (Zibordi et al., 2004d), a few instruments
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Figure 5.11: Comparison of theoretical (th) and experimental (ex) If values for OCI-
200 radiometers having Fused Silica (FS) and Optical Crown Glass (CG) windows
(after Zibordi (2006)).
can satisfy the objective of assessing the newly proposed relationship to theoretically
compute If(¸) for the considered radiance sensors.
A comparison of results for the radiometers considered is summarized in Fig.
5.11 which plots: i. theoretical immersion factors computed with Eq. 5.2.9 for
sensors having 13 degrees in{air half{angle ¯eld{of{view, windows made of Optical
Crown Glass or Fused Silica, and detector re°ectance rd(¸)=0.15; and ii. average
experimental immersion factors determined with the OCR-200 s/n 010 and OCR-200
s/n 051 with Optical Crown Glass windows, and, with the OCR-200 s/n 104 and
OCR-507 s/n 025 with Fused Silica windows.
The repeatability of the experimental determinations of the immersion factors,
indicated by error bars in Fig. 5.11 and quanti¯ed through the average of two times
the variation coe±cients of independent experimental If(¸) values for the sensors with
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windows made of the same material, »(¸), exhibit larger values for the radiometers
with Optical Crown Glass windows (showing spectrally averaged values of 0.32%),
when compared to those of radiometers with Fused Silica windows (showing spectrally
averaged values of 0.18%). This could be explained by imperfections in the windows
caused by extensive ¯eld use, making less e±cient the removal of bubbles in front of
the window during the measurement sequences and thus leading to a decrease in the
repeatability of the experimental If(¸) values.
The percent di®erences between theoretical and experimental If(¸), exhibit larger
values (higher than 0.1% in the blue) for the radiometers with Optical Crown Glass
windows with respect to those with Fused Silica windows (typically within 0.05%).
This can probably be explained by a less tightly controlled refractive index and ho-
mogeneity of the Optical Crown Glass when compared to Fused Silica.
These results suggest the adequacy of revised relationships based on speci¯c sensor
models for the determination of If(¸). They also con¯rm that immersion factors of
radiance sensors (as opposed to irradiance sensors) can be determined with theoretical
relationships and can be applied to classes of radiomters.
a. Accuracy of the theoretical determination
When considering Eq. 5.2.9 and its terms, the accuracies of rd(¸), Tg(¸), ng(¸)
and of water temperature a®ecting nw(¸), are the major elements that may perturb
the theoretical determination of If(¸). A sensitivity analysis was made on If(¸)
computed for pure water at 22 ±C, Fused Silica window and detector with re°ectance
rd(¸)=0.15. This analysis showed that changes of 0.05 (absolute) in rd(¸), 1% in
ng(¸), 1% in Tg(¸) and 1 ±C in the water temperature, produce spectrally averaged
uncertainties of approximately 0.15%, 0.11%, 0.01% and 0.02%, respectively. These
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uncertainties lead to a quadrature sum of 0.19%, taken as an estimate of the average
uncertainty for the theoretical If(¸) values produced with Eq. 5.2.9.
b. Accuracy of the experimental determination
The accuracy of the experimental determination of If(¸) is mostly linked to the
possibility of creating a homogeneous, Lambertian and stable di®use light source.
The di±culty to create an ideal di®use source inside a water vessel increases with
the size of the source. A solution was proposed by Austin and Petzold (1982) for
the optical characterization of the in{water response of a radiometer based on an
irradiance collector coupled with a Gershun tube. In that case, a re°ectance plaque
was positioned at the bottom of a tank and illuminated from above with multiple
lamps operating in air. This setup, however, makes it di±cult to obtain an accurate
quanti¯cation of the re°ection and transmission processes occurring in the tank and
at the air-water interface. The alternative method proposed here (see also Zibordi
(2006)) simpli¯es the problem by using a Plexiglas vessel and illuminating a di®user
placed in air just underneath the vessel, with a lamp located at some distance from
it. With this con¯guration, given the symmetry of the measurement system (lamp,
di®user, vessel and the radiometer's support), any signi¯cant inhomogeneity and non-
Lambertian response of the source may lead to a non-linear decrease in brightness from
the center toward the edge of the di®user. As a result, the decrease of the measured
radiance with an increase of the area observed by the sensor (i.e., on zi decrease)
would lead to an overestimation of If(¸). This was quanti¯ed from an estimate of
the radiance decay with an increase of the observed area. Speci¯cally, the decay
was determined from Lp(d;zi;¸) data taken with a ¯xed water level at progressively
increased distances d (see Fig. 5.9 ). These data led to the quanti¯cation of maximum
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changes in Lp(i;¸), varying from 0.8 to 1.4% as a function of wavelength over the range
of areas observed by the sensors during a measurement sequence. The correction of
sample measurements for this uncertainty yield a spectrally averaged overestimate of
0.05% in If(¸). This result, however, could not be supported by systematic di®erences
in the If(¸) values determined with d=26 cm, d=30 cm and d=34 cm; and thus with
di®erent areas observed by the sensors on the di®user. This can probably be explained
by a relatively small number of characterizations performed with di®erent distances
d; added to a variability of the experimental If(¸) values signi¯cantly larger than the
bias due to the inhomogeneity and non-Lambertian response of the source.
The stability of the source was tracked by recording the voltages across the lamp
and the shunt, mostly to °ag measurement sequences a®ected by appreciable varia-
tions in Lp(¸). This, however, did not support any quanti¯cation of the uncertainties
due to the instability of the source. These uncertainties were empirically assumed
lower than 0.1% in agreement with the analysis produced in the companion study
focused on the characterization of the immersion factor of irradiance sensors (see pre-
vious section) and making use of a lamp and power supply identical to those applied
for the characterization of If(¸) for radiance sensors.
In addition to the inhomogeneity, non-Lambertian response and instability of the
light source, other relevant uncertainties a®ecting the experimental determination
of If(¸) are: (i) the reproducibility of Lp(0¡;¸), linked to the e±ciency in removing
small bubbles in front of the window; (ii) the perturbation induced on the light source
by the radiometer immersed in the water vessel; (iii) changes in the water refractive
index due to temperature variations during successive measurements.
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The reproducibility of Lp(0¡;¸) was explored with sequential in{water measure-
ments made with an OCR-200 radiometer. Assuming no signi¯cant change in the
source (as shown by the shunt and lamp voltages), the measurements exhibited a
spectrally averaged » value of 0.08%, a®ecting the derived If(¸) by an equal amount.
It is recalled that the radiometer used for the reproducibility analysis was new and
never deployed before. It is to be expected that for optics subject to an extensive use
and thus with windows very likely exhibiting imperfections at the external surface,
the latter uncertainty may slightly increase due to a less e±cient removal of bubbles.
The uncertainty in If(¸) resulting from perturbations in the radiance ¯eld due
to an immersed radiometer with a fully absorbing faceplate, was estimated from
the ratio between the in-water subsurface radiance with and without the radiome-
ter positioned just below the water surface. Speci¯cally, this was estimated with
[1 + Tw(d;0;¸)rwa(¸)rp(¸)]=[1 + Tw(d;0;¸)rwa(¸)rp(¸)ff] which accounts for the ¯rst
order re°ectance of the water subsurface area delimited by the vessel. This area has
re°ectance rwa for the fraction ff not obstructed by the radiometer and ideally null
for the fraction covered by the radiometer (rp is the re°ectance of the di®user and
varies linearly from 0.66 at 400 nm down to 0.62 at 700 nm). This perturbation in
Lp(0¡;¸) leads to an underestimate of 0.1% in the If(¸) values determined with the
OCI-200 radiometers and of 0.04% in those determined with the OCR-507s.
The uncertainty associated with changes in the water refractive index during suc-
cessive measurements was estimated with a variation of 1 ±C in the water temperature.
This leads to a spectrally averaged uncertainty lower than 0.02% in If(¸).
All the former uncertainties lead to a quadrature sum of 0.17%, taken as the
typical uncertainty associated with the experimental determination of If(¸).
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Table 5.2: Theoretical If(¸) values determined for radiometers with windows made of
Fused Silica, 13 degrees in-air half-angle ¯eld-of-view and rd(¸)=0.15, for pure water
at 20ºC with salinity S of 0 and 35 psu. The values are provided as a function of
wavelength ¸ every 20 nm in the 400-500 nm range and every 40 nm in the 500-700
nm range (after Zibordi (2006)).
¸ [nm] ng If (S=0 psu) If (S=35 psu)
400 1.470 1.752 1.770
420 1.468 1.748 1.765
440 1.466 1.745 1.762
460 1.465 1.741 1.758
480 1.464 1.739 1.755
500 1.462 1.736 1.753
540 1.460 1.732 1.748
580 1.459 1.728 1.745
620 1.457 1.726 1.742
660 1.456 1.723 1.739
700 1.455 1.721 1.737
c. Reference values
The agreement observed between the theoretical and experimental If(¸) values deter-
mined for various OCR-200 and OCR-507 radiometers with both types of windows,
con¯rms that If(¸) can be theoretically computed for the considered radiance sensors.
As a consequence, If(¸) values computed with the newly proposed theoretical rela-
tionship are given in Tab. 5.2 for the class of radiometers analyzed in this study. The
reference If(¸) values are provided at regular wavelength increments in the 400-700
nm range for both fresh (salinity of 0 psu) and sea (salinity of 35 psu) water at 20
±C. Values of If(¸) at any di®erent wavelength within the given spectral range, can
then be extrapolated. By neglecting the dependence of nw(¸) on water particles (i.e.,
phytoplankton and detritus) and on pressure (i.e., assuming applications restricted to
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within depths of a few tens of meters below the water surface) a sensitivity analysis
showed that, over the temperature range of 0-30 ±C (with ng(¸) independent of tem-
perature) and the salinity range of 0-40 psu, If(¸) varies by approximately 0.4% and
1.1%, respectively (Zibordi, 2006). These variations, not appreciably depending on
wavelength in the 400-700 nm range, can be quanti¯ed by changes of approximately
-0.013% per ±C and 0.027% per psu within the ranges considered. This suggests that
If(¸) can be determined for salinities and temperatures di®erent from those identi¯ed
in Tab. 5.2, by simply applying wavelength independent correction factors. A veri¯-
cation of such a scheme showed the capability of determining If(¸) in the 400-700 nm
range for any realistic seawater salinity and temperature with di®erences typically
lower than 0.1% with respect to the values computed with Eq. 5.2.9.
d. Characterization of If(¸) for RAMSES radiometers
In view of verifying the applicability of the experimental method for the determination
of If(¸) for radiance sensors having design di®erent from the OCR-200 or OCR-507,
RAMSES hyper-spectral radiometers manufactured by TriOS (Oldemburg, Germany)
were characterized (Zibordi and Darecki, 2006). Results obtained from RAMSES-
MRC-VIS radiance sensors having 20 degrees in air full-angle ¯eld-of-view showed a
spectrally averaged bias of 2.4% in the theoretical If(¸) values determined just using
the refractive indices of the medium and of the optical window (i.e., applying Eq.
5.2.8). This bias exhibited values of 0.8% for the RAMSES-ARC-VIS radiance sensors
having a 7 degree in air full-angle-¯eld of view (i.e., uncertainty slightly higher than
the 0.4% observed for the OCI-200). These results suggest the need for experimentally
determining If(¸) for each series of in{water radiance sensors to assess the existence
of appreciable biases with respect to values determined theoretically.
97Chapter 5 Immersion Factors
5.3 Summary
The recent studies on the characterization of the immersion factor If(¸) of irradiance
sensors demonstrated the possibility of achieving an uncertainty in measurement re-
peatability on the average better than 0.6% (expressed by 2¾). Inter-laboratory
comparisons showed relative average uncertainties generally within 0.6% (absolute),
while the method precision showed average uncertainty values of 1.2%. The variabil-
ity in If(¸), within a sample of nine OCI-200 radiometers covering about 10% of the
instrument production from 1994 to 1999, showed average dispersion values on the
order of 2% with spectral values as high as 5%. An attempt at producing typical
If(¸) values for the OCI-200 series of radiometers, showed maximum uncertainties
spectrally varying from 1.4% to 3.4%. This con¯rms the need for ensuring a full
spectral characterization of If(¸) values for each in-water radiometer leading to an
accurate absolute determination of irradiances (i.e., Eu(z;¸), Ed(z;¸)) and of derived
quantities (i.e., Qn(z;¸) and R(z;¸)).
An evaluation of methods for the experimental determination of the immersion
factor for irradiance sensors suggested the need for using pure (i.e., milliQ) water,
only possible through the design of a specialized water vessel, to increase both the
precision and accuracy of measurements. The successive application of correction
factors accounting for di®erences in the refractive indices between pure seawater and
pure water, is required (Zibordi et al., 2003b)
A revised relationship for the determination of the immersion factor for radiance
sensors { accounting for the actual solid angle ¯eld-of-view, and the re°ectance and
transmittance of the external and internal optical components { showed an under-
estimation of approximately 0.4% for If(¸) computed with the basic equation, for
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OCR-200 and OCR-507 radiometers having optical window made of Fused Silica, 13
degrees in air half-angle ¯eld-of-view and detector with re°ectance of 0.15. This result
was supported by experimental If(¸) data, on the average di®ering by less than 0.1%
from those computed with the revised theoretical relationship. An uncertainty anal-
ysis showed that both the experimental and the theoretical If(¸) values determined
with the newly proposed methods, have an estimated uncertainty lower than 0.2%.
Additional analysis (Zibordi and Darecki, 2006) based on radiometers with di®erent
optics design, showed that the di®erence between If(¸) determined experimentally
and computed with the basic equation may become quite large (i.e., of the order of a
few percent). This suggests that the experimental characterization of If(¸) for sample
radiance sensors of each series should become part of their quality assurance process
to assess the deviation of the immersion factor from its theoretical determination.
A sensitivity analysis quantifying If(¸) dependence of radiance sensors on seawater
refractive index as a function of temperature and salinity, showed variations up to
0.4% and 1.1% within the 0-30 ±C and 0-40 psu ranges, respectively. A scheme
for the minimization of this source of uncertainty, based on wavelength independent
corrections and reference immersion factors computed in the 400-700 nm range for a
¯xed salinity and temperature, was proposed allowing for the determination of If(¸)
for any realistic seawater temperature and salinity with an uncertainty increased by
less than 0.1% with respect to that a®ecting theoretical data computed with the
appropriate seawater refractive index.
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Measurement Protocols
Of all the techniques used in ocean remote sensing, the observation of the
ocean color from satellites is perhaps the most easily understood in concept,
because it is the most similar to our own personal remote sensing device
{ the human eye.
Ian Robinson, 2004.
1In recent years, a variety of ¯xed depth systems based on moorings (Antoine
and Guevel (2000); Clark et al. (1997); Pinkerton and Aiken (1999)), pro¯lers based
on winched, crane and free-fall systems (Dierssen and Smith (1996); Hooker and
Maritorena (2000); Zibordi et al. (1999)), and above-water systems relying on various
deplyment platforms (Hooker et al. (2002b); Zibordi et al. (2002a)), were developed
for the production of optical radiometric data supporting both oceanography and
more speci¯cally remote sensing applications.
Instruments on moorings can sample almost continuously in time, but their verti-
cal resolution is quite poor (generally restricted to 2-3 discrete depths). In addition,
1The material presented and discussed in this chapter was mostly published in Zibordi et al.
(2004a,c).
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their continuous operation makes the in-water sensors very susceptible to bio-fouling,
which restricts to oligotrophic regions their unattended use over relatively long time
periods (generally on the order of weeks).
Winched, crane and free-fall systems provide continuous in-water pro¯les and per-
mit a comprehensive characterization of the water column, but their use is generally
linked to research vessels. Although oceanographic cruises can provide data with a
signi¯cant spatial extent, their temporal capabilities are restricted to relatively short
time periods ranging from days to a few weeks.
Above-water systems cannot provide any information on the water column, nev-
ertheless they are not subjected to in-water sampling problems. Thus autonomous
above-water systems are a valid alternative to in-water moorings and may serve as
a complement to regular oceanographic cruises for the production of time series of
water-leaving radiance data.
The large potential of above{water radiometry for supporting marine applications
and a paucity of investigations on the related measurement methods, since the middle
1990s drove the need for new extensive research which led to the de¯nition of the
present state of the art. Developments in above{water radiometric methods combined
with consolidated in-water methods are presented in this chapter largely relying on
investigations previously performed and published by the author. In addition, using
uncertainty analysis given in separate chapters, the equivalence of in{ and above{
water measurements generated by these methods is demonstrated for water{leaving
radiance and the derived normalized water-leaving radiance.
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6.1 In{water method
Current in{water radiometry based on the use of pro¯les of data (both continuous and
discrete), mostly relies on the early method documented by Smith and Baker (1984,
1986) which assumes a linear decay with depth of the log-transformed radiometric
data within a given extrapolation interval, and negligible wave focussing e®ects. The
method was speci¯cally proposed for radiometric pro¯les collected in oceanic waters
which bene¯t from the absence of signi¯cant gradients in the vertical distribution of
optically signi¯cant components within the upper sea layers. This makes possible
to exclude from the extrapolation, data taken within the ¯rst few meters below the
surface where the wave perturbations are the largest. However, the same assumption
cannot be applied to pro¯le data collected in coastal waters because of the likely
occurrence of gradients in the vertical distribution of optically signi¯cant materials
in the near surface layer.
6.1.1 Protocol for in{water measurements
A major objective of in{water radiometry is the determination of subsurface optical
quantities at given center-wavelengths, ¸, such as upwelling radiance, Lu(0¡;¸), up-
ward irradiance, Eu(0¡;¸), and downward irradiance, Ed(0¡;¸). This requires the
collection of in-water optical pro¯les of Lu(z;¸), Eu(z;¸) and Ed(z;¸) at di®erent
depths z and additionally the above{water downward irradiance, Ed(0+;¸), at the
same time as in-water data. The latter are required to correct the in-water measure-
ments for changes in the illumination conditions during data collection.
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6.1.2 An in-water system
An example of an in{water optical pro¯ling system is the Wire Stabilized Pro¯ling
Environmental Radiometer (WiSPER). This is a winched system that, since 1995
has been operated at the Acqua Alta Oceanographic Tower (AAOT) in the northern
Adriatic Sea within the framework of the Coastal Atmosphere and Sea Time Series
(CoASTS) program (Zibordi et al., 2002b). The optical sensors of WiSPER (see
Chapter 2) are mounted at approximately the same depth and distance (i.e, within a
10 cm relative depth, and 60 cm relative distance) and it is deployed through a custom-
built pro¯ling rig at a speed of 0.1 ms¡1, at 7.5 m from the main structure of the
AAOT (see Fig. 6.1 displaying a schematic of the AAOT and of the WiSPER system).
The rigidity and stability of the rig is maintained through two taut wires anchored
between the tower and a weight on the sea bottom which prevent the movement of
the rig out of the vertical plane of the wires. The wire stabilization and the relatively
low deployment speed ensure a good optical characterization of the subsurface water
layer. Moreover, in contrasts with winched or crane systems operated from ships, the
immovability of the AAOT does not produce supplementary perturbations adding to
wave e®ects.
6.1.3 Analysis of in{water data
The elements for the analysis of most of the optical pro¯le data, are summarized
through the following steps.
1. Normalize the in-water radiometric quantities (in physical units) with respect
103Chapter 6 Measurement Protocols
Figure 6.1: Schematic of the Acqua Alta Oceanographic Tower (AAOT): 1. the
WiSPER deployment platform; 2. the WiSPER system (the inset shows the in-water
radiometers used for Lu(z;¸), Eu(z;¸) and Ed(z;¸) measurements); 3. the reference
radiometer for Ed(0+;¸) measurements (after Zibordi et al. (2004c).
to Ed(0+,¸,t), with t explicitly expressing dependence on time, according to
<(z;¸;t0) = <(z;¸;t)
Ed(0+;¸;t0)
Ed(0+;¸;t)
(6.1.1)
where <(z;¸;t0) identi¯es the radiometric quantities (i.e., Lu(z,¸,t), Eu(z,¸,t)
and Ed(z,¸,t) ) as they were taken at all absolute depths z at the same time
t0; Ed(0+,¸,t) is the above-water irradiance taken at the same time t of the in-
water <(z;¸;t) data, while Ed(0+;¸;t0) is the above water irradiance at time
t0 (where t0 is generally chosen to coincide with the start of the cast). For
simplicity the variable t is hereafter omitted.
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2. Determine the sub-surface primary quantities <(0¡;¸) (i.e., Lu(0¡;¸), Ed(0¡;¸)
and Eu(0¡;¸)) from the least-squares linear regressions of ln<(z;¸) versus z
(i.e., lnLu(z;¸), lnEd(z;¸) and lnEu(z;¸)), within the extrapolation interval
identi¯ed by z0 < z < z1. The negative values of the slopes determined from
the regressions are the di®use attenuation coe±cients K<(¸) (i.e., Kl(¸), Kd(¸)
and Ku(¸), respectively) for the extrapolation interval. Generally for WiSPER
pro¯les collected at the AAOT coastal site, 0.3 < z0 < 1.0 m and 2.5 < z1 < 4.5
m. The appropriateness of the extrapolation interval, satisfying the requirement
of linear decay of ln<(z;¸), should be evaluated on a cast-by-cast basis by
successive trials choosing a speci¯c radiometric quantity (i.e. Lu or Ed) and
wavelength ¸. The use of Ed at ¸ = 665 nm is considered suitable. In fact the
use of a channel in the red spectral region, where seawater has high absorption
and the data show a fast drop to noise levels as a function of depth, helps
in excluding irrelevant data from the extrapolation interval. The existence of
large di®erences between subsurface Ed(0¡;¸) and above-water Ed(0+;¸) values
(i.e., larger than a few percent) highlights cases for which the selection of the
extrapolation interval may not have been appropriate.
3. Apply corrections for self-shading, superstructure-perturbations and eventually
bottom e®ects. These corrections are instrument, platform and site dependent.
Example of correction schemes developed for the CoASTS measurements per-
formed at the AAOT, are presented and discussed in Chapter 7. These were
developed on the assumption that the various uncertainties are all independent.
4. In addition to the primary quantities <(0¡;¸), K<(¸), and LW(¸) determined
with Eq. 2.1.23, derived quantities like the subsurface irradiance re°ectance,
105Chapter 6 Measurement Protocols
R(¸), the normalized water leaving radiance, Lwn(¸), and the subsurface Q-
factor at nadir view, Qn(¸), are computed according to equations 2.1.21, 2.1.22
and 2.1.25. The normalized water leaving radiance Lwn(¸) can alternatively be
computed using above-water downward irradiance values derived from Ed(0¡;¸)
values extrapolated above the surface, here de¯ned as ¸ Ed(0+;¸) and given by
¸ Ed(0
+;¸) =
Ed(0¡;¸) ¡ 0:49Eu(0¡;¸)
1 ¡ ½s(¸)
; (6.1.2)
where the coe±cient 0.49 (Mobley, 1994) is an estimate of the subsurface re-
°ectance for upward irradiance, and ½s(¸) is the sea surface re°ectance for
downward irradiance given by
½s(¸) =
½0(¸) + 0:066Ir(µ0;¸)
1 + Ir(µ0;¸)
; (6.1.3)
with ½0(¸) Fresnel re°ectance of the sea surface at the sun zenith angle µ0,
Ir(µ0;¸) di®use over direct irradiance ratio obtained from measurements of
total Ed(0+;¸) and di®use Ei(0+;¸) downward irradiance (i.e. Ir(µ0;¸) =
Ei(0+;¸)=[Ed(0+;¸) ¡ Ei(0+;¸)]), and 0.066 sea surface albedo for di®use illu-
mination. During very clear sky characterized by low Ir(µ0;¸), ½s(¸) ! ½0(¸).
5. Determine the exact normalized water-leaving radiances LWN(¸)1 according to
LWN(¸) = Lwn(¸)Cf=Q(µ0;¸;¿a;Chla); (6.1.4)
where the correction term Cf=Q(µ0;¸;¿a;Chla) accounts for the bidirectional
e®ects and is de¯ned by
Cf=Q(µ0;¸;¿a;Chla) =
f0(¸;¿a;Chla)
Q0(¸;¿a;Chla)
·
f(µ0;¸;¿a;Chla)
Qn(µ0;¸;¿a;Chla)
¸¡1
; (6.1.5)
1Using lower and upper case subscripts, the notations Lwn and LWN are applied to indicate
normalized water-leaving radiance and normalized water-leaving radiance corrected for bi-directional
e®ects, respectively. The same notations are used for the remote sensing re°ectance, Rrs, computed
from Lwn and for that corrected for the bi-directional e®ects, RRS, computed from LWN.
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with f(µ0;¸;¿a;Chla) a function relating the apparent optical properties (and
speci¯cally the irradiance re°ectance) to the inherent optical properties (Morel
et al., 2002), and Qn(µ0;¸;¿a;Chla) the Q-factor at nadir view. The quan-
tity f(µ0;¸;¿a;Chla) is mostly a function of µ0, ¸, ¿a, and chlorophyll a con-
centration, Chla, (where the latter expresses the dependence on inherent op-
tical properties). The quantities f0(¸;¿a;Chla) and Q0(¸;¿a;Chla) are the
values of f(µ0;¸;¿a;Chla) and Qn(µ0;¸;¿a;Chla) for µ0=0. The ratio terms
f0(¸;¿a;Chla)/Q0(¸;¿a;Chla) and f(µ0;¸;¿a;Chla)/Qn(µ0;¸;¿a;Chla) were
theoretically computed for oceanic waters and are available in the form of look-
up tables (Morel et al., 2002). Their application to turbid coastal waters has
then to be considered with caution.
6.1.4 Uncertainty Budget for in{water data
The major uncertainties a®ecting the in-water subsurface optical data can be summa-
rized as: (i) calibration uncertainties from the absolute calibration, from the sensitiv-
ity change between successive calibrations, and ¯nally for irradiance sensors only, from
cosine errors; (ii) uncertainties in the correction factors applied for removing mea-
surement artifacts like self-shading, bottom e®ects and superstructure-perturbations;
(iii) environmental variability resulting from the combination of wave induced pertur-
bations with seawater variability and illumination changes. Typical values of these
uncertainties estimated for WiSPER data are presented in Tab. 6.1 for Lu(0¡;¸),
Eu(0¡;¸) and Ed(0¡;¸) at the center-wavelengths 443, 555 and 665 nm chosen as rep-
resentative of the WiSPER operating range (the uncertainties estimated for Lu(0¡;¸)
are expected to equally apply for LW(¸)).
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Table 6.1: Uncertainty (in percent) in the absolute determination of Lu(0¡;¸),
Ed(0¡;¸) and Eu(0¡;¸) from in-water radiometry (case of WiSPER measurements).
Source Lu Ed Eu
443 555 665 443 555 665 443 555 665
Absolute calibration 2.4 2.4 2.4 2.7 2.7 2.7 2.7 2.7 2.7
Corrections 1.9 1.1 2.8 0.8 0.4 0.3 1.8 1.1 1.8
Environmental variability 1 2.1 2.2 3.2 2.0 2.1 2.9 3.0 3.3 4.2
Quadrature sum 3.7 3.4 4.9 3.5 3.4 4.0 4.4 4.4 5.3
1Assumed to implicitly include uncertainties in the extrapolation to 0¡.
The uncertainties for the absolute radiometric calibration values of Lu(z,¸) were
computed as the quadrature sum of: 2.1%, uncertainty in the in-air absolute calibra-
tion; 0.5%, assumed maximum uncertainty in the value of the immersion coe±cient;
and 1.0%, assumed instrument sensitivity change between calibrations. The uncer-
tainties for the absolute radiometric calibration values of Eu(z,¸) and Ed(z,¸) were
computed as the quadrature sum of: 1.5%, uncertainty in the in-air calibration (see
Chapter 3); 0.5%, uncertainty in the value of the immersion coe±cient for collec-
tors individually characterized (see Chapter 5); 1.0%, assumed instrument sensitivity
change between calibrations; and 2%, assumed maximum uncertainty due to cosine
error.
The uncertainty values of corrections applied for self-shading (Zibordi and Ferrari,
1995), tower-shading (Doyle et al., 2003; Doyle and Zibordi, 2002) and bottom e®ects
(Zibordi et al., 2002b) were determined assuming an arbitrary uncertainty of 25% in
the overall correction factors computed for time-series (see Chapter 7). It is noted
that the selection of an arbitrary uncertainty threshold somehow di®erent from 25%
would not signi¯cantly a®ect the overall uncertainty budget, largely depending on
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environmental and absolute calibration uncertainties (see Table 6.1).
The uncertainty values related to the environmental variability were estimated
from di®erences in Lu(0¡;¸), Eu(0¡;¸) and Ed(0¡;¸) determined from pairs of con-
secutive pro¯les. The di®erences between the radiometric values from these consec-
utive pro¯les collected in 10 minutes delay from each other, were attributed to vari-
ability in the seawater and illumination conditions, and marginally to wave induced
perturbations.
The quadrature sum of the three major sources of uncertainty for the considered
radiometric quantities shows values in the range of 3{5%. The largest uncertainties
are observed for Eu(0¡;¸) and are mostly due to the high perturbations produced
by environmental e®ects. Considering that the uncertainties caused by this latter
were estimated with high depth-resolution WiSPER measurements likely minimizing
the focusing and defocusing e®ects in the extrapolated subsurface quantities, it is of
relevance to speci¯cally determine the wave induced perturbations as a function of a
varying depth-resolution to estimate their impact on the accuracy of data produced
with di®erent pro¯ling systems. The speci¯c problem is comprehensively addressed
in Chapter 7 in conjunction with major measurement perturbing e®ects.
An estimate of the uncertainties a®ecting LWN(¸) from WiSPER pro¯les | which
is the ¯rst estimate comprehensively presented for any LWN(¸) derived from in{water
observations | is provided in Tab. 6.2 through the composition of the major un-
certainties a®ecting its computation using Eq. 6.1.4. Speci¯cally, these uncertainties
are determined as the quadrature sum of: (i) uncertainty in LW(¸) assumed equal
to that determined for Lu(0¡;¸) and provided in Tab. 6.1; (ii) uncertainty in the
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Table 6.2: Uncertainty (in percent) in the absolute determination of LWN(¸) from
in-water radiometry (case of WiSPER measurements).
Source LWN
443 555 665
LW 3.7 3.4 4.9
Cf=Q 0.4 0.9 0.5
Ed(0+) 1.6 1.6 1.6
ES 1.6 0.6 0.2
Quadrature sum 4.4 3.9 5.2
determination of the correction term Cf=Q(µ0;¸;¿a;Chla) estimated as 25% of the av-
erage value computed for time series of WiSPER data; (iii) uncertainty in Ed(0+;¸)
determined as the quadrature sum of 1.5% uncertainty in the absolute calibration
and 0.5% additional uncertainty after the minimization of cosine error e®ects using
individually characterized collectors and speci¯c radiative transfer computations (see
Chapter 4); iv. uncertainty in ES(¸) estimated as the percent di®erence between val-
ues of ES(¸) determined assuming a 10 nm band-width and applying §1 nm shift in
the center-wavelength, (this estimate is expected to include the intrinsic uncertainty
of the tabulated spectral extra-atmospheric sun irradiance values used for computa-
tions (Thuillier et al., 1998)).
The resulting values are close to the 5% target established for the absolute radio-
metric uncertainty of current ocean color sensors (Hooker and Esaias, 1993). Value
slightly above 5% is observed at 665 nm, mostly due to the large uncertainty in LW.
Notable is the uncertainty in the determination of ES(¸) due to the large variation
characterizing its spectral value in the blue part of the spectrum.
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6.2 Above{water method
An objective of above-water radiometry is the determination of the water-leaving ra-
diance LW(¸). The method generically relies on the collection of the total radiance
leaving the sea (including the water and surface contributions) and the capability of
removing the surface-re°ected component (i.e., glint e®ects) through additional mea-
surements of the sky component or its simulation. The various proposed measurement
protocols di®er by the way glint e®ects are minimized. Among these proocols, the
so-called Modi¯ed Fresnel Re°ectance Glint Correction (MFRGC), outlined in the
Version 1 of the SeaWiFS Ocean Optics Protocols (Mueller, 1995) is probably the
most used because of its robustness (Hooker et al., 2004; Zibordi et al., 2004d).
6.2.1 Protocol for above-water measurements
The MFRGC protocol requires the collection of the total radiance LT(';µ;¸) and
sky radiance Li(';µ0 = 180 ¡ µ;¸) at viewing angle µ and relative azimuth ' with
respect to the sun azimuth. The most appropriate viewing geometry for above-water
radiometry is de¯ned by µ=40 degrees and '=135 degrees, which minimizes the sun-
glint perturbations (Mobley, 1999). However, the use of 90<'<135 is still considered
appropriate (Hooker et al., 2002b; Zibordi et al., 2002a). Minimization of perturba-
tions from the superstructure of deployment platforms can be obtained by restricting
or controlling the measurement geometry. Speci¯c studies showed that perturbation
e®ects caused by deployment platforms like ships and towers, are generally negligible
when the area of the sea surface viewed by the sensor is approximately as far from
the superstructure as its height (Hooker and Morel, 2003; Hooker and Zibordi, 2005).
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Figure 6.2: Schematic of SeaPRISM measurement geometry.
6.2.2 An above-water system
An example of an above{water radiometer system is provided by the SeaWiFS Pho-
tometer Revision for Incident Surface Measurements (SeaPRISM) ¯rst deployed at
the AAOT in May 2002 (Zibordi et al., 2004a). With reference to the schematic dis-
played in Fig. 6.2, this radiometer measures: (i) the direct sun irradiance Es(Á0;µ0;¸)
as a function of sun azimuth Á0 and sun zenith µ0 at various wavelengths ¸, as required
for the retrieval of the atmospheric optical thickness; (ii) the sky radiance Li(Á;µ;¸)
in a wide range of angles identi¯ed by azimuth planes Á and viewing angles µ, as
required for the retrieval of the atmospheric scattering phase function; and (iii) the
total radiance above the sea surface LT(';µ;¸), and the sky radiance Li(';µ0;¸), with
the speci¯c geometry required for the retrieval of the water-leaving radiance LW(¸).
The values of ' and µ (and consequently of µ0, being µ = ¼ ¡ µ0), the gain for
each channel, and, additionally the numbers NT and Ni of above-water and sky
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measurements, respectively, chosen for determining LT(';µ;¸) and Li(';µ0;¸), are
independently programmable. Measurements are performed with a 1.2 degree full-
angle ¯eld-of-view in eight channels within the 340{1020 nm spectral range suitable
for atmospheric aerosol measurements and ocean color applications (one extra channel
is used for dark measurements). Independent sun- , sky- , and sea-viewing scenarios
identify the data collection sequences for direct sun irradiance, sky radiance and sea
radiance observations, respectively. The sea-viewing scenario, which produces data
for above{water radiometry, includes successive measurements of:
1. A series of direct sun measurements acquired at all channels for the determina-
tion of Es(Á0;µ0;¸);
2. A sequential set of NT total radiance measurements for determining LT(';µ;¸),
Ni sky-radiance measurements for determining Li(',µ0;¸), and one dark mea-
surement for each channel.
During clear-sky conditions, Es(Á0;µ0;¸) allows for the computation of the aerosol op-
tical thickness ¿a(¸), required for determining the normalized water-leaving radiance
LWN(¸) (see the following sub-section).
Values of Ni=3 and NT=11 were shown to be appropriate and o®er a suitable com-
promise with restrictions on the volume of transmitted data (Zibordi et al., 2004a).
With these programmed values the execution of a complete measurement sequence
of sky and sea measurements takes approximately 6 minutes (repeated at 30 min
intervals). The larger number of measurements for determining LT(';µ;¸), when
compared to the measurements for determining Li(';µ0;¸), is justi¯ed by the higher
environmental noise (mostly produced by wave perturbations) a®ecting the former
measurements during clear-sky conditions.
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6.2.3 Analysis of above{water data
The processing of above-water data collected in agreement with the current version
of the MFRGC method, proceeds according to the following steps:
1. Determine LT(';µ;¸) by minimizing the e®ects of surface roughness (Hooker
et al., 2002b; Zibordi et al., 2002a). In the case of the operational SeaPRISM
system, LT(';µ;¸) is determined as the average of the 20% NT sea measure-
ments exhibiting the lowest radiance levels (Zibordi et al., 2004a). Recalling
that the collection of SeaPRISM data is sequential, the relative minima used
for the determination of LT(';µ;¸) in each channel are completely time in-
dependent. This may lead to a lower accuracy of radiance ratios or to more
noisy spectra, when compared to measurements taken at the same time in all
channels. The Li(';µ0;¸) values are determined by simply averaging the Ni sky
radiance data.
2. Determine LW(';µ;¸) as
LW(';µ;¸) = LT(';µ;¸) ¡ ½(';µ;µ0;W)Li(';µ
0;¸) (6.2.1)
where ½(';µ;µ0;W) is the sea surface re°ectance, mostly a function of the mea-
surement geometry (identi¯ed by ';µ;µ0) and wind speed W. In a ¯rst ap-
proximation ½(';µ;µ0;W) can be computed neglecting the dependence on µ0
and W and set to the constant value 0.028 speci¯c for '=90 and µ=40 de-
grees by assuming W < 5 ms¡1. Alternatively ½(';µ;µ0;W) at a given µ and
', can be determined as a function of µ0 and W using values from theoretical
determinations (Mobley, 1999).
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3. Compute the nadir-transformed water-leaving radiance, LW(¸), from LW(';µ;¸)
with
LW(¸) = LW(';µ;¸)C=Q(';µ;µ0;¸;¿a;Chla;W) (6.2.2)
where the correction term C=Q(';µ;µ0;¸;¿a;Chla;W) minimizes the depen-
dence associated with the viewing geometry during data acquisition and is
C=Q(';µ;µ0;¸;¿a;Chla;W) =
=0
=(µ;W)
Q(';µ;µ0;¸;¿a;Chla)
Qn(µ0;¸;¿a;Chla)
: (6.2.3)
The quantities =(µ;W) and =0(W) (i.e., = (µ=0,W)) account for surface re-
°ectance and refraction, and primarily depend on µ and W.
The =(µ;W) and Q(';µ;µ0;¸;¿a;Chla) terms in Eq. 6.2.3 can be determined
using look-up tables (Morel et al., 2002) produced for clear sky with aerosol
optical thickness ¿a=0.2 at 550 nm, for various ';µ;µ0;¸ and Chla. The value
of Chla is estimated from LW(';µ;¸) using an empirical algorithm and then
determined with the resulting LW(¸) by applying the same algorithm. This
single iteration process applied to AAOT data showed a convergence better
than 0.05% in the computed Chla values used for the determination of LW(¸)
with equations 6.2.2 and 6.2.3 (Zibordi et al., 2004a).
4. Determine the exact normalized water-leaving radiance LWN(¸) as
LWN(¸) = LW(¸)Cf/Q(µ0;¸;¿a;Chla)
¡
D
2t(¸)cosµ0
¢¡1 (6.2.4)
where the correction term Cf=Q(µ0;¸;¿a;Chla) is given by Eq. 6.1.5. The term
D2 accounts for the variations in the Sun-Earth distance as a function of the
day of the year, while t(¸) is the atmospheric di®use transmittance
t(¸) = expf¡[(1 ¡ ´R)¿R(¸) + (1 ¡ !a(¸)´a(¸))¿a(¸) + ¿O(¸)]=cosµ0g (6.2.5)
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where ¿R(¸), ¿a(¸), and ¿O(¸) are the Rayleigh, aerosol, and ozone optical thick-
nesses, respectively; !a(¸) is the aerosol single scattering albedo; and ´R(¸) and
´a(¸) are the Rayleigh and aerosol forward scattering probabilities, respectively.
5. Remove LWN(¸) data a®ected by cloud perturbations (Smirnov et al., 2000) or
exhibiting inconsistent spectra (D'Alimonte and Zibordi, 2006). This ¯ltering
signi¯cantly diminishes the number of quality assured LWN(¸) data, but, on
the other hand, leads to a systematic quality assurance of data which supports
their application in calibration and validation activities.
Steps 3 and 4 could be combined together applying an iterative process relying on
RRS(¸) = LWN(¸)ES(¸) for an estimate of Chla. This method currently applied in
the operational process of SeaPRISM data from various sites (Zibordi et al., 2006c)
provides the capability of choosing among those regional bio-optical algorithms pro-
posed for satellite ocean color applications.
6.2.4 Uncertainty Budget of above-water data
The major uncertainties a®ecting above water radiomeric measurements performed
with the MFRGC method can be summarized as: (i) radiometric calibration uncer-
tainties resulting from the in-air absolute calibration and from the sensor sensitivity
change between successive calibrations; (ii) uncertainties in the correction factors ap-
plied to remove the viewing angle geometry; (iii) environmental variability resulting
from the combination of wave induced perturbations with changes in seawater optical
properties and illumination conditions during measurements. Typical values for the
identi¯ed uncertainties are presented in Tab. 5.3 for SeaPRISM data at 440, 555 and
674 nm chosen as representative of the instrument operating range.
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Table 6.3: Uncertainty (in percent) in the absolute determination of LW(¸) from
above water radiometry (case of SeaPRISM measurements).
Source1 LW
440 555 674
Absolute calibration 2.3 2.3 2.3
Viewing angle correction 1.0 1.8 0.9
Environmental variability2 3.7 3.0 12.0
Quadrature sum 4.5 4.2 12.3
1The tower perturbations were not included because of the quality assurance applied to data that
forces removal of measurements potentially a®ected by the superstructure.
2Estimated from the values provided by Zibordi et al. (2002b) and assumed here to include uncer-
tainties in the determination of ½ and ¯ltering of glint perturbations.
The uncertainties for the radiometric calibration values of LW(¸) were computed
as the quadrature sum of: 2.1%, uncertainty in the in-air absolute calibration (see
Chapter 3); and 1.0%, assumed instrument sensitivity change between calibrations.
The uncertainties due to viewing angle corrections were determined assuming an ar-
bitrary 25% uncertainty in corrections applied to series of data (Zibordi et al., 2004a).
The uncertainty values related to the environmental variability, assumed to include
uncertainties in the determination of ½(¸), were estimated from di®erences in LW(¸)
from successive measurement sequences (Zibordi et al., 2002a). Like in the case of
in-water radiometric measurements, it is reported that the selection of an arbitrary
uncertainty threshold somehow di®erent from 25% for the viewing corrections, would
not signi¯cantly a®ect the overall uncertainty budget largely conditioned by environ-
mental and absolute calibration uncertainties.
The quadrature sum of uncertainties shows values varying from 4.2% at 555 nm to
extreme values of 12.3% at 674 nm. The latter are mostly attributed to environmental
(i.e., wave) perturbations.
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Table 6.4: Uncertainty (in percent) in the absolute determination of LWN(¸) from
above{water radiometry (case of SeaPRISM measurements).
Source LWN
440 555 674
LW 4.5 4.2 12.3
Cf=Q 0.4 0.9 0.5
td 2.0 2.0 2.0
Quadrature sum 4.9 4.7 12.5
An estimate of the uncertainties a®ecting LWN(¸) from SeaPRISM measurements
| which is the ¯rst estimate comprehensively presented for any LWN(¸) derived
from above{water observations | is provided in Tab. 6.4 through the composition of
the major uncertainties a®ecting its computation with Eq. 6.2.4. Speci¯cally, these
uncertainties are determined as the quadrature sum of: (i) uncertainty in LW(¸) as
provided in Tab. 6.4; (ii) uncertainty in the determination of the correction term
Cf=Q(µ0;¸;¿a;Chla) estimated as 25% of the average value computed for time series
of WiSPER data at 443, 555 and 665 nm (the slight di®erences between WiSPER and
SeaPRISM center-wavelengths are assumed to not a®ect the estimate of uncertainties
for Cf=Q(µ0;¸;¿a;Chla)); (iii) guessed uncertainty of 2% in td (the given value is not
supported by any speci¯c investigation and it is expected to be an underestimate).
Similarly to uncertainties determined for LWN(¸) derived from in{water data,
the resulting values produced for LWN(¸) from above-water data are close to the
5% target established for the absolute radiometric uncertainty of current ocean color
sensors (Hooker and Esaias, 1993), when excluding data at 674 nm heavily a®ected
by wave perturbations and showing uncertainties higher than 12%.
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6.3 Comparison of methods
The convergence of the above- and in-water methods presented and discussed in the
former sections was evaluated through the comparison of SeaPRISM and WiSPER
data collected at the AAOT site. Speci¯cally LSP
W (¸) and LWS
W (¸), or LSP
WN(¸) and
LWS
WN(¸), where the superscripts SP and WS indicate SeaPRISM and WiSPER data,
were compared at the speci¯c center-wavelengths 413, 440, 501, 555 and 674 nm
for SeaPRISM, and at 412, 443, 501 (synthetically obtained by interpolating data
between 490 and 510 nm), 555 nm and 665 nm for WiSPER. The data analysis was
restricted to measurement sequences (hereafter referred to as match-ups) starting
within §5 min from each other and with sun azimuth Á0 ranging between 125 and 245
degrees. The latter constraint minimizes the tower superstructure perturbations. To
ensure a direct comparison with SeaPRISM data, no correction for bottom e®ects was
applied to Lu(0¡;¸) values computed from WiSPER data (for the cases considered in
the assessment, the corrections for the bottom e®ects estimated according to Zibordi
et al. (2002b) would have been negligible at 412 and 665 nm, and increasing between
443 and 555 nm with average values ranging from -0.1 to -1.0%, respectively).
The data comparison was made using the relative percent di®erence Ãj;n and its
absolute value jÃj;nj, applied to determine systematic biases and typical uncertainties,
respectively. In the formulation of the relative percent di®erences, WiSPER data are
considered the reference values, so Ãj;n is
Ãj;n = 100
A(j)n ¡ B(j)n
A(j)n
(6.3.1)
where A and B indicate either water-leaving radiances LSP
W (¸) and LWS
W (¸), respec-
tively, or normalized water-leaving radiances LSP
WN(¸) and LWS
WN(¸), respectively; n
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is the match-up number covering the range 1 to M, with M being the total num-
ber of match-ups; and j is the channel index (i.e., j=1{5 for the SeaPRISM center
wavelengths 413, 440, 501, 555 and 674 nm).
The data analysis was carried out for the available match-ups on a channel-by-
channel basis (i.e., for each single center wavelength) and across channels (through
spectrally averaged values). Outliers were excluded to prevent biased estimates. The
average relative percent di®erences were computed by removing single Ãj;n values
exceeding the average plus or minus two times the standard deviation, ¾, of the total
number N (i.e. N = KM) of the Ãj;n values (referred to as 2¾ ¯ltering), through
Ã =
1
K
K X
j=1
1
Mj
Mj X
n=1
Ãj;n (6.3.2)
with K number of channels (i.e., K = 1 for single channel analysis and K = 5 for
overall spectrally averaged values) and Mj 6M, match-ups for the jth channel satis-
fying the 2¾ ¯ltering condition. Similarly, the average absolute percent di®erences,
jÃj, were computed according to Eq. 6.3.2 using the jÃj;nj values.
The data analysis was applied to measurements from CoASTS campaigns con-
ducted between June 2002 and May 2003, and included data collected during di®er-
ent atmospheric and marine conditions with Case-2 water occurrence of 40% (Zibordi
et al., 2004c). The results for the LSP
W (¸) versus LWS
W (¸) comparison are shown in
Fig. 6.3 through a scatter plot and the distribution of relative percent di®erences
Ãi;j. The comparison of water-leaving radiances, instead of the normalized water-
leaving radiances alone, is justi¯ed by the clear-sky conditions and the short time
di®erence between the collection interval of SeaPRISM and WiSPER data retained
for the analysis (less than 5 minutes).
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Figure 6.3: The comparison of LSP
W (¸) and LWS
W (¸) determinations showing: the
scatter plot of the data (left panel), where a0 and b0 are the intercept and the slope,
respectively, of the model II (major axis) linear regression; and the normalized fre-
quency distribution of the Ãj;n values (right panel), where ¾ is the standard deviation
of the N values of Ãj;n, and, jÃj and Ã are the averages of the N0 values of jÃj;nj and
of Ãj;n satisfying the 2¾ ¯ltering conditions (after Zibordi et al. (2004a)).
Speci¯cally, the comparison of the water-leaving radiances comprehensively pre-
sented and discussed in Zibordi et al. (2004a) exhibits jÃj varying from 5.9% at 413
nm to 3.1% at 555 nm, with spectrally averaged value of 4.5% in the 413-555 nm inter-
val, and of 10.2% at 674 nm. The overall spectrally averaged values in the 413-674 nm
interval exhibit jÃj=5.5% and Ã=-1.2%. The presence of a systematic bias observed
at 674 nm (Ã=-5.9%), is explained by the di®erence in the center-wavelengths of the
two instruments (674 versus 665 nm). A bias observed at 440 nm (Ã =-3.7% ) is also
attributed to a slight di®erence in the SeaPRISM and WiSPER center wavelengths
in a spectral region characterized by high radiance gradients.
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Figure 6.4: The same as in Fig. 6.3 but for LSP
WN(¸) and LWS
WN(¸) (after Zibordi et al.
(2004a)).
The results from the comparison of normalized water-leaving radiance, LWN(¸),
are shown in Fig. 6.4 using the same presentation scheme applied in Fig. 6.3. The
spectrally averaged jÃj values for LWN(¸), when compared to those computed for
LW(¸), increase slightly from 5.5% to 6.2%. More signi¯cant variations are on av-
erage observed for the spectral jÃj values (not presented). These results can be
explained by the di®erent methods applied in the determination of LSP
WN(¸) and
LWS
WN(¸). In the case of LSP
WN(¸), the normalization relies on the computation of
the di®use atmospheric transmittance t(¸), while in the case of LWS
WN(¸) it makes use
of the ES(¸)=Ed(0+;¸) ratio. The two methods should provide converging results
during clear-sky conditions, where the impact of clouds to Ed(0+;¸) is negligible, and
ES(¸)
Ed(0+;¸)
¼
¡
D
2t(¸)cosµ0
¢¡1 (6.3.3)
The formulation given in Eq. 6.3.3, however, shows that uncertainties in the
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absolute values of Ed(0+;¸) as well as in the value of the mean extraterrestrial solar
irradiance, ES(¸), or simply di®erences between the wavelengths under comparison
(for instance the di®erence in the 674 and 665 nm center wavelengths for SeaPRISM
and WiSPER), can a®ect ES(¸)=Ed(0+;¸) and consequently LWN(¸).
6.4 Discussion on radiometric methods
The uncertainty analysis showed that in-water radiometric measurements may be still
appreciably a®ected by self-shading and environmental e®ects, neglecting perturba-
tions by deployment superstructures which can be avoided with the use of free-falls.
Di®erently, by minimizing platform perturbations with the adoption of strict mea-
surement geometries, above-water measurements are mostly a®ected by environmen-
tal e®ects. When restricting the discussion to comparable quantities like LWN, the
environmental perturbations speci¯cally due to wave e®ects are certainly much larger
in above-water radiometric measurements with values signi¯cantly increasing from
the blue-green to the red. This can be explained by the di®erent physical processes
involving the two measurement methods. In the case of in-water radiometry, wave
perturbations a®ect measurements as a function of water backscattering. In the case
of above-water radiometry, they are mostly a function of surface re°ectance.
A critical element for in{ and above{water radiometry is the removal of the viewing
angle dependence and of the e®ects produced by non isotropy of light distribution.
Both corrections are currently applied using solutions proposed for Case-1 water. This
implies that the uncertainty in these corrections may increase in presence of Case-2
waters. It is, however, out of the scope of this study to investigate uncertainties due
to the application to Case-2 waters data of corrections proposed for Case-1.
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6.5 Summary
In-water radiometric measurements are generally performed with moorings and pro-
¯lers through winched or free-fall systems with the objective of producing continuous
or discrete pro¯le data to determine subsurface values. In-water systems may have
di®erent radiometric con¯gurations. Comprehensive systems include sensors for mea-
suring Lu(z;¸), Eu(z;¸) and Ed(z;¸) in addition to an in-air sensor for Ed(0+;¸).
Primary in-water radiometric products are the sub-surface values (i.e., Lu(0¡;¸),
Eu(0¡;¸) and Ed(0¡;¸)) derived from the extrapolation to 0¡ of the log-transformed
measurements at depths z. From these, after minimizing perturbations due to self-
shading, deployment superstructure and bottom re°ectance, higher level products
like the irradiance re°ectance, R(¸), the normalized water-leaving radiance, LWN(¸),
the remote sensing re°ectance, RRS(¸), and the Q-factor at nadir view, Qn(¸), are
computed.
Above-water radiometry can now be considered a consolidated alternative to in-
water radiometry. The former can use deployment platforms like ships or ¯xed towers
for measuring the radiance emerging from the sea at given viewing and azimuth an-
gles, in addition to sky radiance measurements to minimize glint perturbations. The
primary above-water radiometric product is the water-leaving radiance, LW(¸), used
to compute the normalized-water leaving radiance, LWN(¸), or the remote sensing
re°ectance, RRS(¸).
Focussed inter-comparison exercises based on a unique data set produced at the
AAOT in the northern Adriatic Sea and representative of very di®erent measurement
conditions characterized by large variability in sun zenith, sea state, water type and
sky conditions, showed the possibility of producing in{ and above{water water-leaving
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radiances with relative di®erences generally within 5%. On the other hand it was also
shown that both in{ and above{water radiometry can provide LW(¸) data with an
uncertainty of approximately 5% below 555 nm. In contrast, in the red the uncertain-
ties are much higher for above{water radiometry (i.e., above 12%) than for in{water
radiometry (i.e., approximately 5%). As expected, uncertainties in LWN(¸) | here
comprehensively addressed for the ¯rst time | exhibit slightly higher values than for
LW(¸). Notable are the relatively high uncertainties which may a®ect LWN(¸) as a
result of uncertainties in the determination of the extra-atmospheric sun irradiance
at speci¯c radiometer center-wavelengths in spectral regions characterized by large
gradients.
Finally it must be recalled that the high level of agreement shown by the inter-
comparison of in{ and above{water radiometric data is largely due to the respect
for strict measurement protocols (which require the application of rigid measurement
geometries), the adoption of correction schemes for measurement artifacts in in-water
radiometric data (e.g., self-shading, deployment platform perturbations), and the
application of state of the art calibration methods. It is then stressed that the ap-
plication of above{water measurement methods, which rely on the position of the
sun for pointing at the sea and sky, makes questionable the unmanned collection of
radiometric data from ships without the aid of stabilized platforms, sun-tracking sys-
tems and the continuous control of ship heading (to minimize perturbations due to
ship-superstructure).
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Most in{water irradiance and radiance measurements at sea are carried
out by suspending an instrument from an hydrocable located very close to
the ship, the presence of which can severely perturb the in{water light ¯eld.
Howard Gordon, 1985.
1The accuracy of radiometric measurements carried out at sea is likely to be af-
fected by various perturbing e®ects. Above{water measurements may be perturbed
by shading and re°ection of deployment superstructures (i.e., ships, oceanographic
towers), and environmental e®ects like wave re°ections and changes in the illumina-
tion conditions during data collection. In{water measurements, in addition to the
former perturbations may also be a®ected by instrument self-shading.
The superstructure perturbations largely vary with the illumination conditions,
the seawater inherent optical properties and the deployment geometry (Doyle and
Zibordi, 2002; Gordon, 1985; Hooker and Zibordi, 2005). Self-shading produces a de-
crease in the in{water measurements of the upward light ¯eld (Aas and Korsb¿, 1997;
1The material presented and discussed in this chapter was mostly published in Doyle and Zibordi
(2002); Zibordi et al. (1999, 2002b, 2004c).
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Gordon and Ding, 1992; Zibordi and Ferrari, 1995). This e®ect increases with the sea-
water absorption and the size of the instrument case. The wave e®ects can produce
quite large uncertainties as a function of sea state and seawater optical properties
(Zibordi et al., 2004c). In addition to the former sources of uncertainty, the bottom
re°ectance can be a further perturbing factor in shallow waters when the collected
data need to represent a semi-in¯nite water volume. The related perturbing e®ects
vary spectrally as a function of the bottom re°ectance, water depth and seawater
optical properties (Zibordi et al., 2002a).
Minimization of measurement perturbations can be obtained through the applica-
tion of measurement protocols and the implementation of correction schemes which
computationally allow for an estimate of perturbation e®ects. In the case of above{
water radiometry the minimization of perturbation e®ects due to deployment super-
structures can be obtained through the adoption of rigid measurement geometries
(Hooker and Zibordi, 2005), while environmental perturbations due to wave e®ects
can be minimized by ¯ltering data (Hooker et al., 2002b; Zibordi et al., 2002a). In the
case of in{water radiometric measurements, quite comprehensive correction schemes
were speci¯cally developed for most of the perturbation e®ects.
This chapter provides an extended description of correction schemes proposed
for the minimization of perturbation e®ects in optical radiometric measurements and
additionally an evaluation of the uncertainties that still remain after these corrections
have been applied. The material presented and discussed in the following sections
largely relies on investigations previously performed and published by the author, but
also on additional analysis required to achieve the goal of comprehensively quantifying
the error budget for the major optical radiometric quantities.
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Figure 7.1: Schematic of self-shading perturbations in upwelling radiance.
7.1 Self-shading
The ¯nite size of underwater radiometers a®ects the radiance ¯eld and induces errors
in the measured upwelling radiance and upward irradiance (see schematic in Fig.
7.1). Gordon and Ding (1992) evaluated the self-shading error through numerical
simulations. They estimated errors ranging from a few percent up to several tens of
percent as a function of the size of the radiometer, the absorption coe±cient of the
medium, and the type of illumination (direct or di®use). For a given radiometer, the
error is much higher in the near infrared than in the visible because of the stronger
water absorption, and the error increases with the concentration of absorbing particles
and the absorption coe±cient of colored dissolved organic matter.
7.1.1 Correction scheme for self-shading perturbations
The self-shading error ²S
<(¸) for upwelling radiance and similarly for upward irradiance
is here de¯ned as
²
S
<(¸) = [<(0
¡;¸) ¡ ^ <(0
¡;¸)]=<(0
¡;¸) (7.1.1)
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where <(0¡;¸) indicates the radiometric value that would apply in the absence of
the instrument, and ^ <(0¡;¸) indicates the radiance or irradiance measurement that
is actually made and is a®ected by the instrument shading. Gordon and Ding (1992),
hereafter simply referred as G&D, through Monte Carlo simulations showed that
the correction factor ²S
<(¸) can be expressed as a function of the radius Rd of the
radiometer, the absorption coe±cient a(¸) of the medium, the sun zenith µ0, and
the irradiance ratio Ir(µ0;¸). Using simulated data, they developed an operational
scheme to compute the self-shading error for underwater radiance and irradiance
measurements taken just beneath the sea surface.
According to G&D and accounting for the parameterizations suggested by Zibordi
and Ferrari (1995), and Mueller and Austin (1995)
²
S
<(¸) =
²sun(¸) + ²sky(¸)Ir(µ0;¸)
1 + Ir(µ0;¸)
(7.1.2)
with
²sun(¸) = 1 ¡ exp[¡ksuna(¸)Rd] (7.1.3)
²sky(¸) = 1 ¡ exp[¡kskya(¸)Rd] (7.1.4)
where ²sun(¸) and ²sky(¸) indicate the error due to the direct sun irradiance and to
the di®use radiance contributions, respectively.
The term ksun(¸) is given by
ksun(¸) = (1 ¡ fR)k
p
sun(¸) + fRk
e
sun(¸) (7.1.5)
where fR accounts for the sensor-to-instrument diameter, and kp
sun(¸) and ke
sun(¸) are
terms to represent the two extremes of a point sensor or a sensor having the same size
as the instrument case, respectively. Functions for the computation of terms kp
sun,
ke
sun and ksky are given in Tab. 7.1.
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Table 7.1: Functions for the computation of terms kp
sun, ke
sun and ksky.
Radiance Irradiance
kp
sun (2:07 + 0:0056µ0)=µ0w(¸) 3:41 ¡ 0:0155µ0
ke
sun (1:59 + 0:0063µ0)=µ0w(¸) 2:76 ¡ 0:0121µ0
ksky 4:61 ¡ 0:87fR 2:70 ¡ 0:48fR
The sun zenith in the water, µ0w(¸), slightly dependent of wavelength and required
for the computation of ksun, is given by µ0w(¸) = sin¡1(sinµ0=nw(¸)). The coe±cients
of the linear relationships given for ksun have been derived from the data published
by G&D for aR < 0:1 and sun zenith 30 < µ0 < 70 degrees.
The operational correction of the generic radiometric quantity ^ <(¸) is then ob-
tained by applying the multiplication factor ´S
<(¸)
´
S
<(¸) =
1
1 ¡ ²S
<(¸)
(7.1.6)
7.1.2 Experimental assessment of self-shading corrections
An experiment was designed to evaluate variations in upwelling radiance and irradi-
ance as a function of the diameter of a disk in which the sensor (assumed to be a
point sensor) occupies the center. Measurements were made with a SE-590 Spectron
Engineering (Denver, Colorado) spectroradiometer equipped with ¯ber optics termi-
nated with an interchangeable collection optics including 1 degree, 18 degrees, or 2¼
full angle ¯eld-of-view, having 1-cm diameter and a suitable attachment for disks
used to simulate radii of the instrument ranging from 2.5 to 20 cm at 2.5-cm steps.
Optics and disks were attached at the end of a pole 1.5 m long with a universal joint,
ensuring exact vertical positioning of the optics. Disks and mechanical supports were
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coated with black paint. The size of the collection optics was assumed not to a®ect
the point sensor hypothesis because of the much larger size of the shading disks.
Measurements, performed in the Lake of Varese (Italy) from a °oating pier, were
collected for di®erent sun zeniths during clear sky and with an almost °at water
surface. Sequences of radiance and irradiance data were measured while increasing
the size of the shading disk, and with the optics approximately 1.5 cm below the water
surface to avoid any disturbance by capillary waves. In each measuring sequence at
least two independent measurements were performed with each disk. The execution
of each measuring sequence lasted approximately 10 minutes. No attempt was made
to evaluate the self-shading error on overcast sky.
The absorption coe±cient of lake water was computed as the sum of water, partic-
ulate, and colored dissolved organic matter absorption coe±cients determined from
water samples collected during the experiments applying the measurement methods
proposed by Tassan and Ferrari (1995) and Ferrari and Tassan (1991), respectively.
Computation of theoretical values for ²S
<(¸), needed for comparison with experi-
mental data, requires estimates of Ei(¸) and Ed(0+;¸) to determine Ir(µ0;¸). These
were determined with an atmospheric radiative transfer code with aerosol optical
thicknesses ¿a(¸) obtained from sun photometric measurements. Data collection was
always performed by sequentially increasing the size of the disk while the sun zenith
was decreasing. Thus to avoid underestimating ²S
<(¸), measured radiances and ir-
radiances were corrected with simulated data of di®use and direct sun irradiance
accounting for their weight on ²S
<(¸).
Figures 7.2 and 7.3, show the experimental radiance (for measurements made with
l degree full-angle ¯eld-of-view in air) and irradiance ²S
<(¸), as a function of a(¸)Rd for
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Figure 7.2: Radiance errors in percent as a function of aRd for di®erent sun zenith
angles: 29.4, 40.9, 46.7, 51.1 degrees [experimental data at 550 nm (§), 600 nm
(M), and 640 nm(¤)]. The curves show the best ¯t of the experimental data (solid
line), the theoretical error computed according to G&D (dashed line) and the relative
percent di®erence between the theoretical and the experimental ¯tted data (dotted
line) (after Zibordi and Ferrari (1995)).
di®erent wavelengths at di®erent sun zeniths. The choice of measurements made at
550, 600, and 640 nm center wavelengths (with bandwidths of 4 nm) for data analysis
and presentation, was suggested by the sensitivity of the measuring system (which is
too low for in-water measurements made above 700 nm) and by the need to minimize
the uncertainty in the ²S
<(¸) estimate caused by the uncertainty of total absorption
coe±cient (i.e., assuming that water absorption is well known, the uncertainty in total
absorption coe±cient is greater in the blue, where the sum of particles and yellow
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Figure 7.3: Irradiance errors in percent as a function of aRd for di®erent sun zenith
angles: 25.7, 30.4, 38.3, 43.8 degrees [experimental data at 550 nm (§), 600 nm
(M), and 640 nm(¤)]. The curves show the best ¯t of the experimental data (solid
line), the theoretical error computed according to G&D (dashed line) and the relative
percent di®erence between the theoretical and the experimental ¯tted data (dotted
line) (after Zibordi and Ferrari (1995)).
substance absorptions is much higher than that of water when compared with the
green and the red regions of the spectrum).
The ¯ts of experimental ²S
<(¸) are shown in Fig.'s 7.2 and 7.3, together with
theoretical ²S
<(¸) computed with the scheme of G&D assuming a point sensor. The ¯ts
of the experimental data were computed according to the function 1 ¡ exp(¡kaRd),
imposing ²S
<(¸) = 0 at Rd = 0. Theoretical ²S
<(¸) were computed with values of
Ir(µ0;¸) estimated at 600 nm only (this approximation produces relative percent
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di®erences lower than §2% between theoretical ²S
<(¸) computed at 600 nm and those
computed at 550 and 640 nm). Figures 7.2 and 7.3, show that the relative percent
di®erences between ¯ts of experimental and theoretical ²S
<(¸) are generally lower
than 20% for radiance measurements and generally lower than 15% for irradiance
measurements (absolute di®erences in ²S
<(¸) values are generally lower than 5% for
radiance and lower than 3% for irradiances).
Most of the underwater instruments for radiance measurements have full-angle
¯eld-of-view larger than 1 degree. To evaluate the applicability of the correction
scheme to radiance measurements made with a relatively large ¯eld-of-view, mea-
surements were also collected with 18 degrees (in air) full-angle ¯eld-of-view. Results
from measurements obtained at 30.7 degrees sun zenith are shown in Fig. 7.4. These
data are comparable with those presented in Fig. 7.2 at µ0=29.4 degrees which were
obtained with a 1 degree full-angle ¯eld-of-view at close sun zenith and with identical
environmental conditions. The agreement between the experimental and the theoret-
ical data, and between the experimental data shown in Fig.'s 7.2 and 7.4, suggests
that a change in the ¯eld of view in the explored range does not signi¯cantly a®ect
²S
< and, consequently, the capability of operationally recovering the self-shading error
without accounting for the ¯eld-of-view.
The accuracy of comparisons between experimental and theoretical ²S
<(¸) was
investigated through sensitivity analysis of the parameters which more signi¯cantly
a®ect computations. A change of s 100% in the total absorption coe±cient was
shown to produce relative percentage variations on ²S
<(¸) of approximately 4% at 550
nm and lower than 2% at 600 and 640 nm. A change of v 20% in aerosol optical
thickness was shown to produce relative percentage variations on ²S
<(¸) lower than
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Figure 7.4: Radiance (18 degrees full angle ¯eld of view) errors in percent as a function
of aRd at 30.7 degrees Sun zenith [experimental data at 550 nm (§), 600 nm (M), and
640 nm(¤)]. The curves show the best ¯t of the experimental data (solid line), the
theoretical error computed according to G&D (dashed line) and the relative percent
di®erence between the theoretical and the experimental ¯tted data (dotted line) (after
Zibordi and Ferrari (1995)).
2% for radiance and 1% for irradiance.
Factors ´S
Lu(¸) and ´S
Eu(¸) applied to minimize self-shading perturbations in ra-
diometric measurements performed at the AAOT in the period October 1995 - July
2005, are displayed in Fig.'s 7.5 and 7.6 for ^ Lu(¸) and ^ Eu(¸), respectively, at the 443,
555 and 665 nm center-wavelengths. Time series indicate a high dependence of ´S
Lu(¸)
and ´S
Eu(¸) on sun zenith in the form of a seasonal variability (most of the observa-
tions were made around the local noon hence close to daily maximum sun zenith).
This dependence appears more pronounced in the red than in the blue due to the
lower variability of the total seawater absorption. The highest corrections result at
665 nm with averages of 10.0§2.9% for ^ Lu and of 5.7§2.9% for ^ Eu. The lowest are
observed at 555 nm with averages of 2.2§0.6% for ^ Lu and of 1.3§0.2% for ^ Eu.
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Figure 7.5: Self-shading correction, ´S
Lu, as a function of sampling time (between
October 1995 and July 2005) and frequency distribution of its percent value (´S
Lu ¡
1) ¢ 100, for the shadowed upwelling radiance ^ Lu(¸) at 443, 555 and 665 nm (with av
average value and sd standard deviation). The bullet symbols represent the average
value per measurement campaign, symbols + indicate single measurement value (a
single campaign can include as much as one week of data).
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Figure 7.6: As in Fig. 7.5 but for ´S
Eu.
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7.2 Superstructure perturbations
In the early 1970s data produced with a photographic system measuring the in{water
radiance distribution (Smith et al., 1969), highlighted the e®ects of ship perturbations
in light measurements (Smith, 1974). Approximately ten years later the ship-shading
e®ects were quantitatively investigated through Monte-Carlo simulations (Gordon,
1985). This theoretical study led to the general recommendation of collecting in-
water radiometric data at distances larger than 10 m from the ship to minimize the
superstructure perturbations. Successive studies made by various investigators (Hel-
liwell et al. (1990); Piskozub (2004); Saruya et al. (1996); Voss et al. (1986); Weir
et al. (1994)) largely con¯rmed that in-water radiance and irradiance measurement
uncertainties increase substantially when reducing the deployment distance of the
instrument from the ship. Because of this, aiming at supporting operational optical
radiometric measurements for satellite ocean color calibration and validation activi-
ties, Mueller and Austin (1995) suggested to determine the minimum ship distance
from the instrument deployment point as a function of the seawater di®use atten-
uation coe±cient. More recently the need for accurately quantifying uncertainties
in optical measurements taken nearby an oceanographic tower (i.e., the AAOT) in
support of calibration and validation activities, led to the theoretical and experimen-
tal investigation of tower perturbations in optical radiometric data collected near its
superstructure (Doyle et al., 2003; Zibordi et al., 1999). Results from this analy-
sis became the rationale for the development and implementation of an operational
method for the removal of superstructure e®ects in in-water radiance and irradiance
measurements (Doyle and Zibordi, 2002).
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7.2.1 Numerical modelling
The presence of a deployment structure at a measurement site is source of three-
dimensional (3D) inhomogeneities and introduces abrupt medium changes within a
predominantly plane-parallel system. Consequently, the simulation of superstructure
shading e®ects on in{water optical radiometric measurements requires the 3D radia-
tive transfer modelling of the ocean{atmosphere system. This is achieved by simu-
lating radiative transfer processes using Monte Carlo methods to produce a solution
of the generalized radiative transfer equation.
a. Principles for MC simulations
The Photon Transport (PHOTRAN) MC code, developed for the ocean{atmosphere
system (Bulgarelli and Doyle, 2004; Doyle and Rief, 1998) was used to quantify the
tower shading perturbations on in{water radiometric measurements. Radiances and
irradiances at a speci¯c point in the modeled system were computed using an imple-
mentation (Gordon, 1985) of Case's reciprocity relationship (Case, 1957).
Within PHOTRAN the ocean{atmosphere system is modeled on a 3D grid which
delimits the macroscopic volumes (cells) each containing a medium of uniform optical
properties. In each cell of the grid, the optically active components (air or water
molecules, aerosols, hydrosols, etc.) are speci¯ed, and their IOPs are assigned (e.g.,
c, !0, and ~ ¯). Cell boundaries are spectrally characterized by transmittance and
re°ectance, and by the associated transmission and re°ection angular distribution
functions (ADFs). Speci¯c ADFs are de¯ned both for the source and for the detector.
Photons detected by a radiometer are a fraction of those emitted by the sun and
reach the sensor after absorption, scattering, re°ection, and refraction processes in the
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ocean{atmosphere system. Accounting for the invariance of time-reversal processes
characterizing the propagation of photons, backward MC methods are e±ciently ap-
plied in the speci¯c problem. Virtual photons initially having unitary statistical
weight, are released from the detector within its ¯eld-of-view according to the prede-
¯ned ADF. A free-°ight optical distance to the next collision point is sampled (Lux
and Koblinger, 1991), possible cell-boundary crossing processes are considered to de-
¯ne °ight direction modi¯cations, and ¯nally, photon trajectory is computed taking
into account possible changes in IOPs along the trajectory. At the collision point
(de¯ned as the point where the sampled optical distance is exhausted): (i) a scat-
terer is sampled and the virtual photon is re-weighted using !0; and (ii) the °ight
direction of the re-weighted virtual photon is determined by retrieving the scattering
angle from a random sampling of ~ ¯. The latter is adequately modeled into an equal
probability interval table (Lux and Koblinger, 1991). If virtual photons encounter
a purely absorbing medium (i.e., the tower structure), their weight is zeroed. The
single process is stopped when photons exit from the atmosphere. The weight of those
virtual photons travelling in the direction of sun is then accounted for to quantify
simulated measurements.
By tracking so-called twin virtual photons, one interacting with the tower and
the other not, a correlated sampling scheme (Spanier and Gelbard, 1969) is produced
which minimizes the score variance of di®erences between tower-perturbed and un-
perturbed signals. The number of initiated twin virtual photons de¯nes the estimated
statistical relative error on simulated data.
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b. Simulations for the AAOT
The simulation frame consists of one large 3D box that encloses the grid de¯ning
the geometrical features of the system. The atmosphere, the ocean, and the bound-
aries (top of the atmosphere, sea surface, and sea °oor) are modelled as horizontally
plane-parallel. This plane-parallel symmetry is broken by introducing, at a speci¯c
location within the reference frame, a geometrical object schematically representing
the AAOT with completely absorbing surfaces. The reference system for the simula-
tion frame uses Cartesian orthonormal coordinates (x;y;z), centered at a tower leg.
The schematic of the tower structure and the relevant 3D features introduced in the
PHOTRAN code are shown in Fig. 7.7.
The radiometer, located at a speci¯c point in the reference frame, is described by
its ¯eld-of-view and the associated ADF. The ADF for the direct source, as seen in
a forward MC perspective, is formulated by a Dirac ± centered on the sun zenith,
µ0, and sun azimuth, Á0. By modelling the atmosphere, sea surface, water column
and sea °oor following Zibordi et al. (1999), radiance is simulated assuming an in{
water 20 degrees full-angle ¯eld-of-view with a unitary collection ADF. Irradiance is
simulated assuming a 2¼ sr ¯eld-of-view with a cosine collection ADF.
By de¯ning the tower shading error ²T
<(¸) as the percent di®erence between the
true and shading contaminated values for the speci¯c radiometric quantity <(¸), an
extensive theoretical sensitivity analysis was carried out. PHOTRAN computations
were performed assuming typical values of sea-water IOPs at the AAOT (Zibordi
et al., 1999), and two extreme illumination conditions representing overcast and ideal
clear sky (i.e., ¿a = 0), with varying µ0 and Á0 = 180 degrees, and sensor distance
from the superstructure Â = 7.5 m. The value for Â was chosen to ensure exploration
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Figure 7.7: Schematic of the AAOT as de¯ned in the PHOTRAN code (after Zibordi
et al. (1999)).
of the AAOT shading e®ects at the location of the WiSPER radiometers; the value
of Á0 was chosen to simulate the typical measurement conditions in which WiSPER
is deployed from the sunny side of the tower.
Simulated downward irradiance ²T
Ed(¸) and upwelling radiance ²T
Lu(¸) errors, are
summarized in Tab. 7.2 for overcast sky and in Fig. 7.8 for clear sky conditions at
z = 0¡, and at the 443, 555, and 665 nm center-wavelengths.
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Table 7.2: Computed tower shading errors for downwelling irradiance Ed and up-
welling radiance Lu at 0¡ depth and 7.5 m distance from the AAOT for a di®use
light source assuming typical values of inherent optical properties, at di®erent wave-
lengths (in nm). Con¯dence intervals are given in parentheses (after Zibordi et al.
(1999)).
Parameter Unit 443 555 665
²T
Ed % 19.8 (§0.2) 19.9 (§0.2) 20.1 (§0.2)
²T
Lu % 19.5 (§0.1) 18.5 (§0.1) 19.8 (§0.1)
The data in Tab. 7.2 show values almost independent of wavelength for both
²T
Ed(¸) and ²T
Lu(¸). In fact, by assuming that for an overcast sky most of the pertur-
bations are induced by interaction of the di®use irradiance ¯eld with the superstruc-
ture of the tower, the shading error becomes closely proportional to the perturbed
above{water irradiance. Consequently, ²T
Ed(¸) | and analogously ²T
Lu(¸) values |
are very close and do not exhibit any signi¯cant dependence on ¸.
Values of ²T
Ed(¸) and ²T
Lu(¸) in Fig. 7.8, show a strong dependence on µ0 and
¸. The ²T
Ed(¸) data show values increasing with µ0, while ²T
Lu(¸) data show a more
complex dependence on µ0 exhibiting minima close to 30 and 40 degrees, at 443
and 555 nm, respectively. The dependence on µ0 can be explained by the di®erent
perturbations induced by the AAOT on the nearby light ¯eld. During overcast sky
conditions, the di®use sky irradiance, Ei(¸), is solely responsible for the in-water light
¯eld and the tower perturbation is uniformly cast in all directions. During clear sky
conditions, when both the Ei(¸) and the direct sun irradiance, Es(¸), contribute to
the in-water light ¯eld, the perturbation associated with Ei(¸) adds to that associated
with Es(¸). The latter perturbation results in a pronounced tower shadow projected
in the direction opposite to the sun, which is also opposite to the measurement side of
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T
T
Figure 7.8: Simulated tower-shading errors ²T
Ed and ²T
Lu at 0¡ depth and 7.5 m distance
from the tower as a function of µ0 assuming Á = 180 degrees and ideal clear-sky
conditions. The vertical bars show the con¯dence limits for the simulation (after
Zibordi et al. (1999)).
the tower. Then, during clear sky conditions, excluding cases characterized by very
low values of µ0, Es(¸) creates perturbations that are con¯ned at some distance from
the measurement point. These perturbations produce shading errors which decrease
with increasing µ0 as shown in Fig. 7.9 (the ²T
Ed(¸) and ²T
Lu(¸) values shown in
Fig. 7.9 were computed analogously to those proposed in Fig. 7.8, but assuming no
atmosphere). These errors add to those produced by Ei(¸), which increase with µ0 (as
a result of an increase of Ei(¸) with µ0). Consequently, these errors vary signi¯cantly
both with µ0 and with the ratio Ir(¸), exhibiting the trends displayed in Fig. 7.8 for
²T
Ed(¸) and ²T
Lu. The ²T
Ed(¸) values shown in Fig. 7.9, contrary to the ²T
Lu(¸) values,
should be virtually zero at 0¡ m. However, for computational needs, a depth of 1 mm
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T
T
Figure 7.9: Simulated tower-shading errors ²T
Ed and ²T
Lu at 0¡ depth and 7.5 m distance
from the tower as a function of µ0 assuming Á = 180 degrees and no atmosphere. The
vertical bars show the con¯dence limits for the simulation (after Zibordi et al. (1999)).
is assigned to the Ed sensor. This depth induces the observed nonzero ²T
Ed at 0¡ m,
which in any case has little weight on the ²T
Ed(¸) values displayed in Fig. 7.8.
7.2.2 Experimental assessment of simulations
An AAOT ¯eld experiment was designed to estimate shading e®ects on in{water
radiometric data collected in close proximity to the tower. Sequential optical pro¯les
taken with the Low Cost NASA Environmental Sampling System (LoCNESS) were
used to determine the shading e®ects on downwelling irradiance, ^ Ed(Â;z;¸;t), and
upwelling radiance, ^ Lu(Â;z;¸;t), where Â is the distance of the pro¯ler from the tower,
z is the water depth, ¸ is the wavelength, and t is time. Concurrent with LoCNESS
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data, above-water downward irradiance data at Â = 0 m, Ed(0;0+;¸;t), were collected
with an in{air reference sensor. Di®erent experiments were conducted during almost
clear sky conditions with variable LoCNESS deployment distances ranging from 2.5 m
to 22.5 m with respect to the tower.
The in{water optical measurements were normalized by the solar irradiance mea-
sured on the tower to account for temporal changes in the light ¯eld; that is, ^ Ed and
^ Lu values for a given pro¯le (indicated by Â) at a particular depth, wavelength and
time, were divided by the corresponding above-water irradiance at the same time
nEd(Â;z;¸;t) =
^ Ed(Â;z;¸;t)
Ed(0;0+;¸;t)
(7.2.1)
and
nLu(Â;z;¸;t) =
^ Lu(Â;z;¸;t)
Ed(0;0+;¸;t)
(7.2.2)
The nEd(Â;z;¸;t) and nLu(Â;z;¸;t) pro¯le data were binned at depths zi us-
ing depth intervals of 0.5 m (ranging from zi + 0.25 m to zi { 0.25 m) resulting
in nEd(Â;zi;¸;ti) and nLu(Â;zi;¸;ti) values, where ti is the average time for each
binning interval associated with depth zi.
The data analysis was restricted to 443, 555, and 665 nm, assumed as representa-
tive wavelengths of the visible spectrum. The multiple pro¯les at a variety of distances
from the tower (see Fig. 7.10), show almost regular and correlated variations. A care-
ful examination of nEd(Â;zi;¸;ti) and nLu(Â;zi;¸;ti) values indicates higher noise
in the surface data between 0{4 m depth for the former than for the latter. This is
a consequence of the wave e®ects induced by a sea state of about 2 according to the
WMO scale (WMO, 1983). Further examination of nLu(Â;zi;¸;ti), clearly show the
bottom e®ects which, becoming more pronounced on depth increase, induce a change
in the slope of pro¯les. This change is not appreciable at 443 nm, but appears much
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Figure 7.10: LocNESS pro¯les of nEd and nLu. Pro¯les are presented at 443, 555 and
665 nm center-wavelengths at di®erent distances from the tower. The pro¯les were
taken with µ0 between 22{23 degrees and Á0 between 182{194 degrees (after Zibordi
et al. (1999)).
more signi¯cant at 665 nm in agreement with the relatively low ½b at 443 nm, and
the much higher ½b values 665 nm (Zibordi et al., 2002b). The percent change be-
tween radiometric quantities at di®erent deployment distances away from the tower
are discerned by choosing one deployment point as an origin, Â±, and then dividing
the depth bin values for all deployment points by the appropriate depth bin value for
the origin. Therefore, nEd(Â;zi;¸;ti) and nLu(Â;zi;¸;ti) series were re-normalized
by the measurement taken at the origin point, nEd(Â±;zi;¸;ti) and nLu(Â±;zi;¸;ti)
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respectively, obtaining the following primed quantities
nE
0
d(Â;zi;¸;ti) =
nEd(Â;zi;¸;ti)
nEd(Âo;zi;¸;ti)
(7.2.3)
and
nL
0
u(Â;zi;¸;ti) =
nLu(Â;zi;¸;ti)
nLu(Âo;zi;¸;ti)
(7.2.4)
For the following analysis Â0=22.5 m was chosen as the origin, assuming the tower
shading e®ects are negligible at this distance (so the nE
0
d and nL
0
u values at Â = 22.5 m
are equal to 1.0). To minimize wave e®ects { which can induce noise of the order of
several percent in surface values { as well as to avoid intervals close to the bottom
where data were not available, the analysis of nE
0
d and nL
0
u was carried out using
depth bins at intermediate depths.
A plot of nE
0
d and nL
0
u experimental data (empty circles) is given in Fig. 7.11
as a function of Â. These values, given at zi = 7 m, result from the averaging of
the ¯ve depth bins between zi = 6 m and zi = 8 m. The averaging was applied to
smooth the relevant wave noise still present at several meters depth. The error bars
on symbols associated with the experimental data represent the standard deviation of
the plotted mean values. PHOTRAN simulations at zi = 7 m, performed using input
data measured during the experiments (i.e., ¿a, ½b, plus c and !0), are also shown
in Fig. 7.11 as solid circles. The related error bars represent the con¯dence limits
resulting from the precision spread produced by the standard deviation on the mean
simulated signal, which was generated with 100,000 initiated photons.
The nE
0
d data in Fig. 7.11 (top three panels) show that a slight trend charac-
terizes the downwelling irradiance changes as a function of Â, with the exception of
experimental data at 665 nm. Simulated data show that at Â = 7.5 m (i.e., at the
location of the WiSPER radiometers) irradiance changes |with respect to values at
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Figure 7.11: Irradiance and radiance relative variations, nE
0
d and nL
0
u, respectively,
as a function of distance from the AAOT as obtained from the pro¯les displayed in
Fig. 7.10. Data are given at a depth of 7 m at 443, 555, and 665 nm. Symbols ±
and ² indicate experimental and theoretical data, respectively, with µ0 = 23 degrees
and Á0 = 190 degrees. The vertical bars on symbols ± indicate standard deviation
for experimental data while on ² show the con¯dence limits for the simulated data.
Â = 22.5 m| are less than 3%, 2%, and 1% at 443, 555, and 665 nm, respectively.
The nL
0
u data in Fig. 7.11 (bottom three panels) show that, again with the exception
of experimental data at 665 nm, the upwelling radiance has a pronounced dependence
on Â. Simulated data show that at Â = 7.5 m, radiance changes are less than 7%, 5%,
and 2% at 443, 555, and 665 nm, respectively. The nE
0
d and nL
0
u experimental data
at 665 nm are, as expected, very noisy. Their high standard deviation can be mainly
attributed to wave e®ects acting on the direct sun irradiance transmitted across the
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sea surface. This direct component represents an increasingly larger percentage of
the total signal at longer wavelengths.
A remarkable agreement between simulated and experimental data is observed
for nL
0
u at 443 nm and 555 nm. The experimental data are generally within the
con¯dence limits of the simulated data. On the contrary, a slightly di®erent trend
characterizes experimental and simulated values of nE
0
d at 443 nm and 555 nm. In
fact, for Â < 10 m, the experimental data show systematically higher values than those
of simulated data. This is probably because of the approximations introduced in the
description of the AAOT within the PHOTRAN code: a simpli¯ed geometry and
the assumption of completely absorbing surfaces needed by the correlated sampling
scheme. The latter assumption is likely to produce an overestimate of the shading
e®ects. These overestimates are expected to be more pronounced in nE
0
d rather than
in nL
0
u because ^ Ed measurements are more sensitive than ^ Lu to light re°ected by the
tower surfaces. It is also possible that radiance and irradiance contributions, due to
re°ectance of the AAOT surfaces are the source of the nE
0
d and nL
0
u experimental
values higher than 1.0, observed at 665 nm for Â · 15 m.
7.2.3 Correction scheme for superstructure perturbations
A tower-shading correction scheme based on MC simulations was developed for ra-
diometric measurements taken during the di®ering environmental conditions found
at the AAOT site. The multidimensional character of the problem supported the
concept of implementing a look-up table correction scheme, rather than a general
analytical approach. The computation of an extensive set of speci¯c correction fac-
tors thus led to the construction of a look-up table designed for operational shadow
150Chapter 7 Measurement Perturbations
corrections.
The correction of ^ <(¸) (i.e., ^ Lu(¸), ^ Ed(¸) and ^ Eu(¸)) is obtained through the
multiplication factor ´T
<, where
²
T
<(¸) = 1 ¡
1
´T
<(¸)
(7.2.5)
For each ¸, the ´T
<(¸) factor was computed for a di®erent set of discrete values of
the following parameters: the solar zenith and azimuth angles, µ0 and Á0 (includ-
ing independent overcast sky); the aerosol optical thickness, ¿a(¸), providing the
corresponding di®use to direct irradiance ratio, Ir(µ0;¸); total seawater absorption
coe±cient, a(¸); total seawater single scattering albedo, !0(¸); and the spectrally
linked bottom re°ectance ½b(¸), ozone ¿o(¸) and and Rayleigh ¿R(¸) optical thick-
nesses. The discretization range and resolution for these parameters was chosen so
that they are representative of the variability observed at the AAOT site.
The appropriate factor ´T
¹ <(¸) for a subsurface radiometric measurement is found
through a matching of the actual values across the parameter grid that underlies the
look-up table, with the exception of ¿a(¸) for which Ir(µ0;¸) is used. Even though the
proposed look-up table is in principle valid under clear sky conditions only, the use of
Ir(µ0;¸) (instead of ¿a(¸)) as a matching parameter for indexed ´T
¹ <(¸) values better
describes general illumination conditions accounting for skylight inhomogeneity. In
fact, ¿a(¸) is less representative than Ir(µ0;¸) of the actual ¯eld conditions under
cloud perturbations. Appropriate ´T
<(¸) correction factors are also provided for totally
di®use skylight, assuming an isotropic distribution of the sky radiance.
Corrections for tower-shading applied to radiometric measurements performed
at the AAOT in the period October 1995 - July 2005, are displayed in Fig.'s 7.12
through 7.14 for ^ Lu(¸), ^ Ed(¸) and ^ Eu(¸), respectively. These time-series of correction
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Figure 7.12: Tower-shading percent correction, ´T
Lu, as a function of sampling time
(between October 1995 and July 2005), and the frequency distribution of its percent
value (´T
Lu ¡ 1) ¢ 100 for the shadowed upwelling radiance ^ Lu(¸) at 443, 555 and 665
nm (with av average and sd standard deviation). The bullet symbols represent the
average value per measurement campaign, symbols + indicate single measurement
value (a single campaign can include as much as one week of data).
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Figure 7.13: As in Fig. 7.12 but for ´T
Eu.
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Figure 7.14: As in Fig. 7.12 but for ´T
Ed.
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factors indicate some seasonal dependence of ´T
Lu(¸), ´T
Ed(¸) and ´T
Eu(¸) attributed
to sun zenith changes (being most of the data collected close to the daily sun zenith
maximum), and random e®ects more likely attributed to changes in seawater inherent
optical properties. The highest corrections are observed in the blue at the 443 nm
center-wavelength with values of 3.9§1.3%, 5.1§1.7% and 3.3§1.2% for ^ Lu, ^ Ed and
^ Eu, respectively.
An experimental assessment of the proposed scheme in minimizing tower pertur-
bations, showed remarkably good results with absolute di®erences generally lower
than 2% between measured and estimated values (Doyle et al., 2003).
7.3 Bottom e®ects
Shallow bottoms perturb the upward radiance and irradiance ¯elds and consequently
a®ect the determination of apparent optical properties representative of semi-in¯nite
seawater systems.
Bottom e®ects in optical radiometric data have been addressed in several inde-
pendent studies. Among these, Plass and Kattawar (1972) investigated the e®ects
of the albedo of the bottom on the upward °ux, Gordon and Brown (1974) explored
the di®use re°ectance of a shallow ocean, Lyzenga (1978) addressed the problem
of extracting water depth and bottom type information from passive multi-spectral
scanner data using radiative transfer simulations, Ackleson and Klemas (1986) devel-
oped a two-°ow model to simulate the light ¯eld within a canopy of bottom adhering
plants, Philpot (1987) proposed a single scattering approximation for irradiance re-
°ectance in shallow waters, Leathers and McCormick (1999) proposed a method for
determining the bottom albedo from upward and downward irradiances, Mobley et al.
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(2003) investigated the e®ects of non-Lambertian bottom re°ectance in above-water
remote-sensing re°ectance or in in-water upwelling radiance, and Maritorena et al.
(1994) developed an analytical method to estimate the re°ectance of shallow waters
as a function of the observation depth, bottom depth and albedo. The last approach
was applied for the implementation of a correction scheme to minimize the bottom
e®ects on in-water radiometric measurements performed at the AAOT.
7.3.1 Correction scheme for bottom e®ects
The correction for bottom e®ects in ^ Lu(0¡;¸) and ^ Eu(0¡;¸) can be accomplished
using an analytical model derived from that proposed by Maritorena et al. (1994)
for bottom correction of irradiance re°ectance. Following Zibordi et al. (2002b), the
bottom-corrected upward irradiance just below the surface, Eu(0¡;¸), is modelled as
Eu(0
¡;¸) =
1
1 ¡ tb(zB;¸)
[ ^ Eu(0
¡;¸) ¡ ½b(¸)Ed(0
¡;¸)tb(zB;¸)] (7.3.1)
where tB(zB;¸), the transmittance for the downward plus upward normal optical
paths between the surface and the bottom at depth zB, is given by
tB(zB;¸) = exp[¡2 ¹ Kd(¸)zB] (7.3.2)
with ¹ Kd, so-called operational di®use attenuation coe±cient, assumed equal to the av-
erage di®use attenuation coe±cient obtained from the linear regression of ln[Ed(z;¸)]
versus depth z between the surface and the bottom depth, zB. The quantity ½b(¸),
indicating the bottom re°ectance, is determined as
½b(¸) =
^ Eu(zB;¸)
Ed(zB;¸)
(7.3.3)
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where ^ Eu(zB;¸) and Ed(zB;¸) are the values of ^ Eu(z;¸) and Ed(z;¸) measurements
extrapolated as a function of z to the bottom depth, zB.
Similar to Eu(0¡;¸), the bottom corrected upward radiance Lu(0¡;¸) is modelled
as
Lu(0
¡;¸) = ^ Lu(0
¡;¸) ¡
½b(¸)Ed(0¡;¸)tB(zB;¸)
^ Qn(0¡;¸)
(7.3.4)
where ^ Qn(0¡;¸) = ^ Eu(0¡;¸)=^ Lu(0¡;¸). The former relationship assumes that ^ Qn(0¡;¸)
is not a®ected by bottom e®ects, i.e., ^ Eu(0¡;¸) and ^ Lu(0¡;¸) are equally a®ected by
the bottom perturbations. Even though this assumption is only valid in isotropic
conditions (i.e., when ^ Qn(0¡;¸) = ¼ and the bottom re°ectance ½b(¸) is Lambertian)
it can be shown that with corrections of 10%, an extreme uncertainty of §10% in
^ Qn(0¡;¸) induces an uncertainty of approximately §0.5% in Lu(0¡;¸).
Similarly to self-shading, accounting for Eq. 7.1.6 and Eq. 7.1.1, the operational
correction ´B
<(¸) applied to the radiometric quantities ^ <(0¡;¸) to minimize the bot-
tom perturbations is given by
´
B
<(¸) =
<(0¡;¸)
^ <(0¡;¸)
(7.3.5)
Corrections factors ´B
Lu(¸) and ´B
Eu(¸) for bottom e®ects applied to radiometric mea-
surements performed at the AAOT in the period October 1995 - July 2005, are
displayed in Fig.'s 7.15 and 7.16 for ^ Lu(¸) and ^ Eu(¸), respectively. Time-series dis-
play quite close spectral correction values for both ^ Lu(¸) and ^ Eu(¸) with the highest
average values, i.e., -1.3§2.1%, at 555 nm where light penetration is higher than in
other spectral regions. As expected the corrections are negligible in the red due to
the high absorption coe±cient of seawater.
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Figure 7.15: Bottom e®ects percent correction, ´B
Lu, as a function of sampling time
(between October 1995 and July 2005), and frequency distribution of its percent value
(´B
Lu ¡ 1) ¢ 100, for the shadowed upwelling radiance ^ Lu(¸) at 443, 555 and 665 nm
(with av indicating the average and sd the standard deviation). The bullet symbols
represent the average value per measurement campaign, symbols + indicate single
measurement value (a single campaign can include as much as one week of data).
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Figure 7.16: As in Fig. 7.15 but for ´B
Eu.
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7.4 Wave perturbations
The focusing and defocusing of sun rays refracted by surface waves produce large
light °uctuations in the upper sea layer. The origin, amplitude, frequency and depth
extension of these °uctuations were addressed both theoretically (e.g., Schenck 1957,
Snyder and Dera 1970, Stramski and Dera 1988, Walker 1994, Zaneveld et al. 2001)
and experimentally (e.g., Dera and Olszewski 1978, Dera and Stramski 1986, Weide-
mann et al. 1990, and Dera et al. 1993).
Making use of measurements acquired at the 525 nm single center-wavelength
and at a typical ¯xed depth of »1 m, Dera and Stramski (1986), showed that the
frequency of the so called light °ashes (i.e., °uctuations in intensity exceeding the
mean irradiance by a factor of about 1.5) can be higher than 3 Hz and it exponentially
decreases with increasing °ash intensity. The most probable duration of °ashes was
estimated between a few and tens of milliseconds. Dera and Stramsky (1986) were
also observing a reduction in the °uctuation of irradiance intensity and an increase of
°ashes duration on water depth increase. The wave focusing e®ects were also found to
be more signi¯cant in clear sky conditions, clear water, low sun zenith, and relatively
smooth water surface driven by a wind speed of 2-5 ms¡1. A further relevant result
of their work was an analysis of wave e®ects in the downward irradiance data as a
function of the diameter of the collector, showing a reduction in °uctuations with an
increase of the diameter of the collector in the 2-6 mm range.
Weideman et al. (1990) addressed the uncertainties in the determination of the dif-
fuse attenuation coe±cient from downward irradiance measurements simultaneously
taken at ¯xed depths in a ground tank on controlled water surface perturbations. On
wave height increase, results showed uncertainties up to 30% in the computed di®use
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attenuation coe±cient.
Moving to optical pro¯les, Zaneveld et al. (2001) presented experimental data and
theoretical simulations of wave induced perturbations in downward irradiance. Their
study proposed a method for the determination of the di®use attenuation coe±cient
from pro¯le data perturbed by waves. The method, suitable for optical pro¯les taken
in the open ocean where the extrapolation interval can be quite extended, is based
on the upward integration of the irradiance data starting at a depth at which the
irradiance pro¯le is only weakly a®ected by waves.
Intuitively, for a given optics any increase in the acquisition rate and decrease
in the deployment speed is expected to produce an increase in the accuracy of the
subsurface optical quantities due to a more extended averaging of the wave e®ects over
time as a function of depth. Commercial instruments like optical free-fall pro¯lers,
however, exhibit limitations. Their deployment speed is in general higher than 0.2
ms¡1, while the acquisition rate can be as low as 6 Hz.
7.4.1 Perturbations in in{water radiometry
Sample WiSPER Lu(z;¸) and Ed(z;¸) pro¯les are presented in Fig. 7.17 for di®erent
measurement conditions characterized by wave height of »10 cm with Kd(490)=0.20
m¡1 determined in the 0.3{2.5 m extrapolation interval (panels a and b), and by wave
height of »40 cm with Kd(490)=0.09 m¡1 determined in the 0.3{4.0 m extrapolation
interval (panels c and d). The semi-logarithmic plot of Lu(z;¸) data in panel a does
not display relevant surface perturbation e®ects, but identi¯es the presence of a non
linear change with depth. This occurs between 3 and 6 m depth and was produced
by a gradient in the vertical distribution of seawater optically signi¯cant components
as con¯rmed by simultaneous pro¯les of inherent optical properties. The observed
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Figure 7.17: WiSPER Lu(z,¸) and Ed(z,¸) pro¯les at ¸= 555 nm taken on July
08, 2002 with »10 cm average waves height and di®use attenuation coe±cient
Kd(490)=0.20 m¡1 at 490 nm (panels a and b), and on September 17, 2002 with
»40 cm waves height and Kd(490)=0.09 m¡1 (panels c and d) (after Zibordi et al.
(2004c)).
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changes in linearity with depth of the log-transformed Lu(z;¸) data restrict the ex-
trapolation interval to the ¯rst 3 m below the surface. The Ed(z;¸) data in panel b
exhibit wave focusing and defocusing e®ects, remarked by signal °uctuations decreas-
ing with depth. The high signal variations observed in the ¯rst tens of centimeters
just below the surface, is the rationale for the removal of the related data from the
extrapolation interval. The semi-logarithmic plot of Lu(z;¸) data in panel c does not
display any departure from linearity with depth. However both Lu(z;¸) and Ed(z;¸)
data in panels c and d show larger °uctuations extending to greater depths with re-
spect to pro¯les displayed in panels a and b. These examples, produced with a given
class of commercial instruments, con¯rm an expected dependence of the accuracy of
subsurface quantities on depth-resolution of pro¯le data.
An uncertainty analysis was carried out by comparing the subsurface optical val-
ues computed from full resolution reference WiSPER pro¯les with reduced resolution
pro¯les, keeping the same extrapolation intervals. Reduced resolution pro¯les were
obtained by decreasing the number of measurements per meter, N, in the full resolu-
tion downcast pro¯les characterized by »64 measurements per meter corresponding to
a depth-resolution ¢zNo greater than »1.6 cm. Speci¯cally, pro¯les with N=32, 16,
8, 4 and 2 measurements per meter corresponding to sample depth intervals (hereafter
identi¯ed as depth-resolutions) ¢zN of 3.125, 6.25, 12.5, 25 and 50 cm, were produced
by selecting data every n increment steps in the full resolution pro¯les (that is n=2,
4, 8, 16, and 32, respectively). It is remarked that the time interval over which each
individual sample is acquired, remains constant at 1/6 sec regardless of the depth-
resolution. This is expected to re°ect actual measurement conditions for decreased
depth-resolution pro¯les on the assumption of: (i) random focusing and defocusing
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e®ects; and (ii) comparability, over a large number of pro¯les, between wave pertur-
bations a®ecting the single measurements related to depth intervals z§1/2¢zNo and
those related to the larger depth intervals z§1/2¢zN.
The implicit application of the same calibration coe±cients and correction factors
to both full and reduced resolution pro¯les ensures the independence of results from
any uncertainty related to the applied calibration and correction. The normaliza-
tion of pro¯le data with respect to the above{water downward irradiance by choosing
the start of the cast as the reference time (see Chapter 6), makes the analysis inde-
pendent of any slight change in the illumination conditions during data collection.
The homogeneity of the water column in the extrapolation interval, assessed dur-
ing the processing of full resolution pro¯les, guarantees that gradients in the vertical
distribution of seawater components do not a®ect the analysis. In conclusion, the
proposed scheme relies on the comparison of subsurface quantities determined from
pro¯le data di®ering by depth-resolutions, but characterized by identical: (i) acquisi-
tion rate; (ii) optical characteristics of radiometers; (iii) extrapolation interval; (iv)
illumination changes and seawater characteristics. These conditions, ruling the com-
parisons of subsurface values from reduced and full resolution pro¯les, ensure that
the uncertainty analysis depends of wave induced perturbations only.
a. Uncertainties in primary radiometric quantities
The following data analysis is presented through the most relevant primary optical
quantities, i.e., those directly computed from the optical pro¯les, and speci¯cally
the subsurface values Lu(0¡,¸), Eu(0¡,¸) and Ed(0¡,¸), and the di®use attenuation
coe±cient Kd(¸) relative to the extrapolation interval.
The data set used in the study includes 244 pro¯les collected in the period January
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1999 { February 2001 in very di®erent environmental conditions with 38% occurrence
of Case-2 waters, and satisfying the following criteria: (i) cloud cover lower than 2/4;
(ii) clear sun condition (i.e., the sun not covered by clouds); and (iii) wind speed lower
than 10 m s¡1 (to minimize perturbations due to wave breaking). Speci¯c quantities
used to characterize the measurement conditions are: the absorption coe±cient of
colored dissolved organic matter, ay, at 412 nm in the range of 0.02{0.26 m¡1; Chla
in the range of 0.21{4.74 mg m¡3; the total suspended matter, TSM, in the range of
0.2{3.7 g m¡3. Additional quantities are: the wind speed, Ws, in the range of 0.4{9.7
m s¡1; the sun zenith, µ0, in the range of 22.1{70.8 degrees; the ratio of di®use over
direct above water downward irradiance, Ir, at 412 nm in the range of 0.16{1.58.
The comparison of quantities obtained from full and reduced resolution pro¯les,
are presented and summarized through average percent di®erences, Ã, average ab-
solute percent di®erences, jÃj, and determination coe±cients, r2; from least squares
regressions of M pro¯les and L channels. While Ã reveals the existence of a bias be-
tween the compared quantities, jÃj preserves the variance and quanti¯es the average
uncertainty.
The values of Ã were computed through
Ã =
1
L
1
M
L X
j=1
M X
m=1
Ãj;m (7.4.1)
where j indicates the channel index, m is the pro¯le index, and Ãj;m is given by
Ãj;m = 100
<N(j)m ¡ <N0(j)m
<N0(j)m
(7.4.2)
where the superscript N indicates the subsurface quantities computed from reduced
resolution pro¯les (those de¯ned by N=2{32 samples per meter), and the superscript
N0 indicates the reference quantities computed from full resolution pro¯les (those
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de¯ned by N=64 samples per meter). The absolute values of Ãj;m, i.e., jÃj;mj, were
used to compute the average absolute percentage di®erences jÃj according to
jÃj =
1
L
1
M
L X
j=1
M X
m=1
jÃj;mj: (7.4.3)
The scatter plots in Fig. 7.18 display the primary quantities computed with a de-
creased depth-resolution de¯ned by N=8 samples per meter versus the same quantities
computed with full resolution pro¯les de¯ned by N=64 samples per meter. Scatter
plots show higher uncertainties for Ed(0¡;¸) and Kd(¸) values (panels c and d), than
for Lu(0¡;¸) and Eu(0¡;¸) values (panels a and b). The di®erent uncertainties are
mostly explained by the direct transmission of °ashes for Ed(z;¸) and di®erently, by
their transmission through backscattering for Lu(z;¸) and Eu(z;¸).
The occurrence of negative Kd(¸) values among data computed from the reduced
depth-resolution pro¯les (see Fig. 7.18 panel d) is a clear indication of appreciable per-
turbations a®ecting the computation of subsurface values. The spectral uncertainty
analysis is discussed for each primary quantity as a function of N at the represen-
tative center-wavelength 412, 490, 555 and 665 nm. Results from the analysis are
given in Tab. 7.3. These show that all the quantities exhibit an expected increase in
jÃj on N decrease and con¯rm larger uncertainties for Ed(0¡(¸) and Kd(¸), in com-
parison to Lu(0¡;¸) and Eu(0¡;¸). The two last quantities exhibit close agreement
with r2 (not shown) always equal to 1.00. Their spectral uncertainties show almost
constant jÃj values from 412 to 555 nm. They exhibit values increasing from 0.1%
to 1.8% for Lu(0¡(¸) and from 0.1% to 1.4% for Eu(0¡(¸), as N decreases from 32
to 2. More pronounced jÃj values are observed at 665 nm, increasing from 0.3% to
4.0% for Lu(0¡(¸) and from 0.2% to 2.6% for Eu(0¡(¸), with decreasing N. These
slightly smaller spectral uncertainties in the blue-green, when compared to the red,
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Figure 7.18: Scatter plot of primary optical quantities Lu(0¡;¸), Eu(0¡;¸), Ed(0¡;¸)
and Kd(¸) (in panels a, b, c and d, respectively) obtained with decreased resolution
pro¯les data (i.e., N=8) versus the reference values obtained from full resolution
pro¯le data (i.e., N=64). Radiances Lu(0¡;¸) are in units of W m¡2 nm¡1 sr¡1,
irradiances Eu(0¡;¸) and Ed(0¡;¸) in W m¡2 nm¡1, and Kd(¸) in m¡1 (after Zibordi
et al. (2004c)).
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Table 7.3: Spectral uncertainty values (in percent) for di®erent depth-resolutions
(adapted from Zibordi et al. (2004c)).
412 490 555 665
N jÃj Ã jÃj Ã jÃj Ã jÃj Ã
Lu
32 0.11 0.01 0.12 0.01 0.14 0.02 0.28 0.05
16 0.36 0.01 0.34 -0.02 0.41 -0.01 0.97 0.04
8 0.76 -0.01 0.71 -0.03 0.74 -0.13 1.78 0.01
4 1.21 0.00 1.21 -0.02 1.27 -0.10 2.75 0.44
2 1.72 -0.01 1.68 0.08 1.81 0.10 3.95 0.73
Eu
32 0.08 0.01 0.10 -0.01 0.10 0.01 00.18 0.01
16 0.21 -0.02 0.26 -0.04 0.31 -0.04 0.45 0.11
8 0.45 -0.04 0.49 -0.03 0.51 -0.06 1.02 0.19
4 0.96 -0.04 1.00 -0.15 1.04 -0.18 1.74 0.30
2 1.29 0.02 1.28 -0.05 1.36 -0.04 2.58 0.64
Ed
32 0.85 0.03 0.99 0.08 1.14 0.00 1.42 0.01
16 2.15 -0.09 2.82 -0.01 3.22 0.30 3.55 0.31
8 3.97 0.69 4.75 0.53 5.72 0.73 6.31 1.33
4 5.80 0.00 7.29 0.83 9.02 1.11 9.97 1.35
2 8.49 0.96 10.18 2.24 12.53 1.56 13.43 2.54
Kd
32 1.50 0.21 3.37 0.51 3.52 -0.15 1.13 -0.01
16 3.91 -0.08 10.63 0.49 10.35 1.15 2.68 0.06
8 8.53 1.66 17.80 2.48 18.70 4.00 5.11 0.71
4 10.51 0.44 27.98 7.81 31.43 7.87 7.60 0.73
2 15.30 3.03 45.71 15.11 47.75 10.23 11.02 3.01
can be explained by a higher scattering of seawater in the blue-green increasing the
di®useness of the light ¯eld and consequently decreasing the e®ects of wave pertur-
bations. Di®erent from the blue-green channels, the red channel at 665 nm shows a
general increase of Ã as N decreases, exhibiting values reaching 0.9% with N=2 for
both Lu(0¡,¸) and Eu(0¡,¸). This spectral dependence is again explained by a lower
di®useness of the light ¯eld in the red than at shorter wavelengths. The positive bias
can be explained by the high weight of measurements a®ected by wave focusing in
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the extrapolation process through an exponential function. This weight positively bi-
ases the near surface values when the measurements distribution does not adequately
represent the wave perturbations, as likely occurs on depth-resolution decrease.
Ed(0¡;¸) shows values of jÃj increasing from 0.9% at 412 nm to 1.4% at 665 nm
with N=32, and from 8.5% at 412 nm to 13.4% at 665 nm with N=2. The regular
increase with wavelength is again explained by the scattering properties of seawater,
whose decrease produces an increase in the wave focusing and defocussing e®ects.
The Ã values for Ed(0¡;¸) show an appreciable increase on N decrease, and exhibit
a general increase with wavelength (excluding data at 555 nm) from 1.0% at 412 nm
to 2.5% at 665 nm. The corresponding analysis of r2 (not shown) exhibits values
decreasing on N decrease and on wavelength increase. For N=2, the values of r2
decrease from 0.91 at 412 nm to 0.82 at 665 nm. This is also explained by a decrease
in seawater scattering, leading to more pronounced wave e®ects and thus increasing
the dispersion of data.
Kd(¸) shows the highest uncertainties among all analyzed quantities. The spectral
jÃj values exhibit an increase from 1.5% at 412 nm to 3.5% at 555 nm with N=32
and from 15.3% at 412 nm to 47.8% at 555 nm with N=2. The red channels show
much lower jÃj values, when compared to the blue-green, with an increase from 1.1%
with N=32 to 11.1% with N=2. This can be explained by the fact that, assuming
the same perturbations a®ect all wavelengths in the 412-665 nm spectral range;Kd(¸)
is subject to the smallest percent variations in the red where its value is the highest.
The spectral dependence of the Ã values generally re°ects that observed for jÃj.
Speci¯cally, with N=2 the analysis of Kd(¸) data shows values of Ã increasing from
3% at 412 nm up to 15% at 490 nm, and dropping to average values of 3% in the
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red at 665 nm. The spectral analysis of r2 for N=2 (not shown), indicates decreasing
values from 0.9 at 412 nm to 0.6 at 555 nm, and average values of 0.7 in the red.
An appreciable increase of the spectral Ã values is observed for Kd(¸) and Ed(0¡;¸)
on N decrease, as for Lu(0¡;¸) and Eu(0¡;¸). This can be explained by the high
weight of measurements a®ected by wave focusing in the extrapolation process through
an exponential function.
The similarity observed for both jÃj and Ã values at 665 and 683 nm (non shown)
suggests °uorescence does not contribute to the reduction of wave induced perturba-
tions at 683 nm.
b. Uncertainties in derived radiometric quantities
Spectral ratios are of relevance in the development of bio-optical algorithms (Berthon
et al., 2002; O'Reilly et al., 1998). Uncertainties in their computed values due to
wave perturbations were analyzed for Lu(0¡;¸1)=Lu(0¡;¸2), Ed(0¡;¸1)=Ed(0¡;¸2)
and, for the derived quantities LWN(¸1)=LWN(¸2) and ¸ LWN(¸1)=¸ LWN(¸2) at center-
wavelengths ¸1=443, 490 and 510 nm, and ¸2=555 nm. The last two derived quan-
tities are those having direct application in bio-optical modeling.
The data analysis, detailed in Zibordi et al. (2004c) and summarized in Tab. 7.4,
showed a reduction in the Ed(0¡;¸1)=Ed(0¡;¸2) uncertainties with respect to those
of the individual spectral quantities Ed(0¡;¸1) and Ed(0¡;¸2). A less pronounced re-
duction was also observed in the uncertainties determined for Lu(0¡;¸1)=Lu(0¡;¸2)
with respect to those determined for Lu(0¡;¸1) and Lu(0¡;¸2), separately. These
reductions suggest the existence of a correlation between the uncertainties at the dif-
ferent wavelengths. An additional result was an observed decrease of uncertainties
on ¸1 increase. This is explained by the design of the radiometers utilized for the
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Table 7.4: Uncertainty values (in percent) for spectral-ratio quantities (after Zibordi
et al. (2004c)).
443/555 490/555 510/555
N jÃj Ã jÃj Ã jÃj Ã
32 0.09 0.00 0.08 0.01 0.05 0.01
Lu 8 0.44 0.07 0.37 0.08 0.30 0.04
2 0.98 0.16 0.72 0.05 0.51 0.00
32 0.88 -0.06 0.86 -0.09 0.59 -0.05
Ed 8 3.87 -0.13 3.46 -0.11 2.54 -0.03
2 8.43 0.35 7.53 0.97 4.60 0.10
32 0.09 0.00 0.07 0.00 0.05 0.01
LWN 8 0.43 0.07 0.38 0.07 0.30 0.04
2 0.98 0.17 0.72 0.06 0.51 0.01
32 0.95 0.06 0.96 0.12 0.63 0.08
~ LWN 8 4.16 0.63 3.79 0.50 2.77 0.36
2 9.06 0.96 8.07 0.28 4.94 0.29
data collection (i.e., OCR-200 and OCI-200) and more speci¯cally by the decreasing
distance between the ¸1 and ¸2 entrance optics on ¸1 increase (e.g., the 510 optics
is closer to that of the 555 one than is the 443). In fact the optics of the di®erent
channels for both the radiance and irradiance radiometers used in this study, are
independent and distributed within a circle of »4 cm diameter. Because of this, ran-
dom perturbations produced by wave focusing a®ect the detected signal di®erently
in the various channels. It is reasonable to assume that the wave induced pertur-
bations tend to become more comparable at di®erent wavelengths when their optics
are closer. This further con¯rms the dependence of wave induced perturbations on
the geometry of optics, and implicitly on the ¯eld of view of radiance sensors and
diameter of irradiance collectors.
The comparison of Ã for LWN(0¡;¸1)=LWN(0¡;¸2) and Lu(0¡;¸1)=Lu(0¡;¸2)
171Chapter 7 Measurement Perturbations
showed almost identical values because of the independence of Ed(0+;¸2)=Ed(0+;¸1)
from wave perturbations. Di®erently, the Ã values for ¸ LWN(0¡;¸1)=¸ LWN(0¡;¸2) ap-
peared close to the sum of those for the quantities used in their computation, i.e.,
Lu(0¡;¸1)=Lu(0¡;¸2) and ¸ Ed(0¡;¸1)= ¸ Ed(0¡;¸2).
Extensive analysis was also made to address the dependence of wave perturbations
on quantities such as: the sea state, Ss, applied as a wave height index; the di®use
attenuation coe±cient at 490 nm, Kd(490), applied as a seawater optical index for
the extrapolation layer; the sun zenith, µ0, and the di®use over direct downward
irradiance ratio at 412 nm, Ir(µ0;¸), both applied as illumination indices. Results
detailed in Zibordi et al. (2004c) showed an appreciable dependence of uncertainties
on the ¯rst two indices with a signi¯cant decrease with Kd(490) and increase with Ss
up to 2 (according to the WMO (1983) scale). Conversely, uncertainties exhibited a
slight increase on both µ0 and Ir decrease.
7.4.2 Depth-resolution requirements
The spectrally averaged Ã values for the primary optical quantities are plotted in Fig.
7.19 as a function of N. The almost exponential dependence of Ã on N is explained
by the fact that these uncertainties result from the di®erence of quantities determined
from exponential ¯ts. Curves like those plotted in Fig. 7.19 can be used to estimate
the depth-resolution related to wave induced uncertainties at pre-de¯ned thresholds.
Setting the threshold to 2% for each primary quantity, a value comparable to absolute
calibration uncertainties, the depth-resolution requirement determined from curves of
jÃj is given in Tab. 7.5 at 443, 555 and 665 nm for in-water optical pro¯les taken
with Kd(490)<0.14 m¡1 and Ss=2 (those a®ected by the largest wave perturbations).
For completeness, estimated depth-resolutions are also provided for the 1% and 5%
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Figure 7.19: Spectrally averaged jÃj values, as a function of N, for the primary optical
quantities Lu(0¡¸), Eu(0¡¸), Ed(0¡;¸) and Kd(¸)(after Zibordi et al. (2004c)).
thresholds. Data show values varying for each primary quantity as a function of
wavelength. Speci¯cally the 2% target, for the 443-665 nm spectral range, requires
depth-resolutions ¯ner than 11, 40, 3 and 2 cm, for Lu(0¡;¸), Eu(0¡;¸), Ed(0¡;¸) and
Kd(¸), respectively. By restricting the uncertainty below 1%, the depth-resolutions
increase up to 5, 13, 2 and 2 cm, respectively. Conversely, by relaxing the uncertainty
threshold to 5%, they decrease to values of 50 cm for Lu(0¡;¸), Eu(0¡;¸), and 6 and
3 cm for Ed(0¡;¸) and Kd(¸), respectively.
The former values con¯rm that the primary optical quantities determined from
full resolution WiSPER data with depth-resolution better than 1.6 cm, are not signif-
icantly a®ected by wave induced perturbations (i.e., they are negligible in Lu(0¡;¸)
and Eu(0¡;¸), and less than 1% in Ed(0¡;¸) and Kd(¸)). This helps in evaluating
the overall uncertainty budget in subsurface quantities determined from pro¯les col-
lected in coastal waters under environmental conditions similar to those encountered
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Table 7.5: Depth-resolution requirements (in units of cm) for the 1%, 2%, and 5%
uncertainty values in primary optical quantities (after Zibordi et al. (2004c)).
¸ 443 555 665
Uncertainty 1% 2% 5% 1% 2% 5% 1% 2% 5%
Lu 17 50 > 50 13 33 > 50 5.3 11 50
Eu 50 > 50 > 50 25 > 50 > 50 13 40 > 50
Ed 3.0 4.4 10 2.9 3.5 6.3 2.4 3.3 6.3
Kd 2.1 2.6 3.9 1.8 2.1 2.9 2.6 3.7 9.1
at the AAOT site using systems having acquisition rate and optics similar to WiS-
PER. Speci¯cally, the data in Tab. 7.5 suggest that the uncertainties determined with
pro¯les collected under the stated environmental conditions with current advanced
free-fall systems (having acquisition rate of 6 Hz, deployment speed of »0.25 m s¡1
and the same optics as WiSPER) are lower than 1% for Lu(0¡;¸) and Eu(0¡;¸), and
of the order of 2% for Ed(0¡;¸). For Kd(¸) the uncertainties are close to 5% in the
412-555 nm interval and of the order of 2% in the red.
7.5 Discussion on uncertainties
Minimization of uncertainties produced by perturbations like self-shading, superstruc-
tures or bottom e®ects, and additionally estimation of uncertainties induced by en-
vironmental perturbations such as waves, are a major requirement to maximize the
accuracy of measurements and produce an overall uncertainty budget. With this ob-
jective in mind, an attempt is made to evaluate residual uncertainties in in{water data
corrected for self-shading, superstructure perturbations and bottom e®ects. Addition-
ally the applicability of the proposed depth-resolution requirements is considered.
174Chapter 7 Measurement Perturbations
7.5.1 Uncertainties of correction factors
When analyzing the self-shading perturbations, sources of uncertainty in the com-
putation of ´S
<(¸) include assuming: (i) the instrument is an ideal disc instead of a
cylinder; (ii) each channel sensor is located at the center of the instrument (in the
case of several multi-spectral radiometers they may actually be arranged in a circle
with one channel in the center); (iii) the sea surface is °at.
Major limitations of the correction scheme proposed for the determination of ´T
<(¸)
for the AAOT superstructure perturbations include: (i) neglecting the roughness in
modelling the sea surface re°ectance; (ii) assuming the tower absorbs all the incident
photons; (iii) using discrete correction factors because of the application of a table
indexed by discrete values of the input quantities (i.e., µ0;Á0;Ir;a and !0).
Uncertainties in the computation of ´B
<(¸) for bottom perturbations, are induced
by: (i) applying an approximate analytical model; (ii) using the operational di®use
attenuation coe±cient; and (iii) assuming the bottom re°ectance is Lambertian.
De¯ning an arbitrary uncertainty of 25% in the total corrections determined as
´< = ´S
<´T
<´B
< (assuming independence of correction factors), the related uncertainties
were estimated from the values of ´< applied to the CoASTS time-series composed
of 1936 casts collected from October 1995 to July 2005.
Table 7.6: Estimated average uncertainties (in percent) for the total correction factors
´< applied to various radiometric quantities.
¸ 443 555 665
Lu 1.9 § 0.6 1.1 § 0.8 2.8 § 0.9
Eu 1.8 § 0.5 1.1 § 0.8 1.8 § 0.6
Ed 0.8 § 0.3 0.4 § 0.2 0.3 § 0.1
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These average uncertainty values are given in Tab. 7.6 and are an estimate of the
residual uncertainties after the minimization of measurement perturbations.
7.5.2 Applicability of the Depth-Resolution Requirements
Results from the analysis of varying depth-resolution pro¯les suggest that in coastal
waters the wave induced uncertainties can be reduced below 2% with a number of
measurements per meter higher than approximately 9, 3, 33 and 50 for Lu(0¡;¸),
Eu(0¡;¸), Ed(0¡;¸) and Kd(¸), respectively. These values are much more restrictive
than the at least 2, and preferably 6 to 8 measurements per meter given in the Ocean
Optics Protocols (Mueller and Austin, 2003) for optically deep waters and assum-
ing the extrapolation interval equal to at least one optical depth. This di®erence
in requirements between coastal and oceanic optical pro¯les highlights the superior
technological needs for the former to ensure the capability of sampling with higher
depth-resolution and of acquiring data as close as possible to the surface to maximize
the extrapolation interval in the presence of highly inhomogeneous water columns.
This suggests that, when pro¯lers do not meet the given requirements, alternative
methods should be sought. A practical solution is to add data from successive casts
to produce a single pro¯le with a higher depth-resolution. An attempt to experi-
mentally verify this method was made using the JRC version of the miniature NASA
Environmental Sampling System (JRC-miniNESS). This free-fall pro¯ler has the same
acquisition rate and radiometers as WiSPER. The data set used for the veri¯cation
included 58 fully independent measurement sequences, each composed of 5 consecu-
tive pro¯les collected within 10 minutes with a deployment speed of »1 m s¡1 during
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clear sky and stable illumination conditions in the vicinity of the AAOT. When com-
bining the data of the consecutive pro¯les for each measurement sequence and thus
increasing the number of samples from »6 to »30 per meter, the comparison of pri-
mary optical quantities determined from the single mid-sequence pro¯le versus the
multicast pro¯le, showed spectrally averaged jÃj values of 1.7, 2.7, 5.8 and 14.6% for
Lu(0¡;¸), Eu(0¡;¸), Ed(0¡;¸) and Kd(¸), respectively. These uncertainties compare
in magnitude with the values of 1.0, 0.6, 5.2, and 11.8% resulting from the indepen-
dent comparison of WiSPER reduced resolution pro¯les with 8 and 32 samples per
meter. The di®erences between the results obtained with the JRC-miniNESS and
the reduced resolution WiSPER data are mostly justi¯ed by: (i) the environmental
variability a®ecting the successive free-fall pro¯les and cancelling out in the WiSPER
data; (ii) tilt e®ects present in the free-fall and not in the WiSPER data; (iii) slight
di®erences in the free-fall and WiSPER depth-resolutions used for the comparison;
and ¯nally (iv) the mutual position of radiometers in the two pro¯ling systems. A
peculiar case in this analysis of multicast pro¯le data, is encountered with Eu(0¡;¸)
exhibiting a higher jÃj value than that of Lu(0¡;¸). This can be explained by the
position of the Eu sensor, installed on the nose of the JRC-miniNESS at approxi-
mately 0.9 m below the Lu and Ed sensors. Because of the adoption of a common
extrapolation interval for the processing of Lu(z;¸), Eu(z;¸) and Ed(z;¸), the de-
termination of Eu(0¡;¸) must rely on a smaller e®ective extrapolation layer. Thus
the increase in depth-resolution through the multicast approach produces a more sig-
ni¯cant improvement in the accuracy of Eu(0¡;¸) than Lu(0¡;¸), determined from
these speci¯c free-fall data. This also indirectly con¯rms the appropriateness of the
uncertainty analysis produced with the full and reduced resolution WiSPER data.
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7.6 Summary
Optical radiometric measurements can be a®ected by uncertainties due to various
perturbing factors. In the case of above-water radiometry, major measurement per-
turbations are produced by wave slopes and deployment superstructures. Wave e®ects
can be minimized by ¯ltering measurements, while perturbations due to deployment
superstructures can be minimized with the implementation of speci¯c measurement
geometries.
In addition to wave and deployment superstructure e®ects, in-water radiometry
can be signi¯cantly perturbed by self-shading. Perturbations due to wave e®ects can
be minimized by collecting data with high depth-resolution in the case of pro¯les,
or extended time intervals in the case of moorings. Self-shading and superstructure
perturbations can be minimized by applying speci¯c correction schemes.
The correction scheme suggested by Gordon and Ding (1992) for instrument self-
shading was assessed using in water measurements taken at di®erent sun zenith angles
and di®erent atmospheric and water turbidities. The application of the proposed cor-
rection scheme to radiometric data from the AAOT site in the northern Adriatic Sea
characterized by moderately turbid waters, shows correction values highly varying
with wavelength and sun zenith. Within the spectral range 412{665 nm the highest
values result at 665 nm with averages of 10§2.9% for Lu, and of 5.7§2.9% for Eu,
where the superscript^indicating perturbed radiometric quantities is hereafter omit-
ted. This con¯rms that for conventional radiometers, self-shading error should not
be neglected.
178Chapter 7 Measurement Perturbations
The superstructure perturbations for in-water subsurface radiometric measure-
ments collected at the AAOT with the WiSPER system at 7.5 m from the main body
of the tower, were investigated using experimental data and Monte-Carlo simula-
tions. The study led to the de¯nition and assessment of a correction scheme based on
a look-up table whose entries are mostly indexed values of seawater inherent optical
properties, atmospheric aerosol and measurement geometry. The highest corrections
are observed in the blue at 443 nm and exhibit average values of 3.9§1.3%, 5.1§1.7%
and 3.3§1.2% for Lu, Eu and Ed, respectively.
An additional source of perturbation is the bottom re°ectance in shallow waters.
The bottom e®ects can be minimized using an analytical relationship derived from a
two-°ow model. This solution requires determining the near-bottom re°ectance from
the in-water pro¯le data. The application of the proposed scheme to WiSPER data
collected at the AAOT site, shows correction values inversely varying with seawater
attenuation with average values of -1.3§2.1% for both Lu and Eu at 555 nm where
the light penetration is the highest. Conversely, due to the high seawater absorption,
negligible corrections are observed at 665 nm.
Assuming an uncertainty of 25% in the determination of the total correction factor,
the average uncertainty in the derived corrections for data collected with WiSPER
at the AAOT site, exhibits values lower than 1% for Ed(0¡;¸), 2% for Eu(0¡;¸) and
3% for Lu(0¡;¸).
The e®ects of wave perturbations on the extrapolation of subsurface radiometric
values were investigated using pro¯le data with di®erent depth-resolutions. Results
provided a ¯gure of the expected uncertainties in deriving subsurface radiometric data
as a function of the number of measurements per unit depth. These data suggest that,
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under the most unfavorable condition (i.e., relatively low Kd and sea state Ss=2) an
uncertainty lower than 2% can be achieved with 50 measurements per meter for Kd(¸),
33 for Ed(0¡;¸), 9 for Lu(0¡;¸) and 3 for Eu(0¡;¸). The analysis of in situ optical
data also showed that in the case of pro¯lers not satisfying the given requirements,
the possibility of increasing the depth-resolution by combining multiple casts collected
within a short time interval (i.e., a few minutes) is still valid.
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Applications
The problem of characterizing an unknown material in the laboratory from
its re°ection or transmission properties is fairly simple; it becomes pro-
gressively harder as the sensor becomes more remote from the material.
Philip Slater, 1980.
1Optical radiometric data have direct application in the development and assess-
ment of theoretical models describing the seawater light extintion processes (Bulgarelli
et al., 2003; Chang et al., 2003) and empirical algorithms linking the seawater ap-
parent optical properties to the water constituents expressed through their inherent
optical properties or concentrations (D'Alimonte and Zibordi, 2003; D'Alimonte et al.,
2004; O'Reilly et al., 1998, 2000). In addition, radiometric data are essential for the
vicarious calibration of sensors in space and the validation of remote sensing products
(Eplee et al., 2001; M¶ elin et al., 2005; Sturm and Zibordi, 2002; Zibordi et al., 2006a).
The highest accuracy is always the most desirable for any bio-optical modelling
and calibration or validation activity. However, accuracy requirements impact method-
ological and instrumental investment which should be weighed against the speci¯c
1The material presented and discussed in this chapter was mostly published in Berthon and
Zibordi (2004); Zibordi and Berthon (2001); Zibordi et al. (2004a, 2006a,b).
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need for each application. Because of this, several space agencies on the basis of
target accuracies in derived products (i.e., 35% for Chla in open ocean) have spec-
i¯ed a maximum uncertainty of 5% for radiometric measurements. This is stream-
lined through the so called 1% radiometry concept, which indicates that each major
and independent source of uncertainty in in situ radiometric measurements should
stay below the 1% level to ensure that their statistical composition (e.g., using their
quadrature sum) does not exceed 5%. The achievement of this objective is based
on the assumption that major uncertainties are produced by a few sources includ-
ing: radiometric calibration (absolute, immersion factor, sensitivity change between
calibrations); estimate of correction factors for the removal of measurement artifacts
(self-shading, superstructure perturbation); and environmental variability (wave ef-
fects, changes in illumination conditions and in distribution of optically signi¯cant
constituents during measurements).
Accounting for the outcome of previous chapters, examples of applications of
optical radiometric data are here presented with the aim of exploring the sensitivity
to uncertainty for products from such applications.
8.1 Bio-optical models
Bio-optical models are generally separated into analytical and empirical. Analytical
models are commonly used to predict the radiometric quantities from the modelled
or measured inherent optical properties of seawater constituents. In contrast, empir-
ical models are derived from statistical analysis of ¯eld measurements and are used
to describe the bio-optical state of seawater. A general example of these empirical
models (usually called algorithms) is given by ratios of remote sensing re°ectance at
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Figure 8.1: Sample LWN(¸) spectra produced within the framework of the CoASTS
project from May 2002 to December 2005. Black lined in di®erent panels highlight
LWN spectra exhibiting maxima at di®erent center-wavelengths ¸: a at 490 nm; b at
510 nm; c at 555 nm.
various center-wavelengths as a function of the concentration of optically signi¯cant
constituents. These speci¯c algorithms ¯nd their rationale in the spectral variations
a®ecting LWN (or RRS) as a function of the concentration of seawater constituents:
this can be evidenced by the shape of sample spectra shown in Fig. 8.1 for water
types likely to be characterized by di®erent concentrations of optically signi¯cant
constituents. Unlike analytical models, which are expected to have universal ap-
plicability, empirical algorithms are mostly valid for only the speci¯c waters where
measurements were performed.
8.1.1 Chla and Kd empirical modeling
In the following subsections the analysis will be restricted to various empirical algo-
rithms in view of addressing their dependence on the accuracy of optical radiometric
measurements. The in situ measurements used were collected within the framework
of the Coastal Atmosphere and Sea Time-Series (CoASTS) program (Zibordi et al.,
2002b) carried out to support ocean color calibration and validation activities through
a comprehensive data collection at the AAOT. The data set, due to the peculiarity
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of the AAOT site located in a frontal region representative of coastal zones (here de-
¯ned as regions permanently or occasionally a®ected by bottom resuspension, coastal
erosion, river inputs, or by relevant anthropogenic impact), include measurements
in both Case-1 and Case-2 water conditions (Berthon and Zibordi, 2004). Speci¯-
cally Case-1 conditions are identi¯ed for roughly 60% of cases when classi¯ed by the
scheme of Loisel and Morel (1998), even though most of the data distribute around
the separation threshold (Berthon et al., 2002) making their categorization somewhat
speculative.
Empirical algorithms are a direct way of linking the marine re°ectance to the
seawater optically signi¯cant constituents and optical properties. And since the late
1970s, during experimentation for the succeeding exploitation of remote sensing data
from the Coastal Zone Color Scanner (CZCS), empirical algorithms showed their
robustness in the determination of Chla (Clark, 1981) and Kd at a given ¸ (Austin
and Petzold, 1981). Since then, although the development of analytical solutions
applicable to all water types may appear a desirable objective, the provision and
the use of purely empirical algorithms based on in situ measurements, has been the
subject of continuous developments. This resulted in algorithms appropriate for the
exploitation of remote sensing data from both global oceanic Case-1 waters and, with
regional and sometimes seasonal restrictions, coastal Case-2 waters (Bricaud et al.,
2002; D'Alimonte et al., 2003; Darecki et al., 2004; D'Ortenzio et al., 1994). Given this
relative success, current global remote sensing products still rely on algorithms based
on spectral ratios of the remote sensing re°ectance for the operational determination
of Kd at 490 nm (Mueller, 2000) or Chla (O'Reilly et al., 2000).
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Figure 8.2: Relationships between remote-sensing re°ectance ratio RRS(0¡;490)=
RRS(0¡;555) and Chla. The solid line represents the polynomial ¯t and the dashed
line is the "SeaWiFS OC2v4" algorithm. Empty circles, bullets and stars identify
Case-1, Case 2 and unidenti¯ed conditions, respectively (Berthon and Zibordi, 2004).
An additional example of empirical algorithm proposed for Chla determination
speci¯c for the northern Adriatic coastal waters (Berthon and Zibordi, 2004) is dis-
played in Fig. 8.2. The algorithm, so called AD, provides Chla in mg m¡3 as
a function of the remote sensing re°ectance ratio, RRS(490)/RRS(555) (denoted as
R35), through
Log10Chla = 0:091 ¡ 2:620Log10R35 ¡ 1:148(Log10R35)
2 ¡ 4:949(Log10R35)
3 (8.1.1)
and exhibits determination coe±cient r2=0.77, and root mean square of di®erences
rmsd=0.42. The OC2v4 algorithm (O'Reilly et al., 2000), identi¯ed by a dashed line
in Fig. 8.2, almost systematically overestimates Chla when applied to the present
data set. This is particularly evident in the range 0.1-1.0 mg m¡3. For the same Chla
the AD re°ectance ratio is lower than that given by the OC2v4 algorithm probably
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because of increased absorption by dissolved and particulate matter in the blue part
of the spectrum. The agreement is much better in the range 1.0-10.0 mg m¡3 when
Chla is probably the dominating optical component.
It must be emphasized that the application of this empirical relationship outside
the range used for its development (in particular for Chla values lower than 0.1 mg
m¡3 in the above algorithm) should be considered with caution.
A further example of a regional relationship proposed for the generation of remote
sensing products is that for the di®use attenuation coe±cient at 490 nm, Kd(490)
(Berthon and Zibordi, 2004). The algorithm developed with the same data set applied
for determining the coe±cients of Eq.8.1.1, is given by
Kd(490) = 0:016 + 0:205[
LWN(490)
LWN(555)
]
¡1:754 (8.1.2)
where 0.016 m¡1 is the constant value of Kd(490) for pure water. This relationship
exhibits r2=0.80 and rmsd=0.23.
Linear relationships in the form of Log10[Kd(¸)] = a0 + b0Log10[Kd(490)] were
also computed for ¸ = 412, 443, 510, 555, 665 and 683 nm and their parameters are
provided in Tab. 8.1. The quality of these regressions, as given by r2, decreases in
the red part of the spectrum. An application of these algorithms is provided by their
use in conjunction with semi-analytical models (see Loisel and Stramski (2000)) and
marine re°ectances, to derive the spectral absorption, scattering and back-scattering
coe±cients at corresponding wavelengths (M¶ elin et al., 2005).
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Table 8.1: Parameters a and b, and determination coe±cient r2 of the linear relation-
ship between Kd(¸) and Kd(490) (after Berthon et al. (2002)).
¸(nm) a0 b0 R2
412 0.224 1.000 0.97
443 0.157 1.033 0.99
510 -0.105 0.873 0.99
555 -0.284 0.648 0.88
665 -0.065 0.210 0.57
683 -0.036 0.202 0.54
8.1.2 Empirical modelling of Q-factor
The capability of modeling the radiance distribution in marine water, is a basic step
toward the development of advanced remote sensing techniques for the accurate de-
termination of optically signi¯cant components dissolved or suspended in seawater.
In this context, e®orts were devoted to the study of the non-isotropic character
of the light distribution in seawater conveniently expressed through the Q-factor
(Tyler, 1960). In agreement with Eq.2.1.25 and applying a simpli¯ed formalism,
this is de¯ned as the ratio between the upwelling irradiance Eu(z;¸) and radiance
Lu(z;';µ;µ0;¸) at wavelength ¸,
Q(z;';µ;µ0;¸) =
Eu(z;¸)
Lu(z;';µ;µ0;¸)
: (8.1.3)
It is a function of: (i) the measurement geometry (the depth, z, the azimuth di®er-
ence between the sun and the observation planes, ', the viewing angle, µ, and the
sun zenith angle, µ0); (ii) the seawater inherent optical properties (the absorption
coe±cient, a, the scattering coe±cient, b, and the scattering phase function, e ¯); (iii)
the atmospheric optical properties generally expressed through the aerosol optical
thickness, ¿a, and, additionally (iv) sea state and cloud cover.
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The anisotropy of light distribution in natural waters was already experimentally
explored in the 1960s by Jerlov and Fukuda (1960); Sasaki et al. (1962); Smith et al.
(1969); Tyler (1960); and more recently by Morel et al. (1995); Voss (1989); Voss and
Morel (2005). Theoretical studies on Q(z;';µ;µ0;¸), speci¯cally focused on oceanic
waters and based on Monte Carlo simulations, were carried out by Morel and Gentili
(1991, 1993, 1996). A related work (Morel et al., 1995) showed a good agreement
between Q(z;';µ;µ0;¸) values resulting from Monte Carlo simulations and from ¯eld
measurements performed at 450, 500 and 600 nm in Case-1 water o® San Diego and in
the Lake Pend Oreille. The latter study showed Q(z;';µ;µ0;¸) values ranging from
»1 up to 5 sr with µ0 ranging from 32 up to 80 degrees. In addition to the former
work, only a few others have presented experimental Q(z;';µ;µ0;¸) data. Siegel
(1984) discussed Qn(¸) ¯eld data (i.e., Q(z;';µ;µ0;¸) at µ= 0 and z= 0¡) ranging
from 3.4 up to 6.4 sr for oceanic water, reporting almost no dependence on wavelength
in the spectral interval 450 { 650 nm and a large dependence on µ0 between 25 and
80 degrees. Siegel empirically modeled the former dependence on µ0 through
Qn(¸) = Q90(¸)e
¡C cosµ0 (8.1.4)
where Q90(¸) de¯nes the value of Qn(¸) at µ0=90 degrees and C is a function of the
seawater optical properties (in Siegel's formulation C cosµ0 is expressed by C sin°0,
with °0 sun elevation, i.e., °0 = 90 ¡ µ0). An almost identical dependence of Qn(¸)
on µ0, was con¯rmed by Aas and H¿jerslev (1999) in the spectral interval 465-474 nm
with data collected in the Mediterranean Sea.
Using CoASTS measurements, an empirical modeling of Qn(¸) was investigated
in the 412{665 nm spectral range as a function of µ0 and of di®erent apparent or
inherent seawater optical properties (i.e., Kd(¸), a(¸), b(¸) and !0(¸)). Despite the
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Figure 8.3: Qn(¸) spectra from the CoASTS (1995-1998) data set (the decrease at
510 nm is likely an artifact introduced by a miss-performance of the radiometer at
the speci¯c center-wavelength).
availability of data at 683 nm, Qn(683) was not included in the analysis so as to
restrict the discussion to Qn(¸) at wavelengths characterized by elastic scattering
only (in fact chlorophyll a °uorescence acts as a source of di®use light and induces a
more isotropic light ¯eld).
The Qn(¸) spectra used in the data analysis are plotted in Fig. 8.3 while the corre-
sponding average values are given in Tab. 8.2. The spectra exhibit some dependence
on ¸ that, on average, shows a slight decrease from 412 to 510 nm, and an increase
up to 665 nm. The decrease in Qn(¸) from 412 up to 510 nm does not appear in the
simulated spectra proposed for oceanic waters by Morel and Gentili (1996). In fact
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Table 8.2: Average Qn(¸) from the CoASTS (1995-1998) data set and standard de-
viations ¾Q(¸).
¸(nm) 412 443 490 510 555 665
Qn § ¾Q 4.7 § 0.4 4.7 § 0.4 4.6 § 0.4 4.4 § 0.4 4.7 § 0.5 5.1 § 0.7
these Qn(¸) spectra, given for 30< µ0 <75 degrees and Chla ranging from 0.03 to 3
mg m¡3, show a general increase with ¸ from 412 to 670 nm. The di®erent spectral
behavior in the blue can probably be explained by a more pronounced absorption
(in particular due to yellow substance and non-pigmented particles) characterizing
the present experimental data in contrast to the theoretical data set simulated by
Morel and Gentili (1996) for Case 1 water. Speci¯cally, in the present analysis the
seawater absorption coe±cient a(¸) shows an average value of 0.24§0.09 m¡1 at 412
nm against the maximum value of 0.04 m¡1 at 400 nm used by Morel and Gentili
(1993).
Figure 8.4 displays the scatter plots of Qn(¸) v.s. Qn(¸0) with ¸0=490 nm and
the corresponding linear regression ¯ts obtained according to
Qn(¸) = A0(¸) + S(¸)Qn(¸0): (8.1.5)
The coe±cients computed from the regressions are given in Tab. 8.3 with their 90%
con¯dence interval. The scattering of data with respect to the regression line leads to
determination coe±cients r2 ranging from 0.77 up to 0.94 in the spectral range 412-
555 nm and r2=0.50 at 665 nm. The lower correlation for Qn(665) is attributed to the
lower penetration depth of light at 665 nm with respect to shorter ¸. Because of this,
in the presence of an optical strati¯cation occurring just below the surface, Qn(665)
could exhibit a spectral behavior di®erent than Qn(¸) at shorter ¸ as being related
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Figure 8.4: Scatter plots of Qn(¸) v.s. Qn(490). Dashed lines show the linear regres-
sion ¯ts and the solid lines indicate the 1:1 ratio.
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Table 8.3: Coe±cients of the linear regression ¯ts of Qn(¸) v.s. Qn(490) computed
with Eq. 8.1.3. Values in parenthesis indicate the 90% con¯dence interval.
¸ (nm) A0 S r2(n = 118)
412 -0.054 (0.305) 1.029 (0.065) 0.85
443 0.120 (0.240) 0.990 (0.051) 0.90
510 -0.300 (0.224) 1.022 (0.048) 0.91
555 -0.544 (0.364) 1.137 (0.077) 0.83
665 -2.959 (0.803) 1.732 (0.171) 0.71
to a di®erent water volume. Additional uncertainty in Qn(665) could be induced by
°uorescence edge e®ects in the presence of high chlorophyll a concentrations.
The use of a ¸0 di®erent from 490 nm, could produce better or worse regressions
(as actually produced by ¸0=412 or ¸0=665 nm, respectively), but this would not
change the main results. The choice of ¸0=490 nm, was driven by the interest in
linking Qn(¸) to an operational ocean color product such as Kd(490).
Figure 8.5 shows scatter plots of Qn(¸) as a function of the sun zenith µ0 at
412, 490, 555 and 665 nm (i.e., at wavelengths considered representative for ocean
color studies). The general increase of Qn(¸) with µ0, shows consistency with results
proposed by Morel and Gentili (1996) and by Aas and Hojerslev (1999).
Among the inherent and apparent optical properties, Kd(¸) showed the best corre-
lations for a basic parameterization of Qn(¸). To investigate the dependence of Qn(¸)
on µ0 and seawater optical properties, the Qn(¸) data were distributed into three dif-
ferent classes i=1-3 de¯ned by intervals of increasing Kd(¸) (i.e. Kd(¸;i)). These
intervals were selected to constitute, for each ¸, three equal logarithmic ranges within
the observed Kd(¸) span (the number of elements in each interval may change as a
function of ¸). The small number of classes was suggested by the need to di®erentiate
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Figure 8.5: Qn(¸;i) plotted as a function of µ0 for the three classes i de¯ned by
Kd(¸;i) values, with the associated exponential ¯tting curves at 412, 490, 555 and
665 nm. + and solid lines: class 1; ¤ and dotted lines: class 2; ¦ and dashed lines:
class 3.
each class through a representative number of elements.
The ¯tting functions drawn in Fig. 8.5 for each class i were computed with
Qn(¸;i) = Q90(¸;i)exp[¡C(¸;i)cosµ0]: (8.1.6)
For each ¸, the Kd(¸;i) interval limits and the resulting coe±cients C(¸;i) and
Q90(¸;i) were determined and are summarized in Tab. 8.4. C(¸;i) and Q90(¸;i)
show a general increase with Kd(¸;i) values at each ¸. However, the C(¸;i) and
Q90(¸;i) 90% con¯dence intervals (not shown) exhibit quite large values due to the
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scattering of Qn(¸;i) data around the ¯tting curves. This scattering probably results
from: (i) surface e®ects in Ed(z;¸) which cause uncertainty in the retrieved Kd(¸);
(ii) the very di®erent environmental conditions (i.e., sky radiance distribution and
water type) characterizing the measurements; and (iii) the relatively small number
of elements in some classes i. To minimize the former perturbation e®ects, global
¹ C(¸) coe±cients were computed without any class separation. Then, imposing ¹ C(¸)
constant for all i classes, new exponential ¯ts were computed to get the intercepts
¹ Q90(¸;i).
The values of ¹ Q90(¸;i) determined with coe±cients ¹ C(¸), show a slight increase
with respect to those computed with class dependent C(¸;i). The overall dependence
of ¹ Q90(¸;i) on ¸ re°ects the spectral dependence of the average Qn(¸) given in Tab.
8.2 with a decrease from 412 to 490-510 nm followed by an increase toward 665 nm.
At each ¸, the ¹ Q90(¸;i) values show a general increase with Kd(¸;i). ¹ C(¸) data show
a weak spectral dependence in the 412-510 nm region with an average of »0.31, and
increasing values of 0.38 and 0.70 at 555 nm and 665 nm, respectively. This is in
general agreement with the trend of curves displayed in Morel and Gentili (1996)
for simulations of Qn(¸) v.s. µ0. ¹ Q90(¸;i) and ¹ C(¸) given in Tab. 8.4 at 490 nm
for the ¯rst class i (i.e. the class de¯ned by the smallest Kd(¸) values) have been
compared with those proposed by Siegel (1984) and Aas and H¿jerslev (1999) in the
same spectral region for oceanic water. ¹ Q90(¸;i) show very close values (i.e., »5.2
sr), while ¹ C(¸) indicates a less pronounced dependence on µ0 (i.e., »0.30 v.s. » 0.5
in Siegel (1984) and »0.45 in Aas and H¿jerslev (1999)).
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Table 8.4: Coe±cients Q90(¸;i) (in units of sr¡1) and C(¸;i) (dimensionless) from
the exponential ¯ts of Qn(¸;i) v.s. µ0 obtained for the di®erent classes i de¯ned by the
interval limits Kdmin and Kdmax (in units of m¡1) at di®erent center-wavelengths
(in units of nm). Coe±cients ¹ Q90(¸;i) (in units of sr¡1) were computed with constant
¹ C(¸) (dimensionless).
¸ Kdmin Kdmax Q90(¸;i) C(¸;i) ¹ Q90(¸;i) ¹ C(¸)
412 0.107 0.206 5.284 0.298 5.382 -0.328
412 0.206 0.352 5.737 0.315 5.779 -0.328
412 0.352 0.756 6.303 0.388 6.072 -0.328
443 0.088 0.160 5.165 0.257 5.331 -0.307
443 0.160 0.292 5.667 0.303 5.680 -0.307
443 0.292 0.688 6.129 0.349 5.972 -0.307
490 0.058 0.127 4.925 0.209 5.228 -0.302
490 0.127 0.219 5.502 0.263 5.626 -0.302
490 0.219 0.500 6.123 0.378 5.851 -0.302
510 0.074 0.123 4.356 0.126 4.849 -0.293
510 0.123 0.205 5.240 0.253 5.362 -0.293
510 0.205 0.446 5.988 0.395 5.634 -0.293
555 0.096 0.139 4.758 0.130 5.677 -0.383
555 0.139 0.202 5.986 0.350 6.098 -0.383
555 0.202 0.376 6.250 0.383 6.252 -0.383
665 0.467 0.567 6.679 0.514 7.641 -0.699
665 0.567 0.654 7.501 0.609 7.857 -0.699
665 0.654 0.819 8.040 0.691 8.073 -0.699
In agreement with the former results, the equation for a modeled ¹ Qn(¸;i) speci¯c
for the northern Adriatic Sea coastal waters, is
¹ Qn(¸;i) = A0(¸) + S(¸) ¹ Q90(¸0;i)exp[¡ ¹ C(¸0)cosµ0] (8.1.7)
where the values A0(¸) and S(¸) are given in Tab. 8.3 and the values of ¹ Q90(¸0;i)
and ¹ C(¸0) are given in Tab. 8.4.
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8.1.3 Radiometric accuracy and bio-optical modelling
Bio-optical modelling makes use of radiometric quantities like LWN, R, RRS, Qn, Kd
and band ratios of the same quantities. Thus their uncertainties a®ect the accuracy of
models and consequently that of the higher level products derived by applying those
models to satellite ocean color data. To investigate these e®ects, a sensitivity analysis
was carried out using estimates from uncertainties derived for individual radiometric
quantities. In the case of the regional algorithms herein presented for Chla and
Kd, the analysis was carried applying an expected uncertainty of 5% in the ratios of
RRS and LWN, respectively. This 5% estimate results from the the combination of
uncertainties a®ecting the individual quantities applied for the ratio (see Chapters 6),
taking into account that some contributions to the individual uncertainties of each
quantity are common to both and thus are not strictly additive.
Results from this sensitivity analysis for Chla determined with the AD algorithm
for the range 0.1{10 mg m3, indicate uncertainties of 0.05{1.0 mg m3, respectively
(corresponding to 50% and 10% of the absolute values at each end of the range).
These results compare in magnitude with the intrinsic uncertainty induced by natural
variability of the considered band-ratio algorithm, i.e., 33% (D'Alimonte and Zibordi,
2003) and with the target uncertainty for satellite derived products, i.e. 35% (McClain
et al., 2004).
Results from the sensitivity analysis made for the di®use attenuation coe±cient
at the center-wavelength of 490 nm, determined with Eq. 8.1.2 proposed for the
range 0.08{0.8 m¡1, indicate that an uncertainty of 5% in the spectral ratio of LWN
produces an average uncertainty of 8% in the computed Kd(490).
The e®ects of uncertainties in the modelling of Qn were determined through the
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uncertainties a®ecting the Eu=Lu ratio. Given an estimate of 4% in the uncertainties
of measured Qn (Zibordi and Berthon, 2001), the same uncertainty would directly
translate into modelled Qn values.
These overall results con¯rm the need for accurate radiometric data for applica-
tions such as band-ratio algorithms. In fact, whilst these bene¯t from reduction in
uncertainties partially cancelling out through ratios, residual uncertainties of a few
percent with opposite sign at di®erent wavelengths like those introduced by cosine
errors in multi-collector radiometers (see Chapter 4), may still become the source of
large uncertainties in derived products.
8.2 Remote sensing data validation
The primary remote sensing quantity of interest for the development of geophysical
products, is the normalized water{leaving radiance, LWN(¸), from which higher level
products are derived.
The accurate determination of remote sensing LWN(¸) values requires the abso-
lute calibration of the space sensor and the removal of the atmospheric perturbing
e®ects, i.e., the discrimination of LWN(¸) from the total radiance measured by the
spaceborne sensor viewing the sea through the atmosphere. The accuracy of the
absolute calibration and the e®ectiveness of the atmospheric correction can be de-
termined by comparing contemporaneous satellite derived and in situ LWN(¸) data
or, alternatively, the remote sensing re°ectance, RRS(¸). The generalized process of
ground truth comparison under a wide range of environmental conditions is usually
called validation. The more speci¯c process of forcing the agreement between the
spaceborne sensor and sea truth observations is usually called vicarious calibration.
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Both activities are major tasks of ocean color missions, and require highly accurate
in situ data (Hooker and McClain, 2000).
Considering the di±culty of producing large individual data sets of in situ mea-
surements representative of the various marine bio-optical regimes, present valida-
tion programs combine ¯eld observations from many di®erent and fully independent
sources into a single data set (Werdell et al., 2003). This combination impairs the
quanti¯cation of measurement uncertainties which depend on: (i) the performance of
di®erent ¯eld instruments; (ii) the use of diverse sampling methods; (iii) the adoption
of a variety of calibration sources and protocols; and (iv) the application of assorted
processing schemes. Round-robin experiments (McClain et al., 2004) showed that the
above di®erences tend to increase the total uncertainty budget well above the maxi-
mum 5% value established for LWN(¸), thus reducing the e®ectiveness of validation
processes. Therefore, a network of standardized instruments continuously operating
at di®erent sites representative of distinct water types could produce data with min-
imum (or identi¯ed) uncertainties and consequently improve operational validation
activities. This objective was the rationale for the development of AERONET-OC
(Zibordi et al., 2006c), the ocean color component of AERONET (Holben et al., 2001),
using SeaPRISM systems deployed on various o®shore structures like oceanographic
towers, oil platforms, navigation aids (see Fig. 8.6). Within such a context, the error
budget presented in Chapter 6 provided solid basis to the operational exploitation of
AERONET-OC data and supported the use of the AAOT site for ocean validation
activities (Zibordi et al., 2006a,b).
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Figure 8.6: AERONET-OC test sites (After Zibordi et al. (2006c).
8.2.1 Assessment of remote sensing LWN
Normalized water-leaving radiances from ocean color sensors for which products are
regularly available (i.e., Sea-viewing Wide Field-of-View Sensor (SeaWiFS), Moderate
Resolution Imaging Spectroradiometer (MODIS) and Medium Resolution Imaging
Spectrometer (MERIS)), and normalized water-leaving radiances from SeaPRISM
point measurements taken at the AAOT, were used for inter-comparisons.
The SeaPRISM measurements applied in the comparisons with remote sensing
normalized water-leaving radiances were quality assured by removing data a®ected
by clouds (as determined from triplets of sun-photometric measurements (Smirnov
et al., 2000)), high variability (as determined from multiple measurements of the
radiance from the sea), and potential superstructure perturbations (by accounting
for the deployment geometry (Hooker and Zibordi, 2005)).
Following the methodology previously applied by Sturm and Zibordi (2002) and
M¶ elin et al. (2003) to SeaWiFS and in situ data, the matchups used for the analysis
were produced using the most coincident pairs of in situ and satellite data collected
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within less than one hour of each other, to minimize perturbations induced by the
temporal variability of the sea and atmosphere. Satellite data were retained for
comparison only when all the pixels pertaining to the square box of 3 £ 3 elements
centered at the AAOT site were not: (i) a®ected by cloud and sun glint °agging; or
(ii) characterized by excessive satellite viewing angles (µ > 56 degrees) or excessive
sun zenith angles (µ0 >70 degrees).
Spectral di®erences between remote sensing and in situ data were minimized by
determining synthetic LWN(¸) at the speci¯c remote sensing center-wavelength ¸ from
LWN(¸0) measured at the nearest center-wavelength ¸0 assuming ideal (rectangular),
10 nm wide, spectral bandpasses. Computations were made using
LWN(¸) = LWN(¸0)
E0(¸)
E0(¸0)
f0(¸)
Q0(¸)
Q0(¸0)
f0(¸0)
bb(¸)
a(¸) + bb(¸)
a(¸0) + bb(¸0)
bb(¸0)
(8.2.1)
where: f0(¸) is the function relating the irradiance re°ectance to the seawater inherent
optical properties and Q0(¸) is the Q-factor describing the anisotropic distribution of
the in water light ¯eld, both at µ0 = 0 and µ = 0 (see also Chapter 6); a(¸) is the
total seawater absorption coe±cient given by the sum of the absorption coe±cients of
particulate matter, ap(¸), colored dissolved organic matter, ay(¸), and pure seawater,
aw(¸); and bb(¸) is the seawater backscattering coe±cient given by the sum of the
backscattering coe±cients of particulate matter, bbp(¸), and pure seawater, bbw(¸).
Synthetic values of LWN(¸) were computed assuming:
1. ¸ is close to ¸0 so that f0(¸)=Q0(¸) £ Q0(¸0)=f0(¸0) t 1;
2. ap(¸) and bbp(¸) are functions only of Chla, as iteratively determined with the
AD regional algorithm (Berthon and Zibordi, 2004) from SeaPRISM data derived at
490 nm and measured at 555 nm.
Spectral values of ap(¸) and bbp(¸) were estimated using the bio-optical model of
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Morel and Maritorena (2001), while spectral ay(¸) values were obtained from
ay(¸) = ay(400)exp[¡0:018(¸ ¡ 400)] (8.2.2)
where ay at 400 nm was determined with an empirical regional algorithm applied to
SeaPRISM data at 412 and 555 nm (Berthon et al., 2000).
a. SeaWiFS Matchups
The SeaWiFS multispectral scanning radiometer is the only Earth observing instru-
ment aboard the OrbView-2 spacecraft launched on 1 August 1997. SeaWiFS provides
data in 8 spectral channels within the 400{900 nm interval (Gordon and Wang, 1994).
Speci¯cally, it provides ocean color information in 6 bands 20 nm wide within the
400-700 nm interval, with a spatial resolution of 1100 m (at nadir).
The SeaWiFS level-1A data used in this analysis were obtained from the GSFC
Distributed Active Archive Center (DAAC) and processed with the SeaDAS software
package (version 4.8) relying on the atmospheric correction scheme proposed by Gor-
don and Casta~ no (1987) and its successive modi¯cations (Patt et al., 2003; Robinson
et al., 2000; Siegel et al., 2000; Wang, 2000). The SeaWiFS products analyzed here are
the normalized water-leaving radiances corrected for the e®ects of o®-nadir viewing
angle and seawater anisotropy, LSWF
WN (¸), at 412, 443, 490, 510, 555, and 670 nm.
The comparison for 208 SeaWiFS match-ups produced between May 2002 and
September 2005, is presented in Fig.'s 8.7 and 8.8 with LSWF
WN (¸) and LSP
WN(¸) in-
dicating SeaWiFS and SeaPRISM normalized water-leaving radiances, respectively.
The comparison results are summarized in Tab. 8.5 through: (i) the average of ab-
solute (unsigned) percent di®erences, jÃj, between remote sensing and in situ data;
(ii) the average of relative (signed) percent di®erences, Ã; (iii) the root mean square
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Figure 8.7: SeaPRISM LSP
WN(¸) (left panel) and SeaWiFS LSWF
WN (¸) (right panel)
spectra for 208 match-ups in the 412{670 nm spectral region (note the missing center-
wavelength at 510 nm in the SeaPRISM spectra).
Figure 8.8: Comparison of SeaWiFS LSWF
WN (¸) versus SeaPRISM LSP
WN(¸) normal-
ized water-leaving radiances (from left to right) at the 443, 555 and 670 nm center-
wavelengths. The vertical error bars indicate the standard deviation across the 3x3
image SeaWiFS elements centered at the AAOT site, while the horizontal error bars
for the SeaPRISM data indicate the expected uncertainty in LSP
W (¸).
of di®erences, rms; and iv. the coe±cient of determination, r2. Results indicate
slight underestimates with Ã lower than 2% (absolute) for LSWF
WN (¸) with respect to
LSP
WN(¸), in the 443{555 nm interval. The poorest agreement is observed at 412 nm
with jÃj=30% and at 670 nm with jÃj=78%. The best agreement is observed at 490
nm with jÃj=0%. The spectral ratio of normalized water-leaving radiances at 490
and 555 nm shows absolute percent di®erences jÃj=7% and bias Ã=-1%, explained
by the di®erences observed at the individual channels used for the ratio.
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Table 8.5: Statistical results from the comparison of SeaWiFS versus in situ (i.e.,
SeaPRISM) LWN data at speci¯c center-wavelengths for the available match-ups, N.
The data in the ¯rst column indicate the average and the standard deviation (in
brackets), of the major quantities characterizing the match-up data set: in situ LWN
at 555 nm in units of mW cm¡2 ¹m¡1 sr¡1; sun zenith µ0 in degrees; Chla in mg m¡3
determined with the AD regional algorithm (Berthon and Zibordi, 2004) applied to
in situ SeaPRISM data; and aerosol optical thickness ¿a at 870 nm.
SeaWiFS, N=208 Stat. quantity 412 443 490 555 670 490/555
LWN(555)=1.08 (0.55) jÃj 30 18 12 11 78 7
µ0=40 (13) Ã -17 -2 +0 -1 -63 -1
Chla=1.2 (2.5) rms 0.27 0.21 0.19 0.18 0.07 0.11
¿a(870)=0.077 (0.048) r2 0.66 0.86 0.94 0.95 0.90 0.94
b. MODIS Matchups
The MODIS cross-track scanning multispectral radiometer was launched aboard the
Aqua spacecraft on 4 May 2002. This sensor, frequently designated as MODIS-A and
hereafter simply referred to as MODIS, provides data in 36 spectral channels within
the 400{14400 nm interval (Barnes et al., 1998).
In particular MODIS provides ocean color information in 7 bands 10 nm wide
within the 400{700 nm interval, with a spatial resolution of 1000 m at nadir. The
MODIS level-1A data used in this analysis were obtained from the GSFC Distributed
Active Archive Center (DAAC) and processed with the SeaDAS software package
(version 4.8). The MODIS products analyzed here are the normalized water-leaving
radiances corrected for the e®ects of o®-nadir viewing angle and seawater anisotropy
at center-wavelengths 412, 443, 488, 551 and 667 nm.
The comparison for 215 MODIS match-ups selected between May 2002 and Septem-
ber 2005, is presented in Fig.'s 8.9 and 8.10 with LMOD
WN (¸) and LSP
WN(¸) indicating
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Figure 8.9: SeaPRISM LSP
WN(¸) (left panel) and MODIS LMOD
WN (¸) (right panel)
spectra 215 match-ups in the 412{667 nm spectral region (note the missing center-
wavelength at 530 nm in the SeaPRISM spectra).
Figure 8.10: Same as in Fig. 8.8 but for MODIS (from left to right) at the 443, 551
and 667 nm center-wavelengths.
MODIS and SeaPRISM normalized water-leaving radiances, respectively. The com-
parison analysis between remote sensing and in situ data was carried out following
the same scheme applied to the SeaWiFS data. The statistics on the comparison
results summarized in Tab. 8.6, exhibit an underestimate of LMOD
WN (¸) with respect
to LSP
WN(¸) in the 443{551 nm interval, with Ã lower than 9% (absolute). Similarly to
SeaWiFS matchups, the lowest agreements is observed at 412 nm with jÃj=30% and
at 667 nm with jÃj=49%. The spectral ratio of normalized water-leaving radiances at
488 and 551 nm shows high average percent di®erences with jÃj = 6% and Ã = ¡1%.
The values of r2 higher than 0.7 and the values of rms ranging within 0.06{0.30 from
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Table 8.6: As in Tab. 8.5 but for MODIS.
MODIS, N=215 Stat. quantity 412 443 488 551 667 488/551
LWN(555)=1.01 (0.46) jÃj 30 18 11 11 49 6
µ0=42 (12) Ã -25 -9 -1 -4 -35 -1
Chla=0.76 (0.59) rms 0.30 0.22 0.17 0.15 0.06 0.10
¿a(870)=0.071 (0.042) r2 0.70 0.86 0.94 0.96 0.88 0.94
667 to 412 nm, are generally comparable to those computed for SeaWiFS match-ups
at the equivalent center-wavelengths. The overall results indicate a close agreement
between SeaWiFS and MODIS radiometric products, supported by the use of a sim-
ilar processor and the application of the same vicarious calibration technique with in
situ data from the same site and measurement system (di®erent from the AAOT site
and SeaPRISM system, respectively).
c. MERIS Match Ups
The MERIS imaging spectrometer was launched onboard the ENVISAT-1 spacecraft
on March 1, 2002. MERIS provides data in 15 spectral channels typically 10 nm wide
within the 400{900 nm interval (B¶ ezy et al., 2000). Speci¯cally, it provides ocean
color information in 8 bands 10 nm wide within the 400{700 nm interval, with a full
spatial resolution of 300 m or a reduced resolution of 1200 m at nadir. The reduced
resolution MERIS level-2 data used in this study were delivered by the European
Space Agency (ESA) and are identi¯ed by the MEGS-PC/7.4 code relying on the
schemes proposed by Antoine and Morel (1999) and Moore et al. (1999).
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Figure 8.11: SeaPRISM LSP
WN(¸) (left panel) and MERIS LMER
WN (¸) (right panel)
spectra for the considered 67 match-ups in the 412{665 nm spectral region (note the
missing center-wavelength at 510 nm in the SeaPRISM spectra).
Figure 8.12: Same as in Fig. 8.8 but for MERIS (from left to right) at the 443, 560
and 665 nm center-wavelengths.
The MERIS LWN(¸) used for the assessment were determined from level-2 re-
°ectance RWN(';µ;¸) at center-wavelengths 412, 443, 490, 510, 560 and 665 nm, by
applying
LWN(¸) = RWN(';µ;¸)
ES(¸)
¼
C=Q(';µ;µ0;¸;¿a;Chla;W) Cf=Q(µ0;¸;¿a;Chla)
(8.2.3)
where ES(¸) is the mean extraterrestrial solar irradiance delivered as one of the
MERIS products and determined in agreement with the values published by Thuillier
et al. (1998). The quantities Cf=Q(µ0;¸;¿a;Chla) and C=Q(';µ;µ0;¸;¿a;Chla;W)
were introduced to remove the o®-nadir viewing angle dependence and the anisotropy
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Table 8.7: As in Tab. 8.5 but for MERIS.
MERIS, N=67 Stat. quantity 412 443 490 560 665 490/560
LWN(555)=1.30 (0.60) jÃj 80 43 22 18 46 9
µ0=58 (14) Ã +78 +42 +21 +15 +22 +6
Chla=0.87 (0.38) rms 0.69 0.50 0.38 0.27 0.08 0.16
¿a(870)=0.098 (0.086) r2 0.59 0.79 0.92 0.95 0.91 0.83
e®ects of the in{water light ¯eld (see Eq. 6.1.5 and Eq. 6.2.3).
The comparison for 67 MERIS match-ups produced from March 2003 to January
2006, is presented in Fig.'s 8.11 and 8.12, with LMER
WN (¸) and LSP
WN(¸) indicating
MERIS and SeaPRISM normalized water-leaving radiances, respectively. This was
carried out following the same scheme applied to the SeaWiFS and MODIS data.
The statistics on the comparison results summarized in Tab. 8.7 shows a signi¯cant
overestimation (with Ã varying from 15% and 42%) of LMER
WN (¸) with respect to
LSP
WN(¸) in the 443{560 nm interval (Zibordi et al., 2006a). Once more the worst
agreement is observed at 412 nm (with jÃj = 80%) and at 665 nm (with jÃj = 46%).
The spectral ratio of normalized water-leaving radiances at 490 and 560 nm exhibits
jÃj = 9% and Ã = +6%.
The values of r2 and rms computed for MERIS match-ups generally show worse
results when compared to SeaWiFS and MODIS match-ups. This ¯nding enabled
the identi¯cation of discrepancies in the MERIS processing chain probably resulting
from an under-correction of the atmospheric e®ects due to a lack of speci¯c aerosol
models or the absence of any vicarious calibration process.
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8.2.2 Time-Series Analysis
Time-series of in situ optical observations have relevance for a continuous assessment
of satellite products and additionally for water quality analysis at speci¯c sites (Zi-
bordi et al., 2006b,d). An evaluation of the suitability of time-series of above-water
radiometric products for such a purpose was made using: (i) a three-year time-series of
SeaPRISM measurements produced from April 2002 up to March 2005 at the AAOT;
(ii) SeaWiFS remote sensing imagery of the northern Adriatic Sea collected from
January 2002 up to December 2004, and (iii) reference Chla and WiSPER in{water
radiometric measurements produced at the AAOT.
The SeaPRISM normalized water-leaving radiances, LWN(¸), were produced in
agreement with the method described in Chapter 6. The SeaWiFS data were pro-
cessed using the SeaWiFS Data Analysis System (SeaDAS, release 4.7) software. The
outputs from the processing code (i.e., LWN at 412, 443, 490, 510, 555 and 670 nm)
saved for a 3x3-pixel square centered at the location of the AAOT site. SeaWiFS
LWN data were excluded from the analysis if at least one of the 9 pixels was a®ected
by one or more of the standard °ags of the processing software (see the preceding
subsection). Data used as an independent reference for the comparison of SeaPRISM
data are LWN determined at 412, 443, 490, 510, 555, 665 and 683 nm from in wa-
ter radiometric pro¯les collected with WiSPER. Further reference data included in
this investigation are Chla from High Performance Liquid Chromatography (HPLC)
analysis of surface water samples determined with an estimated uncertainty of 10%
(Claustre et al., 2004).
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Figure 8.13: SeaPRISM RRS ratios at 490 and 555 nm (small circles). The continuous
line indicates data averaged over 2-week periods. The large circles indicate WiSPER
reference Rrs ratios at 490 and 555 nm (after Zibordi et al. (2006b).
A time series of Chla values was derived from the SeaPRISM radiometric data
using the AD regional bio-optical algorithm (see Eq. 8.1.1). Over the 1068 measure-
ment days constituting the SeaPRISM time series, 45% did not produce any quality
assured measurement, one single measurement was produced in 13% of the days, 2 to
12 measurements were produced in 42% of the days (see the quality assurance criteria
in Chapter 6). The time-series of RRS ratios at 490 and 555 nm is presented in Fig.
8.13, where the RRS data at 490 nm (not included in the center-wavelengths of the
current SeaPRISM instrument series) were linearly interpolated between the values
at 443 and 501 nm as an alternative to the application of Eq. 8.2.1 to minimize e®ects
of center-wavelength di®erences. The range of variation and the average of RRS(490)
RRS(555) exhibits values comparable to those already reported for in situ measure-
ments at the AAOT site (Berthon et al., 2002). The consistency of SeaPRISM RRS
ratios, and implicitly of the synthetic RRS values at 490 nm, is supported by the com-
parison with reference values determined from WiSPER pro¯le data collected within
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Figure 8.14: Daily averages of SeaPRISM derived Chla (small circles) determined
for days with at least two quality assured measurements. The error bars indicate the
standard deviation (the daily changes exhibit a variation coe±cient of 11% with an
average Chla of 1.1 mg m¡3). The continuous line indicates Chla data averaged over
2-week periods. The large circles indicate HPLC Chla reference values (after Zibordi
et al. (2006b).
60 minutes from SeaPRISM data. The agreement between SeaPRISM and WiSPER
RRS ratios is quanti¯ed by an average absolute di®erence jÃj 4.0% for the available
125 match-ups.
Figure 8.14 shows the time-series of daily average Chla values estimated from
SeaPRISM RRS data by applying the AD regional algorithm, together with the Chla
reference values from HPLC analysis. Data exhibit maxima in spring and autumn,
and minima in summer and winter, in agreement with seasonal Chla cycles already
reported for the measurement site (Berthon et al., 2002). The SeaPRISM derived
Chla typically varies within 0.1{3.0 mg m¡3, except for a major peak reaching 25 mg
m ¡3 between May and June 2004. This peak corresponds to a phytoplankton bloom
episode associated with traces of mucilage in the water. This occurrence is con¯rmed
by ¯eld observations made in June 2004 during CoASTS measurements and marked
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Figure 8.15: SeaPRISM RRS spectra from multiple observations performed during
periods characterized by conditions of high (in late May 2004 and shown with black
lines) and low (in early July 2004 and shown with grey lines) Chla (after Zibordi
et al. (2006b).
by the available HPLC Chla data for the decaying phase of the bloom. This event
is followed by low Chla in early July 2004, partly explained by the scavenging of
particles in the water column due to sinking of mucilage material.
SeaPRISM RRS spectra representative of the two conditions (high Chla in late
May 2004 and low Chla in early July 2004) are shown in Fig. 8.15. During the phase
of low Chla, RRS at 555 nm appears signi¯cantly lower whereas RRS between 412
and 490 nm has slightly increased leading to a shift of the RRS maxima from 555
nm toward 490 and 440 nm as the Chla levels declines. The consistency of these
spectral signatures supports the quantitative data presented in Fig. 8.14. However,
the extremely high SeaPRISM derived Chla corresponding to the May-June 2004
peak have to be treated with some caution because of the lower accuracy of the
applied algorithm for high Chla and the increased complexity of the seawater optical
processes due to the presence of mucilage.
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Figure 8.16: SeaWiFS derived Chla (small circles). The error bars indicate the
standard deviation of the values from the 3x3 square pixels centered at the AAOT
site. The black line indicates data averaged over 2-week periods. The gray line
indicates the averaged SeaPRISM derived Chla (after Zibordi et al. (2006b).
Similar to the RRS reference values displayed in Fig. 8.13, the HPLC Chla ref-
erence values plotted in Fig. 8.14 also show a high qualitative agreement with the
SeaPRISM derived values. This was quantitatively con¯rmed by the comparison of
SeaPRISM versus HPLC derived Chla exhibiting jÃj = 32% for the available 41
match-ups (Zibordi et al., 2006b). This result is in keeping with the expected average
uncertainty of 33% reported for the AD algorithm (D'Alimonte and Zibordi, 2003).
The varaibility within individual days (i.e, short-term variability) illustrated in Fig.
8.14 by the standard deviation of daily SeaPRISM derived Chla can vary signi¯cantly
from day to day. This can be explained by the in°uence of regional river discharges,
meteorological variability and tide e®ects, which may produce very short time-scale
variations in the northern Adriatic Sea coastal areas (Berthon et al., 2002).
Figure 8.16 shows the time series of Chla values determined from SeaWiFS data
at the AAOT site. The SeaWiFS and SeaPRISM data exhibit very similar trends
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Figure 8.17: Scatter plot of concurrent SeaWiFS derived versus SeaPRISM derived
Chla values (N is the number of match-ups, jÃj is the average absolute di®erence,
subscript S indicates SeaWiFS data and the black line indicates the 1:1 ratio) (after
Zibordi et al. (2006b).
when the temporal distribution of measurements is comparable (see also Fig. 8.14).
The comparison of SeaWiFS and SeaPRISM derived Chla shown in Fig. 8.17 for
data di®ering by less than 60 minutes, exhibits jÃj = 20% resulting from jÃj = 6.2%
between the SeaWiFS and SeaPRISM RRS ratios. These di®erences can be explained
by expected uncertainties in the applied in situ and remote sensing radiometric meth-
ods and, additionally, by the spatial and temporal variability di®erently a®ecting the
SeaWiFS and SeaPRISM observations.
An accurate determination of the latter uncertainties is not feasible with the avail-
able data. Nevertheless the SeaWiFS data provide a means for estimating the spatial
heterogeneity of the measurement area while the SeaPRISM observations o®er the ca-
pability of quantifying the variability within the time-interval chosen for selecting the
match-ups. Speci¯cally, the SeaWiFS inter-pixel variability determined from the 3x3
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pixels square centered at the AAOT for the considered 183 match-ups, shows an av-
erage variation coe±cient ³ (de¯ned as the standard deviation divided by the average
and expressed in percent) of 19% for Chla (with average Chla of 1.4 mg m¡3) result-
ing from ³ = 5.1% for the RRS ratios. When restricting the analysis to SeaWiFS data
exhibiting an inter-pixel variability ³ < 5% for the RRS ratios, the corresponding ³ for
Chla drops to 10% leading to jÃj=15% between SeaPRISM{ and SeaWiFS{derived
Chla (as determined from 88 match-ups exhibiting an average Chla of 1.2 mg m¡3).
When considering the variability over time of the SeaPRISM observations, the analy-
sis of 81 sequences of three successive measurements performed within one hour shows
³=8% for Chla (with average Chla of 1.0 mg m¡3) resulting from ³=2.5% for the
RRS ratios. These estimates suggest that the spatial variability illustrated by the
SeaWiFS products might explain a large part of the di®erence between SeaWiFS and
SeaPRISM derived Chla at the AAOT site.
8.2.3 Radiometric accuracy and satellite products validation
Validation activities for satellite radiometric products mostly rely on the direct com-
parison of in situ and top-of-atmosphere data corrected for the atmospheric pertur-
bation, i.e., LWN(¸) (or the equivalent RRS(¸)). Considering the requirements for re-
mote sensing products (McClain et al., 2004), the assessment of primary products like
LWN(¸) must rely on highly accurate in situ data. The required accuracy is achiev-
able through the adoption of the 1% radiometry concept for in situ measurements.
Such an objective requires that, in addition to the considered sources of uncertainty,
(i.e., absolute calibration, correction factors, environmental variability), di®erences
in spectral responses between satellite and in situ sensors are also accounted. In fact,
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these di®erences may introduce biases up to a few percent in the comparison of results
especially at center-wavelengths located in regions where the seawater re°ectance or
the extra-atmospheric sun irradiance exhibit signi¯cant spectral variations (Zibordi
et al., 2006a).
The match-up analysis presented for SeaWIFS, MODIS and MERIS normalized
water-leaving radiances demonstrated that a con¯dent validation of satellite primary
radiometric products is only possible when supported by a quanti¯cation of uncer-
tainties in the applied in situ data. This analysis shows similar uncertainties for
both MODIS and SeaWIFS, with values comparable to the estimated uncertainties
of in situ observations in the spectral range of 443-555 nm (or equivalent). By con-
trast MERIS comparisons with in situ data exhibit higher uncertainties than those
of SeaWiFS and MODIS. These MERIS uncertainties are also much higher than the
estimated uncertainties of in situ data. This outcome unequivocally supported the
identi¯cation of shortcomings in the MERIS processing chain (Zibordi et al., 2006a).
Con¯dence in the accuracy of in situ data also helps to investigate satellite ra-
diometric products at speci¯c center-wavelengths. For instance the uncertainties ob-
served for LWN at 412 nm indicate a possible failure of the atmospheric correction
process at this center-wavelength, most in°uenced by atmospheric multiple scatter-
ing. This can be explained by the presence of continental aerosols at the AAOT
site (M¶ elin and Zibordi, 2005) not fully accounted for by the atmospheric correction
scheme. Additional considerations provided by the match-up analysis, emerge from
data at the 670 nm center-wavelength (or equivalent). In this speci¯c case large un-
certainties are explained by the relatively small values of the normalized water-leaving
radiance, when compared to the atmospheric radiance in the red and near-infrared.
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Because of this, relatively small perturbations a®ecting the atmospheric correction
(e.g., uncertainties in the satellite sensor calibration, identi¯cation of the aerosol
type, assumptions on the water type) may translate into signi¯cant uncertainties for
the normalized water-leaving radiance.
A further outcome of this investigation supports the synergy of satellite ocean
color and in situ data as a way of extending spatial and temporal information for a
given region. The merging of the data from the two di®erent sources is fully justi¯ed
when the relative di®erences between satellite and in situ match-ups are comparable
to the estimated uncertainties of the in situ data.
8.3 Summary
The application of radiometric data was presented and discussed through the devel-
opment of algorithms and the validation of satellite primary products.
Algorithm development included statistical relationships for the determination of
Chla and Kd. When considering the AD algorithm proposed for the determination of
Chla in the northern Adriatic Sea coastal waters, much lower estimates are produced
for Chla below 1.0 mg m¡3, when compared to the global OC2V4 algorithm. This
further con¯rmed the relevance of regional bio-optical algorithms for coastal waters.
An additional application case addressed the modelling of Q-factor as a function
of µ0 and Kd. The analysis of the proposed algorithm, like those presented for Chla
and Kd, highlighted the large natural variance in the in situ data used for developing
algorithms. This is partly accounted for by the lack of uniqueness between some of
the considered quantities (e.g., Chla and RRS ratios) and may suggest relaxing the
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radiometric constraints: larger uncertainties in radiometric measurements would not
signi¯cantly a®ect the performance of the algorithm. Such a statement is however
contradicted by the e®ects of relatively small radiometric uncertainties. In fact, when
speci¯cally considering the AD algorithm for the determination of Chla, uncertainties
of 5% in RRS ratios may lead to uncertainties of several tens percent in the estimated
Chla.
The validation of remote sensing products and even more the vicarious calibra-
tion of space sensors, are the applications requiring the highest radiometric accuracy.
The validation of remote sensing products was addressed by comparing satellite de-
rived products from di®erent space sensors with in situ data. The speci¯c analysis
of primary satellite ocean color radiometric products highlighted the importance of
comprehensively characterizing uncertainties for the in situ data to be applied as truth
over a range of di®erent bio-optical regimes. The credibility of results from valida-
tion exercises, leading to the determination of uncertainties in satellite radiometric
products, relies on the evidence that uncertainties in in situ measurements have been
comprehensively identi¯ed and minimized.
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Conclusions and Perspectives
The production of increasingly accurate in situ radiometric observations in support
of satellite ocean color applications has become a pressing need since the early 1980s
with the onset of missions for global mapping of marine biomass. Following this
demand, the present work addressed the problem of uncertainties in marine opti-
cal radiometry through comprehensive investigations on absolute calibration, cosine
error, immersion e®ects, measurement methods, ¯eld perturbations and how these
impact on applications.
9.1 Summary and Conclusions
This work results from the combination of pre-existing studies made by the author
and new speci¯c research aimed at resolving open issues. Within this ¯nal chapter
the major ¯ndings are individually summarized and discussed for each investigated
topic.
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9.1.1 Absolute Calibration
Accurate calibration of ¯eld radiometers has relevance for any application related
to satellite ocean color. Because of this, several agencies de¯ned a maximum 5%
uncertainty for top-of-atmosphere radiance corrected for atmospheric perturbations.
This means that when vicarious calibration processes are applied, or the accuracy
of space derived products is assessed, the overall uncertainty budget of in situ mea-
surements must be below 5%. This is only possible when factors contributing to the
overall uncertainty budget (including calibration terms, corrections for measurement
artifacts, and environmental perturbations) lead to individual uncertainties typically
lower than 1% (a process known as 1% radiometry).
Investigations focussed on irradiance calibrations of state of the art ¯eld radiome-
ters identi¯ed spectrally averaged values of uncertainties varying from 1.1 to 3.4 %
based on the di±culty of reducing the size of uncertainties from di®erent individual
sources. Equivalent analysis carried out for radiance absolute calibrations, showed
values ranging from 1.5 to 6.3%. These values ultimately indicate the di±culty of
satisfying the 1% radiometry concept.
An element not always accounted for and strictly related to the absolute calibra-
tion of optical radiometers is their sensitivity change with time due to aging or use.
This produces an increase in uncertainty that may vary spectrally. A remedy for
this additional source of uncertainty is the frequent calibration of radiometers, which
should include pre{ and post{¯eld calibrations. In the case of relatively long ¯eld
activities, the use of a portable monitoring source provides an additional capability
to track sensitivity changes.
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9.1.2 Cosine Error
Satellite ocean color applications rely on the knowledge of the in situ normalized
water leaving radiance LWN(¸) (or alternatively of the remote sensing re°ectance
RRS(¸)), which is a function of the downward irradiance Ed(0+;¸) when applied for
its computation. As a consequence, the accuracy of LWN(¸) depends on the accuracy
of Ed(0+;¸).
Prior to this study, no major investigation had addressed the uncertainties induced
in Ed(0+;¸) by the non-ideal cosine response of irradiance sensors. Because of this,
the impact of cosine error was investigated for a sample of commercial multi-collector
radiometers belonging to the same class of instruments. The analysis of inter-channel
cosine errors showed values generally within §3% below 50 degrees incidence angle
within the 412-685 nm spectral range. Extreme values of 4{20% (absolute) at 50{80
degrees were however observed for the channels at the center-wavelengths 412 and 443
nm. The additional analysis of intra-channel cosine errors, probably due to di®erences
in the manufacturing or aging of collectors, showed values generally lower than 2%
for incidence angles up to 50 degrees and increasing up to 6% at 80 degrees for some
center-wavelengths.
A theoretical analysis of the e®ects of the non cosine response for the radiometers
considered, showed errors in above{water downward irradiance values varying as a
function of sun zenith, wavelength and aerosol optical thickness. Results displayed
values generally within §3% reaching 4{10% (absolute) at 40{80 degrees sun zenith
for the channels at the center-wavelengths 412 and 443 nm. This demonstrates that
when highly accurate irradiance data are required, the adoption of a correction scheme
for the minimization of the e®ects of cosine errors is recommended. Such a correction
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is even more essential when there are appreciably di®erent inter-channel cosine errors
which may amplify uncertainties in Ed(0+;¸) spectral ratios and thus in the LWN(¸)
or RRS(¸) spectral ratios used for the development of bio-optical algorithms.
The application of a correction method based on simulations performed with a
radiative transfer code showed the capability of minimizing errors with correction
values having an estimated uncertainty of 0.6%. When applying an alternative cor-
rection scheme based on a simple analytical relationship relying on the assumption of
isotropic distribution of the sky radiance, the latter uncertainty increases by a bias
generally lower than 1%, with extreme values of 1{2% at some zenith angles for the
channels at 412 and 443 nm.
The overall results lead to the recommendation of evaluating the cosine error for
each class of radiometers extensively used for satellite ocean color applications, beyond
those analyzed in the present study. Additional relevant feedback from the study is
the e®ective possibility of applying corrections for cosine error e®ects in irradiance
measurements. Highlighted methods include the possibility of producing accurate
corrections through radiative transfer simulations, or simple analytical expressions at
some expense of the accuracy. The ¯nal recommendation emerging from the study is
the preference for radiometers with a single collector design versus multiple collectors,
to minimize intra-channel uncertainties due to di®erences among individual collectors.
9.1.3 Immersion E®ects
An extensive study addressing the characterization of the immersion factor If(¸) of
irradiance sensors demonstrated the capability of achieving a measurement repeata-
bility on the average better than 0.6%. Inter-laboratory comparisons showed relative
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average uncertainties generally within 0.6% (absolute), while the method precision
showed average values of 1.2%. The variability in If(¸), within a sample of nine
OCI-200 radiometers, showed spectrally averaged dispersion values on the order of
2% with individual spectral values as high as 5%. An attempt at producing typical
If(¸) values for the OCI-200 series of radiometers showed maximum uncertainties
spectrally varying from 1.4% to 3.4%. This further con¯rmed the need for ensuring
a full spectral characterization of If(¸) values for each in-water radiometer used for
accurate determination of irradiances and of derived quantities.
An evaluation of the laboratory methods for the experimental determination of
If(¸) for irradiance sensors demonstrated the need for using pure water to increase
both the precision and accuracy of measurements. This has become possible through
the design and application of a specialized laboratory water vessel enabling the char-
acterization of radiometers with a small volume of water (i.e., a few liters).
Since the 1970's, If(¸) for radiance sensors has been computed theoretically as-
suming a narrow ¯eld of view and negligible re°ectance of the inner optics. A revised
relationship for the determination of If(¸) for radiance sensors { accounting for the
actual solid angle ¯eld-of-view, and the re°ectance and transmittance of the external
and internal optical components { was conceived and investigated. Its application
to OCR-200 and OCR-507 radiometers showed an underestimation of approximately
0.4% for the If(¸) values computed with the basic equation. This result was sup-
ported by experimental If(¸) data, on the average di®ering by less than 0.1% from
those computed with the revised theoretical relationship. Additional analysis based
on radiometers with optics design di®erent from that of the OCR-200 or OCR-507,
showed that the di®erence between If(¸) determined experimentally and computed
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with the basic equation may be quite large (i.e., of the order of a few percent). This
indicates that the experimental characterization of If(¸) for sample radiance sensors
of each series should become part of their quality assurance process to assess the
deviation of the immersion factor from its theoretical determination.
A sensitivity analysis quantifying the If(¸) dependence of radiance sensors on the
seawater refractive index as a function of temperature and salinity, showed variations
up to 0.4% and 1.1% within the 0-30 ±C and 0-40 psu ranges, respectively. A scheme
for the minimization of this source of uncertainty, based on wavelength independent
corrections and reference immersion factors computed in the 400-700 nm range at ¯xed
salinity and temperature, was proposed for the OCR-200 and OCR-507 radiometers.
This allows for the determination of If(¸) for any realistic seawater temperature and
salinity, with an uncertainty increased by less than 0.1% with respect to that a®ecting
theoretical data computed with the exact seawater refractive index.
9.1.4 Measurement Methods
State of the art methods for in{ and above{water measurements were extensively in-
vestigated with the objective of demonstrating their equivalence in the determination
of the water{leaving radiance and derived radiometric quantities.
Primary in-water radiometric products are the subsurface values (i.e., Lu(0¡;¸),
Eu(0¡;¸) and Ed(0¡;¸)) derived from the extrapolation to 0¡ of the log-transformed
measurements at various depths z. After minimizing the e®ects of perturbations like
self-shading and deployment superstructure, higher level products such as the irradi-
ance re°ectance, R(¸), the normalized water-leaving radiance, LWN(¸), the remote
sensing re°ectance, RRS(¸) and the Q-factor at nadir view, Qn(¸), are then computed.
223Chapter 9 Conclusions and Perspectives
Above-water radiometry was here demonstrated to be a robust alternative to
in-water radiometry. The primary product of this measurement approach is the
water-leaving radiance, LW(¸), used to compute the normalized-water leaving ra-
diance, LWN(¸), or the remote sensing re°ectance, RRS(¸). Inter-comparison exer-
cises showed the capability of producing water-leaving radiances applying in{water
and above{water methods, with relative di®erences generally within 5%. It was also
shown that both in{ and above{water radiometry can provide LWN(¸) data with an
uncertainty of approximately 5% below 555 nm. By contrast, in the red the uncertain-
ties are much higher for above{water radiometry (i.e., above 12%) than for in{water
radiometry (i.e., still approximately 5%).
The high level of agreement shown by the inter-comparison of in{ and above{
water radiometric data is largely due to the respect for strict measurement protocols,
the adoption of correction schemes for measurement artifacts for in-water radiomet-
ric data, and the application of state of the art calibration methods. The applica-
tion of above-water measurement methods, which rely on the position of the sun for
pointing at the sea and sky, bring into question the unmanned collection of radio-
metric data from ships without the aid of stabilized platforms, sun-tracking systems
and the continuous control of ship heading (to minimize perturbations due to ship-
superstructure).
A critical element for both in{ and above-water radiometry is the removal of the
viewing angle dependence and the minimization of e®ects produced by non-isotropy
of light distribution. Both corrections are currently applied using solutions proposed
for Case-1 water. This implies that the uncertainty in corrections may unpredictably
increase in presence of Case-2 waters.
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9.1.5 Field Perturbations
Minimization of measurement perturbations is obtained through the application of
strict measurement protocols and the implementation of correction schemes which
computationally allow for an estimate of perturbation e®ects. In the case of above{
water radiometry the minimization of perturbations due to deployment superstruc-
tures can be obtained through the adoption of rigid measurement geometries, while
perturbations due to wave e®ects can be minimized by ¯ltering the data. Di®erently,
in{water radiometry can rely on comprehensive correction schemes for perturbations
due to self-shading and superstructures, while wave e®ects can be minimized by col-
lecting data with a high depth-resolution. Speci¯cally, a dedicated study indicated
that in coastal waters an uncertainty lower than 2% can be achieved with 50 mea-
surements per meter for Kd(¸), 33 for Ed(0¡;¸), 9 for Lu(0¡;¸) and 3 for Eu(0¡;¸).
Self-shading e®ects can be minimized by applying an experimentally assessed cor-
rection scheme requiring knowledge of the measurement geometry (i.e., sun zenith
and instrument diameter) and seawater absorption coe±cient. The application of the
speci¯c correction scheme to WiSPER radiometric data from the AAOT site in the
northern Adriatic Sea characterized by moderately turbid waters, showed correction
values highly varying with wavelength and sun zenith. Within the spectral range
412{665 nm the highest correction values were displayed at 665 nm with averages of
10% for Lu, and of 5.7% for Eu. This con¯rms that for conventional radiometers,
self-shading error should never be neglected.
The minimization of superstructure e®ects requires speci¯c schemes for each de-
ployment con¯guration. In the case of AAOT, superstructure e®ects for in-water
subsurface measurements collected with the WiSPER system at 7.5 m from the main
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body of the tower, were investigated using experimental data and Monte-Carlo simu-
lations. The study led to the de¯nition and assessment of a correction scheme based
on a look-up table whose entries are mostly indexed values of seawater inherent opti-
cal properties and measurement geometry. Average correction factors determined for
WiSPER data at 443 nm are 3.9%, 5.1% and 3.3% for Lu, Eu and Ed, respectively.
The additional bottom e®ects in in{water radiometric data can be minimized using
an analytical relationship that was developed on the basis of a two-°ow model. The
solution requires the determination of the near-bottom re°ectance from the in{water
pro¯le data. The application of the proposed scheme to WiSPER data collected at
the AAOT site provided correction terms inversely varying with seawater attenuation
and exhibiting average values of -1.3% for both Lu and Eu at 555 nm where the light
penetration is the highest. Conversely, due to the high seawater absorption, almost
negligible corrections were observed at 665 nm.
Assuming an heuristic uncertainty of 25% in the determination of the overall
correction factors applied to WiSPER data, the average uncertainty in the applied
corrections exhibits values lower than 1% for Ed, 2% for Eu and 3% for Lu.
The uncertainties a®ecting LWN derived from in{ and above{water radiometric
measurements, in general exhibit values close to the threshold of 5% required for
calibration and validation purposes by space agencies. Following the uncertainty
analysis produced for the various perturbations, it is evident that a reduction of the
uncertainty budget for LWN can only be tackled by minimizing the perturbations due
to environmental and superstructure e®ects (in fact it is unlikely to further reduce
uncertainties in calibration). This may be achieved through deployments in open
sea regions characterized by negligible short-term changes in the optical properties of
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seawater. When considering coastal regions, a reduction of uncertainties is envisaged
through the use of deployment systems like free-falls for in{water measurements and
specialized rigs for above{water measurements, both supporting observations at a
suitable distance from superstructures.
9.1.6 Application of Radiometric Data
The impact of measurement uncertainties on di®erent applications of optical radio-
metric data was explored. This included the analysis of statistical relationships (i.e.,
empirical algorithms) for the determination of Chla and Kd from RRS or LWN ratios
at di®erent center-wavelengths. Another modelling case examined, was the Q-factor
as a function of µ0 and Kd. The investigated algorithms showed relatively large in-
trinsic uncertainties due to the natural variance of the in situ data. This is partly
accounted for by the lack of uniqueness between the considered quantities and may
suggest relaxing the radiometric constraints on the assumption that larger uncertain-
ties in radiometric measurements would not signi¯cantly a®ect the performance of the
algorithms. The statement is however contradicted by the e®ects of relatively small
radiometric uncertainties. In fact, when speci¯cally considering the AD algorithm
proposed for the determination of Chla, uncertainties of 5% in RRS ratios may lead
to uncertainties of several tens percent in the estimated Chla.
Applications requiring the highest radiometric accuracy and which necessarily
must rely on the 1% radiometry concept, are those related to the validation of remote
sensing products and the vicarious calibration of space sensors. Exercises addressing
the validation of LWN from SeaWiFS, MODIS and MERIS space data, showed the
capability of quantifying uncertainties ranging from a few up to several tens percent
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in the various spectral channels. Obviously, the credibility of results relies on the
evidence that uncertainties in in situ measurements were comprehensively identi¯ed
and minimized.
9.2 Research and Development Perspectives
The investigations addressed in this work indicate the need for further research and
developments which would provide bene¯t to marine optical radiometry and to the
related satellite ocean color applications. These envisaged needs are hereafter intro-
duced for further consideration.
The de¯nition of a comprehensive uncertainty budget for several radiometric quan-
tities requires an estimate of the contribution of cosine errors for both in{water and
in{air irradiance measurements. The results of a recent and new investigation demon-
strated that the e®ects of cosine error are an overlooked problem which may be the
source of large uncertainties in primary radiometric quantities like the normalized
water-leaving radiance. This leads to the recommendation of extending the recent
study on cosine errors e®ects to di®erent series of radiometers for both in{air and in{
water irradiance measurements with the ¯nal objective of investigating and proposing
correction schemes for the minimization of the related measurement uncertainties.
The removal of the viewing angle dependence in above-water radiometric mea-
surements and the minimization of the e®ects of non isotropy of light distribution
in both in{water and above{water radiometric observations, largely rely on theoreti-
cal simulations of radiative transfer processes performed for Case 1 water conditions.
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Thus the application of the correction schemes developed for Case 1 waters to mea-
surements performed in Case 2 waters, may become the source of unpredictable un-
certainties. This strongly suggests the need for extensive investigations on the e®ects
of non isotropy of light distribution in Case 2 waters with a view to the subsequent
implementation of correction schemes for optical radiometric data.
Hyper-spectral technology is acquiring relevance in marine optical radiometry by
showing its potential in fully characterizing the radiance or re°ectance spectrum of
water. This improves the capability of optical radiometry to discriminate phyto-
plankton species as well as common seawater optically signi¯cant constituents like
colored dissolved organic matter and non pigmented particles. While hyper-spectral
technology appears robust in supporting above-water radiometry, its use in support
of in{water applications for coastal regions requires some caution. In fact during
low illumination conditions, like those characterizing observations in turbid waters,
the sampling rate currently achievable (related to the integration time which is au-
tomatically adjusted on light levels by the measuring system), would not permit a
comprehensive characterization of subsurface radiometric quantities due to possible
gradients in the vertical distribution of optically signi¯cant constituents. This calls
for the development of hyper-spectral systems with sensitivity and dynamic range
capable of satisfying applications in both coastal and open sea regions.
Above-water optical radiometry showed the possibility of producing derived quan-
tities (e.g., the normalized water-leaving radiance) with uncertainties equivalent to
those characterizing the more assessed in-water radiometric products. In addition,
above-water radiometry showed the capability of producing data through autonomous
measurement systems from various ¯xed deployment platforms at di®erent coastal
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sites. This indicates that the development of stabilized deployment rigs for moving
platforms like ships, capable of sun-tracking and designed for ship locations mini-
mizing the superstructure perturbations during cruising, would provide an additional
invaluable support to future satellite ocean color validation programs which could
also rely on ships of opportunity for world wide radiometric observations.
Miniaturization of optical radiometers is a way forward to minimize the impact
of self-shading perturbations on in{water measurements. However, it must be stated
that the continuous development of smaller and smaller radiometers has to be ac-
companied by the improved design of deployment systems (e.g., free-falls, winches,
pro¯ling buoys) also having minimum dimensions in order to not lose the advantage
of miniaturized optical devices.
Finally, the ocean color component of AERONET (i.e. AERONET-OC) demon-
strated the relevance of producing highly consistent data sets comprised of standard-
ized measurements performed at di®erent sites with identical measuring systems and
protocols, calibrated using a single reference source and method, and processed with
the same code. This solution minimizes the di±culties impairing the quanti¯cation
of measurement uncertainties for fully independent observations from many di®erent
sources, which clearly depend on the performance of di®erent ¯eld instruments, di-
verse sampling methods, assorted calibration sources and protocols, and a variety of
processing schemes. Learning from this, in addition to continuous investigations on
calibration, measurement and correction methods, a substantial e®ort should anyway
be devoted to their standardization as a viable way to minimize uncertainties and
increase consistency across independent data sets.
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