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ABSTRACT 
This paper models the sea port system with the objective of determining the optimal storage 
strategy and container-handling schedule. It presents an iterative search algorithm that 
integrates a container transfer model with a container location model in a cyclic fashion to 
determine both optimal locations and corresponding handling schedule.   A genetic 
algorithm, a tabu search and a tabu search/genetic algorithm hybrid are used to solve the 
problem. The implementation of these models and algorithms are capable of handling the 
very large problems that arise in container terminal operations.  Different resource levels 
are analysed and a comparison with current practise at an Australian port is done. 
 
Key Words:  Scheduling, Heuristics, Containers, Seaports, Genetic Algorithms, Tabu 
Search. 
1. INTRODUCTION 
The introduction of containerisation caused some dramatic changes to the layout at seaport 
terminals.  These changes include alterations to the storage area and the introduction of 
specialised container handling equipment.  However that main change has been in the 
storage area.  Storage methods have undergone significant modifications to take full 
advantage of the containers stacking ability.  This means more cargo can be stored at the 
port requiring a smaller area of land. 
Seaport systems are very complex and due to the dynamic nature of the environment a large 
number of timely decisions have to be continuously reviewed in accordance with the 
changing conditions of the system. This complex system comprising many interrelated 
subsystems which can individually modelled with relative ease in previous studies.   It 
would be impractical to develop a comprehensive model that incorporates each of the 
subsystems and the interactions between them.  Our approach models each subsystem 
separately with the addition of a structured feedback system where the output of one model 
becomes the input of another, thereby capturing the interactions between them and the 
integration of two such subsystems. 
Improvements are needed in these areas to reduce transportation time and streamline the 
whole container transportation industry.  This research examines the sea interfaces, 
specifically the transfer of export containers from the storage area to ships. 
Kozan and Preston (1999) use Genetic Algorithm techniques to reduce container 
handling/transfer times at the multimodal terminals. When containers are stacked to multi 
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levels or high, more handling time is needed to retrieve a container at the lower level of the 
stack.  Total throughput time of containers as a function of cranes, forklifts/highstackers 
and terminal transfer trucks are used to measure the performance of the system.  Kozan 
(2000) discusses the major factors influencing the transfer efficiency of container terminals 
and a network model is designed to analyse container progress in the system to minimize 
the total handling and travelling time of containers.  The author studies the flow of 
containers between various locations (ships, berths and different sections of storage yard) of 
a multimodal terminal and the expected number handling due to the height of container 
stacks.  This paper considers various types of handling and transfer equipment as well as 
the location of containers in the yard.   
Kim and Kim (1999) study the routing of a single straddle-carrier in the storage yard.  A 
model is proposed to minimise the distance travelled by the straddle-carriers between yard 
bays.  Kim and Kim (2001) estimate the cost of terminal operation.  This paper also 
suggests a way to estimate the travel time of transfer crane between yard bays.  Bish (2003) 
investigates the case when import containers are loading to a ship and export containers are 
unloading to another ship at the same time.  The author proposes the “trans-shipment 
problem based list scheduling heuristic” for large size problems. Vis and Koster (2003) 
give a comprehensive review on the literature relating into recent research on container 
terminal. The authors suggest that future research needs to extend models for simple cases 
to a more “realistic situation”. 
Preston and Kozan (2001a) determine an optimal storage strategy for various container 
handling schedules. They minimise the ship turn around time of container ships by genetic 
algorithms and design a scheduling model and applied to container terminals taking into 
account factors such as container handling equipment, labour resources, storage capacities 
and terminal layout.  Major factors influencing container transfer efficiency are analysed to 
optimise resource usage resulting in lower operating costs while achieving a desired level 
of customer service.  Tabu Search and Genetic Algorithm heuristics are used to compare 
the benchmark of the Fisherman Island Container terminal in Australia.   Similarly 
optimising the storage location to match a particular transfer schedule is developed by 
Preston & Kozan (2001b) in a later study and some improvement could be gained.   
This is where an integrated model is used to combine two separate models Preston and 
Kozan (2001a), and Preston and Kozan (2001b) designed.  The aim of the model is to 
simultaneously optimise both the storage locations and the handling scheduling. This paper 
presents an innovative approach to solving an integrated model for seaport systems. The 
problem in solving the two sub-problems independently is that the decision variables for 
one are problem parameters (input) for the other.  This technique uses small initial 
improvements and provides feedback to the other half of the problem, gradually increasing 
the accuracy of the solution as the algorithm progresses.  
Berthing time of a container carrying ship accounts for a considerable proportion of its 
journey, which concerns shipping lines who wish to minimise the waiting time and berthing 
time of the ships at the port.  Decreasing the turnaround time at port would reduce the total 
travelling time of ships, thus reducing the cost of transporting containers. 
There are no suitable tools available to assist management in obtaining the optimal 
efficiency of container terminals.  It is necessary to develop a technique which allows 
managers to better control the terminals by ensuring that container transfers allow 
maximum throughput, taking into account operating constraints and service reliability.  
Efficient transfers can defer or eliminate the need for significant infrastructure investment.  
  3 
After achieving optimal efficiency infrastructure changes and investments can be more 
accurately considered.  
The formulation and implementation of these models and algorithms are capable of 
handling the very large problems that arise in container terminal operations. 
 
2.  THE PROBLEM 
When a container vessel calls to port, the containers on board must be unloaded and stored 
at the port until they are transported further by rail or road.  The containers must be stored 
in a manner so as to minimise the amount of handling needed to place a container in the 
storage area and to remove it when needed.  Therefore the problem being investigated is 
minimising the total throughput time which is the handling time for all the containers from 
ships at berth and the transferring time of the containers to the storage area.  When dealing 
with export containers the problem would be reversed.  That is, the handling time of the 
containers from when it first arrives at the port until the ship carrying the containers departs 
from the port. 
When a container ship arrives at the port management will allocate a number of yard 
machines to service it.  (i.e. transfer the import containers to storage or road/rail links and 
the export containers from the storage area to the berth).  The problem is to determine the 
schedule in which to transfer the containers. 
The method of assigning containers to machines for loading on ships for export most 
widely employed is the use of “gut instinct” or heuristics.  These approaches may seem to 
be effective but may actually increase the berthing time of the ships.  A better assignment 
technique may involve an analytical model.  Many papers have considered analytical 
models to replace “gut instinct” methods of loading and unloading containers.   
The containers that are remaining must be placed in storage areas until they are needed.  
The company does not know when or in what order the containers will be called for loading 
or unloading.  Therefore they must stack the containers in a manner so as to minimise the 
time taken to retrieve a container by considering the storage area constraints.  In the case of 
exports, the stevedoring company usually knows when a container will depart as it arrives.  
The stevedoring company charges a fee for containers that are delivered too early in respect 
to the departure time and after cut-off times no containers are received. 
After the containers have been unloaded from the container vessel and placed in the 
marshalling area, they are moved to the storage areas Ajs, the multimodal terminal truck 
area or road intermodal terminal as seen in Figure 1.  The containers are moved from the 
storage areas to road intermodal terminals by multimodal terminal truck for transferring to 
the hinterland. For use in the model each of the storage areas are segregated into s parts 
each such as A11, A12, A13 ..., A1s, A21, A22, A23 ...,A2s ..................,and Aj1, Aj2, Aj3, .....Ajs. 
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Figure 1.  A layout of a Multimodal Container Terminal 
 
3. THE MODEL 
The rationale behind integrating the container transfer and container location models is that 
it is pointless optimising one when the other is far from optimal. While optimising the 
transfer schedule for a given storage location assignment will reduce loading time, it will 
not provide the best solutions.  Similarly, whilst optimising the storage location to match a 
particular transfer schedule will offer some improvement, more could be gained.  This is 
where an integrated combined model is used.  The aim of the model is to simultaneously 
optimise both the storage locations and the handling scheduling. 
Container Location Model 
The containers must be stored in a manner so as to minimise the amount of handling needed 
to place a container in the storage area and to remove it when needed.  Therefore the 
problem being investigated is minimising the total throughput time which is the handling 
time of loading all the containers onto the ships at berth.  The objective of the CLM is to 
determine the optimal storage strategy for various container-handling schedules. 
The objective of the model is, to store the containers in such a manner as, to minimise the 
travelling and setup times when moving the containers from the storage area to the berth. 
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The objective of the model is to determine an optimal transfer schedule that will minimise 
the total time to transfer export containers from the storage area to the berth.  While this 
problem may seem similar to many job shop machine scheduling problems (see Janiak and 
Portman (1998) for job shop scheduling) it is greatly different in the way the setup time is 
determined.  The set up time in general job shop machine scheduling problems is dependent 
on the job immediately preceding the job in question.  In this model the setup time is 
dependent on the order of scheduling of the containers (if any) initially stored on top of the 
container in question.  For this reason the solution is dependent on the order of the whole 
sequence, not just the immediate predecessors of certain jobs. 
Another distinguishing feature is the use of identical parallel machines where each job 
(container) is processed (transferred from storage to berth) by exactly one of these m 
identical machines (yard machine).  The meaning of „identical machines‟ is that each 
machine does the same job; however; some machines (reach stackers) can transfer 
containers quicker than others (forklifts).  Using the parameter v
m
 for the different types of 
yard machine reflects this non-identical behaviour.  Also because of the use of parallel 
machines we don‟t just want to minimise the total „working‟ time of all the machines but 
want to reduce the time of the machine doing the most „work‟.  The difference between 
these is illustrated in figure 4.1 
The aim of the model is to simultaneously optimise both the storage locations and the 
handling scheduling. The main advantage of using this integrated model over a single 
model is the solution space. By solving the models iteratively as opposed to in a single 
model reduces the feasible search space.  The high dependency of the variables and 
parameters in the two reduced models would also lead to greater complexity of a single 
model. 
In essence the container transfer and location models are a decomposition of the real 
problem. The approach is used to solve the decomposed models successively.  Firstly the 
model is solved for container transfers using random initial storage locations and it is called 
Container Transfer Model (CTM).  The output, handling schedule, is then used as input for 
the model which is called the Container Location Model (CLM).  The optimal locations 
determined are then subsequently used as input to CTM. This continues iteratively until a 
stopping criterion is reached. 
The problem in solving the two sub-problems independently is that the decision variables 
for one are problem parameters (input) for the other.  This technique uses small initial 
improvements and gradually increases the accuracy of the solution as the algorithm 
progresses.   
The notation of the parameters and variables of the model are as detailed below: 
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cw, rw  The width of a column and row, respectively, in the storage area. 
ti  Time container i is scheduled for handling (movement). 
xi   The row of the storage area partition container i is stored. 
yi   The column of the storage area partition container i is stored. 
ti
z
 ,
  The vertical storage position of container i is stored at time ti.  This is 
measured as the number of containers stored on container i which delays 
access by handling equipment. 
lock  This parameter is defined, as the time required by the yard machines to 
“lock on” to a container before picking it up.  It is assumed that the time 
to “unlock” a container after moving it is the same. 
move  When a container is stored below one or more others and is required for 
loading the upper container/s are moved to a temporary storage location 
to remove the desired container.  move is the time required moving 
containers to the adjoining temporary position. 
maci  The yard machine container i is scheduled to be transferred by. 
shipi  The ship container i is to depart on. 
depart
s
 Departure time of ship s. 
arrive
s
 Arrival time of ship s. 
v
m
 Velocity of the yard machine, m. 
traveli The time required to transport container i between the storage area, 
marshalling area, track area and/or intermodal terminal. 
Traveli = lock + i im
x * rw  y * cw
v
 + lock.   where m = maci. 
This equation defines the travelling time for all containers.  The 
travelling time includes the time to lock and drop off the container at the 
start and end of the journey. 
setupi  This is the time required to move container(s) stored above the next 
scheduled container.  If the desired container is on top there is no set-up 
time.  If the desired container is not on top of the other containers, the 
set-up time incorporates the time required to move these containers to an 
adjoining position. 
i,t
,
0  z 0
* 4* 2* 2*
i
i t
If
setup
z lock move lock move Otherwise
 
 The set-up time has two components one of these is “lock-unlock” time 
and the other is moving time.  In this case, the yard machine must first 
move the top containers to a temporary storage position, then move the 
desired container from the storage area, and finally return the top 
containers from the temporary storage position back to the storage area. 
The notation for the variables and parameters used in this model are as outlined in Section 
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3.2.1.  The major difference is that the variables maci and ti are decision variables and xi, yi 
and zi,0 are input parameters.  Since xi, yi are constant, traveli becomes a function of the 
velocity of the yard machine only.  Hence, if all yard machines are the same this would also 
be constant.  There are essentially two types of yard machines employed, reach stackers and 
forklifts, so traveli will be one of two values dependant on the type of machine used. 
 
Both separate models (the Container Transfer Model and the Container Location Model).  
use the same mathematical model however the decision variables and input parameters 
change.  In the location model xi, yi, and zi,t are decision variables and maci, and ti are input 
parameters and vice versa for the transfer model.   
The objective of this model is to minimise the time ships spend at the berth.  We will 
minimise time spent transferring containers from a storage area to ship or ship to the 
storage area.  This transfer time is the sum of the set-up and travelling time for each 
container.  Since the idea is to minimise the completion of the transfers we want to find the 
minimum time for the yard machine that is in use longest by adding the transfer times of 
the containers allocated to it. 
 
macmaci iiMac i
 setup+ travelMaxMinimise
|
  (1) 
This equation is designed to find the maximum time any yard machine is in service and 
minimise this value.  This will minimise the time the ship spends at the port and also 
minimise the total working time of all yard machines.   
The location constraints in equation 2 are used to satisfy the physical condition that only 
one container can be stored in a given storage position.  The solution program will either 
move one of the containers to another position or store them on the top of the other.  The 
initial storage locations are also checked for feasibility of the height parameter – ensuring if 
zi,t > 0 then there is in fact containers occupying those positions. 
 If xi = xi’ and yi = yi’ then zi,t  zi’,t         i  i’ (2) 
Equation 3 defines the machine constraints which are used to satisfy the physical condition 
that each yard machine can only be scheduled to handle only one container at a time.  The 
inverse that each container is scheduled exactly once is covered in the definition of the 
neighbourhood for TS. 
Equation 4 is a modelling constraint used to modify the parameter zi’,t when container i is 
stored above i′ and is scheduled to be loaded before container i′  i’  
 If maci = maci’ , then ti  ti’.      i  (3) 
If xi = xi’ and yi = yi’ and zi,t < zi’,t and ti < ti’ ,  then zi’,t’ = zi’, t – 1   ti’  ti , i  i’  (4) 
The ship constraint (equation 5) ensures that each ship has a time window within which 
loading and unloading service should begin and end.  This interval (arrive
s
, depart
s
) 
represents the time the ship is at port and available for loading.   
               depart
i ship|i i
time  setup+ itime travelling + arrive
s
s
s
  s  (5) 
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Time windows can be fixed, ships will arrive at a certain date and must depart at a certain 
date, or flexible, will arrive at a certain date but the departure date can be negotiated 
depending on number of imports and exports amongst other factors.  Generally the time 
window is fixed because this allows the shipping company to know exactly what port costs 
are.  With flexible time windows the shipping company may decide to pay extra to allow 
their ship to be serviced (imports unloaded and exports loaded) quicker or to allow them to 
stay at port longer.  See Kozan et. al. (1996) and (1999) for more information on flexible or 
soft time windows. 
While the model may seem similar to many job shop machine scheduling it is greatly 
different in the way the set-up time is determined.  The set-up time in general job shop 
machine scheduling problems is dependent only on the job immediately preceding the job 
in question.  In this model the set-up time is dependent order of scheduling of the 
containers (if any) initially stored on top of the container in question.  For this reason the 
solution is dependent on the order of the whole sequence not just the immediate 
predecessors of certain jobs. 
The problem is known to be NP-hard, thus its computation complexity increases 
exponentially with the number of containers in the schedule.  This makes it difficult to 
solve in reasonable time with the current exact solution techniques, (i.e.  branch and bound 
or tree searches).  This implies that for large size real life problems heuristic techniques 
have to be used.  Genetic Algorithm has been applied previously to this problem by Kozan 
& Preston (1999) with promising results but the solution times were found to be quite large 
in some cases. 
While optimising the transfer schedule for a given storage location assignment will reduce 
loading time, it will not provide the best solutions.  Similarly, whilst optimising the storage 
location to match a particular transfer schedule will offer some improvement, more could 
be gained.  This is where an integrated combined model is used.  The aim of the model is to 
simultaneously optimise both the storage locations and the handling scheduling. 
4.  SOLUTION TECHNIQUES 
The two separate models are integrated into a single solution algorithm and are solved 
iteratively in an attempt to find a storage arrangement and handlings schedule to minimise 
turnaround time.  This iterative approach allows both models to be optimised thus giving a 
better overall solution. 
Two iterative techniques are applied: the first (non-increasing algorithm) has the same 
number of “generations” within each iteration; and the second has the number of 
“generations” within each iteration increasing.  The reason to use non-increasing and 
increasing algorithms is to speed up the process.  The reason behind this is the first iteration 
uses a random initial handling schedule, and there seems little point finding the best storage 
locations for this obviously sub-optimal schedule only for it to change dramatically after 
the first iteration.  Rather this technique searches for smaller improvements that gradually 
increase with each iteration to save needless fine-tuning of solutions in early iterations.  
This procedure is shown in the following algorithm. 
 
Algorithm  
Step 0: The distance matrix of distances from various storage locations (in cartesian 
 coordinates) to the berth space is generated.  The storage allocation is 
randomly generated.  A random schedule for container handling is input 
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ensuring that only one container is scheduled for a particular yard machine at a 
time.  For the case of using Genetic Algorithm (GA) for CTM a number of 
these transfer schedules (chromosomes) are generated.  The iteration counter 
is initialised. 
Step 1: Run CTM for N iterations.  It would be N generations if GA is used rather 
than Tabu Search (TS). 
 
Repeat 
Step 2: CLM is then run using the best handling schedule found from step 3 (step 1 
when i=1) step 1 as the fixed handling schedule.  This is run for M*i 
generations, where i is the iteration  number. 
Step 3: Run CTM for N*i iterations.  (It would be N generations if GA is used rather 
than TS). This uses the best storage locations found as input and modifies the 
previously determined solutions.  If using GA, then it uses the previous 
chromosomes as the starting point while TS uses the best solution found in the 
previous iteration. 
Step 4: The generation counter (i) is incremented. 
Until Either the iteration limit is reached or the successive solutions of CTM and 
CLM have converged. 
END 
The use of M*i and N*i generations in steps 2 and 3 is to increase the accuracy of the 
solution with further iterations while limiting the use large amounts of CPU time early in 
the process.  The use feedback from previous iterations is demonstrated in Figure 1. 
The reserved locations (File A), best transfer solution (File B) and all transfer solutions, i.e. 
chromosomes, (File C) are saved after iteration 0.  During the iterative procedure CLM 
saves the best location solution (File D) and all location chromosomes (File E), and CTM 
saves best transfer solution (File B) and all transfer chromosomes, if using GA, (File C).  
For each iteration CLM reads and uses files A, B (as the fixed transfer schedule) and E (to 
continue with the same chromosomes after iteration 1 and for subsequent iterations).  
Conversely CTM reads and uses Files A, D (as the fixed storage locations), and C, if using 
GA, (to continue with the same chromosomes for subsequent iterations) or B, if using TS, 
to continue with the same solution string for subsequent iterations. 
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 Start 
Initialisation 
End 
For i = 1 to 
iteration limit 
Solve CTM using GA 
using desired 
parameters (iteration 0) 
Solve CLM using 
GA with desired 
parameters 
Solve CTM using 
GA or TS as 
required 
Saves reserved locations (if 
generated) “File A”, best transfer 
solution “File B” and all transfer 
solutions “File C” 
Saves best location solution 
“File D”, and all location 
solutions “File E” (for GA only) 
Using Files A, B and E (after iteration1) 
Saves best transfer solution “File 
B”, and all transfer solutions 
“File C” (for GA only) 
Using Files A, D, C (B for TS) 
Next Iteration 
 
Figure 2.  Flow chart showing feedback for integrated iterative algorithm 
 
Using data supplied by the Port of Brisbane it is estimated that an average of 486 containers 
is exported with each ship.  It is found that each of these „average‟ ships have a transfer 
time of 673 minutes.  With this in mind, and using current resources and storage practices 
of the port, the CTM benchmark is given in Table 1.    
 
Table 1. The benchmark set up for comparison 
Containers for export: 500 TEU 
Containers in storage  area: 500 TEU 
Storage capacity 2306 TEU 
Yard machines used: 10 
Storage levels: 3 
Storage policy: Fixed 
 
The number of chromosomes GA uses in each generation is critical.  Too few 
chromosomes won‟t allow enough of the search space to be examined while too many will 
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mean there are more initial solutions generated, crossover‟s, repairs and objective functions 
calculated, all of which increase the CPU time.  Another consideration is that more 
chromosomes mean that each chromosome has a smaller probability of selection for 
reproduction.  This is because roulette wheel selection is used where each chromosome has 
probability inversely proportional (due to a minimisation problem) to its objective function 
value. 
 
The key to successful application of GA, or any heuristic for that matter, is to ensure the 
solution parameters are optimised.  This means that the crossover rate, mutation rate, 
number of chromosomes and generation limit need to be examined to find the best values to 
ensure good solutions are found using a minimum CPU time.  
  The model was simulated 50 times with varying number of chromosomes and the results 
were compared.  The mean of the best solutions and standard deviations were calculated 
and are tabulated in Table 2, along with the CPU time for a replication. 
 
Table 2:  Mean and standard deviation with varying number of Chromosomes 
Chromosomes Mean Standard Deviation CPU Time  (s) 
10 694.97 7.6697 2065 
20 687.62 8.5158 4704 
26 696.63 7.1774 6285 
50 696.97 7.6934 13778 
100 694.93 8.0800 28298 
 
From this it is clearly seen that 20 chromosomes is best to use as it has a lower mean (but 
higher standard deviation) and requires less CPU time than all but ten chromosomes.  It is 
thought however that ten chromosomes are too few so it is disregarded. 
Analysis was also performed on the number of generations required.  To demonstrate this 
Figure 3 plots transfer time versus number of generations for ten independent replications. 
It is seen that the curves flatten out (as expected) after about 500 generations and it is felt 
that the little improvement found after that point doesn‟t justify spending more time to find 
the solution.  With this in mind it was decided that 500 generations would be used as the 
generation limit. 
The crossover rate was the next parameter examined.  Crossover rates were trialled with 
0.005 increments in the range 0.05-0.99.  It is clearly seen that a crossover rate of 0.50 
provides, on average, the lowest solution.  However there isn‟t a significant difference 
amongst any of the solutions.  It was decided however, to use a crossover rate of 0.50. 
The other parameter examined is the mutation probability.  The mutation parameter was 
varied in the range [0.01, 0.99].  Although little overall difference was observed for 
mutation rates above 0.25, the value of 0.99 provided the best overall average. 
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Figure 3.  Transfer time vs. number of generations for twenty independent simulations 
 
The CLM was run using the benchmark parameters for CLM with varying number of 
chromosomes 50 times and the results compared.  The average of the best solution found in 
each replication and standard deviations were calculated and are tabulated in Table 3, along 
with the CPU time for a replication.  From this it is clear to see that 100 chromosomes is 
significantly better to use as it has a lower mean but requires more CPU time. 
 
Table 3.  Mean and standard deviation with varying number of Chromosomes 
Chromosomes Mean Standard Deviation CPU Time 
10 679.39 5.5976 5283 
20 669.02 6.0675 12751 
26 667.49 6.2084 16887 
50 658.63 6.3207 32751 
100 648.55 6.6755 63321 
 
Analysis was performed on the number of generations required.  To demonstrate this, plots 
of transfer time versus number of generations for 20 independent replications is shown in 
Figure 4. 
 
It is seen that the curves flatten out (as expected) after about 300-500 generations.  With a 
view to the CPU time however, it is decided that for further analysis 350 would be the 
generation limit for the twenty replications shown in Figure 4.  The mean after 350 
iterations is 654.6 while after 1000 iterations it dropped to 649.2 but this required over 11 
more hours of CPU time. 
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Figure 4.  Transfer time vs. number of generations for 20 independent replications 
Crossover was the next parameter to be optimised, with rate between 0.05 – 0.99 examined.  
These are tabulated in Table 4, which shows a steady decrease in the range 0.05-0.75 and a 
flattening from 0.75-0.99.  The best results were those with crossover rate of 0.9 and thus 
this was selected to be used. 
Table 4.  Mean and standard deviation with varying crossover rate 
Crossover Rate Mean Standard Deviation 
0.05 673.61 5.7913 
0.10 668.96 6.9172 
0.25 662.97 7.0655 
0.50 658.38 6.7707 
0.75 653.59 7.5916 
0.90 652.61 6.2084 
0.95 654.83 6.0882 
0.99 654.48 6.2459 
The final parameter examined is the mutation probability.  The mutation rate parameter was 
varied in the range [0.01, 0.99] as shown in Table 5.  It was found that was little difference 
between mutation of 0.05 – 0.25, however 0.05 gave marginally better solutions so the 
mutation rate was set at 0.05. 
Table 5.  Mean and standard deviation with varying mutation probability 
Mutation Probability Mean Standard Deviation 
0.01 655.17 7.0394 
0.05 651.45 6.1557 
0.10 652.05 5.9576 
0.25 652.61 6.2084 
0.50 655.05 5.7171 
0.75 655.73 5.8564 
0.90 656.60 6.2172 
0.95 657.27 5.7169 
0.99 658.04 5.7517 
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 The iterative techniques generally provided better solutions than those found using the 
only individual models, and the solutions were much more stable with less variation in 
the results. 
 Overall the GA technique produced better results than the TS/GA hybrid and in most 
cases the non-increasing algorithm performed better than the increasing algorithm. 
 Reducing the maximum storage height resulted in a reduction in the turnaround time, 
although the non-increasing algorithm performed worse for two level storage. 
 A polynomial reduction in average throughput time resulted when the number of yard 
machines increased. 
 Overall it is recommended the non-increasing GA algorithm (NIIS_GA) be used as it 
provided the best solutions for a wide range of infrastructure configurations. 
 
5. RESULTS 
This technique has been coded in C++ and is set up to use either Tabu Search or Genetic 
Algorithm to optimise the Container Transfer Model and Genetic Algorithm for the 
Container Location Model.  There is the option of inputting a file containing “reserved” 
locations that cannot be used for storage.  These are locations that either currently have a 
container stored there or reserved for another incoming container that will not be exported 
on the ship under consideration.  In this research however the reserved location are 
randomly selected. 
 
Genetic Algorithm for CLM and CTM 
Preliminary results indicate the between 5 and 15 iterations of each of CLM and CTM are 
needed before the solutions settles to a minimum value (10 was chosen).  Also the 
algorithm ends with a CTM because its fitness function is higher, due to not including setup 
time for containers “shifted” during mutation for the current generation.  This was done to 
reduce CPU time by not having to shift down (ie. drop containers so not floating) and 
recalculate storage depth as often.  In effect this gives a lower bound fitness for the 
solution.  Therefore, in practice would better allow for inaccuracy in distance estimates and 
human nature to give a more realistic time window.  Figure 5 shows 10 replications of the 
normal and increasing algorithms for the integrated CLM - CTM model, using the 
benchmark problems from chapters three and four. 
The increasing model starts with seven generation for CLM and ten generations for CTM 
so after 10 iterations 385 and 550 generations have been performed in total.  The non-
increasing or normal model uses 35 and 50 generations in each iteration. 
It is seen that the final solution is generally in the range (650, 670) with a few outliers.  The 
outliers are most likely due to using different random “reserved locations” for each 
replication.  This was done to see how the algorithm would perform in a variety of 
situations.  Overall the increasing algorithm had a mean of 660.44 and standard deviation of 
4.871, and the normal algorithm had a mean of 657.80 and a standard deviation of 8.607. 
  15 
620
630
640
650
660
670
680
690
700
710
720
1 6 11 16 21
T
ra
n
s
fe
r 
T
im
e
 (
M
in
u
te
s
)
Normal Normal 2
Normal 3 Normal 4
Normal 5 Normal 6
Normal 7 Normal 8
Normal 9 Normal 10
 
620
630
640
650
660
670
680
690
700
710
720
1 6 11 16 21
T
ra
n
s
fe
r 
T
im
e
 (
M
in
u
te
s
)
Increasing 1
Increasing 2
Increasing 3
Increasing 4
Increasing 5
Increasing 6
Increasing 7
Increasing 8
Increasing 9
Increasing 10
 
Figure 5.  10 replications of the benchmark problems 
 
As with the decomposed models analysis was performed to assess changes to the port 
infrastructure on the solution time window.  Firstly a comparison was made varying the 
maximum height.  The results are shown graphically in Figure 6.   Figure 6 shows 2 distinct 
curves.  The curve for the increasing algorithm produced an exponential decrease as the 
maximum storage height decreased.  Intuitively this is because it reduces the chance of 
having to perform extra container moves to access the desired container.  In practice, 
however, this may not be feasible, as it requires much more additional storage area.  The 
other curve for the normal or non increasing algorithm shows 3 levels to be the minimum 
with an increased average for the other levels.  One possible reason for this may be the 
possible range of solutions is reduced in the 2 level scenario (1536 total storage positions of 
which 500 are reserved) so the solution strings would be more alike.  Consequently the 
solution become more similar faster so is getting stuck in a genetic hole in early iterations 
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and can‟t escape in later iterations.  The only method of escape is mutation but the reduced 
number of storage spaces limits the number of feasible mutation alternatives to just 536 
(1536 – 500 reserved – 500 in use) many of which would be undesirable form an 
improvement point of view.  The increasing algorithm avoids this since it wouldn‟t go as 
deep into the hole in the earlier iterations.  This phenomenon would also explain the higher 
variation in solutions for the non-increasing algorithm as it has a greater tendency towards 
very good or very bad solutions with less mid range solutions. 
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Figure 6.  Variation due to maximum storage height 
 
Sensitivity analysis was also performed to analyse what effect changing the number of 
assigned yard machines has on the loading time.  Figure 7 shows graphically these results.  
This shows an exponential growth in average loading time as the number of available yard 
machines is reduced.  This figure also shows little difference in averages between the 
increasing and normal algorithms but the standard deviation of the increasing algorithm is 
generally half that for the non-increasing algorithm. 
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Figure 7.  Average time with varying yard machines 
 
Genetic Algorithm for CLM and Tabu Search for CTM 
This integrated model is similar to that outlined in the previous section but uses Tabu 
Search to solve the Container Transfer Model.  Iteration 0 (see Figure 2) still uses GA 
however, to “seed” the initial iteration. 
Figure 8 plots 10 replications of this integrated model for increasing and normal algorithms. 
Figure 8 shows most of the final solutions were again in the range 650-670, however there 
was less variation compared to the technique used in section 4.1 above.  Once again 
solutions were found to converge after 5-10 iterations (steps 11-20 in the graph).  A typical 
execution would require around 4 hours CPU time. 
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Figure 8.  10 replications for the benchmark model 
Once more sensitivity analysis was performed to analyse the differences due to changing 
the maximum storage height.  The results are graphed in Figure 9.  This shows that for the 
increasing algorithm the average solution time increases slightly as the maximum storage 
height increases.  The non-increasing iterative algorithm produced a curve showing the 
averages decreased as the maximum storage height decreased until 2 level storage, which 
again provided a higher average.  This is due to less storage locations, resulting in a smaller 
solution space for CLM and the algorithm zooming in too quickly in early iterations. 
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Figure 9. Maximum storage height variation 
 
The effect of changing the number of yard machines is shown in Figure 10.  This shows a 
polynomial increase as the number of yard machines decrease.  Obviously the more yard 
machines available decreases the amount of work to be done by each machine but halving 
the number of machines requires less than twice the time. 
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Figure 10.  Variation due to changing number of yard machines 
 
6. COMPARISON 
To assess the merits of the seven algorithms covered and to determine the bests approach a 
comparison of the three individual (ie. disaggregated) models and the four integrated 
methods.  For the following tables GA for CLM is designated as Approach 1, GA for CTP 
as Approach 2, TS for CTP as Approach 3, increasing iterative search using GA as 
Approach 4, non-increasing iterative search using GA as Approach 5, Increasing iterative 
search using GA and TS as Approach 6 and non-increasing iterative search using GA and 
TS as Approach 7. 
Table 6 provides results for the benchmark problem for the various solution approaches. 
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Table 6.  Solutions for the benchmark problem 
 Approach 
1 2 3 4 5 6 7 
Average (minutes) 644.861 671.831 667.439 660.443 657.789 663.265 662.298 
St. dev. (minutes) 17.535 20.979 20.986 4.871 8.607 6.306 6.285 
Table 6 shows that the integrated algorithms had significantly less variation (observed by 
smaller standard deviation) and all averaged around 660 minutes.  The GA for CLM model 
provided better average but, like all the separated models, the standard deviation was much 
greater. 
The varying of maximum storage height had a different effect for each of the solution 
techniques.  These are tabulated in Table 7. 
Table 7.  Variation of levels across the seven approaches 
 Approach 
Levels  1 2 3 4 5 6 7 
2 Average 
St.dev. 
661.673 
16.729 
637.556 
22.228 
657.011 
20.125 
654.714 
6.561 
661.257 
3.562 
663.175 
5.177 
665.133 
5.412 
3 Average 
St.dev. 
644.861 
17.535 
671.831 
20.979 
667.439 
20.986 
660.443 
4.871 
657.798 
8.607 
663.265 
6.306 
662.298 
6.285 
4 Average 
St.dev. 
700.371 
16.370 
683.485 
20.750 
671.910 
21.913 
662.492 
6.185 
660.458 
8.450 
663.592 
9.047 
662.983 
8.016 
5 Average 
St.dev. 
717.288 
23.342 
680.485 
21.788 
669.513 
20.501 
662.967 
6.013 
661.550 
8.776 
665.025 
9.404 
664.325 
5.376 
 
Generally the integrated algorithms found better solutions than the single model solutions, 
with the exception of GA for CLM with three levels of storage and TS for CTM with two 
levels of storage.  The integrated algorithms also had much less variation in solutions with 
the standard deviation under ten in all cases while it was often over 20 for the separated 
models.   
This is mostly due to the integrated algorithms being able to work with a poor initial 
random location configuration and improve this to match in with the transfer schedule and 
vice versa with a poor initial transfer schedule.  In a sense when the integrated methods 
started with bad initial solutions they were able to find more improvement that the separate 
models.  Of the iterative searches for the integrated models, GA solving both CLM and 
CTM provided better solutions. 
Table 8 shows the mean and standard deviation of the seven approaches of solutions with 
varying number of allocated yard machines.  Again it is observed that the iterative searches 
provided more stable solutions (i.e. smaller standard deviations so more likely to converge 
to a similar solution for different replications), and were better than the CTM solutions.  
However, the CLM solutions were found to be better for all but eight yard machines and in 
some cases significantly so ands provided a lower bound to the solution value.  The CTM 
fitness values are accepted as more accurate which is why the iterative searches concluded 
with a CTM solution. 
 
 
  21 
Table 8.  Variation of yard machine across the seven approaches 
  Approach 
Machines  1 2 3 4 5 6 7 
8 Average 
St.dev. 
824.927 
21.987 
935.581 
25.653 
856.730 
27.008 
811.900 
6.441 
812.300 
10.321 
820.842 
9.939 
822.700 
7.949 
10 Average 
St.dev. 
644.861 
17.535 
671.831 
20.979 
667.439 
20.986 
660.443 
4.871 
657.798 
8.607 
663.265 
6.306 
662.298 
6.285 
12 Average 
St.dev. 
531.597 
12.149 
604.799 
15.201 
553.661 
16.669 
545.958 
1.777 
544.425 
4.370 
545.033 
9.913 
551.583 
5.483 
14 Average 
St.dev. 
449.314 
12.414 
513.106 
13.564 
463.975 
14.919 
468.049 
2.941 
464.135 
5.868 
475.357 
5.058 
470.924 
5.506 
16 Average 
St.dev. 
378.618 
12.630 
435.559 
12.905 
394.712 
14.397 
413.533 
4.640 
418.283 
5.049 
421.275 
3.777 
422.750 
4.879 
 
7. CONCLUSION 
This paper outlined a novel iterative search technique to solve an integrated model 
composed of two sub models with dependent decision variables.  An increasing algorithm, 
where the generations within each iteration increase, is compared with a non-increasing 
approach.  A genetic algorithm is also compared with a Tabu Search/Genetic Algorithm 
hybrid. 
This iterative search was used to solve a container location model and the container transfer 
model using location and transfer feedback for successive iterations.  The iterative 
techniques generally provided better solutions than the individual models and the solutions 
were much more stable with less variation in the results.  Overall the GA technique 
produced better results than the TS/GA hybrid and in most cases the non-increasing 
algorithm performed better than the increasing algorithm.   
It was found that reducing the maximum storage height resulted in a reduction in the 
turnaround time, although the non-increasing algorithm performed worse for 2 level 
storage.  A polynomial reduction in average throughput time resulted when the number of 
yard machines increased. 
Overall it is recommended the non-increasing GA algorithm (approaches 5) be used as it 
provided the best solutions for a wide range of infrastructure configurations. 
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