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Raspberry Pi 上で JCSP(Java CSP ;Communicating Sequential Processes)を用いた並列処理
を行った。 
 
Raspberry Pi とはイギリスの Raspberry Pi Foundation によって開発されているシングル
ボードコンピュータであり、安価で小型、かつ省電力であることから IoT など幅広い分野
で使用されている。 










1. (−1, −1), (−1,1), (1, −1), ( 1, 1)を頂点に持つ正方形内に、乱数を用いてＮ個の点を
打つ。 
2. １で打った点のうち、原点( 0, 0)からの距離が１以下の点の個数を求め、これをＭ
とする。 
3. N が十分大きいとき、4𝑀/𝑁が円周率の近似値となる。 
この計算を選んだ理由は、各点の生成・処理はすべての点において独立であり、並列処理に









 実験として複数の Raspberry Pi 上にこれらの各点・各処理を行うプロセスを配置し、そ
の結果を集計するプロセスに送信する並列手法を用いた。構成のイメージを次の図で示す。 
 





ない逐次処理に比べ約 13 倍、TF マップ・DF マップ作成では 16 並列時に逐次処理に比べ
約 6 倍の高速化を実現している。以下のグラフはモンテカルロ法による円周率の近似計算
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 Raspberry Pi における JCSP (Java CSP)によるプログラミングを実装した。また、複
数台の Raspberry Pi を用いた並列化によって数値計算や文書処理の高速化を試みた。
文書処理の並列化においては、Raspberry Pi 上での最適化を考察した。 
 
1.3 本論文の構成 
 本論文の構成について説明する。2 章では、使用したコンピュータである Raspberry Pi




   
2 Raspberry Pi 




2.1 Raspberry Pi 概要 
Raspberry Pi はイギリスの Raspberry Pi Foundation によって開発されているシング
ルボードコンピュータである。コンピュータ教育を目的として想定されているが、１台




図 2.1 Raspberry Pi 
 
 
2.2  Raspberry Pi の OS 
Raspberry Pi 本体には OS は搭載されていない。Raspberry Pi の記憶媒体である SD
カードにあらかじめ保存しておくことで起動される。Raspberry Pi 用の OS は複数用意
されており、用途に合わせて選択できるが、本研究では Linux ディストリビューション





2.3 Raspberry Pi の仕様 
 Raspberry Pi の仕様は以下の通りである。 




表 2.1：Raspberry Pi のスペック 
 
表中の SoC とは System on a Chip の略であり、CPU、GPU、チップセットを一つの
チップに搭載した部品である。 
 
3 CSP と JCSP 
本章では CSP と JCSP について述べる[2]。 
 
3.1 CSP 
この節では、主に CSP について述べる。 
 
3.1.1 CSP 概要 













 この節では、主に JCSP について述べる。[2] 
 
Raspberry Pi 2 Raspberry Pi 3












電源電圧・電力定格 5V/1.5W 5V/1W 5V/3.5W 5V3/W 5V/10W 5V/12.5W 5V/0.8W
サイズ 85.6mm×56.5mm 65mm×56.5mm 65mm×30mm










Broadcom VideoCore IV (250MHz)
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3.2.1 JCSP 概要 
 JCSP[6]は Java CSP の略であり、CSP 理論を Java プログラミング言語で記述するた







3.2.2 CSP のプログラム構成 




図 3.1:CSP のプログラム構成の例 
 
データ生成・送信プロセスとデータ受信・出力プロセスを一つのパラレルプロセスと




















図 3.2：Any2One チャネルの接続 
 
この例では、Send0,Send1,Send2 がそれぞれ整数データを生成してチャネル ch を








3.2.4 JCSP Network Edition 
  JCSP を用いた並列プロセスのプログラムは、主に二つの実行形態をとる。 






図 3.3：1 台の計算機内に配置された並列プロセス 
 















図 3.6：Raspberry Pi を接続した様子 
 
 
図 3.7：図 3.5 のクラスタ構成 
 
図 3.6 は 3 台の Raspberry Pi の接続の配線例を、図 3.7 はそのクラスタ構成を表し
ている。図 3.5 と図 3.6(3.7)のようにハブやルータを介して接続されていることが
普通である。 


















4. ( -1,-1), ( -1, 1), ( 1,-1), ( 1, 1)を頂点に持つ正方形内に、乱数を用いてＮ個の点を打
つ。 
5. １で打った点のうち、原点( 0, 0)からの距離が１以下の点の個数を求め、これをＭ
とする。 















 TF-IDF は TF と IDF の二つの数値から計算される。 
 
TFIDFi,j = TF𝑖,𝑗 ∙ 𝐼𝐷𝐹𝑖 
 








  𝑛𝑖,𝑗は文書djにおける単語tiの出現回数、∑ nk,jk∈dj は文書dj内に登場するすべての単語の
出現回数を表す。文書中に多く出てくる単語ほど、TF は大きくなる。 
IDF とは Inverse Document Frequency の略であり、「逆文書頻度」と呼ばれる。文書











4.3 TF マップ・DF マップの作成 
 実際に TF-IDF を計算する手順は以下の通り。 
1. 各文書に対し、登場する全単語とそれら各単語の出現回数をカウントする。 
2. 各単語に対し、DF を計算する。 






る値にその単語の出現回数を収納したものを TF マップとする。 





書数(DF)を収納したものを DF マップとする。ある単語 t に対し、各文書の TF マップ
のうちキーt を持つものをカウントすることで、DF マップのキーt に対応する値が定ま
る。このことにより、DF マップは TF マップから作成することが出来る。 
完成した TF マップと DF マップから各 TF-IDF を計算することは容易である。本研
究では並列化の効果をより注目できるよう TF マップと DF マップの作成のみを行っ
ている。 
図 4.1 では 3 つの文書に対し、TF マップ、DF マップを作成する例を示している。
文書１から文書 3 まで、それぞれの文書に含まれる単語とその単語の出現回数をカウ
ントし、各 TF マップに収納する。 
次に、DF マップにそれぞれの単語が出現した文書数を収納する。例えば、単語１は
文書１から文書 3 まで全ての文書に含まれているので、収納される値は３になる。 
 
 
図 4.1:TF マップ・DF マップ作成の例 
 
5 並列計算 
5.1 Raspberry Pi 上での JCSP による並列処理概要 
   本研究では４章で述べたように、数値計算として「モンテカルロ法による円周率近似
計算」、文書処理として「各文書の TF マップ及び全文書の DF マップ作成」を Raspberry 















































5.3 TF マップ・DF マップ作成の並列化 





 N 個の文書に対する TF マップ・DF マップの作成について考察する。ここでは、
各文書の独立性を用いて並列化を行う。並列方法は 5.2 節と同様に行うので簡潔に書




を作成するプロセスを TF プロセスとする。各文書の TF マップを集計し、DF マッ
プの作成を行うプロセスを DF プロセスとする。各 TF プロセスと DF プロセスを
Any2One チャネルで接続し、サーバプロセスでチャネルを管理する。Raspberry Pi



































個の文書の処理が終了した後、DF プロセスへと DF マップを送信する。こ




























図 5.6 最適化に向けた通信 
6 実験 
 本章では、モンテカルロ法による円周率の近似計算と TF マップ・DF マップの作成
を Raspberry Pi 上で計算・処理し並列化による処理速度の変化について考察する。







 TF マップ・DF マップの作成では各文書に対し TF マップを作成し、全文書に対す
る DF マップを作成するまでの時間を計測する。まず、文書毎通信に関して処理を行
い考察する。この実験を実験２とする。 
















本体：Raspberry Pi 2 Model B 
CPU：ARM Cortex-A7(4 コア) 
ハブ： LSW4-GT-16SNR(16 ポート) 




図 6.1 のとおり、本実験では外部ネットワークとは接続していない。 
 
6.3.2 ソフトウェア 















図 6.3 実験１の並列数に対する高速化率 
 
図 6.2 と図 6.3 について説明する。図 6.2 は実験１を行った際の「並列なし」と各
並列数に対する計算時間（単位；ms）を縦軸にプロットしたものである。この結果か
並列なし ２並列 4並列 ８並列 16並列
計算時間 69005 34849 18199 9141 5145








遠ざかる場合が多い。実際、実験１の場合「2 並列」のときに約 1.98 倍の高速化が行


















文書毎通信 並列なし ２並列 4並列 8並列 16並列
処理時間 79751 91543 56392 36461 31733
処理効率 1.00 0.87 1.41 2.19 2.51
プロセス毎通信 並列なし ２並列 4並列 8並列 16並列
処理時間 79751 51141 33334 16155 17801









 図 6.4 と図 6.5 について説明する。図 6.4 は実験２を行った際の「並列なし」と各
並列数に対する計算時間（単位；ms）を縦軸にプロットしたものである。図 6.5 は実
験 1 の図 6.3 と同様、各並列時の計算時間を「並列なし」の計算時間で割ったものを



















限にするため、次に説明する実験 3 を行った。 





プロセス毎通信 2回通信 4回通信 8回通信 文書毎通信
2並列 51141 45139 45122 46289 91543
4並列 33334 28714 28274 29498 56392
8並列 20125 16973 19081 20415 36461
















ことができた。最も処理時間の小さかった「16 並列、通信回数 2 回」では実験２の











列数を 16 の場合に、並列化をしない逐次計算の場合に比べ約 13 倍、TF マップ・ＤＦ
マップ作成では並列数を 16、各プロセスの通信回数２回にした場合に、逐次処理に比
べ約 6 倍の高速化を実現している。 
 
7.2 展望 








ついて学ぶことができました。CSP および JCSP についての知識も学ぶことが出来ま
した。このように様々な技術や知識を学べる研究に取り組む機会を与えてくださった
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図 10. 1:予備実験の計算時間（単位：ms） 
 
並列なし ２並列 4並列 ８並列
計算時間 69005 34861.6 18211.4 18145.6
計算効率 1.00 1.98 3.79 3.80
 28 
 
 
図 10.2：予備実験の並列数に対する高速化率 
 
 
