The classic paper by Fleming, Mehen and Stewart (FMS) [1] found problems for the convergence of spin-triplet nucleon-nucleon partial wave scattering amplitudes when following the proposal of Kaplan, Savage and Wise to construct nuclear effective field theory around the unitary fermion limit with perturbative pion exchange. FMS identified the subclass of iterated one-pion exchange potential graphs as the cause of this poor convergence, which they showed persisted in the chiral limit. Here we develop theoretical tools to compute these Feynman graphs analytically to high order in all angular momentum channels simultaneously, examining the amplitudes computed to seven loops in the L = J channels, and three loops in the coupled L = J ± 1 channels. We find that there is nothing pathological about the perturbative expansion of a 1/r 3 potential in general, and that the expansion converges satisfactorily in all partial waves except 3 P0 and the coupled 3 S1 − 3 D1 channels; for those partial waves we do see convergence issues, and suggest a possible way to improve it. *
I. INTRODUCTION
The modern application of effective field theory to multi-nucleon interactions originated in work by Weinberg [2, 3] and serves as a bridge between QCD and nuclear physics. It was initially developed in Ref. [4] , while for more modern reviews see [5, 6] . Low energy interactions between nucleons are computed in an expansion in powers of k/Λ, where k is the momentum scale of the process and Λ is a scale characterizing short distance interactions. What makes this approach particularly powerful is that long range interactions due to pion exchange can be easily incorporated in a way consistent with the approximate chiral symmetry of QCD, while our ignorance about short distance physics can be parametrized in a model-independent way by a relatively small number of coupling constants. The result is a predictive framework with a systematic path toward reduction of theoretical errors that is consistent with chiral perturbation theory, a theory which has proved quite successful in the meson and single baryon sectors. Unlike chiral interactions between mesons, however, nucleon interactions are not perturbative; the breakdown of a perturbative expansion arises due to infrared singularities which enhance amplitudes by factors proportional to the nucleon mass, reflecting the familiar fact from quantum mechanics that heavy particles can be bound by weak potentials. Weinberg's proposal was to perform a chiral expansion of the nucleon potential to a desired order, and then to iterate insertions of this potential in multi-nucleon amplitudes -essentially solving the Schrödinger equation with the approximate potential. The value of this approach is that nucleon interactions can be described by relatively few parameters at low orders in the expansion, and the observed hierarchy between 2-, 3-, and 4-nucleon interactions can be explained.
There are drawbacks to Weinberg's theory as well. For one thing, the power counting scheme does not account for the large anomalous dimensions of some operators; for example, it is seen that the 3-body contact interaction can be more important than the 2-body effective range term, in contrast to what one expects from the engineering dimensions of these operators used in the Weinberg scheme [7] . A violation of Weinberg's dimensional analysis is similarly found in two nucleon scattering in the spin-triplet channels [8] . Another issue is that at any given order in the chiral expansion of the nucleon potential, short-distance singularities give rise to an infinite number of ultraviolet (UV) divergences in scattering amplitudes which cannot be renormalized at the order one is working; this necessitates keeping a finite cutoff in the theory [9] . If the cutoff is chosen too high, results are spuriously sensitive to the cutoff, while if it is too low, the energy range of applicability of the theory is greatly restricted. Ideally one would like to find a large window for the cutoff for which physical results are insensitive to its precise value; in practice, however, one never finds a broad plateau, and since the procedure is carried out numerically, the boundary is blurred between having a well defined expansion with predictable errors, and the traditional potential approach involving a model for short-range interactions with numerous parameters that can be fit to experimental data but with little control over systematic errors.
The alternative nuclear effective field theory of Refs. [10, 11] introduced the unitary Fermi gas to nuclear physics as the starting point for a low energy expansion, which also naturally incorporates chiral perturbation theory. The KSW expansion, as it is generally referred to, was defined in the framework of the renormalization group, where operators enter the expansion at an order dictated by their effective scaling dimension in the presence of the strong interactions between nucleons; this leads to a straightforward power counting scheme in the two body sector, but has some rather surprising results for three-body interactions where nontrivial anomalous dimensions arise which govern the relative importance of different operators [12] [13] [14] [15] . An advantage of the KSW approach is that the scattering amplitude is expanded consistently to a given order, and therefore can be completely renormalized, eliminating all dependence on a UV cutoff. The KSW expansion has been extremely successful at very low energy in its "pionless" form [16] , with applications varying from nuclear astrophysics [17] to neutrinoless ββ decay [18] . It also holds potential promise for the simulation of nuclear matter, since the starting point of the unitary Fermi gas is relatively simple and without a sign problem, while deviations from this limit due to pion exchange and shorter range interactions are incorporated perturbatively. Despite these advantages, the KSW program stalled when Fleming, Mehen and Stewart (FMS) gave evidence in NNLO calculations that the expansion fails to converge at relatively low momenta in numerous spin triplet partial waves [1] , casting doubt on whether the inclusion of propagating pions in the KSW expansion could extend its range of applicability beyond the relatively low energies required for the validity of the pionless theory. Since then there have been several suggestions for how to improve upon the KSW expansion (e.g. [19, 20] ), but none have become widespread tools for doing nuclear physics.
An interesting feature of the FMS paper which we pursue here is their observation that the problem they had uncovered in the spin-triplet channels could be attributed to graphs corresponding to the iterated contribution to nucleon scattering from the one pion exchange (OPE) potential (i.e. the ladder diagrams shown in Fig. 1) , and that the problems with convergence could be seen even in the chiral (m π → 0) limit, where the potential scales as 1/r 3 . It is well known that such a potential has pathologies that require renormalization (no ground state exists for attractive channels, for example) and it is worth asking whether the lack of convergence suspected by FMS is a result of this pathology, or a result of the potential simply being too strong, or whether their conclusion was in fact just an artifact of computing just the first two orders in the OPE expansion, and in only a few partial waves. + + + … Figure 1 . Feynman graphs we compute corresponding to contributions to the two-nucleon scattering amplitudes A0, A1, A2, . . . via one-pion exchange in the spin-triplet channel, where the solid lines are nucleons and the dashed lines are pions.
Since the NNLO calculation in the FMS paper was already heroic, these speculations might seem academic; however, pursuing their calculation to higher orders and for many partial waves is not unreasonable thanks to their observation that (i) one can focus on the graphs in Fig. 1 , and (ii) one can compute them in the chiral limit. In this paper we devise techniques for turning the computation of these graphs into an algebraic recursion relation, allowing one to compute the diagrams to relatively high order with ease in all angular momentum channels at once, with a novel regularization and renormalization scheme that involves analytic continuation of angular momentum to render the diagrams finite. This gives us the tools to look more deeply into the convergence problems encountered by FMS. This work has been preceded by a number of excellent papers which have examined the convergence of the perturbative expansion as well as nonperturbative behavior in various partial waves, including [8, [21] [22] [23] . We reach the same general conclusion as this prior work, which is that perturbation theory works poorly in the 3 S 1 , 3 D 1 , 1 , and 3 P 0 partial waves, is borderline in 3 P 1 , and converges well for other partial waves. What this paper brings to the discussion that is new is the machinery for carrying out high order analytic calculations in the chiral limit, allowing one to make somewhat more precise statements about the convergence, especially for asymptotically large L.
The layout of this paper is as follows. In §II we briefly review the KSW expansion and state the findings of FMS that cast doubt on the convergence of the KSW expansion. In §III we set up the problem of computing the ladder diagrams in of Fig. 1 in the spin-triplet channel and chiral limit, turning it into a recursion problem. We do this first for the L = J partial waves, computing the scattering amplitudes up to seven loops, and then for the L = J ± 1 coupled channels, where the calculation is somewhat more involved, up to three loops. The actual amplitudes we compute are rather complicated expressions and are relegated to the Appendix. A feature of the amplitudes is that divergences appear for a given number of loops only for angular momenta L ≤ 1 2 n loops . Thus at any fixed order in the EFT expansion, the amplitudes for large enough L are finite and parameter-free, and one can directly study their convergence as we do in §IV. In order to study the convergence of the expansion for low L, the amplitudes have to be renormalized, and in §V we introduce the Minimal Angular Momentum Subtraction Scheme (MJS) which allows us to do so by the subtraction of poles in angular momentum. We then proceed to renormalize our amplitudes with insertions of counterterms at tree level and one-loop, extending their utility by two orders in the perturbative expansion. This is a somewhat technical section and can be skipped if the reader's main interest is in our discussion of the convergence behavior for low angular momentum, the topic of §VI, where we consider scattering for J = 1, . . . , 4. We conclude with a discussion about our results in the final section.
II. THE KSW EXPANSION
The point of the KSW expansion for nuclear EFT is to have a consistent power-counting scheme which allows one to compute scattering amplitudes to a consistent order, with a small expansion parameterk which enters to a higher power at each subsequent order [10, 11] . This parameterk is the ratio of nucleon momentum k to a fundamental parameter of nature, Λ N N :k
In this expression, g A = 1.27 is the axial coupling, M = 939 MeV is the nucleon mass, f = 131 MeV is the pion decay constant. Central to the KSW expansion is its power counting, where the nucleon-nucleon scattering length is treated as O(1/k); the leading operator in the low-energy theory is then a four-nucleon contact interaction whose coefficient scales as O(1/k). This large large anomalous dimension explains why the low energy effective theory for the strong interactions differs markedly from Fermi's effective theory for the weak interactions, even though both are described by four-fermion operators. With every nucleon loop contributing a compensating factor ofk, one finds that to leading order, O(1/k), one must sum an infinite set of bubble diagrams to describe nucleon-nucleon scattering. Thus, although the expansion is perturbative ink starting with O(k −1 ), an infinite number of Feynman diagrams are computed at each order, explaining how the theory can give rise to nuclear bound states and large scattering lengths.
These infinite sums take the form of a geometric series and can be performed analytically, giving rise to a nontrivial pole in the leading order amplitude, fit to the deuteron pole and and the nearly bound di-neutron. Since amplitudes are computed to a consistent order ink, they can be renormalized at each order with a finite number of counterterms. This eliminates all cutoff dependence in the answer, allowing S-matrix elements at each order in the expansion to be expressed entirely in terms of a finite number of low energy constants fit to nature.
The pion field must be included in the theory for scattering at k m π /2, and the KSW expansion is consistent with the chiral expansion so long as one considers m π ∼ O(k). Since the pions are derivatively coupled, one-pion exchange contributes to the amplitude a factor
With q ∼ m π ∼ k we see that this expression is O(1) in thek expansion; therefore the diagrams in Fig. 1 scale aŝ k , where is the number of loops, since each loop integration contributes a factor ofk Ref. [10] . The loop expansion in Fig. 1 is thus equivalent to the KSW expansion of the amplitude in powers ofk. These ladder graphs are only a subset of what must be summed to a given order in the realistic problem. The crucial observation of FMS was that there appeared to be a failure with the convergence of the KSW expansion for physically relevant momenta in some spin-triplet channels [1] . Their NNLO computation (to O(k)) included the first two OPE ladder diagrams in Fig. 1 , tree level and one-loop, and the authors identified these contributions to be large even in the chiral limit m π → 0. If we define a dimensionless scattering amplitudeÂ in terms of the S matrix as
then the results FMS found in the chiral limit included [1]
Each of these amplitudes is exact to O(k) and parameter-free. FMS noted that the real nonanalytic terms linear in k are accompanied by a factor of π (nonanalytic because k = √ M E), greatly reducing the range where the O(k) term is small compared to the leading O(1) contribution. For example, in the 3 D 3 partial wave we see that the ratio of leading to subleading contributions to the real part ofÂ is (3π/7)k implying a correction of more than 50% for k 105 MeV; in the 3 P 2 channel that ratio is (3π/5)k, and 50% corrections are encountered for k 75 MeV. This suggests that the expansion breaks down for nucleon momenta much less than those of interest in nuclei, where one would like a theory valid up to k ∼ Λ N N , and expect it to be valid well above k ∼ m π . The authors speculated that the nonanalytic contributions to the ladder diagrams, bringing with them powers of π, were responsible for the precocious breakdown of the KSW expansion. However, with just two orders in the expansion to compare, it is hard to make a definitive statement. To address this question we pursue a calculation of the ladder diagrams to higher order in the KSW expansion. 
POTENTIAL
In this section we develop the technology for transforming the ladder diagrams of Fig. 1 with massless pion exchange into a set of recursive algebraic relations, starting with the spin-triplet L = J partial waves, and then the coupled L = J ± 1 channels. We do not consider the spin-singlet channels where the OPE potential is just an uninterestinfg Dirac δ-function in the chiral limit. In this paper do not incorporate a hallmark feature of the KSW expansion, namely the resummation of contact interactions to all orders in the S-wave channels which accounts for the nonperturbative physics of the large scattering lengths; in our conclusion we discuss how one might do so within the framework of this paper by simply taking the angular momentum of the 3 S 1 partial wave to be = −1 instead of = 0.
We first consider the L = J spin-triplet partial wave scattering amplitudes due to OPE in the chiral limit. As mentioned, the diagrams in Fig. 1 form only a subset of the diagrams to sum in the KSW expansion, but they form a self consistent subset in their own right, so long as they are augmented by contact interactions as needed for renormalization. After all, formally they are just the solution to the nonrelativistic (and not chiral invariant) Schrödinger equation for two nucleons interacting vie the OPE potential eq. (2). Thus, rather than computing the diagrams of Fig. 1 by using conventional momentum space Feynman rules, we will work in coordinate space, a technique used to advantage in Ref. [1] .
Our starting point is the radial Schrödinger equation with a general rescaled potential V in the form
where L is the orbital angular momentum, ρ = kr with k = √ M E. To solve this perturbatively in powers of V we introduce the Green function
where j L and h
L are spherical Bessel and Hankel functions respectively, with g L satisfying the equation
This definition incorporates the boundary conditions that the scattered wave function be regular at the origin, and an outgoing spherical wave at infinity. Then at O(n) in the perturbative expansion, the wave function is given by
while the amplitude isÂ
In the present case of interest, L = J nucleon-nucleon scattering in the spin-triplet channel by the OPE potential,
where the factor − 1 + 2(−1) L arises from the τ 1 · τ 2 isospin factor in eq. (2). This equation is quite singular, as an attractive 1/r 3 potential has no ground state, and positive energy scattering solutions will all have an infinite number of nodes in any neighborhood around the origin, with vanishing amplitude. A perturbative expansion for scattering solutions is still possible, but will require renormalization. A simple power counting of the lowest dimension contact interactions possible in the L partial wave reveals that one would expect divergences to appear at orderk 2L . With this potential, the above equations yield
andÂ (n)
Note that the superscript "n" starts at n = 0 and refers to the power ofk; for example, whileÂ
L entails one insertion of the pion potential (representing the tree diagram in Fig. 1 ) but is independent ofk.
The scattering amplitude and wave function can be computed recursively to any order ink by using the following two integrals, which converge for sufficiently large 1 , 2 :
and
with ρ-independent coefficients given by
This can be derived using the indefinite integral in Eq. (77) of Ref. [24] :
along with standard properties of Bessel functions. The poles in α, β, γ at 2 = 1 ± 1 do not imply ill-defined integrals for those values, but for those cases the expression in eq. (14) must be evaluated as the limit 2 → 1 ± 1, which yields the finite results
where
. (18) When such an expression arises as an intermediate result, the derivative with respect to order can be taken after the sequence of integrations has been performed. Therefore the integrals eq. (11) and eq. (12) can in principle be solved recursively to any order n using the two integrals in eq. (13) and eq. (14), and computing the pion ladder graphs in Fig. 1 reduces to a recursive algebraic problem. As expected, one encounters infinities at sufficiently high order in n for any angular momentum L, the first generically appearing at n = 2L, a logarithmic singularity at the origin forÂ
. Since we are performing these integrals in coordinate space with the aid of the very particular integrals eq. (13) and eq. (14), it is not feasible to regulate the integrals via dimensional regularization; however a simple opportunity presents itself through angular momentum regularization: we simply analytically continue the calculation to noninteger angular momenta , defining the integrals in eq. (13) and eq. (14) by the expressions on the right for values of 1,2 outside their regions of convergence. As we shall see, divergences in the amplitudes then appear as poles in ( −L), where L is integer, in a similar way to how divergences appear as poles at integer dimension in the dimensional regularization scheme; later in this paper we discuss how such amplitudes can be renormalized by subtraction of those poles. For the rest of this paper L will denote integer angular momentum, while will correspond to its continuation to non-integer values.
Following this program, it is relatively easy to compute the diagrams in Fig. 1 up to seven loops for the spin-triplet, L = J partial waves; the seven-loop diagram takes about 0.01 seconds to compute using Mathematica on a laptop. Our results are given in Appendix A, eq. (A2). Two nontrivial checks of the result are (i) the n = 0, 1 results agree with the FMS results in the chiral limit; (ii) the amplitudes exhibit unitarity, a highly nontrivial constraint. The latter property is most easily seen by computing the phase shifts and checking that they are real to the order one is working. A curious feature of the result is that the amplitudes can be written as a sum of poles at both positive and negative integer and half-integer values of angular momentum; we only have an explanation for the poles at positive integer , which are associated with the expected divergences for physical scattering.
The phase shifts δ in each partial wave may be computed perturbatively by writing them as an expansion δ =
, and solving the equation
order by order in the momentum expansion. One finds
and so on. We adopt the notation that δ (n) is a contribution to the phase shift at O(k n ), even though it arises from computingÂ (n−1) so that the superscript always describes the power ofk to expect. Substitution of our expressions forÂ (n) in eq. (A2) into these equations yields the phase shifts shown in eq. (A3), and they are all manifestly real as required by unitarity.
B. Spin triplet amplitude for the 3 P0 channel
We next turn to the L = J ± 1 partial waves. A special case is for L = 1, J = 0, the 3 P 0 channel, since it is not coupled to any other angular momentum. For this special partial wave the Schrödinger equation reads
with → 1. Comparing with eq. (10), we see that the equation for 3 P 0 scattering is identical up to a factor of −2 in the interaction strength to that for 3 P 1 , and so the scattering amplitudesÂ (n) for this channel are trivially given by those in eq. (A2) with an additional factor of ( −2) n+1 .
C. Spin-triplet amplitudes for L = J ± 1 coupled channels
The radial Schrödinger equation for scattering in the coupled L = J ± 1 channels, analytically continued to noninteger = j ± 1, is (see, for example, Ref. [25] )
where a, b run over 1, 2 with angular momentum 1,2 = j ∓ 1 respectively and
Repeated indices are not automatically summed. The analog of eq. (11) and eq. (12) are
We can proceed as for the L = J case, calculating the scattering amplitude at successively higher loops by means of the integrals eq. (13) and eq. (14), which reduce the problem to solving recursive algebraic relations. For the coupled channels we have computed the amplitudes to three loops, O(k 3 ), and our results are given in Appendix B, eq. (B1). We then compute the phase shifts δ ± and by equating at each order ink an expansion of the equation
All of the phase shifts we find are real, providing a nontrivial check on the unitarity of our results. 
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IV. ASYMPTOTIC BEHAVIOR FOR LARGE L AND CONVERGENCE OF THE EXPANSION
We now turn to the central question of interest, whether the results we have derived display convergence of the perturbative KSW expansion or not. To address that question for the low L partial waves we will have to deal with renormalization; here we sidestep that issue by considering first the behavior of the phase shifts for asymptotically large L. One expects the EFT expansion to work better at large L due to the angular momentum barrier which makes scattering events less sensitive to short distance physics, and that is indeed what we find. This physics was previously explored for spin-singlet scattering at finite pion mass in Ref. [22] .
A. L = J partial wave amplitudes for large L For the L = J partial waves one finds from eq. (A2)
so we see that the leading term for large L is proportional to the combination
and thus should be expected to have a radius of convergence much larger thank = 1. A caveat however: this expansion is performed for large L at fixed n, while the subleading terms in eq. (26) suggest that the large-n and large-L expansions do not commute, and that it would not be surprising if the perturbative expansion were asymptotic, eventually diverging for large n at fixed L.
Instead of examining the large-L behavior of the perturbative amplitudes, it is more instructive to look at the phase shifts given in eq. (A3), whose asymptotic behavior is given by:
a sequence that can be exactly reproduced by the formula
where the Γ functions depending on n/2 account for the peculiar behavior of a factor of π appearing at every other order in the expansion. While this formula was derived empirically from the eight orders we have computed, it seems likely to be correct to all orders. Although we have pointed out that there is reason to doubt that this large-L expansion is valid for n L, if we naively sum the the expression in eq. (29) to all orders in n we arrive at an expression involving hypergeometric functions
which exhibits a breakdown of thek expansion when the argument of the hypergeometric functions exceeds one, namely for
which suggests that the KSW expansion should converge well in the regionk k (L). Note thatk (L) > 1 for L ≥ 3. A plot of the cumulative phase shifts computed from eq. (A3) is presented in Fig. 2 for the L = J = 19 and L = J = 20 partial waves for whichk (19) = 1320 andk (20) = 513 respectively. The horizontal axes extend tok = 1000 in each case, corresponding to the very high momentum k = 285 GeV. In both one sees the sort of convergence expected from the above argument; this is made even more clear by the Lepage plots in Fig. 3 where the individual contributions δ (n) are plotted versusk on a log-log plot. With each successive order we see a lower and steeper line, all of which converge in the vicinity ofk k (L), providing visual confirmation that the expansion is well understood and convergent.
It is worth noting that in each case in Fig. 2 , if one were to only look at the leading two orders of the expansion (the red and green lines) one would erroneously underestimate the radius of convergence revealed by the Lepage plots in Fig. 5 , perhaps by a factor of three or so. This is the order to which the FMS paper computed [1] , and we see that at least in these examples such a calculation can give an unreliably pessimistic conclusion about the convergence of the expansion.
B. L = J ± 1 partial wave amplitudes for large L The limiting expressions for the coupled channel amplitudes in eq. (B1) for large J are given bŷ 
Unlike for the L = J scattering amplitudes, here we see the factors of π appearing at leading order in the expansion, as observed by FMS. However, if we look instead at the large-J expansion of the phase shifts from eq. (B4), eq. (B5), eq. (B6), we obtain the asymptotic behavior
We see that despite the factors of π appearing in the expansion of the amplitude in eq. (32), the above phase shifts exhibit the same pattern of having a simple factor of π appear at every other order for large J as they do for the L = J phase shifts in eq. (28). Note that overall these expressions do not fall off as fast for large J, however. That suggests that we should should find a significantly smaller radius of convergence ink for the same large J than what we found for the L = J channels, although the factors of π are not implicated as being the source of the problem, as had been surmised in Ref. [1] . Indeed, plots of the phase shifts for coupled channels in Fig. 4 and Fig. 5 with J = 19 and J = 20 confirm a smaller radius of convergence, as well as several striking features:
• While the radius of convergence is smaller than seen in the L = J channels, it is still much greater thank ∼ 1 for large J;
• For the cumulative phase shifts δ ± in Fig. 4 , in every case there is a large correction to the phase shifts between leading and subleading orders (as observed by FMS [1] ), while the next three orders in the expansion converge fairly well, albeit only up to a lower value ofk than in the L = J channels;
• The Lepage plots for δ (n) ± in Fig. 5 are identical and exhibit a pairwise clustering of corrections;
• The mixing angles J in Fig. 4 exhibit a surprising pattern where the first two orders give similar results, which jumps at third order, and then changes little at fourth order. This nonuniform convergence manifests itself in the Lepage plots Fig. 5 in the crossing of the δ (2) line with those for δ (3) and δ (4) at values ofk.
It would be interesting if this analysis could be extended to higher orders to see if a clear pattern can be recognized, but that is beyond the scope of this paper.
V. RENORMALIZATION: THE MJS SUBTRACTION SCHEME
While establishing how the perturbative pion expansion converges for large angular momentum is interesting, and establishes that there is nothing inherently pathological about performing a perturbative expansion with a 1/r 3 potential, the convergence properties of the expansion at low angular momentum are of more practical relevance for nuclear physics. Before we can examine the phase shifts for low values of L we have to confront the question of renormalization, which is the topic of this section. Here we show how to define a regularization and renormalization scheme sufficient to remove the poles in the amplitudes in ( − L), where L is an integer, from the first two orders where they appear. This involves insertion of a counterterm at tree level and in one-loop diagrams. The calculations are somewhat technical, and a reader mainly interested in the discussion of convergence can skip to the next section.
The amplitudes we have computed for partial waves with angular momentum L are divergent at orders n ≥ 2L, the only exception being the 3 S 1 channel, where the divergence first appears at n = 2. In a Lagrangian approach these divergences coincide with the existence of 4-nucleon contact interactions with projection operators onto the relevant angular momentum state (see Ref. [1] for a lucid discussion). The projection operators require 2L derivatives and so will enter the EFT expansion at order n = 2L, with higher dimension contact interactions allowed with additional pairs of derivatives. The existence of such operators implies that we should expect divergences in the OPE scattering amplitudes at that order, where the coefficients of contact terms can be chosen to renormalize the amplitude; these divergences will therefore appear at order n = 2L + 2m, where m is any positive integer. In the Lagrangian approach it is convenient to regulate the theory using dimensional regularization, use the coefficients of the contact operators to absorb the 1/(d − 4) poles in the amplitude (where d is the space-time dimension), and then continue back to d = 4. Care must be taken with how the partial wave projection operators are treated in arbitrary dimension, since the irreducible representations of SO(3) cannot be analytically continued to representations of SO(d − 1) [1] .
In the Schrödinger approach in coordinate space that we have adopted, dimensional regularization is not practical. Instead, the fact that we are able to derive amplitudes as rational functions of angular momentum L suggests that we develop a more exotic subtraction scheme where we analytically continue the amplitudes to arbitrary angular momentum , subtract poles in ( − L), and then take the limit → L. The poles can be absorbed into a singular -dependent potential to the Schrödinger equation, adjusting its coefficient to render all the amplitudes finite.
At integer L, contact terms with derivatives in the Lagrangian correspond to potentials in coordinate space which are spatial derivatives acting on Dirac δ-functions. We should be able to renormalize our theory by adding such potentials to the Schrödinger equation to cancel the infinities observed in the OPE amplitudes in eq. (A2) and eq. (B1). For example, for the 3 P 1 channel, the leading contact interaction in an EFT would look like
(a) Figure 6 . Perturbative insertions of the CL counterterm from eq. (39) involving (a) no pions, entering at order n = 2L, (b) one pion at order n = 2L + 1, or (c) two pions at order n = 2L + 2. In addition one will encounter a new contact interaction with an additional pair of derivatives at order n = 2L + 2.
which corresponds to a radial potentialV L in this channel with
where dr r 2 |r r| is the unit operator. More generally, the leading counterterm in each channel with angular momentum L would be of the form
where the (L) superscripts denote the L th radial derivative. By dimensional analysis the coefficient of this potential has mass dimension −2(L + 1), which we write as C L /M Λ 2L+1 N N with dimensionless coupling C L . For coupled channels there are three types of counterterms to consider, which can take the form
We incorporate the counterterm into the Schrödinger equation eq. (21) for the L = J channel as
where the dagger on ∂ L ρ simply indicates that there are no signs when integrating by parts to remove the derivatives from the δ-function, i.e. that the signs have been absorbed into the definition of C L . With this additional contribution to the potential, eq. (11) and eq. (12) have to be modified appropriately to include contributions to u (n) andÂ (n) , modifications which inform one how to compute the diagrams in Fig. 6 .
In order to regulate the theory we now analytically continue the problem to non-integer angular momentum . Following the conventional procedure used in dimensional regularization, we leave unchanged the interaction strength C L /M Λ 2L+1 N N , which means that we must introduce a renormalization scale µ to absorb the operator dimension change when we replace ∂ L → ∂ . When we do this, the modified Schrödinger equation which we need to solve is
The strategy then is to expand the counterterm C L as
where the values of the ξ L,m for m ≥ 1 are fixed by the requirement that the scattering amplitudes at each order ink are finite at → L. We call this the minimal angular subtraction scheme, MJS. A related subtraction scheme calls for subtracting all extraneous constants generated in the → L limit, which simply shifts the leading term, ξ L,0 →ξ L,0 , and we call this the MJS scheme, which is what we will use here. The finite contribution due toξ L,0 at a given value of µ would be fixed to data, if this were a theory of the real world; as it is not, and we are only interested in convergence properties of the perturbative expansion, we will simply set all theξ L,0 = −1 at µ = Λ N N when plotting renormalized phase shifts. To make sense of eq. (39) we need to supply a definition for what we mean by a non-integer valued derivative, which we take to be
a definition which agrees with conventional differentiation for integer . Fractional derivatives acting on spherical Bessel functions are then defined by applying them to the Bessel functions' Taylor series, using the definition eq. (41).
Since such a Taylor expansion takes the form
it follows that for non-negative integer m we have
where terms in the sum with 2k < m vanished before taking the x → 0 limit due to the divergence of Γ(2k − m + 1) in the denominator. The values we will be using in this section are
Note that eq. (43) only holds for integer m, which will limit the applicability of this simple renormalization strategy.
For non-integer m we obtain x to a non-integer power times δ(x) which either vanishes or is infinite. For integrals where we must take a limit with respect to order of the Bessel function, as in the example eq. (18), there will be graphs which involve fractional derivatives acting on Bessel functions of arbitrary order and the above machinery is insufficient for regulating the infinities in such cases. In practice this will allow us to compute insertions of our contact interactions in the graphs (a) and (b) in Fig. 6 , but not the graphs (c). This is sufficient, however, to extend the applicability of our amplitudes by two orders in the perturbative expansion.
A. Renormalization of the 3 P1 and 3 P0 amplitudes at n = 2, 3
We start by renormalizing the 3 P 1 amplitude, for which we see from eq. (A2) that poles in the amplitude at = 1 appear at orders n = 2 and higher; we will include the graph in Fig. 6 (a) to renormalize A (2) , and the graphs in Fig. 6(b) to render A (3) finite. We start with Fig. 6(a) , the tree level insertion of C L which contributes at order n = 2 in the L = 1 partial wave, and use the notation ∂ p x j (x) = j (p) (x). This graph corresponds to the integral, with ∼ 1,
a contribution at order n = 2. We can therefore write C p = ξ p,0 + ξ p,1 /( − 1) and choose ξ p,1 to cancel the 1/( − 1) pole in A (2) (the subscript "p" indicating p-wave). The residue of that pole at = 1 is easily read off from eq. (A2):
and therefore since ∆ 2 1,0 = 1/9, our renormalization condition for the L = J = 1 channel is:
where we made use of eq. (43). With ξ p,1 fixed, the renormalized amplitude at n = 2 is then given bŷ
We see from the above answer that µ independence of physical amplitudes implies logarithmic running forξ p,0 . Note that the expressions forÂ (2) in eq. (A2) are unchanged for any of the angular momenta other than L = 2, as those channels are all finite at order n = 2 and there are no counterterms in those partial waves at O(k 2 ). At the next order, the expression for A (3) in eq. (A2) also has a singularity at = 1, and is finite for ≥ 2. This singularity is in the imaginary part, and is expected from unitarity since A (2) had a pole at = 1. Thus we should find a finite result in the → 1 limit when we add the 1-loop contributions from the graphs in Fig. 6b to A (3) , without any further subtractions required. These graphs yield
where α 1 , 2 is given in eq. (15) . We now add this to the unrenormalized amplitude A (3) in eq. (A2) or eq. (A2) in the limit → 1, and obtain the renormalized amplitudê
The renormalization of the 3 P 0 amplitude at n = 2, 3 follows trivially from the above analysis since the OPE potential for the 3 P 0 channel equals (−2) times the OPE potential for 3 P 1 , and they both have L(L + 1) = 2. Therefore we need only multiply the renormalized amplitude A (n) for 3 P 1 scattering by (−2) n+1 , and replace the finiteξ 1,0 coupling for 3 P 1 scattering by an independent independent one for the 3 P 0 channel.
B. Renormalization of the 3 D2 amplitude at n = 4, 5
The 3 D 2 amplitude exhibits a pole at order n = 4, and is renormalized by a contact interaction in much the same way as the 3 P 1 amplitude was renormalized at order n = 2. The residue of the = 2 pole inÂ (4) in eq. (A2) is readily found to equal 3/100, and so repeating the procedure used in the 3 P 1 channel yields the counterterm
and the renormalized amplitude for the 
We can extend the calculation to one higher order by including the graphs in Fig. 6(b) , with the calculation being very similar to the one for the 3 P 1 channel in eq. (49), the result being:
Adding this toÂ (5) an taking the → 2 limit giveŝ
C. Renormalization of the J = 2 coupled channel amplitudes to n = 2, 3
We now turn to renormalization of the coupled L = J ± 1 channels, starting with J = 2. In general eq. (22) and eq. (38) must be modified for the coupled channels to allow for mixing counterterms, namely
Because of the factor of 1/k in the definition of the amplitude in eq. (9), the contact term proportional to
enters the expansion of the amplitude at orderk La+L b . Expanding about j = 2 we find the leading amplitude at O(k 2 ) to bê
and so we introduce the C
pp,n (j − 2) −n coupling and fix the simple pole contribution to be
and we find the MJS renormalized amplitudê Proceeding to the next order we computer the diagrams of Fig. 6(b) : sd contact interactions respectively, for which the pole contributions were fixed at O(k 2 ) in eq. (65). The arrangement of the graphs corresponds to the entries in the 2 × 2 scattering amplitude for the coupled s − d channels. These contributions are computed in eq. (67), and when added toÂ (3) render it finite at J = 1.
Adding this toÂ (3) and taking the j → 2 limit yields the MJS renormalized amplitude
J=2,ren 11
J=2,ren 22
D. Renormalization of the J = 1 coupled channel amplitudes to n = 2, 3
Finally we consider the problem of renormalizing the coupled 3 S 1 − 3 D 1 partial waves, for which the amplitudes we computed are given in eq. (B1). Expanding those amplitudes about j = 1 we find them to be finite for n = 0, 1, while exhibiting (j − 1) poles at higher orders. Specifically, we see that as j → 1 we havê
This indicates that we require both O(k 2 ) s − s and s − d counterterms (proportional to C
ss , and C
sd respectively) to renormalize the n = 2 amplitude, while those same counterterms at one-loop will eliminate the divergence in the imaginary part of the n = 3 amplitude. That we do not need a lower dimension O(k 0 ) s − s contact interaction to renormalize the amplitude at n = 0 appears to arise from the fact that the OPE tensor force does not have an s − s matrix element at tree level for J = 1.
For this coupled channel, the analogue of eq. (45), expanded about j ∼ 1 is
These terms must absorb the 1/(j − 1) poles in eq. (61), so we expand
and set ξ
ss,1 = 6 , ξ
(1)
Upon adding the two contributions to the n = 2 amplitude and taking the j → 1 limit we find for the renormalized amplitudê
ss,0 − 6 ln (1)
sd,0 + 45
ss,0 − 6 ln
(66) At order n = 3 we must evaluate graphs of type 6(b) with the same ss and sd contact interactions. The contributions that renormalizeÂ (3) are shown in Fig. 7 with the result
where α 1 , 2 is given in eq. (15) and v ab in eq. (23) . Making the replacements
sd →ξ
where ξ
ss,1 and ξ
sd,1 have been determined in eq. (65), adding toÂ (3) in eq. (B1), and taking the j → 1 limit, we arrive at the renormalized MJS amplitude
J=1,ren 11
J=1,ren 12
J=1,ren 22
As expected, the amplitude at this order is finite without further renormalizations, since there could not be a local counterterm at O(k 3 ).
VI. PHASE SHIFTS FOR LOW J
Now that we have renormalized our amplitudes for low J we can look at the corresponding phase shifts, which are given in Appendix C in terms of the finite parts of the counterterms. When we plot the phase shifts, in each case we 0.01 Figure 8 . Left column: the cumulative L = J spin-triplet phase shifts in degrees computed from the perturbative expansion of the amplitudes computed to O(k n ), wherek is defined in eq. (1). Right column: for the perturbative contributions to the phase shifts (in radians). Dashed lines indicate quantities dependent on finite counterterms, each of which was set to −1 for this plot at renormalization scale µ = ΛNN .
set the counterterm toξ L,0 = −1, and all phase shifts that depend on the value of the counterterm are marked with a dashed line. It is worth noticing that while in each case where the graphs in Fig. 6(a) and Fig. 6(b) contributed tô A (n) andÂ (n+1) respectively, the phase shifts only depend on the counterterms at order δ (n) , but not δ (n+1) . Thus two orders are dashed for the cumulative phase shift, but only one is dashed on the corresponding Lepage plot. A. The L = J channels
In Fig. 8 we show the low lying partial waves for the L = J spin triplet channels, and the corresponding Lepage plots. We see that the perturbative expansion for the L = 3, . . . partial waves converge very rapidly, the same conclusion reached in Refs. [8, 21, 23] . The 3 D 2 partial wave shows adequate convergence in the phase shift plot, which is well confirmed by the corresponding Lepage plot. The only partial wave that might be problematic in Fig. 8 is 3 P 1 , yet even for this partial wave the Lepage plot makes it evident that the radius of convergence extends tok ∼ 1, even though the convergence is slow. Note that if one only computed the tree and one-loop ladder diagrams as in FMS, the n = 0 and n = 1 lines in the cumulative phase shift plots would give the impression that the perturbative expansion had broken down at very lowk for the p and d waves, while the Lepage plots suggest that the worry is misplaced.
B. The L = J ± 1 channels
We now turn to the coupled channels, plotting the phase shifts for low angular momentum channels in Fig. 9 . One striking feature in the phase shift plots is that in almost every case there is a large deviation between the leading and subleading contributions (red and green curves) as remarked on by FMS, even more striking than in the L = J 0.001 
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δ (4) Figure 10 . Lepage log-log plots of δ (n) phase shifts in the L = J ± 1 channels, indicating the convergence properties of the the perturbative expansion. channels. Overall, however, for J ≥ 2, the Lepage plots in Fig. 10 show reasonably good convergence belowk = 1. In contrast, we see evidence of convergence problems in the J = 0 ( 3 P 0 ) and J = 1 partial waves ( 3 S 1 , 3 D 1 , 1 ). In the 3 P 0 case the Lepage plot indicates relatively uniform convergence up tok ∼ 0.7. In the J = 1 coupled channels, however, the Lepage plots show the intersection points occurring at lowerk with each successive order in the
To analyze the phase shifts at low L beyond order n = 2L we devised a way to regulate and renormalize the scattering amplitudes by subtracting poles at positive integer angular momentum, by which we extended applicability of the expansion by two orders. Our results suggest that there is no problem with the convergence of the ladder diagrams for the L = J channels, even down to L = J = 1; nor is there an apparent problem in the coupled L = J ± 1 channels for J ≥ 2. We did see problems with convergence in the J = 0 and coupled J = 1 channels, although in both cases there is model dependence on finite counterterms starting at two loops. It is not entirely clear whether our results are relevant for the J = 1 channels because we are expanding around the noninteracting solutions, while in the KSW expansion one expands about the unitary fermion limit for the 3 S 1 channel. It should be possible to extend the methods developed here to explore the unitary fermion limit, by perturbing around = −1 instead of = 0 for the 3 S 1 partial wave, although we have not looked at this closely. However, we have no reason to expect that the unitary fermion limit will improve convergence. The problems with 3 P 0 scattering, however, have no such excuses in any case.
This paper has not completely allayed the concerns raised by FMS about the convergence of the KSW expansion, but if they are right that the main problem can be seen in the iterated chiral one-pion exchange potential, then we have reduced the problem to understanding just a few low-L scattering channels: mainly the the 3 P 0 and coupled 3 S 1 − 3 D 1 channels, exonerating the other partial waves and providing tools for investigating high orders in the expansion. In order to improve the EFT description on the problematic partial waves it has been suggested that some sort of resummation could be done by altering the power counting, such as by including explicit fields in the low energy theory to reproduce the low-lying poles in the scattering amplitude [8, 26] . The idea, roughly, is to sum up the strong parts of the interaction nonperturbatively, and then expand in the residual weak interactions. While philosophically attractive, the practical problem with this approach is how to execute this program systematically, given that there is no obvious way to resum an infinite subset of the pion exchange diagrams, or parts of them, nor how to adjust the pion interactions in the resulting theory to exactly reproduce the original one. With the techniques used in this paper an alternate approach, similar in philosophy is possible: one might alter the strength of the angular momentum barrier in the leading order free Schrödinger equation, and then add the difference between it and the true angular momentum barrier to the pion interaction, treating this part perturbatively as well. This is essentially means altering the order of the spherical Bessel functions in the expansion, as well as the interaction. There is no reason to believe that the straight forward treatment of angular momentum used in this paper is the optimal one from the point of view of the perturbative expansion. This idea will be explored elsewhere. We give here the scattering amplitudeÂ = (M Λ N N /4π)A for the first eight ladder diagrams (i.e., to seven loops) of the series shown in Fig. 1 for the spin-triplet L = J partial waves. The amplitudes are found to have the general formÂ
where the A (n) kp coefficients (many of which vanish) are independent of . In this form we find the following results from the recursion procedure discussed in § III A: 
The above scattering amplitudes can be solved for the phase shifts for δ ± corresponding to angular momentum = j ± 1, and the mixing phase by expanding
where δ 
