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Abstract
New families of nonnegative biquadratic forms that have 8, 9 or 10 real zeros in
P2 × P2 are constructed. These are the first examples with 8, 9 or 10 real zeros.
It is known that nonnegative biquadratic forms with finitely many real zeros can
have at most 10 zeros; our examples show that the upper bound is obtained. Such
biquadratic forms define positive linear maps that are not completely positive. Our
constructions are explicit, and moreover we are able to determine which of the ex-
amples are extremal.
1 Introduction
A linear map Φ: Mn(C)→Mm(C) is positive if it maps positive semidefinite matrices to
positive semidefinite matrices, and is completely positive (cp) if each of the ampliations
Φ(k) = Ik ⊗ Φ: Mkn(C) = Mk(C)⊗Mn(C) → Mkm(C)
[Xij]
k
i,j=1 7→ [Φ(Xij)]ki,j=1
is positive.
We approach the study of positive linear maps from the viewpoint of real algebraic
geometry. Therefore we restrict ourselves to positive linear maps between real symmetric
matrices Φ: Symn → Symm. (Throughout the paper we will only write the upper triangle
of a symmetric matrix). Such map can be easily extended to a positive map Φ: Mn(C)→
Mm(C) as shown in [21, Proposition 4.1].
The space of linear maps Φ: Symn → Symm is isomorphic to the space of biquadratic
forms in n + m variables via the isomorphism
Φ 7→ pΦ(x, y) = yT Φ
(
x xT
)
y, where x = (x0, . . . , xn−1) ∈ Pn−1(R)
and y = (y0, . . . , ym−1) ∈ Pm−1(R).
As shown by Choi [8], Φ is positive if and only if the polynomial pΦ is nonnegative on
Pn−1(R) × Pm−1(R), and Φ is completely positive if and only if pΦ is a sum of squares
(SOS) of bilinear forms.
There is also a natural equivalence between positive linear maps on real symmetric
matrices and quadratic matrix polynomials that are everywhere positive semidefinite (in
other words, semidefinite quadratic determinantal representations of nonnegative polyno-
mials). The equivalence is obtained by evaluating Φ on rank 1 symmetric matrices. It is
easy to verify that
Φ: Symn→Symm is positive⇐⇒ Φ
(
x xT
)
is positive semidefinite for all x ∈ Pn−1(R),
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and Φ is completely positive if and only if
Φ
(
x xT
)
= L(x)L(x)T =
l∑
i=1
Bi x x
TBTi
for some l ∈ N, some m × l linear matrix L(x) and some constant m × n matrices Bi.
Completely positive map Φ is a congruence map when l = 1.
This paper considers examples where m = n = 3. The first example of a positive map
on real symmetric matrices that is not completely positive is due to Choi [8],
Φ
z00 z01 z02z11 z12
z22
 =
z00 + 2z11 −z01 −z02z11 + 2z22 −z12
2z00 + z22
 .
It is known that there are many more positive than completely positive maps [13, 21, 34].
However, the examples in [21] are not extremal. An older construction of Terpstra [36]
yields only special isolated examples which are in most cases not extremal. Most of the
examples that can be found in the literature are obtained as generalizations of Choi’s
example, see [6, 10, 15, 19, 24, 28, 30, 32, 35].
By analogy with Blekherman’s geometric explanation [2] of the containment of the
convex cone Σ3,6 of SOS polynomials in the convex cone P3,6 ⊂ P27 of nonnegative ternary
polynomials of degree 6, we can study the containment of the convex cone ΣB(3,3) of SOS
biquadratic forms in the convex cone PB(3,3) of nonnegative biquadratic forms on P2×P2,
or equivalently the containment of the convex cone of completely positive maps in the
convex cone of positive maps from Sym3 to Sym3. Determinant is a natural map
det : PB(3,3) → P3,6
pΦ(x, y) 7→ det Φ(x xT )
that is obviously not injective. We also strongly believe that det is not surjective, however
there exists no proof that some nonnegative polynomial, for example Robinson polynomial
x60 + x
6
1 + x
6
2 − x40x21 − x41x22 − x42x20 − x20x41 − x21x42 − x22x40 + 3x20x21x22, (1)
has no semidefinite quadratic determinantal representation. It is not hard to see that det
maps ΣB(3,3) into Σ3,6, since for a completely positive map Φ, the determinant det Φ(x x
T )
is an SOS polynomial [30]. On the other hand, Quarez’ example [30, Proposition 5.1]
with determinant
det
x20 + x22 0 −x0x2x20 + x21 −x1x2
x21 + x
2
2
 = x40x21 + x41x20 + x42x20 + x41x22
is a positive semidefinite quadratic matrix polynomial of a positive map that is not com-
pletely positive, but its determinant is an SOS polynomial. A positive map (resp. non-
negative biquadratic form) is extremal if it can not be written as a sum of two linearly
independent positive maps (resp. nonnegative biquadratic forms). The convex cone of
positive maps (resp. nonnegative biquadratic forms) is the convex hull of extremal positive
maps (resp. nonnegative biquadratic forms).
Positive linear maps appear in matrix theory and operator algebras [29, 33]. For nearly
half a century (completely) positive maps gained a lot of attention in mathematical physics
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and lately in quantum computation and quantum information theory [11, 12]. In the last
decade completely positive maps are effectively used in semidefinite programming [22,
23]. In optimization completely positive maps are related to SOS matrix polynomials,
which can be used to detect SOS-convex polynomials [1]. In [17, 18] the authors study
nonnegative biquadratic forms arising from quasiconvex quadratic forms in relation with
elasticity tensors.
The main result of this paper is the construction of new families of positive linear maps
Φ: Sym3 → Sym3 such that the associated biquadratic forms pΦ(x, y) = yT Φ
(
x xT
)
y
have 8, 9 or 10 real zeros in P2 × P2. These are the first known examples having 8, 9
or 10 zeros. Note that the maximal posssible number of real zeros (if it is finite) is 10
and that such maps are never completely positive [30]. From our construction, in which
we prescribe the zero set of biquadratic forms, we can directly deduce which nonnegative
biquadratic forms are extremal. Our method of constructing positive maps by determining
families of zeros of the associated biquadratic forms is to the best of our knowledge new.
Our explicit examples provide a big family of (extremal) positive maps that might help
to understand the difference between the convex cones ΣB(3,3) ⊂ PB(3,3) and moreover their
boundaries. Repeating the proofs of [26] and [3] for biquadratic forms, shows that the
algebraic boundary of PB(3,3) is the discriminant of biquadratic ternary forms. Using [14,
Chapter 13. 2. B] we calculated, that the discriminant is an irreducible hypersurface of
degree 1328 in P35.
During our research we also learned that explicit families of positive maps that are not
completely positive are of big importance in quantum computing. They are entanglement
witnesses of non-entanglement breaking maps. Detection of completely positive maps
that are not entanglement breaking was addressed in [27]. Explicit constructions of such
maps from the examples of this paper is part of our work in progress.
The authors would like to thank Bor Plestenjak for helping to numerically determine
the regions of positivity long before we were able to provide proofs.
2 Canonical form
In this section we construct a canonical form for positive maps under PGL3×PGL3 action.
If we write a positive linear map Φ: Sym3 → Sym3 in coordinates
Φ
 z00 z01 z02z11 z12
z22
 = z00A00 + z01A01 + z02A02 + z11A11 + z12A12 + z22A22,
where Aij are constant 3× 3 symmetric matrices
Aij =
 aij bij cijdij eij
fij
 ,
then the corresponding nonnegative biquadratic form pΦ on P2 × P2 equals
(y0, y1, y2).
(
x20A00 + x0x1A01 + x0x2A02 + x
2
1A11 + x1x2A12 + x
2
2A22
)
.
y0y1
y2
 .
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Throughout the paper we will assume that pΦ has at least 7 real zeros in P2 × P2.
Moreover, we assume that 4 of the zeros have the following property: by projecting them
to the first component we get 4 points in general position in P2, and the same holds by
projecting them to the second component. Since our aim is to construct positive maps
that are not completely positive, these assumptions follow naturally from the following
remark.
Remark 1. Quarez [30] proved that a nonnegative biquadratic form which is not SOS
can have at most 10 real zeros in P2×P2. On the other hand, the number of real zeros of
an SOS biquadratic form is either infinite or strictly less than 7. Nonnegative biquadratic
forms with 7, 8, 9 or 10 real zeros therefore define positive maps that are not completely
positive. In [30, Proposition 7.6] we also find that a biquadratic form has infinitely many
zeros if any four zeros have the following property: the projections of the four points to
the first component are collinear in P2, and the same holds for the projections to the
second component.
The group PGL3×PGL3 acts naturally on the convex cone of nonnegative biquadratic
forms on P2 × P2 by
yT Φ(x xT ) y 7→ (Q y)TΦ(P x xTP T )Q y,
where P,Q ∈ PGL3. Under this equivalence we can always assume that
(1, 1,−1; 1, 1,−1), (1,−1, 1; 1,−1, 1), (−1, 1, 1;−1, 1, 1) and (1, 1, 1; 1, 1, 1)
are zeros of pΦ. Since pΦ is nonnegative, it achieves its minimum on the real zero locus.
Evaluating the gradient in the above 4 points gives a linear system of equations in the
entries of Aij,
∂pΦ
∂xi
=
∂pΦ
∂yj
= 0 for i, j = 0, 1, 2.
The solution is a (36− 20)-parameter family
A00 =
 a00 b00 c00d00 e00
f00

A01 =
 −2b00 12 (−a00 − d11 + f22 − a11 − d00) −e00 − e11 + e22−2b11 −c00 − c11 + c22
2b22

A11 =
 a11 b11 c11d11 e11
f11

A02 =
 −2c00 −e00 + e11 − e22 12(−a00 + d11 − f22 − a22 − f00)2c11 −b00 + b11 − b22
−2c22

A12 =
 2e00 c00 − c11 − c22 b00 − b11 − b22−2e11 12(a00 − d11 − f22 − d22 − f11)−2e22

A22 =
 a22 b22 c22d22 e22
f22
 ,
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where d00 + f00 = a11 + a22 and a11 + f11 = d00 + d22. Note that the linearly dependent
relation a22 + d22 = f00 + f11 completes the symmetry. When a positive map is presented
in the above basis, we say that it is in the canonical form.
Positive map Φ comes in pair with another positive map Φˆ, which is defined by the
duality
yT Φ(x xT ) y = xT Φˆ(y yT ) x . (2)
Note that Φˆ : Sym3 → Sym3 is exactly the adjoint map of Φ. Clearly Φ is completely
positive if and only if Φˆ is completely positive. For Φ in the canonical form, its pair
Φˆ : [wij]0≤i≤j≤2 →
∑
0≤i≤j≤2 wijAˆij equals
Aˆ00 =
 a00 −b00 −c00a11 e00
a22

Aˆ01 =
 2b00 12 (−a00 − d11 + f22 − a11 − d00) −e00 + e11 − e222b11 c00 − c11 − c22
2b22

Aˆ11 =
 d00 −b11 c11d11 −e11
d22

Aˆ02 =
 2c00 −e00 − e11 + e22 12(−a00 + d11 − f22 − a22 − f00)2c11 b00 − b11 − b22
2c22

Aˆ12 =
 2e00 −c00 − c11 + c22 −b00 + b11 − b222e11 12(a00 − d11 − f22 − d22 − f11)
2e22

Aˆ22 =
 f00 b22 −c22f11 −e22
f22
 ,
where d00 + f00 = a11 + a22, a11 + f11 = d00 + d22 and a22 + d22 = f00 + f11 ensure that Φˆ
is also in the canonical form.
Remark 2. The examples that we found in [6, 10, 15, 24, 28, 30, 32, 35] all satisfy
bii = cii = eii for i = 0, 1, 2, and moreover Φ = Φˆ in [28, 35] .
Remark 3. Each additional zero Tk = (s0k, s1k, s2k; t0k, t1k, t2k) from the set of real zeros
of pΦ
{(1,1,−1; 1,1,−1), (1,−1,1; 1,−1,1), (−1,1,1;−1,1,1), (1,1,1; 1,1,1)} ∪ {T1, T2, . . .},
imposes another set of linear equations in aii, bii, cii, dii, eii, fii,
∂pΦ
∂xi
(Tk) =
∂pΦ
∂yj
(Tk) = 0 for i, j = 0, 1, 2.
We can see that, in order to obtain a nontrivial solution, increasing the number of real
zeros also increases restrictions on the coordinates of zeros. In practice this means that
the two sets of points {(1, 1,−1), (1,−1, 1), (−1, 1, 1), (1, 1, 1), } ∪ {(s0k, s1k, s2k)}k and
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{(1, 1,−1), (1,−1, 1), (−1, 1, 1), (1, 1, 1), } ∪ {(t0k, t1k, t2k)}k are in some special geomet-
ric configuration in P2. We believe that the reason for this hidden geometry lies in the
following duality. For each zero (s0, s1, s2; t0, t1, t2) of pΦ, determinantal representation
Φ(x xT ) is singular at (s0, s1, s2) with eigenvector (t0, t1, t2), and determinantal represen-
tation Φˆ(y yT ) is singular at (t0, t1, t2) with eigenvector (s0, s1, s2).
3 Nonnegative biquadratic forms with 10 zeros
For t ∈ R we will determine nonnegative biquadratic forms pt(x, y) = yT Φt(x xT ) y with
the following real zeros,
Z(pt) = {(1, 1, 1; 1, 1, 1), (1, 1,−1; 1, 1,−1), (1,−1, 1; 1,−1, 1), (−1, 1, 1;−1, 1, 1),
(1, t, 0; t, 1, 0), (0, 1, t; 0, t, 1), (t, 0, 1; 1, 0, t),
(1,−t, 0;−t, 1, 0), (0, 1,−t; 0,−t, 1), (−t, 0, 1; 1, 0,−t)} .
We demand that pt(x, y) is nonnegative, thus it is minimal on its real zero locus. This
means that all partial derivatives evaluated on Z(pt) must be 0. The condition on the
first four points puts Φt into the canonical form described in Section 2. The remaining
six points impose a system of equations that is linear in aii, bii, cii, dii, eii, fii, and cubic in
t with the following nontrivial solutions:
a00 = b00 = b11 = c00 = c22 = d11 = e11 = e22 = f22 = 0, (3)
a22 = f00, d00 = a11, f11 = d22, t = ±1;
b00 = b11 = b22 = c00 = c11 = c22 = e00 = e11 = e22 = 0, (4)
a22 = d00 = f11 = 0, f00 = a11 = d22, t = 0;
b00 = b11 = b22 = c00 = c11 = c22 = e00 = e11 = e22 = 0, (5)
a00 = d11 = f22, f00 = a11 = d22 =
a00
(−1 + t2)2 , d00 = f11 = a22 =
a00t
4
(−1 + t2)2 .
It remains to be verified which of the above solutions define positive maps. In the first
case (3) with t = ±1, the matrix
Φ±1(x xT )=
a11x21+2e00x1x2+f00x22 b22x22−a11x0x1−e00x0x2−c11x1x2 c11x21−e00x0x1−f00x0x2−b22x1x2a11x20+2c11x0x2+d22x22 e00x20−c11x0x1−b22x0x2−d22x1x2
f00x20+2b22x0x1+d22x
2
1

is positive semidefinite (denoted by  0) iff all its principal minors are nonnegative for all
x ∈ P2(R). Since the determinant is zero, the biquadratic form p±1 has infinitely many
zeros and we obtain a completely positive map Φ±1. The 1×1 principal minors Φ±1(x xT )
are everywhere nonnegative when
a11 ≥ 0, d22 ≥ 0, f00 ≥ 0, a11f00 − e200 ≥ 0, a11d22 − c211 ≥ 0, d22f00 − b222 ≥ 0,
moreover, the three 2×2 principal minors of Φ±1(x xT ) are everywhere nonnegative when −e200 + a11f00 a11b22 + c11e00 b22e00 + c11f00−c211 + a11d22 b22c11 + d22e00
−b222 + d22f00
  0.
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A straightforward calculation shows that these conditions are equivalent to a11 −c11 −e00d22 −b22
f00
  0.
In the second case (4) when t = 0, the zero set Z(p0) consists of 7 zeros. The positive
semidefiniteness of
Φ0(x x
T )=
a00x20 + a11x21 −12(a11 + a00 + d11 − f22)x0x1 −12(a11 + a00 − d11 + f22)x0x2d11x21 + a11x22 −12(a11 − a00 + d11 + f22)x1x2
a11x
2
0 + f22x
2
2

can be again analyzed by the principal minors, which will be done in Section 6.
In the remaining case (5) we take a00 = (t
2−1)2 6= 0 and get a new 1-parameter family
of positive maps that are not completely positive.
Theorem 1. Linear maps Φt on Sym3 of the form z00 z01 z02z11 z12
z22

 (t2 − 1)2z00 + z11 + t4z22 −(t4 − t2 + 1)z01 −(t4 − t2 + 1)z02t4z00 + (t2 − 1)2z11 + z22 −(t4 − t2 + 1)z12
z00 + t
4z11 + (t
2 − 1)2z22

are positive for t ∈ R. Apart from t = ±1, these positive maps are extremal and not
completely positive.
Proof. The determinant of
Φt(x x
T ) =
 (t2 − 1)2x20 + x21 + t4x22 −(t4 − t2 + 1)x0x1 −(t4 − t2 + 1)x0x2t4x20 + (t2 − 1)2x21 + x22 −(t4 − t2 + 1)x1x2
x20 + t
4x21 + (t
2 − 1)2x22

is (t2 − 1)2 multiplied by the generalized Robinson polynomial
t4(x60 + x
6
1 + x
6
2)− 3(t8 − 2t6 + t4 − 2t2 + 1)x20x21x22 + (6)
+(t8 − 2t2)(x40x21 + x41x22 + x42x20) + (1− 2t6)(x20x41 + x21x42 + x22x40).
This polynomial is nonnegative by [31, Example 6.5]. The trace of the matrix Φt(xx
T )
equals
Tr(Φt(xx
T)) = 2(t4 − t2 + 1)(x20 + x21 + x22),
which is nonnegative for each x ∈ P2(R), and is positive for each nonzero x. Similarly,
the sum of all main 2× 2 subdeterminants of Φt(xxT ) is
(t4 − t2 + 1)2(x20 + x21 + x22)2,
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which is again always nonnegative and positive for x 6= 0. This shows that Φt is a positive
linear map for all t ∈ R− {±1}.
Note that, if we substitute t = 0 in the above matrix, we get the famous example of
Choi considered in [30] which is known to be extremal [16]; and for t = ±1 we get an SOS
matrixx21 + x22 −x0x1 −x0x2x20 + x22 −x1x2
x20 + x
2
1
 =
 x1−x0
0
 [x1 −x0 0] +
−x20
x0
 [−x2 0x0] +
 0x2
−x1
 [0x2 −x1].
An easy computation in Mathematica checks that for all other t the generalized Robinson
polynomial has 10 real zeros, therefore it is not a sum of squares by [9, Theorem 4.6],
and hence Φt is not completely positive. It is obvious from our construction that Φt is
extremal. Indeed, if Φt = Φt′ + Φt′′ would be a sum of two different positive maps, the
associated biquadratic forms pt′ , pt′′ and pt would need to have the same 10 zeros.
Corollary 2. As discussed in Remark 1, the upper bound on the number of real zeros of
nonnegative biquadratic forms is 10. Theorem 1 shows that the upper bound is obtained.
Remark 4. Note that the generalized Robinson polynomial (6) converges to Robinson
polynomial (1) when t→ ±1. However,
lim
t→±1
det Φt(x x
t) = 0,
therefore the question whether there exists a positive semidefinite quadratic determinantal
representation of Robinson polynomial is still open.
4 Nonnegative biquadratic forms with 9 zeros
For p, q ∈ R we will determine nonnegative biquadratic forms pp,q(x, y) = yT Φp,q(x xT ) y
with the following zeros,
{(1, 1, 1; 1, 1, 1), (1, 1,−1; 1, 1,−1), (1,−1, 1; 1,−1, 1), (−1, 1, 1;−1, 1, 1),
(1, p, 0; q, 1, 0), (1,−p, 0;−q, 1, 0), (0, 1, q; 0, p, 1), (0, 1,−q; 0,−p, 1), (0, 0, 1; 1, 0, 0)} .
The same argument as in the previous section on the first four zeros, ensures that Φp,q is
in the canonical form. The condition that the partial derivatives of pp,q(x, y) are zero on
the prescribed set of real zeros gives a linear system of equations in the coefficients of pp,q
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with the following nontrivial solutions
b00 = b11 = b22 = c00 = c11 = c22 = e00 = e11 = e22 = 0, (7)
a22 = d00 = f11 = 0, a11 = d22 = f00, p = q = 0;
b00 = b11 = b22 = c00 = c11 = c22 = e00 = e11 = e22 = 0, (8)
a00 = a22 = d00 = f11 = f22 = 0, a11 = d22 = f00 = −d11, p = 0;
b00 = b11 = b22 = c00 = c11 = c22 = d00 = d11 = d22 = e00 = e11 = e22 = 0, (9)
a11 = a22 = f00 = f11 = 0, f22 = a00, q = 0;
a22 = b22 = c00 = c22 = e00 = f00 = 0, d00 = a11, f11 = d22, (10)
a00 = f22 =
d11
4
, b00 =
b11
2
, e22 =
e11
2
, p = ± 1√
2
, q = ±
√
2;
a00 = a22 = b00 = b11 = b22 = c00 = c22 = e00 = e11 = e22 = f00 = f22 = 0, (11)
d11 = 0, d00 = a11, d22 = f11, p =
1
q
;
b00 = b11 = b22 = c00 = c11 = c22 = e00 = e11 = e22 = 0, (12)
a11 = a22 = d00 = d22 = f00 = f11 = 0, a00 = f22 =
d11
4
, p =
q
2
;
b00 = b11 = b22 = c00 = c11 = c22 = e00 = e11 = e22 = 0, f00 = −(2p− q)(1 + pq)
q(pq − 1) d11, (13)
a00 = f22 =
p2
q2
d11, a22 = 0, d00 = f11 =
p2(2p− q)q
(pq − 1)2 d11, a11 = d22 =
2p− q
q(pq − 1)2d11.
Case (7) with p = q = 0 is the same as case (4) with t = 0, where we get the Choi set of
7 zeros which will be considered in Section 6. In (8) we get
Φ0,q(x x
T ) = d11
−x21 0 x0x2x21 − x22 0
−x20

which is clearly not semidefinite. On the other hand, case (9) is SOS for a00 > 0, since
Φp,0(x x
T ) = a00
x20 0 −x0x20 0
x22
 = a00
 x00
−x2
 [x0 0 −x2].
Determinantal representation Φ± 1√
2
,±√2(x x
T ) in (10) equalsd114 x20−b11x0x1+a11x21 b11(x202 +x21)−(a11+d112 )x0x1+ e112 x0x2−c11x1x2 c11x21− 12 e11x0x1+ d114 x0x2− b112 x1x2a11x20+d11x21+d22x22−2(b11x0x1−c11x0x2+e11x1x2) e11(x21+x222 )−c11x0x1+ b112 x0x2−(d112 +d22)x1x2
d22x21−e11x1x2+ d114 x22

with determinant
1
4
(−c211d11 − b211d22 − a11e211 + a11d11d22 + 2b11c11e11)x21(x20 − 2x21 + x22)2.
This means that p± 1√
2
,±√2(x, y) has infinitely many real zeros and is SOS whenever
Φ± 1√
2
,±√2(x x
T )  0 for all x ∈ P2(R).
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We invite the reader to prove that the principal minors of Φ± 1√
2
,±√2(x x
T ) are everywhere
nonnegative if and only if  a11 −b11 c11d11 −e11
d22
  0.
(This calculation is a good exercise in semidefiniteness of binary and ternary quadratic
forms that will feature in many other examples).
Both cases (11) and (12)
Φp, 1
p
(x xT ) =
a11x21 −x1(a11x0 + c11x2) c11x21a11x20 + 2c11x0x2 + d22x22 −x1(c11x0 + d22x2)
d22x
2
1

and
Φp,2p(x x
T ) =
d11
4
x20 −2x0x1 x0x24x21 −2x1x2
x22
 = d11
4
 x0−2x1
x2
 [x0 −2x1 x2]
have determinant 0. This implies that Φp, 1
p
is completely positive (since the associated
biquadratic form has infinitely many real zeros) when a11 ≥ 0, d22 ≥ 0 and a11d22− c211 ≥
0. Indeed, under these conditions Φp, 1
p
(x xT ) is positive semidefinite for all x ∈ P2(R).
Obviously, Φp,2p is completely positive for d11 ≥ 0.
The most interesting case is (13), where we get a new family of positive maps that are
not completely positive.
Theorem 3. Linear maps on Sym3 of the form z00 z01 z02z11 z12
z22

p2(pq−1)2z00 + q(2p−q)z11 −pq(1−q2+p2q2)z01 (pq−1)(p2+pq−p3q−q2+p2q2)z02p2q3(2p−q)z00+q2(pq−1)2z11+q(2p−q)z22 −pq(1−q2+p2q2)z12
q(2p−q)(1−p2q2)z00+p2q3(2p−q)z11+p2(pq−1)2z22

are positive for{
(p, q) ∈ [0, 1/
√
2]× [0,
√
2] : 2p− q ≥ 0, (p2 − 1)2q2 − p2 ≥ 0
}
.
For all (p, q) in this region, except on the line q = 2p, these positive maps are extremal
and not completely positive.
Proof. If we take d11 = q
2(pq − 1)2 in (13), we get that Φp,q(x xT ) equalsp2(pq−1)2x20+q(2p−q)x21 −pq(1−q2+p2q2)x0x1 (pq−1)(p2+pq−p3q−q2+p2q2)x0x2p2q3(2p−q)x20+q2(pq−1)2x21+q(2p−q)x22 −pq(1−q2+p2q2)x1x2
q(2p−q)(1−p2q2)x20+p2q3(2p−q)x21+p2(pq−1)2x22
.
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Observe that its first and second leading principal minors
p2(pq − 1)2x20 + q(2p− q)x21 and
(2p− q)q (q2(−1 + pq)2(px0 − x1)2(px0 + x1)2 + (p2(1− pq)2x20 + q(2p− q)x21)x22)
are nonnegative for all x if and only if q(2p − q) ≥ 0, and that its determinant equals
q2(pq − 1)2(2p− q)2 times
p4q2(1− p2q2)x60 + p2q2(−2 + 2p2q2 + p4q2)x40x21 + p2(1− 2p2q2 + q4 − 2p2q4 + p4q4)x40x22
+q2(1− p2q2 − 2p4q2)x20x41 − (p2 + 2q2 − 6p2q2 + p2q4 − 2p4q4 + p6q4)x20x21x22
+(q2 − p2 + p4q2 − 2p2q2)x20x42 + p2q4x61 − 2p2q2x41x22 + p2x21x42.
First we consider the cases when the above determinant is constantly 0:
• for q = 0 we get the congruence map Φp,0 obtained in (9) with a00 = p2;
• for q = 1
p
we get the completely positive map Φp, 1
p
obtained in (11) with c11 = 0
and a00 = d22 =
2p2−1
p2
≥ 0, which in particular implies |p| ≥ 1√
2
;
• for q = 2p we get the congruence map Φp,2p obtained in (12) with d11 = 4p2(1−2p2)2.
From now on we assume that q(pq− 1)(2p− q) 6= 0. We will determine the conditions on
p, q under which Φp,q will be a positive linear map. Since the determinant is not constantly
0 and the principal minors of Φp,q(x x
T ) are continuous in x, it is by Sylvester’s criterion
enough to verify that the leading principal minors are nonnegative for all x ∈ P2(R).
Note that the determinant is a quadric in x22, thus it is everywhere nonnegative if and
only if for all real x0, x1 one of the following holds:
(i) the coefficient at x42 is ((p
2 − 1)2q2 − p2)x20 + p2x21 ≥ 0,
the constant term is q2(p2x20 − x21)2
(
(1− p2q2)x20 + p2q2x21
) ≥ 0,
and the discriminant is p2(1− q2 + p2q2)2x20(x0 − x1)2(x0 + x1)2 ×
(p2(−1− q2 + p2q2)2x20 + 4(p2 − 1)q2x21) ≤ 0,
or
(ii) the coefficient at x42 is ((p
2 − 1)2q2 − p2)x20 + p2x21 ≥ 0,
the coefficient at x22 is p
2((1− p2)2q4 − 2p2q2 + 1)x40 −
(p2 + 2q2 − 6p2q2 + p2(1− p2)2q4)x20x21 − 2p2q2x41 ≥ 0,
and the constant term is q2(p2x20 − x21)2
(
(1− p2q2)x20 + p2q2x21
) ≥ 0.
We have already shown that the nonnegativity of the first two leading principal minors of
Φp,q(x x
T ) implies q(2p − q) ≥ 0. Moreover, nonnegativity of the leading coefficient and
of the constant term in the determinant implies (p2 − 1)2q2 − p2 ≥ 0 and 1 − p2q2 ≥ 0.
The intersection of these regions
R = {(p, q) ∈ R2 : q(2p− q) ≥ 0, (p2 − 1)2q2 − p2 ≥ 0, 1− p2q2 ≥ 0}
is shown in Figure 1. A simple calculation shows that (p, q) ∈ [−1/√2, 1/√2]× [−√2,√2]
and that R is bounded by the curves with equations 2p− q = 0 and (p2− 1)2q2− p2 = 0.
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Figure 1: Intersection of regions q(2p− q) ≥ 0, (p2 − 1)2q2 − p2 ≥ 0, 1− p2q2 ≥ 0.
Since Φp,q and the set of zeros of pp,q are both invariant under the simultaneous sign
change of ±p,±q, it is enough to consider 0 ≤ p ≤ 1√
2
and 0 ≤ q ≤ √2.
We can now prove that Φp,q(x x
T )  0 holds for (p, q) ∈ R and all x ∈ P2(R). For
p2(−1− q2 + p2q2)2x20 ≤ 4q2(1− p2)x21
the discriminant in (i) is clearly not positive. It remains to show that for (p, q) ∈ R and
p2(−1− q2 + p2q2)2x20 ≥ 4q2(1− p2)x21 the coefficient at x22 in (ii) is nonnegative. View
p2((1− p2)2q4 − 2p2q2 + 1)x40 − (p2 + 2q2 − 6p2q2 + p2(1− p2)2q4)x20x21 − 2p2q2x41
as a quadric in x21. Its leading term −2p2q2 is clearly negative for (p, q) 6= (0, 0) and the
constant term P = p2
(
(1− p2)2 q4 − 2p2q2 + 1
)
is positive on R\{(1/√2,√2)} since
(
1− p2)2 q4 − 2p2q2 + 1 = ((p2 − 1)2 q2 − p2) q2 + 1− p2q2 ≥ 0,
as ilustrated in Figure 2. Denote B = −p2 − 2q2 + 6p2q2 − p2(1 − p2)2q4. Then the
coefficient at x22 in (ii) equals
Px40 + Bx
2
0x
2
1 − 2p2q2x41 =(
x21 +
−B +√B2 + 8Pp2q2
4p2q2
x20
)(
−2p2q2x21 +
B +
√
B2 + 8Pp2q2
2
x20
)
,
which is nonnegative if and only if the second factor is nonnegative. From the assumption
p2(−1− q2 + p2q2)2x20 ≥ 4q2(1− p2)x21 it follows that
−2p2q2x21 +
B +
√
B2 + 8Pp2q2
2
x20 ≥ −p4
(−1− q2 + p2q2)2
2(1− p2) x
2
0 +
B +
√
B2 + 8Pp2q2
2
x20.
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2 p - q  0p2 - 12 q2 - p2  0
1 - p2 2 q4 - 2 p2 q2 + 1  0
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
1.5
2.0
Figure 2:
We claim that the right hand side is nonnegative on R, which is equivalent to√
B2 + 8Pp2q2 ≥ p4 (−1− q
2 + p2q2)2
(1− p2) −B.
For the last inequality it is enough to show that it holds for the absolute value of the right
hand side. After squaring, we get
p4(1− q2 + p2q2)2
(1− p2)2
(
2q2 − p2 − 3p2q2 + p4q2) (2− p2 − p2q2 + p4q2) ≥ 0,
which holds since the last two factors are both nonnegative on R. Indeed,
2q2 − p2 − 3p2q2 + p4q2 = (p2 − 1)2 q2 − p2 + q2(1− p2) ≥ 0
and
2− p2 − p2q2 + p4q2 = 2− p2 + p2q2(p2 − 1) ≥ 2− p2 + p2 − 1 = 1.
The above manipulation with inequalities is illustrated in Figure 2, where the red curve
has equation
−p4 (−1− q
2 + p2q2)2
2(1− p2) +
B +
√
B2 + 8Pp2q2
2
= 0.
This concludes the proof of positivity of Φp,q.
Finally we check for which (p, q) ∈ R the positive map Φp,q is completely positive
or equivalently, when pp,q is SOS. By Remark 1 it suffices to prove that pp,q does not
have infinitely many real zeros. On the boundary q2 = p
2
(p2−1)2 of R, the real zeros of
det Φp,q(x x
T ) are the real zero set of
(p4 − 2p6)x60 + p2(−2 + 4p2 + p6)x40x21 − (p2 − 1)2(2p2 − 1)x40x22 + (1− 2p2 − 2p6)x20x41
−(p2 − 1)2(3− 8p2 + 2p4)x20x21x22 + p4x61 − 2p2(p2 − 1)2x41x22 + (p2 − 1)4x21x42,
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which for p ∈ (0, 1/√2) equals
{(1, 1, 1), (1, 1,−1), (1,−1, 1), (−1, 1, 1),
(1, p, 0), (1,−p, 0), (0, 1, p
1−p2 ), (0, 1,− p1−p2 ), (0, 0, 1)
}
.
The kernels of Φp,q(x x
T ) in these 9 points are one dimensional, which means that pp,q has
9 real zeros and is thus not SOS. On the other boundary q = 2p of R we get a congruence
map already considered in case (12). For (p, q) in the interior of R we used Mathematica
to solve the system
∂ det Φp,q(x x
T )
∂xi
= 0, i = 0, 1, 2
and obtained 9 solutions
{(1, 1, 1), (1, 1,−1), (1,−1, 1), (−1, 1, 1), (1, p, 0), (1,−p, 0), (0, 1, q), (0, 1,−q), (0, 0, 1)} ,
which are the real zeros of det Φp,q(x x
T ). Additionally we need to show that Φp,q(x x
T )
has one dimensional kernels at these points. By Remark 3 it is equivalent to show that
det Φˆp,q(y y
T ) has 9 real zeros, where Φˆp,q is the dual map of Φp,q defined in (2). For the
latter we again used Mathematica to prove that
{(1, 1, 1), (1, 1,−1), (1,−1, 1), (−1, 1, 1), (q, 1, 0), (−q, 1, 0), (0, p, 1), (0,−p, 1), (1, 0, 0)}
are the solutions of the system
∂ det Φˆp,q(y y
T )
∂yi
= 0, i = 0, 1, 2.
We proved that pp,q has 9 real zeros for (p, q) in the interior of R, thus by Remark 1 it is
not SOS and Φp,q is not a completely positive map.
From our construction it follows that for each (p, q) ∈ R there is up to a scalar a
unique nonnegative biquadratic form pp,q with the prescribed 9 real zeros, therefore all
positive maps Φp,q are extremal.
5 Nonnegative biquadratic forms with 8 zeros
For m,n ∈ R we will determine nonnegative biquadratic forms pm,n(x, y) = yT Φm,n(x xT ) y
with the following zeros,
{(1, 1, 1; 1, 1, 1), (1, 1,−1; 1, 1,−1), (1,−1, 1; 1,−1, 1), (−1, 1, 1;−1, 1, 1),
(1, 0, 0;m, 1, 0), (1, n, 0; 0, 1, 0), (0, 1, 0; 0, 0, 1), (0, 0, 1; 1, 0, 0)} .
The condition that the partial derivatives of pm,n(x, y) are zero on the set of zeros gives a
linear system of equations in the coefficients of pm,n with the following nontrivial solutions
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b00 = b11 = b22 = c00 = c11 = c22 = e00 = e11 = e22 = 0, (14)
a22 = d00 = f11 = 0, a11 = d22 = f00, m = n = 0;
b00 = b11 = b22 = c00 = c11 = c22 = e00 = e11 = e22 = 0, (15)
a22 = d00 = d11 = f11 = 0, a11 = d22 = f00, f22 = a00 + a11, m = 0;
b00 = b11 = b22 = c00 = c11 = c22 = e00 = e11 = e22 = 0, (16)
a00 = a22 = d00 = f11 = 0, a11 = d22 = f00, f22 = a11 + d11, n = 0;
a22 = b22 = c00 = c11 = c22 = e00 = e11 = e22 = f11 = 0, (17)
a00 =
d00
m2
, b00 = −d00
m
, b11 =
d00
n
, d11 =
d00
n2
,
d22 = f00 = a11 − d00, f22 = a11 − d00
(
1− 1
m2
− 1
n2
− 2
mn
)
.
In (14) with m = n = 0 the biquadratic form p0,0 has the 7 zeros of Choi, which we
will analyze in Section 6. In (15) we get
Φ0,n(x x
T ) =
a00x20 + a11x21 0 −(a00 + a11)x0x2a11x22 −a11x1x2
a11x
2
0 + (a00 + a11)x
2
2

and det Φ0,n(x x
T ) = a211(x
2
0 − x21)x22 (a00x20 + a11x21 − (a00 + a11)x22). Such Φ0,n is not a
positive map unless a11 = 0, in which case it is a completely positive congruence map.
Analogously, case (16) is not semidefinite for d00 ≥ 0 and a11 > 0, since
Φm,0(x x
T ) =
a11x21 0 −a11x0x2d11x21 + a11x22 −(a11 + d11)x1x2
a11x
2
0 + (a11 + d11)x
2
2

has determinant
a211(x
2
1 − x22)
(
d11x
2
0x
2
1 + a11x
2
0x
2
2 − (a11 + d11)x21x22
)
,
and for d00 ≥ 0 and a11 = 0 the map Φm,0 is a congruence map.
The last case (17) yields a three dimensional family of positive maps which we describe
in the following theorem.
Theorem 4. Linear maps on Sym3 of the form z00 z01 z02z11 z12
z22
 7→ b
z11 0 −z02z22 −z12
z00 + z22
+
n2(z00 + 2mz01 + m2z11) −mn (nz00 + (mn− 1)z01 −mz11) −n(m + n)(z02 + mz12)m2(n2z00 − 2nz01 + z11) m(m + n)(nz02 − z12)
(m + n)2z22

are positive for{
(m,n, b) ∈ [−1, 1]2 × [0, 1/4] : 0 ≤ b ≤ min{−(2mn+n2+m2n2),−(2mn+m2n2+m2)}} .
These positive maps are completely positive for b = 0 and not completely positive else-
where. Moreover, for b = min {−(2mn + n2 + m2n2),−(2mn + m2n2 + m2)} they are
extremal positive maps.
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Proof. If we multiply Φm,n(x x
T ) in (17) by m2n2, we get
a11m
2n2
x21 0 −x0x2x22 −x1x2
x20 + x
2
2
+
d00
n2(x20+2mx0x1) −mn(nx0−x1)(x0+mx1) −n(mx0+nx0−m2nx0+m2x1+mnx1)x2m2(n2x20−2nx0x1+x21−n2x22) m(mnx0+n2x0−mx1−nx1+mn2x1)x2
−m2n2x20+(m+n)2x22−m2n2x22
 =
(a11 − d00)m2n2
x21 0 −x0x2x22 −x1x2
x20 + x
2
2
+
d00
n2(x0 + mx1)2 −mn(nx0 − x1)(x0 + mx1) −n(m + n)(x0 + mx1)x2m2(nx0 − x1)2 m(m + n)(nx0 − x1)x2
(m + n)2x22
 .
Therefore we need to determine m,n and b for which Φb,m,n(x x
T ) =
b
x21 0 −x0x2x22 −x1x2
x20+x
2
2
+
−n(x0+mx1)m(nx0−x1)
(m+n)x2
 [−n(x0+mx1),m(nx0−x1), (m+n)x2] =bx21 + n2(x0 + mx1)2 −mn(nx0 − x1)(x0 + mx1) −n(m + n)(x0 + mx1)x2 − bx0x2m2(nx0 − x1)2 + bx22 m(m + n)(nx0 − x1)x2 − bx1x2
(m + n)2x22 + b(x
2
0 + x
2
2)

is positive semidefinite for all x ∈ P2(R). The first two leading principal minors of
Φb,m,n(x x
T ),
b x21 + n
2(x0 + mx1)
2 and bm2x21(nx0 − x1)2 + b2x21x22 + b n2(x0 + mx1)2x22
are everywhere nonnegative if and only if b ≥ 0. We will study the positivity of det Φb,m,n(x xT )
by presenting it as a quadric in x22. The determinant equals b
2 times
m2x20x
2
1(nx0 − x1)2 +(
n2(1−m2)x40+2m2nx30x1+(b−(m−n)2)x20x21 + 2m2nx0x31−(b+m2+2mn+m2n2)x41
)
x22 +(−(b + 2mn + n2)x20 − 2m2nx0x1 + (b + (m + n)2 + m2n2)x21)x42
and is everywhere nonnegative if and only if the constant and the leading term are greater
or equal to 0 for all real x0, x1, and either it has nonnegative middle term
n2(1−m2)x40 +2m2nx30x1 +(b−(m−n)2)x20x21 +2m2nx0x31−(b+m2+2mn+m2n2)x41 ≥ 0 (18)
or it has nonpositive discriminant
(x20 − x21)2 × (19)(
(n(m + 1)x0 −mx1)2 + (b + 2mn + m2n2)x21
)×(
(n(m− 1)x0 −mx1)2 + (b + 2mn + m2n2)x21
) ≤ 0.
Obviously, the constant term m2x20(nx0 − x1)2x21 is nonnegative everywhere. The leading
term
− (b + 2mn + n2)x20 − 2m2nx0x1 +
(
b + (m + n)2 + m2n2
)
x21 (20)
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also needs to be always nonnegative, which in particular implies (since b ≥ 0) that mn ≤ 0
and its discriminant 4(b + (m + n)2)(b + 2mn + n2 + m2n2) is nonpositive. It turns out
that the assumption
b + 2mn + n2 + m2n2 + m2 ≤ m2
is sufficient. Indeed, unless b,m, n are all 0, the discriminant of (20) is less or equal to
0 and the term at x21 is strictly positive, therefore the leading term of det Φb,m,n(x x
T ) is
always nonnegative.
Before we proceed with our analysis of positivity, we make some observations about the
symmetry of m and n. Recall the dual of a positive map defined in (2) by yT Φ(x xT ) y =
xT Φˆ(y yT ) x. In our case Φˆb,m,n(y y
T ) equalsn2(y0 −my1)2 + by22 mn(ny0 + y1)(y0 −my1) −by0y2 + n(m + n)(−y0 + my1)y2by20 + m2(ny0 + y1)2 −by1y2 −m(m + n)(ny0 + y1)y2
(m + n)2y22 + b(y
2
1 + y
2
2)
 .
It is easy to check that yT Φb,m,n(x x
T ) y is invariant under the following changes of pa-
rameters
m n x0 y0
↓ ↓ ↓ ↓
−m −n −x0 −y0
and
m n x0 x1 x2 y0 y1 y2
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
n m y1 y0 y2 x1 x0 x2
.
We remark that the latter parameter change can be written as
Φb,n,m(x x
T ) =
0 1 01 0 0
0 0 1
 Φˆb,m,n
0 1 01 0 0
0 0 1
 x xT
0 1 01 0 0
0 0 1
0 1 01 0 0
0 0 1
 .
In other words, for each inequality I(m,n, b) that arises from Φb,m,n(x x
T )  0 for all x,
we also have an analogous inequality I(n,m, b) arising from Φˆb,m,n(y y
T )  0 for all y. For
example, we get
b ≥ 0,
b + 2mn + n2 + m2n2 + m2 ≤ m2,
b + 2mn + n2 + m2n2 + m2 ≤ n2,
which define region A shown in Figure 3,
A = {(m,n, b) ∈ R3 : 0 ≤ b ≤ min{−(2mn + n2 + m2n2),−(2mn + m2n2 + m2)}} .
An easy calculation shows that the graphs of fm(m,n) = −(2mn + m2n2 + m2) and
fn(m,n) = −(2mn + m2n2 + n2) defined for mn ≤ 0 meet along m = −n and that
min{fm, fn} reaches its maximal value 14 at m = −n = ± 1√2 . Figure 4 shows the symme-
tries in m and n when b = 0.
Our aim is to prove that Φb,m,n is positive for all (m,n, b) ∈ A. Since the cone of
positive maps is a convex set and Φb,m,n(x x
T ) is linear in b, it is enough to prove that
Φb,m,n is positive for b = 0 and b = min{−(2mn + n2 + m2n2),−(2mn + m2n2 + m2)}.
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Figure 3: Region A and its section along m = −n.
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Figure 4: Symmetry over the lines |m| = |n|.
Note that Φ0,m,n is a congruence map, so it is completely positive by definition. Proof of
positivity of Φb,m,n will be finished when we show that either (18) or (19) holds for each
x0, x1 ∈ R and
b = min{−(2mn + n2 + m2n2),−(2mn + m2n2 + m2)}.
By the the above discussed symmetries of m and n shown in Figures 3 and 4, it is enough
to consider
b = −(2mn + m2n2 + m2) and |m| ≥ |n|.
Note that in particular this implies |m| ≤ 1: if m > 0, then 2n + (n2 + 1)m ≤ 0 and
(n2 + 1)|n| ≤ (n2 + 1)m ≤ 2|n|, which shows that
|n| ≤ 1 and m ≤ −2n
n2 + 1
≤ 1.
Analogous argument works if m ≤ 0. Additionally we assume that m 6= 0, since m = 0
would imply n = b = 0. Under these assumptions we cover R2 with lines through the
origin and show that
(i) inequality (19) holds for points on x1 =
(k+m)n
2m
x0 with |k| ≥ 1,
(ii) inequality (18) holds for points on x1 =
(k+m)n
2m
x0 with |k| ≤ 1,
(iii) the middle term (18) equals 0 on the line x0 = 0.
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If we substitute b = −(2mn + m2n2 + m2) and x1 = (k+m)n2m x0 into (19), we get
(1− k2)(1−m2)n4x40(x20 − x21)2 ≤ 0,
which proves (i). By the same substitution (18) becomes
n2x40
4m2
(
4m2 − 2k2m2 − 2m4 − k2n2 − 2kmn2 + k3mn2 −m2n2 + 2k2m2n2 + km3n2) .
We claim that this is nonnegative, which is equivalent to
2m2
(
2− k2 −m2) ≥ n2(k + m)2(1− km).
For |k| = |m| = 1 the inequality clearly holds, else it is equivalent to
m2
n2
≥ (k + m)
2(1− km)
2 (2− k2 −m2) .
The last inequality follows from
1 ≥ (k + m)
2(1− km)
2 (2− k2 −m2) ,
which is the same as 2(1− k2)(1−m2) + (1− km)(2− k2 −m2) ≥ 0 that is clearly true.
Claim (iii) follows directly from substituting b = −(2mn+m2n2 +m2) and x0 = 0 in (18).
This concludes the proof of positivity of Φb,m,n.
Finally we will show that the positive maps Φb,m,n are not completely positive for all
(m,n, b) ∈ A with b 6= 0, by proving that the associated nonnegative biquadratic forms
pb,m,n have only finitely many (however at least 8) zeros. It is enough to check that pb,m,n
has finitely many real zeros on the boundary of A, since biquadratic forms in the interior
of A are convex combinations of the ones on the boundary. By symmetry we choose
b = −(2mn + n2 + m2n2) and |n| ≥ |m|. We remark that we were not able to solve the
system
∂ det Φb,m,n(x x
T )
∂xi
= 0, i = 0, 1, 2
and apply the same methods as in Section 4. Instead we will prove that det Φb,m,n(x x
T )
and det Φˆb,m,n(y y
T ) have only finitely many zeros in P2(R), which will imply that pb,m,n
has only finitely many zeros in P2(R)×P2(R) . By [9, Theorem 3.5] a nonnegative ternary
form has infinitely many zeros if and only if it is divisible by the square of some indefinite
form. By contradiction we will assume that det Φb,m,n(x x
T ) is divisible by the square of
some indefinite form. We will leave an analogous proof that det Φˆb,m,n(y y
T ) is not divisible
by the square of some indefinite form to the reader. For b = −(2mn+n2 +m2n2) 6= 0 we
get that det Φb,m,n(x x
T ) is n2(2m + n + m2n)2 times
m2x20x
2
1(nx0 − x1)2 +(
n2(1−m2)x40 + 2m2nx30x1 − (m2n2 + m2 + 2n2)x20x21 + 2m2nx0x31 + (n2 −m2)x41
)
x22 +
m2(nx0 − x1)2x42 ,
which we view as quartic in x2 with coefficients in R[x0, x1]. This quartic then needs to
have one of the following forms
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(I) it is a nontrivial product of polynomials of degree 4 and 0 in x2,
(II) it equals a product of two different quadrics in x2,
(III) it is a square of a quadric in x2.
The coefficient at x42 in the first factor in (I) needs to be everywhere nonnegative and
of degree strictly less than 2, therefore it can only be a constant. This implies that
(nx0 − x1)2 divides det Φb,m,n(x xT ). If we substitute x1 = nx0 into det Φb,m,n(x xT ) we
get n4 (n2 − 1)2 (2m + n + m2n)2 x40x22, which is not constantly 0 unless n = 0 or n = ±1.
But then also b = 0, which is a contradiction. The product in (II) equals(
m2(nx0 − x1)2x22 + P (x0, x1)x2 + Q(x0, x1)
) (
x22 + R(x0, x1)x2 + S(x0, x1)
)
(21)
for some P,Q,R, S ∈ R[x0, x1], since the leading terms at x2 in both factors need to be
everywhere nonnegative. From the coefficients at x32 and x2 being 0, we get P (x0, x1) =
−m2(nx0 − x1)2R(x0, x1) and
R(x0, x1)
(
Q(x0, x1)−m2(nx0 − x1)2S(x0, x1)
)
= 0.
Then either Q(x0, x1) = m
2(nx0−x1)2S(x0, x1) or R(x0, x1) = 0. If Q(x0, x1) = m2(nx0−
x1)
2S(x0, x1), the first factor in (21) and subsequently det Φb,m,n(x x
T ) are divisible by
(nx0 − x1)2, which we already considered in (I). If R(x0, x1) = 0 then also P (x0, x1) = 0.
Since in this case Q(x0, x1) is not divisible by (nx0 − x1)2 (else we get (I) again) and
Q(x0, x1)S(x0, x1) 6= 0, neither of the factors in (21) can be a square of some indefinite
form. In the remaining case (III) we assume that
det Φb,m,n(x x
T ) = n2(2m+n+m2n)2
(
m(nx0 − x1)x22 + T (x0, x1)x2 ±mx0(nx0 − x1)x1
)2
for some T (x0, x1). Since det Φb,m,n(x x
T ) contains no odd powers of x2, the quadric
T (x0, x1) is constantly 0 and (nx0−x1)2 divides det Φb,m,n(x xT ), which as before leads to
case (I).
We conclude the proof of Theorem 4 by determining which of Φb,m,n are extremal
positive maps. For fixed m and n we found all nonnegative biquadratic forms pb,m,n with
the set of 8 zeros prescribed at the beginning of Section 5, where b is an arbitrary number
between 0 and min{−(2mn+ n2 +m2n2),−(2mn+m2n2 +m2)}. Since pb,m,n is linear in
b, the extremal Φb,m,n are exactly the ones with (m,n, b) on the boundary of A and b 6= 0.
6 Nonnegative biquadratic forms with Choi set of 7
zeros
Nonnegative biquadratic forms with Choi set of zeros
{(1, 1, 1; 1, 1, 1), (1, 1,−1; 1, 1,−1), (1,−1, 1; 1,−1, 1), (−1, 1, 1;−1, 1, 1),
(1, 0, 0; 0, 1, 0), (0, 1, 0; 0, 0, 1), (0, 0, 1; 1, 0, 0)} ,
had previously been determined in [30]. Using the canonical form from Section 2, we
are able to present the corresponding positive maps and the area of positivity in a more
symmetric way.
20
Figure 5: The 2× 2 principal minors imply semidefiniteness
In Sections 3, 4 and 5 we found that for nonnegative biquadratic forms p0 with the
Choi set of 7 zeros, the associated Φ0(x x
T ) are of the forma00x20 + a11x21 −12(a11 + a00 + d11 − f22)x0x1 −12(a11 + a00 − d11 + f22)x0x2d11x21 + a11x22 −12(a11 − a00 + d11 + f22)x1x2
a11x
2
0 + f22x
2
2
 .
We omit detailed analysis when Φ0(x x
T ) is positive semidefinite for all x ∈ P2(R), since
it is similar to the methods used in [30, Section 6.4] and in our previous sections. We
view the principal minors as linear, quadratic and cubic in x20, x
2
1, x
2
2, and then show that
the nonnegativity of the 1× 1 and 2× 2 principal minors implies the nonnegativity of the
determinant. When a11 = 0, the above determinant is 0 and the associated biquadratic
form p0 is SOS under the following conditions
a00 ≥ 0, d11 ≥ 0, f22 ≥ 0,
−a200 − d211 − f 222 + 2a00d11 + 2a00f22 + 2d11f22 ≥ 0.
When a11 6= 0, we can without loss of generality take a11 = 1. Then Φ0(x xT ) is positive
semidefinite for all x ∈ P2(R) under the following conditions
a00 ≥ 0, d11 ≥ 0, f22 ≥ 0,
4d11f22 − (1− a00 + d11 + f22)2 ≥ 0,
4a00d11 − (1 + a00 + d11 − f22)2 ≥ 0,
4a00f22 − (1 + a00 − d11 + f22)2 ≥ 0.
The area cut out by the above three quadratic surfaces is shown on Figure 5. This
way we also obtain a big family of positive maps that are not completely positive. The
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special case a00 = d11 = f22 has already been studied in [30, Section 5.3.2], and for
a11 = a00 = d11 = f22 we get the example of Choix20 + x21 −x0x1 −x0x2x21 + x22 −x1x2
x20 + x
2
2

whose determinant is x40x
2
2 + x
2
1x
4
2 + x
2
0x
4
1 − 3x20x21x22.
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