Reading and creating graphical information is a difficult task for users with visual impairment and blindness. It becomes even more challenging on touchscreen devices due to the lack of tactile buttons. However, advancement in flexible displays and electronics offers the potential use of physical deformation as an additional input modality. These deformation-based gestures provide innate tactile and kinesthetic feedback, which are essential for non-visual interaction. In this paper, I describe my Ph.D. research on non-visual drawing using the deformation gesture-based input method. This work is currently in the initial phase. This research aims to understand the preference and performance of deformation-based gestures on a smartphone-sized flexible handheld device and evaluate the effect of deformation and touch input modalities in the nonvisual primitive geometric shape drawing. The expected outcome of this research can be useful for user interface designers and developers and researchers in developing accessible applications for future flexible devices.
CONTEXT AND MOTIVATION
Touchscreen smartphones are becoming ubiquitous and an essential part of the everyday activities of the users. Smartphones are also the most commonly used and carried digital devices by people with blindness [14] . However, for users with visual impairment and blindness, interacting with this more visually demanding interface through direct touch is difficult to learn without sighted assistance and challenging to use without tactile buttons. Although screen readers are available, lack of tactile buttons minimizes the spatial visualization, and that leads to weak direct interaction with an intended target. To interact with the touchscreen devices through screen readers [24] and vibrotactile feedback [22] requires the user to perform nonvisual touch gestures [1] . These interactions also demand the users' continuous attention to the feedback. Interacting with the screen reader itself by performing accurate touch gestures is a challenge for new users of touchscreen devices [21] . Moreover, frequently performing gestures on the screen during sequential access leads to occlusion in collaborative work with sighted users.
Along with touch interaction, another major challenge faced by this user group is to access increasingly used graphical information in digital documents. The commonly encountered graphical information in educational, commercial, financial websites and mobile applications includes graphical data representation (bar graph, line graph, pie chart, Venn diagram), node-link diagrams (Flow diagrams, relational models, block diagrams, molecular structures), maps (static or dynamic), and pictures. Better accessibility to the reading and creating this graphical information is extremely important for academic, personal as well as professional life. Especially for school students with visual impairment and blindness, graphical data representation, and node-link diagrams are part of the curriculum. Understanding these diagrams requires a better understanding of the primitive geometric shapes and their spatial relationships [3] among the elements of the shape and multiple shapes. It is also found that drawing through Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. TEI '20, February 9-12, 2020 , Sydney, NSW, Australia © 2020 Association for Computing Machinery. ACM ISBN 978-1-4503-6107-1/20/02…$15.00 https://doi.org/10.1145/3374920.3374960 tactile memory can also improve spatial-cognitive ability [18] .
Deformable user interfaces are emerging in HCI (Humancomputer Interaction) research. Users can interact with a deformable user interface through manipulation of the physical form factor of the device [11, 26, 27] . The deformation of the device acts as a source of input. A deformable user interface can offer a vast resolution of input depending on the location, direction, size, angle, speed, and duration of deformation [28] . These degrees of freedom to perform deformation gestures have been studied for different device sizes, including handheld mobile devices [17] . A deformation gesture by itself can provide both tactile and kinesthetic feedback [30] , which is missing in touch-based interaction. This tactile and kinesthetic feedback allows users to perform eye-free interaction through deformation gestures [8] . The user group with visual impairment and blindness can take advantage of these features for interaction with digital devices [9] .
I took this opportunity of deformation gestures to address the issues in non-visual drawing. This research aims to explore the effect of using deformation gestures for nonvisual primitive geometric shape drawing. It primarily focuses on understanding the performance and preference for deformation gestures, identifying the process of tactile reading and drawing to simulate in the digital platform, and comparing the effect of input modalities (deformation and touch input).
BACKGROUND
T-Draw [16] was one of the first tools used to study blind users' mental models of the 3D world through 2D drawing. They reported that blind users do have a spatial mental model of real-world objects. However, when they transformed a 3D model into 2D drawing, they failed to add the spatial relationship among the surfaces. To address this issue, Kamel and Landay [12] introduced a 3x3 grid-based Integrated Communication 2 Draw (IC2D) system. They also reported that a successful drawing model must provide a way for relocating absolute as well as relative points, evaluating the lengths, angles between the lines, maintaining curvature in the drawing [13] . Researchers have also proposed several drawing tools using a refreshable braille display [6, 29] , haptic mouse [31] , computer keyboard [2, 7] , PHANTOM Omni haptic device [20, 23] , and tangible markers [19] . Literature indicates that the use of a predefined grid on a keyboard, haptic devices (PHANTOM and haptic mouse), tactile grids, and braille display offer accessible drawing environments. However, integrating these interaction techniques with handheld devices such as tablet computers and smartphones raises the issues of portability as they demand a set of peripheral accessories.
On a touchscreen interface, AudioGraf [15] is one of the initial works that used audio feedback to enable blind and visually impaired people to read diagrams. Blenkhorn and Evans., [4] presented a system with tactile overlay, hapticons, and audio feedback to allow blind users to read, create, and edit a schematic diagram. Moreover, other touch input-based drawing systems include AudioDraw [10] , and tactile marker-based drawing on touchscreen tablet [25] . The review of existing literature indicates that there is an opportunity for a new input interaction technique as touch input requires augmentation of audio, vibration, or tactile markers. One potential input method is deformation gestures [11, 26, 27] . Ernst et al. [9] studied the learnability and usability of 7 deformation gestures (Figure 1a and 1c) , to complement the existing touch gestures ( Figure 1b ) of VoiceOver (screen reader of iOS). The blind participants found the deformation gestures are easier to learn. The authors also reported that deformation gestures have the potential to improve blind users' accessibility of mobile interaction.
RESEARCH QUESTIONS
This research work is guided by one principal research question and four sub-research questions. The principal research question is, "Does the use of the deformation gesture-based input method contribute to the effectiveness, efficiency, and spatial imagery of visually impaired and blind users in reading and creating primitive geometric shapes?". The sub-research questions are mentioned below.
RQ1: How do users with visual impairment and blindness perform deformation gestures?
RQ2: What are the preferred deformation gestures of users with visual impairment and blindness? RQ3: Does the use of deformation gestures improve the effectiveness, efficiency, and spatial imagery of users while reading and creating primitive geometric shapes as compared to touch only input modality? RQ4: Does the use of deformation gestures combined with touch input improve the effectiveness, efficiency, and spatial imagery of users while reading and creating primitive geometric shapes as compared to touch only and deformation only input modalities?
Figure 1: (a) A participant with visual impairment is controlling the VoiceOver application by bending the deformable prototype, (b) Basic touch gestures of Apple's VoiceOver, (c) Bend gestures corresponding to each
touch gesture [9] .
RESEARCH APPROACH AND METHODS
Accessibility is the primary concern of this research work. This research follows the user-centered design approach to produce a highly usable and accessible solution through the involvement of visually impaired and blind users during each phase of research. This research work can be divided into four broad phases: (1) Understanding performance and preference for deformation gestures, (2) Understanding the process of currently used tactile drawing method, (3) Development of a drawing application that simulates the current tactile drawing method and supports both deformation and touch input, (4) Evaluation of input modalities. I am utilizing empirical methods to understand user performance, preference, and the process of currently used tactile drawing. For the development of the drawing application, I plan to utilize the co-design method. Finally, for the evaluation of the input modalities, I intend to utilize experimental methods. The data collection techniques decided for this research include direct observation, questionnaires, semi-structured, and unstructured interviews (one-to-one). I am using affinity analysis and statistical analysis techniques to analyze the qualitative and quantitative data, respectively.
CURRENT FINDINGS
The first and second phases of my research started alongside. For the first phase, I needed to develop a medium-fidelity prototype that can detect location, direction, angle, and size of deformation. I have developed the prototype (Figure 2 ) using off the shelf microcontroller boards, sensors, 3D printed components, silicon cast, and essential software to read and store sensor data. This prototyping process was challenging as the prototype needs to be flexible enough to bend and support embedded sensors to detect deformation and touch input. After completion of the prototype, I started the user study to answer RQ1 and RQ2. Participants performed the deformation gestures at 6 locations (4 corners and top and bottom edges) in 2 directions (in and out directions) with two levels of angles and sizes of deformation. The participants included sighted, blindfolded sighted, and students with visual impairment and blindness. Currently, I am analyzing the collected data. At the same time, I started the second phase of my research by conducting a direct observational study with 10 students with visual impairment and blindness [5] . The objective of this study was to understand the process of tactile drawing and reading of geometric shapes (triangle and rectangle) by visually impaired and blind students on the Taylor Arithmetic Slate (Figure 3 ). The observations mainly focus on the drawing patterns, strategies followed for reading and drawing the shapes, causes of errors, and the strategies followed for handling errors. I performed an affinity analysis of the collected data. I identified a set of drawing patterns of adjacent edges and shapes, validation strategies for drawing, shape identification techniques for reading, the errors in drawing and reading the tactile shapes, and the applied strategies for handling these errors [5] . These findings will help me to decide the gestures suitable for performing the sub-tasks of drawing, the necessary functions of the drawing application, and the content of feedback for the drawing application.
NEXT STEPS AND TIMELINE
This research project is still at its initial stage. Currently, I am analyzing the data collected during the first phase. I plan to start phase 3, the development of the drawing application through the participatory design method by the end of February 2020. This phase will involve students with visual impairment and blindness and their teachers (both sighted and visually impaired). The application will support both touch and deformation gesture-based input. By the end of June 2020, I intend to start phase 4, the comparative study to evaluate the effectiveness, efficiency, and spatial imagery of users in drawing concerning different input modalities. I plan to finish all the studies by the end of 2020 and complete the thesis writing by mid-2021.
CURRENT AND EXPECTED CONTRIBUTION
The objective of this research is to understand the effect of touch and deformation-based input modalities on the nonvisual drawing of primitive geometric shapes. The outcome of the direct observational study (second phase of my research) is a set of validation and identification techniques used by the participants to prevent and recover from errors and a set of common drawing patterns of triangle and rectangle. I believe, these findings and the insights will be useful to other researchers, designers, and developers to advance the accessibility and usability of digital drawing solutions with accurate measures to handle performance error. The findings of the first phase of my research will identify the user preference and performance for deformation gestures. Finally, I expect that the results of the comparative study among the input modalities will help me to develop a set of guidelines and enlight the contribution of deformation gestures towards spatial imagery of smartphone users with visual impairment and blindness. This expected guideline and knowledge regarding the effect of deformation gestures on spatial imagery will help the researchers, designers, and developers in developing accessible applications for future flexible devices.
