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RESUMO
Este trabalho consiste em desenvolver um algoritmo de fusão de dados para melhorar a
localização de um veículo autônomo a partir de vários sensores, tais como: um receptor
GPS (Global Positioning System), quatro encoders e um giroscópio. Os dados obtidos
foram agregados por um algoritmo de otimização: o filtro de Kalman. O desempenho da
solução é verificado por meio de um ambiente virtual que usa os software Morse, Ros e
Blender Game Engine. Nota-se o bom desempenho do filtro: o percurso exato do veículo
permanece no intervalo de confiança dado pelo filtro na maior parte do percurso.
Palavras-chaves: Filtragem de Kalman. Veículos Autônomos. Fusão de dados de multiplos
sensores.
ABSTRACT
This project consists in developing an algorithm of geo-data fusion to improve the local-
ization of an autonomous vehicle by using various sensors such as: one GPS receiver, four
encoders and one gyroscope. The data obtained have been combined in an optimization
algorithm: Kalman filter. The solution efficiency have been evaluated through virtual envi-
ronment which uses softwares like: Morse, ROS and Blender Game Engine. The solution
efficiency could be considered as excellent because the solution is in the confidence interval
given by the Kalman Filter.
Key-words: Kalman Filtering. Autonomous Vehicles. Data fusion from multiple sensors.
RÉSUMÉ
Le projet consiste à développer un algorithme de fusion de données afin d’améliorer la
localisation d’un véhicule autonome à partir de plusieurs capteurs : un récepteur GPS,
quatres encodeurs et un gyroscope. Les données obtenues ont été fusionnées dans un
algorithme d’optimisation : le filtre de Kalman. La performance de la solution est vérifiée
dans un environnement virtuel qui utilise les logiciels suivants : Morse, ROS et Blender
Game Machine. On peut remarquer que les résultats peuvent être considérés comme bons
puisque la solution se situe dans l’intervalle de confiance donnée par le filtre.
Mots-clés : Filtrage de Kalman. Véhicules Autonomes. Fusion de données à partir de
plusieurs capteurs.
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1 INTRODUÇÃO
1.1 Visão Geral
De acordo com Garric (2011), cerca de 1 bilhão de veículos estavam circulando no
mundo em 2015 e, segundo World Health Organization (2015), 1,25 milhão de pessoas
morrem anualmente em acidentes de trânsito, o que custa 3% do Produto Interno Bruto
mundial (PIB). Em decorrência desses fatores, os veículos autônomos apresentam uma
solução interessante e viável no dia-a-dia acarretando uma maior qualidade de vida e
protegendo a população dos acidentes. O estudo da localização melhorada dos veículos
autônomos revela-se um fundamento para a segurança dos usuários.
Os avanços tecnológicos no setor da robótica tornaram-se mais importantes nesses
últimos anos, sobretudo na área dos veículos autônomos. Há um grande esforço da
comunidade acadêmica e industrial ao redor do mundo para desenvolver sistemas autônomos
que possam atuar em um ambiente desconhecido e dinâmico sem a necessidade de um
condutor. O carro autônomo é um veículo que dispensa o motorista, ou seja, é um carro
capaz de deslocar-se sem ajuda humana. O grande desafio é programá-lo para que possa
reagir com o ambiente real e antecipar os obstáculos (MARCATTO; COELHO, 2014).
No ano de 2008, foi formado o Laboratório de Mobilidade Autônoma (LMA)
na Faculdade de Engenharia Mecânica (FEM) da UNICAMP, interessado na área da
segurança veicular e na robótica. Porém, em 2011, com a doação de um veículo-protótipo
pela companhia FIAT, o LMA desenvolveu o primeiro veículo autônomo da FEM, chamado
VILMA (Veículo Inteligente do LMA). Esse projeto foi o começo de uma pesquisa rica
em atividades com o estudo das diferentes arquiteturas, hardware e software, e também
da automação do veículo: controle, planejamento das trajetórias e localização (BEDOYA,
2016).
Nesse contexto, uma localização precisa é um problema básico para a navegação
autônoma e para o sistema de ajuda à condução (XIAOZHI, 2016). Uma localização precisa,
confiável e acessível é necessária na área de robótica veicular (MATTERN; SCHUBERT;
WANIELIK, 2010), portanto, estimar a posição de um veículo tornou-se uma função
fundamental (TAO et al., 2013).
A tecnologia de localização dos veículos é bem conhecida, mas na maioria dos casos,
sensores de alto custo são empregados (TAO et al., 2013). O objetivo do LMA da FEM é
desenvolver uma solução de localização de baixo custo.
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1.2 Estado-da-Arte
BONNIFAIT et al. (2001) sugere modelos matemáticos de odometria chamado
Dead-Reckoning. A ideia original dos autores é utilizar medidas de quatro encoders e de
um receptor GNSS. A pesquisa de BONNIFAIT et al. (2001) foi empregada e continuada
nas teses de mestrado de RUEDA (2013) e Ruiz (2014).
RUEDA (2013) propõe um sistema de localização para um veículo em escala
baseado em sistemas de odometria visual e odometria clássica com o objetivo de fornecer
uma estimativa robusta de posição e orientação por meio de um sistema de posicionamento
global simulado.
Ruiz (2014) oferece uma solução baseada em uma localização híbrida utilizando
dados geográficos obtidos no Open Street Map. O desempenho do projeto é verificado em
um ambiente virtual usando ROS e GAZEBO.
FERREIRA, GARCIA e VAQUEIRO (2013) apresentam um sistema de controle
virtual do veículo VILMA. A arquitetura computacional empregada se apoia nos software
ROS, MORSE e Blender Game Engine (BGE).
1.3 A solução escolhida
1.3.1 Diferentes tipos de localização
A localização é divida em 3 categorias: absoluta, relativa e híbrida (LANEURIT et
al., 2003).
Localização absoluta: uma localização global do veículo é dada numa referência
universal, associada à Terra (LANEURIT et al., 2003). O GNSS (Global Navigation
Satellite System) é um sistema de localização absoluta que usa uma rede de satélites, os
quais transmitem um sinal de rádio codificado. Um mínimo de 4 satélites é necessário a
fim de fornecer uma localização. A precisão pode atingir cerca de 10 m, o que é inviável
para a navegação autônoma. Um sistema diferencial GNSS permite transmitir correções
para o receptor GNSS a fim de aumentar a precisão de localização para alguns centímetros
(LEGROS et al., 2013).
Os sensores de movimento do veículo são aqueles que fornecem uma localização
relativa ao carro, tais como encoders, giroscópios e acelerômetros (SKOG; HANDLE,
2009). A localização Dead-Reckoning, que usa todos esses sensores, calcula o deslocamento
relativo como velocidade e direção (XIAOYUN; HENG, 2008). A localização com um INS
(Inertial Navigation System) fornece, a partir de uma IMU (Inertial Measurement Unit -
conjunto de 3 acelerômetros e 3 giroscópios), a posição relativa, velocidade e aceleração do
veículo com 3 integrações sucessivas (SKOG; HANDLE, 2009).
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A localização híbrida é a combinação dos dados a fim de melhorar a posição
(LANEURIT et al., 2003). A fusão usa principalmente o filtro de Kalman, mas existem
também o filtro particular, o filtro sigma-point, redes neurais, etc. (SKOG; HANDLE,
2009)
Existem outras soluções de localização tais como o uso de dados geográficos ou
sistemas que usam radar, câmera e laser. A localização com mapas usa um banco de
dados geográficos georreferenciados e os relaciona com a posição atual. O mapa digital da
rede de estradas pode ser usado para melhorar a solução de navegação e posição. Esse
processamento se chama map-matching (SKOG; HANDLE, 2009).
Por exemplo, a localização auxiliada pela visão computacional, a partir da detecção
de marcas na via pública, utiliza somente uma câmera (LANEURIT et al., 2003). A
dificuldade não é a utilização ou fusão desses dados, mas principalmente, a escolha de
quais serão os melhores sensores em função do custo, da complexidade e da eficiência do
sistema. Para avaliar a eficácia do sistema, é necessário tomar em consideração os seguintes
parâmetros (SKOG; HANDLE, 2009):
• Exatidão: o grau de conformidade das informações, tais como posição e velocidade,
fornecidas pelo sistema de localização;
• Integridade: a probabilidade das deficiências imperceptíveis do sistema;
• Disponibilidade: a disponibilidade do serviço durante a utilização do sistema;
• Continuidade do serviço: a probabilidade de o sistema fornecer dados de forma
contínua sem interrupção não planejada durante um período de utilização.
A solução final apresenta um sistema que fornecerá:
• Uma posição absoluta com um receptor GPS (Global Positioning System). Esse
tipo de sensor é de baixo custo e, se for usado um sistema GNSS diferencial com
correção transmitida no receptor, a exatidão será de alguns centímetros. Infelizmente,
a frequência de aquisição é de 1 Hz e a continuidade não será respeitada em um
túnel ou se houver visibilidade com menos de 4 satélites (LEGROS et al., 2013).
• Uma posição relativa com o uso de quatro encoders e um giroscópio (método do
Dead-Reckoning): esse método apresenta uma alta frequência de aquisição (250 Hz)
e não depende de um sistema externo (como satélite), mas o desvio depende da
distância percorrida, no caso do encoder, e do tempo, pelo giroscópio. A exatidão
em um longo período pode não ser confiável devido a deriva dos sensores (SKOG;
HANDLE, 2009).
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Para aproveitar a sinergia entre esses dois tipos de sensores, deve-se combinar os
dados com o algoritmo de Kalman.
1.3.2 Algoritmo de Kalman
O estudo de métodos de fusão de dados tem interesse na área da localização, pois
tais métodos combinam informações GNSS, mapas, giroscópios, encoders como apresentado
em (LANEURIT et al., 2003), (MATTERN; SCHUBERT; WANIELIK, 2010) e (TAO et
al., 2013). A fusão permite se aproximar da realidade com o número de dados importantes,
mas pode exigir um alto custo computacional (TAO et al., 2013). É necessário escolher um
algoritmo de baixa complexidade, de baixo custo e de boa robustez. O Filtro de Kalman
corresponde a todos esses critérios (LANEURIT et al., 2003).
O filtro de Kalman é um algoritmo gaussiano e linear que calcula a esperança
estatística da posição. Apenas uma iteração é suficiente para calcular uma posição num
momento t (THRUN; BURGARD; FOX, 2005). Entretanto, o mundo real não é linear:
todas as equações devem ser linearizaradas. Utiliza-se então uma versão diferente do filtro
de Kalman tradicional, o EKF (Extended Kalman Filter). A diferença entre os dois reside
no fato de que o Filtro de Kalman Estendido possui uma etapa a mais em seu algoritmo
(VERDUN; CALI, 2015).
A utilização do filtro de Kalman Estendido necessita de uma modelagem do veículo
que, nesse caso, é o modelo simplificado de Ackermann (RUEDA, 2013):
• A velocidade do carro deve ser baixa;
• As rodas dianteiras do veículo são esterçáveis.
1.3.3 Ensaios virtuais e reais
Todo este projeto foi testado e analisado em um ambiente virtual antes de ser
implementado no veículo VILMA, utilizando as ferramentas computacionais de simulação.
O Morse é um software desenvolvido por um grupo de pesquisadores franceses a
fim de fornecer sensores e atuadores virtuais: receptores GPS, encoders, laser etc. O Morse
pode ser visto com uma biblioteca em Python. Esses códigos são executados e visualizados
no BGE, que permite representar o veículo, os sensores e os atuadores.
A conexão entre o Morse e o BGE é feita por um middleware que se chama ROS
(Robot Operating System). O Morse também se conecta com outros middleware como
SOCKET, YARP, etc. A arquitetura do software virtual é feita de tal forma que não
é necessário transformar o código já feito, pois a arquitetura entre a desenvolvida no
laboratório e a instalada no veículo é a mesma.
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1.4 Objetivo
A partir do modo operatório já explicado, o objetivo deste trabalho é melhorar o
posicionamento do veículo VILMA a partir da definição de um modelo teórico inspirado
de BONNIFAIT et al. (2001), da parametrização do ambiente virtual utilizando ROS,
MORSE e BGE, do desenvolvimento do algoritmo de fusão de dados e da validação do
projeto por meio de testes.
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2 REVISÃO BIBLIOGRÁFICA
2.1 Os veículos autônomos
2.1.1 Definição
Carros robóticos, veículos autônomos ou carros sem motorista são os nomes dados
para todos os veículos de transporte que tenham um sistema computacional, sensores e
atuadores com a função de ir para uma posição fornecida pelo usuário e transportá-lo de
maneira autônoma e segura (GONCALVES, 2011) (OZGUNER; ACARMAN; REDMILL,
2011). Os principais requisitos para que um veículo seja autônomo são:
• Servir de transporte para humanos e bens;
• Ter a capacidade de andar em uma grande área (por exemplo, uma cidade);
• Ser capaz de adquirir dados, processar e responder a eventos incomuns num prazo
igual ou inferior ao de um ser humano (PISSARDI, 2014).
Um veículo desse tipo necessita, portanto, cumprir as seguintes considerações:
exatidão, disponibilidade, continuidade e integridade (SKOG; HANDLE, 2009). O pro-
cessamento computacional envolve várias funções automáticas, como obter os dados do
ambiente ou garantir a segurança dos usuários (evitar colisões com outros carros, pedestres
ou móveis urbanos) (PISSARDI, 2014). Neste trabalho será estudada apenas a questão da
localização: modelo teórico, desenvolvimento do algoritmo e verificação de desempenho.
2.1.2 História dos veículos autônomos
A primeira pesquisa sobre os veículos autônomos aconteceu no ano de 1939, com a
realização da Feira Mundial em Nova Iorque, nos Estados Unidos. Foi sobre um protótipo
no qual as estradas corrigiram os erros humanos, impedindo todas as ações erradas. No
entanto, esse projeto foi abandonado devido a Segunda Guerra Mundial uma vez que todos
os esforços estavam concentrados na guerra (OZGUNER; ACARMAN; REDMILL, 2011)
(PISSARDI, 2014) .
Foi necessário esperar até 1953 para ver um primeiro protótipo construído pelas
empresas General Motors (GM) e Radio Corporation of America (RCA). O protótipo
FireBird utilizou um cabo elétrico enterrado na estrada que enviou sinais para o veículo.
Essa primeira demonstração de condução não foi totalmente automática (WETMORE,
2003).
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Foi só a partir das primeiras aplicações robóticas, na década de 60, que surgiram
os dispositivos automáticos. Autonomia, em robótica móvel, designa a capacidade de um
robô de se mover e interagir com o ambiente. Entre 1966 e 1972, foi desenvolvido o robô
Shakey pelo Centro de Inteligência Artificial do Instituto de Pesquisa de Stanford (SRI). O
robô tinha vários sensores: telêmetro, câmera de TV, sensores de toque, ultrassônicos etc.
Todos esses dados eram enviados por radiofrequência para um computador que realizava
os cálculos. Os resultados eram enviados de novo ao robô realizando as ações necessárias.
Esse robô, mesmo considerado como um fracasso, foi o primeiro no mundo a usar sensores
de direção (NILSON, 1984) (DUDEK; JENKIN; REDMILL, 2010).
Em 1977, foi criado o primeiro robô realmente autônomo pela Universidade de
Tsukuba no Japão. Ele tinha sensores que permitiam seguir faixas brancas no solo a uma
velocidade de 30 km/h (RUIZ, 2014) (PISSARDI, 2014).
Na década de 80, Ernst Dickmanns (considerado o "pioneiro do carro autônomo"),
na Universidade de Munique, criou o primeiro veículo autônomo com uma van Mercedes-
Benz equipada de sensores e câmeras. O veículo podia trafegar a uma velocidade de 100
km/h sem tráfego (PISSARDI, 2014) (OZGUNER; ACARMAN; REDMILL, 2011).
Em 1987, o conjunto Fujitso e Nissan uniram esforços para o desenvolvimento do
protótipo PVS (Personal Vehicule System), micro-ônibus que utilizava processadores de
imagem, câmeras e sistemas de controle. O conjunto era capaz de detectar marcações no
chão e obstáculos (PISSARDI, 2014).
A Europa iniciou vários projetos nos anos 90. O projeto Eureka Prometheus
Project tinha como objetivo tornar o tráfego urbano mais eficiente (PISSARDI, 2014). O
projeto ARGO, desenvolvido pela Universidade de Parma, na Itália, tinha como objetivo
desenvolver um carro que seguisse as faixas brancas por meio de duas câmeras de vídeo
preto e branco de baixo custo e algoritmos de visão estereoscópia (BROGGI et al., 1999).
Em julho de 2004, uma grande competição foi organizada pela DARPA (Defense
Advanced Research Project Agency) nos Estados Unidos, com um prêmio de 1 milhão de
dólares. O desafio tinha como objetivo se deslocar por 228 km, sem ajuda humana, em 10
horas. As 107 equipes inscritas tinham que confrontar grandes variações de terreno, sujeira,
curvas sinuosas e um curto trecho pavimentado. Nenhuma equipe conseguiu navegar de
forma autônoma (OZGUNER; ACARMAN; REDMILL, 2011) (THRUN et al., 2006).
Em 2005, a corrida foi repetida contando com 25 equipes, das quais 5 conseguiram
chegar até o final de maneira autônoma. O veículo Stanley, que ganhou a competição, foi
desenvolvido por pesquisadores da Universidade de Stanford e pelas empresas IntelResearch
e Volkswagen. Era constituído de uma plataforma com seis processadores, sensores e
atuadores. Os cálculos eram feitos de maneira não centralizada (OZGUNER; ACARMAN;
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REDMILL, 2011) (PISSARDI, 2014).
Em 2007, a terceira edição da competição DARPA, conhecida como Urban Challenge,
ocorreu em um ambiente urbano simulado como cenário operacional. As equipes deviam
percorrer e executar tarefas diferenciadas, nas quais os veículos tinham que obedecer as
regras de trânsito. Das 11 equipes participantes, o protótipo Boss da Universidade Carnegie
Mellon venceu essa corrida (URMSON; BAKER, 2009).
Os resultados obtidos nas competições DARPA vieram a impulsar o desenvolvimento
da tecnologia dos veículos autônomos terrestres desses últimos anos. O progresso mais
conhecido foi feito pela empresa Alphabet da Google Incorporation, que produziu o
Google Car. O carro integra vários sensores, como receptor GNSS, radares, câmeras e um
algoritmo de posicionamento baseado na tecnologia de map-matching. O elemento central
é o telêmetro laser colocado no teto do veículo, que grava um modelo tridimensional do
ambiente. Os esforços tecnológicos levaram os estados da Flórida, Califórnia e Nevada ás
primeiras mudanças de legislação referentes a utilização dos veículos autônomos em vias
públicas (GUIZZO, 2011) (PISSARDI, 2014).
A cronologia dos veículos autônomos é representada na figura 1:
Figura 1 – Cronologia dos Veículos Autônomos
Fonte: O autor.
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2.2 Posicionamento
2.2.1 Introdução
O posicionamento é um dos problemas mais estudados desde o surgimento do
mundo e, hoje, a posicionamento é a base para todos projetos de veículos autônomos (TAO
et al., 2013). O posicionamento fornece informação relativa ás coordenadas do receptor.
As coordenadas são fornecedas em um sistema de referência. A localização é associada
a uma abordagem relativa ao ambiente, ao local. Neste âmbito, trata-se apenas de um
problema de posicionamento.
O posicionamento robótico é a capacidade do veículo de obter o seu estado atual em
relação ao ambiente de navegação. É um processo necessário para a tomada de decisão do
sistema de controle do carro robótico pois permite saber se ele chegou ao destino desejado
em relação aos elementos do ambiente (PISSARDI, 2014).
Os sensores são os componentes atualmente utilizados para orientar um veículo.
Dentre várias soluções para estimar o posicionamento de um veículo, encontram-se
posicionamento absoluto, relativo e híbrido (LANEURIT et al., 2003) (SKOG; HANDLE,
2009).
2.2.2 Posicionamento absoluto
O posicionamento absoluto obtém a posição do veículo num sistema convencional
de coordenadas a partir de sensores de posicionamento, sem a necessidade de conhecer
as posições anteriores. As técnicas de posicionamento absoluto são consideradas mais
acuradas pois os erros de medições não se acumulam ao longo das diferentes posições.
Porém, a frequência da aquisição tende a ser inferior àquela do posicionamento relativo, o
que cria uma posição menos confiável e imprecisa. As técnicas de posicionamento absoluto
na área robótica podem ser classificadas em duas categorias (Figura 2): aquelas baseadas
nos elementos do ambiente e aquelas apoiadas em mapas (PISSARDI, 2014).
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Figura 2 – Posicionamento absoluto
Fonte: O autor.
2.2.2.1 Posicionamento absoluto baseado em elemento do ambiente
O posicionamento absoluto determina a posição e orientação do veículo a partir de
elementos exteriores, que podem ser classificados em ativos ou passivos.
• Ativos: são todas as estações de rastreamento que utilizam sinal de radiofrequência.
Um deles, e o mais usado, é o sistema GNSS (Figura 3) que usa os sinais de rádio dos
satélites para determinar a posição do receptor (LEGROS et al., 2013). Infelizmente,
num contexto urbano onde existem prédios altos e vários túneis, capturar os sinais
se torna difícil. A continuidade do posicionamento não pode ser feita nesses casos
particulares. Portanto, usar vários sensores a fim de fornecer uma posição contínua
se revela uma tarefa inevitável (DUDEK; JENKIN; REDMILL, 2010).
Figura 3 – Sistema GNSS
Fonte: O autor.
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• Passivos: são baseados em elementos do ambiente, de posição conhecida, mas que
não enviam dados. Esses elementos podem ser figuras geométricas, códigos de barras,
códigos de cores, marcas no chão, placas, etc. O reconhecimento desses elementos
feito a partir de sensores, como por exemplo sensores de som, sensores de vídeo,
câmera, etc., estão sujeitos a perturbações exteriores. A utilização desses são feitas
em condições ideais (iluminação, chuva, posição das marcas, etc.) (DUDEK; JENKIN;
REDMILL, 2010).
2.2.2.2 O posicionamento absoluto baseado em mapas
O posicionamento absoluto baseado em mapas (map-matching) configura-se na
associação da posição do veículo usando elementos do ambiente, reconhecidos pelos sensores,
com os elementos de um mapa computacional armazenado no sistema de controle do
veículo ou diretamente acessível (PISSARDI, 2014).
Os mapas computacionais podem ser divididos em duas categorias:
• Mapas métricos: são mapas que descrevem o ambiente e os elementos por meio de
suas propriedades físicas. Os mapas métricos são mais detalhados e precisos, mas
exigem um alto custo computacional em comparação com os mapas topológicos.
Esses mapas são subcategorizados por mapas em grades, mapas geométricos e mapas
sensoriais (DUDEK; JENKIN; REDMILL, 2010) (THRUN et al., 2006).
– Mapas em grades (Figura 4) são modelos de mapas métricos que dividem o
ambiente em células de tamanho homogêneo (matriz bidimensional). Se houvesse
um objeto no mapa, cada célula impactada pelo objeto seria igual a um valor
definido e, ao contrário, se não houvesse, um valor igual a 0 seria colocado
(DUDEK; JENKIN; REDMILL, 2010) (THRUN et al., 2006).
Figura 4 – Exemplo de mapa em grades
Fonte: O autor.
– Mapas geométricos. Mapas em grade podem exigir um alto custo computacional
e de armazenamento. Outra limitação é que o mapa em grade representa o
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tereno de maneira bidimensional. Mapas geométricos tentam resolver essas
limitações com formas geométricas bi ou tridimensionais (linhas, pontos, malhas
triangulares, splines, etc.) (DUDEK; JENKIN; REDMILL, 2010) (PISSARDI,
2014).
– Mapas sensoriais (Figura 5) são mapas que obtém dados brutos (nuvens de
pontos) a partir de sensores (laser) que representam o ambiente de maneira
tridimensional: cada partícula é uma posição no espaço, caracterizada por coor-
denadas cartesianas. Eles fornecem um alto detalhamento, porém demandam
um alto custo de processamento na manipulação dos pontos em um tempo
satisfatório (DUDEK; JENKIN; REDMILL, 2010).
Figura 5 – Exemplo de mapa sensorial
Fonte: (DUDEK; JENKIN; REDMILL, 2010).
• Mapas topológicos (Figura 6) “ são mapas computacionais que descrevem a relação
geométrica entre vários elementos do ambiente escolhidos de acordo com a necessidade
de desenvolvimento (região de interesse, situações, etc.) dos quais são extraídas
características úteis ” (PISSARDI, 2014). Mapas topológicos são conhecidos como
Network Dataset em inglês.
Mapas topológicos são eficientes na modelagem de trajetórias, além de terem um
custo computacional menor (DUDEK; JENKIN; REDMILL, 2010).
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Figura 6 – Exemplo de mapa topológico
Fonte: O autor.
2.2.3 Posicionamento relativo
O posicionamento relativo, conhecido como Dead-Reckoning ou Deduce-Reckoning,
refere-se a um posicionamento que usa a posição anterior (relativa ou fixada), apoiando-se
na orientação e/ou velocidade do veículo para determinar a nova posição (PISSARDI,
2014).
São técnicas de boa acurácia e previsibilidade para distâncias reduzidas. Porém, a
imprecisão mecânica dos sensores usados acarretam erros nas posições, que se acumulam
ao longo do tempo. O principal problema é a divergência para as grandes distâncias.
(LANEURIT et al., 2003).
Essas técnicas não são empregadas de maneira isolada, mas combinadas com
soluções de posicionamento absoluto (LANEURIT et al., 2003).
Segundo PISSARDI (2014) e LANEURIT et al. (2003), as duas principais técnicas
de posicionamento relativo no contexto da robótica móvel são:
• Odometria: técnica que estima a posição do veículo a partir de dados obtidos de
sensores que medem a velocidade das rodas, ou que medem a orientação do veículo.
A imperfeição física do veículo cria erros sistemáticos e a interação do carro com o
ambiente gera erros aleatórios que tendem a se acumular.
• A Navegação Inercial é o processo que consiste em medir posição, velocidade e
aceleração do veículo por sensores inerciais, como acelerômetros e giroscópios. Em-
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pregados de maneira conjunta, o acelerômetro mede a aceleração e o giroscópio mede
a velocidade angular. A navegação inercial sofre do acúmulo de erros, mas continua
mais precisa do que a odometria.
2.2.4 Posicionamento híbrido
Técnicas de fusão de dados, chamadas também localização híbrida, são amplamente
usadas em várias áreas tais como robótica, veículos autônomos, monitoramento e indústria.
Fusão de dados é o processo que combina os dados de vários sensores. Esse processo é
aplicado nas situações em que a frequência de aquisição e a precisão são diferentes entre si.
A fusão de dados reduz a incerteza dos parâmetros medidos e diminui os efeitos
dos ruídos. Portanto, a localização híbrida tem como objetivo melhorar a precisão e a
confiabilidade do sistema de medida (LANEURIT et al., 2003) (YANG; SUN, 2007).
Na literatura, encontram-se várias técnicas de fusão de dados: a primeira consiste
em fusionar dados do mesmo sensor em instantes diferentes e a segunda combina dados de
sensores diferentes ao mesmo tempo (sincronismo de sensores). O resultado aumenta a
precisão das informações de sensores que têm caracteristicas individuais diferentes.
Atualmente, os algoritmos de fusão de dados podem ser separados em dois grupos
em função do tipo de observação: os com ruído gaussiano e aqueles com ruído não-gaussiano
(LANEURIT et al., 2003) (YANG; SUN, 2007).
Um ruído gaussiano é um ruido cuja função densidade de probabilidade é igual à
distribuição normal, chamada também distribuição gaussiana.
As observações gaussianas podem ser utilizadas em um algoritmo dos mínimos
quadrados (linear e não linear) ou em um filtro de Kalman (linear ou estendido), enquanto
as observações não-gaussianas podem ser usadas por um filtro particular.
O filtro de Kalman tem como objetivo estimar parâmetros de um sistema que
evolui no tempo a partir de observações ruidosas. A sua principal vantagem é a capacidade
de predição de incógnitas e de retificação dos erros das observações e do modelo.
No algoritmo dos mínimos quadrados, um erro na modelagem do sistema (trajetória
do veículo, modelagem de temperatura, etc.) gera um erro na estimativa que não pode ser
corrigido. É impossível conhecer com exatidão esse modelo, assim integrar um termo de
imprecisão no modelo permite supor uma estimativa correta apesar dos erros (num limite
razoável), como é possível no filtro de Kalman.
Um outro ponto forte do filtro de Kalman (que pode ser achado no filtro de mínimos
quadrados também) é o erro médio da estimativa (matriz de ponderação) que fornece a
precisão da estimativa. No caso de equações lineares, a convergência desse erro é garantida.
Mas no caso de uma modelagem aproximativa, o filtro não é suficientemente eficaz
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e o erro de estimativa fica elevado. A solução para resolver o problema consiste em
desenvolver filtro de Kalman estendido, chamado também EKF (Extended Kalman Filter).
O EKF usa uma modelagem não-linear por uma fórmula de Taylor que apresenta alguns
defeitos: covariância do erro que pode não convergir, ou custo computacional elevado, no
caso de sistema complexo.
O Filtro de Kalman e o algoritmo dos mínimos quadrados baseiam-se em observações
impactadas por um ruído gaussiano. Ocasionalmente o ruído pode ser modelado por outras
relações como por exemplo, o ruído de Poisson no caso de tratamento de imagens. Neste
caso, a função densidade é exponencial. Recorre-se então ao uso de outros métodos, como
filtros particulares. O artigo (CHENG, 2010) fornece uma boa introdução na compreensão
desse filtro. Sua utilização deve ser feita apenas se o filtro de Kalman não funcionar pois
exige um alto custo computacional e sua implementação é difícil (TAO et al., 2013) .
A maioria das pesquisas encontradas na área da robótica usa o filtro de Kalman:
Fusão GPS/INS (YANG; SUN, 2007), GPS e Sensores Proprioceptivos (TAO et al., 2013)
e Fusão de dados entre diferentes sensores (BONNIFAIT et al., 2001).
2.3 Sensores
Essa seção apresenta o funcionamento dos seguintes sensores: receptor GNSS,
encoders e giroscópio.
2.3.1 Receptor GNSS
2.3.1.1 Geoide
O modelo aperfeiçoado da figura da Terra, o geoide, representa a superfície equipo-
tencial do campo de gravidade da Terra que coincide com o nível médio não perturbado
dos mares (Figura 7). Este modelo é uma superfície matemática dificilmente determinável
por conta da sua complexidade, instabilidade e irregularidade locais (LEGROS et al.,
2013).
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Figura 7 – Geoide
Disponível em: www.jpl.nasa.gov. Acesso em 31/10/2018.
2.3.1.2 Sistemas de coordenadas
Utiliza-se um modelo matemático conhecido como elipsoide, aproximando o geoide.
O elipsoide é definido por dois eixos: a, o raio equatorial (semi-eixo maior) e b, o raio
polar (semi-eixo menor). O raio equatorial é maior do que o raio polar devido à rotação
da Terra (força centrífuga). Em geral, o centro de massa da Terra corresponde ao centro
geométrico do elipsoide, e o plano equatorial do elipsoide coincide com o plano equatorial
terrestre (Figura 8). Busca-se achar a ondulação geoidal mínima na definição de um
elipsoide (PISSARDI, 2014).
Figura 8 – Elipsoide
Fonte: o autor, adaptado de PISSARDI (2014).
Segundo PISSARDI (2014) e LEGROS et al. (2013), as coordenadas podem ser
dadas sob três formas:
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• Coordenadas geográficas: considerando a normal como a reta que passa por um
ponto P do espaço e é perpendicular ao elipsoide, considera-se a latitude ϕ como
o ângulo entre o plano equatorial e a normal, a longitude λ como o ângulo entre
o meridiano de referência e o meridiano da posição, e a altitude geométrica h, a
distância sobre a normal entre o elipsoide e o ponto a ser calculado.
• Coordenadas cartesianas são coordenadas tridimensionais (X, Y, Z), conhecidas
também como Earth-Centered, Earth Fixed (ECEF) formando um sistema dextrogiro.
A origem é o centro do elipsoide; o eixo Z definido no semi-eixo menor e a direção X
alinhada ao meridiano de referência.
• Existem também coordenadas planas (E, N) que se baseiam na projeção do elipsoide
em uma superfície plana. Essas projeções podem ser Planas (Azimutal), Cilíndricas,
Cônicas ou, raramente, polissuperficiais (Figura 9).
Figura 9 – Projeção
Fonte: o autor, adaptado de LEGROS et al. (2013).
2.3.1.3 Sistemas de referência
Atualmente, existem dois sistemas de referência empregados no georreferenciamento
global:
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• World Geodetic System 84 (WGS84) é o sistema de referência associado ao GPS,
que foi desenvolvido pelo Departamento de Defesa dos Estados Unidos em 1960, a
fim de fornecer posicionamento para necessidades militares. O elipsoide associado no
sistema, nomeado GRS80, é utilizado desde 1987 (MONICO, 2008).
• International Terrestrial Reference System (ITRS), sistema de referência espacial
que rotaciona com a Terra, foi criado em 1987 pela organização International Earth
Rotation Service (IERS). O ITRS adota um elipsoide de revolução chamado Geodetic
Reference System (GRS80) centrado no centro de massa da Terra, cujo eixo de
revolução coincide com o eixo de rotação da Terra. Cada atualização do ITRS é
composta por um catálogo de coordenadas e velocidades de um grupo de estação
que usa tecnologia Very Long Baseline Radio Interferometry (VLBI), Satellite Laser
Range (SLR), GPS e Doppler Orbitography and Radio Positioning Integrated by
Satellite (DORIS). Assim, mesmo se o ITRS possui maior precisão do que o sistema
WGS84, fica semelhante ao mesmo, com exceção de pequena variação no achamento
terrestre (MONICO, 2008) (GUERREIRO; SANCHES, 2005).
No caso do veículo autônomo (plataforma real), utilizam-se as coordenadas cartesianas
do sistema WGS84, pois utiliza-se um receptor GPS fornecendo coordenadas nesse
sistema. No projeto virtual, os software fornecem coordenadas locais que serão
utilizadas na resolução do problema.
2.3.1.4 Funcionamento global
O GNSS é um termo genérico que refere-se aos sistemas de navegação globais por
satélite para determinar a posição de um receptor em qualquer lugar da terra. O mais
conhecido é o GPS, que foi desenvolvido pelas Forças Armadas dos Estados Unidos a partir
dos anos 1960 (RUIZ, 2014). Atualmente, encontra-se também o sistema europeu chamado
Galileo ou russo chamado GLONASS. O princípio de funcionamento entre esses sistemas
é semelhante ao GPS. Apresenta-se apenas o sistema GPS por ser o mais conhecido e o
mais desenvolvido entre os sistemas.
O princípio básico de navegação GPS consiste na medida de distâncias entre o
usuário e quatro satélites. De fato, a medida da distância é obtida pela multiplicação
do tempo de propagação do sinal, enviado pelo satélite e recebido pelo receptor, pela
velocidade da luz. Conhecendo as coordenadas dos satélites no sistema WGS84, é possível
calcular as coordenadas da antena do usuário no mesmo sistema de referência dos satélites.
Do ponto de vista geométrico, apenas 3 distâncias (e consequentemente, 3 satélites) seriam
suficientes. Nesse caso, o problema se limitaria à resolução de um sistema de 3 equações,
mas é necessária uma quarta medida, por motivo do não-sincronismo entre os relógios
dos satélites e do receptor, o que adiciona uma quarta incógnita. O cálculo pode ser visto
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como a otimização da interseção de pelo menos 4 esferas centradas nos satélites (MONICO,
2008) (ALBARACI, 2017) .
O sistema GPS é operacional se tem, no mínimo, 24 satélites distribuídos em seis
planos orbitais, com quatro satélites em cada plano. Atualmente, existem 32 satélites GPS
orbitando ao redor da Terra que transmitem duas ondas portadoras L1 (1575,45 Mhz)
e L2 (1227,60 Mhz), moduladas pelos códigos C/A (Coarse Acquisition), utilizado para
civis, e P (Precise), restrito para os militares americanos (MONICO, 2008).
As observáveis do GPS que permitem determinar posição são:
• Pseudodistância PDsr obtida a partir do código C/A. Esta observável é denomi-
nada, assim, não pela distância, mas em razão do não-sincronismo dos relógios, como
foi já citado. A equação de posicionamento se escreve da seguinte maneira (LEGROS
et al., 2013):
PDsr = ρsr + c[dtr − dts] + Eatmssr (2.1)
onde ρsr é a distância geométrica entre o satélite e o receptor, c a velocidade da
luz, dtr o erro do relógio do receptor, dts o erro do relógio do satélite, Eatmsr o
erro atmosférico devido à ionosfera e troposfera. Esta equação tem 4 incógnitas: as
posições do receptor (xr, yr, zr), que são implícitas na distância geométrica ρsr e dtr -
o erro do relógio do receptor.
• Fase ϕsr da onda portadora L1. Esta observável é muito mais precisa que a
pseudodistância PDsr. A fase da onda portadora ϕsr é igual à diferença entre a fase
do sinal do satélite, recebido no receptor ϕs e a fase do sinal gerado no receptor ϕr
(Figura 10). A fase observada ϕsr em ciclos é dada por (LEGROS et al., 2013):
λϕsr = ρsr + c[dtr − dts]− λN sr + Eatmssr (2.2)
onde N sr é o número de ciclos inteiros que entram no receptor, chamado ambiguidade
da fase, e λ representa o comprimento da onda portadora L1.
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Figura 10 – Ilustração da fase de onda portadora
Fonte: (MONICO, 2008).
2.3.1.5 Combinação linear das observações do GPS
As combinações lineares das observações permitem eliminar erros sistemáticos e,
assim, melhorar a precisão do posicionamento. Uma das combinações mais utilizadas é a
Dupla Diferença (DD) (MONICO, 2008). A suposição fundamental é de que dois receptores
rastreiam simultaneamente dois satélites em comum, como é ilustrado na figura seguinte:
Figura 11 – Formação da Dupla Diferença
Fonte: O autor.
• A partir da equação (2.1), a equação da DD para a pseudodistância se escreve:
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∆PD1,21,2 = ∆ρ1,21,2 (2.3)
onde ρ1,21,2 = ρ11,2 − ρ21,2 = ρ11 − ρ12 − ρ21 + ρ22
• A partir da equação (2.2), a equação da DD para a fase da onda portadora é dada
por:
λ∆ϕsr = ∆ρ
1,2
1,2 + λN1,21,2 (2.4)
onde N1,21,2 = N11,2 −N21,2 = N11 −N12 −N21 +N22 é chamado ambiguidade da DD.
Observa-se que os erros de relógios do receptor dtr e do satélite dts e os erros
atmosféricos Eatmssr estão sendo eliminados pela Dupla Diferença o que aprimora a
precisão de localização (MONICO, 2008).
2.3.1.6 Métodos de posicionamento
2.3.1.6.1 Posicionamento por ponto
O posicionamento por ponto usa a pseudodistância derivada do código C/A presente
na portadora L1. Esse modo de posicionamento é baseado na resolução da equação (2.1) pelo
algoritmo dos mínimos quadrados. Esse método é utilizado em localização de baixa precisão.
Porém, mesmo em um período longo, a qualidade dos resultados não pode ser melhor
devido à presença de erros sistemáticos envolvidos (SEEBER, 2003). O posicionamento
absoluto apresenta um erro de aproximadamente 10 metros na posição, pois os erros
atmosféricos não são eliminados (LEGROS et al., 2013). O emprego dos códigos é o mais
utilizado (GPS nos veículos, em smartphones etc.) porque a tecnologia dos mesmos é a
mais barata. O veículo autônomo da FEM usa, atualmente, esse método para determinar
a sua posição.
2.3.1.6.2 GPS diferential (DGPS) tempo real
O DGPS se baseia na resolução da equação de Dupla Diferença para as pseu-
dodistâncias (equação 2.3). O DGPS envolve o uso de dois receptores: uma estação de
coordenadas conhecidas (a base) e uma estação móvel de posição indeterminada (o rover).
A base manda suas coordenadas e observações de pseudodistâncias por link rádio no
rover, que resolve a equação (2.3) pelo método dos mínimos quadrados. Existe também
uma alternativa que consiste em mandar correções da base até o rover. Por conta desta
técnica, a acurácia e a integridade do posicionamento melhoram: precisão de 0,50 m a 3 m,
dependendo do comprimento da linha de base (MONICO, 2008) (LEGROS et al., 2013).
Capítulo 2. Revisão Bibliográfica 40
2.3.1.6.3 Posicionamento relativo cinemático em tempo real (RTK)
Se no DGPS são utilizadas pseudodistâncias, o RTK (do inglês Real-time Kinematic)
emprega obervações de fase da onda portadora. Esse método usa a equação de Dupla
Diferença para fase da onda L1 (equação 2.4) a fim de determinar um posicionamento
aprimorado para alguns centímetros de precisão. De fato, o procedimento é semelhante
ao DGPS. Como já foi citado, observações da base são enviadas e recebidas pelo rover
(Figura 12) (MONICO, 2008) (LEICK, 2004) (ALBARACI, 2017).
Figura 12 – Princípio de funcionamento simplificado do RTK
Fonte: O autor.
Essa transmissão pode ser feita por link rádio ou internet:
• Link rádio deve ser realizado via canais Very High Frequency (VHF) ou Ultra High
Frequency (UHF) em uma taxa de 2.400 bits por segundo. O porte da transmissão é
de apenas 4,3 km o que limita o uso (MONICO, 2008).
• Internet: O Networked Transport of RTCM via Internet Protocol, conhecido como
NTRIP, é um protocolo de transmissão de dados via internet desenvolvido pela
Agência Federal de Cartografia e Geodésia da Alemanha, permitindo conexões entre
clientes e um servidor central chamado NTRIP CASTER. Atualmente, existem
vários receptores GNSS que tem sistema que aceita transmissão NTRIP e GSM
(Global System for Mobile Communications). O acesso a internet dos receptores é
feito a partir de um chip da rede de telefonia celular, no qual é realizada a conexão
ao servidor NTRIP. O NTRIP é muito eficaz pois não tem limite de distância entre
o rover e a base, e permite conexões simultâneas à base (SEJAS; SAATKAMP;
FREIBERGER, 2013).
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A figura seguinte apresenta a estrutura simplificada do NTRIP:
Figura 13 – Diagrama da estrutura de funcionamento do NTRIP
Fonte: (SEJAS; SAATKAMP; FREIBERGER, 2013).
– NTRIP SOURCE: a estação de referência (base) é considerada como NTRIP
SOURCE, pois disponibiliza e envia dados ao servidor.
– NTRIP SERVER: é utilizado para transferir dados do NTRIP SOURCE para
o NTRIP CASTER.
– NTRIP CASTER: é um servidor HTTP que controla o acesso ao NTRIP
CLIENT. O acesso é feito sob permissão, por uma senha e um nome de usuário.
– NTRIP CLIENT: é o aplicativo do usuário do servidor, no qual é conetado o
rover.
No Brasil, o Instituto Brasileiro de Geografia e Estatística (IBGE) fornece acesso a
estações de referência pelo NTRIP. Estas estações pertencem à Rede Brasileira de
Monitoramento Contínuo (RBMC), e são situadas nas regiões metropolitanas e no
interior (SEJAS; SAATKAMP; FREIBERGER, 2013). A Faculdade de Engenharia
Civil (FEC) da UNICAMP dispõe de uma estação de referência. O objetivo final
seria utilizar a tecnologia RTK que seria empregada no projeto de aperfeiçoamento
de localização do veículo VILMA.
2.3.2 Encoders
Os encoders são sensores que medem a velocidade angular e a posição das rodas do
veículo (RUIZ, 2014).
Capítulo 2. Revisão Bibliográfica 42
O mecanismo se baseia em um feixe de luz que é interseccionado por um disco
rotativo. Esse disco é composto de áreas transparentes e áreas opacas. O encoder realiza a
medição da velocidade angular através da interrupção do feixe de luz provocada pelo disco
transparente e opaco (LARISSA, 2016). Os encoders usam então a detecção fotoelétrica
onde os pulsos luminosos são gerados pela passagem da luz (Figura 14).
Figura 14 – Princípio de funcionamento simplificado de um encoder
Fonte: O autor, adaptado de www.robotc.net
Existem dois tipos de encoders:
• Encoder incremental: o encoder incremental gera um pulso para cada unidade de
deslocamento. Ele fornece a posição das janelas do disco em relação a uma referência.
Dois sensores, defasados de 90o e possuindo LEDs, emitem um feixe de luz no disco.
Os receptores recebem o feixe de luz e convertem em pulsos elétricos. Os dois sensores
são defasados de 90o aumentando a resolução (ROSARIO, 2006).
Em caso de escorregamento das rodas, o encoder incremental não é capaz de corrigir
e apresenta erros na posição.
• Encoder absoluto: o encoder absoluto gera um código binário que tem como diferencial
o fato de fornecer a posição de cada janela como sendo única. Ele tem um nível de
complexidade por conta da codificação do seu disco gray. O custo é maior (LARISSA,
2016).
No trabalho, considera-se a precisão do encoder igual a 0,1 rad/s.
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2.3.3 Giroscópio
Um sistema de navegação inercial é um sistema que mede movimento angular
e linear por meio de sensores inerciais. Tais sensores são, usualmente, acelerômetros e
giroscópios. A maioria dos sensores inerciais mede a força específica ao longo de um único
eixo. Para realizar medições tridimensionais, usa-se, geralmente três de cada um desses
sensores, formando um IMU (Inertial Measurement Unit).
Jean Foucault (1819-1868) foi o primeiro que desenvolveu um giroscópio para medir
a rotação da Terra, em 1852.
Os giroscópios fornecem medidas de mudanças de atitude, conhecidas como “taxa
de rotação”, em um espaço inercial (MORI, 2013), ou seja, ele é um sensor que mede a
orientação do veículo, a velocidade angular.
Atualmente, existem vários tipos de giroscópios: mecânicos, ópticos e sistemas
microeletromecânicos habitualmente conhecidos como MEMS (Micro Eletrical Mechanical
System) em inglês:
• Os dois primeiros apresentam alto desempenho, são robustos mas o custo é maior.
Esses tipos de sensores são também maiores que os MEMS.
• Os sensores de tipo MEMS têm tamanho e custo menor. Eles têm uma tolerância
maior a choques, comparados aos giroscópios convencionais, e podem ser produzidos
em grande escala. Entretanto eles apresentam um desempenho baixo. O desenvolvi-
mento atual está focado nos MEMS, pois são empregados em todos os smartphone
por exemplo.
O MEMS é uma das tecnologias mais empregadas na área da robótica (LARISSA,
2016).
A maioria dos sensores MEMS tem elementos mecânicos vibrantes de silício que
podem medir a rotação. Eles não tem peças rotativas que exigem rolamentos, por isso
é possível miniaturizar esses sensores e fabricá-los em larga escala usando técnicas de
microusinagem. A medida da rotação é feita graças à transferência de energia entre dois
modos de vibração, devido à aceleração de Coriolis (MORI, 2013).
Nesta pesquisa, considera-se a precisão do giroscópio igual a 0,1 rad/s.
2.4 Simuladores / Software
O comportamento do veículo e os sensores são analisados em uma simulação virtual
e, se os resultados forem bons, o algoritmo será diretamente implementado no veículo.
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Esta parte consiste em descrever os software que são utilizados neste projeto de
pesquisa para modelar o comportamento do veículo em um ambiente virtual.
Para realizar este trabalho, foram usados três software de livre uso e acesso, o
Morse, o BGE e o ROS. Um ambiente virtual de simulação 3D foi desenvolvido no BGE
pelo Laboratório de Robótica Móvel (LRM) do Instituto de Ciências Matemáticas e de
Computação da Universidade de São Paulo (USP) e compartilhado com o LMA-UNICAMP
(LARISSA, 2016).
2.4.1 Morse
O Morse é um software open-source aplicado na área de robótica e desenvolvido por
um laboratório de pesquisa francês. O software fornece um conjunto de sensores (receptor
GPS, sistema de varredura, encoder etc.) e ambientes virtuais predefinidos (LARISSA,
2016). Ele contém vários códigos escritos em linguagem Python, fornecendo assim os
sensores e atuadores. Este código permite definir o ambiente virtual (neste caso, aquele
desenvolvido pela USP), que representa uma cidade, e o veículo virtual (modelo Fiat),
tornando a simulação mais próxima da realidade. Os dados fornecidos pelos sensores
são enviados por meio de um middleware1. O Morse já possui um middleware chamado
“Socket”, que não será utilizado neste projeto. Esta transmissão de dados é baseada numa
arquitetura de Software In The Loop (LARISSA, 2016).
As configurações dos sensores são feitas por meio do “Builder API” fornecido pelo
Morse, o qual permite realizar alterações na simulação por meio das classes em Python,
sem a necessidade de conhecer a linguagem (LARISSA, 2016). Os script do Morse são
executados no BGE por meio de um terminal Linux.
Mostra-se na figura 15, um exemplo de sistema de varredura desenvolvido no Morse.
Figura 15 – Exemplo de sensor: laserscanner
Disponível em www.openrobots.org. Acesso em 31/10/2018.
1 software que se encontra entre o sistema operacional e os aplicativos nele executados. Ele permite a
comunicação e o gerenciamento de dados. Pode ser visto como um “encanamento”.
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2.4.2 Blender Game Engine
O Blender Game Engine (BGE) é um software utilizado para desenvolver o ambiente
virtual 3D, permitindo tanto a criação de gráficos do cenário desejado quanto realizar uma
simulação mais próxima da realidade por meio da biblioteca “Bullet Physics” (LARISSA,
2016). O BGE fornece os seguintes parâmetros cruciais para uma simulação realista: massa,
centro de gravidade do veículo, amortecimento e influência dos ângulos inercias (roll, pitch,
yaw) (FERREIRA; GARCIA; VAQUEIRO, 2013).
O Morse e o BGE são utilizados porque fornecem um ambiente e sensores permitindo
criar simulações próximas de situações reais e consultar resultados.
2.4.3 ROS
Robot Operating System (ROS) é uma plataforma desenvolvida pela Universidade
de Stanford nos Estados Unidos. O ROS atua como um middleware e uma toolbox, mas,
também, possui outras ferramentas robóticas como a comunicação entre programas por
meio de “publisher-subscriber” implementado no VILMA. O ROS foi desenvolvido em um
contexto robótico onde os problemas encontrados são cada vez de complexidade maior.
O ROS é conhecido por ser flexível e compatível com várias linguagens de programação
(C++, Python, Lisp e Octave), além de ser distribuído com uma licença aberta, ou seja,
pode ser utilizado para usos comercias ou educacionais.
O ROS possui em sua implementação nós, mensagens, tópicos e serviços, designados
como os principais conceitos deste sistema (LARISSA, 2016).
Sendo um middleware, o ROS é responsável por estabelecer a comunicação com o
Morse. Ele vai recuperar os dados enviados pelos sensores do Morse e disponibilizá-los para
outros programas através do tópico (topic, em inglês) (FERREIRA; GARCIA; VAQUEIRO,
2013). Cada tópico é definido por um tipo de mensagem: String, Int32, Int64, Array, etc.
Caracteriza-se o tipo de mensagem em função do tipo de dados que serão “encanados”
pelo middleware.
Os nós (node, em inglês) são programas executáveis que realizam cálculos do sistema
em execução, e os tópicos são os canais onde as mensagens são publicadas (Figura 16).
Esses dados são recuperados em um arquivo escrito em Python no qual são feitos os
cálculos de localização híbrida.
Um único nó pode publicar e/ou se inscrever em vários tópicos, se diferenciando,
portanto, dos chamados serviços - os quais possuem mensagens restritas à solicitação e à
resposta do sistema.
A compreensão do funcionamento do ROS é importante pois ele é implementado no
computador do veículo autônomo. Então, o algoritmo de hibridação poderia ser diretamente
implementado na arquitetura computacional do veículo sem modificação.
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Figura 16 – Princípio de funcionamento simplificado do ROS
Disponível em www.ros.org. Acesso em 31/10/2018.
2.5 Modelo teórico
2.5.1 Introdução
A modelagem teórica é uma atividade necessária para um veículo autônomo no
processamento de navegação, definindo o comportamento do veículo no espaço e no tempo.
O modelo teórico a ser escolhido depende do tipo de dado e dos algoritmos empregados
(PISSARDI, 2014).
Para o processo de navegação, o veículo pode ser representado de uma maneira
simplificada, como um corpo rígido no espaço, modelado em função da suas variáveis.
Não é necessário considerar as forças de perturbação e a dinâmica do veículo (PISSARDI,
2014).
A seguir, o modelo teórico do veículo Fiat para a hibridação de dados de localização
será apresentado.
2.5.2 Considerações Geométricas
Localizar um veículo demanda a definição de referências e simplificações pelos
equacionamentos necessários nas equações de hibridação. O modelo do veículo é um Fiat
Punto baseado na plataforma robótica VILMA. Neste estudo, o veículo é modelado pelo
modelo de Ackermann. Esse modelo é um arranjo geométrico simplificado das ligações
das rodas e permite resolver o problema de trajeto das rodas interiores e exteriores. Isso
representa o veículo como um retângulo com 4 rodas: duas na frente e duas atrás. As duas
rodas dianteiras são consideradas móveis, enquanto as rodas traseiras não possuem essa
mobilidade rotativa no eixo z. Esse modelo também é usado pelos veículos de baixa e
média velocidade (RUEDA, 2013).
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2.5.3 Modelo Odométrico
2.5.3.1 Variação da distância percorrida
O problema, então, se resume em encontrar um modelo que defina a posição do
veículo, ou seja, a posição em função dos sensores. O trabalho de BONNIFAIT et al. (2001)
foi utilizado para determinar o modelo.
Figura 17 – Deslocamento elementar entre duas posições
Fonte: O autor, adaptado de BONNIFAIT et al. (2001).
Considerando-se o veículo da figura 17, a referência móvel é definida como a origem
M amarrada no centro do eixo traseiro do veículo. No instante tk, a posição do veículo é
representada por suas coordenadas (xk, yk) na referência global (coordenadas no sistema
WGS84). Mk e Mk+1 são designados como duas posições sucessivas.
Assumindo que a estrada é perfeitamente plana e horizontal, nota-se o movimento
circular do veículo da seguinte maneira:
∆ = ρ · ω (2.5)
Sendo ∆, a distância percorrida pelo veículo (em metros); ω (em radianos), o
ângulo elementar da referência móvel e ρ (em metros), o raio do círculo.
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De acordo com a figura 17 e BONNIFAIT et al. (2001), a variação da posição entre
dois instantes tk se escreve:
xk+1 = xk + ∆X (2.6)
yk+1 = yk + ∆Y (2.7)
Obtem-se ∆X = ∆ · cos(θk + ω/2) e ∆Y = ∆ · sin(θk + ω/2) segundo a figura 17.
Escreve-se então:
xk+1 = xk + ∆ · cos(θk + ω/2) (2.8)
yk+1 = yk + ∆ · sin(θk + ω/2) (2.9)
θk+1 = θk + ω (2.10)
Os parâmetros x e y são medidos pelo receptor GNSS. Porém, ω e ∆ são desconhe-
cidos, assim, deve-se estimá-los.
2.5.3.2 Estimação de ∆ e ω: Dead-reckoning
Para determinar o ângulo percorrido ω e a distância percorrida ∆ do veículo,
BONNIFAIT et al. (2001) apresentam duas soluções fundamentadas no método Dead-
reckoning. Esta parte é dedicada à apresentação das duas soluções.
2.5.3.2.1 Primeiras equações
Primeiro, considera-se um veículo com 4 rodas, como se pode ver na figura 18:
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Figura 18 – Geometria do veículo realizando uma curva 1.
Fonte: O autor, adaptado de BONNIFAIT et al. (2001).
Designa-se e, a metade da distância do eixo das rodas, ρ a distância entre o ponto
M e o ponto I (centro de rotação das rodas da frente), L o comprimento do veículo e Ψ o
ângulo virtual de esterçamento das rodas da frente. Esse ângulo é diretamente proporcional
às rodas da frente do veículo. A fim de determinar um modelo odométrico, considera-se
que L e e são constantes ao longo do tempo e que, entre duas posições, as rodas não
escorregam. Também é possível notar que DL e DR são as distâncias entre o ponto I e as
rodas da esquerda e da direita, respectivamente.
A figura 18 apresenta uma relação entre o ângulo Ψ, ∆ e ω:
tan(Ψ) = L
ρ
(2.11)
A partir das equações (2.5) e (2.11), pode-se definir uma nova equação:
tan(Ψ) = Lω∆ (2.12)
Essa equação é usada na resolução final.
Agora, considerando-se a figura 19, que representa o veículo em movimento numa
curva:
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Figura 19 – Geometria do veículo realizando uma curva 2.
Fonte: O autor, adaptado do BONNIFAIT et al. (2001).
∆RR e ∆RL representam as distâncias percorridas pelas rodas traseiras da direita e
da esquerda (RR vem do termo inglês Rear Right e RL do termo inglês Rear Left).
É possível formar um sistema de equações a partir da figura 19 e da equação (2.5):
∆RL = ω · (ρ− e) = ωρ− ωe = ∆− (e · ω) <=> vRL ·∆t = ∆− (e · ω) (2.13)
∆RR = ω · (ρ+ e) = ωρ+ ωe = ∆ + (e · ω) <=> vRR ·∆t = ∆ + (e · ω) (2.14)
Sendo vRR e vRL as velocidades lineares das rodas traseiras da direita e da esquerda,
e ∆t a frequência de aquisição das velocidades. Os parâmetros vRR e vRL são medidos
pelos encoders. As equações (2.13) e (2.14) foram escritas em função da velocidade, uma
vez que não existia função no Blender Game Engine capaz de gerar a distância percorrida,
somente a velocidade para cada roda.
Essas duas equações serão também usadas na resolução final. Normalmente, as
três equações (2.12), (2.13) e (2.14) são suficientes para determinar os dois parâmetros
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desconhecidos ∆ e ω. Porém, para melhorar a precisão, BONNIFAIT et al. (2001) decidiram
definir duas outras equações redundantes, definidas no parágrafo seguinte.
2.5.3.2.2 Outras equações
Do esquema 19, extrai-se o comprimento do arco circular ∆F entre as duas posições
da roda dianteira virtual :
∆F = D · ω (2.15)
Agora, da figura 18, escreve-se:
D = Lsin(Ψ) (2.16)
Conhecendo a relação (2.11), a equação (2.16), se nota:
D = Lsin(Ψ) =
ρ tan(Ψ)
sin(Ψ) =
ρ
cos(Ψ) (2.17)
Multiplicando cada lado da equação (2.17) por ω, conhecendo-se a equação (2.15)
e a equação (2.5), encontra-se:
D · ω = ρ · ωcos(Ψ) <=> ∆F · cos(Ψ) = ∆ (2.18)
Adapta-se a relação (2.18) por cada roda (figura 18):
∆FL · cos(ΨL) = ∆− e · ω <=> vFL ·∆t · cos(ΨL) = ∆− e · ω (2.19)
∆FR · cos(ΨR) = ∆ + e · ω <=> vFR ·∆t · cos(ΨR) = ∆ + e · ω (2.20)
Sendo vFL e vFR, as velocidades lineares das rodas dianteiras da esquerda e da
direita. vFL e vFR são medidos por meio de dois encoders.
As equações (2.19) e (2.20) participam na resolução de ∆ e ω. Os parâmetros ΨL e
ΨR são determinados a partir do seguinte processo:
A partir da figura 18, é possível escrever as relações dos ângulos de esterçamento
das rodas dianteiras de esquerda e direita:
tan(ΨL) =
L
ρ− e (2.21)
tan(ΨR) =
L
ρ+ e (2.22)
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Eliminando ρ nas expressões (2.21) e (2.22) pela equação (2.11), nota-se os ângulos
de esterçamento ΨL e ΨR:
ΨL = arctan(
tan(Ψ) · L
L− e · tan(Ψ)) (2.23)
ΨR = arctan(
tan(Ψ) · L
L+ e · tan(Ψ)) (2.24)
BONNIFAIT et al. (2001) utilizam 5 equações, (2.12),(2.13),(2.14),(2.19) e (2.20),
para determinar ∆ e ω. Essas equações usam encoders que medem as velocidades lineares,
mas, no caso de deficiência desses sensores, seria impossível usar este método. Nesse âmbito,
usa-se uma sexta equação resolvida por medições de um giroscópio:
vgiroscópio =
ω
∆t (2.25)
sendo vgiroscópio, a velocidade angular do veículo e ∆t, as frequências de aquisição.
Nota-se que as frequências de aquisição do giroscópio e dos encoders são iguais.
2.6 Filtro de Kalman
Na área de probabilidade aplicada na robótica, quantidades como medidas de
sensores, ambiente, controle ou estado do robô podem ser modelizadas como variáveis
aleatórias. Ou seja, as variáveis são corrompidas por um ruído de medidas ligados aos
sensores.
O comportamento da variável aleatória x pode seguir uma distribuição gaussiana.
A mais conhecida é a distribuição normal, caracterizada pela média µ e pela variância σ:
P (x) = 1
σ
√
2pi
e−(x−µ)
2/2σ2 (2.26)
Os filtros Gaussianos mais populares são o Filtro de Kalman e sua variação, o Filtro
de Kalman Estendido (EKF, em inglês). O primeiro se aplica somente a casos lineares,
enquanto o último pode ser aplicado em funções não lineares.
2.6.1 Filtro de Kalman linear
O Filtro de Kalman é uma das ferramentas mais utilizadas para estimação esto-
cástica a partir de sensores com ruídos. Ele foi desenvolvido por Rudolph E. Kalman em
1960, numa aplicação de filtragem linear.
Um dos objetivos é estimar a equação de estado, isto é, o comportamento futuro
das incógnitas em função de seus estados no presente. Pode-se, por exemplo, modelar o
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comportamento de um prédio num terremoto. A probabilidade de ocorrência do estado no
futuro é definida pela expressão seguinte:
Equação de estado:
xk = Fkxk−1 +Bkuk−1 + wk (2.27)
Com cada variável representando:
xk: vetor de estado, as incógnitas do problema. Neste trabalho, xk = {D,ω} ou
xk = {xestimada, yestimada} dependo do caso;
Fk: matriz de transição que liga os estados entre k e k − 1;
Bk: matriz de entrada de controle;
uk−1: vetor de entrada de controle - neste caso há parâmetros que interagem com o
sistema;
wk: ruído de processamento.
A segunda etapa é definir uma equação de medidas, a maneira como se pode estimar
o comportamento das medições dos sensores:
Equação de medidas:
zk = Hkxk + vk (2.28)
Com cada variável definindo:
zk: vetor de medições definido pelas medidas dos sensores;
Hk: matriz de transformação;
xk: vetor de estado;
vk: ruído de medições.
O filtro de Kalman estima uma solução do problema por meio de duas fases: fase
de predição e fase de atualização. A fase de predição é diretamente ligada à equação de
estados e a fase de atualização é associada à equação de medições. O Filtro é recursivo, ou
seja, usa-se os parâmetros na época (k − 1) para determinar uma solução otimizada na
época k. Define-se, então, as duas fases:
Fase de Predição:
xk|k−1 = Fkxk−1|k−1 +Bkuk (2.29)
Pk|k−1 = FkPk−1|k−1F Tk +Qk (2.30)
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Com cada variável definindo:
P : matriz de variância-covariância associada ao vetor de estados xk. Necessita-se
definir a matriz inicial P0 que representa a variância a priori do vetor de estado x0 na
primeira iteração;
Qk: matriz de variância-covariância associada ao ruído de processamento wk. A
predição é corrompida por perturbação do tipo ruído branco gaussinano com média zero
e covariância Qk. Essa matriz pode ser vista como a fiabilidade do algoritmo: menor é a
variância, maior é a confiança no algoritmo;
Fase de Atualização:
Kk|k = Pk|k−1HTk (HkPk|k−1HTk +Rk)−1 (2.31)
xk|k = xk|k−1 +Kk(zk −Hkxk|k−1) (2.32)
Pk|k = Pk|k−1 −KkHkPk|k−1 (2.33)
A matriz K é chamada ganho de Kalman (Kalman Gain em inglês) e define quantas
vezes a medição é integrada ao vetor de estados estimado.
A matriz Rk representa a matriz de variância-covariância associada ao ruído de
medições vk. A medida do sensor é supostamente corrompida por ruído branco gaussiano
com média zero e covariância Rk. Essa matriz é igual a variância das medidas dos sensores.
Os outros elementos já foram definidos nas seções anteriores.
2.6.2 Filtro de Kalman não linear
O EKF é uma técnica para resolver problemas otimizados não-lineares, ou seja,
nos casos em que a linearidade não se aplica. A maioria dos problemas são não-lineares,
portanto, o EKF é uma técnica ideal. Enquanto no filtro de Kalman linear os vetores de
medições e estados são lineares, os do EKF não são:
Equação de estado:
xk = f(xk−1, uk) + wk (2.34)
Equação de medidas:
zk = h(xk) + vk (2.35)
Para usar essas expressões num filtro de Kalman, deve-se linearizar as funções f e
h a fim de obter curvas a posteriori Gaussianas. Segundo LARISSA (2016):
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Se não fosse realizada esta etapa, quando projetada uma Gaussiana sobre
essas funções não lineares, resultariam funções não Gaussianas, pois a
função não linear não apresenta um comportamento semelhante a curva
Normal, não garantindo, então, uma função Gaussiana a posteriori.
A linearização é feita pela fórmula de Taylor de primeira ordem nas matrizes F , G
e H, as quais são matrizes jacobianas:
Fk =
∂f(x, u)
∂x
(2.36)
Gk =
∂f(x, u)
∂u
(2.37)
Hk =
∂h(x)
∂x
(2.38)
O filtro de Kalman não linear pode ser representado pelas seguintes equações:
Fase de Predição:
xk|k−1 = f(xk−1|k−1, uk) (2.39)
Pk|k−1 = FkPk−1|k−1F Tk +GkQkGTk (2.40)
Fase de Atualização:
Kk|k = Pk|k−1HTk (HkPk|k−1HTk +Rk)−1 (2.41)
xk|k = xk|k−1 +Kk(zk −Hkxk|k−1) (2.42)
Pk|k = Pk|k−1 −KkHkPk|k−1 (2.43)
O processo computacional pode ser escrito da seguinte forma (Figura 20):
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Figura 20 – Representação esquemática do filtro de Kalman estendido.
Fonte: O autor.
2.6.3 Exemplo
2.6.3.1 Introdução ao problema
Define-se um sensor que mede 100 vezes a temperatura, medida modelada pelo
seguinte sinal:
z(k) = 16− 1, 23 · cos(pi · k350 )− 0, 86 · sin(
pi · k
350 ) + 5v (2.44)
sendo v o ruído branco das medições de temperatura com média zero e desvio
padrão 1. Representa-se o sinal z(k) na figura 21.
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Figura 21 – Representação das medições de temperatura zk
Fonte: O autor.
O problema consiste em estudar o comportamento das medições de temperatura
por meio de um filtro de Kalman. Os parâmetros a estimar são as temperaturas designadas,
como x. Considera-se a evolução da temperatura como linear e a evolução das medidas
também. As variáveis F e H das equações (2.27) e (2.28) são, portanto, iguais a 1 :
xk = xk−1 + wk (2.45)
zk = xk + vk (2.46)
sendo w o ruído de processamento e v, o ruído de medições.
Escreve-se o filtro de Kalman linear aplicado ao exemplo a partir das equações
(2.29), (2.30), (2.31), (2.32) e (2.33).
Fase de Predição:
xk|k−1 = xk−1|k−1 (2.47)
Pk|k−1 = Pk−1|k−1 +Q (2.48)
Fase de Atualização:
Kk|k =
Pk|k−1
Pk|k−1 +R
(2.49)
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xk|k = xk|k−1 +Kk(zk − xk|k−1) (2.50)
Pk|k = Pk|k−1(1−Kk) (2.51)
O algoritmo se baseia na rotina explicada na figura 20. Nota-se o código Matlab
no exemplo:
1 n=100
2 for i =1:n
3 z ( i ) = 16−1.23∗ cos ( p i ∗ i /350)−0.86∗ s i n ( p i ∗ i /350)+5∗randn ;
4 end
5
6 Q=0.5; % ruido de processamento
7 R=100; % va r i an c i a das medidas
8 xa (1 ) =0;
9 Pa(1) =40;
10
11 for j =2:n
12
13 xp ( j )=xa ( j−1) ;
14 Pp( j )=Pa( j−1)+Q;
15
16 Kp=Pp( j ) /(Pp( j )+R) ;
17 Pa( j )=(1−Kp)∗Pp( j ) ;
18 xa ( j )=xp ( j )+Kp∗( z ( j )−xp ( j ) ) ;
19
20 end
21
22 p lo t ( dados_reais , ’ b ’ ) ;
23 hold on
24 p lo t ( xa , ’ r ’ ) ;
A seguir, serão apresentados 4 testes que permitirão destacar o comportamento do
filtro.
2.6.3.2 Teste 1: referência
O primeiro teste será realizado em condições ideais (Figura 22). Nota-se a variância
das medidas R = σ2v = 102 = 100 ligado ao ruído vk das medidas, a variância Q = σ2w = 0.5
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associada ao ruído de processamento wk e a variância inicial do parâmetro x notada
P0 = 40 e x0 = 0.
Figura 22 – Teste 1: representação das medições de temperatura zk e dos parâmetros xk
calculados por filtro de Kalman
Fonte: O autor.
O cálculo da temperatura xk por meio do filtro de Kalman segue bem o comporta-
mento real das medidas zk. O teste 1 será a referência padrão.
2.6.3.3 Teste 2: influência de P0
No teste 2, só a variância inicial muda, sendo, nesse caso, P0 = 0, 1. Os outros
parâmetros continuam sendo os mesmos.
Observa-se que o filtro demora mais a se ajustar às medidas (Figura 23). P pode
ser vista como a memória do filtro. Se P0 é baixa, o filtro não tem “memória” e demora
para prever os acontecimentos futuros.
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Figura 23 – Teste 2: influência de P0 no cálculo dos parâmetros xk por filtro de Kalman
Fonte: O autor.
2.6.3.4 Teste 3: influência de R
Neste teste, o erro de temperatura será igual a 22, 36 ˚C. Ou seja, R = σ2v =
22, 362 = 500. Os outros parâmetros serão iguais àqueles usados no teste 1: Q = σ2w = 0, 5,
P0 = 40 e x0 = 0.
Os resultados do teste 3 encontram-se no gráfico seguinte (Figura 24).
Se o ruído de processamento wk for muito menor que o ruído de medida vk, ou seja,
se Q <<< R, o sensor não será confiável. O filtro só usa o modelo e filtra tudo ignorando
as medidas, pois K tende para zero (equações 2.49 e 2.50).
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Figura 24 – Teste 3: influência de Rk no cálculo dos parâmetros xk por filtro de Kalman
Fonte: O autor.
2.6.3.5 Teste 4: influência de Q
Neste último teste, nota-se R = 0, 1. Os outros parâmetros são iguais àqueles do
teste 1. Os resultados do teste 4 encontram-se no gráfico seguinte (Figura 25).
Se o ruído de medida vk é muito menor que o ruído de processamento wk, ou seja,
se R <<< Q, significa que o sensor é totalmente confiável. O filtro não filtra e acompanha
as medidas de perto, pois K tende para o infinito (equações 2.49 e 2.50).
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Figura 25 – Teste 4: influência de Qk no cálculo dos parâmetros xk por filtro de Kalman
Fonte: O autor.
2.6.3.6 Conclusão
A complexidade do filtro de Kalman reside na configuração das matrizes R, Q e P0.
Nesse exemplo, a busca dos parâmetros ideais é facilitada pela simplicidade do problema,
mas, quando se trata problemas mais complexos, a pesquisa se torna difícil.
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3 METODOLOGIA
3.1 Introdução
O projeto consiste em desenvolver um algoritmo de fusão de dados a partir de um
giroscópio, que mede a velocidade angular e linear do veículo, de um sensor GNSS que
determina a localização absoluta do veículo no sistema WGS84 e quatro encoders que
fornecem as velocidades angulares das rodas.
O trabalho será divido em duas partes: simulação em um ambiente virtual e
aplicação na plataforma real. Na primeira parte, os dados usados no algoritmo de fusão
foram virtuais, ao passo que, na segunda experiência, foram utilizados dados reais.
3.2 Ambiente virtual
O veículo e os sensores são modelados em um ambiente virtual. Os dados são
gerados pelo Morse e enviados em um arquivo através do ROS, no qual são feitos os
cálculos de otimização em tempo real.
O Morse é um software que permite criar sensores e seus dados no BGE, a partir
de várias funções em Python. Vários sensores foram criados: um GPS, um giroscópio e
quatro encoders.
As medições dos sensores são impactadas por um ruído Gaussiano gerado pela
função gauss da biblioteca random em Python. Essas perturbações foram levadas em
consideração na hora do cálculo. Demais explicações serão apresentadas na parte dedicada
aos resultados.
O ROS é um middleware que estabelece comunicação entre nós por meio de tópicos.
Os nós do receptor GPS, Giroscópio e Encoders geraram e enviaram os dados por meio
dos tópicos “/gps”, “/velocity” e “/wheelspeed” para o nó “calculo”. Este último nó é um
programa no qual é feito o cálculo de localização.
O GPS fornece as coordenadas xgps e ygps no sistema WGS84 do veículo e os
encoders produzem as velocidades angulares das rodas (vRL, vRR, vFR, vFL). O giroscópio
fornece as velocidades lineares e angulares do veículo nos eixos x, y e z, mas apenas a
velocidade angular no eixo z, notada vgiroscópio, e as velocidades lineares, chamadas vlx e
vly, foram usadas no cálculo de hibridação.
Os tipos e o formato dos dados foram igualmente definidos no ROS. No caso do
receptor GPS, os dados de localização foram enviados num quadro de 64 bits cada um. Os
dados dos encoders e do giroscópio foram enviados num quadro-múltiplo de 64 bits cada
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um.
Utilizou-se também um sensor chamado Pose no Morse que forneceu a posição e a
orientação exatas do veículo. Este sensor não foi levado em conta no cálculo de otimização,
mas permitiu controlar a qualidade dos resultados obtidos.
O veículo foi monitorado por meio de um programa escrito em C++, que controlou
a direção e a velocidade das rodas. FERREIRA, GARCIA e VAQUEIRO (2013) fornecem
mais explicações sobre o funcionamento do sistema.
A figura a seguir apresenta a esquematização dos software no ambiente virtual:
Figura 26 – Esquematização simplificada dos software no ambiente virtual
Fonte: O autor.
3.3 Algoritmo de localização híbrida
3.3.1 Introdução
O método da localização híbrida é utilizado para a determinação do posicionamento
do veículo autônomo. O método de otimização escolhido é o filtro de Kalman, que garante
uma boa robustez, uma simplicidade de aplicação e um baixo custo computacional.
Independentemente do tipo de sensores (virtuais ou reais), o processo é o mesmo.
Em primeiro lugar, calculou-se a velocidade linear vl do veículo a partir das medições
vlx e vly. Se vl > 2m/s, os dados dos encoders (vRL, vRR, vFL e vFR) e os dados do giroscópio
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(vgiroscópio) são fusionados por um primeiro filtro de Kalman Linear, a fim de se obter a
distância percorrida ∆ e o ângulo rotacionado ω. Se vl < 2m/s, apenas as medições vRL e
vRR são combinadas com vgiroscópio.
O cálculo diferencia os dois casos porque a matriz (HkPk|k−1HTk +Rk)−1 da equação
(2.31) é singular quando a velocidade linear do veículo é inferior a 2 m/s: não foram
empregados todos os sensores neste caso particular.
Em segundo lugar, o resultado obtido é fusionado por um filtro de Kalman não-
linear com os dados do GPS (xgps, ygps), buscando ganhar a localização estimada do veículo
(xestimada, yestimada e θestimada).
3.3.2 Filtro de Kalman
Esta seção é dedicada à apresentação das equações e matrizes do filtro de Kalman
necessárias ao cálculo.
A modelagem de um problema por um filtro de Kalman é sempre dividida em
duas etapas: determinação da equação de medidas e da equação de estados, como já foi
estudado na revisão bibliográfica.
3.3.2.1 Primeiro filtro aplicado a Dead-Reckoning
O primeiro filtro corresponde à fusão dos dados de velocidade das rodas e dos dados
do Giroscópio a fim de ganhar a distância percorrida ∆ e o ângulo ω associado ao círculo.
Divide os casos onde a velocidade linear vl do veículo é superior a 2 m/s ou inferior a 2
m/s.
3.3.2.1.1 Caso vl > 2 m/s
A equação de medições e a equação de estados são lineares, portanto, o primeiro
usa o filtro de Kalman linear. Aplicam-se as equações (2.29),(2.30),(2.31),(2.32) e (2.33)
do filtro de Kalman linear no caso do Dead-Reckoning.
x1k|k−1 = F1kx1k−1|k−1 (3.1)
P1k|k−1 = FkP1k−1|k−1F
T
1k +Q1k (3.2)
K1k = P1k|k−1H
T
1k(H1kP1k|k−1H
T
1k +R1k)
−1 (3.3)
x1k|k = x1k|k−1 +K1k(z1k −H1kx1k|k−1) (3.4)
P1k|k = P1k|k−1 −K1kH1kP1k|k−1 (3.5)
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Nesta análise, desconsiderou-se a entrada de controle u (equação 2.27) por não
haver, no momento, um comando de controle, de forma que a entrada u é nula.
Equação de medições. A equação de medições (2.35) - sendo h a função de medidas
- é representada a partir das relações (2.12), (2.13), (2.14), (2.19), (2.20) e (2.25):
h =

vgiroscópio = ω∆t
tan(Ψ) = L ω∆
vFL ·∆t · cos(ΨL) = ∆− e · ω
vFR ·∆t · cos(ΨR) = ∆ + e · ω
vRL ·∆t = ∆− e · ω
vRR ·∆t = ∆ + e · ω
<=>
h =

vgiroscópio = ω∆t
tan(Ψ) = L ω∆
vFL · cos(ΨL) = ∆−e·ω∆t
vFR · cos(ΨR) = ∆+e·ω∆t
vRL = ∆−e·ω∆t
vRR = ∆+e·ω∆t
A equação das medidas se escreve:
z1k = H1kx1k <=> z1k =
(
∂h
∂x
)
x1k <=> z1k =
(
∂h
∂∆
∂h
∂ω
)
xk <=>

vgiroscópio
tan(Ψ)
vFL · cos(ΨL)
vFR · cos(ΨR)
vRL
vRR

︸ ︷︷ ︸
z1k
=

0 1∆t
−Lω
∆2
L
∆
1
∆t
−e
∆t
1
∆t
e
∆t
1
∆t
−e
∆t
1
∆t
e
∆t

︸ ︷︷ ︸
H1k
 ∆
ω

︸ ︷︷ ︸
x1k
(3.6)
Sabendo que:
• vgiroscópio é medida pelo giroscópio; vFL, vFR, vRL e vRR são medidas pelos encoders.
• tan(Ψ), ΨL e ΨR são calculadas a partir das equações (2.12),(2.23) e (2.24).
• ∆t é a frequência de aquisição dos encoders e do giroscópio.
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Equação de estado. A equação de estado se escreve para o primeiro filtro:
x1k|k−1 = F1 · x1k−1|k−1 + wn <=>
 ∆
ω

k|k−1
=
 1 0
0 1

︸ ︷︷ ︸
F1
 ∆
ω

k−1|k−1
(3.7)
A equação de estado é linear. A evolução das variáveis ∆ e ω é igual ao longo
do tempo. wn representa o ruído de processamento. Ele é definido por uma matriz de
variância-covariância Q1.
Q1 =
 σ2∆ 0
0 σ2ω
 (3.8)
Sendo que:
• σ∆ é o desvio-padrão da distância percorrida;
• σω é o desvio-padrão do ângulo ω.
Quanto menor for o valor de σ∆ e σω, maior será a confiança na solução das
incógnitas ∆ e ω.
As medidas são afetadas por um ruído por causa dos sensores. O ruído é definido
neste caso pela matriz de variância-covariância R1:
R1 =

σ2giroscópio 0 0 0 0 0
0 σ2dir 0 0 0 0
0 0 σ2FL 0 0 0
0 0 0 σ2FR 0 0
0 0 0 0 σ2RL 0
0 0 0 0 0 σ2RR

(3.9)
Com cada variável definindo:
σgiroscópio, o valor do ruído (desvio-padrão) da medida vgiroscópio;
σdir, o valor do ruído (desvio-padrão) da medida tan(Ψ);
σFL, o valor do ruído (desvio-padrão) da medida vFL · cos(ΨL);
σFR, o valor do ruído (desvio-padrão) da medida vFR · cos(ΨR);
σRL, o valor do ruído (desvio-padrão) da medida vRL;
σRR, o valor do ruído (desvio-padrão) da medida vRR.
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Os valores dos coeficientes da matriz R1 são iguais a variância de cada sensor na
criação dos sensores virtuais, feita pela função gauss da biblioteca random.
Finalmente, a matriz de ponderação P1 é igual a 0 na primeira etapa do processo
de cálculo.
P1k=0 =
 0 0
0 0
 (3.10)
3.3.2.1.2 Caso vl < 2 m/s
No caso onde vl < 2 m/s, usam-se apenas as medições: vRL, vRR e vgiroscópio. A
equação de medições se escreve:
vgiroscópio
vRL
vRR

︸ ︷︷ ︸
z1k
=

0 1∆t
1
∆t
−e
∆t
1
∆t
e
∆t

︸ ︷︷ ︸
H1k
 ∆
ω

︸ ︷︷ ︸
x1k
(3.11)
A matriz de variância-covariância R1 é definida como:
R1 =

σ2giroscópio 0 0
0 σ2RL 0
0 0 σ2RR
 (3.12)
As outras matrizes que foram definidas no caso vl > 2 m/s permanecem iguais.
3.3.2.2 Segundo filtro: localização estimada
O segundo filtro determina a localização estimada do veículo, isto, xestimada, yestimada
e θestimada. A distância percorrida ∆ e o ângulo ω são fusionados com as coordenadas do
receptor GNSS.
A equação de medições é linear, mas a equação de estados, não; portanto, o
segundo filtro será de Kalman não-linear. As equações do filtro de Kalman utilizadas nessa
modelagem estão descritas a seguir:
x2k|k−1 = f(x2k−1|k−1 , u2k) (3.13)
P2k|k−1 = F2kP2k−1|k−1F
T
2k +G2kQ2kG
T
2k (3.14)
K2k = P2k|k−1H
T
2k(H2kP2k|k−1H
T
2k +R2k)
−1 (3.15)
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x2k|k = x2k|k−1 +K2k(z2k −H2kx2k|k−1) (3.16)
P2k|k = P2k|k−1 −K2kH2kP2k|k−1 (3.17)
Nota-se que, na teoria, os sistemas de referências (O, xorig, yorig) e (Mk, Xk, Yk)
são relacionados pelo ângulo θ (Figura 17), mas, no software BGE, a referência móvel (Mk,
Xk, Yk) é rotacionada por um ângulo θ + pi/2 (figura 27).
Figura 27 – Relação entre referência móvel e global
Fonte: O autor.
Assim, o cálculo da localização estimada utiliza a convenção θ + pi/2 em um
ambiente virtual.
3.3.2.2.1 Equação de medições
Define-se a equação de medições (equação 2.35):
z2k = h2(xk) + vk <=>
 xgps
ygps

︸ ︷︷ ︸
z2k
=
 1 0 0
0 1 0

︸ ︷︷ ︸
H2k

xestimada
yestimada
θestimada

︸ ︷︷ ︸
x2k
(3.18)
A equação das medidas é linear porque só as coordenadas GPS do veículo são
medidas.
3.3.2.2.2 Equação de estados
A equação de estados se escreve da seguinte maneira (equação 2.34):
x2k|k−1 = f(x2k−1|k−1 , u2k) + wk
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Estabelece-se a equação de estado a partir das equações (2.8)(2.9)(2.10):

f1 : xestimadak|k−1 = xestimadak−1|k−1 + ∆ · cos(θk + ω/2 + pi/2)
f2 : yestimadak|k−1 = yestimadak−1|k−1 + ∆ · sin(θk + ω/2 + pi/2)
f3 : θestimadak|k−1 = θestimadak−1|k−1 + ω
Sendo as incógnitas: x2 =

xestimada
yestimada
θestimada

Sendo a entrada de controle u: u2 =
 ∆
ω

As equações que regem a equação de estado não são lineares. Então, F e G (equações
2.36 e 2.37) são matrizes jacobianas, sendo que os termos serão a derivada parcial da
função f(x2k−1|k−1 , u2k):
F2 =
∂f(x2, u2)
∂x2
=

∂f1(x2,u2)
∂xestimada
∂f1(x2,u2)
∂yestimada
∂f1(x2,u2)
∂θestimada
∂f2(x2,u2)
∂xestimada
∂f2(x2,u2)
∂yestimada
∂f2(x2,u2)
∂θestimada
∂f3(x2,u2)
∂xestimada
∂f3(x2,u2)
∂yestimada
∂f3(x2,u2)
∂θestimada
 =

1 0 −∆ · sin(θk + w/2 + pi/2)
0 1 ∆ · cos(θk + w/2 + pi/2)
0 0 1

(3.19)
G2 =
∂f(x2, u2)
∂u2
=

∂f1(x2,u2)
∂∆
∂f1(x2,u2)
∂ω
∂f2(x2,u2)
∂∆
∂f2(x2,u2)
∂ω
∂f3(x2,u2)
∂∆
∂f3(x2,u2)
∂ω
 =

cos(θk + w/2 + pi/2) −∆/2 · sin(θk + w/2 + pi/2)
sin(θk + w/2 + pi/2) −∆/2 · cos(θk + w/2 + pi/2)
0 1
 (3.20)
Além disso, foi estimado que a matriz de ponderação P2 fosse igual a zero na
primeira iteração (matriz nula). No primeiro filtro, obteve-se um valor sobre a matriz de
ponderação P1 que é um estimação de Q2, matriz de erro de processamento do filtro 2. Os
valores da matriz de variância-covariância R2 são diretamente ligados ao ruído de medições
do receptor GNSS (σxgps e σygps) modelado pela função gauss.
Q2k = P1k =
 c1 0
0 c2
 (3.21)
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P2k=0 =

0 0 0
0 0 0
0 0 0
 (3.22)
R2 =
 σ2xgps 0
0 σ2ygps
 (3.23)
c1 e c2 são valores calculados pelo algoritmo: o resultado da matriz de P1 do
primeiro filtro de Kalman se torna a variância da matriz Q2 do segundo filtro.
3.3.3 Logigrama
Apresenta-se, nesta parte, o logigrama do algoritmo de hibridação (Figura 28).
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Figura 28 – Esquematização simplificada do projeto
Fonte: O autor.
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4 RESULTADOS
4.1 Introdução
Esta parte é dedicada à validação do algoritmo de localização apresentado nos
capítulos anteriores. O objetivo é avaliar as posições estimadas xestimada, yestimada e θestimada
em função dos métodos de posicionamento GNSS que foram descritos na seção 2.3.1.4.
Recorda-se que foram apresentadas 3 soluções:
• O “ Posicionamento por Ponto ”, que apresenta um erro de 10 m;
• O “ DGPS em tempo real ”, de precisão estimada a 1 m;
• O “ Posicionamento relativo cinemático em tempo real (RTK) ”, de precisão centi-
métrica.
Pode-se quantificar a precisão virtual desses métodos pela função gauss da biblioteca
random no Python - as medições GNSS são impactadas por um ruído gaussiano. Por
exemplo, a validação virtual do método “ Posicionamento por Ponto ” é permitida por um
ruído (desvio-padrão) elevado σxgps > 7 m e σygps > 7 m:
1 gps . l a t i t u d e = random . gauss ( gps . l a t i t ude , 7 )
2 gps . l ong i tude = random . gauss ( gps . long i tude , 7 )
Embora as medições dos outros sensores sejam também impactadas por um ruído,
ficarão independentes do processo GNSS utilizado.
Os testes consistem em trafegar o veículo virtual (modelo Fiat) com velocidade
variável através da cidade. Em cada percurso (cuja duração de, aproximadamente, 150
segundos) o carro efetua várias curvas. A frequência de aquisição é de 1 Hz para o GPS, e
20 Hz para o giroscópio e para os encoders (∆t = 0, 05 s).
Constam, neste relatório, 3 testes diferentes:
• Teste 1: Validação da posição estimada por método “ Posicionamento por Ponto ”;
• Teste 2: Validação da posição estimada por método DGPS;
• Teste 3: Validação da localização estimada por método RTK.
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4.2 Teste 1: Validação da posição estimada por método Posicionamento por
Ponto
4.2.1 Parametrização do teste
O primeiro teste consiste em verificar o desempenho da solução com o método de
Posicionamento por Ponto. Portanto, a posição fornecida pelo GPS (xgps, ygps) é impactada
por um ruído de 7 metros (σxgps = σygps = 7). As velocidades angulares do giroscópio e
dos 4 encoders são perturbadas por um ruído de 0, 1 rad/s (σgiroscópio = σencoders = 0, 1).
Quando a velocidade vl do veículo ultrapassa 2 m/s, a matriz R1 se escreve na
seguinte forma:
R1 =

0, 01 0 0 0 0 0
0 0, 5 0 0 0 0
0 0 5 0 0 0
0 0 0 5 0 0
0 0 0 0 1 0
0 0 0 0 0 1

(4.1)
Caso contrário, se vl < 2 m/s, nota-se:
R1 =

0, 01 0 0
0 1 0
0 0 1
 (4.2)
Define-se, enfim, a matriz de variância-covariância R2:
R2 =
 4 0
0 4
 (4.3)
4.2.2 Análise
Apresentam-se o deslocamento estimado (xestimada, yestimada) do veículo a 3 σ e o
trajeto real na figura 29. O veículo tem 99% de probabilidade de ficar nesse intervalo de
confiança.
Mostram-se a posição do receptor GNSS (xgps, ygps) e o trajeto real do veículo na
figura 30.
Na figura 31, ilustram-se os erros entre a solução estimada pelo algoritmo e a
posição real.
Na figura 32, encontra-se a apresentação dos erros entre o receptor GPS e o
giroscópio além dos dados exatos.
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Figura 29 – Teste 1: deslocamento estimado do veículo a 3 σ
Fonte: O autor.
Nota-se que os dados exatos (posição do veículo: x, y e θ) foram fornecidos pelo
sensor Pose.
Embora a posição GPS fique fortemente perturbada (figura 30), o algoritmo de
Kalman é bem sucedido em filtrar o sinal ruidoso, pois a posição estimada, em geral, se
mostra próxima do trajeto ideal.
O percurso exato permanece, durante a maior parte do experimento, no intervalo
de confiança, o que mostra o bom desempenho da solução apesar dos erros entre a solução
estimada e a solução exata forem elevados (figura 31). A média dos erros quadráticos
pós-fusão na posição estimada é de 2,35 m enquanto a média dos erros quadráticos do
GPS é de 9,10 m.
No início do percurso, a linha fica reta após 30 segundos, o que significa que o
filtro de Kalman consegue aprender sozinho a partir das posições anteriores. Caso haja
curva acentuada, a posição estimada permanece perturbada, pois o modelo matemático
utilizado (modelo de Ackermannn) é simples, ou seja, ele não funciona nos casos extremos.
O modelo não leva em consideração a dinâmica do veículo (acelerações laterais, etc.).
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Figura 30 – Teste 1: deslocamento do veículo (medições do GPS)
Fonte: O autor.
Figura 31 – Teste 1: erro entre a solução estimada e dados exatos
Fonte: O autor.
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Figura 32 – Teste 1: erro entre o GPS e o giroscópio, e os dados exatos
Fonte: O autor.
4.3 Teste 2: Validação da posição estimada por método DGPS
4.3.1 Parametrização do teste
O segundo teste consiste em verificar o desempenho da solução com o método
DGPS em tempo real. O sinal GPS é impactado por um ruído de 1 metro (σxgps = σygps).
Escreve-se a matriz R2:
R2 =
 1 0
0 1
 (4.4)
A matriz de variância-covariância R1 permanece a mesma pois a precisão dos
encoders e do giroscópio não muda. R1 é definida pelas equações 4.1 e 4.2.
4.3.2 Análise
De maneira similar ao teste 1, apresenta-se a localização estimada (figura 33), a
localização do veículo, fornecida pelo GPS (figura 34), os erros da solução estimada (figura
35) e os erros do receptor GNSS (figura 36).
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Figura 33 – Teste 2: deslocamento estimado do veículo a 3 σ
Fonte: O autor.
Figura 34 – Teste 2: deslocamento do veículo (medições do GPS)
Fonte: O autor.
Ao contrário do caso anterior, o sinal GNSS é pouco perturbado: a localização
estimada fica melhor, segue o trajeto ideal e fica no intervalo de confiança durante a maior
parte do experimento (figura 33).
A média dos erros quadráticos da posição estimada é de 0,98 m (figura 35) e de
1,01 m pelo GPS (figura 36). Os erros na posição antes e depois da fusão são quase iguais,
exceto pelos erros no percurso estimado serem menos ruidosos.
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Figura 35 – Teste 2: erro entre a solução estimada e dados exatos
Fonte: O autor.
Figura 36 – Teste 2: erro entre o GPS e o giroscópio, e os dados exatos
Fonte: O autor.
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4.4 Teste 3: Validação da posição estimada por método RTK
4.4.1 Parametrização do teste
O terceiro teste consiste em verificar o desempenho da solução com o método “
Posicionamento relativo Cinemático em tempo real (RTK) ”. O sinal GPS é impactado
por um ruído centimétrico (σxgps = σygps = 10 cm). Escreve-se a matriz R2:
R2 =
 0, 1 0
0 0, 1
 (4.5)
R1 é definida pelas equações 4.1 e 4.2, como nos casos anteriores.
4.4.2 Análise
Mostra-se os mesmos gráficos apresentados nas seções anteriores. A figura 37 ilustra
o percurso estimado do veículo a 3 σ; a figura 38 enfatiza o percurso do veículo com base
nas medições GPS e as figuras 39 e 40 mostram os erros dos percursos pós-fusão e das
medições do receptor GNSS.
Observa-se um resultado melhor, pois o sinal GNSS é impactado por um sinal
pouco ruidoso (3 cm). O veículo segue o trajeto real de maneira perfeita, sem desvio
significativo. Além disso, o erro médio da trajetória estimada é de 0,08 m enquanto o erro
médio do GPS é de 0,15 m.
Figura 37 – Teste 3: deslocamento estimado do veículo a 3 σ
Fonte: O autor.
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Figura 38 – Teste 3: deslocamento do veículo (medições do GPS)
Fonte: O autor.
Figura 39 – Teste 3: erro entre a solução estimada e dados exatos
Fonte: O autor.
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Figura 40 – Teste 3: erro entre o GPS e o giroscópio, e os dados exatos
Fonte: O autor.
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5 CONCLUSÃO
5.1 Resumo
Os veículos autônomos são projetos cada vez mais próximos da realidade neste
mundo. Por conta disso, a questão da segurança mostra-se extremamente revelante, e
definir uma localização precisa do veículo é uma necessidade.
O receptor GNSS é o meio de posicionamento mais utilizado na vida cotidiana mas
possui uma precisão fraca para uso com veículos autônomos. BONNIFAIT et al. (2001)
usam a técnica de posicionamento chamada Dead-Reckoning, que consiste em fusionar
dados odométricos com giroscópio e receptor GNSS.
Os dados do giroscópio e dos quatros encoders foram fusionados por um primeiro
filtro de Kalman. Os resultados obtidos (distância percorrida e ângulo de rotação) foram
fusionados por um segundo filtro de Kalman com as posições dadas pelo GPS. Obteve-se
um resultado das posições estimadas do veículo.
O filtro de Kalman é um filtro Gaussiano que tem a capacidade de prever as
soluções futuras a partir de um modelo de predição. Cada solução obtida é atualizada
pelas medidas dos sensores. As dificuldades deste algoritmo se traduzem na definição dos
modelos e das matrizes de variâncias e covariâncias associadas ás medidas.
Os testes foram desenvolvidos num ambiente virtual usando ROS, Morse e BGE.
Os sensores foram criados em Python, no Morse, e modelados no BGE conjuntamente com
o veículo e a cidade virtual. A comunicação entre esses elementos e o algoritmo de fusão
foi mediada pelo ROS, que pode ser visto como um canal de encanamento dos dados.
O objetivo era comparar a precisão de localização do algoritmo de fusão com as
técnicas de posição GNSS encontradas na literatura (MONICO, 2008): posicionamento de
navegação, como encontra-se nos celulares, posicionamento por DGPS e RTK.
Os resultados foram apresentados no capítulo 4 desta dissertação. Nota-se o bom
desempenho do filtro: na maioria do percurso, a solução exata fica no intervalo de confiança
dado pelo filtro.
5.2 Dificuldades encontradas
O cronograma inicialmente previsto se baseia na validação do projeto (usar a
tecnologia RTK) no veículo VILMA. O posicionamento oferece, em teoria, uma posição de
precisão centimétrica.
A ideia geral é usar o software RTKLIB para calcular a posição do veículo em
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tempo real, a partir da estação da RBMC da FEC e, com uma antena SkyTraq de baixo
custo. O RTKLIB seria instalado no computador Raspberry Pi.
O Raspberry Pi é um microcomputador compacto do tamanho de um cartão
de crédito. Conhecido com o computador mais barato já desenvolvido (custo médio de
R$ 250,00), ele é compatível com o sistema operacional OS Linux Ubuntu e possui as
seguintes especificações: processador 1.2GHz 64-bit quad-core, ARMv8 CPU, receptor
WIFI, bluetooth 4.1 e porta USB. Com apenas 1 GB de RAM, o computador é lento,
mas, aplicado numa função de rastreamento e cálculo GNSS, como RKTLIB, oferece
características suficientes para um bom funcionamento.
RTKLIB é um pacote de sofware de cálculo de posicionamento GNSS de uso livre
(tanto para fins educacionais como comerciais). Com este programa, é possível processar
dados GNSS em tempo real ou pós-processado. O software possibilita a utilização dos
sistemas GNSS: GPS, GLONASS, Galileo, entre outros. Além disso, ele permite configurar
parâmetros como: elevação, tipo de antena, etc. A versão mais recente (2.4.2) do RTKLIB
será utilizada. O aplicativo necessário no projeto é o RTKNavi, que calcula dados em tempo
real: posicionamento por ponto, DGPS, RTK, etc. A última opção citada é a escolhida
para o ensaio real. Necessita-se apenas definir uma estação de referência e um receptor
móvel:
• Estação da RBMC: o território brasileiro é monitorado por dezenas de antenas
GNSS, sob os cuidados do IBGE, que disponibilizam gratuitamente dados GNSS
em tempo real. Usa-se a estação SPC 1, localizada na FEC da UNICAMP (o ensaio
está planejado para ocorrer nas ruas do campus). Precisa criar uma conta no site
do IBGE para obter os dados em tempo real. Este parâmetro é requisitado pelo
software RTKLIB na hora da configuração.
• Antena e receptor SkyTraq: emprega-se um receptor e antena de frequência simples
L1/GPS, de baixo custo, conforme a meta da pesquisa. Não é necessário utilizar
receptor dupla frequência, uma vez que a única melhoria seria o tempo de resolução
das ambiguidades N.
A antena e o receptor SkyTraq (Navspark Raw) são conectados ao Raspberry Pi
por meio de um cabo USB. O mesmo é alimentado por energia elétrica, por meio de um
adaptador de tomada no veículo. A tecnologia RTK, como explicado nas partes anteriores,
necessita de acesso internet, que será disponibilizado por um chip de celular / GSM com
serviços de dados móveis de uma operadora de telecomunicações (Figura 41).
Dessa maneira, o celular torna-se um roteador e o Raspberry Pi é conectado a ele
por WI-FI.
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Figura 41 – Esquematização da solução RTK na plataforma real
Fonte: O autor.
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Esse roteiro já foi experimentado por FACIN (2016) com um notebook e a estação
POLIO, da RBMC na USP. Apesar de apresentar resultados corretos, não foi possível
obter um bom posicionamento para o teste. Uma localização usando RTK é centimétrica,
bem longe dos resultados obtidos (variância de 7 metros). As principais razões que levaram
a esse resultado podem ser:
• Problemas nas configurações do RTKLIB: o software, reconhecido no mundo uni-
versitário, oferece diversos parâmetros. Um único erro na configuração pode causar
problemas no resultado final.
• Problema na recepção dos dados da estação RBMC: após executar o aplicativo
RTKNavi, nenhum dado é recebido pela estação RBMC SPC1. Várias tentativas
foram feitas, mas nenhuma deu certo.
5.3 Recomendações
Pode-se destacar as seguintes recomendações a futuros trabalhos:
• Desenvolver novos testes virtuais:
– Criar um modelo de cidade mais real no Blender Game Engine pois todas as
estradas seguem um padrão americano onde todas as ruas se cruzam em ângulo
reto. Seria também interessante adicionar outros veículos e pedestres ao modelo
virtual;
– Utilizar mais sensores (receptor GNSS e giroscópio) até mesmo incluir outros
sensores não empregados nesta pesquisa (laser por exemplo);
– Criar um modelo matemático que leva em consideração a velocidade e a ace-
leração do veículo. O modelo imaginado seria testado no ambiente virtual
aprimorado.
• Testar as soluções no veículo VILMA:
– Usar a solução RTK com um receptor GNSS de baixo custo e um computador
Raspberry Pi;
– Caso o RTK não funcione, um receptor que grava dados pode ser utilizado e o
algoritmo seria testado em modo pós-processado;
– Adaptar o algoritmo à plataforma real.
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