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VI INHALTSVERZEICHNIS
Es gibt unter den Geometern und den Astronomen
eine Art Missverständnis über die Bedeutung des
Begriﬀs Konvergenz:
Die Geometer sind beschäftigt mit vollkomme-
ner Strenge und oftmals gleichgültig ob der Länge
der unentwirrbaren Berechnungen, deren prinzipi-
elle Möglichkeit sie nachvollziehen, ohne darüber
zu sinnieren, wie sie diese tatsächlich eﬀektiv aus-
führen können. Für sie ist eine Reihe konvergent,
wenn die Partialsummen einem Grenzwert zustre-
ben, obwohl die ersten Terme sehr langsam abklin-
gen.
Im Gegensatz dazu haben die Astronomen die
Angewohnheit zu sagen, dass eine Reihe konver-
giert, wenn beispielsweise die ersten zwanzig Ter-
me sehr schnell kleiner werden, gleich wohl die fol-
genden Terme unbestimmt wachsen sollten.
Henry Poincaré (1854− 1912)
Einleitung
s
Vor genau 100 Jahren veröﬀentlichte Albert Einstein die endgültige Fassung der Feld-
gleichungen einer Theorie der Gravitation [Einstein, 1915a]. Diese bezeichnete er als All-
gemeine Relativitätstheorie, da die Feldgleichungen „dem Postulat allgemeiner Relativität
entsprechen, d.h. die in ihrer allgemeinen Fassung beliebigen Substitutionen der Raum-
zeitvariabeln gegenüber ko-variant sind.“1 Mit dieser Theorie der Gravitation lassen sich
nicht nur alle bis heute beobachtbaren Erscheinungen gravitativen Ursprungs beschreiben,
sie besticht zudem durch die Eleganz und Schönheit ihrer mathematischen Formulierung.
Einstein urteilt selbst: „Dem Zauber dieser Theorie wird sich kaum jemand entziehen
können, der sie wirklich erfaßt hat: sie bedeutet einen wahren Triumph der durch Gauss,
Riemann, Christoffel, Ricci und Levi-Civiter [sic!] begründeten Methode des all-
gemeinen Diﬀerentialkalküls.“2
Dieser Zauber entsteht auch und gerade durch die enge Verknüpfung der Gravitation
mit der sie erzeugenden Materieverteilung, so dass beide nicht unabhängig voneinander
vorgegeben werden können. Dies bedeutet auch, dass die Bewegungsgleichungen inhären-
ter Bestandteil der Feldgleichungen sind und nicht, wie in der Newton’schen Theorie,
zusätzlich gefordert werden müssen. Jedoch ist es auch diesem Umstand geschuldet, dass
1[Einstein, 1915a]
2[Einstein, 1915c]
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sich das Lösen der Feldgleichungen für konkrete physikalische Systeme als sehr heraus-
fordernde Aufgabe erweist. Bis heute sind nur wenige analytische Lösungen bekannt, die
das Gravitationsfeld (also die Struktur der Raumzeit), erzeugt durch kompakte Objek-
te, beschreiben. Für viele interessante Probleme ist man auf numerische Methoden oder
Näherungslösungen angewiesen.
Eines dieser Probleme zu Zeiten Einsteins war die Periheldrehung des Merkurs. Die
beobachtete Drehung übertraf die Vorhersage der Newton’schen Theorie3 um 45′′ ± 5′′
pro Jahrhundert. Zugleich mit der Veröﬀentlichung seiner Feldgleichungen wendet Ein-
stein diese auf das Problem der Periheldrehung des Merkurs an [Einstein, 1915b]. Diese
ergaben einen zur Newton’schen Theorie zusätzlichen Wert von 43′′ pro Jahrhundert,
der sehr gut zu dem Beobachteten passte.4
Wie kommt Einstein nun zu diesem Wert? Er erhält ihn nicht, indem er die Bewe-
gungsgleichungen eines Testteilchens im Zentralfeld der Sonne analytisch löst, sondern
indem er mittels einer Reihenentwicklung zu einer Näherungslösung kommt. Die null-
te Näherung ist die Minkowski-Raumzeit, in erster Näherung ergeben sich die New-
ton’schen Gleichungen.5 Den besagten Wert von 43′′ pro Jahrhundert liefern nun die
Gleichungen in zweiter Näherung, der ersten Post-Newton’schen Korrektur. Der erste
Erfolg der Allgemeinen Relativitätstheorie wird also nicht durch eine analytische, sondern
durch eine Näherungslösung erzielt, in der sich die volle Information der neuen Theorie
noch gar nicht widerspiegelt.
Ein weiteres interessantes, grundlegendes und bis jetzt noch oﬀenes Problem ist die
“cosmic censorship“-Hypothese von Penrose [Penrose, 1969]. Sie besagt, dass sich bei
einem Gravitationskollaps von (geladener) Materie keine nackten Singularitäten bilden,
sondern immer auch ein Ereignishorizont um diese entsteht. Aufgrund der Eindeutigkeit
der Kerr-Newman-Lösung6, sollte demnach immer ein Schwarzes Loch entstehen. Für
einige Beispiele eines dynamischen oder quasistationären Gravitationskollapses konnte
die Hypothese von Penrose analytisch gezeigt werden.7 Für viele weitere Beispiele ist
man auch hier auf numerische oder Näherungslösungen angewiesen.
Die Periheldrehung des Merkur ist ein recht kleiner relativistischer Eﬀekt, so dass die
Anwendung einer Näherungslösung gerechtfertigt ist. In der hier vorliegenden Arbeit wer-
den wieder Ergebnisse aus einer Näherungslösung der Feldgleichungen der Allgemeinen
Relativitätstheorie präsentiert. Hier geht die Post-Newton’sche Reihenentwicklung bis
zur zehnten Ordnung, zugleich werden aber auch Aussagen über den ultra-relativistischen
Grenzfall gemacht, die einen Beitrag zur “cosmic censorship“-Hypothese leisten. Die Fra-
ge, ob die Reihen auch in diesem Grenzfall konvergieren, kann im Sinne der ’Astronomen’
bejaht, vom Standpunkt der ’Geometer’ aus jedoch nicht entschieden werden.
3Die Periheldrehung des Merkurs wird in der Newton’schen Theorie durch die Einﬂüsse der anderen
Planeten, vor allem Jupiter, verursacht.
4„Das Relativitätspostulat in seiner allgemeinsten Fassung, welches die Raumzeitkoordinaten zu phy-
sikalisch bedeutungslosen Parametern macht, führt mit zwingender Notwendigkeit zu einer ganz be-
stimmten Theorie der Gravitation, welche die Perihelbewegung des Merkur erklärt.“ [Einstein, 1915a]
5Für das Zweikörperproblem ergibt sich hier keine Periheldrehung.
6Z.B. [Meinel, 2012].
7Z.B. der dynamische, kugelsymmetrische Kollaps einer Staubkugel [Oppenheimer and Snyder, 1939]
oder der quasistationäre Kollaps einer starr rotierenden Staubscheibe [Neugebauer and Meinel, 1995].
Zusammenfassung
Die Grundlagen dieser Arbeit sind eine ausführliche Beschreibung rotierenden und gela-
denen Staubs unter Voraussetzung einer stationären und axialsymmetrischen Raumzeit.
Der Darstellung der Einstein-Maxwell-Gleichungen und des Materiemodells folgt ei-
ne Herleitung der Ernst-Gleichungen. Nach der Einführung von Multipolmomenten
und mitrotierendem Bezugssystem erfolgt eine zweckdienliche Darstellung der Kerr-
Newman-Lösung in Boyer-Lindquist-Koordinaten. Danach werden elliptische Koor-
dinaten als Grundlage für die Untersuchung von Staubscheiben dargestellt. Der letzte
Abschnitt der Grundlagen widmet sich der Frage der Konvergenz von Reihenentwick-
lungen aus physikalischer und mathematischer Sicht. Von Methoden zur Beschleunigung
der Konvergenz, wird insbesondere die Padé-Approximation dargestellt. Dieser folgt eine
Darstellung des Fernfeldverhaltens.
Ein Ergebnis dieser Arbeit ergab sich bei der Untersuchung physikalischer Größen des
rotierenden und geladenen Staubs. Hier kann eine wichtige Parameterrelation hergeleitet
werden.
Nach der Herleitung einer notwendigen und hinreichenden Bedingung für den Über-
gang einer geladen Staubverteilung zu Schwarzen Löchern wird das (globale) Problem
für eine starr rotierende, geladene Staubscheibe auf ein Randwertproblem der Einstein-
Maxwell-Gleichungen im Elektrovakuum zurückgeführt. Die Randwerte lassen sich aus
den inneren Feldgleichungen herleiten und werden physikalisch interpretiert. Das Rand-
wertproblem ist wesentlich komplizierter als im ungeladenen Fall und lässt sich nicht
einfach, z.B. durch eine inverse Harrison-Transformation, auf diesen zurückführen.
Im folgenden Kapitel wird das Randwertproblem für konstante speziﬁsche Ladung in
eine Post-Newton’sche Reihe entwickelt und diese Entwicklung mit Hilfe des Computer-
algebrasystems MAPLE bis zur zehnten Ordnung analytisch gelöst. Diese hoch-genaue
Näherungslösung kann nun weitreichend physikalisch untersucht und interpretiert wer-
den. In dieser Arbeit wurde vor allem der ultra-relativistische Grenzfall eingehend un-
tersucht. Im Rahmen dieser Näherungslösung kann nicht nur gezeigt werden, dass hier
vom Standpunkt der Außenwelt der Übergang zu einem extremen, rotierenden, gelade-
nen Schwarzen Loch vorliegt, der die “cosmic censorship“-Hypothese bestätigt. Es können
auch Aussagen dazu getroﬀen werden, wie dieser Grenzfall erreicht wird. Zuletzt erfolgen
einige Anmerkungen zu Ergosphären.
Die Post-Newton’sche Reihenentwicklung kann gerade aufgrund ihrer hohen Ge-
nauigkeit, die bei Verwendung von Padé-Approximation selbst im ultra-relativistischen
Grenzfall unter einem Prozent liegt, noch auf viele ihrer (physikalischen) Eigenschaften
hin untersucht werden.
IX
X ZUSAMMENFASSUNG
Kapitel 1
Grundlagen
1.1 Die Einstein-Maxwell-Gleichungen und das Ma-
teriemodell
1.1.1 Einstein’sche Feldgleichungen
Die Einstein’schen Feldgleichungen1
Rab − 1
2
Rgab = 8πTab (1.1)
verknüpfen den Ricci-Tensor Rab mit dem Energie-Impuls-Tensor Tab. Die verjüngten
Bianchi-Identitäten gewährleisten beliebige Koordinatentransformationen und eine lo-
kale Energie-Impuls-Erhaltung(
Rab − 1
2
Rgab
)
;b
= 8πT ab;b = 0. (1.2)
Nur unter diesen Bedingungen sind die Feldgleichungen integrabel und widerspruchsfrei.
Aus der Verjüngung von (1.1) ergibt sich R = −8πT . Damit lassen sich die Feldgleichun-
gen auch in der Form
Rab = 8π
(
Tab − 1
2
Tgab
)
(1.3)
schreiben. Die Gleichungen (1.1) beschreiben, wie die Raumzeitstruktur, repräsentiert
durch den Ricci-Tensor Rab, mit der Materieverteilung, repräsentiert durch den Energie-
Impuls-Tensor Tab, zusammenhängt.
1.1.2 Maxwell-Gleichungen
Die Maxwell-Gleichungen müssen zusätzlich gefordert werden, da die Quellen des elek-
tromagnetischen Feldes in den Feldgleichungen (1.1) nicht vorkommen. Aus den homo-
1Hier werden geometrisierte Gauss-Einheiten c = G = 4π0 = 1 verwendet. Dabei ist c die Licht-
geschwindigkeit, G die Newton’sche Gravitationskonstante und 0 die elektrische Feldkonstante. Siehe
dazu Appendix A.2. Die kosmologische Konstante wird Null gesetzt. Die Signatur der Metrik lautet
(+,+,+,−).
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genen Maxwell-Gleichungen
F[ab;c] = 0 (1.4)
folgt, dass sich Fab als Rotation des Viererpotentials Aa darstellen lässt:
Fab = Ab;a − Aa;b = Ab,a − Aa,b. (1.5)
Die inhomogenen Maxwell-Gleichungen verknüpfen den elektromagnetischen Feldstär-
ketensor Fab und die Viererstromdichte ja:2
F ab ;b = 4πj
a. (1.6)
Setzt man die Gleichungen (1.5) in (1.6) ein, ergeben sich die inhomogenen Wellenglei-
chungen
Ab;a ;b − Aa;b ;b = Ab ;a;b +R ab Ab − Aa;b ;b = 4πja, (1.7)
die durch partielle Ableitungen ausgedrückt[√−g gamgbn (An,m − Am,n)],b = 4π√−gja (1.8)
lauten.3 Die Wellengleichungen sind nur dann integrabel wenn die Kontinuitätsgleichung
ja;a = 0 (1.9)
erfüllt ist. Mit der Lorenz-Eichung
Aa;a =
1√−g
(
Aa
√−g)
,a
= 0 (1.10)
verschwindet die verallgemeinerte Divergenz des Viererpotentials.
1.1.3 Materiemodell und Energie-Impuls-Tensor
Im Folgenden soll hier als Materie4 eine isolierte, geladene und rotierende Staubverteilung
angenommen werden, die sich im thermodynamischen Gleichgewicht beﬁndet und damit
stationär ist. Ihre Temperatur sei Null. Die Raumzeit soll zudem axialsymmetrisch und
im Fernfeld asymptotisch ﬂach sein.5
Das Fernfeld einer isolierten Materieverteilung wird als ein Bereich in großem Abstand
vom betrachteten System deﬁniert, in dem die Metrik gab nur wenig von der Minkowski-
Metrik ηab abweicht:
gab = ηab +O
(
r−1
)
.
Dieses Fernfeld sei umgeben von einer isotropen Außenwelt, so dass in der Metrik keine
steigenden r-Potenzen auftreten. Die nächsten Objekte in der Außenwelt seien so weit
entfernt, dass ihr Einﬂuss im Fernfeld vernachlässigt werden kann.6
2Die inhomogenen Maxwell-Gleichungen lauten Hab ;b = 4πj
a. Die Verknüpfung von Hab und Fab
geschieht durch Materialgleichungen. Für das hier verwendete Materiemodell und Einheitensystem gilt
jedoch Hab = Fab.
3Mit g wird die Determinante der Metrik bezeichnet.
4Im Rahmen der Allgemeinen Relativitätstheorie wird mit Materie alles bezeichnet, was zum Energie-
Impuls-Tensor und somit zur Krümmung der Raumzeit beträgt. Dies ist insbesondere auch das elektroma-
gnetische Feld. In dieser Arbeit wird das elektromagnetische Feld von dieser Bezeichnung ausgenommen.
Der Begriﬀ Materie soll sich hier nur auf (geladene) ideale Flüssigkeiten beziehen.
5Für stationäre Raumzeiten erzeugt von idealen Flüssigkeiten gilt, dass diese auch axialsymmetrisch
sind [Lindblom, 1976]. Staub ist als ideale Flüssigkeit ohne Druck deﬁniert.
6Siehe [Stephani, 1991] und [Meinel et al., 2008].
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Die elektrische Ladungsdichte el sei proportional zur Energiedichte μ:
el = μ. (1.11)
Die speziﬁsche elektrische Ladung  sowie die Winkelgeschwindigkeit Ω, mit der die Staub-
teilchen rotieren, sind freie Funktion, die durch ein speziﬁsches physikalisches Modell
festgelegt werden.
Elektrovakuum Der Energie-Impuls-Tensor außerhalb der Staubverteilung wird durch
das Maxwell-Feld bestimmt:
T
(em)
ab =
1
4π
(
FacF
c
b −
1
4
gabFcdF
cd
)
=
1
8π
(
FacF
c
b + F˜acF˜
c
b
)
=
1
8π
F ∗ca F
∗
bc (1.12)
mit
F ∗ab ≡ Fab + iF˜ab, F˜ab ≡
1
2
abcdF
cd.
Dabei ist abcd der Levi-Civita-Tensor und somit F˜ab der duale Feldstärketensor. Das
Gebiet außerhalb der Staubverteilung wird in dieser Arbeit als Elektrovakuum bezeichnet.
Geladener Staub Für den Energie-Impuls-Tensor innerhalb der Staubverteilung kön-
nen die beiden Energie-Impuls-Tensoren für Staub und das elektromagnetische Feld ein-
fach addiert werden:7
Tab = T
(mat)
ab + T
(em)
ab = μuaub + T
(em)
ab . (1.13)
Hierbei ist ua die Vierergeschwindigkeit und μ die Energiedichte, die in den hier gewählten
Einheiten gleich der Massendichte ist. Da der elektromagnetische Energie-Impuls-Tensor
spurfrei ist, erhält man:
T = −μ.
Die Feldgleichungen lassen sich also als
Rab = 8π
(
Tab +
1
2
μgab
)
(1.14)
schreiben und werden hier in den weiteren Rechnungen mit (EF )ab bezeichnet.8
Der Teilchenstrom sei rein konvektiv, so dass die Viererstromdichte mit der elektri-
schen Ladungsdichte el über die Gleichung
ja = elu
a (1.15)
zusammenhängt. Somit gilt für das Skalarprodukt
jaja = 
2
elu
aua = −2el. (1.16)
Für die einfache Wahl  = konst. variiert dieses in den hier gewählten Einheiten
zwischen minus Eins und Eins, wobei für  = ±1 die Lösung aus Gründen der Stabilität
statisch sein muss und man für  = 0 den ungeladenen Fall erhält.
7Dies ist im Allgemeinen nicht der Fall!
8Eine Darstellung in Komponenten bezüglich der Metrik (1.35) ﬁndet sich in A.4.2.
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1.1.4 Energie-Impuls-Satz
Der lokale Energie-Impuls-Erhaltungssatz lautet
T ab ;b = 0. (1.17)
Aus der Divergenz des elektromagnetischen Anteils des Energie-Impuls-Tensors(
T (em)ab
)
;b
= −F abjb
ergibt sich die negative Lorentz-Kraftdichte fa. Einsetzen des Viererpotentials ergibt
fa = F abjb = g
amgbn (An,m − Am,n) jb = gam (An,m − Am,n) jn. (1.18)
Da F ab antisymmetrisch ist, folgt
faua = elF
abuaub = 0.
Die Lorentz-Kraftdichte steht also senkrecht auf der Vierergeschwindigkeit. Zusammen
mit dem Staubanteil erhält man9
T ab ;b = μu
b
;bu
a + μ˙ua + μu˙a − fa = 0. (1.19)
Überschieben mit ua ergibt die baryonische Massenbilanz:
(μua);a = 0. (1.20)
Die Massendichte μ entspricht also der baryonischen Massendichte. Zusammen mit der
Kontinuitätsgleichung10 (1.9) erhält man:
(μua);a = 0 ⇒ μua,a = μ˙ = 0. (1.21)
Überschieben von (1.19) mit dem Projektionstensor hca = g
c
a+u
cua ergibt die Bewegungs-
gleichungen
μu˙a = μ
Dua
Dτ
= fa. (1.22)
D.h. es gilt lokale Massenerhaltung und die geladenen Staubteilchen bewegen sich unter
dem Einﬂuss der Lorentz-Kraft.
1.1.5 Killing-Vektoren
Die Symmetrien dieser Raumzeit werden durch zwei Killing-Vektoren gekennzeichnet.11
Für Stationarität sei dies ξ und für Axialsymmetrie η. Killing-Vektoren sind dadurch
9Abkürzungen: μ˙ = μ,nun und u˙a = ua;nu
n
10Die Kontinuitätsgleichung ergibt sich für konstantes  also sowohl aus den Einstein- als auch,
unabhängig davon, aus den Maxwell-Gleichungen.
11Dieser Abschnitt ist eine Zusammenfassung aus dem Buch [Stephani et al., 2003] der Abschnitte
19.1 bis 19.3.
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ausgezeichnet, dass die Lie-Ableitung der Metrik in ihrer Richtung verschwindet. Dies
führt auf die Killing-Gleichungen
Lξ gab = ξa;b + ξb;a = 0 und Lη gab = ηa;b + ηb;a = 0. (1.23)
In der Nähe der Rotationsachse muss η raumartig sein und für jeden Punkt auf dersel-
bigen verschwinden.
Für einen inﬁnitesimalen Kreis mit Radius r um die Rotationsachse ist der Umfang in
führender Ordnung gleich 2πr. D.h. der Raum ist auf der Achse elementar ﬂach. Dies kann
durch die Normierung ηaηa ∼ r2 erreicht werden. Im Grenzübergang zur Rotationsachse
folgt damit die Regularitätsbedingung
(ηaηa),b (η
aηa)
,b
4ηaηa
→ 1. (1.24)
Ist (1.24) nicht erfüllt, dann ergeben sich konische Singularitäten auf der Achse. Für
zusätzlich asymptotisch ﬂache Raumzeiten ist ξ so normiert, dass im Fernfeld
ξaξa → −1 (1.25)
gilt. In diesem Fall, der hier im Weiteren untersucht werden soll, bilden ξ und η eine
Abel’sche Gruppe12 und erfüllen die Gleichung (Kommutatorrelation)
ξa;bη
b − ηa;bξb = 0 für ξaξa < 0, ηaηa > 0. (1.26)
Die Killing-Trajektorien bilden zweidimensionale Flächen T2 aufgespannt durch den
Bivektor
vab = 2ξ[aηb] mit vabv
ab < 0. (1.27)
Ein zweidimensionaler Raum orthogonal zu T2 ergibt sich nur, wenn der Ricci-Tensor
den Gleichungen
ξdRd[aξbηc] = η
dRd[aξbηc] = 0 (1.28)
genügt [Kundt and Trümper, 1966]. In diesem Fall wird die Metrik als orthogonal tran-
sitiv bezeichnet. Gleichung (1.28) wird für ideale Flüssigkeiten und Einstein-Max-
well-Felder erfüllt, wenn für deren Vierergeschwindigkeit bzw. elektromagnetische Vie-
rerstromdichte die Zirkularitätsbedingung
u[aξbηc] = j[aξbηc] = 0 (1.29)
erfüllt ist. Diese bedeutet, dass ua und ja nur Komponenten in Richtung der beiden
Killing-Vektoren haben. Für den Feldstärketensor gilt dann
ξ[aηbF
∗
cd] = F
∗
abξ
aηb = 0. (1.30)
Wenn, für Einstein-Maxwell-Felder außerhalb der Quellen, die Killing-Vektoren
die Gleichungen (1.26), (1.27) und (1.28) erfüllen, dann stimmen die Symmetrien der
Maxwell-Felder mit denen der Raumzeit überein. D.h. die Lie-Ableitungen
L
ξ
Fab = Fab;iξ
i + Faiξ
i
;b − Fbiξi;a = 0, (1.31)
L
η
Fab = Fab;iη
i + Faiη
i
;b − Fbiηi;a = 0 (1.32)
12[Carter, 1970]
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für den Feldstärketensor verschwinden.
Mit Hilfe der Killing-Vektoren können einige metrische Komponenten und die Vie-
rergeschwindigkeit einer stationären, rotierenden Materieverteilung auch koordinatenun-
abhängig charakterisiert werden. Die Vierergeschwindigkeit ua ist gegeben durch:
ua = S−1/2 (ξa + Ωηa) . (1.33)
Dabei ist Ω die Winkelgeschwindigkeit und S−1/2 ergibt sich aus
S = − (ξb + Ωηb) (ξb + Ωηb) . (1.34)
1.1.6 Metrik und Viererpotential
Richtet man das Koordinatensystem an den Killing-Vektoren ξ = ∂t und η = ∂ϕ aus
und ist die Zirkularitätsbedingung (1.29) erfüllt, dann kann die Metrik in der Form
ds2 = f−1
[
h
(
d2 + dζ2
)
+W 2dϕ2
]− f (dt+ adϕ)2 (1.35)
mit den Lewis-Papapetrou-Koordinaten (, ζ, ϕ, t) aufgeschrieben werden.13 Im Fern-
feld ergibt sich hieraus die Minkowski-Metrik in Zylinderkoordinaten. Die vier metri-
schen Potentiale f, h,W und a hängen nur von  und ζ ab. Für die Winkelgeschwindigkeit
ergibt sich Ω = dϕ
dt
und für ut = S−1/2 mit
S = f
[
(1 + Ωa)2 − W
2Ω2
f 2
]
. (1.36)
Die metrischen Komponenten ergeben sich aus den Killing-Vektoren zu:
ξaξa = g44, η
aηa = g33 und ξ
aηa = g34. (1.37)
Später werden hier f und h auch als
f = e2U h = e2k (1.38)
geschrieben. Das Potential U erhält im Newton’schen Grenzfall die Bedeutung des
Newton’schen Gravitationspotentials. Das Potential a wird in Analogie zur Elektro-
dynamik auch gravitomagnetisches Potential genannt, da es nur bei bewegten Quellen
auftritt.
Lorenz-Eichung
Das Viererpotential Aa ist, da die Symmetrien der Raumzeit auch für das Maxwell-
Feld gelten, nur von  und ζ abhängig. Die nichtverschwindenden Komponenten des
antisymmetrischen Feldstärketensors lauten also
F12 = Aζ, − A,ζ , F13 = Aϕ,, F14 = At,, F23 = Aϕ,ζ und F24 = At,ζ .
13[Lewis, 1932], [Papapetrou, 1966]
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Für den Ricci-Tensor der Metrik (1.35) gilt
R13 = R14 = R23 = R24 ≡ 0.
Daraus folgt mit den Feldgleichungen (1.14):
(A,ζ − Aζ,)Aϕ,ζ = (A,ζ − Aζ,)At,ζ = (Aζ, − A,ζ)Aϕ, = (Aζ, − A,ζ)At, = 0.
(1.39)
Unabhängig davon muss Aa die inhomogenen Wellengleichungen (1.8) erfüllen.14 In Kom-
ponenten ausgedrückt ergibt sich
0 =
[
f
h
W (Aζ, − A,ζ)
]
,ζ
, (1.40a)
0 =
[
f
h
W (A,ζ − Aζ,)
]
,
, (1.40b)
4π
h
f
Wjϕ =
[
f
W
(aAt, − Aϕ,)
]
,
+
[
f
W
(aAt,ζ − Aϕ,ζ)
]
,ζ
, (1.40c)
4π
h
f
Wjt =
[
af
W
Aϕ, +
W 2 − a2f 2
fW
At,
]
,
+
[
af
W
Aϕ,ζ +
W 2 − a2f 2
fW
At,ζ
]
,ζ
, (1.40d)
da die partiellen Ableitungen nach ϕ und t verschwinden. Für den Zweiervektor AN =
(A, Aζ) muss also gelten, dass seine Rotation AN,M −AM,N = 0 verschwindet.15 Mit der
Lorenz-Eichung
f
hW
(
hW
f
An
)
,n
=
f
hW
(
hW
f
AN
)
,N
= 0, mit N = 1, 2
verschwindet auch die Divergenz von AN und da er im Fernfeld Null ergeben soll, muss er
überall Null sein. Damit ist Aa = (0, 0, Aϕ, At). Die nichtverschwindenen Komponenten
des antisymmetrischen Feldstärketensors lauten also
F13 = Aϕ,, F14 = At,, F23 = Aϕ,ζ und F24 = At,ζ .
Die nichtverschwindenen Komponenten des dualen antisymmetrischen Feldstärketensors
lauten damit
F˜ 13 =
f
Wh
At,ζ , F˜
14 = − f
Wh
Aϕ,ζ , F˜
23 = − f
Wh
At, und F˜
24 =
f
Wh
Aϕ,.
14Der Begriﬀ Wellengleichung wird weiter verwendet. Im stationären Fall kommt es jedoch nicht zur
Abstrahlung elektromagnetischer Wellen, da alle Größen und insbesondere die Multipolmomente zeit-
unabhängig sind. Dies kann man sich so vorstellen, dass die (sowohl elektromagnetischen als auch gravi-
tativen) Wellen, die durch die beschleunigte Bewegung der Staubteilchen abgestrahlt werden, destruktiv
interferieren.
15Der zweite Fall für Gleichung (1.39) wäre Aϕ, = Aϕ,ζ = At, = At,ζ = 0. Daraus folgt jϕ = jt = 0
und man erhält mit Gleichung (1.15) el = 0. Da damit die Quellen des Feldes verschwinden, kann diese
Möglichkeit ausgeschlossen werden.
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Weyl-Koordinaten
Kombiniert man die Feldgleichungen (1.14) zu
(EF )33 − W
2 − a2f 2
f 2
(EF )44 − 2a(EF )34,
so heben sich die elektromagnetischen Anteile in den Gleichungen heraus und man erhält
W, +W,ζζ = − 8πμhW
f
(
f
W 2
u2ϕ − 2
af
W 2
uϕut − W
2 − a2f 2
W 2f
u2t + 1
)
= − 8πμhW
f
(uaua + 1)
= 0.
Im Fernfeld soll die Metrik (1.35) gegen die Minkowski-Metrik gehen. D.h. für W gilt
im Fernfeld W → . Da die Feldgleichung W, +W,ζζ = 0 im gesamten Raum gilt, folgt
aus Sätzen der Potentialtheorie, dass
W =  (1.41)
die einzige reguläre Lösung im ganzen Raum ist. Man erhält also automatisch die Metrik
in Weyl-Koordinaten
ds2 = f−1
[
h
(
d2 + dζ2
)
+ 2dϕ2
]− f (dt+ adϕ)2 . (1.42)
In den Wellengleichungen (1.40c) und (1.40d) wird W durch  ersetzt.
Viererbeschleunigung und Lorentz-Kraftdichte
In Weyl-Koordinaten erhält man für die Viererbeschleunigung:
u˙a = ua;nu
n =
(
ua,n + Γ
a
nmu
m
)
un = Γanmu
mun = −1
2
gabgnm,bu
mun.
Nur die ersten beiden Komponenten sind von Null verschieden. Dies gilt auch für die
Lorentz-Kraftdichte und man erhält:
u˙A = − 1
2
gABgnm,Bu
mun, (1.43)
fA = μ gABAn,Bu
n. (1.44)
Die Bewegungsgleichungen nach Gleichung (1.22) lauten also
gnm,Au
mun + 2An,Au
n = 0. (1.45)
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1.1.7 Die Feld- und Wellengleichungen
Die Wellengleichungen können mit Hilfe des Nablaoperators16 zu
4π
h
f
jϕ = ∇ ·
[
f
2
(a∇At −∇Aϕ)
]
(1.46)
−4πh
f
jt = ∇ ·
[
af
2
(a∇At −∇Aϕ)− 1
f
∇At
]
(1.47)
zusammengefasst werden.
Die Kombination der Feldgleichungen (EF )34 − a(EF )44 führt mit den Wellenglei-
chungen und ja = μua auf:(
f 2

a,
)
,
+
(
f 2

a,ζ
)
,ζ
= −4
[(
Atf

(aAt, − Aϕ,)
)
,
+
(
Atf

(aAt,ζ − Aϕ,ζ)
)
,ζ
]
+ 16πμ
h
f
uϕ (At + ut)
Damit folgt:
∇ ·
[
f 2
2
∇a+ 4 f
2
At (a∇At −∇Aϕ)
]
= 16πμ
h
f
uϕ (At + ut) . (1.48)
Die Feldgleichung (EF )44 lässt sich zu
fΔf − (∇f)2 + f
4
2
(∇a)2 = 2f
[
(∇At)2 + f
2
2
(a∇At −∇Aϕ)2
]
+ 8πμfh [2uϕ (uϕ − aut) + 1] (1.49)
zusammenfassen. Aus (EF )11− (EF )22 und (EF )12 erhält man die Ableitungen von lnh.
(lnh), =
1
2

[
(ln f)2, − (ln f)2,ζ −
f 2
2
((
a,
)2 − (a,ζ)2)
]
+ 2
f

[(
Aϕ,
)2 − (Aϕ,ζ)2]
− 2
[
2 − a2f 2
f
((
At,
)2 − (At,ζ)2)+ 2af

(Aϕ,At, − Aϕ,ζAt,ζ)
]
(1.50)
(lnh),ζ = 
(
(ln f), (ln f),ζ −
f 2
2
a,a,ζ
)
+ 4
[
f

Aϕ,Aϕ,ζ − 
2 − a2f 2
f
At,At,ζ − af

(Aϕ,ζAt, + Aϕ,At,ζ)
]
(1.51)
Mit Hilfe der anderen Gleichungen lässt sich zeigen, dass die Integrabilitätsbedingung
(lnh),ζ = (lnh),ζ
erfüllt ist.
16Der Nablaoperator ∇ wird dabei als Abkürzung wie im dreidimensionalen ﬂachen Raum verwendet.
Die Koordinaten , ϕ und ζ entsprechen dabei Zylinderkoordinaten.
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1.1.8 Extremal geladener Staub (ECD)
Für  = ±1 erhält man den statischen Grenzfall mit extremal geladenen Staub.17 Dieser
wird im Folgenden oft mit ECD (electrical counterpouised dust) abgekürzt.18 Lösungen
für extremal geladenen Staub liegen vermutlich in der Papapetrou-Majumdar-Klasse
(siehe [Papapetrou, 1947], [Majumdar, 1947]).19 Hier interessieren Elektrovakuumlösun-
gen die axialsymmetrisch sind, so dass sie in der Weyl-Klasse liegen werden [Weyl, 1917].
Die Papapetrou-Majumdar-Klasse ist in dem Sinne genereller als die Weyl-Klasse,
da sie keine räumlichen Symmetrien der Raumzeit voraussetzt. Sie ist jedoch in dem
Sinne weniger generell, da hier ein speziellerer funktionaler Zusammenhang zwischen der
Metrikkomponente g44 und dem elektrostatischen Potential gewählt wird (siehe unten).
Statische axialsymmetrische Elektrovakuum-Lösungen sind durch die Existenz zweier
kommutierender hyperﬂächen-orthogonaler Killing-Vektoren ξ und η invariant charak-
terisiert.20 In diesem Fall verschwindet das Potential a und man erhält die Weyl-Metrik
ds2 = f−1
[
h
(
d2 + dζ2
)
+ 2dϕ2
]− fdt2. (1.52)
Das Viererpotential hat nur noch eine vierte Komponente
Aa = (0, 0, 0,−α). (1.53)
Im Elektrovakuum ist der allgemeinste Zusammenhang zwischen der Metrikkomponente
g44 und dem elektrostatischen Potential α für asymptotisch ﬂache Lösungen durch
g44 = −α2 + 2cα− 1, mit c = konstant
gegeben [Weyl, 1917]. Betrachtet man g44 und α im Fernfeld, ergibt sich:21
r2 = 2+ζ2 : g44 = −1+2M
r
+O (r−2) = −1+2cQ
r
+O (r−2) mit α = Q
r
+O (r−2) .
Koeﬃzientenvergleich in r−1 und eine spezielle Wahl für c ergibt die Relation
c =
M
Q
.
= −1 mit  := ±1 (1.54)
Die spezielle Wahl für c führt hier zu einer axialsymmetrischen Lösung der Papapetrou-
Majumdar-Klasse und es lässt sich
f =
(
−1α− 1)2 mit  := ±1 (1.55)
schreiben. Aus g44 = 0 außerhalb eines Ereignishorizonts und α → 0 für r → 0 erhält
man
|−1α| < 1 ⇒ eU = ∣∣−1α− 1∣∣ = 1− −1α. (1.56)
17Eine ausführliche Beschreibung ﬁndet man in der Diplomarbeit von Hütten [Hütten, 2011].
18[Bonnor and Wickramasuriya, 1972]
19Es ist noch nicht eindeutig beweisen, dass extremal geladener Staub immer durch die Papapetrou-
Majumdar-Klasse beschrieben wird. Bis jetzt gibt es jedoch noch kein Gegenbeispiel, so dass hier von
dieser Klasse ausgegangen wird. Dies entspricht den Annahmen von Majumdar [Majumdar, 1947].
20Z.B. [Stephani et al., 2003].
21Hierbei ist M die gravitative Masse und Q die Ladung. Siehe dazu Abschnitt 1.3.
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Multiplikation mit 2 = 1 ergibt
eU + α = 1. (1.57)
Für die innere Lösung der extremal geladenen Staubscheibe wird jetzt angenommen,
dass die Form der Metrik nach Gleichung (1.52) beibehalten werden kann und der Zu-
sammenhang von f und α nach Gleichung (1.55) bestehen bleibt (siehe Fußnote 19). Man
erhält also die bisher verwendeten Feld- und Wellengleichungen mit uϕ = a = Aϕ = 0
und ut = e−U . Jetzt sollen außerdem f = e2U und h = e2k gesetzt werden. Aus den beiden
Feldgleichungen für k erhält man k = 0, da es auf der Rotationsachse verschwinden muss.
Für e−U ergibt sich die recht einfache Gleichung
Δe−U = − 4πμe−3U . (1.58)
Jetzt wird das Potential
V = 1− e−U (1.59)
eingeführt. Dieses wird im Newton’schen Grenzfall zum Newton’schen Gravitations-
potential. Für die Massendichte kann man die Funktion
μ = σst (, ζ) e
3U (1.60)
wählen. Die Innere Feldgleichung lautet damit
ΔV = 4πσst (1.61)
und man hat für V eine Poisson-Gleichung. Das elektrische Potential α berechnet sich
nach Gleichung (1.57) zu
α = − V
1− V . (1.62)
Die Lösung im Elektrovakuum erfüllt die Laplace-Gleichung
ΔV = 0. (1.63)
Das in Kapitel 5 formulierte Randwertproblem lässt (im ECD-Fall) noch eine beliebige
Vorgabe der Massendichte σst zu.
1.1.9 Geladener rotierender Staub im strengen thermodynami-
schen Gleichgewicht
Für geladenen Staub können aus thermodynamischer Sicht dissipative Eﬀekte auftreten.
Drei physikalische Eigenschaften der Materie, nämlich von Null verschiedene Tempe-
ratur, Reibung und elektrische Leitfähigkeit, sorgen für Abstrahlung von Energie.
Ein Materiemodell, im thermodynamischen Gleichgewicht betrachtet, lässt sich dadurch
charakterisieren, ob es die beiden zuletzt genannten Eigenschaften hat oder nicht.
Nimmt man einen von Null verschiedenen Reibungskoeﬃzienten an, so wird sich im
thermodynamischen Gleichgewicht eine starre Rotation, d.h. Ω = konst., ergeben. Solan-
ge dies nicht der Fall ist wird durch Reibung zwischen den Staubteilchen weiter Energie
abgestrahlt. Gibt es keine Reibung, ist auch diﬀerentielle Rotation möglich.
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Tritt eine von Null verschiedene elektrische Leitfähigkeit auf, so wird im thermodyna-
mischen Gleichgewicht die Lorentz-Kraft verschwinden, d.h. die Staubteilchen bewegen
sich geodätisch. Solange sie noch von Null verschieden ist, ﬂießen auch elektrische Strö-
me und es kommt zur Abstrahlung von Ohm’scher Wärme. Man erhält eine bestimmte
Funktion für die speziﬁsche elektrische Ladung , die sich aus der Bedingung verschwin-
dender Lorentz-Kraft ergibt. Ist keine elektrische Leitfähigkeit vorhanden, kann man
ein spezielles Material mit  = konst. konstruieren. Dies ist jedoch nicht zwingend.
1.2 Die Ernst-Gleichungen
1.2.1 Die Potentiale E und Φ
Im Elektrovakuum verschwinden in den Feld- und Wellengleichungen alle Terme mit μ.
Um die vier Potentiale Aϕ, At, f und a zu bestimmen, werden die Wellengleichungen
(1.40c) und (1.40d) und die Feldgleichungen (1.49) und (1.48) verwendet. Diese Glei-
chungen lassen sich zu
0 = ∇ ·
[
f
2
(a∇At −∇Aϕ)
]
, (1.64a)
0 = ∇ ·
[
af
2
(a∇At −∇Aϕ)− 1
f
∇At
]
, (1.64b)
0 = ∇ ·
[
f 2
2
∇a+ 4 f
2
At (a∇At −∇Aϕ)
]
, (1.64c)
fΔf = (∇f)2 − f
4
2
(∇a)2 + 2f
[
(∇At)2 + f
2
2
(a∇At −∇Aϕ)2
]
(1.64d)
zusammenfassen. Die Gleichungen für h sind entkoppelt und h kann am Ende durch ein
wegunabhängiges Linienintegral bestimmt werden.
Sei P (, ζ) ein beliebiges Potential, dann gelten für P (, ζ) die Gleichungen
∇ ·
(
1

eϕ ×∇P
)
=
1

(P,ζ − P,ζ) = 0 und eϕ × (eϕ ×∇P ) = −∇P.
In Komponenten ergibt sich eϕ × ∇P = ∂P∂ζ e − ∂P∂ eζ . Jetzt sollen in drei Teilen die
Ernst-Gleichungen im Elektrovakuum hergeleitet werden. Dabei wird die Rechnung aus
der Arbeit von Ernst [Ernst, 1968]22 nachvollzogen.
Teil I Die Wellengleichung (1.64a) ist Integrabilitätsbedingung für ein Potential β, für
das
eϕ ×∇β = f

(a∇At −∇Aϕ) (1.65)
gilt. Die Integrationskonstante wird so gewählt, dass β im Fernfeld verschwindet. Umge-
stellt und multipliziert mit eϕ× ergibt sich
1

eϕ ×∇Aϕ = a

(eϕ ×∇At) + 1
f
∇β. (1.66)
22Dort wird für den Feldstärketensor eine andere Vorzeichenkonvention verwendet.
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Einsetzen von (1.65) in die Wellengleichung (1.64b) und Divergenzbildung von (1.66)
ergibt die beiden Gleichungen:
0 = ∇ ·
[
a

(eϕ ×∇β)− 1
f
∇At
]
, (1.67)
0 = ∇ ·
[
a

(eϕ ×∇At) + 1
f
∇β
]
. (1.68)
Führt man das komplexe Potential
Φ = α + iβ mit α = −At (1.69)
ein, dann lassen sich die Gleichungen (1.67) und (1.68) zu
0 = ∇ ·
[
1
f
∇Φ− i a

(eϕ ×∇Φ)
]
(1.70)
kombinieren. Hieraus ergibt sich in Teil III die zweite Ernst-Gleichung.
Teil II Die Feldgleichung (1.64c) lässt sich als
0 = ∇ ·
[
f 2
2
∇a− 2

eϕ × (2α∇β)
]
= ∇ ·
[
f 2
2
∇a− 2

eϕ × (α∇β − β∇α)
]
−∇ ·
[
2

eϕ ×∇ (αβ)
]
schreiben. Der hintere Term verschwindet und man erhält
0 = ∇ ·
[
f 2
2
∇a− 2

eϕ ×	
(
Φ¯∇Φ)] . (1.71)
Die Feldgleichung (1.64c) ist damit Integrabilitätsbedingung für ein Potential b für das
eϕ ×∇b = f
2

∇a− 2 eϕ ×	
(
Φ¯∇Φ) (1.72)
gilt. Die Integrationskonstante wird so gewählt, dass auch b im Fernfeld verschwindet.
Umgestellt und multipliziert mit eϕ× ergibt sich
1

eϕ ×∇a = − 1
f 2
[∇b+ 2	 (Φ¯∇Φ)] . (1.73)
Aus der Divergenzbildung erhält man:
0 = ∇ ·
[
1
f 2
(∇b+ 2	 (Φ¯∇Φ))] . (1.74)
⇒ fΔb = 2∇f · ∇b+ 4	 (Φ¯∇Φ) · ∇f − 2f [	 (∇Φ¯∇Φ)+ 	 (Φ¯ΔΦ)] . (1.75)
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Aus den Gleichungen (1.65) und (1.73) folgt, dass
(∇β)2 = (eϕ ×∇β)2 = f
2
2
(a∇At −∇Aϕ)2 und (1.76)
(∇a)2 = (eϕ ×∇a)2 = 
2
f 4
[∇b+ 2	 (Φ¯∇Φ)]2 (1.77)
gilt und man erhält für (1.64d) den Ausdruck
fΔf − (∇f)2 + [∇b+ 2	 (Φ¯∇Φ)]2 = 2f [(
∇Φ)2 + (	∇Φ)2] = 2f∇Φ¯ · ∇Φ. (1.78)
Aus dieser Gleichung ergibt sich die erste Ernst-Gleichung, wie in Abschnitt III gezeigt
wird.
Teil III Jetzt wird das komplexe Potential E mit
E = (f − Φ¯Φ)+ ib, (1.79)
eingeführt. Daraus ergeben sich die Gleichungen23
∇E = ∇f − 2
 (Φ¯∇Φ)+ i∇b,
ΔE = Δf − 2
 [∇Φ¯ · ∇Φ + Φ¯ΔΦ]+ iΔb,
(∇E)2 = (∇f)2 − (∇b)2 + 4 [
 (Φ¯∇Φ)]2 − 4∇f · 
 (Φ¯∇Φ)
+ 2i
[∇f · ∇b− 2∇b · 
 (Φ¯∇Φ)] .
Aus Gleichung (1.70) ergibt sich
fΔΦ = ∇f · ∇Φ + if 2
[
1

(eϕ ×∇Φ) · ∇a+ a∇ ·
(
1

eϕ ×∇Φ
)]
=
(∇f − 2
 (Φ¯∇Φ)+ i∇b+ 2Φ¯∇Φ) · ∇Φ. (1.80)
Aus Gleichung (1.78) ergibt sich
fΔf = (∇f)2 − (∇b)2 − 4∇b · 	 (Φ¯∇Φ)− 4 [	 (Φ¯∇Φ)]2 + 2f∇Φ¯ · ∇Φ.
Unter Verwendung von Gleichung (1.75) erhält man
fΔE = (∇f)2 − (∇b)2 − 4∇b · 	 (Φ¯∇Φ)− 4 [	 (Φ¯∇Φ)]2
+ 2f∇Φ¯ · ∇Φ− 2f 
 [∇Φ¯ · ∇Φ + Φ¯ΔΦ]
+ 2i
[∇f · ∇b+ 2∇f · 	 (Φ¯∇Φ)− f [	 (∇Φ¯ · ∇Φ)+ 	 (Φ¯ΔΦ)]]
= (∇E)2 + 4i∇b · Φ¯∇Φ− 4 ∣∣Φ¯∇Φ∣∣2 + 4∇f · Φ¯∇Φ− 2f Φ¯ΔΦ. (1.81)
Setzt man jetzt Gleichung (1.70) ein, erhält man
fΔE = (∇E)2 + 4i∇b · Φ¯∇Φ− 4 ∣∣Φ¯∇Φ∣∣2 + 4∇f · Φ¯∇Φ
− 2 (∇f − 2
 (Φ¯∇Φ)+ i∇b+ 2Φ¯∇Φ) · Φ¯∇Φ
= (∇E)2 + 2Φ¯∇Φ · (∇f − 2
 (Φ¯∇Φ)+ i∇b) . (1.82)
23Mit 
(...) bzw. 	(...) wird der Real- bzw. Imaginärteil des Ausdrucks in den Klammern bezeichnet.
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Aus den Gleichungen (1.82) und (1.80) erhält man die beiden gekoppelten Ernst-Glei-
chungen (
E + Φ¯Φ)ΔE = (∇E + 2Φ¯∇Φ) · ∇E , (1.83)(
E + Φ¯Φ)ΔΦ = (∇E + 2Φ¯∇Φ) · ∇Φ (1.84)
mit E = f − ΦΦ¯ + ib und Φ = α + iβ. In Komponenten ergeben sich
b, = − f
2

a,ζ − 2αβ, + 2βα,, b,ζ = f
2

a, − 2αβ,ζ + 2βα,ζ , (1.85a)
β, =
f

(aα,ζ + Aϕ,ζ) , β,ζ = −f

(aα, + Aϕ,) . (1.85b)
Die Feldgleichungen (1.50) und (1.51) lassen sich mit
(lnh), =

2f 2
[(E, + 2ΦΦ,) (E , + 2ΦΦ,)− (E,ζ + 2ΦΦ,ζ) (E ,ζ + 2ΦΦ,ζ)]
− 2
f
(
Φ,Φ, − Φ,ζΦ,ζ
)
, (1.86)
(lnh),ζ =

2f 2
[(E, + 2ΦΦ,) (E ,ζ + 2ΦΦ,ζ)+ (E,ζ + 2ΦΦ,ζ) (E , + 2ΦΦ,)]
− 2
f
(
Φ,Φ,ζ + Φ,ζΦ,
)
(1.87)
durch die Potentiale E und Φ ausdrücken.
1.2.2 Die Potentiale ξ und q
Führt man mit
E = 1− ξ
1 + ξ
und Φ =
q
1 + ξ
(1.88)
zwei neue Potentiale ein, dann ergeben sich die Feldgleichungen (1.83) und (1.84) zu(
ξξ¯ − qq¯ − 1)Δξ = 2 (ξ¯∇ξ − q¯∇q) · ∇ξ, (1.89)(
ξξ¯ − qq¯ − 1)Δq = 2 (ξ¯∇ξ − q¯∇q) · ∇q. (1.90)
Aus dem Verhalten dieser Potentiale auf der ζ-Achse lässt sich ein Zusammenhang zu
den Multipolmomenten herstellen (siehe Abschnitt 1.3).
1.2.3 Äquatorsymmetrie
Jetzt soll dargestellt werden, wann eine stationäre und axialsymmetrische Raumzeit auch
äquatorsymmetrisch ist (siehe [Ernst et al., 2006]).24 Die Massendichte μ muss eine ge-
rade Funktion in ζ sein. Für die Metrik (1.42) einer äquatorsymmetrischen Lösung der
Einstein-Maxwell-Gleichungen gilt:
gab(,−ζ) = gab(, ζ). (1.91)
24Hier wird davon ausgegangen, dass für stationäre und axialsymmetrische Raumzeiten auch Äqua-
torsymmetrie gilt. Dies kann im Newton’schen Grenzfall gezeigt werden [Lichtenstein, 1933] und in der
Allgemeinen Relativitätstheorie deuten alle Indizien in diese Richtung [Lindblom, 1992].
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D.h. die metrischen Potentiale sind gerade Funktionen in ζ mit
f(,−ζ) = f(, ζ), a(,−ζ) = a(, ζ) und h(,−ζ) = h(, ζ). (1.92)
Wenn die Massendichte μ eine gerade Funktion ist, so ergibt sich aus den inhomogenen
Maxwell-Gleichungen, dass dies auch für das Viererpotential gelten muss:
Aϕ(,−ζ) = Aϕ(, ζ) und At(,−ζ) = At(, ζ). (1.93)
Die Potentiale β und b sind ungerade Funktionen in ζ mit
b(,−ζ) = −b(, ζ) und β(,−ζ) = −β(, ζ). (1.94)
Die Ernst-Potentiale E und Φ sind dann äquatorsymmetrisch für25
E(ρ,−ζ) = E(ρ, ζ) und Φ(ρ,−ζ) = Φ(ρ, ζ). (1.95)
Für die Ernst-Potentiale ξ und q gilt im äquatorsymmetrischen Fall
ξ(ρ,−ζ) = ξ(ρ, ζ) und q(ρ,−ζ) = q(ρ, ζ). (1.96)
Die positive bzw. negative Symmetrieachse wird hier mit A± bezeichnet. Für die Ernst-
Potentiale auf A+ gelten die Beziehungen
E+(ζ)E+(−ζ) = 1 und Φ+(ζ) = −E+(ζ)Φ+(−ζ). (1.97)
1.2.4 Invarianztransformationen
Eine gegebene (Elektro-)Vakuumlösung (E ,Φ) der Ernst-Gleichungen mit einem nicht-
verschwindenden Killing-Feld kann durch eine Invarianztransformation in eine neue
Lösung (E t,Φt) überführt werden, die nicht durch Koordinatentransformationen zu er-
reichen ist. Dieser neuen Lösung liegt im Allgemeinen ein anderes erzeugendes Materie-
modell zugrunde als der Ausgangslösung. Für dieses neue Materiemodell lässt sich meist
keine physikalisch sinnvolle Interpretation ﬁnden. Es gibt eine Reihe von Invarianztrans-
formationen, in die insgesamt acht reellen Parameter eingehen und die hintereinander
ausgeführt werden können [Neugebauer and Kramer, 1969]. Es ergeben sich fünf Glei-
chungspaare
E t = c1c¯1E , Φt = c1Φ, (1.98a)
E t = E + ik1, Φt = Φ, (1.98b)
E t = E
1 + ik2E , Φ
t =
Φ
1 + ik2E , (1.98c)
E t = E − 2c¯2Φ− c2c¯2, Φt = Φ+ c2, (1.98d)
E t = E
1− 2c¯3Φ− c3c¯3E , Φ
t =
Φ+ c3E
1− 2c¯3Φ− c3c¯3E , (1.98e)
25Im Allgemeinen muss eine „duale Rotation“ Φ → e2iδΦ mit der reellen Konstanten δ berücksichtigt
werden (siehe Abschnitt 1.2.4). Dabei erhält man ein magnetisches Monopolmoment, das hier ausge-
schlossen werden soll.
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mit drei komlexen Konstanten c1, c2, c3 und zwei reellen Konstanten k1 und k2, die zusam-
men die acht reellen Parameter der isometrischen GruppeG8 ergeben.26 Gleichung (1.98a)
stellt eine „duale Rotation“ nach Fußnote 25 dar. Gleichungen (1.98b) und (1.98d) sind
reine Eichtransformationen, die weder die Raumzeit noch das Maxwell-Feld verändern.
Setzt man das Gleichungspaar (1.98b) in (1.98c) und dies wieder in (1.98a) ein und
wählt die Parameter als k2 = 1/k1 und c1 = i/k1 , erhält man
E t = c1c¯1 (E + ik1)
1 + ik2 (E + ik1) =
E + ik1
ik1E , Φ
t =
c1Φ
1 + ik2 (E + ik1) = −ic1k1
Φ
E =
Φ
E .
Im Limes k1 → ∞ ergeben sich die Inversionsrelationen
E t = 1E , Φ
t =
Φ
E . (1.99)
Auch diese erfüllen die Ernst-Gleichungen. Zudem lassen sich durch Hintereinander-
ausführung von (1.99)→(1.98b)→(1.99) das Gleichungspaar (1.98c) und analog durch
(1.99)→(1.98d)→(1.99) das Gleichungspaar (1.98e) gewinnen.
Gleichung (1.98e) ist eine verallgemeinerte Form der Harrison-Transformation
Eev = Ev
1− c3c¯3Ev und Φev = c3
Ev
1− c3c¯3Ev mit c3 = konstant ∈ C, (1.100)
mit der sich aus reinen Vakuumlösungen der Ernst-Potentiale Ev und Φv = 0, Elektro-
vakuumlösungen Eev und Φev erzeugen lassen [Harrison, 1968].
1.3 Multipolmomente
Die Potentiale ξ und q lassen sich im Fernfeld auf A+ jeweils in eine Reihe in 1/ζ entwi-
ckeln:
ξ+ =
1
ζ
∞∑
n=0
mn
ζ n
, q+ =
1
ζ
∞∑
n=0
en
ζ n
. (1.101)
Die gravitativen und die elektromagnetischen Multipolmomente Pn und Qn nach Simon27
lassen sich aus den Taylor-Koeﬃzienten mn und en dieser beiden Reihen berechnen.
Im Falle von Äquatorsymmetrie kann man mit Gleichung (1.97) zeigen, dass die mn
für gerades n reell und für ungerades n rein imaginär sind. Ohne „duale Rotation“ gilt
das auch für die en und damit auch für alle Multipolmomente. Die ersten gravitativen
Multipolmomente Pn und elektromagnetischen Multipolmomente Qn berechnen sich zu
P0 = m0 = M, Q0 = e0 = Q,
P1 = m1 = iJ, Q1 = e1 = iD,
P2 = m2, Q2 = e2, (1.102)
P3 = m3, Q3 = e3,
P4 = m4 − 1
7
m0M20 +
1
7
e0S20 +
3
70
e1S10, Q4 = e4 +
1
7
e0Q20 − 1
7
m0H20 − 3
70
m1H10,
26Das metrische Potential h bleibt von den Transformationen unberührt: ht = h.
27Die Multipolmomente nach Simon [Simon, 1984] stellen eine Verallgemeinerung der Momente nach
Geroch und Hansen auf Elektrovakuum-Raumzeiten dar.
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mit
Mij = mimj −mi−1mj+1, Qij = eiej − ei−1ej+1,
Sij = miej −mi−1ej+1, Hij = eimj − ei−1mj+1.
Für die höheren Momente wird der Zusammenhang zwischen den Multipolmomenten
und den mn sowie en immer komplizierter, kann aber prinzipiell durch einen Algorith-
mus berechnet werden.28 Die Multipolmomente M , J , Q und D sind gravitative Mas-
se, Drehimpuls (ζ-Komponente), elektrische Ladung und magnetisches Dipolmoment (ζ-
Komponente).
1.4 Das mitrotierende Bezugssystem
Ein mitbewegtes Koordinatensystem, in dem für die Vierergeschwindigkeit
uα
′
= 0 (1.103)
gilt, kann lokal29 immer eingeführt werden (siehe z.B. [Stephani, 1991]). Hier kann man
dies durch die Koordinatentransformation
′ = , ζ ′ = ζ, ϕ′ = ϕ− Ωt, t′ = t (1.104)
erreichen. Für die Koordinatendiﬀerentiale ergeben sich
d′ = d, dζ ′ = dζ, dϕ′ = dϕ− Ωdt, dt′ = dt. (1.105)
Das allgemeine Transformationsverhalten für Tensoren beliebiger Stufe lautet
T a
′ d′...
b′c′ ... = T
a d ...
bc ...
∂xa
′
∂xa
∂xb
∂xb′
∂xc
∂xc′
∂xd
′
∂xd
... (1.106)
Hier ändern sich dabei nur Komponenten mit einem dritten oder vierten Index.
1.4.1 Transformation der Potentiale und Tensoren
Anwendung von Gleichung (1.106) auf die Metrik ergibt
ga′b′ =
∂xa
∂xa′
∂xb
∂xb′
gab bzw. g
a′b′ =
∂xa
′
∂xa
∂xb
′
∂xb
gab.
Dabei ändern sich nur die Komponenten.
g3′4′ = g34 + Ωg33, g4′4′ = g44 + 2Ωg34 + Ω
2g33,
g3
′4′ = g34 − Ωg44, g3′3′ = g33 − 2Ωg34 + Ω2g44.
28Dieser wurde von Hoenselaers und Perjes dargestellt [Hoenselaers and Perjes, 1990] und von
Sotiriou und Apostolatos korrigiert [Sotiriou and Apostolatos, 2004].
29Für konstante Winkelgeschwindigkeit Ω kann dies sogar global eingeführt werden.
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Die Metrik (1.42) behält ihre Form bei, damit erhält man zweimal die Ausdrücke
f ′a′ = fa− Ω
2 − a2f 2
f
, und f ′ = f + 2Ωaf − Ω2
2 − a2f 2
f
.
Es ergeben sich die Gleichungen:
f = f ′
[
(1− Ωa′)2 − Ω
22
f ′2
]
, (1.107a)
f ′ = f
[
(1 + Ωa)2 − Ω
22
f 2
]
, (1.107b)
(1 + Ωa) f = (1− Ωa′) f ′, (1.107c)
h
f
=
h′
f ′
. (1.107d)
Für die Vierergeschwindigkeit ergibt sich aus ga′b′ua
′
ub
′
= g4′4′
(
ut
′
)2
= −1, dass
un
′
=
(
0, 0, 0, e−U
′
)
und un′ =
(
0, 0,−a′eU ′ ,−eU ′
)
(1.108)
sind.30 Die Komponenten des mitrotierenden Vektorpotentials transformieren sich zu:
A′ϕ′ =
∂ϕ
∂ϕ′
Aϕ +
∂t
∂ϕ′
At = Aϕ und A
′
t′ =
∂ϕ
∂t′
Aϕ +
∂t
∂t′
At = At + ΩAϕ. (1.109)
A′t
′
=
∂t′
∂ϕ
Aϕ +
∂t′
∂t
At = At und A′ϕ
′
=
∂ϕ′
∂ϕ
Aϕ +
∂ϕ′
∂t
At = A
ϕ − ΩAt.
Für den Ricci-Tensor und den Energie-Impuls-Tensor ergibt sich das gleiche Verhalten,
wie für die Metrik. Für gemischte Indizes erhält man am Beispiel des Energie-Impuls-
Tensors:
T a
′
b′ =
∂xa
′
∂xa
∂xb
∂xb′
T ab, T
b′
a′ =
∂xa
∂xa′
∂xb
′
∂xb
T ba .
Dabei ändern sich nur die Komponenten:
T 3
′
3′ = T
4
3 − ΩT 34, T 3
′
4′ = T
3
4 − Ω2T 43 + Ω
(
T 33 − T 44
)
, T 4
′
4′ = T
4
4 + ΩT
4
3, (1.110)
T 3
′
3′ = T
3
3 − ΩT 43 , T 3
′
4′ = T
3
4 − Ω2T 43 + Ω
(
T 33 − T 44
)
, T 4
′
4′ = T
4
4 + ΩT
4
3 . (1.111)
Da Viererbeschleunigung und Lorentz-Kraftdichte nur − und ζ−Komponenten haben,
ändern sie sich nicht.
fA
′
= fA und u˙A
′
= u˙A.
30Aus Gleichung (1.36) ergibt sich S = f ′
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1.4.2 Bewegungsgleichungen
Für die nicht verschwindenden Komponenten von Viererbeschleunigung und Lorentz-
Kraftdichte erhält man aus den Gleichungen (1.43) und (1.18) im mitrotierenden System31
u˙′ =
1
2h′
f ′, und f
′ = μ
eU
′
h′
A′t′,.
u˙′ζ =
1
2h′
f ′,ζ und f
′ζ = μ
eU
′
h′
A′t′,ζ .
Die Bewegungsgleichung lautet also
∇eU ′ + ∇α′ = 0. (1.112)
Für konstantes  erhält man daraus32
eU
′
+ α′ = D = konstant. (1.113)
Aus verschwindender Lorentz-Kraftdichte folgt
α′ = konstant. ⇒ eU ′ = konstant. (1.114)
1.4.3 Die Quasi-Ernst-Gleichungen
Die Feld- und Wellengleichungen für geladenen Staub haben im mitrotierenden System
genau die gleiche Struktur wie im ruhenden System. Es ist jedoch uϕ
′
= 0 und ut
′
= e−U
′
.
Damit lauten sie:
0 = ∇ ·
[
f ′
2
(
a′∇A′t′ −∇A′ϕ′
)]
, (1.115a)
−4πμ e2k′−3U ′ = ∇ ·
[
a′f ′
2
(
a′∇A′t′ −∇A′ϕ′
)− 1
f ′
∇A′t′
]
, (1.115b)
0 = ∇ ·
[
f ′2
2
∇a′ + 4f
′
2
A′t′
(
a′∇A′t′ −∇A′ϕ′
)]
, (1.115c)
8πμ e2k
′+2U ′ = f ′Δf ′ − (∇f ′)2 + f
′4
2
(∇a′)2 − 2f ′
[
(∇A′t′)2 +
f ′2
2
(
a′∇A′t′ −∇A′ϕ′
)2]
.
(1.115d)
Für diese Gleichungen lassen sich analog zu Abschnitt 1.2 Quasi-Ernst-Gleichungen
herleiten. Die Gleichungen (1.115a) und (1.115c) erlauben wieder die Einführung der
Potentiale β′ und b′.
Mit Gleichung (1.115b) folgt in analoger Weise die Gleichung für ΔΦ′ und in analo-
ger Weise erhält man auch die Gleichung für ΔE ′. Da man zur Herleitung dieser (siehe
31Für ′ und ζ ′ wird der Übersichtlichkeit halber weiter  und ζ geschrieben.
32Aus dem Vergleich mit (1.57) ergibt sich im ECD-Fall D = 1.
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Gleichung (1.82)) die Gleichung für ΔΦ′ einsetzten muss, ergeben sich Quasi-Ernst-
Gleichungen:
e2U
′
ΔE ′ = (∇E ′ + 2Φ¯′∇Φ′) · ∇E ′ + 8πμ(eU ′ +  Φ¯′) eU ′+2k′ , (1.116)
e2U
′
ΔΦ′ =
(∇E ′ + 2Φ¯′∇Φ′) · ∇Φ′ − 4πμ  eU ′+2k′ . (1.117)
Die Feldgleichungen für h′ bzw. k′ lauten wie die in Abschnitt 1.2 und müssen hier
zusätzlich erfüllt werden.
1.5 Kerr-Newman-Lösung und Boyer-Lindquist-
Koordinaten
Die Kerr-Newman-Lösung [Newman et al., 1965] wird oft in Boyer-Lindquist-Ko-
ordinaten angegeben [Boyer and Lindquist, 1967]. Diese hängen mit den Weyl-Koordi-
naten über
 =
√
r˜2 − 2Mr˜ + J2/M2 +Q2 sin θ˜ und ζ = (r˜ −M) cos θ˜ (1.118)
zusammen und stimmen somit asymptotisch mit den weiter vorne eingeführten asympto-
tischen Kugelkoordinaten überein.
Der Horizont H ist in Weyl-Koordinaten ein Abschnitt der ζ-Achse zwischen ζ = ±l.
Dieser gehört nicht mehr zur Symmetrieachse. Er liegt also in Weyl-Koordinaten bei
 = 0. Man erhält  = 0 nach Gleichung (1.118) für
r˜± = M
(
1±
√
1− J2/M4 −Q2/M2
)
= M ± l. (1.119)
Dabei ist r˜+ der Ereignishorizont33 und bei r˜− liegt der so genannte Cauchy-Horizont
und es gilt die Parameterrelation
1 =
l2
M2
+
Q2
M2
+
J2
M4
. (1.120)
Es lässt sich also auch
 =
√
(r˜ − r˜+) (r˜ − r˜−) sin θ˜ =
√
(r˜ −M − l) (r˜ −M + l) sin θ˜ =
√
(r˜ −M)2 − l2 sin θ˜
schreiben. Für die partiellen Ableitungen ergeben sich dann nach der Kettenregel
∂
∂r˜
=
∂
∂r˜
∂
∂
+
∂ζ
∂r˜
∂
∂ζ
=
r˜ −M√
(r˜ −M)2 − l2 sin θ˜
∂
∂
+ cos θ˜
∂
∂ζ
,
∂
∂θ˜
=
∂
∂θ˜
∂
∂
+
∂ζ
∂θ˜
∂
∂ζ
=
√
(r˜ −M)2 − l2 cos θ˜ ∂
∂
− (r˜ −M) sin θ˜ ∂
∂ζ
.
33Mit H wird ab jetzt immer der Ereignishorizont bezeichnet.
22 KAPITEL 1. GRUNDLAGEN
Durch Inversion der Koeﬃzientenmatrix erhält man
∂
∂
=
∂r˜
∂
∂
∂r˜
+
∂θ˜
∂
∂
∂θ˜
=
(r˜ −M)√(r˜ −M)2 − l2
(r˜ −M)2 − l2 cos2 θ˜ sin θ˜
∂
∂r˜
+
√
(r˜ −M)2 − l2
(r˜ −M)2 − l2 cos2 θ˜ cos θ˜
∂
∂θ˜
,
∂
∂ζ
=
∂r˜
∂ζ
∂
∂r˜
+
∂θ˜
∂ζ
∂
∂θ˜
=
(r˜ −M)2 − l2
(r˜ −M)2 − l2 cos2 θ˜ cos θ˜
∂
∂r˜
− (r˜ −M)
(r˜ −M)2 − l2 cos2 θ˜ sin θ˜
∂
∂θ˜
.
Für die Basisvektoren gilt die gleiche Transformation. Damit lässt sich der Nablaoperator
angewendet auf ein beliebiges Potential als
∇P = 1
(r˜ −M)2 − l2 cos2 θ˜
(√
(r˜ −M)2 − l2 ∂P
∂r˜
er˜ +
∂P
∂θ˜
eθ˜
)
(1.121)
aufschreiben. Der Laplace-Operator ergibt sich zu
ΔP =
1[
(r˜−M)2 − l2 cos2 θ˜
]2
[[
(r˜−M)2 − l2] ∂2P
∂r˜2
+ 2(r˜−M)∂P
∂r˜
+
∂2P
∂θ˜2
+ cot θ˜
∂P
∂θ˜
]
.
(1.122)
Damit lassen sich die Ernst-Gleichungen (1.83) und (1.84) aufschreiben:
(
E + Φ¯Φ) [((r˜ −M)2 − l2) E,r˜r˜ + 2(r −M)E,r˜ + E,θ˜θ˜ + cot θ˜E,θ˜]
=
(
(r˜ −M)2 − l2) (E,r˜ + 2Φ¯Φ,r˜) E,r˜ + (E,θ˜ + 2Φ¯Φ,θ˜) E,θ˜. (1.123)(
E + Φ¯Φ) [((r˜ −M)2 − l2)Φ,r˜r˜ + 2(r −M)Φ,r˜ + Φ,θ˜θ˜ + cot θ˜Φ,θ˜]
=
(
(r˜ −M)2 − l2) (E,r˜ + 2Φ¯Φ,r˜)Φ,r˜ + (E,θ˜ + 2Φ¯Φ,θ˜)Φ,θ˜. (1.124)
Mit den Gleichungen (1.85) lassen sich die partiellen Ableitungen von a und Aϕ auch
in Boyer-Lindquist-Koordinaten angeben. Es ergibt sich für
Aϕ,r˜ =
(r˜ −M) sin θ˜√
(r˜ −M)2 − l2Aϕ, + cos θ˜Aϕ,ζ
=
1
f
(√
(r˜ −M)2 − l2 sin θ˜ cos θ˜β, − (r˜ −M) sin2 θ˜β,ζ
)
− aα,r˜
=
sin θ˜
f
β,θ˜ − aα,r˜.
Analog erhält man die anderen Ausdrücke zu
Aϕ,r˜ =
sin θ˜
f
β,θ˜ − aα,r˜, Aϕ,θ˜ = −
sin θ˜
f
[
(r˜ −M)2 − l2] β,r˜ − aα,θ˜, (1.125a)
a,r˜ = − sin θ˜
f 2
(
b,θ˜ + 2αβ,θ˜ − 2βα,θ˜
)
, a,θ˜ =
sin θ˜
f 2
[
(r˜ −M)2 − l2] (b,r˜ + 2αβ,r˜ − 2βα,r˜) .
(1.125b)
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1.5.1 Die Kerr-Newman-Lösung
Die Kerr-Newman-Lösung lautet in Boyer-Lindquist-Koordinaten
E = 1− 2M
r˜ − iA cos θ˜ , Φ =
Q
r˜ − iA cos θ˜ , (1.126)
mit dem Kerr-Parameter A = J/M und der weiteren Parameterrelation für die Winkel-
geschwindigkeit
Ω =
A
(M + l)2 + A2
. (1.127)
Zwischen den beiden Potentialen gilt die Relation
Φ =
Q
2M
(1− E) . (1.128)
D.h. die Kerr-Newman-Lösung lässt sich durch eine Harrison-Transformation (sie-
he Abschnitt 1.2.4) aus der Kerr-Lösung gewinnen. Durch Trennung von Real- und
Imaginärteil ergeben sich:
f = 1 +
Q2 − 2Mr˜
r˜2 + A2 cos2 θ˜
, b = − 2MA cos θ˜
r˜2 + A2 cos2 θ˜
, ΦΦ¯ =
Q2
r˜2 + A2 cos2 θ˜
, (1.129)
α =
Qr˜
r˜2 + A2 cos2 θ˜
und β =
QA cos θ˜
r˜2 + A2 cos2 θ˜
. (1.130)
Es lassen sich damit auch f und α als
f = 1 + ΦΦ¯ +
r˜
A cos θ˜
b und α =
r˜
A cos θ˜
β (1.131)
schreiben.
Um a und Aϕ zu erhalten, kann man entlang einer Radialrichtung vom Fernfeld bis
zu r0 integrieren. Mit den Gleichungen (1.125) erhält man für a
a(r˜0, θ˜0) =
r˜0∫
∞
∂a
∂r˜
dr˜ = −2J sin2 θ˜0
r˜0∫
∞
r˜2 − (Q/M)2Mr˜ − A2 cos2 θ˜0(
r˜2 − 2Mr˜ +Q2 + A2 cos2 θ˜0
)2 dr˜
und damit
a = − (Q
2 − 2Mr˜)A sin2 θ˜
r˜2 − 2Mr˜ +Q2 + A2 cos2 θ˜ = −
[(r˜ −M)2 − l2 − A2 − r˜2]A sin2 θ˜
(r˜ −M)2 − l2 − A2 sin2 θ˜ = A sin
2 θ˜
1− f
f
.
(1.132)
Für Aϕ erhält man mit den Gleichungen (1.125) und diesem Ergebnis
Aϕ(R˜0, θ˜0) =
R˜0∫
∞
∂Aϕ
∂R˜
dR˜ = −QA sin2 θ˜0
R˜0∫
∞
r˜2 − A2 cos2 θ˜0
r˜2 + A2 cos2 θ˜0
dR˜
und damit
Aϕ =
QAr˜ sin2 θ˜
r˜2 + A2 cos2 θ˜
= A sin2 θ˜ α = r˜ sin θ˜ tan θ˜ β. (1.133)
Prinzipiell lässt sich noch h bestimmen. Damit hat man alle metrischen und elektroma-
gnetischen Potentiale bestimmt.
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1.5.2 Die Kerr-Newman-Lösung im mitrotierenden System
Mit diesen Gleichungen lässt sich jetzt die Kerr-Newman-Lösung ins mitrotierende
System übersetzen. Es war A′ϕ′ = Aϕ. Für α
′ ergibt sich mit der Parameterrelation
(1.127) für Ω der Ausdruck
α′ = α− ΩAϕ =
Qr˜
(
1− ΩA sin2 θ˜
)
r˜2 + A2 cos2 θ˜
=
Qr˜
(
1− ΩA
(
1− cos2 θ˜
))
r˜2 + A2 cos2 θ˜
. (1.134)
Damit lässt sich schreiben:
α′ =
[
1− ΩA]α + Ωβr˜ cos θ˜. (1.135)
Die Ausdrücke für f ′ und a′ ergeben sich nach den Gleichungen (1.107). Für f ′ erhält
man
f ′ = f + 2Ωfa+ Ω2
(
fa2 − 
2
f
)
= f − Ω sin
2 θ˜
r˜2 + A2 cos θ˜
(
2A
(
Q2 − 2Mr˜)+ ΩA2 cos2 θ˜ (r˜2 +Q2 − 2Mr˜)
+Ω
[
A
2
(
r˜2 + A2 cos2 θ˜ −Q2 + 2Mr˜
)
+ r˜4
])
.
Die Gleichungen (1.125) für die Ableitungen von β′, die auch im mitrotierenden Sys-
tem gelten (siehe Abschnitt 1.4.3), lassen sich durch die Größen im ruhenden System
ausdrücken:
β′,r˜ = −
f ′ sin θ˜
2
[
A′
ϕ′,θ˜
+ a′α′
,θ˜
]
= (1 + Ωa) β,r˜ +
Ωsin θ˜
f
α,θ˜ (1.136)
β′
,θ˜
=
f ′
sin θ˜
[
A′ϕ′,r˜ + a
′α′,r˜
]
= (1 + Ωa) β,θ˜ −
Ω sin θ˜
f
[
(r˜ −M)2 − l2]α,r˜. (1.137)
Als Integrationsweg für β′ kann man für ein beliebiges festes r˜0 auf der -Achse starten
und bis zu einem Wert θ˜0 integrieren. Die Berechnung von β′,θ˜ ergibt sich durch
β′
,θ˜
=
1
sin θ˜
[
f ′A′ϕ′,r˜ + f
′a′α′,r˜
]
,= (1 + Ωa) β,θ˜ −
Ω sin θ˜
f
(
r˜2 − 2Mr˜ +Q2 + A2)α,r˜.
Mit β′
,θ˜
= A sin θ˜α′,r˜ lässt sich
β′
,θ˜
= β,θ˜ + Ωsin θ˜α,r
[
Aa− r˜
2 − 2Mr˜ +Q2 + A2
f
]
,
= β,θ˜ + ΩQ sin θ˜
(
r˜2 − A2 cos2 θ˜
)
(
r˜2 + A2 cos2 θ˜
)2 [r˜2 + A2],
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schreiben. Diesen Ausdruck kann man durch Substitution von cos θ˜ integrieren und man
erhält:
β′ = β + ΩQ
(r˜2 − A2) cos θ˜
r˜2 + A2 cos2 θ˜
=
Q cos θ˜ [A(1− ΩA)− Ωr˜2]
r˜2 + A2 cos2 θ˜
. (1.138)
Damit lässt sich auch
β′ =
[
1− ΩA]β − Ωαr˜ cos θ˜ (1.139)
schreiben.
Zusammengefasst ergeben sich damit
Φ′ =
[
1− ΩA− iΩr˜ cos θ˜)
]
Φ =
Q
[
1− Ω(A+ ir˜ cos θ˜)
]
r˜ − iA cos θ˜ (1.140)
und
Φ′Φ¯′ =
[
(1− ΩA)2 + Ω2r˜2 cos2 θ˜
]
ΦΦ¯. (1.141)
Es lässt sich also Φ′ durch Φ ausdrücken.
Um b′ zu erhalten kann man den Ausdruck
b′
,θ˜
= − f
′2
sin θ˜
a′,r˜ + 2
(
β′α′
,θ˜
− α′β′
,θ˜
)
verwenden und den Integrationsweg wie für β′ wählen. Für b′ ergibt sich, nach Zusam-
menfassung der Terme in b′
,θ˜
und Integration, der Ausdruck
b′ =
−2 cos θ˜
r˜2 + A2 cos2 θ˜
[
AM + Ω
(
(r˜ −M)
(
r˜2 + A2 cos2 θ˜
)
− 2M (r˜2 + A2)+Q2r˜)
+Ω2A
(
M
(
r˜2 + A2 cos2 θ˜
)
+M
(
r˜2 + A2
)− r˜ (Q2 −Mr˜) sin2 θ˜)
]
.
(1.142)
Damit ergibt sich für E ′ die Gleichung
E ′ = E + 2Ω
r˜ − iA cos θ˜
[
2MA+ (M − r˜)A cos2 θ˜ − i cos θ˜ (Q2 − 3Mr˜ + r˜2)]
− Ω
2
r˜ − iA cos θ˜
[
(A2 + r˜2)r˜ sin2 θ˜ + 2M(cos2 θ˜ + 1) +Q2r˜ cos2 θ˜
+ iA cos θ
(
4Mr˜ + 2Mr˜ cos2 θ˜ − (Q2 + A2)− (r˜2 +Q2) sin2 θ˜
)]
.
(1.143)
Die Ausdrücke für E ′ und Φ′ erfüllen die Ernst-Gleichungen für das mitrotiernde
System im Elektrovakuum.
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1.5.3 Das Verhalten der Potentiale auf dem Ereignishorizont
Das Verhalten der Potentiale auf dem Ereignishorizont kann man bestimmen, indem man
die Potentiale bei r˜ = M + l auswertet. Folgende Potentiale sind dort entweder Null oder
konstant.
Mit Gleichung (1.132) ergibt sich
aH = − 1
Ω
(1.144)
und mit (1.135) erhält man
α′H =
Q(l +M)
(l +M)2 + A2
= Ω
Q(l +M)
A
. (1.145)
Mit diesem Ergebnis lässt sich insbesondere eine Formel für die Masse mit
M = 2ΩJ +Qα′H + l (1.146)
angeben. Die spezielle Form dieser Gleichung lässt sich gut mit einer Gleichung aus
Abschnitt 3.3.1 vergleichen. Mit Gleichung (1.144) und der Eigenschaft, dass auf dem
Horizont  = 0 gilt, ergibt sich
f ′H = 0. (1.147)
Der Term in den eckigen Klammern von Gleichung (1.139) für β′ ergibt mit der Parame-
terrelation (1.127) für Ω auf dem Ereignishorizont Null. Gleiches gilt auch für b′. Damit
ergeben sich
β′H = 0 und b
′
H = 0. (1.148)
Dies bedeutet insbesondere, dass
E ′H = Φ′ 2H = α′ 2H =
(
Q(l +M)
(l +M)2 + A2
)2
(1.149)
ist.
1.5.4 Die Multipolmomente der Kerr-Newman-Lösung
Um die Multipolmomente zu bestimmen, berechnet man zuerst
ξ =
1− E
1 + E =
M
(r˜ −M)− iA cos θ˜ und q =
2Φ
1 + E =
Q
(r˜ −M)− iA cos θ˜ . (1.150)
Auf A+ ist cos θ˜ = 1 und ζ = r˜ −M . Damit ergeben sich
ξ+ =
1
ζ
∞∑
n=0
mn
ζ n
=
M
ζ − iA und q+ =
1
ζ
∞∑
n=0
en
ζ n
=
Q
ζ − iA . (1.151)
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Diese Ausdrücke entsprechen der Summe der geometrischen Reihe und man erhält durch
die Entwicklung nach 1/ζ die Taylor-Koeﬃzienten zu
mn = M (iA)
n und en = Q (iA)
n .
Damit gilt, dass die Ausdrücke Mij = Qij = Sij = Hij = 0 sind und somit die Mul-
tipolmomente den mn und qn entsprechen. Die gravitativen bzw. elektromagnetischen
Multipolmomente lauten damit
Pn = M (iA)
n und Qn = Q (iA)
n . (1.152)
1.5.5 Schwarze Löcher und die extreme Kerr-Newman-Lösung
Um die Kerr-Newman-Lösung zu charakterisieren, kann man die Parameterrelation
(1.120) hernehmen. Rotierende, geladene Schwarze Löcher werden durch die Kerr-
Newman-Lösung beschrieben, wenn
Q2
M2
+
J2
M4
≤ 1 (1.153)
gilt.34 Im Falle der Gleichheit erhält man ein so genanntes extremes Kerr-Newman-
Schwarzes Loch und es ergibt sich l = 0. D.h. Cauchy- und Ereignishorizont sind
in Boyer-Lindquist-Koordinaten gleich und im Weyl-Koordinaten ein (räumlicher)
Punkt bei  = ζ = 0.
1.6 Elliptische Koordinaten
Staubscheiben sind wahrscheinlich die einzig stabilen Konﬁgurationen von rotierenden
(geladenen) Staubverteilungen.35 Diese lassen sich gut in elliptischen Koordinaten36 dar-
stellen. Die Deﬁnition, die hier verwendet wird, ergibt sich aus37
 = 0
√
(1− η2) (1 + ν2) und ζ = 0ην, (1.154)
mit ν ∈ [0,∞] und η ∈ [−1, 1]. Für die partiellen Ableitungen nach ν und η ergeben sich
dann nach der Kettenregel
∂
∂ν
=
∂
∂ν
∂
∂
+
∂ζ
∂ν
∂
∂ζ
= 0ν
1− η2√
(1− η2) (1 + ν2)
∂
∂
+ 0η
∂
∂ζ
,
∂
∂η
=
∂
∂η
∂
∂
+
∂ζ
∂η
∂
∂ζ
= −0η 1 + ν
2√
(1− η2) (1 + ν2)
∂
∂
+ 0ν
∂
∂ζ
.
34Für Q
2
M2 +
J2
M4 ≥ 1 erhält man die überextreme Kerr-Newman-Lösung. Es muss l imaginär sein,
damit wird r˜± imaginär und es ergeben sich so genannte „nackte Singularitäten“. Nach der “cosmic
censorship“-Hypothese von Penrose [Penrose, 1969] sollte sich bei einem Gravitationskollaps immer die
extreme oder unterextreme Kerr-Newman-Lösung ergeben.
35In der Newton’schen Theorie ist dies klar, da bei fehlendem Druck kein Kräftegleichgewicht für
Staubteilchen außerhalb der Scheibenebene ζ = 0 realisiert werden kann. Im allgemein relativistischen
Fall ergeben sich jedoch gravito-magnetisch und magnetisch abstoßende Kräfte zwischen den Staubteil-
chen, so dass sich im Prinzip eine stabile, über die Scheibenebene hinaus ausgedehnte Staubverteilung
ergeben kann. Jedoch sind diese abstoßenden Kräfte im Vergleich zu den anderen Kräften klein.
36Aus räumlich dreidimensionaler Sicht sind dies oblate spheroidale Koordinaten.
37Der Parameter 0 wird im Kapitel 5 mit dem Koordinatenradius der Staubscheibe identiﬁziert.
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Durch Inversion der Koeﬃzientenmatrix erhält man
∂
∂
=
∂ν
∂
∂
∂ν
+
∂η
∂
∂
∂η
=
ν
√
(1− η2) (1 + ν2)
0 (ν2 + η2)
∂
∂ν
− η
√
(1− η2) (1 + ν2)
0 (ν2 + η2)
∂
∂η
,
∂
∂ζ
=
∂ν
∂ζ
∂
∂ν
+
∂η
∂ζ
∂
∂η
=
η (1 + ν2)
0 (ν2 + η2)
∂
∂ν
+
ν (1− η2)
0 (ν2 + η2)
∂
∂η
.
Der Nablaoperator angewendet auf ein beliebiges Potential lässt sich als
∇P = 1
0
√
1 + ν2
ν2 + η2
∂P
∂ν
eν +
1
0
√
1− η2
ν2 + η2
∂P
∂η
eη (1.155)
aufschreiben. Der Laplace-Operator ergibt sich zu
ΔP =
1
20 (ν
2 + η2)
[(
1 + ν2
) ∂2P
∂ν2
+ 2ν
∂P
∂ν
+
(
1− η2) ∂2P
∂η2
− 2η ∂P
∂η
]
. (1.156)
Damit lassen sich die Ernst-Gleichungen (1.83) und (1.84) als
(
E + Φ¯Φ) [(1 + ν2)2 E,νν + 2ν E,ν + (1− η2)2 E,ηη − 2η E,η]
=
(
1 + ν2
) (E,ν + 2Φ¯Φ,ν) E,ν + (1− η2) (E,η + 2Φ¯Φ,η) E,η, (1.157)(
E + Φ¯Φ) [(1 + ν2)2Φ,νν + 2ν Φ,ν + (1− η2)2Φ,ηη − 2ηΦ,η]
=
(
1 + ν2
) (E,ν + 2Φ¯Φ,ν)Φ,ν + (1− η2) (E,η + 2Φ¯Φ,η)Φ,η (1.158)
aufschreiben. Die Gleichungen für den Zusammenhang der Potentiale a und Aϕ mit b und
β lauten: (
1 + ν2
)
b,ν = − f 2a,η − 2
(
1 + ν2
)
(αβ,ν − βα,ν) , (1.159a)(
1− η2) b,η = + f 2a,ν − 2 (1− η2) (αβ,η − βα,η) , (1.159b)(
1 + ν2
)
β,ν = + f (aα,η + Aϕ,η) , (1.159c)(
1− η2) β,η = − f (aα,ν + Aϕ,ν) . (1.159d)
1.6.1 Lösung der Laplace-Gleichung mit Legendre-Polynomen
Jetzt soll die Gleichung
ΔX = 0 (1.160)
in elliptischen Koordinaten untersucht werden. Für X kann der Separationsansatz
X = ψ (ν)χ (η) (1.161)
gemacht werden. Dies führt zur Separation im Laplace-Operator. Nach Separations-
schluss und der Substitution s = iν ergibt sich:
1
ψ
[
(1− s2)ψ,ss − 2sψ,s
]
= − 1
χ
[
(1− η2)χ,ηη − 2ηχ,η
]
= const = −n(n+ 1), n ∈ R
(1.162)
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Für χ ergibt sich eine Legendre’sche Diﬀerentialgleichung, die für beliebiges n ∈ R mit
einem Potenzreihenansatz
χ (η) = c1
(
1− n(n+ 1)
2!
η2 +
n(n− 2)(n+ 1)(n+ 3)
4!
η4 ∓ ...
)
+ c2
(
η − (n− 1)(n+ 2)
3!
η3 +
(n− 1)(n− 3)(n+ 2)(n+ 4)
5!
η5 ∓ ...
)
(1.163)
gelöst werden kann [Madelung, 1964]. Für ganzzahlige n bricht die Reihe ab. Wenn χ auf
der ζ-Achse (also bei η = ±1) regulär bleiben soll, muss n ≥ 0 sein. In diesem Fall erhält
man als Lösung die Legendre-Polynome Pn (η).
Für die Legendre’sche Diﬀerentialgleichung zu ψ soll sich eine Lösung ergeben,
die für ν → ∞ verschwindet. Für ganzzahliges n kann diese durch die außerhalb der
Strecke −1 < x < 1, x ∈ R deﬁnierte komplexe Kugelfunktionen Qn (s) angeben werden
[Madelung, 1964]. Nach Rücksubstitution zu ν erhält man eine relle Lösung durch
Sn (ν) = i
1−nQn (iν) = i
−n (arccot ν)Pn (iν)−Rn (ν) . (1.164)
Dabei ist Rn(ν) ein Polynom, dass das richtige asymptotische Verhalten lim
ν→∞
Sn(ν) = 0
sichert.
Es ergibt sich durch Superposition der Lösungen für verschiedenes n die allgemeine
Lösung:
X =
∞∑
n=0
CnPn (η)Sn (ν) . (1.165)
Dabei sind die Cn Integrationskonstanten.
Darstellung des Polynoms Rn(ν) Die Legendre-Polynome lassen sich als Potenz-
reihe darstellen. Für gerade n ergibt sich:
P2n (x) =
n∑
m=0
(−1)n−m (2n+ 2m)!
22n(n+m)! (n−m)! (2m)!x
2m, (1.166)
i−2nP2n (ix) =
n∑
m=0
(2n+ 2m)!
22n(n+m)! (n−m)! (2m)!x
2m. (1.167)
Für ungerade n ergibt sich:
P2n+1 (x) =
n∑
m=0
(−1)n−m (2n+ 2m+ 2)!
22n+1(n+m+ 1)! (n−m)! (2m+ 1)!x
2m+1, (1.168)
i−2n−1P2n+1 (ix) =
n∑
m=0
(2n+ 2m+ 2)!
22n+1(n+m+ 1)! (n−m)! (2m+ 1)!x
2m+1. (1.169)
Das Polynom Rn(ν) bestimmt sich aus dem ersten Teil von Sn (ν). Die Entwicklung von
arccot ν im Unendlichen lässt sich als
arccot ν = −
∞∑
k=1
(−1)k ν−2k+1
2k − 1 =
∞∑
k=0
(−1)k ν−2k−1
2k + 1
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angeben. Für gerades n erhält man damit:
R2n(ν) = lim
ν→∞
[
i−2n (arccot ν)P2n (iν)
]
= − lim
ν→∞
[
i−2n
(
n∑
k=1
(−1)k ν−2k+1
2k − 1
)
P2n (iν)
]
,
= − lim
ν→∞
(
n∑
k=1
(−1)k ν−2k+1
2k − 1
)(
n∑
m=0
(2n+ 2m)!
22n(n+m)! (n−m)! (2m)!ν
2m
)
,
= −
n∑
m=1
m∑
k=1
(−1)k (2n+ 2m)!
22n(2k − 1)(n+m)! (n−m)! (2m)!ν
2m−2k+1. (1.170)
Für ungerades n ergibt sich analog:
R2n+1(ν) =
n∑
m=0
m∑
k=0
(−1)k (2n+ 2m+ 2)!
22n+1(2k + 1)(n+m+ 1)! (n−m)! (2m+ 1)!ν
2m−2k.
(1.171)
1.7 Reihenentwicklung: Optimierung und Konvergenz
Analytische Lösungen von rotierenden geladenen Staubverteilungen wurden noch nicht
gefunden.38 Eine Möglichkeit Näherungslösungen zu ﬁnden, besteht in der Anwendung
von Reihenentwicklungen nach kleinen Parametern. Dabei werden die Diﬀerentialglei-
chungen nach einem geeigneten Parameter entwickelt und sukzessive Ordnung für Ord-
nung gelöst.
Hier sind prinzipiell drei Herangehensweisen möglich. Die einfachste ist die Post-
Newton’sche Entwicklung nach einem relativistischen Parameter. Weiterhin kann man
langsam rotierende Staubverteilungen vom ECD-Fall ausgehend entwickeln. Als dritte
Möglichkeit kann man schwach geladene rotierende Staubverteilungen betrachten. In
den letzten beiden Fällen hat man in jeder Entwicklungsordnung vollständig relativis-
tische Lösungen. Beide Fälle sind aber auch ungleich schwerer zu lösen, als die Post-
Newton’sche Entwicklung.
Ist eine Reihenentwicklungen bis zu einer Ordnung N erfolgreich gelöst, stellt sich
zuerst die Frage nach der Konvergenz dieser Reihen. Die vollständige Lösung ergibt sich
für N → ∞, wenn die Reihe konvergiert. Praktisch ist N jedoch klein und man interes-
siert sich oft für den Fall, bei dem der Wert des Entwicklungsparameters weit weg vom
Entwicklungspunkt ist.39
Es gibt viele Kriterien, um Aussagen zur Konvergenz von Reihen zu treﬀen. Ein hin-
reichendes und sehr scharfes Kriterium ist jenes nach Raabe-Duhamel [Raabe, 1832].
Dieses wird hier verwendet.
Um die Konvergenz von Reihen zu beschleunigen, gibt es verschiedene Methoden.
Darstellungen dieser Methoden ﬁnden sich in dem Buch [Bender and Orszag, 1978]. Hier
38Damit sind Lösungen mit stationären, nicht statischen Raumzeiten gemeint. Es gibt Lösungen mit
gegenrotierenden Staubkomponenten (siehe z.B. [García-Reyes and González, 2004]), die jedoch eine sta-
tische Raumzeit ergeben.
39Bei der Post-Newton’schen Entwicklung in dieser Arbeit ist gerade der ultra-relativistische Grenz-
fall interessant.
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wird die Padé-Approximation verwendet, mit der bei den hier untersuchten Reihen gute
Ergebnisse erzielt werden. Es sei aber auch noch auf weitere Methoden hingewiesen. Dies
sind u.a. Shanks-Transformation und die Darstellung durch Kettenfunktionen, insbe-
sondere Kettenbrüche. Es bleibt ein Experimentierfeld, welche Methoden am eﬀektivsten
sind, um die Konvergenz der entsprechenden Reihen zu beschleunigen.
Da vollständige analytische Lösungen fehlen, bleibt sonst nur der Vergleich mit nu-
merischen Lösungen.
1.7.1 Konvergenz aus physikalischer Sicht
Man kann und sollte sich der Frage nach dem Konvergenzradius einer Reihenentwicklung
zuerst anhand des physikalischen Systems überlegen, welches man beschreiben will.
Für positive und negative Werte des Entwicklungsparameters, welche betragsmäßig
kleiner sind als der Konvergenzradius, sollte das physikalische System im Rahmen der
verwendeten Gleichungen beschrieben werden können. Insbesondere sollte klar sein, wie
sich das System beim Übergang von positiven zu negativen Werten des Entwicklungspa-
rameters verhält.40
Hier bedeutet dies, dass sich die Materie im gesamten Parameterraum im (thermo-
dynamischen) Gleichgewicht beﬁnden sollte. Daher kann eine wie auch immer geartete
Reihenentwicklung einer geladenen Staubverteilung für || > 1 aus physikalischer Sicht
nicht konvergieren. In diesem Fall kann die elektrische Abstoßung der Staubteilchen von-
einander nicht mehr kompensiert werden und somit die Annahme der Stationarität nicht
mehr aufrecht erhalten werden.41
Aus physikalischer Sicht stellen diese Überlegungen eine notwendige (aber natürlich
keine hinreichende) Bedingung an die Konvergenz der Reihenentwicklung dar.
1.7.2 Das Konvergenzkriterium nach Raabe-Duhamel
Ist für eine Reihenentwicklung
F (x) =
∞∑
n=0
cnx
n (1.172)
für alle n ≥ n0 die Ungleichung
Kn = n
(
1− xr
∣∣∣∣cn+1cn
∣∣∣∣
)
> 1 (1.173)
erfüllt, dann ist dies ein hinreichendes Kriterium für die Konvergenz der Reihe im Intervall
x ∈ [0, xr].42 Durch Reihenentwicklung bei x0 = 0 sind hier nur die ersten Koeﬃzienten
von
F (x) =
∞∑
n=0
cnx
n =
N∑
n=0
cnx
n +R(x) (1.174)
40In der Störungstheorie gibt es oftmals Entwicklungen bei denen der Konvergenzradius Null ist, da das
physikalische System nur für positive Werte des Entwicklungsparameters deﬁniert ist (siehe [Dyson, 1952]
zur Quantenelektrodynamik). Man erhält asymptotische Reihen.
41Auch die relative Bindungsenergie Eb nach Gleichung (3.14) verschwindet im ECD-Fall.
42Siehe auch [Knopp, 1956].
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bis n = N bekannt. Die Funktion R(x) ist nicht bekannt.
F (x;N) =
N∑
n=0
cnx
n. (1.175)
Das Konvergenzkriterium (1.173) kann also nur bis n = N untersucht werden. Um
eine strenge Aussage zur Konvergenz tätigen zu können, muss es jedoch für alle n ≥ n0
erfüllt sein. In dem Sinne kann das Kriterium als starkes Indiz herangezogen werden,
wenn es für die n mit n0N ≤ n ≤ N erfüllt ist.43
1.7.3 Generalisierte Padé-Approximation
Die Padé-Approximation der endlichen Reihe F (x;N) ist gegeben durch das Verhältnis
zweier Polynome
P [M,N −M ]{F (x;N)} =
N−M∑
n=0
anx
n
M∑
n=0
bnxn
(1.176)
gegeben. Durch Reihenentwicklung dieses Ausdrucks bei x0 = 0 bis zur N -ten Ordnung
ergibt sich durch Koeﬃzientenvergleich mit F (x;N) in x ein Gleichungssystem. Aus die-
sen N +1 Gleichungen lassen sich die Koeﬃzienten an und bn durch die cn festlegen. Mit
einer Normierung, beispielsweise b0 = 1, wird das Gleichungssystem eindeutig lösbar.
Kennt man die Funktion F (x) nun an mehreren Entwicklungspunkten xj als Reihe
bis zur Kj-ten Ordnung
F (x; xj, Kj) =
Kj∑
n=0
Cjn(x− xj)n, (1.177)
dann kann man diese Reihen in der generalisierten Padé-Approximation oder auch
’Mehrpunkt’-Padé-Approximation zusammenfassen. Dabei erhöht man die Anzahl der
an und bn in ihrer Summe bis zur Anzahl aller Cjn. Der Ausdruck für die generalisierte
Padé-Approximation wird nach den xj bis zur jeweils Kj-ten Ordnung entwickelt und es
ergibt sich durch Koeﬃzientenvergleich in den (xj−x) ein eindeutiges Gleichungssystem,
um die an und bn durch die Cjn auszudrücken.
Das Problem der Konvergenz von Padé-Approximationen ist noch nicht gelöst und
kann bisher nur für Spezialfälle untersucht werden (siehe [Bender and Orszag, 1978]).
Dies gilt auch für die Frage warum ihre Konvergenz oft besser ist, als die der Reihenent-
wicklungen.
43Siehe dazu auch das Zitat von Poincaré in der Einleitung.
Kapitel 2
Fernfeldverhalten in asymptotischen
Kugelkoordinaten
Das Verhalten der Raumzeit im Fernfeld lässt sich gut in Koordinaten untersuchen, für
die sich asymptotisch bzw. im Newton’schen Grenzfall, die Minkowski-Metrik in Ku-
gelkoordinaten ergibt. Diese Koordinaten r und ϑ lassen sich durch
 = r sinϑ und ζ = r cosϑ (2.1)
einführen. Hierbei können die obigen Gleichungen weiter verwendet werden, indem man
den Nablaoperator in Kugelkoordinaten verwendet.
Im Falle asymptotisch ﬂacher Lösungen lassen sich die Potentiale im Fernfeld durch
die Koeﬃzienten mn und en ausdrücken und damit im Prinzip auch durch die Multipol-
momente. Man kann die Potentiale ξ und q im Fernfeld in eine Taylor-Reihe nach 1/r
entwickeln. Damit ergeben sich formal die Darstellungen
ξ (r, ϑ) =
∞∑
n=0
ξn(ϑ)
rn
und q (r, ϑ) =
∞∑
n=0
qn(ϑ)
rn
. (2.2)
Um das asymptotische Verhalten von ξ und q in Abhängigkeit von mn und en im Raum
zu erhalten, kann man mit diesen Gleichungen in die Ernst-Gleichungen (1.89) und
(1.90) eingehen. Die r-Ableitungen können berechnet und die entstehenden Gleichungen
nach Potenzen in 1/r geordnet werden. In jeder 1/r-Ordnung erhält man dann gewöhnli-
che Diﬀerentialgleichungen für die Funktionen ξn(ϑ) und qn(ϑ). Diese können sukzessive,
beginnend bei der niedrigsten 1/r-Potenz, mit den Randbedingungen
ξn(ϑ = 0) = mn−1 und qn(ϑ = 0) = en−1
und der Forderung, dass die Lösungen für alle ϑ regulär sein sollen, prinzipiell gelöst
werden.1
1Eine ausführliche Darstellung für den ungeladen Fall ﬁndet man in der Diplomarbeit des Autors
[Breithaupt, 2011]. Alle Überlegungen und Ergebnisse lassen sich ohne weiteres auf den geladenen Fall
verallgemeinern.
33
34 KAPITEL 2. FERNFELDVERHALTEN
Praktisch kann man, indem man die Potenzreihen für ξ und q bei n = N abbricht,
Näherungslösungen der Ernst-Gleichungen gewinnen. Diese werden umso genauer, je
weiter man von der Materieverteilung entfernt ist.2
Bis zur vierten 1/r−Ordnung ergeben sich, bei Berücksichtigung der Äquatorsymme-
trie, für ξ und q die Gleichungen:
ξ =
m0
r
+
m1 cosϑ
r2
+
1
2
m2 (3 cos
2 ϑ−1) + 1
2
m0 (m
2
0 − e20) (cos2 ϑ− 1)
r3
+
1
2
m3 (5 cos
3 ϑ− 3 cosϑ) + 1
2
[m1 (3m
2
0 − 2e20)− e1m0e0] (cos3 ϑ− cosϑ)
r4
+O(r−5),
q =
e0
r
+
e1 cosϑ
r2
+
1
2
e2 (3 cos
2 ϑ−1) + 1
2
e0 (m
2
0 − e20) (cos2 ϑ− 1)
r3
+
1
2
e3 (5 cos
3 ϑ− 3 cosϑ) + 1
2
[e1 (2m
2
0 − 3e20) +m1e0m0] (cos3 ϑ− cosϑ)
r4
+O(r−5).
Die Ernst-Potentiale E und Φ ergeben sich nach den Gleichungen (1.88) und durch
Bildung der Real- und Imaginärteile erhält man3
f = 1− 2M
r
+
2M2 +Q2
r2
+O (r−3) , ΦΦ¯ = Q2
r2
− 2MQ
2
r3
+O (r−4) ,
b = − 2J cosϑ
r2
+
4MJ cosϑ
r3
+O(r−4),
α =
Q
r
− MQ
r2
+O (r−3) ,
β =
D cosϑ
r2
− (QJ +MD) cosϑ
r3
+O(r−4).
Um die Potentiale a und Aϕ zu erhalten, kann man den Integrationsweg wie in Abschnitt
1.5.1 wählen. Mit den Gleichungen (1.72) und (1.65) ergeben sich
a(r0, ϑ0) =
r0∫
∞
∂a
∂r
dr = −
r0∫
∞
sinϑ0
f 2
(
∂b
∂ϑ
− i
[
Φ¯
∂Φ
∂ϑ
− Φ∂Φ¯
∂ϑ
])
dr,
Aϕ(r0, ϑ0) =
r0∫
∞
∂Aϕ
∂r
dr =
r0∫
∞
(
sinϑ0
f
∂β
∂ϑ
− a∂α
∂r
)
dr
und man erhält für die Potentiale a und Aϕ folgendes asymptotische Verhalten:
a =
2J sin2 ϑ
r
+
(2MJ −QD) sin2 ϑ
r2
+O (r−3) ,
Aϕ =
D sin2 ϑ
r
+
1
2
(MD − 3QJ) sin2 ϑ
r2
+O (r−3) .
Mit einem Linienintegral kann auch k berechnet werden. Somit kann man das asympto-
tische Verhalten aller auftretenden Potentiale bestimmen.
2Welchen Konvergenzradius diese Reihen haben ist nicht oﬀensichtlich. Prinzipiell ist diese Betrach-
tung im Fernfeld sinnvoll.
3Für höhere Ordnungen in 1/r siehe Appendix.
Kapitel 3
Physikalische Größen
Bei verschwindender Divergenz von Tensoren, lassen sich mit Hilfe des Gauss’schen
Satzes Erhaltungsgrößen berechnen. Der Gauss’sche Satz ist jedoch nicht auf Tensoren
zweiter oder noch höherer Stufe anwendbar und lautet:∫
G
T a;adG =
∫
V
T anadV . (3.1)
Dabei ist G das vierdimensionale Volumen mit dem vierdimensionalen Volumenelement
dG, V die (räumliche) dreidimensionale Hyperﬂäche, als Berandung von G, mit dem
dreidimensionalen Hyperﬂächenelement dV und na ein in die Zukunft gerichteter Ein-
heitsvektor, der senkrecht auf dem Hyperﬂächenelement steht. Man kann V so wählen,
dass man für konstante Zeit über ein räumliches Volumen integriert. Ist T a;a = 0 und T
a
nur innerhalb dieses räumlichen Volumens von Null verschieden, dann erhält man aus
dem Gauss’schen Satz bei Integration für x4 = konstant∫
V
T anadV =
∫
V
Tan
adV = konstant
und damit eine Erhaltungsgröße.1 Es sind
na = − n˜a√−n˜bn˜b
mit n˜a = δ
4
a (3.2)
und dV =
√
g g44 dx1dx2dx3 =
√
g g44 d3x. Es bleibt also∫
V
T anadV = −
∫
V
T 4
√−g d3x =
∫
V
Tan
adV = −
∫
V
g4bTb
√−g d3x = konstant. (3.3)
Für stationäre Raumzeiten sind natürlich alle Größen zeitunabhängig und somit Erhal-
tungsgrößen. Gleichung (3.3) kann jedoch ausgewertet werden, um physikalische Grö-
ßen zu bestimmen, die das Gesamtsystem charakterisieren. In Weyl-Koordinaten ist√−g d3x = hf−1 d dζ dϕ und T 4 = T t hängt nur von  und ζ ab.
1Siehe z.B. [Stephani, 1991].
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3.1 Ladung und baryonische Masse
Aus der lokalen Massenerhaltung (1.20) erhält man die baryonische Masse M0, dabei
reicht es aus, über das Volumen der Staubverteilung zu integrieren.
M0 =
∫
Vmat
dM0 = −
∫
Vmat
μuanadV =
∫
Vmat
μu4
√−g d3x. (3.4)
Analog erhält man die Ladung aus der Kontinuitätsgleichung und damit
Q =
∫
Vmat
dQ =
∫
Vmat
 dM0 =
∫
Vmat
j4
√−g d3x. (3.5)
3.2 Energie und Drehimpuls des elektromagnetischen
Feldes
Die Killing-Vektoren stehen senkrecht auf der Lorentz-Kraftdichte, da diese nur −
und ζ−Komponenten hat. D.h. ihr Skalarprodukt verschwindet und man erhält aufgrund
der Killing-Gleichungen (1.23) mit
− ξafa =
(
ξaT
(em)ab
)
;b
= 0 und − ηafa =
(
ηaT
(em)ab
)
;b
= 0 (3.6)
die lokalen Erhaltungssätze für Energie und Drehimpuls des elektromagnetischen Feldes.
Da skalare Größen sich bei Koordinatentransformationen nicht ändern, gilt diese Aussage
auch koordinatenunabhängig. Man kann also die elektromagnetische Feldenergie Mem und
den elektromagnetischen Felddrehimpuls Jem als
Mem =
∫
V
T
(em)
ab ξ
anbdV = − 1
4π
∫
V∞
(
Fc4F
c4 − 1
4
FcdF
cd
)√−g d3x,
Jem = −
∫
V
T
(em)
ab η
anbdV = 1
4π
∫
V∞
Fc3F
c4
√−g d3x
deﬁnieren. Diese Deﬁnition ist so eingerichtet, dass sie mit Energie und Drehimpuls des
elektromagnetischen Feldes in der klassischen Elektrodynamik übereinstimmt.
Alternativ kann man das Skalarprodukt von Killing-Vektoren und Lorentz-Kraft-
dichte mit Hilfe der Kontinuitätsgleichung und der Killing-Gleichung auswerten.
−ξafa =
(
Aa;b − A ;ab
)
ξaj
b = ξa
(
Aajb
)
;b
− ξagacAb;cjb = ξa
(
Aajb
)
;b
− ξaδcaAb;cjb
= ξa
(
Aajb
)
;b
− Ab;tjb.
Da die Christoffel-Symbole im letzten Term verschwinden, erhält man(
ξaA
ajb
)
;b
= 0 und
(
ηaA
ajb
)
;b
= 0. (3.7)
Die Integrale fürMem und Jem sollten mit diesen Gleichungen ausgedrückt werden können.
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Für den Drehimpuls erhält man in Weyl-Koordinaten mit partieller Integration2
Jem =
1
2
∞∫
−∞
∞∫
0
Fc3F
c4
√−g d dζ = 1
2
∞∫
−∞
∞∫
0
Aϕ,cF
c4
√−g d dζ
=
1
2
∞∫
−∞
⎛
⎝[AϕF 14√−g]
∣∣∣∣
→∞
=0
−
∞∫
0
Aϕ
(
F 14
√−g )
,
d
⎞
⎠ dζ
+
1
2
∞∫
0
⎛
⎝[AϕF 24√−g]
∣∣∣∣
ζ→∞
ζ→−∞
−
∞∫
−∞
Aϕ
(
F 24
√−g )
,ζ
dζ
⎞
⎠ d.
Die Randterme verschwinden3 und man erhält mit den inhomogenen Maxwell-Gleich-
ungen
Jem =
1
2
∞∫
−∞
∞∫
0
Aϕ
1√−g
(
F 4c
√−g )
,c
√−g d dζ = 2π
∞∫
−∞
∞∫
0
Aϕj
t
√−g d dζ
Es reicht aus über das Volumen der Staubverteilung zu integrieren, da ja im Elektrova-
kuum verschwindet. Der Drehimpuls des elektromagnetischen Feldes lässt sich also als
Jem = −
∫
Vmat
Aajb η
anb dV =
∫
Vmat
Aϕj
t
√−g d3x (3.8)
schreiben.
Für die Energie erhält man
Mem = − 1
2
∞∫
−∞
∞∫
0
(
Fc4F
c4 − 1
4
FcdF
cd
)√−g d dζ,
=
1
4
∞∫
−∞
∞∫
0
(
Aϕ,cF
c3 − At,cF c4
)√−g d dζ,
=
1
4
∞∫
−∞
(
√−g
[
AϕF
13−AtF 14
]∣∣∣∣
→∞
=0
)
dζ +
1
4
∞∫
0
(
√−g
[
AϕF
23−AtF 24
]∣∣∣∣
ζ→∞
ζ→−∞
)
d
+
1
4
∞∫
−∞
∞∫
0
[
At
1√−g
(
F c4
√−g )
,c
− Aϕ 1√−g
(
F c3
√−g )
,c
]√−g d dζ,
2Die Integration über ϕ ergibt einfach 2π, da die Größen von ϕ nicht abhängen.
3Für die Terme im Unendlichen kann man die Formeln aus Kapitel 2 heranziehen. Für  = 0 können
die Potentiale auf der ζ−Achse in eine Taylor-Reihe nach  entwickelt werden. Aus den Linienintegralen
zur Berechnung von Aϕ und a aus den Ernst-Potentialen, sieht man, dass diese mit 2 beginnen.
Innerhalb der Staubverteilung, kann man dazu die Linienintegrale zur Berechnung von A′ϕ′ und a
′ aus den
Quasi-Ernst-Potentialen (im mitrotierenden System) hernehmen. Aus
√−g erhält man einen weiteren
Faktor . Die Randterme können ins mitrotierende System transformiert werden und verschwinden bei
 = 0.
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Die Randterme verschwinden auch hier und es reicht aus, über das Volumen der Staub-
verteilung zu integrieren. Mit jϕ = Ωjt (siehe Gleichung (1.33)) erhält man
Mem =
1
2
∫
Vmat
Aajb (ξ
a − Ωηa)nb dV = −1
2
∫
Vmat
(At − ΩAϕ) jt
√−g d3x (3.9)
zur Berechnung der Energie des elektromagnetischen Feldes.
3.3 Gravitative Masse und Drehimpuls
Aus der lokalen Energie-Impuls-Erhaltung T ab ;b = 0 lassen sich mit Hilfe der Killing-
Vektoren für Stationarität und Axialsymmetrie zwei weitere physikalische Größen gewin-
nen. Mit den Killing-Gleichungen erhält man(
ξaT
ab
)
;b
= 0 und
(
ηaT
ab
)
;b
= 0.
Diese sind äquivalent zu den Ausdrücken4(
ξaR
ab
)
;b
=
[(
T ab − 1
2
gabT
)
ξa
]
;b
= 0 und
[(
T ab − 1
2
gabT
)
ηa
]
;b
= 0.
Mit diesen Gleichungen lassen sich gravitative Masse und Drehimpuls für stationäre,
axialsymmetrische und asymptotisch ﬂache Raumzeiten mit T = −μ als
M = 2
∫
V∞
(
Tab +
1
2
μgab
)
ξanbdV
und
J = −
∫
V∞
Tabη
anbdV
angeben.5 Diese Gleichungen sind so eingerichtet, dass sie mit Masse und Drehimpuls im
Fernfeld übereinstimmen.6
Da das Integrationsgebiet für den Materieanteil im Energie-Impuls-Tensor auch auf
das Volumen der Staubverteilung reduziert werden kann, erhält man7
M = 2Mem −
∫
Vmat
μ
(
2utut + 1
)√−g d3x = 2Mem +
∫
Vmat
μ (1− 2Ωa′)√−g d3x, (3.10)
J = Jem +
∫
Vmat
μutuϕ
√−g d3x = Jem −
∫
Vmat
a′μ
√−g d3x (3.11)
4Z.B. [Stephani, 1991].
5Z.B. [Wald, 1984].
6Die gravitative Masse lässt sich auf zwei verschiedene Weisen deﬁnieren. Die erste ist die Komar-
Masse, die im stationären Fall deﬁniert werden kann. Die zweite ist die ADM-Masse, die für jede asymp-
totisch ﬂache raumartige Hyperﬂäche deﬁniert werden kann (siehe z.B. [Gourgoulhon, 2010]). In den hier
diskutierten Fällen stimmen beide überein. Das bedeutet auch, dass das gravitative Monopolmoment mit
der gravitativen Masse übereinstimmt, die durch Integration über die Oberﬂäche der Staubverteilung
berechnet werden kann.
7Dabei werden die Gleichungen ut
′
uϕ′ = u
tuϕ = −a′, ut = ut′−Ωuϕ′ , ut′ut′ = −1 und ut = ut′ = e−U ′
verwendet.
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für die gravitative Masse und den Drehimpuls der Raumzeit.
3.3.1 Formel für die gravitative Masse
Aus den Gleichungen (3.8) und (3.9) erhält man
2Mem − 2ΩJem = −
∫
Vmat
(At + ΩAϕ) j
t
√−g d3x =
∫
Vmat
α′dQ.
Aus gravitativer Masse und Drehimpuls ergibt sich:
M − 2ΩJ = 2Mem − 2ΩJem +
∫
Vmat
μ
√−g d3x =
∫
Vmat
α′dQ+
∫
Vmat
eU
′
dM0.
Schlussendlich erhält man mit Gleichung (1.112) für die gravitative Masse
M = 2ΩJ +DM0 (3.12)
bei konstantem  (siehe auch [Breithaupt et al., 2015]).
3.3.2 Relative Bindungsenergie
Die relative Bindungsenergie ist deﬁniert als
Eb :=
M0 −M
M0
(3.13)
und ergibt sich zu:
Eb = −2ΩJ/M0 + 1−D. (3.14)
Diese Energie muss aufgebracht werden um alle Baryonen (Staubteilchen) ins räumlich
Unendliche zu bringen. Für Eb < 0 erhält man eine gebundene Staubverteilung. Für
Eb ≥ 0 ist die Staubverteilung instabil bzw. würde auseinanderﬂiegen und dabei die
Energie Eb freisetzen.
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Kapitel 4
Der ultra-relativistische Grenzfall
4.1 Trennung der Raumzeiten
Für einige Fälle von entweder rotierenden oder geladenen Materieverteilungen, die durch
verschiedene Materiemodelle beschrieben werden, tritt im ultra-relativistischen Grenz-
fall eine Trennung der Raumzeiten auf. Man erhält entweder eine so genannte „innere“
Lösung, die nicht asymptotisch ﬂach ist oder eine so genannte „äußere“ Lösung, die, der
“cosmic censorship“-Hypothese entsprechend, durch die Raumzeit eines extremen Schwar-
zen Loches beschrieben werden kann.1 Letztere ist entweder die extreme Kerr- oder die
extreme Reisner-Nordström-Lösung. Solange der ultra-relativistische Grenzfall noch
nicht erreicht wurde, hat man eine zusammenhängende Raumzeit. Beispiele für diese
entweder rotierenden oder geladenen Materieverteilungen sind folgende:
• Starr rotierende Staubscheiben, die zuerst von Bardeen und Wagonor unter-
sucht [Bardeen and Wagoner, 1971]2 und für die später von Neugebauer und
Meinel eine analytische Lösung gefunden wurde [Neugebauer and Meinel, 1995].
• Diﬀerentiell rotierende Staubscheiben [Ansorg and Meinel, 2000].
• Rotierende toroidale (ungeladene) Flüssigkeitskörper (siehe [Labranche et al., 2007]
und [Kleinwächter et al., 2011]).3
• ECD-Konﬁgurationen [Meinel and Hütten, 2011].
Bisher ist es nicht gelungen, eine sowohl rotierende als auch geladene Materiever-
teilung zu ﬁnden und zu beschreiben, bei der im ultra-relativistischen Grenzfall eine
Trennung der Raumzeiten auftritt. Die starr rotierende Staubscheibe mit konstanter spe-
ziﬁscher Ladung (siehe Kapitel 5) ist der erste Fall, für den ein solches Verhalten mit sehr
hoher Wahrscheinlichkeit auftritt.
1Normalerweise sind mit innerer bzw. äußerer Lösung diejenigen innerhalb und außerhalb einer Ma-
terieverteilung gemeint. Die Anführungszeichen werden hier durchgehend verwendet, um „innere“ und
„äußere“ Lösung im Sinne der Trennung der Raumzeiten zu bezeichnen.
2In dieser Arbeit ﬁndet man auch Erläuterungen zu „innerer“ und „äußerer“ Lösung.
3Siehe auch [Meinel et al., 2008].
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Wie kann man sich nun die Trennung der Raumzeiten vorstellen?4 Ob der Grenz-
übergang zur „Außen“- oder „Innenlösung“ führt, hängt davon ab, wie die Koordinaten
vorher skaliert worden. Nimmt man als Skalenparameter den Radius r0 einer Kugel,
die die Materieverteilung vollständig umschließt, also die Koordinaten (/r0, ζ/r0), so
führt dies zur „Innenlösung“. Verwendet man die baryonische bzw. gravitative Masse
mit (/M0, ζ/M0) bzw. (/M, ζ/M), so führt dies zur „Außenlösung“. In den so skalierten
Weyl-Koordinaten geht der Scheibenradius im ultra-relativistischen Grenzfall gegen Null
(0/M0 = 0/M = 0). Die gesamte Materieverteilung verschwindet im Koordinatenur-
sprung. Die Raumzeit entspricht der eines extremen Schwarzen Loches (vgl. Abschnitt
1.5).
In den mit r0 skalierten Weyl-Koordinaten hat man im ultra-relativistischen Grenz-
fall eine endlich ausgedehnte Materieverteilung mit regulärer Metrik und gegebenenfalls
elektromagnetischem Feld. Die (Elektro-)Vakuumlösung ist jedoch nicht asymptotisch
ﬂach. Das räumlich Unendliche kann durch eine Metrik beschrieben werden, deren Ver-
halten der Metrik nahe des Horizonts eines Schwarzen Loches entspricht. Man spricht
daher dort von einer “near horizon geometry”.
Alle Punkte der „Außenlösung“, die in Weyl-Koordinaten einen von Null verschiede-
nen Abstand vom Koordinatenursprung haben, sind also unendlich weit entfernt von der
(regulären) Materieverteilung im Zentrum der „Innenlösung“. Das gesamte „Universum“
der „Innenlösung“ sitzt in Weyl-Koordinaten in einem Punkt im Zentrum der „Außenlö-
sung“, für die genau genommen noch kein Ereignishorizont existiert. Solche Konﬁguratio-
nen werden als “quasi black holes” bezeichnet (zuerst in [Lue and Weinberg, 2000]). Sie
sind jedoch instabil, so dass eine kleine Störung dazu führt, dass ein normales leicht un-
terextremes Schwarzes Loch entsteht.5 Der ultra-relativistische Grenzfall lässt sich somit
als Phasenübergang von normaler Materie zum Zustand eines Schwarzen Loches inter-
pretieren [Neugebauer and Meinel, 1993].
4.2 Bedingung für den Übergang zu Schwarzen Lö-
chern
Ein Hauptaugenmerk in Abschnitt 6.2 liegt bei der „Außenlösung“ und dem Übergang zur
extremen Kerr-Newman-Lösung. Hier soll es nun um eine notwendige und hinreichende
Bedingung für so einen Übergang gehen (siehe auch [Breithaupt et al., 2015]).
Zu diesem Zweck wird zuerst als Linearkombination der Killing-Vektor
χ = ξ + Ωη (4.1)
eingeführt. Damit lassen sich die beiden Potentiale f ′ und α′ durch
f ′ ≡ −χaχa und α′ ≡ −χaAa (4.2)
4Eine anschauliche Darstellung für den ECD Fall ﬁndet man in der Diplomarbeit von Hütten
[Hütten, 2011].
5Dies kann zum Beispiel eine kleine Zugabe von Materie sein.
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koordinatenunabhängig charakterisieren. Ein stationäres und axialsymmetrisches Schwar-
zes Loch lässt sich dadurch deﬁnieren, dass auf seinem Ereignishorizont
H : χaχa = 0 (4.3)
gilt. Dabei ist der Ereignishorizont eine Null-Hyperﬂäche mit dem (lichtartigen) Nor-
malenvektor χa und Ω = ΩH ist die Winkelgeschwindigkeit des Horizonts. Aus den Be-
wegungsgleichungen nach Gleichung (1.112) ergab sich für konstantes  innerhalb der
Staubverteilung
√
f ′ + α′ = D = konstant. Daraus erhält man
χaχa = − (χaAa +D)2 . (4.4)
Damit ergibt sich als notwendige Bedingung für den Übergang zu einem Schwarzen Loch,
dass auf der Oberﬂäche der Staubverteilung B der Ausdruck α′ = χaAa für || > 0
konstant sein muss:6
B : χaAa = −D/. (4.5)
Wenn B in diesem Grenzfall auch eine Null-Hyperﬂäche ist, die der Deﬁnition eines
Ereignishorizonts entspricht, dann ist Bedingung (4.5) auch hinreichend. Dazu lässt sich
genau wie im ungeladenen Fall argumentieren [Meinel, 2006]. Die Hyperﬂäche B ist durch
die zeitartigen Weltlinien der Staubteilchen der Oberﬂäche der Staubverteilung gegeben.
Nach Gleichung (1.33) kann deren Vierergeschwindigkeit durch
ua =
χa√
−χbχb
= e−U
′
χa (4.6)
ausgedrückt werden. Unter der Annahme, dass ein Staubteilchen auf B wenigstens mini-
mal gebunden ist, ergibt sich:7
0 ≤ −ξaua = −ξ
aχa√
−χbχb
≤ 1. (4.7)
Damit steht im Grenzfall χaχa → 0 der Killing-Vektor χa senkrecht auf ξa und damit
auch auf ηa:
ξaχa → 0, ηaχa → 0. (4.8)
Da die Zirkularitätsbedingung (1.29) erfüllt und somit die Raumzeit orthogonal transitiv
ist, steht χa zudem senkrecht auf einem Tangentenvektor von B, der keine Komponenten
in Richtung von ξa und ηa hat. Damit ist χa orthogonal zu drei linear unabhängigen
Tangentenvektoren an jedem Punkt von B. Das heißt, dass χa der Normalenvektor von
B ist. Da er zudem nach Gleichung (4.5) lichtartig ist, bedeutet dies, dass B der Deﬁni-
tion des Ereignishorizonts eines stationären und axialsymmetrischen Schwarzen Loches
entspricht. Zusammen mit der Eindeutigkeit der Kerr-Newman-Lösung [Meinel, 2012],
die auch den Extremfall mit einschließt, ergibt sich außerhalb des Ereignishorizonts die
6Der ungeladene Fall  = 0 lässt sich gesondert angehen. Dabei reduziert sich die Bedingung für den
Übergang zu einem Schwarzen Loch auf D = 0. Siehe dazu die Arbeiten von Meinel [Meinel, 2004] und
[Meinel, 2006].
7Es ist −ξaua = − (χa − Ωηa)ua = eU ′ + Ωηaua ≥ 0, da Ω und ηaua immer das gleiche Vorzeichen
haben.
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Kerr-Newman-Lösung mit Q2M2+J2 ≤ M4. Die gravitative Masse für eine Staubver-
teilung lässt sich als M = 2ΩJ + DM0 schreiben (siehe Abschnitt 3.3.1). Mit Gleichung
(4.5) ergibt sich daraus
M = 2ΩJ − χaAaQ, mit χaAa = α′B = konstant. (4.9)
Dieser Ausdruck stimmt nun nach der Arbeit von Smarr [Smarr, 1973] sowie Gleichung
(1.146) genau mit der gravitativen Masse des extremen Kerr-Newman Schwarzen Lo-
ches überein.
Dies bedeutet, dass die Bedingung (4.5) notwendig und hinreichend für den Über-
gang zu einem extremen Schwarzen Loch ist. Zudem kann ein solcher Übergang nur zum
extremen Fall führen.
Es sei noch angemerkt, dass Gleichung (4.5) sich auf eine reguläre, endlich ausge-
dehnte Staubverteilung bezieht. Für einen konkreten Fall muss sie also in Koordinaten
ausgewertet werden, die bei der Trennung der Raumzeiten auf die „Innenlösung“ führen.
In Weyl-Koordinaten wären dies (/r0, ζ/r0).
Kapitel 5
Das Randwertproblem der starr
rotierenden geladenen Staubscheibe
Bisher wurde immer von einer geladenen Staubverteilung ausgegangen, wobei an die Ge-
stalt nur die Bedingung der Axialsymmetrie gestellt wurde. Im Allgemeinen ergibt sich
die genaue Gestalt der Materieverteilung erst mit der globalen Lösung der Feldgleichun-
gen. Für einen isolierten Rotationskörper1 geht es, unter der Annahme von Stationarität
und Axialsymmetrie, um die Lösung eines freien Randwertproblems. Bei diesem ist die
Oberﬂäche des Rotationskörpers Σ, die im Prinzip in Weyl-Koordinaten im ersten Qua-
dranten als Funktion ζ() dargestellt werden kann, nicht a priori gegeben.
Um eine globale Lösung der Einstein-Maxwell-Gleichungen für eine spezielle ge-
ladene Staubverteilung zu gewinnen, wird jetzt als erster Schritt eine Forderung an die
Oberﬂächengestalt Σ gestellt. Es wird angenommen, dass die geladene Staubverteilung
als eine rotierende, inﬁnitesimal dünne Scheibe, deren Mittelpunkt bei  = ζ = 0 liegt
und die einem endlichen Koordinatenradius 0 hat, gegeben ist. Das Gebiet kann als ein
Weltzylinder der zweidimensionalen Fläche Σ2 mit
Σ2 : ζ = 0 (0 ≤  ≤ 0) , t = konstant (5.1)
beschrieben werden. Damit ist die Oberﬂäche des Rotationskörpers bis auf den (skalie-
renden) Parameter 0 festgelegt.
Als nächstes gilt es unter dieser Festlegung die Feld- und Wellengleichungen im Inne-
ren der Staubscheibe und im Elektrovakuum zu lösen. Dieses (globale) Problem lässt sich
auf ein Randwertproblem der Feld- und Wellengleichungen im Elektrovakuum zurückfüh-
ren. Durch Integration der inneren Feld- und Wellengleichungen erhält man Randwerte,
die das Verhalten der Potentiale auf der Scheibenoberﬂäche beschreiben. Aus der Lösung
des Randwertproblems ergeben sich auch die Raumzeitstruktur und das elektromagne-
tische Feld innerhalb der Staubscheibe, sowie Flächenmassen- und Flächenladungsdiche.
Zusätzlich zu den Randwerten auf der Scheibe muss man ein reguläres Verhalten der
Potentiale im räumlich Unendlichen fordern.
1Z.B. einen Neutronenstern.
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Abbildung 5.1. Die rotierende geladene Staubscheibe mit den Bereichen der Symmetrieachse A+ und
A−, oberhalb und unterhalb der Scheibe B+ und B− und im räumlich Unendlichen C.
5.1 Die Regularitätsbedingungen im räumlich Unend-
lichen
Im ruhenden System erhält man für 2 + ζ2 → ∞:
C : α → 0, β → 0, f → 1 und b → 0 (5.2)
und damit
C : Φ → 0 und E → 1. (5.3)
Diese Gleichungen können als Regularitätsbedingung im räumlich Unendlichen herge-
nommen werden.
5.2 Die Randwerte auf der Scheibenoberﬂäche
Um die Randwerte zu erhalten, wird zunächst die Massendichte μ mit der Dirac’schen
Delta-Distribution δ (ζ) und der (koordinatenabhängigen) Flächenmassendichte σ () als
μ = σ () e2U−2kδ (ζ) (5.4)
eingeführt.2 Aus
σp = e
U−kσ (5.5)
erhält man eine invariante Flächenmassendichte.
5.2.1 Berechnung im mitrotierenden System
Die Herleitung der Randbedingungen auf der Scheibe ist am einfachsten im mitrotieren-
den System. Um dieses global verwenden zu können, wird das Materiemodell auf starre
2Zu Flächenbelegungen des Energie-Impuls-Tensors siehe z.B. [Israel, 1966].
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Rotation (Ω =konstant) speziﬁziert. Mit Gleichung (5.4) lauten die Feld- und Wellenglei-
chungen (1.115) aus Abschnitt 1.4.3:
0 = ∇ ·
[
f ′
2
(
a′∇A′t′ −∇A′ϕ′
)]
, (5.6a)
−4πσ e−U ′δ (ζ) = ∇ ·
[
a′f ′
2
(
a′∇A′t′ −∇A′ϕ′
)− 1
f ′
∇A′t′
]
, (5.6b)
0 = ∇ ·
[
f ′2
2
∇a′ + 4f
′
2
A′t′
(
a′∇A′t′ −∇A′ϕ′
)]
, (5.6c)
8πσf ′2δ (ζ) = f ′Δf ′ − (∇f ′)2 + f
′4
2
(∇a′)2 − 2f ′ (∇A′t′)2 + 2
f ′3
2
(
a′∇A′t′ −∇A′ϕ′
)2
,
(5.6d)
k′,ζ =

2
(
4U ′,U
′
,ζ −
f ′2
2
a′,a
′
,ζ
)
+ 2
[
f ′

(
A′ϕ′, − a′A′t′,
) (
A′ϕ′,ζ − a′A′t′,ζ
)− 
f ′
A′t′,A
′
t′,ζ
]
. (5.6e)
Aus diesen Gleichungen und der Beziehung R = 8πμ lassen sich Randbedingungen für
die Potentiale f ′, a′, h′, A′ϕ′ und A
′
t′ gewinnen.
Die Aussagen zur Äquatorsymmetrie aus Abschnitt 1.2.3 gelten auch im mitrotieren-
den System. Für die fünf äquatorsymmetrischen Potentiale gilt also bei Annäherung an
die Scheibe von unten (ζ = 0−) bzw. von oben (ζ = 0+) die Relation
{U ′, a′, k′, A′ϕ′ , A′t′}
∣∣
ζ=0+
= {U ′, a′, k′, A′ϕ′ , A′t′}
∣∣
ζ=0−
, (5.7)
während die Normalenableitungen
{U ′,ζ , a′,ζ , k′,ζ , A′ϕ′,ζ , A′t′,ζ}
∣∣
ζ=0+
= −{U ′,ζ , a′,ζ , k′,ζ , A′ϕ′,ζ , A′t′,ζ}
∣∣
ζ=0−
(5.8)
einen Sprung auf der Scheibe haben.
Die Randwerte kann man nun erhalten, indem man über einen kleinen (räumlichen)
Zylinder um die Staubscheibe herum die Feld- und Wellengleichungen integriert. Im
Grenzwert, bei dem dieser Zylinder nur noch die Staubscheibe einschließt, liefert nur
die Integration in Normalen- also ζ-Richtung einen Anteil. Folglich integriert man nur
über ζ und lässt das Integrationsintervall gegen Null gehen. Da nur die Normalenablei-
tungen der Potentiale eine Sprung aufweisen, verschwinden bei dieser Integration alle
Größen bis auf die, in denen zweite ζ-Ableitungen vorkommen.3 Durch die Produktregel
erhält man
lim

→0

∫
−

u v,ζζ dζ = lim

→0

∫
−

[
(u v,ζ),ζ − u,ζv,ζ
]
dζ = u v,ζ
∣∣∣
ζ=0+
− u v,ζ
∣∣∣
ζ=0−
für beliebige Funktionen u und v.
3Die Delta-Distribution ist die verallgemeinerte Ableitung der Heaviside-Sprungfunktion. Somit hat
man auf beiden Seiten der Gleichungen (5.6) δ-artige Ausdrücke.
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Aus Gleichung (5.6a) bleibt bei dieser Integration mit den Gleichungen (5.8) der
Ausdruck
0 = lim

→0

∫
−

f ′
2
(
a′A′t′,ζζ − A′ϕ′,ζζ
)
dζ =
f ′
2
(
a′A′t′,ζ−A′ϕ′,ζ
) ∣∣∣∣∣
ζ=0+
−f
′
2
(
a′A′t′,ζ−A′ϕ′,ζ
) ∣∣∣∣∣
ζ=0−
=
2f ′
2
(
a′A′t′,ζ − A′ϕ′,ζ
) ∣∣∣∣∣
ζ=0+
bestehen und man erhält als erste Randbedingung
B : A′ϕ′,ζ = a′A′t′,ζ . (5.9)
Aus Gleichung (5.6b) bleibt bei dieser Integration der Ausdruck
−4πσ e−U ′ = lim

→0

∫
−

[
a′f ′
2
(
a′A′t′,ζζ − A′ϕ′,ζζ
)− 1
f ′
A′t′,ζζ
]
dζ
= 2
[
a′f ′
2
(
a′A′t′,ζ − A′ϕ′,ζ
)− 1
f ′
A′t′,ζ
] ∣∣∣∣∣
ζ=0+
bestehen und man erhält nach Einsetzten der ersten Randbedingung (5.9) die Gleichung
B : 1
a′
A′ϕ′,ζ = A
′
t′,ζ = 2πσ e
U ′ . (5.10)
Der Feldgleichung (5.6c) sieht man jetzt sofort an, dass sich mit Gleichung (5.9) nach
Integration von
0 = lim

→0

∫
−

[
f ′2
2
a′,ζζ + 4
f ′
2
A′t′
(
a′A′t′,ζζ − A′ϕ′,ζζ
)]
dζ
der elektromagnetische Anteil weghebt und man als zweite Randbedingung einfach
B : a′,ζ = 0 (5.11)
erhält. Aus der Feldgleichung (5.6d) erhält man
8πσ e4U
′
= lim

→0

∫
−

f ′f ′,ζζdζ = 2e
2U ′
(
e2U
′
)
,ζ
∣∣∣∣∣
ζ=0+
= 4e4U
′
U ′,ζ
∣∣∣∣∣
ζ=0+
und damit die Gleichung
B : U ′,ζ = 2πσ. (5.12)
Dies eingesetzt in (5.10) ergibt die dritte Randbedingung
B : A′t′,ζ = 
(
eU
′
)
,ζ
. (5.13)
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Integration über die Beziehung R = 8πμ ergibt
8πσ = lim

→0

∫
−

(
1
f ′
f ′,ζζ −
1
h′
h′,ζζ
)
dζ = 4
(
U ′,ζ − k′,ζ
) ∣∣∣∣∣
ζ=0+
und es ergibt sich mit Gleichung (5.12) die vierte Randbedingung
B : k′,ζ = 0. (5.14)
Setzt man diese Ergebnisse jetzt in die Gleichung (5.6e) für k′,ζ ein, dann erhält man
B : 2U ′,U ′,ζ = 2e−2U
′
A′t′,A
′
t′,ζ ,
eU
′
U ′,U
′
,ζ = A
′
t′,U
′
,ζ
und damit die fünfte Randbedingung
B :
(
eU
′
)
,
= A′t′,. (5.15)
Damit hat man die Randbedingungen:
B : A′ϕ′,ζ = a′A′t′,ζ , a′,ζ = 0, A′t′,ζ = 
(
eU
′
)
,ζ
,
(
eU
′
)
,
= A′t′, und k
′
,ζ = 0.
(5.16)
Jetzt sollen die Randwerte für die Ernst-Potentiale berechnet werden. Das Potential β′
wurde so eingeführt, dass für seine -Ableitung
β′, = −
f ′

(
a′A′t′,ζ − A′ϕ′,ζ
)
gilt. Aus der ersten Randbedingung folgt damit, dass β′, auf der Scheibe verschwindet.
Integration nach  ergibt
B : β′ = 0
als Randbedingung für β′. Aus Stetigkeitsgründen am Scheibenrand muss die Integrati-
onskonstante verschwinden, da β′ eine ungerade Funktion in ζ ist (siehe Abschnitt 1.2.3).
Das Potential b′ wurde so eingeführt, dass für seine -Ableitung
−b′, =
f ′2

a′,ζ + 2
(
Φ¯′Φ′,
)
gilt. Mit der zweiten Randbedingung und der Randbedingung für β′ muss diese Gleichung
auf der Scheibe Null ergeben. Die Integration nach  ergibt als Randbedingung für b′
B : b′ = 0,
da auch b′ eine ungerade Funktion in ζ ist.
Für die Ernst-Gleichungen sind die vier Randbedingungen
B : β′ = 0, b′ = 0,
(
eU
′
)
,
+ α′, = 0 und α
′
,ζ + 
(
eU
′
)
,ζ
= 0 (5.17)
entscheidend. Es wurde das Materiemodell bereits auf Ω = konstant speziﬁziert. Oﬀen ist
noch die freie Funktion (), die in Abschnitt 1.1.9 auf zweierlei Weise speziﬁziert wurde.
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Auswertung für konstante speziﬁsche Ladung
Für konstante speziﬁsche Ladung  kann man die dritte Gleichung entlang der Scheibe
nach  integrieren und erhält:
B : eU ′ + α′ = D, mit D = konstant (5.18)
Damit ergeben sich als Randbedingungen für E ′ und Φ′
B : Φ′ = α′ und E ′ = f ′ − α′2 = (2 − 1)Φ′2 − 2DΦ′ +D2. (5.19)
Dies entspricht auch den Bewegungsgleichungen im mitrotierenden System.4
Die vierte Randbedingung lässt sich jetzt aufschreiben als
B : f ′,ζ = 2eU
′

(
eU
′
)
,ζ
= −2 (α′ −D) 
(
eU
′
)
,ζ
= 2 (α′ −D)α′,ζ . (5.20)
Für die Ernst-Potentiale ergibt sich somit
B :  (E ′),ζ = −2D (Φ′),ζ . (5.21)
Die Randbedingungen sind im ECD-Fall automatisch erfüllt. Die Flächenmassendichte
σst() wird in diesem Fall durch die Randwerte nicht eindeutig festgelegt, sondern muss
sich aus dem statischem Grenzfall der relativistischen rotierenden geladenen Staubscheibe
ergeben.
Auswertung für verschwindende Lorentz-Kraftdichte innerhalb der Staub-
verteilung
Für verschwindende Lorentz-Kraftdichte ergibt sich nach Gleichung (1.114), dass α′
entlang der Scheibenoberﬂäche konstant ist. Damit erhält man aus den Randbedingungen
die vier Relationen
B : β′ = 0, b′ = 0, e2U ′ = e2V0 = f0 = const. und α′ = α0 = const. (5.22)
Für die Ernst-Potentiale ergeben sich die einfachen Ausdrücke
B : E ′ = f0 − α20 und Φ′ = α0. (5.23)
Hat man dieses Randwertproblem gelöst, kann die Randbedingung, in der die ζ-Ablei-
tungen vorkommen, verwendet werden, um die freie Funktion () zu bestimmen. Es ist
jedoch sehr zu vermuten, dass sich aus der Forderung einer regulären Massendichte am
Rand der Scheibe ( = 0) ein nicht-regulärer (unendlicher) Wert für die Ladungsdich-
te ergibt.5 Deshalb wird sich hier auf das Modell mit konstanter speziﬁscher Ladung
beschränkt.
4Die ζ−Ableitungen der Potentiale sind innerhalb der Scheibe unstetig und somit nicht deﬁniert.
Dies kann man sich am Grenzprozess, der von einer ausgedehnten Staubverteilung zu einer Scheibe geht,
überlegen. Die ζ−Ableitungen aus der letzten Randbedingung beschreiben das Verhalten der Potentiale
außerhalb der Scheibe am Scheibenrand.
5Einige Rechnungen legten dies nahe. Vergleiche zudem die Ladungsverteilung bei einer geladenen,
leitenden (Metall-) Scheibe in der klassischen Elektrodynamik.
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5.2.2 Übersetzung ins ruhende System
Die Randbedingungen sind im mitrotierenden System recht einfach. Sie lassen sich aber
auch ins ruhende System übersetzen:
Erste Randbedingung Es ergibt sich:
A′ϕ′,ζ = a
′A′t′,ζ
⇒ Aϕ,ζ = a′ (At + ΩAϕ),ζ =
a′At,ζ
1− a′Ω =
1− (1 + Ωa) f
f ′
Ω (1 + Ωa) f
f ′
At,ζ =
1
Ω
(
f ′
(1 + Ωa) f
− 1
)
At,ζ
und damit
Aϕ,ζ =
(
Ω2
f 2 (1 + Ωa)
− a
)
α,ζ ⇒ f

(aα,ζ + Aϕ,ζ) = β, =
Ω
f (1 + Ωa)
α,ζ
Zweite Randbedingung Es ergibt sich:
0 = a′,ζ =
1
Ω
(
1− (1 + Ωa) f
f ′
)
,ζ
= − 1
Ω
(
1 + Ωa
(1 + Ωa)2 − Ω22f−2
)
,ζ
.
Multipliziert mit
[
(1 + Ωa)2 − Ω22f−2]2 erhält man
0 =
[
(1 + Ωa)2 +
Ω22
f 2
]
a,ζ +
2Ω2 (1 + Ωa)
f 3
f,ζ ,
=
(1 + Ωa)2

[
f 2

a,ζ +
Ω2
(1 + Ωa)2
a,ζ +
2Ω
f (1 + Ωa)
f,ζ
]
.
⇒ b, = −f
2

a,ζ + 2 (βα, − αβ,) = Ω
2
(1 + Ωa)2
a,ζ +
2Ω
f (1 + Ωa)
f,ζ + 2 (βα, − αβ,) .
Dritte Randbedingung Es ergibt sich:(√
(1 + Ωa)2 f − Ω22f−1
)
,
=  (ΩAϕ − α), .
Beginnt man mit f ′ = (α′ −D)2, erhält man
(1 + Ωa)2 f − Ω22 f−1 = (α− ΩAϕ −D)2 .
Vierte Randbedingung Es ergibt sich:

(√
(1 + Ωa)2 f − Ω22f−1
)
,ζ
= (ΩAϕ − α),ζ .
Beginnt man mit 2 f ′,ζ =
[
(α′ −D)2]
,ζ
, erhält man
2
[
(1 + Ωa)2 f − Ω22 f−1]
,ζ
=
[
(α− ΩAϕ −D)2
]
,ζ
.
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Ergebnis
Damit ergeben sich die Gleichungen:
Ω
(1 + Ωa) f
α,ζ = β,. (5.24a)
Ω2
(1 + Ωa)2
a,ζ +
2Ω
f (1 + Ωa)
f,ζ = b, − 2 (βα, − αβ,) . (5.24b)(√
(1 + Ωa)2 f − Ω22f−1
)
,
=  (ΩAϕ − α), . (5.24c)

(√
(1 + Ωa)2 f − Ω22f−1
)
,ζ
= (ΩAϕ − α),ζ . (5.24d)
5.2.3 Physikalische Interpretation
Die ersten beiden Randbedingungen lassen sich so deuten, dass im mitrotierenden Be-
zugssystem lokal keine Flächenladungs- und Flächenmassenströme ﬂießen. Man kann in
einem beliebigen Punkt in der Scheibe ein mitbewegtes lokales kartesisches Intertialsys-
tem einführen, in dem z- und ϕ′-Richtung übereinstimmen. In diesem geht die Gleichung
(5.6a) in
F βa;a = F
βa
,a = ∇× H = 0 (5.25)
über, da im mitrotierenden System j = 0 ist. Man erhält aus dieser Gleichung, dass die
Tangentialkomponente (also x- bzw. -Komponente) des magnetischen H-Feldes auf der
Scheibe stetig ist. D.h. es ﬂießt kein (Ober)-Flächenladungsstrom.
Eine analoge Überlegung ergibt sich für das gravito-magnetische Potential a.
Die dritte Randbedingung ist die relativistische Verallgemeinerung dafür, dass sich im
Newton’schen Grenzfall für jedes Teilchen in der Scheibe Gravitations-, Zentrifugal- und
elektrische Kraft aufheben. Betrachtet man den Newton’schen Grenzfall von Gleichung
(5.24c), dann geht das Potential U ins Newton’sche Gravitationspotential UG und α
in das elektrische Potential UE über. Magnetfeld und gravitomagnetisches Potential sind
klein gegenüber elektrischem Feld und Newton’schem Gravitationspotential und können
somit vernachlässigt werden. Da im Newton’schen Grenzfall alle Geschwindigkeiten
klein gegen die Lichtgeschwindigkeit sein sollten, muss für die Teilchengeschwindigkeit
(innerhalb der Scheibe)
vϕ = Ω  1
gelten. In den hier gewählten Einheiten ist UG eine kleine Größe, so dass das Produkt
UGΩ22 vernachlässigt werden kann. Entwickelt man noch die Wurzel nach Ω22 erhält
man im Newton’schen Grenzfall:

∂
∂
UE ≈ − ∂
∂
[(
1 + UG
)√
1− Ω22 (1− 4UG)
]
≈ − ∂
∂
[(
1 + UG
)(
1− 1
2
Ω22
)]
≈ − ∂
∂
[
UG − 1
2
Ω22
]
.
Diese Interpretation ist in der Weise konsistent, da man diese Randbedingung nach Ab-
schnitt 1.4.2 auch aus den Bewegungsgleichungen (1.22) herleiten kann.
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Die vierte Randbedingungen gibt den Zusammenhang zwischen der Flächenmassen-
dichte und der Flächenladungsdiche an.
5.3 Untersuchung von Invarianz-Transformationen
Im Prinzip können Invarianztransformationen nach Abschnitt 1.2.4 verwendet werden,
um die Randwerte zu vereinfachen. Es stellt sich insbesondere die Frage, ob das Rand-
wertproblem durch eine inverse Harrison-Transformation auf ein Randwertproblem für
eine ungeladene Materieverteilung zurückgeführt werden kann. Wie im nächsten Ab-
schnitt gezeigt wird, ist dies nicht der Fall.
5.3.1 Harrison-Transformation
Die durch eine Harrison-Transformation (1.100) erzeugten Ernst-Potentiale sind pro-
portional zueinander:
Φev = c3Eev.
Sie haben aber nicht das richtige asymptotische Verhalten. Um dieses zu erhalten kann
man mit Gleichung (1.98d)
E = Eev − 2c¯2Φev − c2c¯2 und Φ = Φev + c2 mit c2 = konstant ∈ C (5.26)
eine weitere Invarianztransformation der Potentiale durchführen. Jetzt kann man den
Zusammenhang zwischen den neuen Ernst-Potentialen E und Φ ausrechnen. Es ergibt
sich
Eev = E + c¯2c2
1− 2c¯2c3 ,
und damit
Φ = c3Eev + c2 = c3
1− 2c¯2c3
(
E + c2
c3
− c¯2c2
)
.
Aus dem Verhalten der Potentiale im Fernfeld ergibt sich
c¯2c2 − c2
c3
= 1 ⇒ c3 = − c2
1− c¯2c2 .
Damit lässt sich c3 eliminieren und man erhält durch Erweitern mit 1/c3 und c2 den
Ausdruck
Φ =
c2
c2
c3
− 2c¯2c2 (E − 1) = −
c2
1 + c¯2c2
(E − 1) .
Mit der Konstanten
c :=
2c2
1 + c¯2c2
= konstant ∈ C
erhält man
Φ =
c
2
(1− E) . (5.27)
Für die Erst-Potentiale ξ und q erhält man den Zusammenhang
q =
2Φ
1 + E = c
1− E
1 + E = c ξ.
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Im Fernfeld ergibt sich damit
en = cmn
für die Koeﬃzienten der Potentiale. Soll Äquatorsymmetrie erhalten bleiben, bedeutet
dies, dass die Konstante c und damit auch die Konstanten c3 und c2 reell sein müssen.
Sollte die gesuchte Lösung zum Randwertproblem der rotierenden geladenen Staub-
scheibe durch eine Harrison-Transformation aus einer Vakuumlösung zu gewinnen sein,
so muss die Lösung die Gleichung (5.27) erfüllen. Diese Gleichung wird im ECD- und
im Newton’schen Grenzfall, sowie von der Kerr-Newman-Lösung erfüllt. Die Post-
Newton’sche Entwicklung aus Kapitel 6 zeigt jedoch, dass dieser Zusammenhang zwi-
schen E und Φ im Allgemeinen nicht besteht. Das Randwertproblem lässt sich also nicht
durch eine einfache Harrison-Transformation auf das einer ungeladenen Materievertei-
lung zurückführen.
5.3.2 Vereinfachung der Randbedingungen im mitrotierenden
System
Durch die Hintereinanderausführung der Gleichungen (1.98a) und (1.98d) mit c1 =  und
c2 = −D erhält man6
E ′t = 2E ′ + 2DΦ′ −D2, Φ′t = Φ′ −D. (5.28)
Die Rücktransformation ergibt
2E ′ = E ′t − 2DΦ′t −D2, Φ′ = Φ′t +D. (5.29)
Multipliziert man jetzt Randbedingung (5.21) mit , dann erhält man die einfache Neu-
mann’sche Randbedingung (Et),ζ = 0. Da die Konstanten c1 und c2 reell sind, erhält
man die Randbedingungen E ′t = 0 und Φ′t = 0. Nach Multiplikation der Randbedin-
gung (5.19) mit 2 ergibt sich
B : E ′t − 2DΦ′t −D2 =
(
2 − 1) (Φ′t +D)2 − 22D (Φ′t +D) + 2D2,
E ′t =
(
2 − 1) [(Φ′t +D)2 − 2D (Φ′t +D) +D2] ,
E ′t =
(
2 − 1)Φ′ 2t .
Zusammen erhält man die vier Randbedingungen für die Ernst-Potentiale
B : E ′t = 0, Φ′t = 0, E ′t =
(
2 − 1)Φ′ 2t und (E ′t),ζ = 0. (5.30)
Die wesentliche Vereinfachung der Randbedingungen besteht darin, dass in die Neu-
mann’schen Randbedingung jetzt nur noch ein Potential eingeht. Der nichtlineare Zu-
sammenhang der Potentiale E ′t und Φ′t lies sich durch ausprobieren weiterer Invarianz-
transformationen nicht vereinfachen. Könnte man ihn auf einen linearen Zusammenhang
transformieren, dann wäre es durch eine weitere Eichtransformation (1.98d) möglich die
Realteile der Ernst-Potentiale in der Dirichlet’schen Randbedingung zu entkoppeln.
Zusammenfassend lässt sich feststellen, dass das Randwertproblem der starr rotieren-
den Staubscheibe mit konstanter speziﬁscher Ladung wesentlich komplizierter ist, als der
ungeladene Fall.
6Es ergibt sich f ′t = 
2f ′.
Kapitel 6
Untersuchungen zur
Post-Newton’schen Entwicklung der
starr rotierenden Staubscheibe mit
konstanter speziﬁscher Ladung
6.1 Mathematische Problemstellung und Lösung1
Die mathematische Lösung des Randwertproblems der rotierenden Staubscheibe mit kon-
stanter speziﬁscher Ladung wird von drei Parametern abhängen. Einer dieser Parameter
dient zur Skalierung, wodurch man eine dimensionslose Lösung erhält. Bei festgehaltenem
Skalenparameter2 müssen sich die zwei übrigen Parameter unabhängig voneinander in ih-
rem Bereich variieren lassen und dabei den gesamten regulären Lösungsraum abdecken.
Einer dieser Parameter pr beschreibt dabei, wie ’relativistisch’ die Staubscheibe ist. Der
andere pq beschreibt, wie stark sie geladen ist.
Eine gegebene dreiparametrische Lösungfamilie L(ps, pr, pq) kann mit Hilfe von Para-
meterrelationen
p′s(ps, pr, pq), p
′
r(ps, pq, pq) und p
′
q(ps, pr, pq) (6.1)
durch drei andere Parameter angegeben werden.
L(ps, pr, pq) → L′(p′s, p′r, p′q). (6.2)
Bei der Wahl der neuen Parameter p′r und p
′
q muss darauf geachtet werden, dass diese
unabhängig voneinander in ihrem Bereich variiert werden können. Dies ist dann gegeben,
wenn die Parameterrelationen im regulären Parameterraum bijektive Abbildungen sind
und damit eindeutige inverse Relationen
ps(p
′
s, p
′
r, p
′
q), pr(p
′
s, p
′
r, p
′
q) und pq(p
′
s, p
′
r, p
′
q) (6.3)
existieren.
1In den Arbeiten von Palenta und Meinel ([Palenta, 2012], [Palenta and Meinel, 2013]) werden
einige Aspekte dieses Abschnitts ausführlicher betrachtet.
2Eine sinnvolle Normierung ist ps = 1.
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6.1.1 Parameterraum
Für eine Post-Newton’sche Entwicklung braucht man einen relativistischen Entwick-
lungsparameter der unabhängig von der speziﬁschen Ladung sein soll. Es stellt sich her-
aus, dass die Entwicklung nach der Größe
γ = 1− eUc = 1−
√
fc, γ ∈ [0, 1] (6.4)
gelingt.3 Die Annahme, dass der Zentralwert des metrischen Potentials f unabhängig von
der speziﬁschen Ladung der Staubscheibe ist, führt auf eine eindeutige Lösung für alle
hier berechneten Ordnungen. Der Parameter γ variiert für reguläre Lösungen zwischen
Null (Minkowski-Raumzeit) und Eins (ultra-relativistischer Grenzfall).
Als Parameter, der die Ladung der Staubscheibe repräsentiert, bietet sich die speziﬁ-
sche Ladung  an, die auch in den Randwerten vorkommt.
Um eine dimensionslose Formulierung zu erhalten, werden alle einheitenbehafteten
Größen auf den Scheibenradius 0 bezogen. Man erhält somit:
a∗ = a/0, A
∗
ϕ = Aϕ/0, Ω
∗ = 0Ω, σ
∗ = 0σ. (6.5)
Es ergibt sich also eine dreiparametrische bzw. zweiprametrische einheitenlose Lösungs-
familie L (0, γ, ).
6.1.2 Entwicklung der Potentiale
Zuerst gilt es einen Ansatz für das Entwicklungsverhalten der Potentiale zu ﬁnden. Dazu
kann man sich von der führenden Ordnung leiten lassen. Die nullte Ordnung ist (trivia-
lerweise) die global leere4 Minkowski-Raumzeit gab = ηab mit Aa = 0. Die führende
Ordnung ist der Newton’sche Grenzfall. In Abschnitt 5.2.3 wurde dieser kurz anhand
der dritten Randbedingung dargestellt. Hier ist jetzt wichtig, dass sich aus diesem Grenz-
fall die Parameterrelation Ω∗2New = (1− 2) γ ergibt [Palenta, 2012]. Aus dieser folgt die
Entwicklung
Ω∗2 =
(
1− 2) γ +O (γ2) . (6.6)
Daraus ergibt sich, dass Ω∗ eine ungerade Funktion in
√
γ ist:
Ω∗ =
√
γ
∞∑
n=1
Ω∗nγ
n−1 mit Ω∗1 =
√
1− 2. (6.7)
Entwickelt man die Potentiale zuerst nach Ω∗ und untersucht das Symmetrieverhalten
der Potentiale bei Änderung der Rotationsrichtung Ω∗ → −Ω∗, bzw. des Winkelsinnes
ϕ → −ϕ, dann folgt für die Entwicklung der Ernst-Potentiale E und Φ, dass deren
Realteile gerade und deren Imaginärteile ungerade Funktionen in
√
γ sind:
f = 1 +
∞∑
n=1
fnγ
n, α =
∞∑
n=1
αnγ
n, b =
√
γ
∞∑
n=1
bnγ
n, β =
√
γ
∞∑
n=1
βnγ
n. (6.8)
3Mit dem Index c wird der Wert des Potentials im Mittelpunkt der Scheibe bezeichnet.
4Leer bedeutet hier insbesondere, dass auch kein elektromagnetisches Feld vorhanden ist. Vergleiche
dazu den Begriﬀ Elektrovakuum, der im Sinne der allgemeinen Relativitätstheorie keine leere Raumzeit
beschreibt.
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Für die übrigen Funktionen ergeben sich
a∗ =
√
γ
∞∑
n=1
a∗nγ
n, A∗ϕ =
√
γ
∞∑
n=1
A∗nγ
n, h = 1 +
∞∑
n=2
hnγ
n und σ∗ =
∞∑
n=0
σ∗n+1γ
n. (6.9)
Mit der Deﬁnition von γ erhält man
(1− γ)2 = fc = 1 +
∞∑
n=1
fncγ
n = 1− 2γ + γ2. (6.10)
Der Koeﬃzientenvergleich in γ ergibt:
f1c = −2, f2c = 1 und fnc = 0 für n > 2. (6.11)
Abschließend sei angemerkt, dass der eigentliche Entwicklungsparameter
√
γ ist. Die-
se Feststellung ist wichtig bei der Diskussion der Konvergenz der Reihenentwicklung aus
physikalischer Sicht. Ob der hier gewählte Ansatz zur Entwicklung der Potentiale gerecht-
fertigt ist, ist noch davon abhängig, ob Ω∗2 konvergiert. Dies ist im ungeladenen Grenzfall
der Fall. Für den geladenen Fall sei auf Abschnitt 6.2.1 verwiesen. Zur n-ten Ordnung der
Entwicklung werden die Koeﬃzientenfunktionen gezählt, die in (2n)-ter bzw. (2n+1)-ter
Potenz in
√
γ auftreten.
6.1.3 Entwicklung des Randwertproblems
Mit der obigen Entwicklung der Potentiale kann man nun in die Gleichungen des Rand-
wertproblems eingehen. Diese lassen sich gut in den angepassten elliptischen Koordinaten
nach Abschnitt 1.6 behandeln.
Die gekoppelten Ernst-Gleichungen
(E + Φ¯Φ)ΔE = (∇E + 2Φ¯∇Φ) · ∇E , (6.12a)(E + Φ¯Φ)ΔΦ = (∇E + 2Φ¯∇Φ) · ∇Φ (6.12b)
zerfallen in vier Gleichungen, wobei die Realanteile in gerader und die Imaginärteile in
ungerader Ordnung von
√
γ auftreten. Es ergeben sich in gerader Ordnung für fn und
αn und in ungerader Ordnung für bn und βn inhomogene Laplace-Gleichungen. Dabei
bestimmen sich die Inhomogenitäten aus (bekannten) niedrigeren Ordnungen.
Die Transformationen der Ableitungsoperatoren entkoppeln auf der Scheibenoberﬂä-
che ν = 0 bzw. (ζ = 0,  ≤ 0). Somit erhält man
B : ∂ = − 1
0η
√
1− η2 ∂η und ∂ζ = 1
0η
∂ν . (6.13)
Damit ergeben sich die Randbedingungen im ruhenden System nach den Gleichungen
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(5.24) in elliptischen Koordinaten zu:(√
(1 + Ω∗a∗)2 f − Ω∗2 (1− η2) f−1
)
,ν
= −1
(
Ω∗A∗ϕ − α
)
,ν
, (6.14a)(√
(1 + Ω∗a∗)2 f − Ω∗2 (1− η2) f−1
)
,η
= 
(
Ω∗A∗ϕ − α
)
,η
, (6.14b)
−
(
Ω∗
1 + Ω∗a∗
)2
a∗,ν −
2Ω∗
f (1 + Ω∗a∗)
f,ν = b,η − 2 (βα,η − αβ,η) , (6.14c)
− Ω
∗
f (1 + Ω∗a∗)
α,ν = β,η. (6.14d)
In den ersten beiden Gleichungen treten nur gerade Terme und in den letzten beiden
Gleichungen nur ungerade Terme in
√
γ auf.
Am Rand der Scheibe (η = ν = 0) soll die Flächenmassendichte σ∗ regulär sein.
4πf ′σ∗
∣∣∣∣
η=ν=0
=
1
η
f ′,ν
∣∣∣∣
η=ν=0
< ∞. ⇒ [(1 + Ω∗a∗)2 f − Ω∗2 f−1]
,ν
∣∣∣∣
η=ν=0
= 0. (6.15)
Aus dieser als Regularitätsbedingung bezeichneten Gleichung lassen sich die Koeﬃzi-
enten von Ω∗ als Funktion von  bestimmen. Zudem sichert diese Gleichung, dass der
Scheibenradius 0 endlich bleibt.
Dann braucht man noch die Gleichungen zur Bestimmung von a∗, A∗ϕ und k in ellip-
tischen Koordinaten. Da diese Potentiale auf der ζ-Achse verschwinden, reichen für a∗
und A∗ϕ die Gleichungen
f 2a∗,η = −
(
1 + ν2
)
b,ν − 2
(
1 + ν2
)
(αβ,ν − βα,ν) , (6.16a)
fA∗ϕ,η = +
(
1 + ν2
)
β,ν − fa∗α,η (6.16b)
aus. Das metrische Potential h = e2k berechnet sich in elliptischen Koordinaten aus
k,η =
1
4f (1− η2) (η2 + ν2)
× {(1− η2) (1 + ν2) [(f,ν)2 η (1 + ν2)− (1− η2) (η (f,η)2 − 2νf,νf,η)] /f
−f 3
[(
1 + ν2
)
η
(
a∗,ν
)2 − (1− η2) (η (a∗,η)2 − 2νa∗,νa∗,η)]
+4
(
a∗2f 2 − (1−η2) (1+ν2)) [(1+ν2) η (α,ν)2 + (1−η2) (2να,ν,α,η − η (α,η)2)]
+8 f 2a
[(
1 + ν2
)
ηA∗ϕ,να,ν +
(
1− η2) (ν (A∗ϕ,να,η + α,νA∗ϕ,η)− ηA∗ϕ,ηα,η)]
+4f 2
[(
1 + ν2
)
η
(
A∗ϕ,ν
)2
+
(
1− η2) (2νA∗ϕ,νA∗ϕ,η − η (A∗ϕ,η)2)]} . (6.17)
Damit lässt sich dann auch die koordinatenunabhängige Flächenmassendichte
σ∗p =
1
4πη
[
ln
(
(1 + Ω∗a∗)2 f − Ω∗2 (1− η2) f−1)]
,ν
√
f/h
∣∣∣∣∣
ν=0
(6.18)
bestimmen.
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Führt man das Potential
F =

2
f + α (6.19)
ein, so lässt sich das Randwertproblem in n-ter Ordnung wie folgt aufschreiben:
• Die Gleichung für h lautet:
(lnhn),η = T [O(n− 1)] . (6.20)
• Aus den Ernst-Gleichungen erhält man:
ΔFn = T [O(n− 1)] , (6.21a)
Δfn = T [O(n− 1)] , (6.21b)
Δbn = T [O(n− 1)] , (6.21c)
Δβn = T [O(n− 1)] . (6.21d)
• Die Randbedingungen lauten:
B : Fn,ν = T [O(n− 1)] , (6.22a)
fn,η = − 2
1− 2Fn,η −
4η√
1− 2Ω
∗
n + T [O(n− 1)] , (6.22b)
bn,η = − 2
√
1− 2fn,ν + T [O(n− 1)] , (6.22c)
βn,η =
√
1− 2
(
Fn,ν − 
2
fn,ν
)
+ T [O(n− 1)] . (6.22d)
• Der Zentralwert von f lautet:
fc = 1− 2γ + γ2. (6.23)
• Die Regularitätsbedingung lautet:
fn,ν (η = 0, ν = 0) + T [O(n− 1)] = 0. (6.24)
• Die Gleichung für die Flächenmassendichte lautet:
σ∗pn =
fn,ν
4πη
+ T [O(n− 1)] . (6.25)
• Die Gleichungen für a∗n und A∗n lauten:
a∗n,η = −
(
1 + ν2
)
bn,ν + T [O(n− 1)] und A∗n,η =
(
1 + ν2
)
βn,ν + T [O(n− 1)] .
(6.26)
• Alle Koeﬃzientenfunktionen sollen für ν → ∞ verschwinden, d.h. asymptotisch
ﬂach sein.
Der Ausdruck T [O(n− 1)] ist ein Platzhalter für die restlichen Terme, die sich aus Koeﬃ-
zientenfunktionen niedrigerer Ordnungen zusammensetzen. Für n = 1, der in f und α den
Newton’schen Grenzfall beschreibt, treten diese Terme nicht auf. Man hat also in erster
Ordnung relativ einfache Randwertprobleme für (homogene) Laplace-Gleichungen zu
lösen.
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6.1.4 Lösungsalgorithmus
Die allgemeine Lösung einer inhomogenen Laplace-Gleichung ergibt sich aus der Summe
einer speziellen Funktion, aus der sich durch Anwendung des Laplace-Operators die
Inhomogenität ergibt und einer homogenen Lösung. Der allgemeine Lösungsansatz mit
Gleichung (1.165) lautet also:
Xn =
∞∑
k=0
CkPk (η)Sk (ν) +X
(S)
n . (6.27)
Mit diesem Ansatz ist das richtige asymptotische Verhalten gesichert. Der Lösungsalgo-
rithmus der n-ten Ordnung lässt sich wie folgt angeben:
1. Mit dem Linienintegral (6.20) das Potential hn bestimmen.
2. Die inhomogenen Lösungen der Gleichungen (6.21) bestimmen.
Dazu kann man einen Algorithmus aus den Arbeiten von Palenta und Mei-
nel [Palenta and Meinel, 2013] oder [Palenta, 2012] verwenden. Bis zu der hier
untersuchten Ordnung ergaben sich die Lösungen immer als Polynome in η, ν und
arccot(ν).
3. Das Neumann’sche Randwertproblem für Fn lösen.
Die rechten Seite von Gleichung (6.22a) ist durch ein Polynom (2n)-ten Grades in
η gegeben. Mit dem bereits bestimmten Ausdruck F (S)n kann der Ansatz (6.27) für
Fn in (6.22a) eingesetzt werden. Durch einen Koeﬃzientenvergleich in η lassen sich
die Konstanten Ck bestimmen.
4. Das Dirichlet’sche Randwertproblem für fn lösen.
Mit gegebenen Fn kann Gleichung (6.22b) im Intervall [1, η] integriert werden. Die
Integrationskonstante lässt sich mit den bekannten Zentralwerten fnc aus Gleichung
(6.23) bestimmen. Mit dem Ansatz (6.27) für fn und Koeﬃzientenvergleich in η in
(6.22b) kann man die Ck bestimmen.
5. Die Funktion Ω∗n() durch die Regularitätsbedingung bestimmen.
6. Die Flächenmassendichte σ∗pn aus (6.25) bestimmen.
7. Die Dirichlet’schen Randwertprobleme für bn und βn lösen.
Mit gegebenen Fn und fn können die Gleichungen (6.22c) und (6.22d) im Intervall
[0, η] integriert werden. Am Rand der Scheibe verschwinden b und β. Damit lassen
sich die Integrationskonstanten bestimmen. Wie bisher kann man mit dem Ansatz
(6.27) für bn bzw. βn und Koeﬃzientenvergleich in η in (6.22c) bzw. (6.22d) die
jeweiligen Ck bestimmen.
8. Aus den Linienintegralen (6.26) die Potentiale a∗n und A
∗
n bestimmen.
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6.1.5 Lösungsstruktur
Die hier dargelegte Lösungsstruktur hat sich bis in die untersuchte Ordnung N = 10
ergeben. Da ab der fünften Ordnung alle Terme in den Ernst-Gleichungen und den
Randbedingungen berücksichtigt sind und sich diese Lösungsstruktur darüber hinaus
ergibt, liegt es nahe zu vermuten, dass diese in beliebig hoher Ordnung so gegeben ist.
Zudem gilt sie im ungeladenen Grenzfall  = 0. Kern eines Beweises wäre die Frage, ob
die spezielle Lösung der Inhomogenität immer durch eine Polynomstruktur in η, ν und
arccot(ν) dargestellt werden kann.
Globale Vorfaktoren
Die globalen Vorfaktoren
Ω∗n ∝
√
1− 2, (6.28a)
αn ∝ , βn ∝ 
√
1− 2η, bn ∝
√
1− 2η, (6.28b)
A∗n ∝ 
√
1− 2(1− η2), a∗n ∝
√
1− 2(1− η2) (6.28c)
bestätigen Vorüberlegungen. Alle elektromagnetischen Größen verschwinden im ungela-
den Grenzfall ( = 0). Alle Drehgrößen verschwinden im ECD-Fall ( = 1). Die Potentiale
b und β verschwinden in der -Ebene außerhalb der Scheibe η = 0. Die Potentiale A∗ϕ
und a∗ verschwinden auf der ζ-Achse (η = ±1).
Polynomstruktur
Lässt man die globalen Vorfaktoren weg, so ist der Rest der Funktionen durch eine Poly-
nomstruktur in , η, ν und arccot(ν) darstellbar. Alle Funktionen sind in n-ter Ordnung
durch ein gerades Polynom in  vom Grad 2(n−1) gegeben. Zudem sind sie in n-ter Ord-
nung durch ein gerades Polynom in η vom Grad 2n oder durch ein Polynom in arctan(ν)
vom Grad n darstellbar. Die Darstellung durch ein Polynom in ν ist für fn und αn vom
Grad 2n, für bn und βn vom Grad 2n+ 1 und für an und An vom Grad 2(n+ 1).
Gesamtstruktur
Die Potentiale können also durch eine Fünfachsumme angegeben werden:
Ω∗ =
√
γ(1− 2)
N∑
n=1
n−1∑
i=0
Ω∗niγ
n−12i, (6.29a)
f = 1 +
N∑
n=1
n−1∑
i=0
n∑
j=0
n∑
k=0
2n∑
l=0
fnijklγ
n2iη2j [arccot(ν)]k ν l, (6.29b)
α = 
N∑
n=1
n−1∑
i=0
n∑
j=0
n∑
k=0
2n∑
l=0
αnijklγ
n2iη2j [arccot(ν)]k ν l, (6.29c)
b =
√
γ(1− 2)η
N∑
n=1
n−1∑
i=0
n∑
j=0
n∑
k=0
2n+1∑
l=0
bnijklγ
n2iη2j [arccot(ν)]k ν l, (6.29d)
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β = 
√
γ(1− 2)η
N∑
n=1
n−1∑
i=0
n∑
j=0
n∑
k=0
2n+1∑
l=0
βnijklγ
n2iη2j [arccot(ν)]k ν l, (6.29e)
a∗ =
√
γ(1− 2)(1− η2)
N∑
n=1
n−1∑
i=0
n∑
j=0
n∑
k=0
2n+2∑
l=0
anijklγ
n2iη2j [arccot(ν)]k ν l, (6.29f)
A∗ϕ = 
√
γ(1− 2)(1− η2)
N∑
n=1
n−1∑
i=0
n∑
j=0
n∑
k=0
2n+2∑
l=0
Anijklγ
n2iη2j [arccot(ν)]k ν l. (6.29g)
Die Koeﬃzienten fnijkl usw. sind nur noch Zahlen, jedoch sind nicht alle verschieden von
Null.5 Die Gesamtlösung lässt sich also durch Zahlenkoeﬃzienten angeben. Die Anzahl
der Zahlenkoeﬃzienten bnijkl für festes n beträgt 2(n+ 1)4.
Die Gleichungen (6.29) können auch als Ansatz gelesen werden, um eine Rekursions-
vorschrift für die Koeﬃzienten fnijkl usw. zu ermitteln. Die hauptsächliche Schwierigkeit
besteht dabei, die inhomogene Lösung zu den Diﬀerentialgleichungen zu bestimmen. Da-
für müsste man zuerst eine Struktur ﬁnden, aus der hervorgeht, welche der Koeﬃzienten
fnijkl usw. Null sind.
6.1.6 Physikalische Parameter
Multipolmomente
Die ersten Multipolmomente sind am einfachsten durch die Potentiale ξ und q zu bestim-
men. Nach Gleichung (1.101) erhält man auf der A+-Achse im Fernfeld:
ξ+ =
1
ν
∞∑
n=0
mn
ν n
=
1
ζ∗
∞∑
n=0
mn
ζ∗n
=
M∗
ζ
+
iJ∗
ζ2
+
1
ζ
∞∑
n=2
m∗n
ζ n
, (6.30)
q+ =
1
ν
∞∑
n=0
en
ν n
=
1
ζ∗
∞∑
n=0
en
ζ∗n
=
Q∗
ζ
+
iD∗
ζ2
+
1
ζ
∞∑
n=2
e∗n
ζ n
. (6.31)
Dabei sind:
m∗n =
mn
n+10
, e∗n =
en
n+10
, und ζ∗ =
ζ
0
. (6.32)
Im ECD-Fall gilt die Beziehung mn = en. In den ersten drei Ordnungen ergeben sich
folgende Gleichungen. Für Masse und Drehimpuls erhält man:
M∗ =
4
3π
γ
[
1 +
27− 22
30
γ +O (γ2)] , J∗ = 8√1− 2
15π
γ3/2
[
1 +
147− 342
84
γ +O (γ2)] .
(6.33)
Ladung und magnetisches Dipolmoment lauten:
Q∗ =
4
3π
γ
[
1 +
33− 82
30
γ +O (γ2)] , D∗ = 4√1− 2
15π
γ3/2
[
1 +
255− 342
84
γ +O (γ2)] .
(6.34)
5Diese Zahlen sind exakt durch Polynome in 1/π darstellbar.
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Weitere Parameter
Ein wichtiger Parameter ist die baryonische Masse, die sich im Falle konstanter speziﬁ-
scher Ladung aus dem Fernfeld über die Ladung bestimmen lässt:
M0 = Q/. (6.35)
Damit lässt sich auch die dimensionslose relative Bindungsenergie bestimmen:
Eb =
M∗0 −M∗
M∗0
= 1− M
Q
=
(1− 2)
5
γ
[
1 +
14− 42
35
γ +O (γ2)] . (6.36)
Zwei weitere grundlegende Parameter sind die Winkelgeschwindigkeit
Ω∗ =
√
γ(1− 2)
[
1− 9− 2
2
12
γ +O (γ2)] (6.37)
und die Konstante aus der Randbedingung (5.18)
D = 1− (1− 2) [γ + 2 [4096− 345π2 − (1024− 98π2) 2]
1152π2
γ3 +O (γ4)] . (6.38)
Beim letzten Ausdruck fällt auf, dass der Koeﬃzient von γ2 gleich Null ist. Dies gilt
insbesondere für den Zentralwert αc.
6.1.7 Praktische Umsetzung in MAPLE
Der in Abschnitt 6.1.4 beschriebene Algorithmus wurde mit dem Computeralgebra-Sys-
tem MAPLE umgesetzt. Die Hauptprobleme bei der praktischen Umsetzung auf einem
handelsüblichen PC liegen bei der Rechenzeit t und dem Arbeitsspeicher. Der hier ver-
wendete Code brauchte zur Berechnung der ersten zehn Ordnungen ca. 30 Tage. Dabei
entfallen knapp 20 Tage auf die zehnte, sieben Tage auf die neunte und rund 51 Stunden
auf die achte Ordnung. Der größe Aufwand entstand bei der Berechnung der inhomoge-
nen Lösung und bei der Bestimmung der Potentiale a und Aϕ durch Linienintegrale. In
Abbildung 6.1 sind die Rechenzeiten graphisch dargestellt. Anhand der rechten Graphik
lässt sich ungefähr abschätzen, wie lange die Berechnungen höherer Ordnungen dauern
würden. Das wären ungefähr zwei Monate für die elfte und sechs Monate für die zwölfte
Ordnung.
Die Lösung, die man am Ende erhält, muss dann noch ausgewertet werden. Die Re-
chenzeit für die Auswertung steigt natürlich auch mit jeder weiteren Ordnung. Eine Rei-
henentwicklung bis zur zehnten Ordnung, wie sie hier vorliegt, kann noch praktikabel
gehandhabt werden. Die Lösung erhält man nach relativ kurzer Zeit. Die Rechenzeit zur
Auswertung liegt in vielen Fällen zwischen fünf Minuten und zwei Stunden. Es lassen sich
mit ihr bereits Aussagen über den ultra-relativistischen Grenzfall machen. Die zu erwar-
tende Steigerung der Genauigkeit durch ein bis zwei weitere Ordnungen liegt meist bei
einer halben bis zu einer Größenordnung, so dass sie kaum den Aufwand an Rechenzeit
und Arbeitsspeicher rechtfertigt.
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Abbildung 6.1. Absolute und relative Rechenzeit von MAPLE bei der Umsetzung des Algorithmus’ aus
Abschnitt 6.1.4.
Links: Rechenzeit tn in Tagen für die (n)-te Ordnung in logarithmischer Darstellung.
Rechts: Änderung der Rechenzeit der (n + 1)-ten Ordnung bezüglich der (n)-ten Ord-
nung.
6.2 Auswertung
Die Auswertung orientiert sich teilweise an der Arbeit von Bardeen und Wagonor
[Bardeen and Wagoner, 1971] und stellt dabei eine Verallgemeinerung auf den gelade-
nen Fall dar. Die Ergebnisse zum ultra-relativistischen Grenzfall wurden in der Arbeit
[Breithaupt et al., 2015] veröﬀentlicht. Schlussfolgerungen und Ergebnisse dieser Arbei-
ten werden unter anderem durch die Verwendung von Padé-Approximation erhärtet.
6.2.1 Zur Konvergenz der Reihenentwicklung
Das Zitat von Poincaré in der Einleitung bringt die Problematik für den hier vor-
liegenden Fall auf den Punkt. Alle Argumente die für eine Konvergenz sogar im ultra-
relativistischen Fall (γ = 1) sprechen, sind die der ’Astronomen’. Im Sinne der ’Geometer’
kann sich mit den hier verwendeten Mitteln kein rigoroses Argument für die Konvergenz
der untersuchten Größen und Funktionen ergeben. Somit muss und wird hier, die grundle-
genden Darstellungen aus Abschnitt (1.7) auswertend, weiter im Sinne der ’Astronomen’
argumentiert.6 Das erste Argument betriﬀt das physikalische System.
Konvergenz aus physikalischer Sicht
Der eigentliche Entwicklungsparameter ist, wie bereits gesagt,
√
γ. Es stellt sich also die
Frage, ob sich die Staubscheibe im Parameterbereich
√
γ ∈ [−1, 1] und  ∈ [−1, 1] im
(thermodynamischen) Gleichgewicht beﬁndet.7
6Dies ist entscheidend, da viele Aussagen und Ergebnisse der nächsten Abschnitte nur davon abhän-
gen, ob ein bestimmter Ausdruck konvergiert.
7Dies muss nicht unbedingt ein stabiles Gleichgewicht sein.
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Um dies zu zeigen, werden charakteristische Eigenschaften der beschreibenden Funk-
tionen erläutert. Alle Funktionen, die auf die Rotation der Scheibe bezogen sind, sind
ungerade in
√
γ. Alle übrigen sind gerade in
√
γ. Eine Änderung des Vorzeichens von
√
γ
beschreibt damit eine Staubscheibe, die in die entgegengesetzte Richtung rotiert.8 Dabei
ändern sich auch die Vorzeichen der Potentiale b und β und man erhält komplex kon-
jugierte Ernst-Potentiale, die genauso die Ernst-Gleichungen erfüllen. Für
√
γ → ±1
wird der ultra-relativistische Grenzfall erreicht.
Es lässt sich auch der parametrische Übergang von negativen zu positiven
√
γ physi-
kalisch beschreiben. Für kleine positive Werte von
√
γ wird der Newton’sche Grenzfall
erreicht. Für
√
γ → 0 verschwinden die Winkelgeschwindigkeit Ω und die Massendichte
μ. Man erhält die (leere) Minkowski-Raumzeit als globale Lösung. Geht man jetzt zu
kleinen negativen Werten von
√
γ, so erhält man wieder den Newton’schen Grenzfall ei-
ner entgegengesetzt rotierenden Staubscheibe. Man hat also einen glatten parametrischen
Übergang von positiven zu negativen Werten von
√
γ.
Für das Verhalten bezüglich  wird davon ausgegangen, dass die globalen Vorfaktoren
aus Abschnitt 6.1.5 für die gesamte Lösung gelten. Alle elektromagnetischen Funktionen
sind ungerade in  und alle anderen gerade in . Während also die Rotationsrichtung
durch das Vorzeichen von
√
γ bestimmt wird, wird das Vorzeichen der Ladung durch das
Vorzeichen von  bestimmt. Somit hat man auch bezüglich  einen glatten parametrischen
Übergang von positiven zu negativen Werten, mit der ungeladenen Staubscheibe für  = 0.
Alle Funktionen, die auf die Rotation bezogen sind, haben zudem den globalen Vor-
faktor
√
1− 2. Dies bedeutet, dass man für  = ±1 den statischen Grenzfall erreicht und
somit eine spezielle ECD-Lösung erhält. Für Werte || > 1 ist, wie in Abschnitt 1.7.1
bereits geschildert, das physikalische System nicht mehr stationär und somit nicht mehr
durch die Ernst-Gleichungen zu beschreiben. Das (thermodynamische) Gleichgewicht
ist im ECD-Fall instabil. Es fällt auf, dass viele Größen im ECD-Fall am langsamsten
konvergieren.
Insgesamt ist es also so, dass sich im Parameterbereich
√
γ ∈ [−1, 1] und  ∈ [−1, 1]
die geladene Staubscheibe im (thermodynamischen) Gleichgewicht beﬁndet. Damit ist
eine wichtige notwendige Bedingung für die Konvergenz der Post-Newton’schen Rei-
henentwicklung um γ = 0 erfüllt. In der weiteren Auswertung ist es ausreichend sich auf
positive Werte von
√
γ und  zu beschränken. Nach der obigen Diskussion ist auch klar,
warum es so wichtig ist, dass
√
γ der eigentliche Entwicklungsparameter ist. Würde man
γ betrachten, dann wären alle Größen, die sich auf die Rotation der Scheibe beziehen, für
negative γ rein imaginär und physikalisch nicht mehr zu interpretieren. Trotzdem wird,
folgend in Diskussion und Darstellung der Ergebnisse, auch γ verwendet, da es sich um
eine anschaulichere Größe als
√
γ handelt.
Konvergenz aus mathematischer Sicht
Zur Untersuchung der Konvergenz der Reihenentwicklung einer Größe F (γ, ) wird diese
zuerst auf die Form
F (γ, ) = FNew(γ, )
[
1 +
∞∑
n=1
cn()γ
n
]
(6.39)
8Dies war genau der Entwicklungsansatz in Abschnitt 6.1.2.
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gebracht.9 Dabei beschreibt FNew(γ, ) den Newton’schen Grenzfall. Da konkrete Be-
rechnungen nur bis zu einem endlichen Wert von n erfolgen können, wird die endliche
Reihe durch
F (γ, , N) = FNew(γ, )
[
1 +
N∑
n=1
cn()γ
n
]
(6.40)
angegeben. Die Funktion FNew(γ, ) ist bezüglich ihrer Abhängigkeit von γ durch einen
Ausdruck der Form c0()γk/2, k ∈ Z gegeben. Sie spielt bei der Frage der Konvergenz
keine Rolle. Für das Konvergenzkriterium (1.173) nach Raabe-Duhamel ergibt sich für√
γ ∈ [0, 1] der Ausdruck:
Kn = n
(
1− cn+1()
cn()
)
> 1,  ∈ [0, 1]. (6.41)
Ist diese Ungleichung für alle n > n0 erfüllt, so ist dies hinreichend für die Konvergenz
der Reihe im Intervall
√
γ ∈ [0, 1]. Für die hier vorliegenden Reihenentwicklung kann
Gleichung (6.41) meist nur bis n = 8 untersucht werden.10 Gilt für  ∈ [0, 1], dass K8 > 1
ist, verbleibt die Annahme, dass n = 8 > n0 ist. Diese Annahme wird dadurch gestützt,
dass ab N = 4 alle Terme der Ernst-Gleichungen und Randbedingungen zum Ergebnis
beitragen. Eine qualitative Änderung ist dem nach für höhere Ordnungen nicht mehr zu
erwarten. Für viele Größen wachsen dieKn mit zunehmenden n. Auch vom physikalischem
Standpunkt her steht der Konvergenz nichts im Wege.
Das Konvergenzkriterium (6.41) wurde von von Bardeen und Wagonor bei der
Untersuchung der ungeladenen Staubscheibe verwendet [Bardeen and Wagoner, 1971].
Dort waren die cn jedoch keine Funktionen eines weiteren Parameters. Hier sind die
cn() gerade Polynome in , deren Grad für größere n zunimmt. Damit steigt auch die
Anzahl der Nullstellen. Für viele interessante Größen F (γ, , N) haben die cn Nullstellen
im regulären Parameterbereich  ∈ [0, 1]. Dadurch wird das Konvergenzkriterium (6.41)
in einem Bereich um die Nullstellen nicht erfüllt. Dies bedeutet jedoch nicht zwingend,
dass die Größe nicht konvergiert (siehe dazu Abbildung 6.4).
Konvergenz der quadrierten Winkelgeschwindigkeit
Bei der Entwicklung der Potentiale in Abschnitt 6.1.2 stellte sich die Frage, ob
Ω∗2 =
(
1− 2) γ [1− (3
2
− 1
3
2
)
γ +O (γ2)] (6.42)
im regulären Parameterbereich konvergiert. In Abbildung 6.2 sind rechts die Werte des
Konvergenzkriteriums für n von drei bis acht aufgetragen. Für größere n wird dieses immer
besser erfüllt. Der kritische Wert Eins ist durch eine rote gestrichelte Linie markiert. Links
ist Ω∗2 durch eine Padé-Approximation in
√
γ dargestellt. Für  = 1 und γ = 1 geht der
Ausdruck gegen Null. Für γ = 1 ist dies der Fall, weil der Scheibenradius 0 hier gegen
Null geht (siehe dazu Abbildung 6.9 mit Diskussion).
9Die Größe F kann natürlich genau wie die Koeﬃzienten cn auch von den Koordinaten η und ν bzw.
 und ζ abhängen.
10Ausnahmen sind Größen für die FNew = 1 ist. Hier kann (6.41) bis n = 9 untersucht werden.
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Abbildung 6.2. Quadrierte Winkelgeschwindigkeit Ω∗2: Links ist die Darstellung der [6, 12]-Padé-
Approximation in
√
γ dargestellt. Rechts ist das Konvergenzverhalten mit höherer Ord-
nung n und die Eins-Funktion (rot,gestrichelt) aufgetragen.
6.2.2 Zur Optimierung der Reihenentwicklung
Wie bereits gesagt wurde, ist die Post-Newton’sche Entwicklung eine dreiparametrische
Lösung. In den Formeln erkennt man zwei Parameter. Diese sind γ und . Während die
endliche Reihe in γ eine Näherung darstellt, ergibt sich in jeder Ordnung eine exakte
Darstellung in  durch den globalen Vorfaktor und einem endlichen Polynom, dessen Grad
von der Ordnung in γ abhängt. In Abschnitt 1.7 wurden mehrere Methoden vorgestellt,
um die Näherungslösungen in γ zu optimieren. Das Hauptproblem bei der Anwendung
dieser Methoden liegt darin, dass man im regulären Parameterbereich oft für γ  0.8 im
Ergebnis Null- bzw. Polstellen in  und γ erhält. Bei der Padé-Approximation lassen sich
solche Nullstellen im Nennerpolynom oft durch Variieren seines Grades vermeiden.
Padé-Approximation
Die einfache Padé-Approximation für Gleichung (6.40) kann als
P [L, 2N − L] {F (γ, ;N)} = FNew(γ, )
⎡
⎢⎢⎣
1 +
2N−L∑
n=1
pn()
√
γ n
1 +
L∑
n=1
sn()
√
γ n
⎤
⎥⎥⎦ (6.43)
angegeben werden. Für die Padé-Approximation ist der eigentliche Entwicklungspara-
meter
√
γ besser eignet als γ, da mehr mögliche Werte für L existieren und eher ein
konkreter Wert gefunden werden kann, für den im regulären Parameterraum weniger
Nullstellen im Nennerpolynom auftreten bzw. diese völlig vermieden werden können.
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6.2.3 Quasistationäre Übergänge
Welche physikalische Bedeutung hat nun eine Änderung der Parameter, von denen eine
Lösung abhängt? Die konkrete Konﬁguration (ps, pr, pq) einer Staubscheibe ist durch kon-
krete Werte für ps,pr und pq gegeben. Eine Änderung der Konﬁguration der Staubscheibe
kann dadurch geschehen, dass ein Parameter leicht variiert und die zwei anderen festge-
halten werden. Dadurch ergibt sich eine eindeutige Trajektorie im Parameterraum. Will
man andere Parameter wie z.B. die baryonische Masse, die Winkelgeschwindigkeit oder
das magnetische Dipolmoment ändern, dann kann man die Lösung im entsprechenden
Parameter ausdrücken.11 Dazu muss man sich überlegen, welche zwei Parameter man
festhalten will.
Jede Änderung eines Parameters stört das thermodynamische Gleichgewicht. Damit
diese Störung klein bleibt und schnell wieder abklingt, darf die Änderung eines Para-
meters nur sehr klein sein. Danach muss man warten, bis sich das thermodynamische
Gleichgewicht wieder eingestellt hat. Für inﬁnitesimal kleine Änderungen redet man von
quasistationären Übergängen.
6.2.4 Weitere (Skalen-) Parameter
Scheibenradius als Skalenparameter
Im Falle der erstmaligen Post-Newton’schen Berechnung bot sich als Skalenparameter
der Scheibenradius an. Die so skalierten Größen wurden mit ∗ gekennzeichnet. Da der
Scheibenradius im Grenzfall γ → 1 gegen Null geht, ist er in diesem Grenzfall nicht immer
als Skalenparameter geeignet. Bestimmte Größen, wie die Multipolmomente divergieren.
Wie in Abschnitt 6.1.1 beschrieben, werden jetzt neue Parameter eingeführt.
Baryonische Masse als Skalenparameter
Die baryonische Masse, also die Teilchenanzahl, ist ein weiterer anschaulicher Skalen-
parameter. Ein quasistationärer Übergang erfolgt, ohne dass weitere Massenelemente
dazukommen. Die so skalierten Größen werden hier mit • bezeichnet. Insbesondere ist
Q• = .
Um die erstmalig erhaltene Lösung mit der baryonische Masse zu skalierten, werden
die entsprechenden Größen mit
•0 = 0/M0 = 1/M
∗
0 =
3π
4
γ−1
[
1−
(
11
10
− 4
15
2
)
γ +O (γ2)] (6.44)
multipliziert bzw. dividiert. Diese Ausdrücke werden dann wieder bis zur jeweiligen Ord-
nung nach
√
γ entwickelt. Interessant ist der Term (3π/4)γ−1, der dafür sorgt, dass •0 für
γ → 0 gegen Unendlich geht. Dies ist zwingend, da der Fall γ = 0 der leere Minkowski-
Raum ist und somit M0 gegen Null geht.
11Die Parameteränderung sollte in einem Bereich liegen, in dem der neue Parameter eine eineindeutige
Funktion der alten Parameter ist. Z.B. ist die Winkelgeschwindigkeit Ω∗ keine eineindeutige Funktion
im gesamten regulären Parameterbereich.
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Abbildung 6.3. Der Parameter ψ = Q/M in Abhängigkeit von γ und . Man erkennt ψ(γ = 0) = 
und die Grenzen des regulären Parameterraums mit ψ( = 0) = 0 und ψ( = 1) = 1.
In der rechten Abbildung nimmt γ = k die Werte [0, 0.25, 0.5, 0.75, 1] mit den Farben
[rot,orange,grün,blau,violett] an. Die Abweichung von ψ =  wird für zunehmendes γ
größer mit einer maximalen Abweichung bei γ = 1.
Gravitative Masse als Skalenparameter und die Darstellung der Lösung in
den Parametern γ und ψ = Q/M
Die Reskalierung der Lösung mit der gravitativen Masse geschieht analog zum Fall der
Reskalierung mit der baryonischen Masse. Die so skalierten Größen werden hier mit ◦
bezeichnet. Physikalisch ist ein quasistationärer Übergang nicht so anschaulich, jedoch
ist ein Vergleich mit der Kerr-Newman-Lösung einfacher als bei der Saklierung mit
M0. Die so skalierte extreme Kerr-Newman-Lösung kann allein durch den Parameter
Q◦ beschrieben werden, da im extremen Fall J◦ =
√
1−Q◦2 ist. Es ist
◦0 = 0/M = 1/M
∗ =
3π
4
γ−1
[
1−
(
9
10
− 1
15
2
)
γ +O (γ2)] . (6.45)
Der Parameter  = Q/M0 bezieht sich auf die Teilchenzahl. Er ist ein Maß der spe-
ziﬁschen Ladung eines Massenteilchens. Für bestimmte Fragestellungen, insbesondere in
den Abschnitten 6.2.5 und 6.2.6, ist es nahe liegender den Parameter
ψ = Q/M = Q◦ (6.46)
zu verwenden. Er ist ein Maß für die speziﬁsche Ladung des Gesamtsystems. Man erhält:
ψ(γ, ) = + 
(
1− 2) [1
5
γ +
1
175
(
21− 112) γ2 +O (γ3)] . (6.47)
Diese Parameterrelation ist im regulären Parameterraum bijektiv. Es lässt sich, durch eine
Reiheninversion in  und anschließender Entwicklung nach γ bis zur N -ten Ordnung, die
inverse Relation
(γ, ψ) = ψ − ψ (1− ψ2) [1
5
γ +
2
175
(
7 + 5ψ2
)
γ2 +O (γ3)] (6.48)
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angeben. Mit diesem Ausdruck kann  in der vorhandenen Lösung ersetzt werden. Durch
erneute Entwicklung nach γ bis zur N -te Ordnung, erhält man die Post-Newton’sche
Lösung in den neuen Parametern γ und ψ.
Es ist wichtig, die Grenzen des neuen regulären Parameterraums zu kennen. Da für
 → 0 die Ladung verschwindet und die Masse natürlich endlich bleibt, ergibt sich ψ( =
0) = 0. Im ECD-Fall gilt M = M0 und damit ψ =  = ±1. Dieses Verhalten spiegelt
sich auch in dem Vorfaktor (1− 2) in Gleichung (6.47) wider.12 Man hat also wieder den
kompakten regulären Parameterraum: γ ∈ [0, 1] und ψ ∈ [−1, 1].
Bei vielen Größen spielt der globale Vorfaktor
√
1− 2 eine wichtige Rolle. Entwickelt
man diesen, ergibt sich
√
1− 2 =
√
1− ψ2
[
1 +
1
5
ψ2γ +
1
350
ψ2
(
21 + 20ψ2
)
γ2 +O (γ3)] . (6.49)
Ein globaler Vorfaktor ergibt sich für diese Größen also auch in der Darstellung im Pa-
rameter ψ.
6.2.5 Grenzübergang zur extremen Kerr-Newman-Lösung
Hier soll nun im Falle starrer Rotation und konstanter speziﬁscher Ladung untersucht
werden, ob im ultra-relativistischen Grenzfall γ = 1 die „Außenlösung“ entsteht, die durch
die extreme Kerr-Newman-Lösung beschrieben werden kann. Im Prinzip würde es dazu
ausreichen, die Bedingung (4.5) zu untersuchen. Da die Post-Newton’sche Entwicklung
jedoch nur eine Näherungslösung darstellt, die gerade bei γ = 1 am ungenausten ist,
kann hier kein strenger Beweis erfolgen, aber durch Untersuchung der Lösung kann die
Vermutung eines Übergangs zum Schwarzem Loch erhärtet werden. Es werden weitere
(notwendige) Bedingungen untersucht und gezeigt, dass diese im Rahmen der Genauigkeit
erfüllt sind. Um die Genauigkeit der Näherung zu erhöhen, wird die Padé-Approximation
verwendet. Im Rahmen dieser Genauigkeit sprechen alle nun folgenden Betrachtung für
einen parametrischen Übergang zur extremen Kerr-Newman-Lösung. Bis jetzt wurde
auch kein Ausdruck gefunden, der einen solchen Übergang widerlegt.
Vorbetrachtungen
Die Kerr-Newman-Lösung ist kompatibel mit dem Randwertproblem für die geladene
Staubscheibe, wenn als Rand der Ereignishorizont hergenommen wird.13 In den Weyl-
Koordinaten (◦, ζ◦) ist der äußere Ereignishorizont ein Intervall auf der ζ◦-Achse unter
Einschluss des Koordinatenursprungs. Die Formel (1.146) für die Kerr-Newman-Lösung
M = 2ΩJ +Qα′H + l (6.50)
lässt sich mit der Formel (3.12)
M = 2ΩJ +Qαc + (1− γ)M0 (6.51)
12Vergleiche dazu den globalen Vorfaktor (1− )2 für die relative Bindungsenergie Eb.
13Vgl. [Meinel et al., 2015].
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für die Staubscheibe vergleichen. Die beiden Gleichungen (6.50) und (6.51) stimmen für
γ = 1, l = 0 und α′H = αc überein. Für l = 0 liegt der (äußere) Ereignishorizont im
Koordinatenursprung. Da die Scheibe in der ◦-Ebene liegt, kann eine Übereinstimmung
von Scheibenlösung und Kerr-Newman-Lösung in Weyl-Koordinaten nur in deren
Ursprung erfolgen. Von daher müsste für γ → 1 der Radius der Staubscheibe ◦0 gegen
Null gehen. Diese notwendige Bedingung für den Grenzübergang zur Kerr-Newman-
Lösung ist im ungeladenen und im ECD-Fall sogar hinreichend.
Wenn es also einen parametrischen Übergang zur Kerr-Newman-Lösung gibt, dann
muss er zur extremen Lösung hin erfolgen. Dies passt zu den Darstellungen aus Abschnitt
4.2. Vollzieht man den Grenzübergang γ → 1 in den Weyl-Koordinaten (◦, ζ◦), normiert
durch die gravitative Masse, würde man dann die „Außenlösung“, gegeben durch die
extreme Kerr-Newman-Lösung, erhalten. Vollzieht man den Grenzübergang γ → 1 in
den Weyl-Koordinaten (∗, ζ∗), die durch den Scheibenradius 0 normiert werden, würde
man die „Innenlösung“ mit einer regulären endlich ausgedehnten Staubscheibe erhalten.
Weitere Vorgehensweise
Man kann den Grenzfall γ → 1 auch in den Weyl-Koordinaten (•, ζ•), normiert durch
die baryonische Masse, ausführen. Auch so würde man die „Außenlösung“, gegeben durch
die extreme Kerr-Newman-Lösung, erhalten. Zusammen mit einer Betrachtung im Pa-
rameter  = Q/M0 ist dies der physikalisch anschaulichste Weg. Die baryonische Masse
ist jedoch für die (extreme) Kerr-Newman-Lösung nicht deﬁniert.14 In den mit der gra-
vitativen Masse normierten Koordinaten (◦, ζ◦) lässt sich die extreme Kerr-Newman-
Lösung aber durch den Parameter ψ = Q/M darstellen. Die Ernst-Potentiale auf der
Symmetrieachse sind durch
EeKN = ζ
◦ − 1− i
√
1− ψ2
ζ◦ + 1− i
√
1− ψ2 und ΦeKN =
ψ
ζ◦ + 1− i
√
1− ψ2 (6.52)
gegeben.15 Um den Grenzübergang zur extremen Kerr-Newman-Lösung zu untersu-
chen, ist es demnach naheliegender, die Scheibenlösung im Parameter ψ zu betrachten.
Interessanterweise ist die Konvergenz bei γ = 1 für die ersten neun Koeﬃzienten der für
den Übergang relevanten Größen in ψ besser als im Parameter .
Wenn ein Übergang zur extremen Kerr-Newman-Lösung vorliegt, so müssen gewisse
Ausdrücke R(γ, ψ) im Grenzfall γ → 1 für ψ ∈ [0, 1] gegen Null gehen. Dies ist mit einer
Näherungslösung schwer zu zeigen. Leichter ist es zu untersuchen, ob diese Ausdrücke,
geteilt durch eine Funktion υ(γ), für die gilt
lim
γ→1
υ(γ) = 0, (6.53)
für γ → 1 gegen einen endlichen Wert konvergieren, also∣∣∣∣limγ→1S(γ, ψ)
∣∣∣∣ =
∣∣∣∣limγ→1 R(γ, ψ)υ(γ)
∣∣∣∣ < ∞, ψ ∈ [0, 1]. (6.54)
14Siehe dazu auch den Kommentar aus Abschnitt 4.1 zum Phasenübergang von normaler Materie zum
Schwarzen Loch im ultra-relativistischen Grenzfall.
15Dies folgt aus Gleichung (1.126) mit Θ˜ = 0, r˜/M = ζ◦ + 1 und A/M = J◦ =
√
1− ψ2.
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Man kann auch das Inverse von S(γ, ψ) untersuchen. Dann muss gelten∣∣∣∣limγ→1S−1(γ, ψ)
∣∣∣∣ =
∣∣∣∣limγ→1 υ(γ)R(γ, ψ)
∣∣∣∣ > 0, ψ ∈ [0, 1]. (6.55)
Dazu wird das Konvergenzkriterium (6.41)
Kn = n
(
1− cn+1
cn
)
> 1 (6.56)
herangezogen und auf die Reihenentwicklung
S(γ, ψ) = SNew(γ, ψ)
[
1 +
N∑
n=1
cn(ψ)γ
n
]
(6.57)
von S(γ, ψ) (bzw. S−1(γ, ψ)) angewandt. Ist das Konvergenzkriterium für die höheren
Koeﬃzienten erfüllt, so kann mit hoher Wahrscheinlichkeit davon ausgegangen werden,
dass
lim
γ→1
R(γ, ψ) = 0, ψ ∈ [−1, 1] (6.58)
gilt. Dieses Verfahren ist kein strenger Beweis, jedoch eine sehr eﬀektive Methode, um
die Informationen einer Näherungslösung auszuwerten.
Das hier vorgestellte Verfahren kann bei der Wahl von υ(γ) = (γ − 1) verwendet
werden, um die erste Entwicklungsordnung des ursprünglichen Ausdrucks bei γ = 1
darzustellen. Ist sogar diese bekannt, kann bei nochmaliger Anwendung gegebenenfalls
(siehe Gleichung (6.82)) sogar die zweite Entwicklungsordnung dargestellt werden. Die
S(γ, ψ) werden bei γ = 1 jedoch sehr langsam konvergieren. In manchen Fällen reichen
die ersten zehn Ordnungen noch nicht ganz aus, damit die Werte von Kn im gesamten
Parameterbereich über Eins liegen (siehe Abbildung 6.7 oder 6.12).
Jetzt soll die Post-Newton’sche Entwicklung herangezogen werden, um Belege für
einen Übergang zur extremen Kerr-Newman-Lösung zu liefern. In den meisten Fällen
werden die Ergebnisse graphisch durch zwei Bilder dargestellt (vgl. z.B. Abbildung 6.6).
Links ist der Wert einer Größe für steigende Entwicklungsordnung N dargestellt. Oft wird
dazu die Padé-Approximation in
√
γ in der Annahme einer höheren Genauigkeit hinzu-
genommen. Rechts in der Graphik sind die Werte von Kn aus dem Konvergenzkriterium
für größer werdende n dargestellt. Der kritische Wert Eins ist durch eine rote gestrichelte
Linie markiert.
Sorgsam müssen die Ausdrücke untersucht und diskutiert werden, bei denen die Ent-
wicklungskoeﬃzienten cn Nulldurchgänge in ψ ∈ [0, 1] haben (siehe Abschnitt 6.2.1).
Dazu werden in diesen Fällen auch die cn graphisch dargestellt.
Parameterrelationen der extremen Kerr-Newman-Lösung
Zuerst werden Parameterrelationen untersucht, die für die extreme Kerr-Newman-
Lösung gelten.16 Mit diesen wird begonnen, da hier die Methodik und die Schwierigkei-
ten beim Auftreten von Nulldurchgängen der Entwicklungskoeﬃzienten cn anschaulich
werden.
16Die Gültigkeit dieser Relationen ist notwendig für den Übergang der Scheibenlösung zur extremen
Kerr-Newman-Lösung.
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Abbildung 6.4. Die Größe SΩ =
[
1− [MΩ (2− ψ2)] [√γ(1− ψ2)]−1] (1− γ)−1: Links sind die Wer-
te bei γ = 1 für wachsende N mit Padé-Approximation P [4, 16] in
√
γ (blau, gestri-
chelt) aufgetragen. In der Mitte sind die Koeﬃzientenfunktionen cn und rechts das
Konvergenzverhalten für wachsende n dargestellt.
Aus Gleichung (1.120) ergibt sich im extremen Fall
J2
M4
= 1− Q
2
M2
= 1− ψ2. (6.59)
Diese Gleichung ist für  = ψ = 1 aufgrund des globalen Vorfaktors von J in trivialer
Weise erfüllt. Die Gleichung kann auch als Grenzwert für den mit der gravitativen Masse
normierten Drehimpuls J◦ gelesen werden:
lim
γ→1
J◦ =
√
1− ψ2. (6.60)
Für J◦ kann jedoch auch eine Aussage zur ersten Entwicklungsordnung bei γ = 1 gemacht
werden. Dazu und zur Gleichung (6.60) sei auf den Abschnitt 6.2.6 verwiesen.
Die andere Parameterrelation bezüglich Ω lautet nach Gleichung (1.127) im Extremfall
MΩ =
J
M2 + (J/M)2
=
J◦
1 + J◦2
= Ω◦. (6.61)
Mit Hilfe der Gleichung (6.60) kann man den Ausdruck
RΩ = 1− MΩ (2− ψ
2)√
γ (1− ψ2) (6.62)
konstruieren.17 In dieser Form kürzt sich der globale Vorfaktor von Ω heraus. Für die
Scheibenlösung gilt es zu prüfen ob
lim
γ→1
RΩ = 0 (6.63)
gilt. In Abbildung 6.4 links erkennt man ein Verhalten, bei dem für γ → 1 der Ausdruck
SΩ =
[
1− MΩ (2− ψ
2)√
γ(1− ψ2)
]
(1− γ)−1 = 1− 8− 3π − 4ψ
2
3π
γ +O (γ2) (6.64)
17Der Faktor 1/
√
γ wurde bei RΩ hinzugenommen, um eine gerade Funktion in
√
γ zu erhalten.
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Abbildung 6.5. Links ist der Wert von SD1 = [f ′(∗ ≤ 1, ζ∗ = 0)]1/2 (1− γ)−1/4 bis zur zehnten Ent-
wicklungsordnung bei γ = 1 dargestellt. Rechts sieht man das Konvergenzverhalten für
n = 9.
endlich bleibt. In der Mitte sind die Koeﬃzientenfunktionen cn betragsmäßig im loga-
rithmischen Maßstab aufgetragen. Die nach unten gerichteten Spitzen sind Nullstellen,
die für größere n zu größeren ψ-Werten wandern. Die cn haben negative Werte bei ψ = 0
und positive Werte bei ψ = 1. Die Darstellung des Konvergenzkriteriums (6.41) rechts
in Abbildung 6.4 zeigt Intervalle in ψ auf, in denen das Kriterium nicht erfüllt ist. Diese
Intervalle liegen bei ψ-Werten, die etwas kleiner sind, als die entsprechenden Nullstellen
der cn. Dies liegt daran, dass im Bereich dieser Intervalle |cn+1| > |cn| ist. Trotzdem ist
die Konvergenz der ersten Koeﬃzienten von SΩ gerade in diesen Intervallen sehr gut, was
man auch an der Darstellung von SΩ (γ = 1, N) in Abbildung 6.4 erkennt.
Aus der Gültigkeit von (6.60) und (6.61) folgt mit Gleichung (6.51):
lim
γ→1
αc =
ψ
2− ψ2 . (6.65)
Untersuchung der Potentiale
√
f ′ und α′ in der Scheibe
Jetzt soll der Übergang zur extremen Kerr-Newman-Lösung anhand der notwendigen
und hinreichenden Bedingung (4.5) aus Abschnitt 4.2 geprüft werden. Für die extreme
Kerr-Newman-Lösung gilt auf dem Horizont:
α′H =
ψ
2− ψ2 . (6.66)
Für den Scheibenfall ergibt sich mit Gleichung (6.65) aus der Bedingung (4.5) der Aus-
druck:18
γ = 1 : α′(ζ∗=0, 0 ≤ ∗≤1) = ψ
2− ψ2 . (6.67)
18Vgl. [Breithaupt et al., 2015]
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Abbildung 6.6. Links ist der Wert von SD1 = [f ′(∗ ≤ 1, ζ∗ = 0)]1/2 (1− γ)−1/4 bis zur zehnten Ent-
wicklungsordnung bei γ = 1 im ECD-Fall dargestellt. Rechts sieht man das Konver-
genzverhalten für n = 9.
Wegen der Randbedingungen ist diese Bedingung äquivalent zu
γ = 1 : f ′(ζ∗=0, 0 ≤ ∗≤1) = 0. (6.68)
Am besten lässt sich der Ausdruck
SD1 =
eU
′
(1− γ)1/4
∣∣∣∣∣
ζ∗=0,ρ∗≤1
(6.69)
= 1−
[
3
4
− 1
2
∗22
]
γ −
[
3
32
− 1
8
(
∗2 − 1
2
∗4
)
2 +
(
1
6
∗2 − 1
8
∗4
)
4
]
γ2 +O (γ3)
bei γ = 1 untersuchen, da er ein ausreichend gutes Konvergenzverhalten zeigt. Hier wird
der Ausdruck in Abhängigkeit von  untersucht. In der Arbeit [Breithaupt et al., 2015]
ist er in Abhängigkeit von ψ dargestellt. Rechts in Abbildung 6.5 ist K9{SD1} auf-
getragen, das seinen Minimalwert bei  = 1 und ∗  0.8 erreicht.19 Dieser beträgt
K9{SD1}(∗=0.8, =1) = 1.0646... > 1. In einem gewissen Bereich geht SD1 im Grenzfall
γ → 1 sogar gegen Null.20 Der analytische Wert von SD1 bei ∗ = 0 bzw.  = 0 beträgt
SD1(
∗=0) = SD1(=0) = (1− γ)3/4 . (6.70)
Da SD1 polynomial in  und ∗ ist, kann es nach diesen beiden Größen entwickeln werden.
Für den nullten Entwicklungsterm ergibt sich ein Polynom in γ, welches mit der Taylor-
Entwicklung von (1− γ)3/4 bei γ = 0 übereinstimmt. Der Wert von SD1 (γ=1, N=10) an
den Stellen  = 0 bzw. ∗ = 0 in Abbildung 6.5 beträgt 0.048586... und weicht in einem
19Der Übersichtlichkeit halber wurden die anderen Kn{SD1} weggelassen. K5{SD1} bis K8{SD1} zeigen
ein ähnliches Verhalten wie K9{SD1}. K7{SD1} und K8{SD1} sind im gesamten Bereich größer als Eins.
20Es reicht aus zu zeigen, dass SD1 bei γ = 1 endlich bleibt.
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Abbildung 6.7. Links ist der Wert von SD2 = [f ′(∗ ≤ 1, ζ∗ = 0)]1/2 (1− γ)−1 bis zur zehnten Ent-
wicklungsordnung bei γ = 1 dargestellt. In der Mitte und rechts sieht man das Konver-
genzverhalten für n = 9 in Abhängigkeit von  bzw. ψ. Die rote Fläche markiert den
Wert Eins.
recht großen Bereich kaum von diesem Wert ab. Dies ist genau der Wert der besagten
Taylor-Entwicklung bis zur zehnten Ordnung, ausgewertet bei γ = 1.
In Abbildung 6.6 ist zusätzlich der ECD-Fall graphisch dargestellt, bei dem SD1 bei
γ = 1 am langsamsten konvergiert. Der Wert von SD1 (γ=1, N=10) fällt mit wachsender
Ordnung. Die Padé-Approximation ergibt noch mal einen weitaus kleineren Wert.21 Ins-
gesamt kann also davon ausgegangen werden, dass SD1, bei γ = 1, gegen einen endlich
Wert konvergiert und damit
√
f ′ auf der Scheibenebene für γ = 1 und  ∈ [0, 1] gegen
Null geht. Dies bedeutet, dass die Bedingung (4.5) für den Übergang der Staubscheibe
zur extremen Kerr-Newman-Lösung bei γ = 1 erfüllt ist. Diese Bedingung wird jetzt
noch weiter, bezüglich ihrer ersten Entwicklungsordnung bei γ = 1, untersucht.
Nach Abschnitt 6.2.6 und der Abbildung 6.7 wird SD1 sogar gegen Null gehen. Der
Ausdruck
SD2 =
eU
′
1− γ
∣∣∣∣∣
ζ∗=0,ρ∗≤1
= 1 + ∗22
[
1
2
γ +
1
48
(
12 + 3∗2 +
(
8− 6∗2) 2) γ2 +O (γ3)] ,
(6.71)
der im Grenzfall γ → 1 den ersten Koeﬃzienten einer Entwicklung bei γ = 1 ergibt,
liefert dort einen endlichen Wert. Er konvergiert jedoch so langsam, dass das Konver-
genzkriterium nicht im gesamten regulären Parameterbereich erfüllt ist. Der Bereich, in
dem der Wert für Kn kleiner als Eins ist, ist jedoch sehr klein. In Abbildung 6.7 ist
zusätzlich noch der Wert für Kn aus dem Konvergenzkriterium in Abhängigkeit von ψ
dargestellt. Hier erkennt man wieder eine Polstelle, die wie für SΩ diskutiert werden kann.
Die Konvergenz von SD2(ψ) ist insgesamt besser als für SD2(). Auch der Bereich, in dem
das Konvergenzkriterium nicht erfüllt ist, ist kleiner. Wie bei SD1 wachsen die Werte für
Kn für größer werdende n. Der Wert von SD2 bei ∗ = 0 bzw.  = ψ = 0 ergibt den Wert
Eins, wie man auch an Gleichung (6.71) sieht.
Jetzt soll auch noch die Bedingung (6.67) direkt untersucht werden. Dazu wird der
21Im ECD-Fall ist bereits die Bedingung, dass ◦0 bei γ = 1 gegen Null geht, hinreichend.
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Abbildung 6.8. Links ist der Wert von SD3 =
[
1− α′(∗ ≤ 1, ζ∗ = 0) (2− ψ2)ψ−1] (1− γ)−1 bis zur
N -ten Entwicklungsordnung mit N = 1 (blau), N = 4 (gelb), N = 7 (grün) und
N = 10 (rot) bei γ = 1 dargestellt. In der Mitte sind die Entwicklungskoeﬃzienten cn
mit n = 2 (gelb), n = 7 (grün) und n = 10 (rot) dargestellt. Die graue Fläche ist die
Null-Funktion. Rechts sieht man das Konvergenzverhalten für n = 9. Die rote Fläche
markiert den Wert Eins.
Ausdruck
SD3 =
1− α′ (2− ψ2)ψ−1
1− γ
∣∣∣∣∣
ζ∗=0,ρ∗≤1
= 1−
[
1− ∗2 −
(
1− 1
2
∗2
)
ψ2
]
γ +O (γ2) (6.72)
hergenommen. Dieser Ausdruck ist schwieriger als SD1 und SD2 zu diskutieren. Zu den
Nullstellen der Koeﬃzientenfunktionen cn kommte der Umstand, dass das Konvergenz-
kriterium nicht im gesamten Parameterbereich erfüllt ist. Zudem wachsen die Beträge
der Werte für SD3 mit größerer Ordnung an (siehe Abbildung 6.8). Die Koeﬃzienten-
funktionen cn ergeben bei ψ = 1 und ∗ = 0 für alle (untersuchten) n ≥ 1 den Wert
Null. Die Nulldurchgänge der cn liegen für verschiedene n sehr eng beieinander, sodass
der Wert von SD3 in diesem Bereich sehr nahe bei Eins liegt. In diesem Bereich liegen
auch die Polstellen der Kn. Für SD3 wachsen die Werte von Kn für größer werdende n im
regulären Parameterbereich. Mit Abbildung 6.8 kann Gleichung (6.65) geprüft werden.
Das Konvergenzkriterium ist für ∗ = 0 erfüllt.
Damit ist die notwendige und hinreichende Bedingung (4.5) für den Übergang der
Staubscheibe zur extremen Kerr-Newman-Lösung bei γ = 1 ausführlich untersucht
worden. Unter den gegebenen Voraussetzungen dieser Untersuchungen, ist mit sehr hoher
Wahrscheinlichkeit davon auszugehen, dass die Bedingung (4.5) erfüllt ist.
Untersuchung des Scheibenradius
Eine notwendige Bedingung für den parametrischen Übergang zur extremen Kerr-New-
man-Lösung ist das Verschwinden des Scheibenradius bei γ → 1. Um dies zu zeigen, wird
der Ausdruck
μ−1M =
M
0
(1− γ) = 4
3π
γ
[
1−
(
1
10
+
1
15
ψ2
)
γ +O (γ2)] . (6.73)
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Abbildung 6.9. Der Ausdruck μ−1M = M
∗(1 − γ) bei γ = 1: Links ist die Auswertung der ersten
N Ordnungen und zweier [6, 12]-Padé-Approximation in
√
γ (blau/grün, gestrichelt).
Rechts ist das Konvergenzverhalten mit höherer Ordnung n und die Eins-Funktion (rot)
dargestellt.
bei γ = 1 untersucht. Links in Abbildung 6.9 erkennt man, dass die Ungleichung (6.55)
lim
γ→1
μ−1M > 0, ψ ∈ [0, 1] (6.74)
erfüllt ist. Rechts in Abbildung 6.9 zeigt sich, dass das Konvergenzkriterium (6.41) erfüllt
ist. Im ungeladen Fall beträgt der analytische Wert
μ−1M (γ=1, ψ=0) = 0.32863... ,
während die Padé-Approximation P [6, 12]{μ−1M (γ=1, N=9)} (blaue gestrichelte Linie in
Abbildung 6.9)
P [6, 12]{μ−1M (γ=1, ψ=0;N=9)} = 0.32885...
ergibt. Da die Werte von μ−1M für größere n kleiner werden, kann zusätzlich die inverse
Padé-Approximation (P [6, 12]{μM(γ=1;N=9)})−1 von μM hinzugenommen werden.22
Die grüne gestrichelte Linie in Abbildung 6.9 kennzeichnet deren Verlauf. Die größte
Abweichung von
(
P [6, 12]{μ−1M (γ=1;N=9)}
)
zu (P [6, 12]{μM(γ=1;N=9)})−1 ist bei ψ =
1. Die Werte sind:
(P [6, 12]{μM(γ = 1, ψ = 0;N=9)})−1 = 0.32872... ,
(P [6, 12]{μM(γ = 1, ψ = 1;N=9)})−1 = 0.19675... ,
P [6, 12]{μ−1M (γ = 1, ψ = 1;N=9)} = 0.20117... .
Wichtigste Schlussfolgerung ist, dass der Ausdruck 0/M bei γ = 1 verschwindet. Da
(M/0)(1−γ) hier einen Wert annimmt, der verschieden von Null ist, muss der Radius 0
gegen Null gehen. Im ECD-Grenzfall reicht diese Aussage schon aus, um den Übergang
zur extremen Reisner-Nordström-Lösung zu zeigen.
22Das Konvergenzkriterium Kn von μM ist für n = 8 nur für |ψ|  0.959 erfüllt.
6.2. AUSWERTUNG 79
6.2.6 Das Verhalten nahe am Grenzfall zum Schwarzen Loch23
Eine weitere Methode um den möglichen parametrischen Übergang zur extremen Kerr-
Newman-Lösung zu beschreiben, ist die Untersuchung der Multipolmomente der Lösung,
die im Grenzfall auf die „Außenlösung“ führt. Bei dieser Untersuchung ergibt sich sogar
das Verhalten der Multipolmomente nahe zu diesem Grenzfall. Es zeigt sich, dass deren
erste Ableitungen nach γ bei γ = 1 verschwinden.
Die gravitativen und elektromagnetischen Multipolmomente der Kerr-Newman-
Lösung lauten
mn = M
(
iJ
M
)n
und en = Q
(
iJ
M
)n
. (6.75)
Für die extreme Kerr-Newman-Lösung kann man Gleichung (6.60) verwenden und
erhält
mn = i
nMn+1
(
1− ψ2)n/2 und en = inMn+1ψ (1− ψ2)n/2 . (6.76)
Im Grenzfall γ → 1 lässt sich untersuchen, ob sich die Multipolmomente der Staubscheibe,
wie im Falle der extremen Kerr-Newman-Lösung, allein durch gravitative Masse und
Ladung ausdrücken lassen. In der Parameterdarstellung in ψ braucht man nur die mit
der gravitativen Masse skalierten Koeﬃzienten m◦n und e
◦
n untersuchen:
γ → 1 : m◦n = in
(
1− ψ2)n/2 und e◦n = inψ (1− ψ2)n/2 . (6.77)
Die Gleichungen (6.77) geben die nullte Ordnung einer Reihenentwicklung der Ko-
eﬃzienten m◦n und e
◦
n bei γ = 1 wieder. Interessanterweise lässt sich auch die erste
Ordnung einer solchen Entwicklung mit der bisher verwendeten Methode raten und dann
überprüfen. Dazu führen wir Momente ein, die mit den Multipolmomenten einer Kerr-
Newman-Lösung gleicher Masse M , Ladung Q und Drehimpuls J , normiert sind:24
mn =
mn
kn
(
1− ψ2)n/2 und en = enψkn
(
1− ψ2)n/2 mit kn = mn+10 m◦n1 . (6.78)
Für die erste Entwicklungsordnung bei γ = 1 sind hier die Gleichungen
dm◦n
dγ
∣∣∣∣∣
γ=1
=
de◦n
dγ
∣∣∣∣∣
γ=1
= 0,
dmn
dγ
∣∣∣∣∣
γ=1
=
den
dγ
∣∣∣∣∣
γ=1
= 0 (6.79)
bis n = 11 überprüft worden.25 Die zweiten Ableitungen von mn bei γ = 1 sind nur
im ungeladenen Fall Null [Kleinwächter et al., 2011]. Wenn Gleichung (6.79) für m◦1 gilt,
lässt sich durch Entwicklung der Ausdrücke bei γ = 1 zeigen, dass
dm◦n
dγ
∣∣∣∣∣
γ=1
= 0 ⇔ dm

n
dγ
∣∣∣∣∣
γ=1
= 0,
de◦n
dγ
∣∣∣∣∣
γ=1
= 0 ⇔ de

n
dγ
∣∣∣∣∣
γ=1
= 0 (6.80)
23Dieser Abschnitt orientiert sich an der Arbeit von Kleinwächter, Labranche und Meinel
[Kleinwächter et al., 2011] und stellt für die Staubscheibe eine Verallgemeinerung auf den geladenen
Fall dar.
24Die Faktoren
(
1− ψ2)n/2 werden hinzugenommen, um die globalen Vorfaktoren der kn zu kompen-
sieren. Dadurch werden Polstellen bei |ψ| = 1 vermieden.
25Aufgrund der Struktur, nach der die Multipolmomente von den mn und en abhängen (siehe Abschnitt
1.3), folgt aus den (6.79) die gleiche Aussage für die Multipolmomente.
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Abbildung 6.10. Der Ausdruck SJ =
[
1/2 +
[
1− J◦/√γ (1− ψ2)] (1− γ)−1] (1− γ)−1 im Grenzfall
γ → 1 : Links ist die Auswertung der ersten N Ordnungen und der [3, 15]-Padé-
Approximation (blau) in
√
γ. Rechts ist das Konvergenzverhalten mit höherer Ord-
nung n und die Eins-Funktion (rot) dargestellt.
für jedes ﬁxierte n gilt. Dies ist wichtig, da bestimmte Größen schneller als andere kon-
vergieren.
Gravitatives Dipolmoment
Es stellt sich heraus, dass die Größe26
SJ =
[
1
2
+
1− J◦/√γ (1− ψ2)
1− γ
]
(1− γ)−1 = − 3π
10γ
[
1−10πψ
2−273π+700
140π
γ +O (γ2)]
für γ → 1 gegen einen endlichen Wert konvergiert (siehe Abbildung 6.10). Dies ist auch
ein Überprüfung von Gleichung (6.60). Mit lim
γ→1
SJ = −c ergibt sich zudem:
J◦ =
√
γ (1− ψ2)
[
1 +
1
2
(1− γ) + c (1− γ)2 +O (1− γ)3
]
. (6.81)
Entwickelt man diesen Ausdruck bei γ = 1, erhält man:
J◦ =
√
1− ψ2
[
1 +
(
c− 3
8
)
(1− γ)2 +O (1− γ)3
]
. (6.82)
Es stellt sich also heraus, dass der erste Entwicklungskoeﬃzient der Entwicklung von J◦
bei γ = 1 verschwindet. Die Gleichung (6.79) ist also für m◦1 erfüllt und damit kann von
der Gültigkeit der Gleichungen (6.80) ausgegangen werden.
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Abbildung 6.11. Der Ausdruck SD =
[√
1− ψ2 − e1
]
(1− γ)−2 im Grenzfall γ → 1 : Links ist die
Auswertung der ersten N Ordnungen und der [13, 5]-Padé-Approximation (blau)
in
√
γ. Rechts ist das Konvergenzverhalten mit höherer Ordnung n und die Eins-
Funktion (rot) dargestellt.
Magnetisches Dipolmoment
Um das Verhalten des magnetischen Dipolmoments nahe am Grenzfall zum Schwarzem
Loch zu untersuchen, ist es einfacher e1 statt e
◦
1 zu verwenden, da der entsprechende
Ausdruck
Se1 =
√
1− ψ2 − e1
(1− γ)2 =
1
2
√
1− ψ2
[
1 +
(
32
35
− 1
5
ψ2
)
γ +O (γ2)] (6.83)
schneller konvergiert.27 In Abbildung 6.11 erkennt man, dass Se1 endlich bleibt und das
Konvergenzkriterium erfüllt ist. Folglich verschwindet auch für e1 die erste Entwicklungs-
ordnung bei γ = 1.
Die Quadrupolmomente
Für das gravitative Quadrupolmoment ist es nun wieder einfacher m◦2 zu untersuchen:
Sm2 =
i2 (1− ψ2)−m◦2
(1− γ)2 =
9π2
80γ2
[
1 +
(
23
35
− 18
35
ψ2
)
γ +O (γ2)] . (6.84)
Nach Abbildung 6.12 bleibt der Ausdruck bei γ = 1 endlich und das Konvergenzkriterium
ist für n = 8 für |ψ|  0.99 erfüllt.
Auch für das elektrische Quadrupolmoment konvergiert der entsprechende Ausdruck
Se2 für e
◦
2 besser als für e

2. Das Konvergenzkriterium ist für n = 8 ebenfalls für |ψ|  0.99
erfüllt.
26Der Faktor 1/
√
γ wird wiederum verwendet, um eine gerade Funktion in
√
γ zu erhalten. Der Sum-
mand 1/2 ist die ’geratene’ erste Ordnung bei γ = 1.
27Für den Ausdruck
[
1/2 +
(
1−D◦/√γ (1− ψ2)) (1− γ)−1] (1− γ)−1 ist K8 nur für |ψ|  0.86
größer als Eins.
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Abbildung 6.12. Der Ausdruck Sm2 =
[
i2
(
1− ψ2)−m◦2] (1− γ)−2 im Grenzfall γ → 1 : Links ist
die Auswertung der ersten N Ordnungen und der [15, 3]-Padé-Approximation (blau)
in
√
γ. Rechts ist das Konvergenzverhalten mit höherer Ordnung n und die Eins-
Funktion (rot) dargestellt.
Höhere Momente
Für alle höheren Momente bis n = 11 ist das Konvergenzkriterium für die Smn und Sen
bezüglich m◦n bzw. e
◦
n erfüllt. Für gerades n ergibt sich
Sm2n =
i2n (1− ψ2)n −m◦2n
(1− γ)2 und Se2n =
i2n (1− ψ2)n − e◦2n
(1− γ)2 . (6.85)
Für ungerades n erhält man
Sm2n+1 =
[
1
2
(
1− ψ2)n +
((
1− ψ2)n − m◦2n+1
i2n+1
√
γ (1− ψ2)
)
(1− γ)−1
]
(1− γ)−1 ,
(6.86)
Se2n+1 =
[
1
2
(
1− ψ2)n +
((
1− ψ2)n − e◦2n+1
i2n+1ψ
√
γ (1− ψ2)
)
(1− γ)−1
]
(1− γ)−1 .
(6.87)
Wie für den Drehimpuls ergibt sich mit lim
γ→1
Sm2n+1 = −c2n+1 durch Umstellen
m◦2n+1 =
√
γ (1− ψ2)
[(
1− ψ2)n + 1
2
(
1− ψ2)n (1− γ) + c2n+1 (1− γ)2 +O (1− γ)3
]
.
Entwickelt man diesen Ausdruck bei γ = 1 erhält man
m◦2n+1 =
√
1− ψ2
[(
1− ψ2)n + [c2n+1 − 3
8
(
1− ψ2)n] (1− γ)2 +O (1− γ)3] . (6.88)
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Abbildung 6.13. Der Ausdruck
[(
1− ψ2)4 −m8] (1− γ)−2 im Grenzfall γ → 1 : Links sind die Koef-
ﬁzienten |cn| aufgetragen. Rechts ist das Konvergenzverhalten mit höherer Ordnung
n und die Eins-Funktion (rot) dargestellt.
Somit gilt auch hier, dass der erste Entwicklungskoeﬃzient für die Entwicklung der m◦2n+1
bei γ = 1 verschwindet. Analog ergibt sich die Aussage für e◦2n+1.
Nach (6.80) gilt somit auch für die mn und e

n, dass deren erster Entwicklungskoeﬃzi-
ent für die Entwicklung bei γ = 1 verschwindet. Bei der Untersuchung der entsprechenden
Ausdrücke
[
(1− ψ2)n/2 −mn
]
(1− γ)−2 bzw.
[
(1− ψ2)n/2 − en
]
(1− γ)−2 lässt sich je-
doch keine ausreichend gute Aussage zu deren Konvergenz treﬀen. Zwar erkennt man,
dass die Beträge der Koeﬃzienten |cn| fallen. Jedoch treten für höhere n immer mehr
Nullstellen der cn in ψ im regulären Parameterbereich auf, welche eine Auswertung über
das Konvergenzkriterium nicht mehr ermöglichen. In Abbildung 6.13 sind die Koeﬃzien-
ten für
[
(1− ψ2)4 −m8
]
(1− γ)−2 aufgetragen.
Die Ernst-Potentiale
Durch die Untersuchungen aus dem letzten Abschnitt kann mit hoher Wahrscheinlichkeit
davon ausgegangen werden, dass die Gleichungen (6.79) bis n = 11 erfüllt sind. Sind sie
für alle n erfüllt, so lassen sich Aussagen zum Verhalten der Ernst-Potentiale nahe am
Grenzfall zum Schwarzem Loch ableiten.
Die Achsenpotentiale auf A+ ließen sich nach Gleichung (1.101) in eine Reihe nach
1/ζ entwickeln:
ξ+ =
1
ζ
∞∑
n=0
mn
ζ n
=
1
ζ
∞∑
n=0
mn
ζ n
, q+ =
1
ζ
∞∑
n=0
en
ζ n
=
1
ζ
∞∑
n=0
en
ζ n
. (6.89)
Entwickelt man also die Achsenpotentiale E und Φ bei γ = 1, so ergibt sich auch hier, dass
der erste Entwicklungsterm verschwindet. Die Reihe beginnt mit den Ernst-Potentialen
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EKN und ΦKN der Kerr-Newman-Lösung mit Masse M , Ladung Q und Drehimpuls J :
E(M,J,Q; ζ) = EKN(M,J ; ζ) +O
[
(1− γ)2] , (6.90)
EKN(M,J ; ζ) = M(ζ −M)− iJ
M(ζ +M)− iJ , (6.91)
Φ(M,J,Q; ζ) = ΦKN(M,J,Q; ζ) +O
[
(1− γ)2] , (6.92)
ΦKN(M,J,Q; ζ) =
QM
M(ζ +M)− iJ . (6.93)
Aus dem Vergleich von (6.82) mit der Reihenentwicklung von J◦ bei γ = 0 ergibt sich,
dass
Q2
M2
+
J2
M4
≥ 1, γ ∈ [0, 1],  ∈ [−1, 1] (6.94)
gilt. Gleichheit gilt, wenn γ = 1 oder ψ = ±1 ist. Dies wiederum bedeutet, dass EKN und
ΦKN durch die Achsenpotentiale der überextremen Kerr-Newman-Lösung für γ < 1
und |ψ| < 1 gegeben sind. Da die Kerr-Newman-Lösung bereits die ersten Multipol-
momente M,J und Q enthält, beginnt im Fernfeld der zweite Entwicklungsterm nach
(1− γ) für E mit der Ordnung ζ−3, während Φ mit der Ordnung ζ−2 beginnt.
Als Ergebnis diese Abschnitts lässt sich Folgendes festhalten: Durch die Untersu-
chungen kann mit hoher Wahrscheinlichkeit davon ausgegangen werden, dass die Lö-
sung der Staubscheibe in der Nähe des ultra-relativistischen Grenzfalls und nicht zu nah
an der Scheibe selbst28 sehr gut durch eine überextreme Kerr-Newman-Lösung mit
derselben gravitativen Masse, Drehimpuls und Ladung approximiert werden kann. Voll-
zieht man den Grenzübergang zu γ = 1, dann erhält man in Übereinstimmung mit der
“cosmic censorship“-Hypothese die “Außenlösung“, dargestellt durch die extreme Kerr-
Newman-Lösung.
6.2.7 Ergosphären
Hier folgen ein paar Anmerkungen zum Thema Ergosphären für geladene und rotierende
Staubscheiben.29
Ergosphären sind Bereiche der Raumzeit, in welcher der Killing-Vektor ξ, der nor-
malerweise zeitartig ist (ξaξa < 0), raumartig wird (ξaξa > 0). Dies hat zur Folge, dass
dϕ/dt > 0 ist und somit nichts in diesem Bereich, vom (räumlich) Unendlichen aus
betrachtet, ruhen kann. Alles wird von der Rotation mitgezogen. Die Oberﬂäche von
Ergosphären ist durch ξaξa = 0 gekennzeichnet. Sie wird manchmal als ’Grenzﬂäche der
Stationarität’ bezeichnet. Es lässt sich jedoch aus der Linearkombination χ = ξ+Ωη lokal
ein Killing-Vektor einführen30, der überall zeitartig ist, sodass die Stationarität (lokal)
28Der Konvergenzradius der Reihenentwicklung (6.89) wird selbst für n → ∞ nicht bis an die Staub-
scheibe heran reichen.
29Genauere Erläuterungen zum Thema Ergosphären ﬁnden man in dem Buch [Meinel et al., 2008].
Zu den mathematischen Aspekten sei auf die zwei Arbeiten [Chrusciel et al., 2006] (Vakuum) und
[Chrusciel and Szybka, 2008] (Elektrovakuum) verwiesen.
30Für konstantes Ω auch global. Vgl. Fußnote 29, Abschnitt 1.4.
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Abbildung 6.14. Paramterbereiche für charakteristische Figuren von Ergosphären. Die Rauten kenn-
zeichnen die Entstehung von Ergosphären. Bei den Linien erreichen sie den Scheiben-
rand. Die Rauten und die schwarze Linie wurden aus der Reihenentwicklung berechnet
und die blaue, gestrichelte Linie aus der (7, 13)-Padé-Approximation in
√
γ.
gesichert ist. Ergosphären entstehen in rotierenden Raumzeiten, die sehr relativistisch
sind und haben für rotierende Flüssigkeitskörper toroidale Gestalt.
Um die Oberﬂäche von Ergosphären zu bestimmen, wird das metrische Potential f =
−ξaξa auf Nullstellen untersucht. Für die starr rotierende Staubscheibe ergeben sich im
ungeladenen Fall fünf charakteristische Figuren (siehe [Meinel and Kleinwächter, 1995]
oder [Meinel et al., 2008]). Bei γ = 0.5850... entsteht erstmals eine Ergosphäre entlang
einer Kreislinie auf der Scheibe. Für größere γ ergibt sich eine wachsende toroidale Ge-
stalt, welche bei γ = 0.6538... den Rand der Scheibe 0 erreicht. Für noch größere γ
wächst sie über den Rand der Scheibe hinaus, bis sie im ultra-relativistischen Grenzfall
γ → 1 die Gestalt der Ergosphäre der extremen Kerr-Lösung erreicht.31
Für den geladenen Fall wurde hier untersucht, wann eine Ergosphäre (auf der Scheibe)
entsteht und wann sie den Rand der Scheibe erreicht. Das Ergebnis ist in Abbildung 6.14
dargestellt. Die Rauten geben an, ab welchem γ (für festgehaltenes ) sich eine Ergosphäre
ergibt. Die schwarze und blaue Linie kennzeichnen, wann die Oberﬂäche der Ergosphäre
den Scheibenrand erreicht. Rauten und die schwarze Linie wurden aus der Reihenentwick-
lung bestimmt. Die blaue Linie ergibt sich aus der (7, 13)-Padé-Approximation in
√
γ.
Damit sind in Abbildung 6.14 die Parameterbereiche in γ und  gekennzeichnet, in de-
nen sich die charakteristischen Figuren von Ergosphären ergeben.32 Nach Abschnitt 6.2.5
ergibt sich mit sehr hoher Wahrscheinlichkeit für γ → 1 die „Außenlösung“ als extreme
Kerr-Newman-Lösung. Damit sollte sich bei γ = 1 auch die Ergosphären-Sequenz der
31In der Arbeit von Meinel und Kleinwächter [Meinel and Kleinwächter, 1995] erfolgt die Dis-
kussion natürlich in dem Parameter μ aus der analytischen Lösung. Die charakteristischen Werte sind
μ(γ = 0.5850...) = μe = 1.68849... und μ(γ = 0.6538...) = 2.
32In der Arbeit von Meinel und Kleinwächter [Meinel and Kleinwächter, 1995] sind die Figuren
der Ergosphären in Koordinaten normiert durch Ω dargestellt. Eine solche Normierung ist hier nicht
sinnvoll, da Ω im ECD-Fall verschwindet.
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extremen Kerr-Newman-Lösung ergeben.
Ergosphären treten in Raumzeiten auf, deren erzeugende Quellen rotieren. Untersucht
man die Winkelgeschwindigkeit Ω◦, dann stellt man fest, dass diese für festgehaltenes γ
im Parameterbereich ψ ∈ [0, 1] monoton fällt. Dies liegt vor allem an dem globalen
Vorfaktor
√
1− 2. In Abbildung 6.14 erkennt man, dass für größere speziﬁsche Ladung 
Ergosphären erst bei größeren γ-Werten entstehen. Im ECD-Fall ist Ω = 0 und somit χ =
ξ. Hier können also keine Ergosphären auftreten. Nur im ultra-relativistischen Grenzfall
ergibt sich f = f ′ = 0 auf dem ’Horizont’ des Quasi Schwarzen Lochs. Die Kurven
in Abbildung 6.14 sollten also alle in den Punkt || = γ = 1 münden, da der Radius
◦ bei γ = 1 verschwindet. Die Padé-Approximation konvergiert hier besser als die
Reihenentwicklung.
Für eine weitergehende Untersuchung von Ergosphären mit Hilfe der Reihenentwick-
lung bietet es sich an, die Ergebnisse aus Abschnitt 6.2.6 zu verwenden. Dazu können
die Reihenentwicklungen des metrischen Potentials f bei γ = 0 und γ = 1 durch eine
Zwei-Punkt-Padé-Approximation zusammengefasst werden. Bei einer Normierung der
Koordinaten mit der gravitativen Masse lässt sich auch verwenden, dass der erste Ent-
wicklungskoeﬃzient der Entwicklung von f bei γ = 1 verschwindet, da die Scheibe bei
γ-Werten nahe Eins schon in der „Innenwelt“ verschwindet. Somit konvergiert die Reihen-
entwicklung von (6.89) an der Oberﬂäche der Ergosphäre. Eine Darstellung der nullten
Entwicklungsordnung bei γ = 1 ist im Parameter ψ einfacher. Somit bietet es sich auch
für die Untersuchung von Ergosphären an, diesen Parameter anstelle von  zu verwenden.
Kapitel 7
Ausblick
Das Problem der rotierenden Staubscheibe mit konstanter speziﬁscher Ladung bietet
zahlreiche Möglichkeiten für weitere Untersuchungen. An erster Stelle steht natürlich
der Versuch, mit Hilfe des linearen Problems für die Ernst-Gleichungen1 eine analyti-
sche Lösung zu erhalten. Damit könnten die Ergebnisse aus der Untersuchung der Post-
Newton’schen Entwicklung überprüft werden.
Aber auch die Post-Newton’sche Entwicklung kann hergenommen werden, um weite-
re Eigenschaften der Staubscheibe zu untersuchen. Die umfassende Arbeit von Bardeen
und Wagonor [Bardeen and Wagoner, 1971] zur ungeladenen Staubscheibe bietet eine
Menge Themen, die für den geladenen Fall untersucht werden können. Diese wären z.B.
Eigenschaften verschiedener Parameter, eine eingehende Untersuchung von Ergosphä-
ren, die Struktur der Staubscheibe, Beschreibung der „Schlund-Geometrie“2, Bahnen von
Testteilchen und Fragen zur Stabilität.
Darüber hinaus ergeben sich neue Themen im geladenen Fall. Diese wären u.a. eine
Untersuchung der elektromagnetischen Feldenergie, des magnetischen Dipolmoments oder
des Verhältnisses von elektromagnetischen und gravitativen Multipolmomenten. Inter-
essant wäre es auch, die Bedeutung des globalen Vorfaktors 
√
1− 2 vor den elektromag-
netischen Größen, die mit der Rotation der Scheibe zusammenhängen, zu untersuchen.
Dieser hat bei  =
√
2/2 = 0.7071... ein Maximum. Gibt es bestimmte elektromagnetische
Eﬀekte, die in der Umgebung dieses -Wertes maximale Ausprägung haben? Diese wären
analog zu Ergosphären, die bei Rotation auftreten und (bei festgehaltenen relativistischen
Parameter) ihre maximale Ausprägung im ungeladenen Fall haben.
Weitere Themen ergeben sich aus möglichen Entwicklungen des Randwertproblems
für schwach geladene oder langsam rotierende Staubscheiben. Im ersten Fall würde sich
eine Entwicklung nach dem Parameter  anbieten. Die nullte Ordnung ist die unge-
ladene Staubscheibe. Für langsam rotierende Staubscheiben um den ECD-Fall ist der
Entwicklungsparameter ω =
√
1− 2 geeignet. Der Entwicklungsansatz kann analog zur
Post-Newton’schen Entwicklung gewählt werden. Drehgrößen sind ungerade und die
übrigen geraden Funktionen in ω. Die Rotationsrichtung der Staubscheibe spiegelt sich
im Vorzeichen von ω wider.3 Die nullte Ordnung (ECD-Lösung) ergibt sich im Prinzip
1[Neugebauer and Kramer, 1983]
2Siehe z.B. [Meinel et al., 2008].
3Damit ergibt sich eine sinnvolle Beschreibung der Konvergenz aus physikalischer Sicht analog zur
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bei gleichzeitiger Lösung der ersten Ordnung und einer Kombination der Potentiale f
und α in zweiter Ordnung. Die vollständige zweite Ordnung erhält man prinzipiell aus
der gleichzeitigen Lösung der dritten und einer Kombination der Potentiale f und α in
vierter Ordnung. Diese Struktur setzt sich für die höheren Ordnungen fort.
Post-Newton’schen Entwicklung.
Appendix
A.1 Originalzitat von Henry Poincaré
«Il y a entre les géomètres et les astronomes une sorte de malentendu au sujet de la
signiﬁcation du mot convergence.
Les géomètres, préoccupés de la parfaite rigueur et souvent trop indiﬀérents à la
longueur de calculs inextricables dont ils conçoivent la possibilité, sans songer à les entre-
prendre eﬀectivemeut, disent qu’une série est convergente quand la somme des termes
tend vers une limite déterminée, quand même les premiers termes diminueraient très
lentement.
Les astronomes, au contraire, ont coutume de dire qu’une série converge quand les
vingt premiers termes, par exemple, diminuent très rapidement, quand même les termes
suivants devraient croître indéﬁniment.»4
Henry Poincaré
4[Poincaré, 1893], Kapitel VIII. Deutsche Übersetzung in der Einleitung vom Author dieser Arbeit.
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A.2 Einheiten
Es werden geometrische Einheiten mit G = c = 1 verwendet. Dabei ist G die New-
ton’sche Gravitationskonstante und c die Lichtgeschwindigkeit. Zudem wird im Gauss
System für die elektromagnetischen Größen gearbeitet. Dieses wird durch 4π0 = 1 ﬁxiert.
Dabei ist 0 die (einheitenlose) elektrische Feldkonstante.
Da vom astrophysikalischen Standpunkt aus gesehen, die Sonnenmasse M eine cha-
rakteristische Größe ist, kann man mit M = 1 alle Größen auf Sonnenmassen beziehen.5
Im cgs-System erhält man
G = 6, 674 · 10−8 cm
3
g · s2 ,
c ≡ 299 792 458 00 cm
s
,
M = 1, 989 · 1033 g.
Die Umrechnungsfaktoren, für die physikalischen Größen, sind durch folgende Tabelle
gegeben. Die Zahlenwerte entsprechen dem Wert Eins im einheitenlosem System:
Größen Gauss’sches cgs-System SI-System
Länge GM
c2
= 147 678 cm = 1476, 78m
Zeit GM
c3
= 4, 926 · 10−6 s = 4, 926 · 10−6 s
Baryonische Masse M = 1, 989 · 1033g = 1, 989 · 1030kg
Elektrische Ladung
√
4π0GM = 5, 138 · 1029 cm
3/2·g1/2
s = 1, 714 · 1020A · s
Gravitative Masse (Energie) Mc2 = 1, 79 · 1054 g·cm
2
s2
= 1, 79 · 1047 J
Winkelgeschwindigkeit c
3
GM
= 2, 030 · 105 1s = 1, 163 · 107 Grads
Drehimpuls
GM2

c = 8, 81 · 1048 g·cm
2
s = 8, 81 · 1041 J · s
Magnetisches Dipolmoment
√
4π0G
GM2

c2
= 7, 58 · 1034 cm5/2·g1/2s = 7, 58 · 1031A ·m2
Ladungs- pro Massendichte
√
4π0G = 2, 583 · 10−4 cm3/2s·g1/2 = 8, 617 · 10−11 A·skg
Elektrische Stromstärke
√
4π
0
G c
3 = 1, 043 · 1035 cm3/2·g1/2
s2
= 3, 479 · 1025A
Elektromagnetische Feldstärke
√
4π
0
G3
c4
M
= 2, 356 · 1023 g1/2
s·cm1/2
5Alternativ ist es bei rotierenden Scheiben sinnvoll alle Größen auf den Scheibenradius zu beziehen.
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A.3 Notation
• Metrik gab: Signatur (+,+,+,−)
• Indizes: Einstein’sche Summenkonvention
– kleine lateinische Buchstaben (a, b, ...) laufen von 1 bis 4
– kleine griechische Buchstaben (α, β, ...) laufen von 1 bis 3
– große lateinische Buchstaben (A,B, ...) laufen von 1 bis 2
• Komplexe Konjugation: a+ ib = a− ib mit a, b ∈ R
• Realteil: (...), Imaginärteil: (..)
• Ricci-Tensor: Rab = Rmamb = −Rmabm und Rmm = R
• Feldgleichungen: Gab = Rab − 12Rgab = 8πTab bezeichnet mit (EF )ab
• Energie-Impuls-Tensor des elektromagnetischen Feldes:
T
(em)
ab =
1
4π
(
FacF
c
b − 14gabFcdF cd
)
• Energie-Impuls-Tensor für geladenen Staub: Tab = μuaub + T (em)ab
• inhomogenen Maxwell-Gleichungen: Hab ;b = F ab ;b = 4πja
• homogenen Maxwell-Gleichungen: F[ab;c] = 0
• Feldstärketensor: Fab = Ab;a − Aa;b = Ab,a − Aa,b
• Viererpotential: Aa = (0, 0, Aϕ, At)
• Lorenz-Eichung: Aa;a = 1√−g (Aa
√−g),a = 0
• Massendichte: μ
• invariante Flächenmassendichte: σp
• Vierergeschwindigkeit: ua = (0, 0, uϕ, ut)
• Viererstromdichte: ja = elua
• Ladungsdichte: el = μ
• speziﬁsche elektrische Ladung (Ladung pro Massenelement):  ∈ [−1, 1]
• speziﬁsche elektrische Gesamtladung: ψ = Q/M, ψ ∈ [−1, 1]
• Lorentz-Kraftdichte: fa = μF abub
• Bewegungsgleichungen: μu˙a = μDua
Dτ
= fa
• Minkowski-Raumzeit: ds2 = ηabdxadxb
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• Metrik axialsymmetrisch, stationärer Raumzeiten in Lewis-Papapetrou-Weyl-
Koordinaten:
ds2 = f−1[h(d2 + dζ2) + 2dϕ2]− f(dt+ adϕ)2
ds2 = f−1[h(dzdz¯) + 2dϕ2]− f(dt+ adϕ)2 mit z = + iζ
• zugehörige Killing-Vektoren: ξ = ∂t und η = ∂ϕ bzw. ξa = δat und ηa = δaϕ
• Linearkombination der Killing-Vektoren: χ = ξ + Ωη
• Ereignishorizont: H : χaχa = 0
• Oberﬂäche einer Materieverteilung: B
• positive bzw. negative Symmetrieachse: A±
• räumlich Unendlich: C
• Vierergeschwindigkeit: ua = S−1/2 (ξa + Ωηa) mit S = − (ξa + Ωηa) (ξa + Ωηa)
• Winkelgeschwindigkeit Ω = dϕ
dt
• Ernst-Potentiale:
E = f − Φ¯Φ + ib, Φ = α + iβ
mit α = −At, eϕ ×∇β = f

(a∇At −∇Aϕ)
und eϕ ×∇b = f
2

∇a− 2 eϕ ×
(
Φ¯∇Φ) ,
bzw. b, = −f
2

a,ζ − 2αβ, + 2βα,, b,ζ = f
2

a, − 2αβ,ζ + 2βα,ζ ,
β, =
f

(aα,ζ + Aϕ,ζ) , β,ζ = −f

(aα, + Aϕ,)
ξ =
1− E
1 + E , q =
2Φ
1 + E
• Nablaoperator und Laplace-Operator in Zylinderkoordinaten:
∇P = ∂P
∂
e +
∂P
∂ζ
eζ
∇ ·A = 1

∂
∂
(A) +
∂Aζ
∂ζ
ΔP =
∂2P
∂2
+
1

∂P
∂
+
∂2P
∂ζ2
• Boyer-Lindquist-Koordinaten:
 =
√
r˜2 − 2Mr˜ + J2/M2 +Q2 sin θ˜, ζ = (r˜ −M) cos θ˜
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• Kerr-Parameter: A = J/M
• elliptische Koordinaten:  = 0
√
(1− η2) (1 + ν2), ζ = 0ην
• Koordinatenradius der Staubscheibe: 0
• Nablaoperator und Laplace-Operator in elliptischen Koordinaten:
∇P = 1
0
√
1 + ν2
ν2 + η2
∂P
∂ν
eν +
1
0
√
1− η2
ν2 + η2
∂P
∂η
eη
∇ ·A = 1
0 (ν2 + η2)
[
∂
∂ν
(√
1 + ν2
√
ν2 + η2Aν
)
+
∂
∂η
(√
1− η2
√
ν2 + η2Aη
)]
ΔP =
1
20 (ν
2 + η2)
[(
1 + ν2
) ∂2P
∂ν2
+ 2ν
∂P
∂ν
+
(
1− η2) ∂2P
∂η2
− 2η ∂P
∂η
]
• mitrotierendes Bezugssystem: ′ = , ζ ′ = ζ, ϕ′ = ϕ− Ωt, t′ = t
• asymptotische Kugelkoordinaten:  = r sinϑ, ζ = r cosϑ
• Nablaoperator und Laplace-Operator in Kugelkoordinaten:
∇P = ∂P
∂r
er +
1
r
∂P
∂ϑ
eϑ
∇ ·A = 1
r2
∂
∂
(
r2A
)
+
1
r sinϑ
∂
∂ϑ
(sinϑAϑ)
ΔP =
∂2P
∂r2
+
2
r
∂P
∂r
+
1
r2
∂2P
∂ϑ2
+
cotϑ
r2
∂P
∂ϑ
• physikalische Größen
– spezielle Multipolmomente: gravitative Masse M , Drehimpuls J , elektrische
Ladung Q, magnetisches Dipolmoment D
– gravitative bzw. elektromagnetische Multipolmomente: Pn bzw. Qn
– baryonische Masse: M0
– Energie und Drehimpuls des elektromagnetischen Feldes: Mem und Jem
– relative Bindungsenergie: Eb
• Reihenentwicklung einer Funktion F (x) nach x bei x = 0 bis zur Ordnung N :
F (x;N) =
N∑
n=0
cnx
n
• Wert für das Konvergenzkriterium nach Raabe-Duhamel: Kn = n
(
1− xr
∣∣∣ cn+1cn
∣∣∣)
• Padé-Approximation: P [M,N −M ]{F (x;N)}
• dreiparametrische Lösungsfamilie: L(ps, pr, pq)
• relativistischer Entwicklungsparameter: γ = 1− eUc = 1−√fc, γ ∈ [0, 1]
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A.4 Formeln
• Determinante der Metrik: g = −h22
f2
• Nichtverschwindende Komponenten der kontravarianten Metrik:
g11 = g22 =
f
h
, g33 =
f
2
, g34 = −fa
2
und g44 = −
2 − a2f 2
f2
• ko- und kontravariante Komponenten der Vierergeschwindigkeit:
uϕ =
f
2
(uϕ − aut) , ut = − 1
f2
[
af 2uϕ +
(
2 − a2f 2)ut] ,
ut = − f
(
auϕ + ut
)
, uϕ =
1
f
[(
2 − a2f 2)uϕ − af 2ut] ,
• Wellengleichungen für geladenen Staub:
4πμ
h
f
uϕ = ∇ ·
[
f
2
(a∇At −∇Aϕ)
]
−4πμh
f
ut = ∇ ·
[
af
2
(a∇At −∇Aϕ)− 1
f
∇At
]
• Feldgleichungen für geladenen Staub:
16πμ
h
f
uϕ (At + ut) = ∇ ·
[
f 2
2
∇a+ 4 f
2
At (a∇At −∇Aϕ)
]
8πμfh [2uϕ (aut − uϕ) + 1] = fΔf − (∇f)2 + f
4
2
(∇a)2
− 2f
[
(∇At)2 + f
2
2
(a∇At −∇Aϕ)2
]
(lnh), =
1
2

[
(ln f)2, − (ln f)2,ζ −
f 2
2
((
a,
)2 − (a,ζ)2)
]
+ 2
f

[(
Aϕ,
)2 − (Aϕ,ζ)2]
− 2
[
2 − a2f 2
f
((
At,
)2 − (At,ζ)2)+ 2af

(Aϕ,At, − Aϕ,ζAt,ζ)
]
(lnh),ζ = 
(
(ln f), (ln f),ζ −
f 2
2
a,a,ζ
)
+ 4
[
f

Aϕ,Aϕ,ζ − 
2 − a2f 2
f
At,At,ζ − af

(Aϕ,ζAt, + Aϕ,At,ζ)
]
• Ernst-Gleichungen: (E + Φ¯Φ)ΔE = (∇E + 2Φ¯∇Φ) · ∇E(E + Φ¯Φ)ΔΦ = (∇E + 2Φ¯∇Φ) · ∇Φ(
ξξ¯ − qq¯ − 1)Δξ = 2 (ξ¯∇ξ − q¯∇q) · ∇ξ(
ξξ¯ − qq¯ − 1)Δq = 2 (ξ¯∇ξ − q¯∇q) · ∇q
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• mitrotierendes Bezugssystem:
– Transformationsgleichungen der Potentiale:
f ′ = f
[
(1 + Ωa)2 − Ω
22
f 2
]
, (1− Ωa′) f ′ = (1 + Ωa) f, h
′
f ′
=
h
f
,
A′ϕ′ = Aϕ, A
′
t′ = At + ΩAϕ, A
t′ = At, Aϕ
′
= Aϕ − ΩAt
– Vierergeschwindigkeit: un
′
=
(
0, 0, 0, e−U
′
)
, un′ =
(
0, 0,−a′eU ′ ,−eU ′)
– Feld- und Wellengleichungen:
0 = ∇ ·
[
f ′
2
(
a′∇A′t′ −∇A′ϕ′
)]
,
−4πμ e2k′−3U ′ = ∇ ·
[
a′f ′
2
(
a′∇A′t′ −∇A′ϕ′
)− 1
f ′
∇A′t′
]
,
0 = ∇ ·
[
f ′2
2
∇a′ + 4f
′
2
A′t′
(
a′∇A′t′ −∇A′ϕ′
)]
,
8πμ e2k
′+2U ′ = f ′Δf ′ − (∇f ′)2 + f
′4
2
(∇a′)2
− 2f ′
[
(∇A′t′)2 +
f ′2
2
(
a′∇A′t′ −∇A′ϕ′
)2]
– Quasi-Ernst-Gleichungen:
e2U
′
ΔE ′ = (∇E ′ + 2Φ¯′∇Φ′) · ∇E ′ + 8πμ(eU ′ +  Φ¯′) eU ′+2k′
e2U
′
ΔΦ′ =
(∇E ′ + 2Φ¯′∇Φ′) · ∇Φ′ − 4πμ  eU ′+2k′
• baryonische Masse: M0 = −
∫
Vmat
μuanadV =
∫
Vmat
μu4
√−g d3x
• Ladung: Q = − ∫
Vmat
μuanadV =
∫
Vmat
j4
√−g d3x
• Energie des elektromagnetischen Feldes:
Mem =
∫
V
T
(em)
ab ξ
anbdV = 1
2
∫
Vmat
(At − ΩAϕ) j4
√−g d3x
• Drehimpuls des elektromagnetischen Feldes:
Jem = −
∫
V
T
(em)
ab η
anbdV = 1
4π
∫
V∞
Fc3F
c4
√−g d3x =
∫
Vmat
Aϕj
4
√−g d3x
• Drehimpuls: J = − ∫
V∞
Tabη
anbdV = Jem −
∫
Vmat
a′μ
√−g d3x
96 APPENDIX
• gravitative Masse:
M = 2
∫
V∞
(
Tab +
1
2
μgab
)
ξanbdV = 2Mem+
∫
Vmat
μ (1− 2Ωa′)√−g d3x = 2ΩJ+DM0
mit D = konstant
• relative Bindungsenergie: Eb = M0−MM0 = −2ΩJM0 + 1−D
A.4.1 Fernfeldverhalten der Potentiale bis zur dritten bzw. vier-
ten Ordnung in 1/r
f1 = − 2M.
f2 = 2M
2 +Q2.
f3 = m2
(
3 cos2 ϑ− 1)+M3 (cos2 ϑ+ 1)−MQ2 (cos2 ϑ+ 3) .
ΦΦ¯2 = Q
2.
ΦΦ¯3 = − 2MQ2.
ΦΦ¯4 = e2Q
(
3 cos2 ϑ− 1)−Q4 (cos2 ϑ− 1)+M2Q2 (cos2 ϑ+ 2)+D2 cos2 ϑ.
b2 = − 2J cosϑ.
b3 = 4MJ cosϑ.
b4 =
[
im3
(
5 cos2 ϑ− 3)− 3M2J (cos2 ϑ+ 1)+ (2Q2J +MQD) (cos2 ϑ− 1)] cosϑ.
α1 = Q.
α2 = −MQ.
α3 =
1
2
[
e2
(
3 cos2 ϑ− 1)+M2Q (cos2 ϑ+ 1)−Q3 (cos2 ϑ− 1)] .
β2 = D cosϑ.
β3 = (QJ +MD) cosϑ.
β4 = −1
2
[
ie3
(
5 cos2 ϑ−3)−MQJ (cos2 ϑ+3)+ 3Q2D (cos2 ϑ−1)−M2D cos2 ϑ] cosϑ.
a1 = 2J sin
2 ϑ.
a2 = (2MJ −QD) sin2 ϑ.
a3 = −
[
im3
(
5 cos2 ϑ− 1)−M2J (3 cos2 ϑ+ 1)
+MQD
(
cos2 ϑ+ 1
)
+ 2Q2J cos2 ϑ
]
sin2 ϑ.
Aϕ 1 = −D sinϑ.
Aϕ 2 =
1
2
(MD − 3QJ) sin2 ϑ.
Aϕ 3 =
3
2
[
ie3
(
5 cos2 ϑ− 1)−MQJ (cos2 ϑ+ 1)
+Q2D
(
3 cos2 ϑ− 1)− 2M2D cos2 ϑ] sin2 ϑ.
A.4. FORMELN 97
A.4.2 Terme der Einstein’schen Feldgleichungen
Die nicht-verschwindenden Komponenten des Energie-Impuls-Tensors (1.13) bezüglich
des Viererpotentials Aa = (0, 0, Aϕ, At) und der Metrik (1.42) lauten:
8πT11 =
1
f2
[
f 2
(
A2ϕ,−A2ϕ,ζ
)− (2−f 2a2) (A2t,−A2t,ζ)− 2af 2 (Aϕ,At,−Aϕ,ζAt,ζ)] .
8πT22 = − 8πT11.
8πT12 =
2
f2
[
f 2Aϕ,Aϕ,ζ −
(
2 − f 2a2)At,At,ζ − af 2 (Aϕ,ζAt,+Aϕ,At,ζ)] .
8πT33 =
1
hf2
[
f 2
(
2 + f 2a2
) (
A2ϕ, + A
2
ϕ,ζ
)
+
(
2 − f 2a2)2 (A2t,+A2t,ζ)
+2f 2a
(
2 − f 2a2) (Aϕ,At, + Aϕ,ζAt,ζ)]+ 8πμu2ϕ.
8πT34 =
1
h2
[
f 3a
(
A2ϕ, + A
2
ϕ,ζ
)− fa (2 − f 2a2) (A2t, + A2t,ζ)
+2f
(
2 − f 2a2) (Aϕ,At, + Aϕ,ζAt,ζ)]+ 8πμuϕut.
8πT44 =
1
h2
[
f 3
(
A2ϕ, + A
2
ϕ,ζ
)
+ f
(
2 + f 2a2
) (
A2t, + A
2
t,ζ
)
− 2f 3a (Aϕ,At, + Aϕ,ζAt,ζ)
]
+ 8πμu2t .
Da im Energie-Impuls-Tensor bezüglich dem Viererpotential Aa = (0, 0, Aϕ, At) und der
Metrik (1.35) keine Ableitungen nach W auftreten, muss für dessen Komponenten in den
obigen Gleichungen nur  durch W ersetzt werden.
Für das Produkt der Spur des Energie-Impuls-Tensors mit der Metrik ergeben sich
die nichtverschwindenen Komponenten zu:
−4πTg11 = − 4πTg22 = 4πμh
f
.
−4πTg33 = 4πμ 1
f
(
2 − a2f 2) .
−4πTg34 = − 4πTg44a = −4πμfa.
Die nichtverschwindenden Komponenten des symmetrischen Ricci-Tensors bezüglich
der Metrik (1.42) lauten:
R11 =
1
2
[
1
f
(
f, +
1

f, + f,ζζ
)
− 1
h
(
h, − 1

h, + h,ζζ
)
+
1
h2
(
h2, + h
2
,ζ
)
− 1
f 2
(
2f 2, + f
2
,ζ
)
+
f 2
2
a2,
]
.
R22 =
1
2
[
1
f
(
f, +
1

f, + f,ζζ
)
− 1
h
(
h, +
1

h, + h,ζζ
)
+
1
h2
(
h2, + h
2
,ζ
)
− 1
f 2
(
f 2, + 2f
2
,ζ
)
+
f 2
2
a2,ζ
]
.
R12 =
1
2
[
1
h
h,ζ − 1
f 2
f,f,ζ +
f 2
2
a,a,ζ
]
.
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R33 =
1
2h
[
2 + a2f 2
f
(
f, +
1

f, + f,ζζ
)
+ 2af 2
(
a, − 1

a, + a,ζζ
)
−
2 + a2f 2
f 2
(
f 2, + f
2
,ζ
)
+
f 2
2
(
2 + a2f 2
) (
a2, + a
2
,ζ
)
+ 4af (a,f, + a,ζf,ζ)
]
.
R34 =
1
2h
[
af
(
f, +
1

f, + f,ζζ
)
− a (f 2, + f 2,ζ)+ f 2
(
a, − 1

a, + a,ζζ
)
+
af 4
2
(
a2, + a
2
,ζ
)
+ 2f (f,a, + a,ζf,ζ)
]
.
R44 =
1
2h
[
f
(
f, +
1

f, + f,ζζ
)
− (f 2, + f 2,ζ)+ f 42 (a2, + a2,ζ)
]
.
Der Ricci-Skalar bezüglich der Metrik (1.42) lautet:
R =
1
hf
[
f
(
f,+
1

f,+f,ζζ
)
− 3
2
(
f 2,+f
2
,ζ
)
+
f 4
22
(
a2,+a
2
,ζ
)− f 2 ((lnh),+(lnh),ζζ)
]
.
=
f
h
[
1
f
Δf − 3
2
1
f 2
(∇f)2 + f
2
22
(∇a)2 − 1
h
Δh− 1
h2
(∇h)2 + 1

(lnh),
]
.
Die nichtverschwindenden Komponenten des symmetrischen Ricci-Tensors bezüglich
der Metrik (1.35) lauten:
R11 =
1
2W 2h2f 2
[
fhW 2 (hf, + hf,ζζ − fh, − fh,ζζ) + h2fW (f,W, + f,ζW,ζ)
+f 2W 2
(
h2, + h
2
,ζ
)
+ hWf 2 (W,h, −W,ζh,ζ)−W 2h2
(
2f 2, + f
2
,ζ
)
−2h2Wf 2W, + f 4h2a2,
]
.
R22 =
1
2W 2h2f 2
[
fhW 2 (hf, + hf,ζζ − fh, − fh,ζζ) + h2fW (f,W, + f,ζW,ζ)
+f 2W 2
(
h2, + h
2
,ζ
)− hWf 2 (W,h, −W,ζh,ζ)−W 2h2 (f 2, + 2f 2,ζ)
−2h2Wf 2W,ζζ + f 4h2a2,ζ
]
.
R12 =
1
2W 2f 2h
[
f 4ha,a,ζ − 2Wf 2hW,ζ −W 2hf,f,ζ +Wf 2 (W,h,ζ +W,ζh,)
]
.
R33 =
1
2hW 2f 2
[
W 2f
(
W 2 + a2f 2
)
(f, + f,ζζ) + 2W
2af 4 (a, + a,ζζ)
−2W 3f 2 (W, +W,ζζ)−W 2
(
W 2 + a2f 2
) (
f 2, + f
2
,ζ
)
+f 4
(
W 2 + a2f 2
) (
a2, + a
2
,ζ
)
+ 4W 2af 3 (a,f, + a,ζf,ζ)
+fW
(
W 2 + a2f 2
)
(f,W, + f,ζW,ζ)− 2Waf 4 (W,a, +W,ζa,ζ)
]
.
R34 =
1
2hW 2
[
W 2af (f, + f,ζζ) + f
2W 2 (a, + a,ζζ)−W 2a
(
f 2, + f
2
,ζ
)
+af 4
(
a2, + a
2
,ζ
)
+ 2W 2f (f,a, + a,ζf,ζ)−Wf 2 (W,a, +W,ζa,ζ)
+fWa (f,W, + f,ζW,ζ)] .
R44 =
1
2hW 2
[
fW 2 (f, + f,ζζ)−W 2
(
f 2, + f
2
,ζ
)
+ f 4
(
a2, + a
2
,ζ
)
+fW (f,W, + f,ζW,ζ)] .
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