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INVERSE PROBLEM FOR EINSTEIN-SCALAR FIELD
EQUATIONS
YAROSLAV KURYLEV, MATTI LASSAS, LAURI OKSANEN, AND GUNTHER UHLMANN
Abstract. The paper introduces a method to solve inverse problems for hy-
perbolic systems where the leading order terms are non-linear. We apply the
method to the coupled Einstein-scalar field equations and study the question
whether the structure of spacetime can be determined by making active mea-
surements near the world line of an observer. We show that such measurements
determine the topological, differential and conformal structure of the spacetime
in the optimal chronological diamond type set containing the world line. In the
case when the unknown part of the spacetime is vacuum, we can also determine
the metric itself. We exploit the non-linearity of the equation to obtain a rich set
of propagating singularities, produced by a non-linear interaction of singulari-
ties that propagate initially as for linear wave equations. This non-linear effect
is then used as a tool to solve the inverse problem for the non-linear system.
The method works even in cases where the corresponding inverse problems for
linear equations remain open, and it can potentially be applied to a large class
of inverse problems for non-linear hyperbolic equations encountered in practical
imaging problems.
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1. Introduction and main results
In this paper we introduce a new method to solve inverse problems for hyperbolic
systems where the leading order terms depend non-linearly on the solution. Earlier,
we have considered a related inverse problem for scalar wave equations where the
leading order terms are given by the linear wave operator with a fixed metric [49].
Non-linear hyperbolic systems are used in several applications, but the models of
the non-linear terms are often quite heuristic. In order to have a canonical non-
linearity, we consider a measurement model for Einstein’s equations coupled with
scalar fields.
In this context several difficulties appear. In particular, detection of singularities
of waves becomes non-trivial: A well-known physical example of this is that only
two polarisations of gravitational waves can be observed even though the solutions
to Einstein’s equations take values in the space of symmetric 4× 4 matrices that
corresponds to a 10-dimensional space of polarisations (see Section 2 for further
discussion). Moreover, the definition of measurements becomes non-trivial as any
source changes the space-time itself in the future of its support.
The method we develop utilises the non-linearity as a tool and it enables us
to solve inverse problems for non-linear equations even in cases where the inverse
problem for the corresponding linear system remains open. Indeed, the existing
uniqueness results for linear hyperbolic equations require restrictive geometric as-
sumptions such as stationarity, whereas our result is applicable to any globally
hyperbolic spacetime. We review the existing literature on inverse problems in
detail in Section 1.2.
Outside the context of inverse problems, there are many results on non-linear
interaction of waves, starting from the studies of Bony [11], Melrose and Ritter
[60, 64] and Rauch and Reed, [73]. However, these studies are different from the
present paper since they assume that the geometrical setting, in particular the
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locations and types of caustics, is a priori known, whereas in our inverse problem
wave propagation is studied on an unknown manifold and we allow for caustics of
arbitrary, including unstable, type. This causes further difficulties in the analysis
of the non-linear interaction.
In physical terms, we study the question: Can an observer determine the struc-
ture of the surrounding spacetime by doing measurements near its world line?
The conservation law for Einstein’s equations dictates, roughly speaking, that any
source in the equation must take energy from some fields in order to increase en-
ergy in other fields. The scalar fields are included in the model that we consider
to facilitate this. They correspond to spin zero particles.
Let us now give the mathematical formulation of the problem. Let M be a
smooth 1 + 3-dimensional manifold. Einstein’s equations for a Lorentzian metric
g on M are
Ein(g) = T,
where Ein(g) is the Einstein tensor associated to g and T is a stress-energy tensor.
In vacuum T = 0. The measurement model we consider is
Ein(g) = T, T = T(g, φ) + F1,(1)
gφl − V ′l(φ) = F2l , l = 1, 2, ..., L.(2)
Here V ′l(φ) = ∂φlV(φ), φ = (φl), l = 1, 2, . . . , L, are the scalar fields, and
F = (F1,F2) = (F1,F21 , . . . ,F2L),
models a source in the measurements. The physical interpretation of F is discussed
in Appendix C. The coupling T = (Tjk) is given by
Tjk(g, φ) =
L∑
l=1
(
∂jφl∂kφl − 1
2
gjkg
pq∂pφl∂qφl
)
− V(φ)gjk,
the potential V is assumed to be a smooth function RL → R, and g is the wave
operator associated to g. For example, a typical model is
V(φ) = 1
2
L∑
l=1
m2l φ
2
l ,
where ml ≥ 0 are constants.
We say that a smooth Lorentzian manifold (M, ĝ) and a function φ̂ are back-
ground spacetime and scalar fields if they satisfy (1)–(2) with F = 0 and if (M, ĝ)
is globally hyperbolic. The definition of global hyperbolicity is recalled below, see
Definition 1.7. A globally hyperbolic manifold is isometric to a product manifold
R×N with the Lorentzian metric given by
ĝ = −β(t, y)dt2 + κ(t, y),
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where β : R×N → R+ is smooth and κ is a Riemannian metric on N depending
smoothly on t, see [9]. Without loss of generality, we make the standing assumption
that M = R×N , and consider equations (1)–(2) with the initial conditions
(3) g = ĝ, φ = φ̂, in (−∞, 0)×N .
The source F in (1)–(2) can not be arbitrary since the Bianchi identities imply
that that the Ein(g) is divergence free, that is, divg Ein(g) = 0. Hence the stress
energy tensor T needs to satisfy the conservation law
(4) divgT = 0.
This again implies the compatibility condition
(5) divgF1 +
L∑
l=1
F2l dφl = 0,
see Corollary 5.8 for a detailed discussion. In order to guarantee that (1)–(3)
admits a rich set of sources in a neighbourhood of F = 0, we assume the following
generic condition, that we call the non-degeneracy condition for the background
scalar fields,
(ND) dφ̂l(x), l = 1, 2, 3, 4, are linearly independent for all x ∈ U ,
where U ⊂M is a set containing the support of the source F in (1)–(2).
Observe that the system (1)–(3) is invariant with respect to isometries and that
the metric tensor g begins to change as soon as F becomes non-zero. In order
to take this invariance into account, we model local measurements using Fermi
coordinates. Let x ∈ {0} × N and let ξ ∈ TxM be timelike and future-pointing.
Define µĝ(s) = exp
ĝ
x(sξ), where exp
ĝ is the exponential map on (M, ĝ). Let Xj,
j = 0, 1, 2, 3, be a basis of TxM , with X0 = ξ, and consider the following Fermi
coordinates around the world line µĝ,
Φĝ(s, y
1, y2, y3) = expĝµĝ(s)
(
3∑
j=1
yjY ĝj
)
,(6)
where Y ĝj is the parallel transport of Xj along µĝ, j = 1, 2, 3. Here the parallel
transport is taken with respect to ĝ, and
s ∈ [0, 1], (y1, y2, y3) ∈ B0,
where B0 ⊂ R3 is a small enough neighbourhood of the origin so that the Fermi
coordinates (6) are well-defined in [0, 1]×B0. We write
V = (0, 1)×B0.
Let T̂ > 0 satisfy Φĝ(V ) ⊂ (−∞, T̂ ) × N , and consider a Lorentzian metric g
on (−∞, T̂ )×N such that the corresponding Fermi coordinates Φg : V → M are
well-defined. Here Φg is defined as Φĝ above except that now the world line µg,
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Figure 1. Left. The setting of Theorem 1.1. The solid red line
depicts the worldline µ along which the frame Yj = Y
ĝ
j , j = 1, 2, 3,
defines the Fermi coordinates (the third direction is suppressed in
the picture). The blue cylinder is the coordinate neighbourhood
Φ(V ) and the dashed double cone is the chronological diamond
I(µ(0), µ(1)). Right. Fermi coordinates for a perturbed metric g.
As the source F becomes non-zero, the Fermi coordinates start to
change. The support of F is depicted as the grey area.
the exponential map and the parallel transports are defined with respect to g. We
often use the shorthand notation µ = µĝ, Φ = Φĝ and
M̂ = (0, T̂ )×N.(7)
Then we model local measurements near the world line µ by the following data set
Dr,k(ĝ, φ̂) ={(Φ∗gg,Φ∗gφ,Φ∗gF) ∈ Ck(V ) ;(8)
(g, φ,F) satisfies (1)–(2) on M̂, (3) holds,
supp (F) ⊂ Φg(V ),
∥∥Φ∗gF∥∥Ck(V ) < r},
where r > 0, k ∈ N, and Φ∗g is the pullback under Φg : V → M . This set
corresponds to the graph of the response operator used in earlier studies, see (14)
below.
We emphasize that in the above model, the representations of the fields g and
φ in the Fermi coordinates are measured only in a small neighbourhood Φg(V )
of the world line µg. The neighbourhood Φĝ(V ) is depicted as the blue cylinder
Figure 1. Let us also remark that (g, φ,F) in the defining property of Dr,k(ĝ, φ̂)
satisfies (5) since it satisfies (1)–(2). In particular, for fixed (g, φ), the sources F
in (8) depend on (g, φ) via the constraint (5).
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As signals in Einstein’s equations propagate with finite speed, the data Dr,k(ĝ, φ̂)
can not determine ĝ on the whole manifold M . The fastest signals, for example
gravitational waves, propagate at the speed of light, and an observer moving along
µ is able to probe a region U in M only if signals can reach U from µ and if signals
from U can return to µ.
We will define next the set where we are able to gain information on ĝ. This
diamond type set is close to optimal. Indeed, if the chronological future and past
are replaced by the causal future and past in its definition, then it is not possible to
obtain information on ĝ in the complement of this slightly larger set, independently
of the choice of the Fermi coordinates. We give the definitions of causal future
and past in Section 1.1 below, and recall here only the concepts that are needed to
formulate our main result. For p, q ∈M , p q in (M, ĝ) means that p and q can
be joined by future pointing timelike curves in (M, ĝ). The chronological future
and past of p ∈M are
(9) I+(p) = {q ∈M ; p q in (M, ĝ)}, I−(p) = {q ∈M ; q  p in (M, ĝ)}.
We will obtain information on ĝ on the chronological diamond type set
(10) I(p, q) = I+(p) ∩ I−(q),
containing the world line µ in the sense that p = µ(0) and q = µ(1).
Theorem 1.1. Suppose that smooth ĝ and φ̂ satisfy (1)–(2) on M with F = 0,
and that (M, ĝ) is globally hyperbolic. Consider the Fermi coordinates Φ : V →M
around a world line µ as defined in (6), and suppose that φ̂ satisfies (ND) with
U = Φ(V ). Then for arbitrary small r > 0 and large k ∈ N, the data set Dr,k(ĝ, φ̂)
determines the topology, differentiable structure and conformal class of the metric
ĝ in the chronological diamond I(µ(0), µ(1)).
In the case of a vacuum spacetime we can recover also the conformal factor.
Corollary 1.2. Let ĝ, φ̂, Φ and µ be as in Theorem 1.1. Suppose, furthermore,
that W ⊂ I(µ(0), µ(1)) is vacuum, i.e. Ricci-flat, and that any point in W can
be connected by a curve, lying completely in W , to a point in Φ(V ). Then for
arbitrary small r > 0 and large k ∈ N, the data set Dr,k(ĝ, φ̂) determines the
topology and differentiable structure of W and isometry class of ĝ in W .
Remark 1.3. The techniques considered in this paper can be used also to study
inverse problems for non-linear hyperbolic systems encountered in applications. In
fact, one of the motivations of this paper is to develop methods that will transfer
tools of General Relativity to medical and seismic imaging. For instance, in medical
imaging, in the the recently developed Ultrasound Elastography imaging technique
the elastic material parameters are reconstructed by sending (s-polarized) elastic
waves that are imaged using (p-polarized) elastic waves, see e.g. [41, 59]. This
imaging method uses interaction of waves and is based on the non-linearity of the
system.
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Remark 1.4. The question, what is the topology of our Universe, can be considered
as an inverse problem for the coupled Einstein and matter field equations. This
fundamental question has been studied in [56, 77]. In addition to the topology,
in this paper we consider also the determination of the conformal type of the
Lorentzian metric.
Remark 1.5. Theorem 1.1 implies that, if we have two non-conformal spacetimes,
a generic measurement gives different results on these manifolds. In particular,
this implies that perfect spacetime cloaking, in sense of light rays, see [23, 58], is
not possible with a smooth metric in a globally hyperbolic universe.
Remark 1.6. The non-degeneracy assumption (ND) could be replaced by the as-
sumption that dφ̂l(x), l = 1, . . . , L, span T
∗
xM for all x ∈ Φ(V ). We make the
stronger assumption just to avoid cumbersome notation in the linearization sta-
bility proofs below.
1.1. Notations and definitions. Analogously to the chronological future and
past (9), we define the causal future and past of a point p ∈ M on a Lorentzian
manifold (M, g) by
J+(M,g)(p) = {q ∈M ; p ≤ q in (M, g)}, J−(M,g)(p) = {q ∈M ; q ≤ p in (M, g)}.
where p ≤ q means that p and q can be joined by a future pointing causal curve
in (M, g) or p = q. We write also J(M,g)(p, q) = J
+
(M,g)(p) ∩ J−(M,g)(q).
Definition 1.7 ([10]). A Lorentzian manifold (M, g) is globally hyperbolic if there
are no closed causal paths in M , and the set J(M,g)(p, q) is compact for any pair of
points p, q ∈M .
We denote by ∇g, divg and Ric(g) the covariant derivative, divergence and the
Ricci tensor with respect to g. Using the shorthand notation
(dφ⊗ dφ)jk =
L∑
`=1
∂jφ`∂kφ`, (V ′(φ))` = ∂φ`V(φ).
where j, k = 0, 1, 2, 3, ` = 1, . . . , L, equation (1) can be written as
Ric(g)− dφ⊗ dφ− V(φ)g = F 1, F 1 = IgF1,(11)
where Ig is the involution
IgF
1 = F 1 − trg F
1
2
g.
Here trg F
1 = gjkF 1jk is the contraction with g. We will use also the shorthand
notation
IgF = (IgF1,F2).
The bundle of symmetric 2-tensors over M is denoted by
Sym2 = Sym(T ∗M ⊗ T ∗M).
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For vector bundles E and F over M , we denote by Hom(E,F ) the vector bundle
whose fibre at x ∈ M is the space of linear maps from the fibre Ex of E to the
fibre Fx of F . We write also End(E) = Hom(E,E).
1.2. Earlier results. Inverse problems for partial differential equations is a much
studied topic, however, the present theory is largely confined to the case of linear
equations. For a majority of the few existing results on non-linear equations, e.g.
[44, 79, 82], non-linearity is an obstruction rather than a helpful feature. On the
contrary, our method to solve the inverse problem for Einstein’s equations is based
on the non-linear interaction of gravitational waves, and only global hyperbolicity
is assumed on the underlying spacetime. In an earlier paper [49] we considered
a similar method in the case of a semi-linear wave equation, and we discuss this
result in more detail below. We emphasize that the present study of Einstein’s
equations can not use the techniques in [49] in a straightforward manner due to
the much more complicated structure of the non-linearity. In particular, contrary
to [49], the non-linearity appears also in the leading order terms.
As our approach uses the non-linearity in an essential way, it differs from the
classical methods used to study inverse problems for linear wave models, that
is, the Boundary Control method [46] and the geometric optics based approach
[72, 81], that have been used to solve various inverse problems for linear wave
equations. However, these methods fail when the equations have general time-
dependent coefficients. For the former method this is because the sharp unique
continuation result [85] does not hold for wave equations with coefficients that
are smooth, but not real analytic, in the time variable [1]; and for the latter
method because it is not known if the light ray transform is injective on a globally
hyperbolic Lorentzian manifold. In the case of time-independent coefficients, the
light ray transform reduces to the geodesic ray transform. The injectivity of the
latter transform has been studied extensively in the Riemannian context [26, 43,
68, 69, 70, 80, 86].
The inverse problem for linearized Einstein’s equations is open, and the same is
true for other similar linear wave equations. We solve the inverse problem for the
physical, non-linear Einstein’s equations.
In the case of linear equations, it is now classical to model active measurements
by using the Dirichlet-to-Neumann map [84]. In the case of Einstein’s equations,
modelling active measurements is more subtle since the spacetime can not be ob-
served from outside, and (8) appears to be the first model for active measurements
in this case. Let us now recall from [49] the model of active measurements for the
non-linear wave equation
ĝu(x) + a(x)u(x)2 = f(x) on M,(12)
u(x) = 0, for x ∈M0 \ J+(M,ĝ)(supp (f)),
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where a is non-vanishing and smooth, and (M, ĝ) is globally hyperbolic. Letting
µ be as in Theorem 1.1, and letting V ⊂ M be a neighbourhood of µ([0, 1]), the
active measurements can be modelled by the set
Dwaver,k (ĝ) = {(u|V , f) ; (u, f) satisfies (12) on M̂,(13)
supp (f) ⊂ V, ‖f‖Ck(V ) < r}.
The set (13) is the analogue of (8) but simpler, since the complications related to
the coordinate invariance of the Einstein’s equations do not arise in this case. Let
us remark that in [49] the results were actually formulated by using the response
operator
(14) LV f = u|V
For small enough r > 0 and large enough k ∈ N, the set (13) is the graph of LV .
It was shown in [49] that the set (13) determines the conformal class of the metric
ĝ in I(µ(0), µ(1)). This is the analogue of Theorem 1.1 for (12).
Remark 1.8. The result in [49] deals with an inverse problem for “near field”
measurements, modelled by (13) or the corresponding response operator. In the
case of inverse problems for linear equations, near field measurements are typically
modelled by the Dirichlet-to-Neumann map, and they are equivalent to scattering
measurements or “far field” information [8]. Analogous equivalence for non-linear
equations has not yet been studied but it is plausible that the theory of near field
measurements is useful when studying inverse scattering problems also in this case.
On related inverse scattering problems, see [27, 45, 62, 78].
Finally, even though in this paper we consider near-filed measurements, the
techniques we use to study non-linear interaction of waves takes its inspiration
from microlocal scattering theory [3, 4, 29, 32, 35, 36, 63, 87]. In the case of the
near field measurements, the inverse problems for Einstein manifolds have been
studied in the Riemannian context in [78].
2. Outline of the proof
In order to give a rough idea of the proof, let us consider here only the simple
model case (12) with ĝ = −dt2 + dx2 + dy2 + dz2, the Minkowski metric, and
a = 1 identically. The idea is to use the source f to generate propagating singu-
larities that interact via the non-linearity. The propagating singularities will be
constructed so that their interaction produces a new singularity that behaves like
a point source. Recording the singularities produced by each such “artificial point
source” in I(µ(0), µ(1)) allows for a reduction to the purely geometric problem
solved in [49, Th. 1.2]. Let us also mention that the geometric step has been
generalized for manifolds with boundary in [34]. Another generalization involving
broken geodesics is given in [51].
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q
Figure 2. Top left. A schematic picture of outline of the proof
of Theorem 1.1 as discussed in Section 2. Waves propagating near
geodesics (depicted as black curves), sent from Φ(V ), interact at the
point q ∈ I(µ(0), µ(1)). Via a non-linear interaction, they can pro-
duce propagating singularities (in red) analogous to those generated
by a point source at q. Rest of the panels. Interactions of pieces
of the four plane waves uj as time passes. Top right. The pieces
interact pairwise on the red line segments, no new propagating sin-
gularities appear. Bottom left. Interactions of triples produce conic
singularities and the interaction of all the four pieces of waves pro-
duces a spherical singularity. Only one of the four conic singularities
(in black) is shown in the picture. Bottom right. The spherical sin-
gularity expands as time passes. It can be detected far away from
the point where the interaction happened.
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To explain this in more detail, but still roughly, let f = h,  > 0, and write the
asymptotic expansion of the solution of (12),
u = w1 + 
2w2 + 
3w3 + 
4w4 +O(5),
where, using the notation Q = −1ĝ for the causal inverse,
w1 = Qh, w2 = −Q(w21), w3 = −2Q(w1w2),(15)
w4 = −Q(w22)− 2Q(w1w3).
We say, for example, that w3 results from the interaction of w1 and w2.
Let us make a linear change of coordinates in the Minkowski space, such that
in the new coordinates xj, j = 1, 2, 3, 4, the hyperplanes Kj = {xj = 0} are
lightlike, that is, TxKj contains a lightlike vector for all x ∈ R4. The plane waves
uj(x) = (x
j)m+ , where m > 0 and
(xj)m+ =
{
(xj)m, xj ≥ 0,
0, otherwise,
(16)
are solutions to the wave equation ĝu = 0. They are singular on the hyperplanes
Kj. Moreover, the singularity on Kj has a specific direction: the wave front set of
uj is the conormal bundle of Kj, that is, WF (uj) = N
∗Kj \ 0, see Section 3.3 for
this notation.
Interactions of the waves uj produce new singularities, for instance, the product
u1u2 is singular on U ∪ X where U = N∗K1 ∪ N∗K2 and X = N∗(K1 ∩ K2).
The set X contains covectors that are not in U , however, in this case of the
pairwise interaction, all the lightlike covectors in X are also in U . As the solution
operator Q propagates only lightlike singularities, no new propagating singularities
are produced in pairwise interactions.
When three waves interact, say u1, u2, u3, new propagating singularities are pro-
duced since N∗(K1 ∩ K2 ∩ K3) contains lightlike covectors that are not in any
N∗Kj, j = 1, 2, 3. The interaction of three waves has been analysed in [74, 61, 65].
A conic singularity comes out of the line of intersection, and the geometry of the
singularity is similar to shock discontinuities that happen at the interface between
subsonic and supersonic speeds, see Figure 2.
The intersection of the four hyperplanes Kj is the origin, and its conormal
bundle is the fibre of the cotangent space at the origin. In particular, the conormal
bundle contains the light-cone L+0 R4, and hence the interaction of the four waves
uj produces a new singularity that corresponds to a spherical wave, in the sense
that the singularity coincides with that generated by a point source at the origin.
Summarizing, the four wave interactions can produce artificial point sources.
The proof of Theorem 1.1 is based on an analysis of the non-linear interaction
of four solutions to the linearized Einstein-scalar field equations. Of course, as
the background metric ĝ can be very general, and as the sources F in (8) need to
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satisfy support constraints, we can not use explicit solutions like (16). These are
replaced by more general conormal distributions in the actual proof below.
We begin by showing that the Einstein-scalar field equations admit a rich set of
solutions with propagating singularities. That is, in Section 3 we show that (1)–(2)
can be linearized along families of solutions so that the thus obtained solutions
to the corresponding linearized equations have propagating singularities, and that
the geometric structure of the singularities is constrained only by a linearized,
microlocal version of the conservation law (4), see Definition 3.4.
In Section 4 we study the analogue of the interaction terms (15) for the Einstein-
scalar field equations. Although on the level of the geometry of propagation of
singularities the analysis of the interaction terms is very similar with the above
model case, it is more complicated to show that interaction terms do not vanish,
say, due to them cancelling each other. We show this by considering the principal
symbols of the interaction terms, viewed as conormal distributions. Let us also
point out that the analysis of the principal symbols is not analogous to that in
[49], in particular, the asymptotic approach in [49, Section 3.4] does not seem to
work in our setting.
Finally in Section 5 we deal with the global geometric aspects of the proof and
finish the reduction to [49, Th. 1.2]. Also we treat there the complications related
to the coordinate invariance of the Einstein’s equations, that are manifest both
when sending and receiving propagating singularities.
To get a flavour of the complications when trying to detect singularities in g, say
gravitational waves, observe that the Fermi coordinates Φg in the definition of the
data set (8) may be non-smooth when g is non-smooth. The use of non-smooth
coordinates Φg can hide singularities in g. However, if g is a conormal distribution
on a submanifold of codimension one, certain singularities are generically visible in
the coordinates Φg. More precisely, the principal symbol of Φ
∗
gg is non-vanishing
generically on a rank 2 subbundle of the rank 10 bundle of symmetric 2-tensors.
Indeed, as the Fermi coordinates are used, Φ∗gg has 6 degrees of freedom to begin
with, and on top of this, the conservation law (4) imposes 4 additional constraints.
Definition 3.4 below gives the analogue (4) for principal symbols. In physical
terms, if g is a gravitational wave, the rank 2 subbundle corresponds to the two
polarizations of that can be observed, see [57]. More detailed physical explanations
on the used measurement model can be found from the earlier extended preprint
version of this paper [50].
3. Construction of solutions with propagating singularities
In this section we will show that Einstein’s equations coupled with scalar fields
(1)–(2) admit a rich set of solutions with propagating singularities. These solu-
tions are constructed for sources F having small support. The locally generated
propagating singularities are then used in later sections to probe the background
spacetime (M, ĝ).
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3.1. Einstein’s equations as a system of quasilinear wave equations. In
order to treat (1)–(2) as a hyperbolic system, we need to fix a suitable gauge. We
follow the presentation in [76, pp. 152-154]. Let ĝ be a smooth Lorentzian metric
tensor on M . Let Γ̂rpq be the Christoffel symbols of ĝ and define Ĥk = gkrg
pqΓ̂rpq.
Define also
Γpkq =
1
2
(∂pgkq + ∂qgpk − ∂kgpq), Γk = gpqΓpkq.
As the difference of two connections is a tensor, we see that the local expression
Ĥk − Γk defines a tensor, that we denote by Hĝ(g). That is,
Hĝ(g)k = Ĥk − Γk, k = 0, 1, 2, 3.(17)
We define the reduced Ricci tensor
Ricĝ(g) = Ric(g) +∇gHĝ(g),
and consider the reduced Einstein’s equations coupled with scalar fields
Ricĝ(g)− dφ⊗ dφ− V(φ)g = F 1, in M̂ ,(18)
gφ− V ′(φ) = F 2, in M̂ ,
g = ĝ, φ = φ̂, in (−∞, 0)×N .
This is a quasilinear wave equation. Indeed, locally [76, eq. (14.3)],
Ricĝ(g)jk = −1
2
gpq∂p∂qgjk +∇jĤk + gpqgrs(ΓprjΓqsk + ΓprjΓqks + ΓprkΓqjs),
where only the first term contains second order derivatives of g. Here ∇j is the
covariant derivative ∇g in the coordinate direction ∂j.
It follows from a typical fixed point argument that (18) has a unique solution
(g, φ) when (F 1, F 2) is in a small neighbourhood of the origin in Ck0 (U ; Sym
2⊕RL),
with U ⊂ M̂ bounded and k ∈ N large, see [42] or [47] for such an argument and
Appendix B for further discussion.
Let (g, φ) solve (18) and set F = IgF where F = (F 1, F 2). Then (g, φ,F) solves
(1)–(2) if and only if the following gauge condition holds
Hĝ(g) = 0.(19)
This is equivalent with the compatibility condition (5), see Corollary 5.8 in Ap-
pendix A. In the next section we will give a construction of sources F that satisfy
(5), and that generate a rich set of propagating singularities, as demonstrated later
in Section 3.5.
It will be occasionally useful that the subprincipal part of the second equation
in (18) simplifies under the condition (19). Indeed, in local coordinates (19) is
equivalent with gpqΓjpq = g
pqΓ̂jpq, j = 0, 1, 2, 3, and then
gφ = g−1(D,D)φ− gpqΓ̂jpq∂xjφ,(20)
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where g−1(D,D)φ = gpq∂p∂qφ. In particular, the subprincipal part of the second
equation in (18) does not contain derivatives of g.
3.2. Linearization stability. We will next formulate a linearization stability re-
sult for the system (1)–(3). Linearization stability has been studied extensively
in the context of the initial value problem for (1)–(2), i.e. when F = 0, see e.g.
[12, 13, 17, 22, 25]. The distinctive feature of our result is that the source F
can be non-zero but its support is localized. The localization is essential when
considering inverse problems, in particular, it allows us to satisfy the constraint
supp (F) ⊂ Φg(V ) in (8).
Proposition 3.1. Let U ⊂ M̂ be open, and suppose that L ≥ 4 and that φ̂ satisfies
the non-degeneracy condition (ND). If (f 1, f 2) ∈ Ck(M̂ ; Sym2 ⊕ RL) is compactly
supported in U , k is large enough, and if
divĝf
1 + f 2 · dφ̂ = 0,(21)
then there is a neighbourhood E ⊂ R of the origin and a family of solutions
(g(), φ(),F()),  ∈ E, to (1)–(3) that satisfies
∂F j()|=0 = f j, j = 1, 2,
⋃
j=1,2
supp (F j()) ⊂
⋃
j=1,2
supp (f j).(22)
Here f 2 · dφ̂ is the inner product on RL, that is, f 2 · dφ̂ = ∑Ll=1 f 2l dφ̂l.
In the context of the initial value problem for (1)–(2), there are counterexamples
to linearization stability, that is, there are solutions to the linearization of (1)–(2)
that do not arise as the derivative of a one-parameter family of solutions to the
original non-linear problem. In fact, linearization stability for the initial value
problem for Einstein’s equations in vacuum is characterized by the absence of
Killing fields [2]. The generic condition (ND) can be viewed as an analogue of this
property in the present setting.
We emphasize that by (22), the support of the source functions F() can be
chosen to be small if the same is true for the supports of f 1 and f 2. This is crucial
from the point of view of the inverse problem that we consider, since it allows us to
choose sources supported near the world line µ. If the sources F() are interpreted
as being produced by a measurement device, see Appendix C, F() having a small
support means that the device can be located in a small neighbourhood of µ.
In what follows, we will use only a microlocal version of Proposition 3.1, but
the above version might be of independent interest and we include its proof. The
proof is based on the following lemma.
Lemma 3.2. Let U ⊂ M̂ be open and suppose that φ̂ satisfies the non-degeneracy
condition (ND). Then there are vector bundle homomorphisms
A1φ ∈ Cκ(U ; Hom(T ∗U,RL)), A2φ ∈ Cκ(U ; Hom(RL,RL)),
that satisfy the following:
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(i) A1φ(v) · dφ = v for all v ∈ C∞(U ;T ∗U).
(ii) A2φ(w) · dφ = 0 for all w ∈ C∞(U ;RL).
(iii) A1φ(w · dφ) + A2φ(w) = w for all w ∈ C∞(U ;RL).
(iv) The map φ 7→ (A1φ, A2φ) is C∞-smooth in a neighbourhood of φ̂, and depends
only on dφ.
We postpone the proof of the lemma in Appendix A.
Proof of Proposition 3.1. Using Lemma 3.2, define
F1() = f 1, F2() = A1φ(−divgf 1) + A2φ(f 2).(23)
By the discussion in Appendix B, the system (18), with F being replaced by IgF(),
has a unique solution (g(), φ()) on M̂ when  ∈ E and E ⊂ R is small enough
neighbourhood of the origin. The compatibility condition (5) holds by Lemma 3.2.
Indeed, by the properties (i) and (ii), we have F2 ·dφ = −divgF1. Moreover, as f 1
and f 2 satisfy the linearized compatibility condition (21), it follows from property
(iii) of Lemma 3.2 that
∂F2()|=0 = A1φ̂(f 2 · dφ̂) + A2φ̂(f 2) = f 2.

3.3. Notations for analysis of singularities. We refer to [39] for detailed expo-
sition of the concepts that we use for analysis of singularities. We use the notation
WF (u) for the wave front set of a distribution u ∈ D′(M). The wave front is a
subset of T ∗M \ 0, the cotangent bundle with the zero section removed, and its
projection on the base space M is called the singular support, singsupp(u). Fibres
T ∗xM are occasionally identified with the sets {(x, ξ) ∈ T ∗M ; ξ ∈ T ∗xM}, x ∈M .
For a conic Lagrangian submanifold Λ ⊂ T ∗M \ 0 and a vector bundle E over
M , we denote by Ip(Λ;E) the space of Lagrangian distributions of order p ∈ R
associated to Λ, and taking values in E. We write also I(Λ;E) =
⋃
p∈R I
p(Λ;E),
and sometimes omit writing E if it is clear from the context. Recall that
WF (u) ⊂ Λ, u ∈ I(Λ;E).
For a submanifold K ⊂M , we define the space of conormal distributions on K by
I(K;E) = I(N∗K \0;E), where N∗K is the conormal bundle of K. The singleton
{x}, x ∈M , is considered to be a zero dimensional manifold with N∗{x} = TxM .
We follow the convention that conormal bundles contain the zero section, but the
wave front sets do not.
The principal symbol of u ∈ I(Λ;E) is denoted by σ[u](x, ξ), (x, ξ) ∈ Λ, see [39,
Th. 25.1.9] for the definition, and we omit writing out the half density and Maslov
factors. Moreover, we denote the lift of the bundle E to Λ still by E, see Definition
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3.3 for a more detailed discussion in the particular case that is important for us.
The spaces of symbols are denoted by Sp(Λ;E), and we write also
S(Λ;E) =
⋃
p∈R
Sp(Λ;E).
When Λ ⊂ T ∗(M ×M)\0 the distributions in I(Λ; End(E)) correspond to kernels
of Fourier integral operators acting on sections of E. We denote by ∆ the twisted
diagonal of T ∗(M ×M) \ 0, that is,
∆ = {(x, ξ, x,−ξ); (x, ξ) ∈ T ∗M \ 0}.
Then I(∆; End(E)) are the pseudodifferential operators, and in this case we con-
sider the symbol to be defined on T ∗M \ 0.
For two conic Lagrangian submanifolds Λ0,Λ1 ⊂ T ∗M \ 0 intersecting cleanly,
that is,
Tλ(Λ0) ∩ Tλ(Λ1) = Tλ(Λ0 ∩ Λ1), λ ∈ Λ0 ∩ Λ1,
the space of paired Lagrangian distributions associated to Λ0,Λ1 is denoted by
Ip,l(Λ0,Λ1;E), p, l ∈ R. Microlocally away from the intersection Λ0 ∩ Λ1, it
holds that u ∈ Ip+l(Λ0 \ Λ1;E) and u ∈ Ip(Λ1 \ Λ0;E), see [66]. We write also
I(Λ0,Λ1;E) =
⋃
p,l∈R I
p,l(Λ0,Λ1;E). Let us point out that [66] discusses only the
case where E is a trivial line bundle, but the generalization for arbitrary vector
bundles is straightforward. We refer also to [31] in relation to theory of paired
Lagrangian distributions. The first use of paired Lagrangian distributions in the
context of cosmology was [30].
For us, the primary example of a paired Lagrangian distribution is the causal
inverse of the wave operator. This is discussed in detail in next section.
3.4. Propagation of singularities for linear wave equations. Let (M, ĝ) be
a background spacetime. We denote by  = ĝ the wave operator associated to
ĝ, and by Σ and LxM ⊂ T ∗xM , x ∈ M , the characteristic variety of  and light
cones of (M, ĝ). We follow the convention that the characteristic variety does not
contain the zero section but each light cone contain the corresponding vertex, that
is,
Σ =
⋃
x∈M
LxM \ 0.(24)
For a set S ⊂ T ∗(M ×M) we define its twist by
S ′ = {(x, ξ, y,−η); (x, ξ, y, η) ∈ S}.
Observe that (S ′)′ = S.
Let V be a first order differential operator acting on sections of a vector bundle
E over M . As (M, ĝ) is globally hyperbolic, the causal inverse
Q = (+ V )−1
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is well-defined and its Schwartz kernel is in I(∆,Λ; End(E)) where Λ is the twist
of the canonical relation Λ′ of  defined by
Λ′ = {(x, ξ, y, η) ∈ Σ2; (y, η) = β(s;x, ξ), s ∈ R}.(25)
Here the scalar wave operator  acts diagonally and β(·;x, ξ) is the bicharacteristic
of  satisfying β(0;x, ξ) = (x, ξ). That is,
β(s;x, ξ) = (γx,ξ(s), γ˙
∗
x,ξ(s)),
where γx,ξ is the geodesic of (M, ĝ) with the initial data (x, ξ∗), and we use the
notation ξj∗ = ĝ
jkξk, ξ ∈ T ∗xM , and v∗j = ĝjkvk, v ∈ TxM , for isomorphism between
the tangent and cotangent vectors.
Recall that Q propagates singularities along Λ′ \ ∆ in the following sense: if
(x, ξ, y, η) ∈ Λ′ \∆ then there is linear isomorphism q˜(x, ξ, y, η) between the fibres
Ex and Ey of E such that
σ[Qf ](y, η) = q˜(x, ξ, y, η)σ[Qf ](x, ξ),(26)
whenever β(·;x, ξ) does not intersect WF (f) between (y, η) and (x, ξ). To be
more precise, suppose that (y, η) = β(s;x, ξ) with s > 0. Then (26) holds if
β(s′;x, ξ) /∈WF (f) for s′ ∈ [0, s]. The case s < 0 is analogous.
The linear map q˜(x, ξ, y, η) is obtained by solving the transport equation
−iLH q˜ + cq˜ = 0(27)
along the bicharacteristic β(·;x, ξ), with the initial condition given by the identity
map, see [21, Th. 5.3.1]. Here H is the Hamilton vector field corresponding to
the principal symbol −ĝ(ξ, ξ) of , c is the subprincipal symbol of  + V , and
LH is the Lie derivative along H. Solving the transport equation in the opposite
direction gives the inverse of q˜(x, ξ, y, η).
We define for a set S ⊂ T ∗M ,
Λ(S) = {(y, η) ∈ Σ; (x, ξ, y, η) ∈ Λ′, (x, ξ) ∈ S},(28)
and say that S Λ-invariant if
S ⊂ Σ and Λ(S) = S.(29)
Moreover, we say that a smooth submanifold K ⊂M is Λ-invariant if N∗K \ 0 is.
Let Y be a submanifold of M . We assume that each lightlike geodesic intersects
Y at most once, and that the intersection is transversal. If f ∈ I(Y ;E), then
u = Qf is in I(N∗Y \0,Λ(N∗Y );E). A more precise statement can be formulated
by using the conic Lagrangian submanifold with boundary, the flowout N∗Y in
the future direction,
Λ+(N∗Y ) = {(y,−η) ∈ Σ; (y, η) = β(s;x, ξ), s ∈ R, (x, ξ) ∈ Σ ∩N∗Y, x ≤ y}.
Taking into account the causality, it holds that u ∈ I(N∗Y \ 0,Λ+(N∗Y );E),
see [66]. There the authors give also a relation between σ[u], as a symbol in
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S(Λ+(N∗Y );E), and σ[f ], as a symbol in S(Y ;E), at points (x, ξ) ∈ ∂Λ+(N∗Y ).
The equation (6.7) in [66] defines a map
σ[f ](x, ξ) 7→ σ[u](x, ξ), (x, ξ) ∈ ∂Λ+(N∗Y ),(30)
that is a linear automorphism on the fibre Ex. We denote the composition of q˜
and (30) by q. Then q = q(x, ξ, y, η) gives a linear isomorphism
q : Ex → Ey, q : σ[f ](x, ξ) 7→ σ[u](y, η), (y, η) = β(s;x, ξ), s ∈ R.(31)
3.5. Microlocal linearization stability. In this section we give a microlocal
version of Proposition 3.1. We begin by considering the principal part of the
compatibility condition (21).
Definition 3.3. For a submanifold Y ⊂M , Sym2Y is the lift of
Sym2 = Sym(T ∗M ⊗ T ∗M)
on N∗Y \ 0. That is, Sym2Y is a vector bundle over N∗Y \ 0 and at a point
(x, ξ) ∈ N∗Y \ 0 its fibre is
(Sym2Y )(x,ξ) = Sym(T
∗
xM ⊗ T ∗xM).
When considering the space of principal symbols of conormal disributions on Y ,
taking values on Sym2Y , we write simply S(Y ; Sym
2).
Definition 3.4. Let (M, ĝ) be a background spacetime, and let Y ⊂ M be a sub-
manifold. We define a subbundle SY of Sym2Y over N∗Y \ 0 by the following
equation for h ∈ Sym2Y ,
h(ξ∗, v)− trĝ h
2
ĝ(ξ∗, v) = 0, for all (x, ξ) ∈ N∗Y \ 0, v ∈ TxM,(32)
where ξ∗ is the vector ξj∗ = ĝ
jkξk. We denote by S(Y ;S) the subspace of symbols
S(Y ; Sym2) taking values on SY , that is,
S(Y ;S) = {s ∈ S(Y ; Sym2); s(x, ξ) ∈ SY , (x, ξ) ∈ N∗Y \ 0}.(33)
Lemma 3.5. The bundle SY has rank 6.
Proof. Equation (32) is equivalent with h˜ = Iĝh and
h˜(ξ∗, v) = 0, for all (x, ξ) ∈ N∗Y \ 0, v ∈ TxM.(34)
Write e1 = (1, 0, 0, 0), (h˜ξ∗)j = h˜jkξk∗ , and ξ̂ = ξ∗/|ξ∗| where | · | is the Euclidean
norm in the coordinates. Choose a neighbourhood W of (x, ξ) and a smooth map
R : W → O(4) such that R(ξ̂)ξ̂ = e1 for (x, ξ) ∈ W . Define for a = (a1, . . . , a6),
Hker : R6 → Sym(R4 ⊗ R4), Hker(a) =

0 0 0 0
0 a1 a2 a3
0 a2 a4 a5
0 a3 a5 a6
 .(35)
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Now h˜ξ∗ = |ξ∗|h˜R(ξ̂)T e1, whence, in local coordinates, (34) is equivalent with
R(ξ̂)h˜R(ξ̂)T ∈ Hker(R6), for all (x, ξ) ∈ N∗Y \ 0.(36)
Now for each (x, ξ) ∈ W , the map a 7→ IĝR(ξ̂)THker(a)R(ξ̂) gives a parametriza-
tion of the fibre (SY )(x,ξ), and thus SY has rank 6. 
Proposition 3.6. Let (M, ĝ) be a background spacetime, let Y ⊂ M be a sub-
manifold, let U ⊂ M be a neighbourhood of Y , and suppose that φ̂ ∈ C∞(M ;RL)
satisfies the non-degeneracy condition (ND). Write E = Sym2 ⊕ RL and
IpY = {f ∈ Ip(Y ;E); σ[f ] ∈ Sp+1(Y ;S⊕ RL)}.(37)
Then there are p0 ∈ R and k0 ∈ N such that for p ≤ p0 and k ≥ k0 there are maps
A(g,φ) : I
p
Y → Ip(Y ;E), (g, φ) ∈ Ck(M ;E),
F : Sp+1(Y ;S⊕ RL)→ IpY ,
with the following properties for each s ∈ Sp+1(Y ;S⊕ RL),
(A1) f = F(s) satisfies the support condition supp (f) ⊂ U , A(g,φ) is a differential
operator, and F = A(g,φ)(f) satisfies the compatibility condition (5).
(A2) F = IĝA(ĝ,φ̂)(f) satisfies σ[F ] = s.
(A3) The map (g, φ) 7→ A(g,φ)(f) is C∞-smooth in a neighbourhood of (ĝ, φ̂), and
depends on the derivatives of g and φ only up to the first order.
Proof. Observe that for each (x, ξ) ∈ N∗Y \ 0 the map
ιξh = Iĝh(ξ∗, ·)
is surjective from (Sym2Y )(x,ξ) to T
∗
xM . Indeed, the kernel of ιξ is given by the
equation (34), and as seen in the proof of Lemma 3.5, the kernel is of dimension
6. As the rank of Sym2 is 10, the map ιξ has 4 dimensional range. Let us now
choose a right inverse rξ of ιξ such that rξ ∈ C∞(N∗Y \ 0; Hom(T ∗M, Sym2)) and
that rξ maps S
p+1(Y ;T ∗M) to Sp(Y ; Sym2).
Let s = (s1, s2) ∈ Sp+1(Y ; S⊕ RL). As the principal symbol map is an isomor-
phism
Ip(Y ;E)/Ip−1(Y ;E)→ Sp+1(Y ;E)/Sp(Y ;E),
see e.g. [39, Th. 25.1.9], we can choose
F1pri : Sp+1(Y ;S)→ Ip(Y ; Sym2), F2 : Sp+1(Y ;RL)→ Ip(Y ;RL),
F1sub : Sp(Y ; Sym2)→ Ip−1(Y ; Sym2),
so that σ[F1pri(s1)] = s1, σ[F2(s2)] = s2, σ[F1sub(s3)] = s3, and that F1pri(s1), F2(s2)
and F1sub(s3) are all supported in U . As Iĝ is an involution, by (32) it holds for
s1 ∈ Sp+1(Y ;S) that the principal symbol of divĝIĝF1pri(s1) vanishes. In other
words,
σ[divĝIĝF1pri(s1)] = ιξσ[F1pri(s1)] ∈ Sp+1(Y ;T ∗M).
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Thus we can define the map
z : Sp+1(Y ;S)× Sp+1(Y ;RL)→ Sp(Y ; Sym2),
z(s1, s2) = rξ
(
−ιξσ[F1pri(s1)]− s2 · dφ̂
)
,
and also the maps
F(s1, s2) =
(
F1pri(s1) + F1sub(z(s1, s2)), F2(s2)
)
,(38)
A(g,φ)(f
1, f 2) = (Igf
1, A1φ(−divgIgf 1) + A2φ(f 2)).
Observe that the definition of A(g,φ) is closely related to the choice in (23).
Now the the compatibility condition (5) follows from (i) and (ii) in Lemma 3.2.
Setting (f 1, f 2) = F(s1, s2) and (F 1, F 2) = IĝA(ĝ,φ̂)(f
1, f 2), we have
σ[F 1] = σ[I2ĝf
1] = σ[f 1] = σ[F1pri(s1)] = s1.
Moreover,
σ[divĝIĝf
1]) = ιξσ[F1pri(s1) + F1sub(z(s1, s2))]
= ιξσ[F1pri(s1)] + ιξrξ
(
−ιξσ[F1pri(s1)]− s2 · dφ̂
)
= −s2 · dφ̂,
and therefore using (iii) in Lemma 3.2 it holds that
σ[F 2] = A1
φ̂
(−σ[divĝIĝf 1]) + A2φ̂(σ[f 2]) = A1φ̂(s2 · dφ̂) + A2φ̂(s2) = s2.
The smoothness follows from (iv) in Lemma 3.2. 
Consider s ∈ Sp(Y ;S ⊕ RL) with negative enough p ∈ R and define the family
F () = IgA(g,φ)(E(s)),  ∈ R. Now the system (18) has a unique solution (g, φ) on
M̂ when  ∈ E and E ⊂ R is small enough neighbourhood of the origin. Moreover,
setting F = IgF , we have that the family (g, φ,F),  ∈ E , satisfies (1)–(2). As
σ[∂F
j|=0] = s, we say that the equation (1)–(2) has microlocal linearization
stability for principal symbols in Sp(Y ;S⊕ RL).
3.6. Propagation of singularities for linearized Einstein’s equations. Let
E ⊂ R be a neighbourhood of the origin, and let us consider a family
(g(), φ(), F ()) ∈ C1(E ;C2(M̂ ; (Sym2 ⊕ RL)2))(39)
of solutions to (18) near a background spacetime and scalar fields (M, ĝ) and φ̂ in
the sense that g(0) = ĝ, φ(0) = φ̂ and F (0) = 0. We write
v() = (g()− ĝ, φ()− φ̂).(40)
Then v˙ = ∂v|=0 satisfies a linear differential equation that we denote by
ĝ,φ̂v˙ = F˙ on M̂,(41)
where F˙ = ∂F |=0. We stress that (41) is coordinate invariant since (18) is, and
express next (41) in local coordinates.
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To simplify the notation, we rescale the first equation in (18) by −2. Then (18)
can be written locally in the form
g−1(D,D)v + A(x, v,Dv) = F,(42)
where, for a local trivialization U ⊂ R4 × R10+L of the bundle Sym2 ⊕ RL,
(x, y, z) 7→ A(x, y, z) : U × R4(10+L) → R10+L
is a smooth map. Differentiating (42) with respect to  at  = 0, we obtain
ĝ−1(D,D)v˙ +DzA(x, 0, 0)Dv˙ +DyA(x, 0, 0)v˙ = F˙ .(43)
Thus ĝ,φ̂ is of the form  + V where  = ĝ and V is a first order differential
operator on the vector bundle Sym2 ⊕ RL.
As the linearized equation (41) is of the form discussed in Section 3.4, we know
how it propagates singularities. However, we still need to understand how the
constraint (32) is propagated. Put differently, we analyse next what is the image
of the rank 6 subbundle SY of Sym2Y under the isomorphism q defined by (31).
Assume now that the family (39) is constructed as in the end of Section 3.5. Then
σ[F˙ 1] takes values in SY , and g satisfies the gauge condition (19). Differentiating
(19) with respect to  at  = 0, and writing the result in local coordinates, gives
ĝpq(∂pg˙kq + ∂qg˙pk − ∂kg˙pq) = rkg˙, k = 0, 1, 2, 3,
where g˙ = ∂g|=0 and rk is a zeroth order operator. Taking the principal symbol
of this expression yields
ĝpq(ξpσ[g˙kq] + ξqσ[g˙pk]− ξkσ[g˙pq]) = 0, k = 0, 1, 2, 3,
or equivalently, writing h = σ[g˙],
ξp∗hpk −
trĝ h
2
ξk = 0, k = 0, 1, 2, 3.(44)
Supposing that N∗K \ 0 ⊂ Λ+(N∗Y ) for a submanifold K ⊂ M , these four con-
ditions for h coincide with the definition of the rank 6 (equivalently, codimension
4) subbundle SK on N∗K, see Definition 3.4 with Y being replaced by K. As q is
a linear isomorphism, we see that the map
σ[F˙ ](x, ξ) 7→ σ[v˙](y, η), (y, η) = β(s;x, ξ), s ∈ R,(45)
gives an isomorphism between the fibres (SY ⊕ RL)(x,ξ) and (SK ⊕ RL)(y,η). Here
(x, ξ) is in ∂Λ+(N∗Y ) and β(·;x, ξ) is assumed to intersect ∂Λ+(N∗Y ) only at
(x, ξ).
Recall that the gauge condition (19) implies that (20) holds. This again implies
that, writing v˙ = (g˙, φ˙), the second term in (43) is of the form
DzA(x, 0, 0)Dv˙ =
(
a11(x) a12(x)
0 a22(x)
)(
Dg˙
Dφ˙
)
, a22(x)Dφ˙ = −ĝpqΓ̂jpq∂xj φ˙.
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In particular, the subprincipal symbol of ĝ,φ̂, which appears as c in (27), is of the
above upper triangular form. This observation leads to the following remark.
Remark 3.7. The restriction of the map (45) on the subspace (SY )(x,ξ) of the fibre
(SY ⊕ RL)(x,ξ) is an isomorphism between the two subspaces of dimension 6,
(SY )(x,ξ) → (SK)(y,η).(46)
4. Interaction of singular solutions
In this section we show how a non-linear interaction of singular solutions to (41)
can behave, on the microlocal level, as a point source. In order to have a product
calculus for principal symbols, we consider the case where the singular solutions
are conormal distributions.
As the singularities of a solution to (41) are invariant under the map Λ, see (28),
we are restricted to the case where the conormal distributions are associated to
submanifolds of codimension one in M . This again implies that we need four such
submanifolds to get a single point as their intersection. For this reason, we begin
by studying the linearization of (18) with respect to a four dimensional family of
solutions. We note that the interaction of two waves having very strong, impulse
type singularities has been studied in [55].
4.1. Fourfold linearization. Let  ∈ E , a neighbourhood of the origin in R4, and
consider a family
(g(), φ(), F ()) ∈ C4(E ;C2(M̂ ; (Sym2 ⊕ RL)2))(47)
of solutions to (18) near a background spacetime and scalar fields (M, ĝ) and φ̂.
Define v as in (40). Analogously to (41), we see that
vj = ∂jv|=0, j = 1, 2, 3, 4,(48)
satisfies the wave equation
ĝ,φ̂vj = fj,(49)
where fj = ∂jF |=0. Let us now consider interactions of linearized solutions vj.
To simplify the computations we assume that
∂j∂kF |=0 = ∂j∂k∂lF |=0 = ∂1∂2∂3∂4F |=0 = 0(50)
for all distinct j, k and l.
Recall that A(x, y, z) is defined by (42). We use the shorthand notation
Akj (x, y, z) = D
j
yD
k
zA(x, y, z)
for the derivatives of A, that we consider as multilinear forms, and omit writing
(x, y, z) as a parameter for A below. Note that A is a quadratic polynomial in z,
and therefore Akj = 0 when k > 2. We write also
vj1...jn = ∂j1 . . . ∂jnv|=0,(51)
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denote by Sn the permutations on {1, 2, . . . , n}, and define
P (u1, u2, . . . , un) = ĝ
−1g1ĝ−1g2 . . . ĝ−1gnĝ−1(D,D),
where uj = (gj, φj) ∈ C2(M̂ ; Sym2 ⊕ RL).
Differentiating (42) with respect to j and k, j 6= k, we see that vjk satisfies the
wave equation
ĝ,φ̂vjk = I2(vj, vk) +R2(vj, vk),(52)
where
I2(u1, u2) =
∑
τ∈S2
I˜2(uτ(1), uτ(2)), I˜2(u1, u2) = P (u1)u2 − 1
2
A2(Du1, Du2),
R2(u1, u2) =
∑
τ∈S2
R˜2(uτ(1), uτ(2)), R˜2(u1, u2) = −A11(Du1, u2)−
1
2
A2(u1, u2).
Observe that I2 and R2 are bilinear differential operators of order 2 and 1, re-
spectively. Here the order is the total number of derivatives.
Differentiating (42) with respect to j, k and l, with j, k and l distinct, we see
that vjkl satisfies the wave equation
ĝ,φ̂vjkl =
∑
τ∈S(j,k,l)
(
I 13 (vτ(1), vτ(2), vτ(3)) +I
2
3 (vτ(1)τ(2), vτ(3))(53)
+R13(vτ(1), vτ(2), vτ(3)) +R
2
3(vτ(1)τ(2), vτ(3))
)
,
where S(j, k, l) = {τ : {1, 2, 3} → {j, k, l}; τ bijection}, and I 13 and I 23 are the
following trilinear and bilinear second order differential operators
I 13 (u1, u2, u3) = −P (u1, u2)u3 −
1
2
A21(Du1, Du2, u3),
I 23 (u1, u2) =
1
2
∑
τ∈S2
(
P (u1)u2 − 1
2
A2(Du1, Du2)
)
.
HereR13 andR
2
3 are trilinear and bilinear first order differential operators of similar
structure. We define
I3(u1, u2, u3) =
∑
τ∈S3
(
I 13 (uτ(1), uτ(2), uτ(3)) +I
2
3 (−1ĝ,φ̂I2(uτ(1), uτ(2)), uτ(3))
)
,
and use an analogous definition for R3. Then (53) can be rewritten in the form
ĝ,φ̂vjkl = I3(vj, vk, vl) +R3(vj, vk, vl).(54)
Recall that Σ is the characteristic variety of the wave operator ĝ,φ̂. In the symbol
computations in Sections 4.3 and 4.4 below, we will consider the causal inverse −1
ĝ,φ̂
on the microlocal region T ∗M \Σ where it is a pseudodifferential operator of order
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−2. In this region I3 and R3 are trilinear pseudodifferential operators of orders 2
and 1, respectively.
Differentiating (42) again, we see that v1234 satisfies the wave equation
ĝ,φ̂v1234 = I4(v1, v2, v3, v4) +R4(v1, v2, v3, v4),(55)
where
I4(v1, v2, v3, v4) =
∑
τ∈S4
I˜4(vτ(1), vτ(2), vτ(3), u4),(56)
and writing Qj = −1ĝ,φ̂Ij, j = 2, 3,
I˜4(u1, . . . , u4) = P (u1, u2, u3)u4 − 1
2
P (u1,Q2(u2, u3))u4 − 1
2
P (Q2(u1, u2), u3)u4
+
1
4
P (Q2(u1, u2))Q2(u3, u4)− 1
2
P (u1, u2)Q2(u3, u4) +
1
6
P (Q3(u1, u2, u3))u4
+
1
6
P (u1)Q3(u2, u3, u4)− 1
4
A2(DQ2(u1, u2), DQ2(u3, u4))
− 1
6
A2(DQ3(u1, u2, u3), Du4)− 1
2
A21(DQ2(u1, u2), Du3, u4)
− 1
4
A21(Du1, Du2,Q2(u3, u4))−
1
4
A22(Du1, Du2, u3, u4).
Also, in the microlocal region T ∗M \Σ, R4 is a 4-linear pseudodifferential operator
of order 1 of similar structure.
We will next consider the case that vj, j = 1, 2, 3, 4, are conormal distributions
associated to a Λ-invariant submanifolds of codimension one. We derive first an
upper bound, in the sense of the inclusion relation, for the outgoing singular sup-
port, singsupp(v1234), assuming that not all the four incoming singular supports,
singsupp(vj), j = 1, 2, 3, 4, intersect, see Lemma 4.6. Then we proceed to study
the principal symbol of the fourfold interaction terms I4 +R4. We consider the
terms where Q2 appears at most once in Lemma 4.8 and the terms where Q2
appears twice in Lemma 4.9.
4.2. Upper bounds for wave front sets and singular supports. We omit
the proof of the following elementary lemma.
Lemma 4.1. Let M be a smooth manifold and let K1, K2 ⊂ M be transversal
submanifolds. Then for all x ∈ K1∩K2 it holds that N∗x(K1∩K2) = N∗xK1⊕N∗xK2.
Recall that Λ-invariance is defined by (29).
Lemma 4.2 (Twofold interaction). Let u1, u2 ∈ D′(M) and suppose that WF (uj)
is Λ-invariant for j = 1, 2. Let Q ∈ I(∆,Λ). The following holds
(i) If (x, ξ) ∈WF (u1) implies (x,−ξ) /∈WF (u2), then
singsupp(Q(u1u2)) ⊂ singsupp(u1) ∪ singsupp(u2).
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(ii) If uj ∈ I(Kj), j = 1, 2, for transversal submanifolds K1 and K2 in M , then
WF (Q(u1u2)) ⊂ N∗K1 ∪N∗K2 ∪N∗(K1 ∩K2).
Proof. By the assumption in (i) and [40, Th. 8.2.10],
WF (u1u2) ⊂ {(x, ξ + η) ∈ T ∗M \ 0; (x, ξ) ∈WF (u1) or ξ = 0, and
(x, η) ∈WF (u2) or η = 0}.
As the sum of two lightlike vectors is lightlike if and only if it is a scalar multiple
of one of the summands, see e.g. [67, Lem. 27, p. 141], claim (i) follows from [28,
Prop. 2.1] due to the Λ-invariance of WF (uj), j = 1, 2.
Let us now consider (ii). Due to the transversality, we can apply again [40, Th.
8.2.10], and analogously with the above,
LxM ∩N∗x(K1 ∩K2) = N∗xK1 ∪N∗xK2.(57)
Claim (ii) follows again from [28, Prop. 2.1]. 
Remark 4.3. The non-linear interaction of waves may cause extraordinary singu-
larities. For example, M. Beals showed for the wave equation
u(t, y) + b(t, y)u(t, y)3 = 0
in R1+3 that there are solutions for which the singular support of the Cauchy data
(u|t=0, ∂tu|t=0) is the point {0}, but the singular support of u contains the entire
solid cone {(t, y) ∈ R4; |y| < t}, see [6, Thm. 2.10] and [5]. This is related to the
case when the condition in the claim (i) of Lemma 4.2 is violated.
Definition 4.4. We say that submanifolds K1, . . . , Kn ⊂ M are transversal if
for any disjoint subsets I, J ⊂ {1, . . . , n} the manifolds ⋂i∈I Ki and ⋂j∈J Kj are
transversal.
Observe that if K1, . . . , K4 ⊂M are transversal submanifolds of codimension 1,
then Lemma 4.1 implies for any x ∈ ⋂4j=1Kj that
T ∗xM = N
∗
xK1 ⊕ · · · ⊕N∗xK4.
Lemma 4.5 (Threefold interaction). Let K1, K2, K3 ⊂M be transversal Λ-invariant
submanifolds of codimension 1. Let uj ∈ I(Kj), j = 1, 2, 3, and Q1, Q2 ∈ I(∆,Λ).
Then
WF (Q2(u3Q1(u2u1))) ⊂ X ∪ L ∪ U
where
X = N∗(K1 ∩K2 ∩K3), L = Λ(X ),(58)
U =
⋃
τ∈S3
(
N∗Kτ(1) ∪N∗(Kτ(2) ∩Kτ(3))
)
.
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Proof. By Lemma 4.2, and using [40, Th. 8.2.10] as in its proof,
WF (u3Q1(u2u1)) ⊂ X ∪ U .
By (57) it holds that Λ(U ∩ Σ) ⊂ U , and the claim follows as in Lemma 4.2. 
We denote by pi : T ∗M → M the canonical projection to the base manifold.
The equation (57) implies that the sets in the previous lemma satisfy
pi(X ∪ L ∪ U) = pi(L) ∪K1 ∪K2 ∪K3.(59)
Lemma 4.6. Let Kj ⊂ M , j = 1, 2, 3, 4, be transversal Λ-invariant submanifolds
of codimension 1, and define for τ ∈ S4 the sets
K =
⋃
τ∈S4
pi(Lτ ) ∪
4⋃
j=1
Kj, Lτ = Λ(Xτ ), Xτ = N∗(
3⋂
j=1
Kτ(j)).(60)
Suppose that
⋂4
j=1 Kj = ∅ and that vj ∈ I(Kj; Sym2 ⊕ RL). Then for a solution
v1234 of (55) it holds that
singsupp(v1234) ⊂ K.
Proof. We consider only the singularities caused by the intersection
X = K1 ∩K2 ∩K3,
the other cases are similar. We use the notation from Lemma 4.5. As the four
manifolds Kj do not all intersect, the distribution v4 is smooth near X. Then,
near X, all the singularities of
v1234 = −1ĝ,φ̂I4(v1, v2, v3, v4) +
−1
ĝ,φ̂
R4(v1, v2, v3, v4)
are due to terms of the form Q2(u3Q1(u2u1)) where Q1 and Q2 are in I(∆,Λ), and
uj ∈ I(Kτ ′(j)), j = 1, 2, 3, for some τ ′ ∈ S3. Therefore Lemma 4.5 and (59) imply
that singsupp(v1234) ∩X is a subset of K.
There may be interactions also away from X since pi(L) may intersect K4. These
interactions represented by a sum of terms like
w1 = P (v123)v4, w2 = P (v4)v123, w3 = −A2(Dv123, Dv4)
in (56). Lemma 4.5 implies that singsupp(v123) ⊂ pi(L)∪K1 ∪K2 ∪K3, and hence
by Lemma 4.2
singsupp(wj) ⊂ singsupp(v123) ∪ singsupp(v4) ⊂ pi(L) ∪K1 ∪ · · · ∪K4 ⊂ K,
as long as (x′, ξ′) ∈ WF (v123) implies (x′,−ξ′) /∈ WF (v4). Note that (x′,±ξ′) lie
on the image β of the same bicharacteristic. If (x′, ξ′) ∈ L then pi(β) intersects X,
and if (x′,−ξ′) ∈ N∗K4 then β ⊂ N∗K4 by the Λ-invariance. But this implies that
K4 intersects X which is a contradiction with the assumption
⋂4
j=1Kj = ∅. 
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4.3. Principal symbols of fourfold interaction terms. We refer to [52, Lem.
3.3] for a proof of the following lemma. We ignore the 2pi factors that do not play
any role in the analysis below.
Lemma 4.7. Let M be a smooth manifold and let K1, K2 ⊂ M be transversal
submanifolds. Let uj ∈ I(Kj), j = 1, 2, and let χ be a pseudodifferential operator
of order zero that vanishes in a conical neighbourhood of N∗K1 ∪ N∗K2. Then
χ(u1u2) ∈ I(K1 ∩K2) and for all (x, ξ) ∈ N∗(K1 ∩K2) it holds that
σ[χ(u1u2)](x, ξ) = σ[χ](x, ξ)σ[u1](x, ξ1)σ[u2](x, ξ2),
where ξ = ξ1 + ξ2, ξj ∈ N∗xKj.
Lemma 4.8 (Type 1+3 fourfold interaction). Let K1, . . . , K4 ⊂M be transversal
Λ-invariant submanifolds of codimension 1. Let uj ∈ I(Kj), Q1, Q2 ∈ I(∆,Λ) and
let
x ∈
4⋂
j=1
Kj \ pi(L \ X ),(61)
where X and L are defined by (58). Let ξ ∈ LxM ⊂ N∗xK1 ⊕ · · · ⊕ N∗xK4 be
non-zero, and define η` =
∑`
j=1 ξj, ` = 1, 2, 3, 4, where ξj ∈ N∗xKj give the direct
sum decomposition ξ =
∑4
j=1 ξj. Suppose that
ξj 6= 0, j = 1, 2, 3, 4.(62)
Write sj = σ[uj], j = 1, 2, 3, 4, and qj(y, η) = σ[Qj](y, η), j = 1, 2, for y ∈M and
η ∈ T ∗yM \ LyM. Then there are h ∈ I({x}) and r ∈ D′(M) such that
u4Q2(u3Q1(u2u1)) = h+ r, (x, ξ) /∈WF (r),(63)
σ[h](x, ξ) = s4(x, ξ4)q2(x, η3)s3(x, ξ3)q1(x, η2)s2(x, ξ2)s1(x, ξ1).
Above it is assumed that the product in (63) is a well defined distribution.
This is the case if the conormal distributions uj have negative enough orders, or
if N∗K4 and L are transversal. Note that Qj is a pseudodifferential operator on
∆ \Λ and thus we can consider σ[Qj] to be defined on T ∗M \ 0. Observe also that
the condition (61) guarantees that propagating wave fronts from earlier threefold
interactions do not interfere with the fourfold interaction at the point x.
Proof. Observe that η3 /∈ LxM . Indeed, ξ = η3 + ξ4 ∈ LxM and ξ4 ∈ LxM by the
Λ-invariance of K4. If also η3 ∈ LxM then by the transversality of K1, . . . , K4 it
holds that ξ4 = 0 or η3 = 0, both of which lead to a contradiction with (62). Also
η2 /∈ LxM as the sum of ξj ∈ LxM , j = 1, 2.
We recall that Σ is the characteristic variety defined by (24). For ` = 2, 3, 4, let
χ` be a microlocalization near (x, η`), that is, χ` is a pseudodifferential operator
of order zero such that 1− χ` is smoothing in a conical neighbourhood of (x, η`).
The microlocalizations can be chosen so that χ` is smoothing outside a conical
neighbourhood U` of (x, η`) satisfying
28 Y. KURYLEV, M. LASSAS, L. OKSANEN, AND G. UHLMANN
(i) U` ∩ Σ = ∅, ` = 2, 3,
(ii) U` ∩
(
N∗K` ∪N∗(
⋂`−1
j=1 Kj)
)
= ∅, ` = 2, 3, 4.
Indeed, (i) can be fulfilled since η` /∈ LxM , ` = 2, 3, and (ii) since
η` /∈ N∗xK` ∪N∗x(
`−1⋂
j=1
Kj), ` = 2, 3, 4.
The latter holds since η` ∈ N∗xK` leads to the contradiction ξj = 0, j = 1, . . . , `−1,
and since η` ∈ N∗x(
⋂`−1
j=1 Kj) leads to the contradiction ξ` = 0.
Moreover, the microlocalization χ4 can be chosen to be of the form
χ4(x,D) = χ42(x,D)χ41(x),
where χ41 ∈ C∞0 (M) satisfies
(iii) if y ∈ supp (χ41) and (y, η) ∈ N∗K4 then (y,−η) /∈ L.
Indeed, for a small enough neighbourhood U ⊂ M of x, the assumption (61)
implies that it is enough to consider the part LU of L that flows out from U , that
is, the part
LU = Λ(N∗(U ∩K1 ∩K2 ∩K3)).
It follows from the transversality of K1, . . . , K4 that, for small enough U ,
(y, η) ∈ N∗K4 implies (y,−η) /∈ LU .
Taking χ41 ∈ C∞0 (U), we have (iii).
We omit writing the point x as a parameter below. Define
h = χ4(u4Q2χ3(u3Q1χ2(u2u1))).
As U2 ∩ (N∗K1 ∪N∗K2) = ∅, Lemma 4.7 implies that
χ2(u2u1) ∈ I(K1 ∩K2), σ[χ2(u2u1)](η2) = s2(ξ2)s1(ξ1).
As U2 ∩ Σ = ∅, Q1 is a pseudodifferential operator in U2. Therefore
Q1χ2(u2u1) ∈ I(K1 ∩K2), σ[Q1χ2(u1u2)](η2) = q1(η2)σ[χ2(u1u2)](η2).
Analogously, as U3 ∩ (N∗K3 ∪N∗(K1 ∩K2) ∪ Σ) = ∅,
Q2χ3(u3Q1χ2(u2u1)) ∈ I(K1 ∩K2 ∩K3),
σ[Q2χ3(u3Q1χ2(u2u1))](η3) = q2(η3)s3(ξ3)σ[Q1χ2(u1u2)](η2),
and as U4 ∩ (N∗K4 ∪N∗(K1 ∩K2 ∩K4)) = ∅,
h ∈ I(K1 ∩K2 ∩K3 ∩K4), σ[h](ξ) = s4(ξ4)σ[Q2χ3(u3Q1χ2(u2u1))](η3).
Observe that u4Q2(u3Q1(u2u1)) = h+ r1 + r2 + r3, where
r1 = (1− χ4)(u4Q2(u3Q1(u2u1))), r2 = χ4(u4Q2(1− χ3)(u3Q1(u2u1))),
r3 = χ4(u4Q2χ3(u3(1− χ2)Q1(u2u1))).
It remains to show that (x, ξ) /∈WF (rj), j = 1, 2, 3. This is immediate for r1.
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Let us consider r2. We use the shorthand notation w = Q2(1−χ3)(u3Q1(u2u1))
and WF x(w) = WF (w) ∩ TxM . Observe that U ∩ TxM ⊂ X where U is given by
(58). This together with Lemma 4.5 and x /∈ pi(L \ X ) imply that WF x(w) ⊂ X .
Using the transversality, we see that
(y, η) ∈ N∗K4 \ 0 implies (y,−η) /∈ X ∪ U .
The above, together with (iii) and [40, Th. 8.2.10], imply that any ζ ∈WF x(u4w)
has a direct sum decomposition of the form ζ = ζ4 + ω3 where
ζ4 ∈WF x(u4) ∪ 0 ⊂ N∗xK4, ω3 ∈WF x(w) ∪ 0 ⊂ N∗xK1 ⊕N∗xK2 ⊕N∗xK3.(64)
As η3 /∈ LxM , it holds that η3 /∈ WF x(Q2(1 − χ3)u) for all u ∈ D′(M). In
particular, η3 /∈WF x(w). Thus
ξ = ξ4 + η3 /∈WF x(u4w) ⊃WF x(r2).
Let us consider r3. Define w1 = (1− χ2)Q1(u2u1) and w2 = Q2χ3(u3w1). Anal-
ogously to (64), any ζ ∈WF x(u4w2) decomposes as ζ = ζ4 + ω3 where ζ4 ∈ N∗xK4
and ω3 ∈WF x(w2)∪ 0. Suppose now that ω3 /∈ LxM . Then ω3 ∈WF (u3w1), and
Lemma 4.2 and [40, Th. 8.2.10] imply that ω3 = ζ3 + ω2 where ζ3 ∈ N∗xK3 and
ω2 ∈WF x(w1) ∪ 0. As η3 /∈ LxM , η2 /∈WF x(w1) and η2 6= 0, it holds that
ξ = ξ4 + η3 = ξ4 + ξ3 + η2 /∈WF x(u4w2) ⊃WF x(r3).

An analogous proof gives the following.
Lemma 4.9 (Type 2+2 fourfold interaction). Let K1, . . . , K4 ⊂M be transversal
Λ-invariant submanifolds of codimension 1. Let uj ∈ I(Kj) and Q1, Q2 ∈ I(∆,Λ).
Let (x, ξ) ∈ T ∗M , and use the notation from Lemma 4.8. Suppose that (62) holds.
Then there are h ∈ I({x}) and r ∈ D′(M) such that
Q2(u4u3)Q1(u2u1) = h+ r, (x, ξ) /∈WF (r),(65)
σ[h](x, ξ) = q2(x, ξ3 + ξ4)s4(x, ξ4)s3(x, ξ3)q1(x, ξ1 + ξ2)s2(x, ξ2)s1(x, ξ1).
4.4. Principal symbol of the fourfold interaction. Let (x, ξ) ∈ T ∗M \ 0,
f ∈ D′(M), and suppose that there are h ∈ I({x}) and r ∈ D′(M) such that
f = h+ r and (x, ξ) /∈WF (r). Then we define σ[f ](x, ξ) = σ[h](x, ξ).
Let K1, . . . , K4 ⊂M be transversal Λ-invariant submanifolds of codimension 1,
x ∈ ⋂4j=1Kj, ξ ∈ LxM \ 0 and
ξ = ξ1 + ξ2 + ξ3 + ξ4 where ξj ∈ N∗xKj.(66)
Suppose that the covectors ξj satisfy (62) and
x ∈
4⋂
j=1
Kj \
⋃
τ∈S4
pi(Lτ \ Xτ ),(67)
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where Xτ and Lτ are as in (60). Note that (67) is a version of the global geometric
condition (61) that is symmetric with respect to the indices 1, 2, 3, 4.
We denote by L+xM the future-pointing covectors in LxM . If b1, . . . , b4 ∈ L+xM
are such that
N∗xKj = Rbj, j = 1, 2, 3, 4,(68)
then for fixed (x, ξ), the covectors ξj defined by (66) can be viewed as functions of
b = (b1, . . . , b4), and we write
ξj = ξj(b).(69)
Furthermore, in view of the constraint (32) for the symbols of solutions to (41),
we write
Sj(b) = (SKj)(x,ξj(b)).
Supposing that vj ∈ I(Kj; Sym2 ⊕ RL) have negative enough orders, the inter-
action terms I4 and R4 in (56) are well-defined. By applying Lemmas 4.8 and 4.9
componentwisely, we see that there are r1, r2 ∈ D′(M) such that (x, ξ) /∈WF (rj),
and I4(v1, v2, v3, v4)−r1 and R4(v1, v2, v3, v4)−r2 are in I({x}; Sym2⊕RL). More-
over, R4(v1, v2, v3, v4)− r2 is one degree smoother as a conormal distribution than
I4(v1, v2, v3, v4)− r1. Thus
σ[ĝ,φ̂v1234](x, ξ) = σ[I4(v1, v2, v3, v4)](x, ξ).(70)
The principal symbol at (x, ξ) can be viewed as the map
S (b, s) = σ[I4(v1, v2, v3, v4)](x, ξ), (b, s) ∈ X1,(71)
where s = (s1, s2, s3, s4), sj = σ[vj](x, ξj), vj is as in (48), ξj is as in (69), and
X1 = {(b, s1, s2, s3, s4); sj ∈ Sj(b), b ∈ X0},
X0 = {b ∈ (L+xM)4; b is a basis of R4 and
ξj = ξj(b), j = 1, 2, 3, 4, satisfy (62)}.
Note that transversality of K1, . . . , K4 implies that b is a basis. Conversely, if
b ∈ (L+xM)4 is a basis then there are transversal Λ-invariant submanifolds of
codimension 1, such that (68) holds. An explicit construction is given in the proof
of Theorem 5.6 below.
Proposition 4.10. Let (x, ξ) ∈ Σ. There is an open and dense subset U of
X61 such that for all (b
n, sn)6n=1 ∈ U the span of S (bn, sn), n = 1, . . . , 6, is a
6-dimensional subspace of Sym2x ⊂ (Sym2 ⊕ RL)x.
The proof of Proposition 4.10 is divided in two steps. We will first show that
there is a point (bn, sn)6n=1 ∈ X61 such that the span of S (bn, sn), n = 1, . . . , 6, is
6-dimensional. Then we use an argument based on the fact that S can be viewed
as a meromorphic function.
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4.4.1. A choice of incoming directions and principal symbols. We use normal coor-
dinates at x with respect to ĝ in the computations below. In these coordinates, ĝ
is the Minkowski metric and Γ̂rpq = 0 at x, see e.g. [67, Prop. 33, p. 73]. Moreover,
we choose the coordinates so that ξ = (1, 1, 0, 0).
We begin by choosing the symbols sn = (s1, . . . , s4) so that they do not depend
on n, and write
sj = (g(j), φ(j)), j = 1, 2, 3, 4,
where sj = σ[vj](x, ξj), vj is as in (48), and the parenthesis are to emphasize that
the indices are not tensor indices. We will use an analogous notation for the higher
order derivatives in , that is,
σ[vjk](x, ηjk) = (g(jk), φ(jk)), σ[vjkl](x, ηjkl) = (g(jkl), φ(jkl)),
where ηjk = ξj + ξk and ηjkl = ξj + ξk + ξl. Here vjk and vjkl are defined by (51),
and we emphasize again that the indices are not tensorial.
We choose g(j) = 0 for all j = 1, 2, 3, 4, and
φ(1) = φ(2) = (1, 0, . . . , 0) ∈ RL, φ(3) = φ(4) = (0, 1, 0, . . . , 0) ∈ RL.
Observe that then sj ∈ Sj(b) for any b. Let us use the shorthand notations
q(η) = 1/ĝ(η, η), ξ⊗̂η = ξ ⊗ η + η ⊗ ξ.
Differentiating (18) with respect to j and k, j 6= k, and evaluating the principal
symbol at  = 0, we see that when x /∈ supp (F ),
g(jk) = −2q(ηjk) ξj⊗̂ξk, jk = 12, 34.
Moreover, g(jk) = 0 when jk 6= 12, 34, and φ(jk) = 0 for all pairs jk.
We write
Γαγβ(η)g =
1
2
(ηαgγβ + ηβgαγ − ηγgαβ), Γαγβ g(jk) = Γαγβ(ηjk) g(jk),
and define also
p(g(jk))φl = ĝg(jk)ĝ(ηl, ηl)φl, p(g(jk))g(lm) = ĝg(jk)ĝ(ηlm, ηlm)g(lm).
Recalling (20), we differentiate (18) with respect to j, k, l, where j, k and l are
distinct, and evaluate the principal symbol at  = 0. This yields for x /∈ supp (F ),
φ(12j) = q(η12j)p(g(12))φ(j), φ(34k) = q(η34k)p(g(34))φ(k),
where j = 3, 4, k = 1, 2. Moreover, φ(jkl) = 0 for the other triplets jkl, and
g(jkl) = 0 for all triplets.
Analogously, we see that the scalar field components of σ[I4(v1, v2, v3, v4)](x, ξ)
vanish and the metric tensor part is
p(g(12))g(34) + p(g(34))g(12) − 2η123⊗̂ξ4 − 2η124⊗̂ξ3 − 2η341⊗̂ξ2 − 2η342⊗̂ξ1(72)
+ 2ĝpqĝrs(Γprjg(12) Γqskg(34) + Γprjg(12) Γqksg(34) + Γprkg(12) Γqjsg(34))
+ 2ĝpqĝrs(Γprjg(34) Γqskg(12) + Γprjg(34) Γqksg(12) + Γprkg(34) Γqjsg(12)).
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Let us now choose the incoming directions bn = (bn1 , . . . , b
n
4 ). We will choose
each bnj to be in the following set of six Pythagorean quadruples
B = {(p2 +m2 + n2, 2mp, 2np, p2 − (m2 + n2)); m = 1, 2, 3, n = 1, 2, p = 1}.
Then we consider the following choices
B = {b = (b1, b2, b3, b4); bj ∈ B, b ∈ X0}.
The set B contains 9 elements, up to reindexing. Indeed, out of the 15 subsets of B
with 4 elements, 6 fail to be bases or satisfy (62). A straightforward computation
shows that the principal symbols (72) corresponding to the incoming directions in
B span a 6-dimensional subspace of the fibre Sym2x. We have verified this using a
computer algebra software. All the computations were performed using rational
arithmetic. Thus there is a point (bn, sn)6n=1 ∈ X61 such that the span of S (bn, sn),
n = 1, . . . , 6, is 6-dimensional and contained in Sym2x. This completes the first
step of the proof of Proposition 4.10.
4.4.2. Changing incoming directions. We choose local coordinates and identify
T ∗xM with R4. Consider b ∈ X0 and write
ξ = ξ1 + ξ2 + ξ3 + ξ4, ξj = rj(b)bj.(73)
As the coefficients rj(b) can be obtained by solving a system of linear equations
(for example, using Cramer’s rule), we have that
rj(b) =
pj(b)
q(b)
, j = 1, 2, 3, 4,
where pj and q are polynomials in b ∈ (R4)4 that do not vanish at any point on X0.
We can also consider pj, j = 1, 2, 3, 4, and q as functions on X˜0 = (L+M)
4. Here
X˜0 is a connected, real-analytic manifold, and pj and q are real-analytic functions
on X˜0. Observe also that the equation (32) is linear in h and of full rank when
ξ ∈ L+xM , and therefore the manifold
X˜1 = {(b, s1, s2, s3, s4); sj ∈ Sj(b), b ∈ X˜0}
is real-analytic, see e.g. [48, Prop. 1.9.2].
The expression (56) is of the form P0(ξ, s)/Q0(ξ) where P0 and Q0 are polyno-
mials in ξ = (ξ1, ξ2, ξ3, ξ4) ∈ (R4)4. Here P0 takes values on (Sym2⊕RL)x = R10+L
and Q0 on R. Moreover, for ξ as in (73), with b ∈ X0, it holds that Q0 is non-zero.
It follows that
S (b, s) =
P1(b, s)
Q1(b)
,
where P1 and Q1 are real-analytic on X˜1 and X˜0, respectively, and Q1 is nowhere
vanishing on X0 ⊂ X˜0.
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In the previous section, we showed that there is (bn, sn)6n=1 ∈ X61 such that the
span ofS (bn, sn), n = 1, . . . , 6, is 6-dimensional subspace of the fibre (Sym2⊕RL)x.
We set en = S (bn, sn), n = 1, . . . , 6, and choose
en ∈ (Sym2 ⊕ RL)x, n = 7, . . . , 10 + L,
such that the vectors en, n = 1, . . . , 10 + L form a basis of (Sym
2 ⊕ RL)x. Let
[e1, . . . , eL+10] be the matrix with the columns en, and consider the map
(bn, sn)6n=1 7→ det([S (b1, s1), . . . ,S (b6, s6), e7, . . . , eL+10]).
This can be written as
det([P1(b
1, s1), . . . , P1(b
6, s6), e7, . . . , eL+10])∏6
n=1 Q1(b
n)
=
P2((b
n, sn)6n=1)
Q2((bn, sn)6n=1)
where P2 and Q2 are real-analytic functions on the connected, real-analytic man-
ifold X˜61 that do not vanish at the point (b
n, sn)6n=1 considered in the previous
section. Thus the unique continuation principle for real-analytic functions on real-
analytic manifolds, see e.g. [33, Lem. VI.4.3], implies that there is an open and
dense set U ⊂ X˜61 such that both Q2 and P2 are nowhere vanishing on U . This
finishes to proof of Proposition 4.10. 
5. Construction of light observation sets
In this section we prove the main theorem formulated in Section 1. We begin by
relating the singular solutions constructed in Section 3 with the data set (8), and
by showing that singularities due to non-linear interactions of singular solutions,
as studied in Section 4, can be detected from (8). Then we relate the detected
singularities with geometric objects on (M, ĝ), the earliest light observation sets.
This allows us to reduce the reconstruction of the Lorentzian structure to a purely
geometric problem solved in [49].
5.1. Sending singularities. Let us show how to use the data set (8) to find
families of sources parametrized by  ∈ E as in (47). Recall that (8) gives sources
F in the Fermi coordinates Φg that depend on the source itself. For this reason,
we need to construct first common coordinates in order to parametrize the sources
smoothly.
We will use the wave maps. For a metric tensor g close to ĝ, the wave map
operator is defined in local coordinates by
g,ĝΨp = gjk(
∂
∂xj
∂
∂xk
Ψp − Γnjk(x)
∂
∂xn
Ψp + Γ̂pBC(Ψ(x))
∂
∂xj
ΨB
∂
∂xk
ΨC),
where Γ̂pBC and Γ
j
kl are the Christoffel symbols of the metrics ĝ and g, respectively.
This operator invariant under diffeomorphisms in the following sense: if g,ĝΨ = 0
and if ψ and µ are diffeomorphisms, then setting Ψ˜ = µ ◦ Ψ ◦ ψ, it holds that
ψ∗g,µ∗ĝΨ˜ = 0, where µ∗ = (µ−1)∗, the pushforward by µ, see e.g. [15].
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Lemma 5.1. Let (ĝ, φ̂) be as in Theorem 1.1 and write ĝ′ = Φ∗ĝĝ. Let p ∈ V ,
let B ⊂ V be a neighbourhood of p satisfying B ⊂ V , and let q ∈ V satisfy
J(V,ĝ′)(p, q) ⊂ B. If k ∈ N is large and r > 0 is small, then for all (g′, φ′,F ′) in
Dr,k(ĝ, φ̂) satisfying supp (F ′) ⊂ J+(V,g′)(p), the equation
g′,ĝ′Ψ = 0 in J(V,g′)(p, q),(74)
Ψ = Φ−1ĝ ◦ Φg, in B \ J+(V,g′)(p),
has a unique solution that coincides with Φ−1ĝ ◦ Φg on J(V,ĝ′)(p, q). Here g is a
metric that satisfies
(G1) (g′, φ′,F ′) = Φ∗g(g, φ,F),
(G2) (g, φ,F) satisfies (1)–(2) on M̂ , and (3) holds,
(G3) Ricĝ(g) = Ric(g).
Moreover, for small enough B, the equation (74) can be solved given the data set
Dr,k(ĝ, φ̂).
Proof. As (g′, φ′,F ′) ∈ Dr,k(ĝ, φ̂) there is (g˜, φ˜, F˜) on M̂ such that (G1) and (G2)
hold for this triple. Let T˜ > T̂ and write M˜ = (0, T˜ ) × N . For small r and
large k, (g˜, φ˜, F˜) can extended so that it solves the equation (1)–(2) on M˜ with F˜
vanishing on (T̂ , T˜ )×N . Then, for small r and large k, the solution Ψ˜ of
g˜,ĝΨ˜ = 0 in M˜,(75)
Ψ˜(x) = x, in (−∞, 0)×N,
is a diffeomorphism and M̂ ⊂ Ψ˜(M˜). Moreover, the reduced Ricci tensor of
g = Ψ˜∗g˜ coincides with the actual Ricci tensor in the sense of (G3), see e.g.
[16, Sec. VI.7.2 and Th. 4.2 in Appendix III]. Setting (g, φ,F) = Ψ˜∗(g˜, φ˜, F˜),
we have that (g, φ,F) satisfies (G1)-(G3). Note that (G1) holds since the Fermi
coordinates coincide for isometric manifolds satisfying the initial condition (3).
In other words, the Fermi coordinates have the naturality property described the
following commuting diagram:
(V, g′)
Φg˜
zz
Φg
%%
(M˜, g˜)
Ψ˜
// (Ψ˜(M˜), g)
Properties (G2) and (G3) imply that
g,ĝ Id = 0, in M̂,(76)
where Id(x) = x. Indeed, in local coordinates,
g,ĝ Idp = gjk(−Γnjkδpn + Γ̂pBCδBj δCk ) = −gpq(Ĥq − Γq),
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where Ĥq − Γq are the components of the tensor Hĝ(g), see (17). Moreover, the
equality Ricĝ(g) = Ric(g) implies that
divg Einĝ(g) = divg Ein(g) = 0,
where the reduced Einstein tensor is defined by Einĝ(g) = Ig Ricĝ(g). As (g, φ,F)
satisfies the initial condition (3) we may apply Lemma 5.7, when k ∈ N is large
and r > 0 is small, to conclude that Hĝ(g) = 0.
Now (76), together with the diffeomorphism invariance of the wave map opera-
tor, imply that g′,ĝ′(Φ−1ĝ ◦ Φg) = 0. Hence Φ−1ĝ ◦ Φg is the solution of (74).
Let us now show how to solve (74) given Dr,k(ĝ, φ̂). We begin by showing that ĝ′
is determined by Dr,k(ĝ, φ̂), which again follows from the fact that F ′ = 0 implies
g′ = ĝ′. Indeed, in this case also F = 0, and (G2) and (G3) imply that (g, φ, 0)
satisfies (18). But this quasilinear wave equation has a unique solution for small
r and large k, and therefore g = ĝ. Thus we find ĝ′ as the first component the
unique triple in Dr,k(ĝ, φ̂) with the third component vanishing.
As ĝ′ is known, we can evaluate the wave map operator g′,ĝ′Ψ for any g′ on
J(V,g′)(p, q) and any Ψ close to the identity. It remains to show that the initial
condition in (74) is determined by Dr,k(ĝ, φ̂). This follows from the identity
expĝ
′
p ◦(expg
′
p )
−1 = Φ−1ĝ ◦ Φg, in B \ J+(V,g′)(p),(77)
that we will show next. Here expg
′
denotes the exponential map with respect to
the metric g′.
The assumption supp (F ′) ⊂ J+(V,g′)(p) implies that g = ĝ on M̂ \ J+(M,ĝ)(Φ(p)),
using again the the fact that (18) has a unique solution. Here we used the notation
Φ = Φĝ. In particular, it holds that Φ(p) = Φg(p), dΦ = dΦg at p, and
Id = expĝΦ(p) ◦(expgΦ(p))−1 in U1 \ J+(M,ĝ)(Φ(p)),
for a suitable neighbourhood U1 ⊂ M̂ of Φ(p). Equation (77) is obtained by
combining the previous identity with the naturality of the exponential map, that
is, with the fact that the following two diagrams commute:
U2
dΦ //
expĝ
′
p

U3
expĝ
Φ(p)
(V, ĝ′)
Φĝ // (M̂, ĝ)
U2
dΦ //
expg
′
p

U3
expg
Φ(p)
(V, g′)
Φg // (M̂, g)
where U2 ⊂ TpV and U3 ⊂ TΦ(p)M̂ are suitable neighbourhoods of the respective
origins. Indeed, in B \ J+(V,g′)(p)
expĝ
′
p ◦(expg
′
p )
−1 = Φ−1ĝ ◦ expĝΦ(p) ◦dΦ ◦ dΦ−1 ◦ (expgΦ(p))−1 ◦ Φg = Φ−1ĝ ◦ Φg.

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5.2. Receiving singularities. The only difficulty in receiving of singularities is
that the Fermi coordinates Φg can be non-smooth when g has singularities. This
problem is solved by using the following two lemmas: the first one shows that
at least some singularities of the fourfold linearization of g are visible when the
principal symbol of the fourfold linearization is non-vanishing in a large enough
subbundle and suitable coordinates are used, and the second one shows that chang-
ing from the Fermi coordinates to normal coordinates gives suitable coordinates.
In the first lemma, we denote by Sym2(K) the rank 6 subbundle of Sym2 over a
submanifold K ⊂M of codimension one, that consists of the symmetric 2-tensors
on K. Later, we will use this lemma when K is a Λ-invariant submanifold, in fact,
in the proof of Theorem 5.6 below, the submanifold K will be contained in the
image of L+xM under the exponential map. Here x is as in Theorem 5.6, and there
are no cut points on the geodesic segment joining x and y, with y as in the lemma.
Lemma 5.2. Consider a family g ∈ C4(E ;C2(M ; Sym2)) where E is a neigh-
bourhood of the origin in R4, and let K ⊂ M be a submanifold of codimension
one. Let y ∈ K and let U ⊂ M be a small neighbourhood of y. Suppose that for
α = (1, 1, 1, 1) it holds that
∂α g|=0 ∈ I(K; Sym2),(78)
∂β g|=0 ∈ C∞(U ; Sym2), for all β < α.(79)
Here the β < α means the partial order in the sense of multi-indices. Suppose,
moreover, that the restriction of σ[∂α g|=0](y, ·) on Sym2(K) does not vanish. Let
V ⊂ R4 be open and let Ψ ∈ C4(E ;C2(V ;U)). Suppose that Ψ() gives a system
of coordinates near y and that
∂β Ψ
∗g|=0 ∈ C∞(V ; Sym2), for all β < α.(80)
Then ∂α Ψ
∗g|=0 is not smooth at Ψ−1(y). Here (Ψ∗g)(, ·) = Ψ(, ·)∗g(, ·).
Proof. For small enough U , we can choose such smooth coordinates (x0, x1, x2, x3)
that K ∩ U = {x ∈ U ;x0 = 0}. Then the curvature (0, 4)-tensor can be expressed
in the coordinates as follows
Rik`m =
1
2
(
∂2gim
∂xk∂x`
+
∂2gk`
∂xi∂xm
− ∂
2gi`
∂xk∂xm
− ∂
2gkm
∂xi∂x`
)
+ gnp (Γ
n
k`Γ
p
im − ΓnkmΓpi`) ,
where Γmij are the Christoffel symbols of g. We write g
(α) = ∂α g|=0. As
g(α) ∈ Ip(K; Sym2) and as its principal symbol does not vanish, there is the max-
imal smoothness index s = −p − 1 such that g(α) is in the Besov type space
∞H(s)(U ; Sym2), see [38, Def. 18.2.6]. Moreover, it holds for i,m = 1, 2, 3 that
∂2g
(α)
k`
∂xi∂xm
∈ ∞H(s)(U), ∂
2g
(α)
i`
∂xk∂xm
∈ ∞H(s−1)(U), ∂
2g
(α)
km
∂xi∂x`
∈ ∞H(s−1)(U).
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Thus, writing R(α) = ∂α R|=0,
R
(α)
i00m =
1
2
∂2g
(α)
im
∂x0∂x0
+ r, i,m = 1, 2, 3,
where r ∈ ∞H(s−1)(U). We used here the fact that all the terms in R(α), where
the four derivatives with respect to  do not act on the same instance of g, are
smooth. This follows from (79).
Consider a family of curves γ ∈ C4(E ;C1(−1, 1;U)) and suppose that γ() is
a geodesic with respect to g(). Write γ̂ = γ|=0 and suppose, moreover, that γ̂
intersects K transversally at y = γ̂(0). We can consider g
(α)
im ◦ γ̂ as a conormal
distribution associated to {0} ⊂ (−1, 1). As σ[g(α)](γ̂(0), ·) does not vanish on
Sym2(K), there are i,m = 1, 2, 3 such that
σ[R
(α)
i00m ◦ γ̂](0, τ) = −
1
2
ξ20 σ[g
(α)
im ◦ γ̂](0, τ),(81)
does not vanish for some τ ∈ R \ 0.
By differentiating the geodesic equation ∇γ˙ γ˙ = 0 with respect to  we see that
the path γ(α) = ∂
α
 γ|=0 satisfies
∂tγ˙
k
(α) + (Γ̂
k
ij ◦ γ̂) ˙̂γ
j
γ˙i(α) + (Γ̂
k
ij ◦ γ̂)γ˙j(α) ˙̂γ
i
+ γ`(α)(∂x`Γ̂
k
ij ◦ γ̂) ˙̂γ
j ˙̂γ
i
= hk + rk,(82)
where k = 0, 1, 2, 4, hk = −(∂α Γkij|=0 ◦ γ̂) ˙̂γ
j ˙̂γ
i
and rk is smooth due to (79). This
is a linear system of differential equations for γ(α) with smooth coefficients. There
is a maximal smoothness index s′ ∈ R such that
g
(α)
jk ◦ γ̂ ∈ ∞H(s′)(−1, 1), hk ∈ ∞H(s′−1)(−1, 1).
Thus (82) implies that γk(α), γ˙
k
(α) ∈ ∞H(s′−1)(−1, 1) for k = 0, 1, 2, 3.
As the intersection of γ̂ and K is transversal, there are C4-smooth maps t()
and y(), mapping a neighbourhood of the origin in E to small neighbourhoods
of the origin in R and y in M , respectively, such that γ(, t()) = y() ∈ K. Let
Z(, t), V (, t) and W (, t) be the parallel transports of ∂x0 , ∂xi , ∂xm ∈ Ty()M along
γ() with respect to g(). The vector field Z(α) = ∂
α
 Z|=0 satisfies an equation
similar to (82), and analogously with the above, we see that its components satisfy
Zk(α) ∈ ∞H(s′−1)(−1, 1). The same is true for V and W . It follows, using again
(79), that the principal symbol of ∂α 〈R(Z, V )Z,W 〉 |=0 is (81). As the principal
symbol does not vanish, we see that the function
∂α 〈R(Z, V )Z,W 〉 |=0(83)
is not in C∞(−t0, t0) for any t0 > 0.
To get a contradiction suppose that there is a neighbourhood V ′ of Ψ−1(y)
such that Ψ∗∂α g|=0 is smooth in V ′. Now (80) together with the smoothness
of Ψ∗∂α g|=0 implies that the function (83) is smooth at t = 0. But this is a
contradiction. 
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In the proof of Theorem 5.6 we will apply the above lemma in a setting where
Ψ is given as the composition of the Fermi coordinates Φg and certain normal
coordinates. The next lemma captures the essential features of the setting. We
will apply it in the case Φ(, y) = Φg()(y), y ∈ V .
Lemma 5.3. Let g ∈ C4(E ;C3(M ; Sym2)), with E a neighbourhood of the origin
in R4, let Φ ∈ C4(E ;C2(V ;M)), and suppose that Φ(, ·) gives local coordinates
on M . Write g′ = Φ∗g, that is, (Φ∗g)(, ·) = Φ(, ·)∗g(, ·). Let y ∈ V , let Xj,
j = 0, 1, 2, 3, be a basis of TyV , and consider the normal coordinates
(84) Ξ(, z) = expg
′()
y
(
3∑
j=0
zjXj
)
.
Define Ψ(, z) = Φ(,Ξ(, z)). Then there is a neighbourhood V ′ of y such that
Ψ ∈ C4(E ;C2(V ′;U)). Furthermore, if g satisfies (79) then Ψ∗g satisfies (80) with
V = V ′.
Proof. Naturality of the exponential map implies that
Ψ(, z) = exp
g()
Φ(,y)
(
3∑
j=0
zj(∂yjΦ
k)(, y)Xk
)
.
For small enough neighbourhood V ′ of y, the smoothness Ψ ∈ C4(E ;C2(V ′;U))
follows from g ∈ C4(E ;C3(M ; Sym2)). As the exponential map is obtained by a
solving system of ordinary differential equations, while varying the initial condi-
tions, the assumption (79) implies that ∂β Ψ|=0 ∈ C∞(V ′; Sym2) for any β < α
where α = (1, 1, 1, 1). Thus (80) holds with V ′ = V . 
5.3. Concepts from global Lorentzian geometry. Up to this point the global
geometry of (M, ĝ) has played a minor role. When we combine sending, interaction
and receiving of singularities in the next section, we need to take into account
certain global aspects.
Let p, q ∈ M . We write p < q when p and q can be joined by a future pointing
causal curve in (M, ĝ). When this is the case, we define the time separation
function τ(p, q) ∈ [0,∞) to be the supremum of the lengths
L(α) =
∫ 1
0
√
−ĝ(α˙(s), α˙(s)) ds
of the piecewise smooth causal curves α : [0, 1]→M from p to q. If the condition
p < q does not hold, we define τ(p, q) = 0.
When (x, ξ) ∈ Σ, we define T (x, ξ) to be the length of the maximal interval on
which γx,ξ : [0, T (x, ξ))→ M is defined. Recall that γx,ξ is the geodesic of (M, ĝ)
with the initial data (x, ξ∗) where ξ∗ is the vector ξj∗ = ĝ
jkξk. When ξ is future
pointing, we define the modified cut locus functions, c.f. [7, Def. 9.32],
ρ(x, ξ) = sup{s ∈ [0, T (x, ξ)); τ(x, γx,ξ(s)) = 0},(85)
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Figure 3. Schematic of K(x, ξ; δ) in the Minkowski space. The
projection of K(x, ξ; δ) at a fixed time is a piece of a sphere. The
spherical piece propagates near the lightlike geodesic γx,ξ and is sin-
gular on a subset of the light cone emanating from x. The black line
segment is the projection of γx,ξ on R3. Two projections of K(x, ξ; δ)
on R3, corresponding to two different times, are drawn in red and
green.
Using [7, Th. 9.33], we see that the function ρ(x, ξ) is lower semi-continuous on
the globally hyperbolic Lorentzian manifold (M, ĝ).
5.4. Probing the background geometry with propagating singularities.
We will next combine all the steps studied above: sending, interaction and re-
ceiving of singularities. This is done in Theorem 5.6, that relates analytical infor-
mation on propagating singularities to purely geometrical information on lightlike
geodesics and the causal structure of (M, ĝ). After establishing the relation be-
tween analytical and geometrical information, the final step of the proof of Theo-
rem 1.1 is purely geometrical and coincides with the geometric part of the proof
in [49].
Consider the Fermi coordinates Φ = Φĝ defined by (6). Let x ∈ V and ξ ∈ L+x V ,
where the light cone is defined with respect to ĝ′ = Φ∗ĝ. Let δ > 0, denote by
Bx(ξ, δ) ⊂ T ∗xV the ball of radius δ with respect to a fixed auxiliary Riemannian
metric on V , and define
K(x, ξ; δ) = pi(Λ(Bx(ξ, δ))) \ J−(M,ĝ)(x).(86)
Here pi : T ∗M → M is the canonical projection to the base manifold, Λ is the
flowout defined by (28), and we have extended the definition as follows
Λ(S) = Λ({(Φ(x),Φ∗ξ); (x, ξ) ∈ S}), S ⊂ T ∗V.
Observe that K(x, ξ; δ) is a 3-dimensional Λ-invariant manifold away from the cut
locus of x. Moreover, using the notation,
γx,ξ = γΦ(x),Φ∗ξ, ρ(x, ξ) = ρ(Φ(x),Φ∗ξ), (x, ξ) ∈ T ∗V,
it contains the lightlike geodesic γx,ξ((0, ρ(x, ξ))).
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For zj ∈ V , ζj ∈ L+zjV , j = 1, 2, 3, 4, we write z = (zj)4j=1, ζ = (ζj)4j=1 and define
C+(z, ζ ) =
4⋃
j=1
J+(M,ĝ)(γzj ,ζj(ρ(zj, ζj))),
the causal future of the first cut points on the geodesics γzj ,ζj . Below, it is enough
to consider the complement of C+(z, ζ ), since the cut points are treated in the
purely geometric step.
Denote by K(z, ζ , δ) the set K defined by formula (60) with
Kj = K(zj, ζj; δ), δ > 0, j = 1, 2, 3, 4.
Recall that K(z, ζ , δ) is the union of the sets Kj together with a set giving an
upper bound for the singular supports of the waves produced by the threefold
interactions of waves with singular supports on the sets Kj. When δ → 0, the set
K(z, ζ , δ) tends to the set
K0(z, ζ ) =
⋂
δ>0
K(z, ζ , δ),
that is of Hausdorff dimension at most two. Below, we consider K0(z, ζ ) as a small
exceptional set.
We define
X(z, ζ ) =
4⋂
j=1
γzj ,ζj((0, ρ(zj, ζj))).
Note that X(z, ζ ) 6= ∅ if and only if all the four geodesics γzj ,ζj intersect before
their first cut points. A piece of information that we want to recover given the
data Dr,k(ĝ, φ̂) is whether X(z, ζ ) 6= ∅ or not. Moreover, in the case X(z, ζ ) 6= ∅,
the main piece of information that we want to recover is if x ∈ X(z, ζ ) can be
joined to a point y ∈ Φ(V ) by a lightlike geodesic segment without cut points.
More precisely, we want to determine if y ∈ EV (x) where
(87) EV (x) = V ∩ E(x), E(x) = {γx,ξ(t); t ∈ [0, ρ(x, ξ)], ξ ∈ L+xM}.
We denote by B((z, ζ ), δ), the ball of radius δ > 0 with respect to a fixed
auxiliary Riemannian metric on (T ∗V )4, and use also the shorthand notation
E = Sym2 ⊕ RL.
The following two definitions form the basis of a test that allows us to extract
geometric information given the data (8).
Definition 5.4. Let p, q ∈ V and suppose that there is open B ⊂ R4 such that
J(V,ĝ′)(p, q) ⊂ B and B ⊂ V . Write V in = J(V,ĝ′)(p, q) and define
L4V
in = {(z1, . . . , z4, ζ1, . . . , ζ4) ∈ (T ∗V in)4; ζj ∈ L+zjV, zj /∈ J+(V,ĝ′)(zk), j 6= k}.
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Let E ⊂ R4 be a neighbourhood of the origin. We say that a family of measurements
u() = (g′(), φ′(),F ′()) ∈ Dr,k(ĝ, φ̂),  ∈ E ,
sends singularities of width δ > 0 from (z˜ , ζ˜ ) ∈ L4V in to y ∈ V if F ′(0) = 0 and
the following conditions hold:
(In 1) Writing (gin(), φin(),F in()) = uin() = Ψ∗u() where Ψ is the solution
of (74) with g′ = g′(),  ∈ E, it holds that supp (Ψ∗F ′()) ⊂ V in.
(In 2) The family uin is C4-smooth with respect to , (50) holds with F = F in,
and writing fj = ∂jF in()|=0, it holds that
supp (fj) ∩ J+(V,ĝ′)(supp (fk)) = ∅, j 6= k.
(In 3) There are submanifolds Y ′j ⊂ V in of codimension one such that the geodesic
γzj ,ζj intersects Φ(Y
′
j ) transversally, and that
fj ∈ I(Y ′j ∩K ′j;E), j = 1, 2, 3, 4,
where K ′j = Φ
−1(K(z˜j, ζ˜j; δ)), z˜ = (z˜j)4j=1 and ζ˜ = (ζ˜j)
4
j=1.
(Out) Writing gout = Ξ∗g′ where Ξ are the normal coordinates defined by (84)
and α = (1, 1, 1, 1), it holds that ∂α g
out is not smooth at the origin.
Definition 5.5. Let r > 0 and k ∈ N, and let L4V in be as in Definition 5.4. We
define a singularity detection function
Dr,k : V × L4V in → {0, 1}
by Dr,k(y,z, ζ ) = 1 if and only if there are k0 ∈ N and r0, δ0 > 0 such that k0 ≥ k,
r0 ≤ r and that for all 0 < δ < δ0 there are (z˜ , ζ˜ ) ∈ L4V in ∩ B((z, ζ ), δ), a
neighbourhood E ⊂ R4 of the origin and a family of measurements
u() = (g′(), φ′(),F ′()) ∈ Dr0,k0(ĝ, φ̂),  ∈ E ,
that sends singularities of width δ from (z˜ , ζ˜ ) to y. We say that singularities are
detected in a stable way at the point y if Dr,k(y,z, ζ ) = 1.
Theorem 5.6. Suppose that (ND) holds with U = Φ(V ). Let r > 0, k ∈ N and
let Dr,k be the singularity detection function. Then the closure S(z, ζ ) of the set
{Φ(y); y ∈ V, Dr,k(y,z, ζ ) = 1} has the following two properties:
(i) If X(z, ζ ) 6= ∅ then EV (x) ⊂ S(z, ζ ) ⊂ J+(M,ĝ)(x).
(ii) If X(z, ζ ) = ∅ then S(z, ζ ) ⊂ C+(z, ζ ) ∪ K0(z, ζ ).
Furthermore the function Dr,k(y,z, ζ ) is determined by the data Dr,k(ĝ, φ̂).
Before entering in the rather long proof, let us briefly describe its outline. We
send four waves propagating near the four geodesics γzj ,ζj . If those geodesics
intersect at x, we can make a small perturbation in zj, ζj, so that the four geodesics
intersect still at x, and choose the linearized sources fj, as in Definition 5.4, so
that the fourfold interaction of the corresponding linearized solutions at x has a
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principal symbol, in the sense of Proposition 4.10, that does not vanish in the
direction towards the point y. Moreover, by varying the symbols of fj, we can
produce a six dimensional space of singularities at y, and at least some of those
singularities are observed in the normal coordinates Ξ.
Proof. It follows from Lemma 5.1 that the data Dr,k(ĝ, φ̂) determines whether a
family a family of measurements
(88) u() = (g′(), φ′(),F ′()) ∈ Dr0,k0(ĝ, φ̂),  ∈ E ,
with r0 ≤ r and k0 ≥, satisfies (In 1)–(In 3). Clearly, also the validity of (Out)
can be verified by using the data. Thus the function Dr,k(y,z, ζ ) is determined by
the data Dr,k(ĝ, φ̂).
We note that since E0(x) = {γx,ξ(t); t ∈ (0, ρ(x, ξ)), ξ ∈ L+xM} is a smooth
3-dimensional manifold and the Hausdorff dimension of K0(z, ζ ) is at most 2, the
set E0(x) \ K0(z, ζ ) is dense in EV (x).
The properties (i) and (ii) follow, by passing to the closure, after we show that
for any y ∈ V satisfying
(89) Φ(y) /∈ C+(z, ζ ) ∪ K0(z, ζ )
the following two implications hold: (1) if X(z, ζ ) = ∅ or (a) then D(y,z, ζ ) = 0;
(2) if (b) then D(y,z, ζ ) = 1, where
(a) For any point x ∈ X(z, ζ ) it holds that Φ(y) /∈ J+(M,ĝ)(x).
(b) There are x ∈ X(z, ζ ), ξ ∈ L+xM and t ∈ (0, ρ(x, ξ)) such that Φ(y) = γx,ξ(t).
To establish the implication (1), we show for large k0 ∈ N and small δ0, r0 > 0,
that if the family (88) satisfies (In 1)–(In 3), with (z˜ , ζ˜ ) ∈ L4V in ∩B((z, ζ ), δ) and
0 < δ < δ0, and X(z, ζ ) = ∅ or (a) holds, then (Out) does not hold.
We use the shorthand notation γj = γzj ,ζj and
N = M̂ \
(
C+(z, ζ ) ∪
4⋃
j=1
J−(M,ĝ)(Φ(zj))
)
.
Note that the geodesics γj, γk with j 6= k can intersect only once in N . Indeed,
if γj and γk intersect at points x1 < x2, then the existence of the broken causal
geodesic between zj and x2, obtained by switching from γj to γk at x1, implies
that τ(zj, x2) > 0. This is a contradiction with the fact that x2 = γj(s) for some
s < ρ(zj, ζj).
An analogous argument shows that γj can not have any self-intersections in N .
In particular, if N˜ ⊂ N is open and if its closure is contained in N , then for small
δ, writing Kj = K(zj, ζj; δ), the intersection Kj ∩ N˜ is a smooth manifold. The
same is true for K˜j = K(z˜j, ζ˜j; δ) when (z˜j, ζ˜j) ∈ B((zj, ζj), δ) for small δ. Hence
the results in Section 4 can be applied on N˜ . Observe also that when considering
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a fourfold interaction at x ∈ N˜ the condition (67) holds, since there can not exist
an earlier threefold interaction.
For large k0 and small r0, Lemma 5.1 implies that the family (88) can be also
written as
u() = Φ∗g()(g(), φ(),F()), Ψ∗F ′() = Φ∗F(),
where (g(), φ(), Ig()F()) solves (18). We define v() by (40), and use the no-
tation Y ′ =
⋃4
j=1 Y
′
j and Y = Φ(Y
′) where Y ′j is as in (In 3). We write also
α = (1, 1, 1, 1) and
Kβ = singsupp(∂β v|=0).
Now (In 3) implies that for small δ,
vj = ∂jv|=0 ∈ I(K˜j;E) in N˜ \ Y .
Moreover, Lemmas 4.2 and 4.5 imply that Kβ ⊂ K(z˜ , ζ˜ , δ) for β < α.
Let x ∈ N be a point where a pair of geodesics γj, γk, j 6= k, intersect. There is
at most one such a point, since any pair of geodesics can intersect only once in N .
If X(z, ζ ) = ∅, then for small δ, one of the distributions vj, j = 1, 2, 3, 4, is smooth
near x. Thus Lemma 4.6 implies that Kα ⊂ K(z˜ , ζ˜ , δ). As y satisfies (89) it holds
for small enough δ that Φ(y) /∈ Kα. On the other hand if (a) holds, then for small
δ it holds again that Φ(y) /∈ Kα since Kα lies near
J+(M,ĝ)(x) ∪
4⋃
j=1
γzj ,ζj(R),
and
⋃4
j=1 γzj ,ζj((0,∞)) ⊂ K0(z, ζ ).
In particular, in both the cases X(z, ζ ) = ∅ and (a), it holds for small δ that
Φ(y) /∈ singsupp(∂β g|=0), β ≤ α.
Using the naturality of the exponential map, analogously with the proof of
Lemma 5.3, we see that ∂α g
out is smooth near the origin. This concludes the proof
of the implication (1).
Let us now turn to the implication (2) and suppose that (b) holds. We choose
spacelike submanifolds
Y ′j = Y
′(zj, ζj) ⊂ V in, j = 1, 2, 3, 4,
of codimension one satisfying the following:
(S1) γj intersects Yj transversally where Yj = Φ(Y
′
j ),
(S2) zj < z with respect to ĝ
′ for all z ∈ Y ′j ,
(S3) Y ′j ∩ J+(V,ĝ′)(z) = ∅ for all z ∈ Y ′k and j 6= k.
Let
σj ∈ Sp(Yj ∩Kj;S⊕ RL), j = 1, 2, 3, 4,(90)
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and define the map
F (, g, φ) = IgA(g,φ)(F
4∑
j=1
jσj),  = (1, 2, 3, 4),(91)
where F and A(g,φ) are as in Proposition 3.6. We choose the neighbourhood U in
Proposition 3.6 so that U = U1 ∪ · · · ∪ U4 where Y j ⊂ Uj, U ⊂ Φ(V in), and that
the following perturbed version of (S3) holds:
(S3’) Uj ∩ J+(V,ĝ′)(z) = ∅ for all z ∈ Uk and j 6= k.
For any k0 ∈ N, the quasilinear wave equation (18) with the right-hand side
(F 1, F 2) = F (, g, φ) has a unique solution
(g(), φ()) ∈ C∞(E ;Ck0(M̂ ; Sym2 ⊗ RL))
when p ∈ R is negative enough and E ⊂ R4 is a small neighbourhood of the origin.
Note that the neighbourhood E depends on the symbols σj, j = 1, 2, 3, 4.
We define
F() = Ig()F (, g(), φ()).
By (A1) of Proposition 3.6, the family (g(), φ(),F()) satisfies the compatibility
condition (5), and therefore it solves (1)–(3). Moreover, the support condition in
(A1) implies that supp (F()) ⊂ U ⊂ Φ(V in). By (A3) the source F() depends
smoothly on  ∈ E . For any r0 > 0 there is a neighbourhood Er0 ⊂ E of the origin
so that u() = Φ∗g()(g(), φ(),F()) ∈ Dr0,k0(ĝ, φ̂) when  ∈ Er0 .
Lemma 5.1 implies that
(92) uin() = Ψ∗u() = Φ
∗(g(), φ(),F()).
Using again the support condition in (A1) we see that uin() satisfies (In 1). The
equation (92) implies also that uin is smooth with respect to . Linearity of A(g,φ)
implies that
∂jF()|=0 = A(ĝ,φ̂)(Eσj) ∈ I(Yj ∩Kj;E).(93)
To see that (In 2) is satisfied, we use (S3’) together with arguments analogous to
Lemma 5.9 in the below appendix. The condition (In 3) follows from (92), (93)
and (S1).
We will finish the proof of the implication (2) by showing that for all small
δ > 0 there are (z˜j, ζ˜j) ∈ B((zj, ζj), δ) and symbols σj ∈ Sp(Yj ∩Kj;S⊕RL) such
that (Out) holds. By (b) there is x ∈ X(z, ζ ), and by perturbing the geodesics γj
slightly we get the following. For any small δ > 0, there are (z˜nj , ζ˜
n
j ) ∈ B((zj, ζj), δ)
such that the geodesics γnj = γz˜nj ,ζ˜nj
, j = 1, 2, 3, 4, intersect at the point x and
the corresponding manifolds Knj satisfy (b
n, sn)6n=1 ∈ U for some sn where bn =
(bn1 , b
n
2 , b
n
3 , b
n
4 ), N
∗
xK
n
j = Rbnj and U is the set in Proposition 4.10. For small δ, the
geodesic γnj intersects Yj and we denote by z
n
j the point of intersection. Moreover,
we write ξ = ξn1 + · · · + ξn4 where ξnj ∈ Rbnj \ 0. Then there is a unique covector
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ζnj ∈ N∗znj (Yj ∩ Knj ) that lies on the bicharacteristic of ĝ,φ̂ through (x, ξnj ). As
discussed in Section 3.6, taking σj = σ
n
j in (90), the map
σnj (z
n
j , ζ
n
j ) 7→ σ[vj](x, ξnj )
is an isomorphism between the fibres (SYj∩Knj ⊕ RL)(znj ,ζnj ) and (SKnj ⊕ RL)(x,ξnj ).
Thus we can choose the symbols σnj so that s
n = (σ[vj](x, ξ
n
j ))
4
j=1, n = 1, . . . , 6.
We write
E˜x = span{S (bn, sn); n = 1, . . . , 6},
and K5 = K(x, ξ; δ
′), δ′ > 0. Observe that K5 is a smooth manifold near Φ(y) since
t < ρ(x, ξ). There is a unique covector η ∈ N∗yK5 that lies on the bicharacteristic
of ĝ,φ̂ through (x, ξ). Recalling (70), the discussion in Section 3.4 implies that
the map
σ[I4(v1, v2, v3, v4)](x, ξ) 7→ σ[v1234](y, η)
is an isomorphism between the fibres Ex and Ey. Hence it maps the subspace E˜x
onto a 6-dimensional subspace E˜y of Ey. Moreover, by Remark 3.7, the subspace
E˜y is contained in Sym
2
y since E˜x is contained in Sym
2
x. The intersection of E˜y and
the 6-dimensional subspace Sym2(K5)y ⊂ Sym2y is at least of dimension 2. Now
Lemmas 5.2 and 5.3 imply that there is n = 1, . . . , 6 such that (Out) holds when
σj = σ
n
j in (90). 
Let us summarize the above considerations. When the small (2-dimensional) sets
K0(z, ζ ) are not considered, Theorem 5.6 essentially states the following: First, if
the geodesics γzj ,ζj , j = 1, 2, 3, 4, intersect before their first cut points and the
intersection point is x, then the set S(z, ζ ) ⊂ Φ(V ) where singularities can be
detected in a stable way satisfies EV (x) ⊂ S(z, ζ ) ⊂ J+(x). The set EV (x), defined
in (87), is called the earliest light observation set corresponding to the source
point x. Second, if the geodesics γzj ,ζj do not intersect before their first cut points,
then singularities are not detected in a stable way outside the sets J+(pj) where
pj = γzj ,ζj(ρ(zj, ζj)), j = 1, 2, 3, 4, are the first cut points.
Roughly speaking, the above means that when we send singular waves along the
geodesics γzj ,ζj , and the geodesics intersect at a point x before their cut points,
the non-linear interaction creates an artificial point source at the point x. This
point source sends singularities along the light cone emanating from the point
x and the earliest arriving singularities are detected in Φ(V ). Thus the inverse
problem in Theorem 1.1 is reduced to the geometric problem of determining the
conformal type of I(µ(0), µ(1)) when we are given the sets S(z, ζ ) for all initial
directions (z, ζ ) ∈ L4V in. This geometric problem is solved [49] where the inverse
problem for the passive observations of the light cones emanating from the point
sources is studied. Thus the rest of the proof of Theorem 1.1 is purely geometrical
and coincides with the geometric part of the proof in [49]. As our notations differ
slightly from those in [49], we spell out the relation to [49] in the short proof below.
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Proof of Theorem 1.1. Similarly to Definition 4.2 of [49] we define the set Se(z, ζ ) ⊂
S(z, ζ ) of the earliest points where singularities are detected in a stable way.
Lemma 4.4 of [49] shows that if x ∈ X(z, ζ ) then Se(z, ζ ) coincides with the
earliest observation set EV (x) corresponding to the point x and the observation
set Φ(V ). Theorem 5.6 above, together with Theorem 4.5 and Lemma 4.4 of [49],
implies that the data set (8) determines uniquely the collection of the earliest light
observations sets
Φ−1(EV (W )) = {Φ−1(EV (x)); x ∈ W}
with source points in the chronological diamond W = I(µ(0), µ(1)). By [49, Th.
1.2] the collection EV (W ), or equivalently, the collection Φ−1(EV (W )), determines
the conformal type of the set (W, ĝ). 
Corollary 1.2 follows in the same way as Corollary 1.3 of [49].
Appendix A: Proofs for linearization stability
The next lemma is well-known but we give a short proof for the convenience of
the reader.
Lemma 5.7. Let (M, ĝ) be a background spacetime, and suppose that a Lorentzian
metric g ∈ C3(M ; Sym2) satisfies the initial condition (3), (M, g) is globally hy-
perbolic, and that Σ0 = {0} ×N is a Cauchy surface with respect to g. Define the
reduced Einstein tensor by Einĝ(g) = Ig Ricĝ(g). Then divg Einĝ(g) = 0 implies
that Hĝ(g) = 0.
Proof. We use the shorthand notation H = Hĝ(g), ∇ = ∇g, ∇̂ = ∇ĝ, ∇j = ∇∂j
and ∇̂j = ∇̂∂j , and define also the operator [sg that lowers indices and symmetrizes
two tensors S as follows,
([sgS)jk =
1
2
(gjpS
p
k + gkpS
p
j ).
In local coordinates, trg [
s
g∇̂H = ∇̂pHp, whence
Ein(g)jk − Einĝ(g)jk = 1
2
(gjp∇̂kHp + gkp∇̂jHp − gjk∇̂pHp).
As also Ein(g) has vanishing divergence,
0 = gqj∇q(gjp∇̂kHp + gkp∇̂jHp − gjk∇̂pHp)
= gkpg
qj∇q∇̂jHp + LkpHp,
where LkpH
p = ∇p∇̂kHp−∇k∇̂pHp. Note that Lkp is a linear first order differential
operator. We see that H satisfies the linear second order hyperbolic system{
gqj∇q∇̂jHr + grkLkpHp = 0, in M,
Hr = 0, in (−∞, 0)×N, r = 1, 2, 3, 4,(94)
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whose principal part coincides with the principal part of g. As (M, g) is globally
hyperbolic and Σ0 is a Cauchy surface for g, H = 0 on M , see e.g. [76, Cor.
12.14]. 
Corollary 5.8. Let (M, ĝ) and g ∈ C3(M ; Sym2) be as in Lemma 5.7. Let
φ ∈ C2(M ;RL), F 1 ∈ C1(M ; Sym2), F 2 ∈ C0(M ;RL).
Suppose that S = (g, φ, F 1, F 2) satisfies (18). Then S satisfies (1)–(2) if and only
if the compatibility condition (5) holds with F1 = IgF 1 and F2 = F 2.
Proof. If S satisfies (1)–(2) then a direct computation shows that (5) holds. Sup-
pose now that (5) holds. We apply Ig on the first equation in (18), and get
Einĝ(g) = T(g, φ) + F1.
Now a computation shows that (18) and (5) imply
divg Einĝ(g) = (g − V ′(φ))φ · dφ+ divgF1 = divgF1 + F2 · dφ = 0.
Lemma 5.7 implies Hĝ(g) = 0, and therefore
Ein(g) = Einĝ(g) = T (g, φ) + F1.

Proof of Lemma 3.2. We omit writing φ as a subscript in the proof. We denote
by e`, ` = 1, . . . , L, the constant frame corresponding to the standard basis of RL,
and define a vector bundle homomorphism A1 ∈ Cκ(U ; Hom(T ∗U,RL)) by
A1(dφj) = ej, j = 1, 2, 3, 4.
Then A1(dφj) · dφ = ej · dφ = dφj, and A1 satisfies (i).
We define
A2(e`) = 0, ` = 1, 2, 3, 4,
A2(e`) = e` −
4∑
j=1
c`jej, ` = 5, . . . , L,
where c`j ∈ Cκ(U ;R) are the coefficients of dφ` in the frame dφj, j = 1, 2, 3, 4.
Note that for ` = 5, . . . , L,
A2(e`) · dφ = dφ` −
4∑
j=1
c`jdφj = 0.
Hence A2 satisfies (ii).
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Let us now turn to the property (iii). Suppose that w =
∑L
`=1 a`e`. Then
A1(w · dφ) =
L∑
`=1
a`A
1(dφ`) =
4∑
j=1
ajej +
L∑
`=5
4∑
j=1
a`c`jej,
A2(w) =
L∑
`=5
a`e` −
L∑
`=5
a`
4∑
j=1
c`jej,
and thus A1(w · dφ) + A2(w) = w, that is, (iii) holds. 
Note that A1φ(v) = 0 and A
2
φ(w) = 0 outside the supports of v and w, respec-
tively, simply because these maps are vector bundle homomorphisms. We need a
similar property also for the derivatives of Ajφ, j = 1, 2, with respect to φ. We will
give a proof only in the case of j = 1, the other case being similar.
Lemma 5.9. Let φ̂ be as in Lemma 3.2. Let E ⊂ R be a neighbourhood of the
origin, and let φ() ∈ C∞(E ;Cκ+1(U ;RL)) satisfy φ(0) = φ̂. Then ∂A1φ|=0(v) = 0
if the supports of ∂φ|=0 and v do not intersect.
Proof. Observe that in local coordinates,
A1φ() =
(
Φ()−1
0
)
where Φ() is the matrix that has the columns dφj, j = 1, 2, 3, 4. Thus, writing
Φ̂ = Φ(0), we have
∂A
1
φ|=0 =
(
−Φ̂−1 ∂Φ|=0 Φ̂−1
0
)
,
and the claim follows. 
Appendix B: Local existence of solutions
In this section we outline briefly the results on quasilinear wave equations that
we need. The reduced Einstein’s equations coupled with scalar fields (18) can be
written in the abstract form (42), that is,
g−1(D,D)v + A(x, v,Dv) = F.(95)
Here v = (g − ĝ, φ − φ̂), and when considering sources of the form (91) we allow
also F to be a function of v and Dv, that is, F = F (x, v,Dv). Recall that a
globally hyperbolic Lorentzian manifold is isometric to a product manifold R×N
with metric of the form
ĝ = −β(t, y)dt2 + κ(t, y).
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Then (95) can be written in the form
β(t, y; v)∂2t v =
3∑
j,k=1
κjk(t, y; v)∂yj∂ykv + A(t, y; v,Dv)− F (t, y; v,Dv),(96)
where g(t, y) = −β(t, y; v)dt2 + κ(t, y; v). Well-posedness of equations of this
form was established in [42]. The results there are not directly applicable in our
case since [42] considers perturbations of the initial condition whereas we consider
perturbations via a small compactly supported source F . However, the fixed point
argument there can be adapted to our case, and we refer to Appendix B in [50]
for the details.
Let T̂ > 0 and consider the spaces
Ek =
k⋂
j=0
Cj(0, T̂ ;Hk−j(N ; Sym2 ⊕ RL)), s ∈ N.
Let K ⊂ (0, T̂ ) × N be compact. Suppose that for all large k ∈ N, there is a
neighbourhood Uk of the origin in E
k such that for v ∈ Uk the function f(t, y) =
F (t, y; v,Dv) satisfies supp (f) ⊂ K. Then for all large k ∈ N there is r > 0 such
that if ‖f‖Ek < r for all v ∈ Uk then there is a unique solution v ∈ Ek of (96)
satisfying the initial condition (3).
Observe that the above result is local in the sense that only a fixed time interval
is considered and the source is assumed to be supported in a fixed compact set.
In the case of Cauchy problem for Einstein’s equations, there are also global
results available, see e.g. [18, 37, 54, 75, 83]. Above we paid also no attention
to the size of the smoothness index k. For results on the Cauchy problem for
the Einstein and the Eistein-scalar field systems in low regularity settings see
[20, 19, 76, 77].
Appendix C: On active measurements
By an active measurement we mean a model where we can control some of the
physical fields and the other physical fields adapt to the changes in all the fields so
that the conservation law holds. Roughly speaking, we can consider measurement
devices as a complicated process that changes one energy form to other forms of
energy, like a system of explosives that transform some potential energy to kinetic
energy. This process creates a perturbation of the metric, a gravitational wave,
and it also perturbs the matter fields. We can then observe these perturbations in
a subset of the spacetime.
There are several proposals on generation of large enough gravitational waves
so that they can in principle be detected [14, 24, 71, 88]. Also, gravitational waves
from two black holes, in close orbit around each other, were recently observed [53],
however, no artificially generated gravitational waves have been measured at the
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present time. In this paper, our aim has been to consider a mathematical model
that can be rigorously analyzed.
Let us take V`(φ) = 12m2φ2` for simplicity, and let g and φ satisfy Einstein’s
equations coupled with scalar fields
Einĝ(g) = P + T(g, φ),(97)
gφ` −m2φ` = S` in M̂, ` = 1, 2, 3, . . . , L,
S` = Q` + S2nd` (g, φ,Q, P ), in M̂,
g = ĝ, φ` = φ̂`, in (−∞, 0)×N.
Here, in comparison to (1)–(2), we have simply written P = F1 and S2nd` =
F2` − Q`, where Q` is arbitrary. This is to emphasize that P and Q` are consid-
ered as primary sources produced by the measurement devices, and the functions
S2nd` (g, φ,Q, P ) are secondary sources that transform energy and momentum from
the φ fields to the sources Q` and P . Mathematically speaking the secondary
sources cause an effect that guarantees the conservation law (4) is satisfied.
We allow S2nd` to depend also on the first derivatives of (g, φ,Q, P ) but hide this
in the notation. The precise construction of S2nd` is quite technical, see (38), but
these functions can be viewed as the instructions on how to build a device that
can be used to measure the structure of the spacetime far away. Put differently
they can be seen as recipe to transform energy between the gravitational field and
the scalar fields. We note that if the primary sources satisfy P = f1 and Q = f2
and the pair (f1, f2) satisfies the linearized conservation law (21), then the first 
derivative of the secondary source is zero.
Above, the source term P can be written in the form
(98) Pjk(x) =
K∑
κ=1
µκ(x)v
κ
j (x)v
κ
k (x),
where vκ are timelike covector fields, µκ real-valued functions and K ≥ 10. When
µκ ≥ 0, this decomposition corresponds to non-interacting fluids with densities µk,
4-velocity vectors vκ, and zero pressures (i.e. particle or dust flows). Recall that
above we have considered the case when the source field P in (97) vanishes for the
background solution (ĝ, φ̂). This condition can be relaxed, for instance, we can
assume that (ĝ, φ̂) satisfy (97) with background source P̂ for which the conservation
law divĝ(P̂ ) = 0 holds. When we assume that P̂ is written using suitable timelike
fields v̂κ, κ = 1, 2, . . . , K, K ≥ 10 and densities µ̂κ that are positive in V , any
small symmetric perturbation P of P̂ in the set V can be obtained using the fluids
(µκ, v̂κ) such that the perturbed densities µκ are positive. The inverse problem
studied in Theorem 1.1 can be modified to the setting where the background source
P̂ in given in the form (98) with fluids (µ̂κ, v̂κ) that are non-vanishing near the
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geodesic µ and the measurements are implemented by perturbing these fluids, but
the detailed considerations of this model are outside the scope of this paper.
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