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Abstract
Reduced order models (ROMs) have become prevalent in many ﬁelds of physics as
they oﬀer the potential to simulate dynamical systems with substantially increased
computation eﬃciency in comparison to standard techniques. Among the model re-
duction techniques, the proper orthogonal decomposition (POD) method has proven
to be an eﬃcient means of deriving a reduced basis for high-dimensional ﬂow sys-
tems. The intrusive ROM (IROM) is normally derived by the POD and Galerkin
projection methods. The IROM is appealing for non-linear and linear model reduc-
tions and has been successfully applied to numerous research ﬁelds.
However, IROMs suﬀer from instability and non-linearity eﬃciency issues. In ad-
dition, they can be complex to code because they are intrusive. In most cases the
source code describing the physical system has to be modiﬁed in order to generate
the reduced order model. These modiﬁcations can be complex, especially in legacy
codes, or may not be possible if the source code is not available (e.g. in some com-
mercial software). To circumvent these shortcomings, non-intrusive approaches have
been introduced into ROMs. The Non-Intrusive ROM (NIROM) is independent of
the original physical system.
The key contribution of this thesis are: Firstly, three novel NIROMs have been
presented in this thesis: POD/Taylor series, POD-Smolyak and POD-RBF (radial
basis function). Secondly, two NIROMs with varying material properties have been
presented. Thirdly, these newly developed NIROMs were implemented and tested
under the framework of an unstructured mesh ﬁnite element model (FLUIDITY) and
a combined ﬁnite-discrete element method based solid model (Y2D). Fourthly, these
NIROMs have been used to construct ROMs for multi-scale 3-D free surface ﬂows,
multi-phase porous media ﬂows, ﬂuid-structure interaction and blasting problems.
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ONE
Introduction
1.1 Motivation of the thesis
Numerical simulations have become an important part of the analysis of many natu-
ral systems in physics, climatology, astrophysics, biology, chemistry, economics, psy-
chology and engineering. These simulations often involve solving partial diﬀerential
equations (PDEs) with suitable boundary and initial conditions using discretisation
methods (for example, ﬁnite element methods). The discretised system for complex
problems often has a huge number of degrees of freedom (e.g. 106−109). Even with
moderate complexity problems, the computation cost can still be prohibitive. This
has motivated the development of reduced order modelling (ROM) techniques.
In addition to the complexity of the systems, in the context of uncertainty studies,
sensitivity analysis or optimal design, many simulations (e.g. hundreds or thou-
sands) are needed in order to analyse the system parameters (see for instance, Saltelli
(2002); Saltelli et al. (2008); Iman & Helton (1988); Sacks et al. (1989)). This also
results in an intensive additional computational cost. In this case, reduced order
modelling has shown to be a viable way of mitigating the expensive computational
cost issue since it oﬀers the potential to simulate physical and dynamic systems with
substantially increased computation eﬃciency while maintaining accuracy (Schilders
et al. (2008)). Reduced order modelling is a rapidly growing discipline, with signif-
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icant potential advantages in: interactive use, emergency response, ensemble calcu-
lations, and data assimilation. ROM is expected to play a major role in facilitating
real-time turn-around of computational results.
Among model reduction techniques, the proper orthogonal decomposition (POD)
method has proven to be an eﬃcient means of deriving a reduced basis for high-
dimensional nonlinear ﬂow systems. Lumley (1967) ﬁrstly introduced POD method
into ﬂuid dynamics for investigating turbulent ﬂows. The POD method has a num-
ber of variants, such as the principal component analysis (PCA) method (see Pear-
son (1901)) in statistics; Karhunen-Loeve method (see Fukunaga (1990)) in signal
analysis and pattern recognition; and empirical orthogonal functions (EOF) (see
Crommelin. & Majda (2004); Jolliﬀe (2002)) in geophysical ﬂuid dynamics and me-
teorology. The POD technique and its variants have been applied successfully to a
numerous research ﬁelds such as:
 ocean modelling (Xiao et al. (2013); Cao et al. (2007); Xiao et al. (2015d,e);
Cao et al. (2006); Luo et al. (2007a,b); R.Stefanescu & Navon (2013); Ste-
fanescu et al. (2014a); Daescu & Navon (2008); Bistrian & Navon (2015);
Chen et al. (2011, 2012b); Du et al. (2013a); F.Fang et al. (2013); Fang et al.
(2009b)),
 air pollution modelling (Fang et al. (2014)),
 a coupled ocean− atmosphere model (Ballabrera-Poy et al. (2001)),
 fluids control (Ahuja & Rowley (2010); Akhtar (2008); Akhtar et al. (2009);
Bagheri et al. (2009); Barbagallo et al. (2009); Bergmann et al. (2005); Borggaard
et al. (2010); Cohen et al. (2003); Graham et al. (1999b,a); Hoepﬀner et al.
(2006); Ito & Ravindran (1998b); Ma et al. (2011); Ito & Schroeter (2001);
Kunisch et al. (2004); Lehmann et al. (2005); Ravindran (2000)),
 data assimilation ( Hoteit & Ko¨hl (2006); Hoteit & Pham (2004); Altaf et al.
(2013); S¸tefa˘nescu et al. (2015); Daescu & Navon (2007); Qiu & Chou (2006);
Dimitriu et al. (2010); Du et al. (2013c)),
 neutron and photon transport problems (Buchan et al. (2015)),
 convective Boussinesq flows (San & Borggaard (2015)),
 fluid− structure interaction (Chang & Modarres-Sadeghi (2015)),
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 shape optimisation (Xiao et al. (2012); Ghoman et al. (2012); Goss & Sub-
barao (2008); Coelho et al. (2008); Raghavan et al. (2013)),
 mesh optimisation model ( Fang et al. (2010)),
 borehole induction modelling ( Ardjmandpour et al. (2014))
POD in combination with the Galerkin projection method is an eﬀective method for
deriving a reduced order model (ROM). However, the main issues of this method
are stability and non-linear ineﬃciency (see Schlegel & Noack (2015); Osth et al.
(2014); Franca & Frey (1992a); Chaturantabut & Sorensen (2010)). Various methods
have been proposed to overcome the stability and non-linear ineﬃciency issues, see
section 1.3.1.1 and 1.3.1.2. However, these methods are still dependent on the
governing equations of the full physical system. In most cases the source code
describing the physical model has to be modiﬁed in order to generate the reduced
order model. These modiﬁcations can be complex, especially in legacy codes, or may
not be possible if the source code is not available (e.g. in some commercial software)
(see Han (2012)). To circumvent these shortcomings, more recently, non-intrusive
methods that require no knowledge of the governing equations and the original code
have been introduced into ROMs. The non-intrusive reduced order modelling is the
primary focus of this thesis.
Engineering applications of a newly developed methods are also very important.
This thesis focuses on three important engineering areas: multiphase porous media,
free surface and ﬂuid-solid interaction problems. Large-scale complex multiphase
modelling involves solving highly-coupled, strongly nonlinear, three-dimensional par-
tial diﬀerential equations, which constitutes a formidable computing-intensive task
(see Wo¨rner (2012)). This is often complicated by the need to resolve vastly dis-
parate length and time-scales: from micrometer to kilometre, and from microsecond
to hour-scale. It is therefore infeasible to use such large-scale simulations for real-
time operations such as the control of a particular multiphase ﬂow or industrial
device. Reduced-order modelling is an approach that can address this challenge
directly, and has been applied successfully to multiphase ﬂow problems. Another
example requiring ROM is reservoir modelling. Enhanced Oil Recovery (EOR) is a
key current and future technology for the UK, especially in the North Sea (see Awan
et al. (2008)). EOR projects are designed using detailed reservoir simulations of the
behaviour of injected and resident ﬂuids in the underground rocks. The high cost
of collecting geological and well information, especially in deep water, combined
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with geological complexity of the underground rock formations means that such
models have to be calibrated against production data (also called history match-
ing). The computational cost of running one simulation is intensive and during
history matching such models have to be run repeatedly until a suitably history
match is obtained. In this case a reduced order model can provide a convenient way
of performing computationally intensive tasks such as: sensitivity analysis, history
matching and uncertainty quantiﬁcation.
1.2 Contributions of the thesis
The novel contributions are:
1. Three new non-intrusive reduced order models (NIROMs) have been developed:
a NIROM based on POD and Taylor series expansion, a NIROM based on POD and
a Smolyak sparse grid and a NIROM based on POD and radial basis functions.
2. A novel NIROM for three-dimensional (3D) free surface ﬂows has been devel-
oped. What distinguishes this NIROM (1) the inclusion of 3D dynamics with a free
surface (the 3D computational domain and meshes are changed with the movement
of the free surface) and (2) the incorporation of wetting-drying. Most importantly,
the change of the computational domain with free surface movement is taken into
account in reduced order modelling. Its capabilities have been validated using a
Balzano test case and a Okushiri tsunami test case.
3. A novel NIROM for multiphase ﬂows in porous media has been developed. The
capability has been numerically illustrated in two multiphase ﬂows in porous me-
dia: a two material layer case and a low permeability domain embedded in a high
permeability domain case.
4. A novel non-intrusive reduced order model (NIROM) for ﬂuid-structure inter-
action (FSI) has been developed. The NIROM is the ﬁrst implementation of the
FSI NIROM under the framework of an unstructured mesh ﬁnite element multi-
phase model (FLUIDITY) and a combined ﬁnite-discrete element method based
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solid model (Y2D). The capability of this new NIROM for FSI is numerically illus-
trated in three coupling simulations: a one-way coupling case (ﬂow past a cylinder),
a two-way coupling case (a free-falling cylinder in water) and a vortex-induced vi-
brations of an elastic beam test case.
5. A NIROM for compressible ﬂuid and solid fracture coupling models has been
developed. This is the ﬁrst time to apply such NIROM reduced to compressible
ﬂuids and fractured solids problems, especially the highly nonlinear problem - the
blasting test case.
6. A novel variable parametric NIROM for Navier-Stokes equations has been pre-
sented. It is based on a two-level interpolation. The ﬁrst level interpolation repre-
senting the variable parameters, such as initial conditions, is constructed through a
RBF interpolation or Smolyak sparse grid interpolation method. The data points
used to construct the ﬁrst level approximation function are chosen by Smolyak sparse
grid. The second level interpolation represents the time-dependent ﬂuid dynamics,
and it is constructed by RBF interpolation. This approach has been numerically
illustrated in varying initial and boundary conditions of the ﬂow past a cylinder
case and lock exchange case. The capability has also been numerically illustrated
in three multiphase ﬂows in porous media: a four diﬀerent material layer case, a
reservoir with four diﬀerent permeabilities baﬄes and a reservoir with eight diﬀerent
permeabilities baﬄes case.
1.3 Literature review of reduced order modelling
of fluid dynamics problems
Reduced order modelling methods are ubiquitous and are of interest in various con-
texts, e.g. electro-mechanical systems, integrated circuit design, chemical engineer-
ing, ﬂuid dynamics and aerodynamics. A wide range of theoretical and applica-
tion studies have been undertaken. Among the theoretical studies, the projection
based model reduction method can be considered as the hottest topic. It includes
the proper orthogonal decomposition (POD) method (see Berkooz et al. (1993)),
reduced basis method (see for instance, Peterson (1989); Haasdonk & Ohlberger
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(2008); Ito & Ravindran (1998a, 2001)), (empirical) cross Gramian method (see
for instance, Baur & Benner (2008); Himpe & Ohlberger (2014)), piecewise tan-
gential interpolation method (see Baur et al. (2011)), matrix interpolation method
(see for instance, Panzer et al. (2010); Degroote et al. (2010)), approximate balanc-
ing method (see Chiu (1996)) and balanced truncation method (see for instance,
Gugercin & Antoulas (2004); Lall et al. (2002); Mehrmann & Stykel (2005)). The
applications include various areas from ocean modelling to neutron and photon
transport problems, see section 1.1. In this review, we focus on reduced modelling
methods based on POD in the ﬁeld of ﬂuid dynamics problems: free surface ﬂows,
porous media multiphase ﬂows and ﬂuid-solid interaction problems. The reduced
order models can be divided into two categories in terms of the dependency on the
govern- ing equations: intrusive ROM and non-intrusive ROM (see Frangos et al.
(2010)). Non-intrusive ROM is the focus of this thesis.
The literature related to the POD based ROM in the ﬁeld of ﬂuid dynamics is
extensive. This review is from author’s experiences and perspective, therefore, it is
not exhaustive.
1.3.1 Intrusive reduced order modelling
Intrusive ROM is dependent of governing equations and source code and it is com-
monly derived by POD and Galerkin projection. It retains much of the physical
characteristics from the original system due to its intrusiveness. Two key issues in
intrusive ROM are stability (see Schlegel & Noack (2015); Osth et al. (2014)) and
non-linearity eﬃciency (see Nguyen & Peraire (2008)).
This section 1.3.1 is derived from and expands upon two journal papers: (Xiao et al.
(2013)) and (Xiao et al. (2014)).
1.3.1.1 Stability
The POD/Galerkin lacks stability and spurious oscillations can degrade the reduced
order solution for ﬂows with high Reynolds numbers (see Franca & Frey (1992b)).
The instabilities commonly observed in the POD method are due to oscillations
forming in the solutions as a result of applying a standard Bubnov-Galerkin projec-
tion of equations onto the reduced order space. This is very similar to the Gibbs os-
cillations that form in FEM solutions when the standard Bubnov-Galerkin method
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is applied. These oscillations feed into the non-linear terms resulting in unstable
simulations.
Various approaches have been presented to overcome the stability of the POD/Galerkin
method. Xiao et al. (2013) presented a Petrov−Galerkin method for reduced or-
der modelling of the Navier−Stokes equations. This Petrov−Galerkin method is
based on the use of the cosine rule between the advection direction in Cartesian
space-time and the direction of the gradient of the solution, and improved the sta-
bility of ROM results without tuning parameters. F.Fang et al. (2013) presented
a Petrov−Galerkin method for nonlinear hyperbolic problems and discontinuous
Galerkin (DG) ROMs.
Feriedoun Sabetghadam (2012) found a type of regularisation to solve the instability
of the POD/Galerkin modelling of strongly-stiﬀ systems. Carlberg et al. (2011a);
Chu et al. (2011) introduced a diﬀusion term into ROMs without requiring tun-
ing or optimising and stabilised the solutions of the POD model. Aubry et al.
(1988) succeeded in stabilising the POD/Galerkin approximation of the Navier-
Stokes equations by employing numerical dissipation. Later, Sirisup & Karniadakis
(2004) presented a spectral viscosity diﬀusion convolution operator based dissipative
model to control the stability of long-term behavior of the POD solutions. Sirisup
& Karniadakis (2005) proposed a POD-penalty approach to stablise the reduced
order model for unsteady ﬂuid ﬂows. Noack et al. (2003) introduced a shift-mode
correction approach.
The numerical stability is also related to the choice of the inner product used to
deﬁne the Galerkin projection. A stable symmetrical inner product that guaran-
tees certain stability bounds for the linearized compressible Euler equations was
proposed by (Kalashnikova & Barone (2009)). Iollo et al. (2000a) and Iollo et al.
(2000b) proposed two stabilization methods for POD/ROM: one that relies on the
explicit addition of an artiﬁcial dissipation term whose construction is similar to
that of the Lax-Wendroﬀ scheme; another one that consists in constructing the
POD for both function and gradient values (POD in H1). Feriedoun Sabetghadam
(2012) found another type of regularisation method is to improve the stability of
the POD/Galerkin models of strongly-stiﬀ systems. The method replaces the POD
eigenmodes of the non-linear terms by their Helmholtz ﬁltered counterparts. Bond
& Daniel (2008) used a set of linear constraints for projection matrix to guarantee
a stable ROM.
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1.3.1.2 Non-linearity
Another issue arises in intrusive reduced order modelling is the non-linearity reduc-
tion ineﬃciency. The ROM is commonly derived by POD and Galerkin method.
The Galerkin method is limited to the linear terms. After projecting onto the re-
duced space, the nonlinear term still depends on the original full system. The full
physical system governed by partial diﬀerential equations (PDEs) has a high dimen-
sional size, in this case, the computational complexity of the reduced model still
depends on the high dimensional size of the full physical systems (see Nguyen &
Peraire (2008); Nguyen et al. (2008)). A number of non-linear reduction methods
have been proposed to mitigate this problem.
One approach is to apply the discrete empirical interpolation method (DEIM) to
address the reduction of the nonlinear components and reduce the computational
complexity of the POD method. DEIM is a discrete variant of the empirical in-
terpolation method (EIM) proposed by Barrault et al. (2004) in the context of
reduced-basis model order reduction discretization of nonlinear partial diﬀerential
equations. DEIM methods have been demonstrated to be able to obtain factors of
10-100 speed up in CPU time over the original non-reduced model. The economy
in CPU time is proportional to the dimension of the reduced order model (see for
instance S¸tefa˘nescu & Navon (2013a)) and therefore to the number of DEIM points.
The applications were suggested and analysed by the work (see for instance, Chat-
urantabut (2008); Chaturantabut & Sorensen (2010, 2012, 2011a); S¸tefa˘nescu &
Navon (2013b); Hinze & Kunkel (2012); Baumann (2013); Gildin et al. (2013); Buf-
foni & Willcox (2010); Lass & Volkwein (2013); Dimitriu et al. (2014); Ghasemi et al.
(2015); Schmidt et al. (2012); Fosas de Pando et al. (2013); Ghommem et al. (2015);
Stefanescu et al. (2014b); Ghasemi (2015); Chaturantabut & Sorensen (2011b); Fink
& Ehlers (2015)). Other important contributions to the Empirical Interpolation
Method (EIM) include the work done by Barrault et al. (2004) and Anthony Patera
related to another model reduction approach namely the reduced basis approach
(see for instance, Rozza et al. (2008); Nguyen et al. (2009); Boyaval et al. (2010);
Eftang et al. (2011)).
Regarding the use of DEIM like approaches, Barrault et al. presented a strategy for
choosing the optimal set of sampling points at the discrete levelBarrault et al. (2004).
The algorithm consists of selecting the sampling components that minimize the
distance between the recovered reduced basis coeﬃcients and the optimal coeﬃcients
37
Table of Contents
(which are obtained by projecting the snapshots onto the reduced order subspace).
The main advantage of the DEIM algorithm is that only values at the nodes of
the ﬁnite element mesh are required. This results in a strategy very convenient for
the reconstruction of non-smooth functions, like the right-hand-side of the system
of equations arising from the reduced order strategy for the incompressible Navier-
Stokes equations with the formulation used herein.
Xiao et al. (2014) presented the residual DEIM method, which is a combination of
the quadratic expansion method and the DEIM. It is based on initially applying
the quadratic expansion method to the non-linear terms and then applying the
DEIM approach to resolve the residual between the reduced order model and the
full model. That is, the DEIM is used to absorb the remaining errors left over
from the quadratic expansion approach. This approach means that the method can
still exactly represent discrete quadratic non-linearities - unlike DEIM - but can
also be used for highly non-linear discrete systems - unlike the quadratic expansion
approach. The residual DEIM method is well suited to dealing with potentially
highly non-linearities that arise from a ROM with a non-linear Petrov-Galerkin
discretization proposed by Xiao et al. (2013) and F.Fang et al. (2013).
Du et al. (2013a) proposed a quadratic expansion treatment of non-linear terms of
PDEs. This method is suitable for the treatment of the discretised quadratic non-
linear operators as the method represents the non-linear term through expansions
of precomputed matrices. Critically, as these matrices are precomputed they can
easily be transformed into reduced equation sets.
Trajectory piecewise-linear (TPWL) approximation is also a non-linear reduction
method, which is based on approximating a nonlinear function by a weighted sum
of linearized models at selected points along a state trajectory (see Rewienski (2003);
He & Durlofsky (2015)). The application of TPWL can be found in the work of (see
for instance, Bechtold et al. (2008); Rewien´ski & White (2006); Voβ et al. (2007);
Voß (2007); Qu & Chapman (2004); Rewienski & White (2002); Mohaghegh et al.
(2010); Ansari (2014)). Other non-linear reduction methods include Gauss−Newton
with approximated tensors method (see Carlberg et al. (2013)), masked projection
of discrete equations methods (see Galbally et al. (2010)), Karhunen-Loeve expan-
sion and dual weighted residual methods (see Meyer & Matthies (2003)), balanced
empirical Gramians (see Hahn & Edgar (2002)), a sparsity pattern method for non-
linear parts (see Goyal & Barooah (2012)), piecewise polynomial method (see Dong
& Roychowdhury (2003)), space vectors clustering POD (see Sahyoun & Djouadi
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(2014)), local reduced order bases (see Amsallem et al. (2012)) and tangent space
alignment method (see Zhang & Zha (2004)).
1.3.2 Non-intrusive reduced order modelling
The NIROMs require no knowledge of the physical systems. In this section, the
methods of constructing NIROMs and their applications are reviewed.
One reason for developing the non-intrusive reduced order modelling methods is that,
in most cases, the source code describing the physical model has to be modiﬁed in
order to generate the reduced order model and these modiﬁcations can be complex,
especially in legacy codes, or may not be possible if the source code is not available
(e.g. in some commercial software) (see Han (2012)). To this end, a number of
non-intrusive ROMs have been proposed by researchers from various ﬁelds.
Noack et al. (2011) and Noori et al. (2013) introduced the neural network into
ROMs. Vasile et al. (2013) and Winter & Breitsamter (2014) proposed a non-
intrusive method based on POD and RBF artiﬁcial neural network. Neural network
is one type of machine learning method, and it is capable of approximating an
arbitrary function using observed data. It has a wide applications in ﬂuid dynamics
(see for instance, Pen˜a et al. (2012); Gholami et al. (2015); Baghalian et al. (2012);
Elsayed & Lacor (2013); De Giorgi et al. (2014)). The disadvantage of the machine
learning method is the intensive training time.
Han (2012) proposed a Black Box Stencil interpolation non-intrusive method, which
is based on parametric regression methods, and applied it to a one dimensional chem-
ical reaction problem and two dimensional porous media ﬂow problems. C.Audouze
et al. (2013) and Audouze et al. (2009) proposed a non-intrusive Radial Basis Func-
tion (RBF) reduced-order modeling method for approximating the solutions of non-
linear time-dependent parameterized partial diﬀerential equations (Burgers equation
and a parameterized convection-reaction-diﬀusion problem). Walton et al. (2013)
and Xiao et al. (2015e) also proposed a non-intrusive ROM based on POD-RBF.
E.Iuliano & D.Quagliarella (2013) developed an non-intrusive POD ROM for aerody-
namic shape optimization. Gue´not et al. (2013), F.Casenave et al. (2014) and H.Klie
(2013) proposed a non-intrusive POD ROM based on RBF and the EIM/DEIM al-
gorithm. Wirtz et al. (2013) and Wirtz & Haasdonk (2012) proposed the kernel
methods where the learning methods are based on both support vector machines
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and a vectorial kernel greedy algorithm. Xiao et al. (2010) proposed a non-intrusive
ROM based on constrained POD and Kriging interpolation method. In their work,
the Kriging interpolation was used to calculate the POD coeﬃcients (solutions of
ROM). Raisee et al. (2015) presented a non-intrusive method for the polynomial
chaos representation. The idea of that work is to extract a set of optimal basis func-
tions from a coarser mesh, then use them to perform ﬁner mesh analysis. Bui et al.
(2013) proposed a method based on a combination of POD and In Situ Adaptive
Tabulation (ISAT) and applied it into aircraft air control systems.
1.3.3 ROM for free surface, porous media multiphase and
fluid-solid interaction problems
In this section, ROM for free surface problem is ﬁrstly reviewed, then the porous
media multiphase ﬂows and then the ﬂuid-solid interaction problem.
1.3.3.1 ROM for free surface problems
The numerical simulation of ocean modelling is important to a wide range of ap-
plications such as atmosphere, sea ice, climate prediction, biospheric management
and especially natural disasters (for example, ﬂooding and tsunami). The natural
disasters often have tragic consequences with loss of life. In order to reduce the
consequences, a real-time, early-warning and rapid assessment model is required. In
comparison with 2D modelling, 3D ocean modelling provides better understanding
and much more information about local ﬂow structure, including; vertical inertia,
water level changes, unsteady dynamic load on structure interacting with ﬂuids and
dikes etc. However, the majority of existing 3D ocean models suﬀer from a large
computational cost and thus may not be able to respond rapidly for tsunami fore-
casting. In this case, model reduction technology has been developed to mitigate
the expensive CPU computational cost since the model reduction technology oﬀers
the potential to simulate complex systems with substantially increased computation
eﬃciency.
POD ROM approaches have been applied to ocean problems Fang et al. (2009a,b);
My Ha et al. (2008); Zokagoa & Soula¨ımani (2012). My Ha et al. (2008) introduced
ROM into tsunami forecasting, and Zokagoa & Soula¨ımani (2012) used POD/ROM
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for Monte-Carlo-type applications. In their work, the POD-based reduced-order
models were constructed from shallow water equations. However shallow water
models can perform poorly in problems with abrupt topography changes, short
waves and local ﬂow around buildings. The work of Fang et al. (2009a,b), Du et al.
(2013b), and Xiao et al. (2013) introduced POD ROM for 2D/3D Navier-Stokes
unstructured mesh ﬁnite element ﬂuid modelling. However 3D free surface ﬂow ex-
amples were not included in their work due to the diﬃculty in implementation of
intrusive POD-ROMs. The implementation diﬃculty was caused by the change of
both the computational domain and unstructured meshes with free surface move-
ment. However, non-intrusive ROM is capable of handling this issue easily. In this
thesis, I will construct a non-intrusive ROM for free surface problems using POD
and Smolyak sparse grid methods. This is the ﬁrst work of non-intrusive reduced
order method in 3D free surface modelling.
1.3.3.2 ROM for porous media multiphase problems
The numerical simulation of porous media multiphase ﬂows is very important, es-
pecially in petroleum reservoir engineering. However, in the context of uncertainty
studies, sensitivity analyses or optimal design, hundreds or thousands of runs of the
reservoir model are needed in order to analyse the parameters statistically. This
high computational cost renders the analysis almost impractical. In these cases,
model reduction technology is a viable way to mitigate the computational cost as
it oﬀers the potential to simulate systems with substantially increased computation
eﬃciency while maintaining accuracy.
A variety of model reduction methods have been proposed to ease the intensive
computational cost in porous media multiphase ﬂow problems. For example, re-
duced physics models that simplify the physics (see Batycky et al. (1997); Wilson
& Durlofsky (2013)), upscaling methods that solve the system using a coarser grid
(see Durlofsky & Chen (2012)), multi-scale methods that solve the equations on
coarse grids using basis functions captured on the ﬁne grids (see Jenny et al. (2005,
2006)) and snapshot-based methods that record results from solutions at each time
step. The snapshot based model reduction method are based on proper orthogonal
decomposition (POD) and its variants (see He (2013)).
Streamline methods are one type of reduced physics model. The idea of the stream-
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line method is that it decouples the ﬂow and transport equations into a set of one
dimensional problems and then solves it sequentially. It is used in reservoir sim-
ulations (see Ginevra Di Donato et al. (2003); Siavashi et al. (2014)) and history
matching (see Milliken et al. (2001)). These reduced physics models result in a con-
siderable speedup for some problems (see He (2013)). Upscaling methods allow the
problem to be simulated on a much coarser mesh (see Barker et al. (1997)). This can
result in a considerable improvement in CPU time but the methods themselves tend
to be empirical and the resulting coarse grid model may not always reproduce the
results obtained from a ﬁne grid simulation (see Barker & Dupouy (1999); Renard
& De Marsily (1997)). Multi-scale models use diﬀerent scale grids (ﬁne and coarse)
to discretise the underlying governing equations. This method has been reported
to provide a factor of 10-20 speedup in the ﬁnite volume framework for reservoir
simulation (see Tchelepi et al. (2007)).
1.3.3.3 ROM for fluid-solid interaction problems
Fluid-structure interaction is an interaction phenomena between deformable or mov-
able solid structures with a surrounding or internal ﬂuid ﬂow (see Bungartz & Scha¨fer
(2006)). The FSI problem plays an important role in many scientiﬁc and engineer-
ing areas such as aerospace wing design (see Kamakoti & Shyy (2004)), biology (see
Bodna´r et al. (2014)), turbomachinery (see Carstens et al. (2003)) and blood ﬂow
in veins and arteries (see Yang et al. (2003)). However, the computational cost for
simulating FSI problems is intensive.
Recently, the reduced order modelling method has been applied to ﬂuid-structure
interaction problems. Barone et al. (2009) constructed a ROM for coupled ﬂuid and
structure problems using POD and Galerkin projection. The ROM is validated by
applying it to problems of supersonic and inviscid ﬂow past a square, elastic and
thin rectangular plate problems. Tchieu (2011) derived a ROM for three ﬂuid and
structure interaction problems: a thin airfoil undertaking small scale unsteady mo-
tions with a freestream ﬂow, vortex-induced vibrations of an arbitrary bluﬀ body
with vortices and two bodies in an inviscid ﬂuid. Papadrakakis et al. (2014) con-
structed computationally eﬃcient ROMs for aeroelastic computations using POD
and Polynomial Chaos Expansion. Kalashnikova et al. (2013) developed a stable
ROM for a linear ﬂuid and structure interaction problems, which involves linearized
inviscid compressible ﬂow over a ﬂat linear von-Krmn plate. Lieu et al. (2006, 2005)
applied POD based ROM to aeroelastic modeling of a complete F-16 jet ﬁghter air-
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craft conﬁguration. Liberge et al. (2010) constructed a ROM for ﬂuid interacting
with rigid body problems. Forti & Rozza (2014) used POD and radial basis function
method to analysis the shape parametrisation for the ROM. However, those meth-
ods are intrusive. Xiao et al. (2016a) presented a non-intrusive method to construct
a ROM for ﬂuid and solid interaction problems using POD and radial basis function
interpolation methods. This method is validated using three ﬂuid-solid coupling test
cases: a one-way coupling case (ﬂow past a cylinder), a two-way coupling case (a
free-falling cylinder in water) and a vortex-induced vibrations of a elastic beam test
case.
1.3.4 Outline of the thesis
This thesis is structured as follows. In chapter 1, an introduction is given, along
with the aim and contribution of this thesis and then the literature review. Some
contents in the literature review is derived from:
Xiao,D., Fang, F., Du, J., Pain, C.C., Navon, I.M., Buchan, A. G., ElSheikh, A.H.,
Hu, G. 2013. Non-Linear Petrov-Galerkin Methods for Reduced Order Modelling of
the Navier-Stokes Equations using a Mixed Finite Element Pair. Computer Meth-
ods In Applied Mechanics and Engineering, 255, 147-157
Xiao,D., Fang, F., Buchan, A. G., Pain, C.C., Navon, I.M., Du, J., Hu, G. 2014.
Non-linear model reduction for the Navier-Stokes equations using Residual DEIM
method. Journal of Computational Physics, 263, 1-18.
In chapter 2, three new non-intrusive model reduction methods are presented. This
chapter is derived and expands upon:
Xiao,D., Fang, F., Buchan, A.G., Pain, C.C., Navon, I.M., Muggeridge, A. 2015.
Non-intrusive reduced order modelling of the Navier-Stokes equations. Computer
Methods in Applied Mechanics and Engineering, 293, 552-541.
Xiao,D., Fang, F., Pain, C., Hu, G. 2015. Non-intrusive reduced order modelling
of the Navier-Stokes equations based on RBF interpolation. International Journal
for Numerical Methods in Fluids, 79(11), 580-595.
In chapter 3, a NIROM for three-dimensional (3D) free surface ﬂows using POD-
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Chapter
TWO
Non-intrusive reduced order
modelling of the Navier-Stokes
equations
2.1 Abstract
This chapter presents three new non-intrusive reduced order models based upon
proper orthogonal decomposition (POD) for solving the Navier-Stokes equations.
The novelty of these methods resides in how the reduced order models are formed,
that is, how the coeﬃcients of the POD expansions are calculated. Rather than
taking a standard approach of projecting the underlying equations onto the reduced
space through a Galerkin projection, here three diﬀerent techniques are developed.
The ﬁrst method applies a second order Taylor series to calculate the POD coeﬃ-
cients at each time step from the POD coeﬃcients at earlier time steps. The second
method uses a Smolyak sparse grid collocation method to calculate the POD co-
eﬃcients, where again the coeﬃcients at earlier time steps are used as the inputs.
The third method employs radial basis function interpolation methods to predict
the POD coeﬃcients. The advantage of those approaches are that they are non-
intrusive and so do not require modiﬁcations to a source code of the system; they
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are therefore very easy to implement. They also provide accurate solutions for mod-
elling ﬂow problems, and this has been demonstrated by the simulation of ﬂows
past a cylinder, lock exchange and within a gyre. It is demonstrated that accuracy
relative to the high ﬁdelity model is maintained whilst CPU times are reduced by
several orders of magnitude in comparison to high ﬁdelity models.
This chapter is derived from and expands upon two journal papers: Xiao et al.
(2015d) and Xiao et al. (2015e).
2.2 Introduction
The interpolation based non-intrusive ROM involves high-dimensional interpolation.
The dimension size may increase exponentially with the dimension size of problems.
In ROM, the dimension size d = P ×Nv, where P is the number of POD bases and
Nv is the number of variables to be solved.
The Smolyak sparse grid method (see Smolyak (1963)) is an eﬃcient method of inte-
grating/interpolating multidimensional functions based on a univariate quadrature
rule. This sparse grid method has been widely applied in various applications (see
for instance, Garcke & Griebel (2013); Pﬂu¨ger et al. (2010); John Burkardt (2012)),
including numerical integration (see Gerstner & Griebel (1998)), partial diﬀeren-
tial equations (see Nobile et al. (2008)), economics (see Judd et al. (2014); Heiss &
Winschel (2008)), stochastic natural convection problems (see Ganapathysubrama-
nian & Zabaras (2007)), sensitivity analysis (see Buzzard & Xiu (2011)), portfolio
problems (see Gavilan Gonzalez & Rojas (2009)) and high dimensional interpolation
(see Barthelmann et al. (2000)). Recently, the sparse grid method has been applied
to ROMs. Peherstorfer (2013) presented a reduced-order model of parametrised
systems by employing a sparse grid machine learning method and applied this new
ROM to thermal conduction and chemical reaction simulations. Sumant et al. (2010)
used a Smolyak algorithm to compute orthogonal polynomial expansions coeﬃcients
in the reduction of random input variables for an electromagnetic problems. Cheng
(2013) presented a method for numerical simulation of the stochastic Berger equa-
tion, and investigated the sparsity property in terms of Karhunen-Loeve expansions.
Ullmann & Lang (2014) assessed the applicability of POD/Galerkin to stochastic
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collocation on the sparse grid.
The thesis uses a Smolyak sparse grid collocation approach and POD to construct the
non-intrusive reduced order model. Another non-intrusive model reduction method
presented in this thesis is based on POD and Taylor series expansion, which is also
the ﬁrst time to use Taylor series expansion to derive solutions of the ROM (POD
coeﬃcients). The third non-intrusive model reduction method presented in this
thesis is based radial basis function interpolation and POD.
The reduced order models are constructed using a ﬁnite element Bubnov-Galerkin
discretisation of the FLUIDITY ﬂuid dynamics modelling software (see Pain et al.
(2005)) taking snapshots of the solution variables at regular time intervals. In the
Smolyak sparse grid ROM and radial basis function approach, solutions of the full
model are recorded (as a sequence of snapshots), and from this data appropriate ba-
sis functions are formed that optimally represent the problem. Then, the Smolyak
sparse grid method and radial basis function method are used to construct inter-
polation functions for a set of hyper-surfaces representing the system. In the Tay-
lor/POD approach, the model based on snapshots is expanded through a Taylor
expansion to second order so as to capture the quadratic non-linearities in the high
ﬁdelity system.
The structure of this chapter is as follows. Section 2.3 presents the governing equa-
tions, followed by the derivation of the standard POD model reduction. Section 2.4
presents the non-intrusive method based on the second order Taylor series theory.
Section 2.5 presents the Smolyak sparse grid method in reduced order modelling.
Section 2.6 demonstrates the capabilities of Smolyak sparse grid and Taylor series by
solving the two ﬂow problems: ﬂow past a cylinder and gyre. Section 2.7.3 presents
the non-intrusive method based on radial basis function, and also demonstrates the
capabilities of the method by solving the two ﬂow problems: ﬂow past a cylinder and
lock exchange. Finally in section 2.8, the summary and conclusions are presented.
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2.3 Reduced Order Modelling of the Navier-Stokes
Equations
2.3.1 Governing Equations
This chapter considers the three dimensional non-hydrostatic Navier-Stokes equa-
tions describing the conservation of mass and momentum of a ﬂuid,
∇ · u = 0, (2.1a)
∂u
∂t
+ u · ∇u+ fk× u = −∇p +∇ · τ. (2.1b)
In these equations the term u ≡ (ux, uy, uz)T denotes the velocity vector, p the
perturbation pressure (p = p′/ρ0, ρ0 is the constant reference density and p′ is non-
hydrostatic pressure) and f the Coriolis inertial force. The stress tensor τ included
in the diﬀusion term represents the viscous forces, and this is deﬁned in terms of a
deformation rate tensor S which is given by,
τij = 2µijSij , Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
− 1
3
3∑
k=1
∂uk
∂xk
, i, j = {x, y, z}. (2.2)
In this expression µ denotes the kinematic viscosity and it is assumed that there is
no summation over repeated indices. The horizontal (µxx, µyy) and vertical (µzz)
kinematic viscosities are assumed to take constant values and deﬁne the oﬀ diagonal
components of τ in equation (2.2) by µij = (µiiµjj)
1/2. For barotropic ﬂow, the pres-
sure p consists of hydrostatic ph(z) and non-hydrostatic pnh(x, y, z, t) components.
2.3.2 Reduction via Proper Orthogonal Decomposition
2.3.2.1 Proper Orthogonal Decomposition
In the POD formulation a new set of basis functions is constructed from a collection
of snapshots that are taken at a number of time instances of the full model solution.
The model described in equations (2.1a) and (2.1b) are solved and snapshots of the
solution are taken as it evolves through time. In the formulation presented here snap-
50
2.3: Reduced Order Modelling of the Navier-Stokes Equations
shots of each component of the velocity vector u = (ux, uy, uz) and pressure p are
recorded individually. Each snapshot is a size ofN and holds the values of the respec-
tive solution component at the nodes of the ﬁnite element mesh. For each velocity or
pressure component, the sampled values at the snapshot s are stored in the vectors
Uxs , Uys , Uzs and Ups (where the superscripts denote space direction or pressure) with
N entries (N being the number of nodes). A collection of all Uxs , Uys , Uzs and Ups con-
structs four separate matrices Ux = (Ux1 , . . . ,Uxs , . . . ,UxS), Uy = (Uy1 , . . . ,Uys , . . . ,UyS)
, Uz = (Uz1 , . . . ,Uzs , . . . ,UzS) and Up = (Up1 , . . . ,Ups , . . . ,UpS) respectively (where S
is the number of snapshots). From here on each snapshot matrix will be treated
separately, but in an identical manner, and so the superscripts are omitted for the
sake of simplicity of notation and the details are provided for a general snapshot
matrix U .
Taking the deviation from the mean forms a modiﬁed snapshot matrix U˜ by,
U˜s = Us − U , s ∈ {1, 2, . . . , S}, (2.3)
where
U = 1
S
S∑
s=1
Us. (2.4)
The goal of POD is to ﬁnd a set of orthogonal basis functions {Φs}, s ∈ {1, 2, . . . , S},
such that it maximises
1
S
S∑
s=1
∣∣∣< U˜s,Φs >L2∣∣∣2 , (2.5)
subject to
S∑
s=1
| < Φs,Φs >L2 |2 = 1, (2.6)
where < ·, · >L2 is the canonical inner product in L2 norm.
The approach introduced by Sirovich (see Sirovich (1987)) is used to ﬁnd an optimal
set of basis functions Φ of the optimisation problem (2.5). This involves performing
a Singular Value Decomposition (SVD) of the snapshot matrix U˜ given in the form,
U˜ = UΣV T . (2.7)
The terms U ∈ RN×N and V ∈ RS×S are the matrices that consist of the orthogonal
vectors for U˜ U˜T and U˜T U˜ , respectively and Σ is a diagonal matrix of size N × S.
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The non zero values of Σ are the singular values of U˜ , and these are assumed to
be listed in order of their decreasing magnitude. It can be shown in the work of
(Chaturantabut (2008)) that the POD vectors are deﬁned to be the column vectors
of the matrix V ,
Φs = U˜V:,s/
√
λs, for s ∈ {1, 2 . . . S}, (2.8)
and the optimal basis set of size P consists of the functions corresponding to the
largest P singular values (i.e. the ﬁrst P columns of U). In equation 2.8, λ denotes
singular values and V:,s is the ﬁrst s column of matrix V. These vectors are optimal
in the sense that no other rank P set of basis vectors can be closer to the snapshot
matrix U˜ in the Frobenius norm.
In POD, any variable ψ (for example, the velocity and pressure components) can be
expressed by the expansion,
ψ = ψ +
P∑
j=1
αjΦj , (2.9)
where αj denote the coeﬃcients of the POD expansion need to be solved in ROM
and ψ is the mean of the ensemble of snapshots for the variable ψ.
As a ﬁnal note, the loss of information due to the truncation of the POD expansion
set to P vectors can be quantiﬁed by the following ratio,
I =
∑P
j=1 λ
2
j∑S
j=1 λ
2
j
, (2.10)
The value of I will tend to 1 as P is increased to the value S, which would imply
no loss of information.
2.3.2.2 Implementation of a standard (Galerkin projection) POD re-
duced order model
For simplicity equations (2.1a) and (2.1b) can be re-written in the general form:
∂ψ
∂t
= F (ψ). (2.11)
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Taking the POD basis function as the test function, then integrating (2.11) over the
computational domain Ω, yields:
〈
∂ψ
∂t
, Φj
〉
Ω
= 〈F (ψ), Φj〉Ω. (2.12)
Substituting (2.9) into (2.12), the POD reduced order equations are then obtained:
∂αk
∂t
=
〈
F
(
ψ¯ +
P∑
j=1
αjΦj
)
, Φk
〉
Ω
, for k ∈ {1, 2 . . . P}, (2.13)
subject to the initial condition
αk(t) = ((ψ(t)− ψ¯),Φk), at t = 0. (2.14)
Equation (2.13) at time level n can be written:
αnk − αn−1k
∆t
=
〈
F
(
ψ¯ +
P∑
j=1
αn−1j Φj
)
, Φk
〉
Ω
, for k ∈ {1, 2 . . . P}, (2.15)
where, ∆t is the time step size to be used. Equation (2.15) can be rewritten in the
general form below:
αn+1k = fk(α
n), k ∈ {1, 2, . . . P}, (2.16)
In this work, alternative approaches are sought for quickly estimating the multidi-
mensional functions fk in (2.16). This enables us to then estimate the POD coef-
ﬁcients of the reduced order model at arbitrary times. The ﬁrst of these methods
is implemented through a Taylor series expansion, the second is through a Smolyak
sparse grid method and the third one is carried out via radial basis function inter-
polation method. These are detailed in the following sections.
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2.4 The Taylor series method for the calculation
of the POD coefficients
2.4.1 Taylor expression of the POD Coefficients
For a new time step, say n + 2, a ﬁrst order Taylor expansion of the POD coeﬃ-
cients αn+2 = (αn+21 , . . . , α
n+2
P )
T (where α denotes the complete set of coeﬃcients
for velocity and pressure) can be written as,
αn+2 = αn+1 +
∂αn+1
∂αn
(αn+1 − αn), (2.17)
in terms of the POD coeﬃcients on the previous two time steps. The term (αn+1−αn)
denotes the change in coeﬃcient values over time steps n + 1 and n, where n ∈
{1, 2, . . . , N} (N is the total number of time levels). Due to the Navier-Stokes
equations having quadratic non-linearities, it is more appropriate to extend this
Taylor expansion to second order accuracy,
αn+2 = αn+1 +
(
M0 +
P∑
k=1
(αn+1k − αnk)Mk
)
(αn+1 − αn), (2.18)
which is expressed in terms of matrices M0 and Mk, for k ∈ {1, 2, . . . P}, that have
dimensions P ×P . These denote the derivatives of the POD coeﬃcients at one time
step with respect to a change in the POD coeﬃcients at the previous time step. The
matrix M0 holds the ﬁrst order derivatives and is given by,
(M0)i,j =
∂αn+1i
∂αnj
≈ ∂α
1
i
∂α0j
, i, j ∈ {1, 2, . . . P}, (2.19)
whereas the matrices Mk contain the second order derivatives which are given by,
(Mk)i,j =
∂2αn+1i
∂αnj ∂α
n
k
≈ ∂
2α1i
∂α0j∂α
0
k
, i, j, k ∈ {1, 2, . . . P}. (2.20)
Note that the matrices M0 and Mk, for k ∈ {1, 2, . . . P} are assumed to be constant
in time and so can be pre-calculated. Once the solutions α0 and α1 at the ﬁrst two
time instances t = 0, 1 are determined, the POD coeﬃcients at time level n can be
estimated from equation (2.17).
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2.4.2 Oﬄine calculation of the first and second derivative
matrices in the Taylor series
An eﬃcient way to calculate the derivative matricesM0 andMk, for k ∈ {1, 2, . . . P}
is through a perturbation of the POD coeﬃcients at one time instance. Suppose
the perturbation vector is ∆α0j = (0, ..., δα
0
j , ..., 0)
T for a perturbation δα0j of the j
th
entry in α0, then the ith element of the computed POD vector αˆ1 at time instance
1 will provide the variation of the ith POD coeﬃcient with respect to the change
in α0. This can be used to compute the ﬁrst derivative matrix, M0 through the
relationship:
(M0)i,j =
αˆ1i − α1i
δα0j
, i, j ∈ {1, 2, . . . P}. (2.21)
The perturbed solutions αˆ1 at time step 1 can be thus calculated using the following
process:
(a) Map the vectors α0 +∆α0j to the full space, then obtain the perturbed initial
solution ψˆ0 = ψ +
∑P
j=1(α
0 +∆α0j )Φj;
(b) Calculate the solution at the next time step, ψˆ1, through running the full model
one time instance;
(c) Obtain the perturbed POD vector αˆ1i by projecting ψˆ
1 onto the reduced space,
αˆ1 = ΦT ψˆ1.
The whole matrix M0 can be computed by repeating the process P times and per-
turbing each POD coeﬃcient α0j (j ∈ {1, 2, . . . P}) in turn.
The calculation of the second derivative matrix Mk in (2.20) follows an extended
route similar to that used in the generation of the matrix M0. For each k, two
perturbed vectors are created, αˆ0,+k and αˆ
0,−
k , which have small positive and negative
perturbations in the kth entry of the original vector α0, i.e. αˆ0,±k = α
0±∆α0k, where,
∆α0k = (0, ..., δα
0
k, ..., 0)
T . Using these two vectors, two ﬁrst order derivative matrices
are generated using the process described above, these are denotedM+k andM
−
k and
have elements deﬁned as,
(M0)
±
i,j =
∂α±,1i
∂α±,0j
i, j ∈ {1, 2, . . . P}. (2.22)
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The second order derivatives are formed from the two Taylor expansions,
(Mk)
±
i,j = (M0)i,j ±
∂
∂α0k
(M0)i,j‖δα0k‖, (2.23)
which, by subtracting one from the other, can be re-arranged to form,
(Mk) =
1
2‖δαk‖(M
+
k −M−k ). (2.24)
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2.5 The Smolyak sparse grid method for calculat-
ing the POD coefficients
The Smolyak sparse grid algorithm is an eﬃcient method that is used to solve
high dimensional linear tensor product problems. Using the Smolyak method, the
interpolation function values need to be determined only at the sparse grid mesh
points rather than on the full tensor product grid, thus resulting in an impressive
computational savings in comparison to tensor product evaluations, as the number
of points no longer increases exponentially with the dimensional size d. In this
work, the Smolyak sparse grid interpolation method (see Smolyak (1963)) is used
to construct a set of interpolating multidimensional functions fˆk, (k ∈ {1, 2, . . . P})
for representing the functions fk in equation (2.16). An issue regarding this tensor
product approximation is that it requires Ol1 × ...×Old values of the function f on
a grid, which increases exponentially with dimensions d.
Let fˆ d,lk denote a Smolyak interpolant of dimension d with an approximation level l,
which is a linear combination of tensor product operators:
fˆ d,lk (α
n) =
∑
max(d,l+1)≤|i|≤d+l
(−1)d+l−|i| ·
(
d− 1
d+ l − |i|
)
(U i1⊗· · ·⊗U id)f(αn), (2.25)
where |i| = i1 + · · ·+ id (here i1, . . . , id are indices in each dimension respectively),
(−1)d+l−|i| ·
(
d− 1
d+ l − |i|
)
is a counting coeﬃcient. The tensor product operator
of a d-dimensional function fk is deﬁned as:
(U i1k ⊗ · · · ⊗ U id)(fk) =
Ol1∑
j1=1
· · ·
Oid∑
jd=1
fk(x
i1
j1
, ..., xidjd).(P
i1
j1
⊗ · · · ⊗ P idjd ), (2.26)
where P i1j1 , P
i2
j2
, ..., P idjd are the basis functions and Ol1, Ol2...Old are the number of
basis functions used in each dimension with Oid = 2
id−1+1 respectively, f(xi1j1, ..., x
id
jd
)
represents the function value at (xi1j1 , ..., x
id
jd
), and id = 1, 2, ..., Old.
A set of Smolyak interpolation functions fˆ d,lk (α
n) in the form of (2.25) is now used
to estimate the POD coeﬃcient αnk at time level n+ 1,
αn+1k = fˆk(α
n), k ∈ {1, 2, . . . P}, (2.27)
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where the spatial dimensional size d equals to the size of the reduced order space
(i.e. the number of POD bases P ). The input for each interpolation function fˆk(α
n)
is the complete set of POD coeﬃcients αn = (αn1 , α
n
2 , . . . , α
n
P ) at the previous times
step n. The output of fˆ d,lk (α
n) is the kth POD coeﬃcient αn+1 at time step n + 1,
i.e.,
fˆ d,lk (α
n) : αn → αn+1j , k ∈ {1, 2, . . . P}. (2.28)
The Smolyak interpolation functions fˆ d,lk (α
n) are calculated oﬄine using the func-
tional values at the Smolyak grids. Each interpolation function denotes a supercube
surface or a P-dimensional hyper-surface. Once the interpolation functions are con-
structed, the POD coeﬃcients at the current time level n+1 are obtained by entering
the POD coeﬃcients at the previous time level n into the interpolation functions.
The oﬄine calculation of the Smolyak interpolation functions fˆ d,lk (α
n) can be de-
scribed as follows:
(a) Choose a set of sparse interpolation grids αr,0 = (αr,01 , α
r,0
2 , . . . , α
r,0
P ) (where
r ∈ {1, 2, . . . , R}, R is the number of sparse grids to be chosen), which lie in
some product interval
[Amin, Amax] = [α1,min, α1,max] · · · ⊗ [αj,min, αj,max] · · · ⊗ [αP,min, αP,max]
(where αk,min and αk,max are the minimum and maximum values of the k
th POD
coeﬃcient, k ∈ {1, 2, . . . , P});
(b) Calculate a corresponding set of the function value αr,1k = fk(α
r,0) located at
the sparse grids through running the full model one time step from time level 0
to 1:
(i) Determine the initial condition ψr,0 for the full model by projecting αr,0
onto the full space, where ψ denotes any variable in the full model, for
example, the velocity components ux, uy and uz, and the pressure p;
(ii) Determine the full solution ψr,1 by running the full model one time level;
(iii) Calculate the function value αr,1j at sparse grid r by projecting ψ
r,1 onto
the reduced order space;
(iv) Repeat the above procedures (i)-(iii) and obtain all the function values at
the sparse grids r ∈ {1, 2, . . . , R};
(c) Given a set of αr,1j , construct the interpolation function fˆ
d,l
k (α
n), k ∈ {1, 2, . . . , P}.
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2.6 Numerical examples of Smolyak sparse grid
and Taylor series expansion methods
A demonstration of the use of the non-intrusive POD reduced order modelling
schemes is presented in this section. This numerical illustration consists in solv-
ing two problems. In one we model ﬂow past a cylinder and in the other we model
ﬂow within a gyre. We used the Arpack package to perform the singular Value De-
composition and, in particular, to obtain the leading singular value. The Smolyak
grid was determined using the ”SPARSE INTERP ND Multidimensional Sparse In-
terpolant” authored by Burkardt (see John Burkardt (2012); J.Burkardt (2014))
whilst the original ﬁne grid simulations were calculated using FLUIDITY (see Pain
et al. (2005)). These provided the exact solutions for model comparison, as well as
the snapshots for the POD function generation.
In this demonstration a comparison between the full model and the non-intrusive
model reduction approach has been made. In addition to comparing solution proﬁles
the analysis compares the solution root mean square errors, as well as correlation
coeﬃcients. The measured error is given by the root mean square error (RMSE)
which is calculated for each time step n by,
RMSEn =
√∑N
i=1(ψ
n
i − ψno,i)2
N . (2.29)
In this expression ψni and ψ
n
o,i denote the POD (mapped onto the full mesh) and
the full model solution at the node i, respectively, and F represents the number of
nodes on the full mesh. The correlation coeﬃcient is computed for each time step,
and is deﬁned for given expected values µψn and µψno and standard deviations σψn
and σψno ,
corr(ψn, ψno )
n =
cov(ψn, ψno )
σψnσψno
=
E(ψn − σψn)(ψno − σψno )
σψnσψno
, (2.30)
where E denotes mathematical expectation, cov denotes covariance, σ denotes stan-
dard deviation.
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2.6.1 Flow past a cylinder
We illustrate the novel non-intrusive methods via two numerical examples. Both
cases typify non-laminar ﬂows. In the ﬁrst numerical example a two dimensional
ﬂow past a cylinder is simulated. In ﬂuid dynamics, vortex shedding is an oscillating
ﬂow that takes place when a ﬂuid such as air or water ﬂows past a cylindrical body
at certain velocities, depending on the size and shape of the body. These are called
Von Karman vortices.
The problem domain is 2 units in length and 0.4 units in width, and it contains a
cylinder of radius 0.12 units at location(0.2, 0.2). The dynamics of the ﬂuid ﬂow are
caused by a slightly compressible ﬂuid ﬂowing through the domain with a velocity 1.
This enters the domain through the left boundary. The ﬂuid is allowed to ﬂow past
the cylinder and out of the domain through the right boundary. No slip and zero
outward ﬂow conditions are applied to the upper and lower edges of the problem,
whilst Dirichlet boundary conditions are applied to the cylinder’s wall. From the
full model simulation, with a mesh of 3213 nodes, 400 snapshots were obtained
at regularly spaced time intervals ∆t = 0.02 for each of the u, v and p solution
variables.
In order to evaluate the capabilities and the diﬀerence between the Smolyak sparse
grid ROM and the Taylor expansion POD model, two cases one with a Reynolds
number of 400 and the other with a Reynolds number of 3600 were investigated.
The simulation period is [2 − 10], and a time step of ∆t = 0.01 was used for all
models.
Figure 2.1 shows the solutions for the ﬂow past the cylinder at time instances 3.0 and
10.0, as calculated using the two non-intrusive models (Smolyak sparse grid ROM
and Taylor/POD model respectively), the full high ﬁdelity model and the standard
(Galerkin projection) POD model using 12 POD basis functions. The Reynolds
number was 400 in this case. These solutions show that both non-intrusive models
and the standard POD model have performed particularly well at resolving the ﬂow
at both time instances. This is highlighted further in ﬁgure 2.2 which presents the
solution velocities predicted by all methods at the position (0.19397, 0.28101) on
the domain. It can be seen from this ﬁgure that the Smolyak sparse grid ROM
is in closer agreement with the full model, whilst both the standard and Taylor
POD models are able to capture the wave pattern, but have a large error near the
peak of waves during the spin-up period of modelling i.e. [200, 550]. It is shown
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(a) full model, t = 3.0 (b) full model, t = 10.0
(c) standard POD, t = 3.0 (d) standard POD, t = 10.0
(e) Taylor/POD, t = 3.0 (f) Taylor/POD, t = 10.0
(g) Smolyak sparse grid ROM, t = 3.0 (h) Smolyak sparse grid ROM, t = 10.0
Figure 2.1: Flow past a cylinder atRe = 400: The ﬁgures displayed above show the
solutions of the ﬂow past a cylinder problem at time instances 3.0 and 10.0. The
solutions compare the predictions from non-intrusive models (Smolyak sparse
grid ROM and Taylor/POD) with full model and standard (Galerkin projection)
POD model using 12 POD bases functions.
the Smolyak sparse grid ROM can perform better than other POD models since
it is highly customizable through the choice of admissible multi-index sets and well
converges to the tensor product of exact operators (see Conrard & Marzouk (2013)).
To further demonstrate the capability of the non-intrusive models, the Reynolds
number was then increased to Re = 3600. Visual inspection of ﬁgure 2.3 shows
that decrease of eigenvalues satisﬁes exponential Kolmogorov n-width. This helps
us to choose the number of POD bases. The more number of POD bases are chosen,
the more energy is captured. In this case, 12, 24 and 35 POD bases are used to
demonstrate the performance of ROM.
The comparison of results between the full and POD models (the standard, Taylor
and Smolyak sparse grid non-intrusive POD models) was carried out. Figure 2.4
shows the simulated ﬂow patterns at time instances 3.0 and 10.0 (where 12 POD
bases are used). As shown in the ﬁgures the Smolyak sparse grid non-intrusive
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Figure 2.2: Flow past a cylinder: The graphs shows the solution velocities
predicted by the full model, POD model, Taylor expansion method and the
Smolyak sparse grid ROM at positions: 0.19397,0.28101, Re=400.
model performs well for this Reynolds number. However, it can be seen that the
Taylor/POD non-intrusive model does not capture well the complex ﬂow patterns
and eddies for this high Reynolds number while the standard POD model has a large
error near the cylinder. Figures 2.5 shows the diﬀerence between the full model and
Smolyak sparse grid and standard POD of the ﬂow past a cylinder problem at time
instances 3.0 and 10.0 using 12 and 24 POD basis functions, respectively. The ﬁgures
illustrate the fact that the error between the full model and the Smolyak sparse grid
ROM is smaller than that between full model and the standard POD model.
In this study case, it is demonstrated that the Smolyak sparse grid ROM can repro-
duce better solutions in comparison with the other POD models for Re = 400, 3500.
The standard POD model is formed by projecting the full model onto the reduced
order space through a Galerkin projection, thus introducing errors into the POD
model which may even grow exponentially and have contributed to the poorer per-
formance of the standard POD approach compared with the sparse grid ROM. A
new Petrov-Galerkin method was introduced to stabilize the resulting equations and
produce more accurate results (see Xiao et al. (2013)). Here, we use the standard
POD approach. In the Smolyak ROM, the POD coeﬃcients are computed using
sparse grid interpolation (see equation (2.28)) where the functional values are calcu-
lated accurately from the full model. It has been argued by others (see Conrard &
Marzouk (2013)) that ’Smolyak algorithms constitute the ideal blending of diﬀerent
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full tensor approximations from the perspective of exact sets; that is, the exact set
of the Smolyak algorithm contains the union of the exact sets of the component full
tensor approximations’. See also (Eldred & Burkardt (2009)). Also the Smolyak
sparse grid ROM with an increase of approximation levels is able to represent not
only quadratic (e.g. the Taylor POD ROM proposed here), but also high order non-
linearities. These arguments explain why the Smolyak ROM can perform better
than other POD ROMs (both intrusive and non-intrusive).
The accuracy of the POD ROM results can be further improved by increasing the
number of POD bases. Figures 2.6 and 2.7 compare the full solution and the Smolyak
sparse grid non-intrusive reduced order model when using 24 and 35 POD basis
functions respectively. In both cases there is a visual improvement in the Smolyak
ROM’s predictions in comparison to the solutions provided by the standard POD
ROM when the same number of basis functions is used. Figure 2.8 shows the velocity
speed at two points in the domain using 12 POD bases and 35 POD bases. It is again
shown that the accuracy of velocity solution is improved by increasing the number
of POD bases to 35. In this case, the Smolyak sparse grid ROM can perform well
only using 12 POD bases when there are no abrupt change in solutions, however,
this abrupt change in time can be captured by increasing the number of POD bases,
as shown in ﬁgure 2.8. It is also seen in ﬁgure 2.9 that the RMSE of velocity results
obtained from the Smolyak sparse grid ROM decreases as the number of POD bases
increases.
Figure 2.10 compares the full model and Smolyak sparse grid ROM using diﬀerent
sparse grid levels l with l ∈ {0, 1, 2} using 12 POD bases. Each dimension has the
number of nodes nl = 2l + 1 in which l denotes the number of levels. As we can see
from ﬁgure 2.10, even level one (3 points at each dimension) performs well, while
level zero (one point at each dimension, mean value of each dimension) failed to
capture the energy of the ﬂows.
Figure 2.11 shows the online CPU time required to compute a single time step with
varying mesh size. The oﬄine CPU time for calculating the Smolyak interpolation
functions and the ﬁrst/second order derivative matrices for the Taylor/POD method
are not taken into account. It shows the cost of the ROM models remain static with
increased resolution of mesh, and that signiﬁcant CPU speed-ups are obtained using
mesh with the largest number of nodes. For the largest mesh the CPU costs were
reduced by a factor of 100 compared to the cost of the high ﬁdelity model. Table 2.1
shows comparison of the online CPU time required for running the full model and
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Figure 2.3: Flow past a cylinder at Re = 400: The graphs shows the singular
eigenvalues in order of decreasing magnitude.
non-intrusive ROMs for each time step. The online CPU time listed here includes
the time for assembling and solving the matrix for the full model while interpolating
(Smolyak), Matrix multiplication (Taylor) and projecting the POD solution onto the
full space for the non-intrusive ROM. In this study case, the CPU time required for
matrix multiplication can be ignored since the dimensional size (36×36) of matrices
is very small. It can be seen that the non-intrusive ROM is CPU time eﬃcient, since
it does not involve assembling and solving the matrices process, thus resulting in a
speed-up of CPU time of two orders of magnitude.
Table 2.1: Flow past a cylinder at Re = 3600: Comparison of the online CPU time
(second) required for running the full model and ROM for each time step
Model Assembling Solving Projection Interpolation (Smolyak) Total
matrix multiplication (Taylor)
Full model 3.004 0.113 0.000 0.000 3.117
POD ROM 0.303 0.000 0.008 0.000 0.311
Smolyak ROM 0.000 0.000 0.008 0.004 0.012
Taylor/POD 0.000 0.000 0.008 0.000 0.008
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(a) full model, t = 3.0 (b) full model, t = 10.0
(c) standard POD, t = 3.0 (d) standard POD, t = 10.0
(e) Taylor/POD, t = 3.0 (f) Taylor/POD, t = 10.0
(g) Smolyak sparse grid ROM, t = 3.0 (h) Smolyak sparse grid ROM, t = 10.0
Figure 2.4: Flow past a cylinder at Re = 3600: The ﬁgures displayed above show
the solutions of the ﬂow past a cylinder problem at time instances 3.0 and
10.0. The solutions compare the predictions from Smolyak sparse grid ROM
and Taylor/POD non-intrusive models with the full model and the standard
POD model using 12 POD basis functions.
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(a) standard POD error, t = 3.0, 12 POD bases (b) standard POD error, t = 10.0, 12 POD bases
(c) standard POD error, t = 3.0, 24 POD bases (d) standard POD error, t = 10.0, 24 POD bases
(e) Smolyak/POD error, t = 3.0, 12 POD bases (f) Smolyak/POD error, t = 10.0, 12 POD bases
(g) Smolyak/POD error, t = 3.0, 24 POD bases (h) Smolyak/POD error, t = 10.0, 24 POD bases
Figure 2.5: Flow past a cylinder at Re = 3600: The ﬁgures displayed above show
the solution diﬀerence between the full model and the standard POD and the
Smolyak sparse grid ROM of the ﬂow past a cylinder problem at time instances
3.0 and 10.0 using 12 POD basis and 24 POD bases.
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(a) full model, t = 3.0 (b) full model, t = 10.0
(c) standard POD, t = 3.0 (d) standard POD, t = 10.0
(e) Smolyak sparse grid ROM, t = 3.0 (f) Smolyak sparse grid ROM, t = 10.0
Figure 2.6: Flow past a cylinder at Re = 3600: The ﬁgures displayed above show
the solutions of the ﬂow past a cylinder problem at time instances 3.0 and 10.0.
The solutions compare the predictions from Smolyak sparse grid non-intrusive
ROM using 24 POD basis functions.
(a) full model, t = 3.0 (b) full model, t = 10.0
(c) Standard POD, t = 3.0 (d) Standard POD, t = 10.0
(e) Smolyak sparse grid ROM, t = 3.0 (f) Smolyak sparse grid ROM, t = 10.0
Figure 2.7: Flow past a cylinder at Re = 3600: The ﬁgures displayed above show
the solutions of the ﬂow past a cylinder problem at time instances 3.0 and 10.0.
The solutions compare the predictions from Smolyak sparse grid non-intrusive
ROM using 35 POD basis functions.
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2.6.2 The Gyre Problem
The second numerical example involves the simulation of a gyre for which a circu-
lating ﬂuid moves across a domain that is 1000×1000 km across and 500m in depth.
The solution’s free surface is driven by a wind with a force strength given by the
expression,
τy = τ0cos(πy/L) and τx = 0.0, (2.31)
where L is the system length (L = 1000 km). The terms τx and τy are the wind
stresses on the free surface that act along the x and y directions, respectively. In
this example the maximum zonal wind stress was set to τ0 = 0.1 Nm
−1 in the
latitude(y) direction. The Coriolis terms are taken into account with the beta-plane
approximation(f = βy) where β = 1.8 × 10−11 and the reference density of the
ﬂuid is set to ρ0 = 1000 kgm
−3. The velocity is 3.5102m/s−1. With this setup the
Reynolds number of the problem was calculated to be Re = 300.
The gyre was simulated using a ﬁnite element model for a period of 161 days using
a time step of ∆t = 0.322 days. From this simulation 500 snapshots of the solution
were recorded and from this data 12 POD basis functions were generated. It was
found that this POD basis set captured over 99% of the energy of the u, v and
p snapshot data. The problem was then re-simulated using the newly developed
non-intrusive reduced order model. Figure 2.12 shows the velocity proﬁles obtained
from the full model at 41 and 93 days using 6 POD bases. The errors between the
full model and the non-intrusive order model are shown at the bottom of ﬁgure 2.12.
Figure 2.13 shows the velocity proﬁles obtained from the full model at 41 and 93
days using 12 POD bases. The numerical results obtained show that the main gyre
is accurately resolved using non-intrusive reduced order model. Figure 2.14 shows
the RMSE between the full model and the non-intrusive model, which means the
solutions of the non-intrusive model are in close agreement with the high-ﬁdelity
full model solutions. Figure 2.15 displays the correlation coeﬃcient between the full
model and the non-intrusive model, this indicates that the RMSE of velocity results
obtained from the Smolyak sparse grid model is smaller than that from the standard
POD model. The non-intrusive Smolyak sparse grid model exhibits an overall good
agreement with the full model. It can be also seen that an increase in the number
of POD bases leads an improvement in the accuracy of the POD model - the RMSE
of velocity results is decreased.
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(a) Locations a(0.195, 0.267) and b(0.619, 0.298)
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(b) Fluid speed at a(0.195, 0.267)
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(c) Fluid speed at b(0.619, 0.298)
Figure 2.8: Flow past a cylinder at Re = 3600: The graphs show the velocity speed
predicted by the full model, and the Smolyak sparse grid ROM at positions a
(0.195, 0.267) and b (0.619, 0.298). These results were obtained using a reduced
order model with 24 and 35 POD functions. 69
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Figure 2.9: Flow past a cylinder at Re = 3600: The graphs show the RMSE of
results obtained from Smolyak ROM.
(a) full model, t = 6.0, (b) one level Smolyak grid, t = 6.0,
12 POD bases 12 POD bases
(c) zero level Smolyak grid , t = 6.0, (d) two level Smolyak grid, t = 6.0,
12 POD bases 12 POD bases
Figure 2.10: Flow past a cylinder at Re = 3600: The graphs show the comparison
between full model with diﬀerent levels of Smolyak grid using 12 POD bases at
t = 6.
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Figure 2.11: Flow past a cylinder at Re = 3600: Computational times to compute
each time step as a function of mesh size (number of nodes) in the full model.
Comparisons are made between the full model and the non-intrusive ROM.
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(a) Full model, t = 41 days (b) Full model, t = 93 days
(c) Smolyak grid ROM, t = 41 days (d) Smolyak grid ROM, t = 93 days
(e) Error in ROM, t = 41 days (f) Error in ROM, t = 93 days
Figure 2.12: Gyre: the ﬁgures displayed above show the solutions of the gyre
problem at time instance 41 (left) and 93 days (right). The solutions compare
the predictions from the full model (top), the Smolyak sparse grid ROM (mid-
dle) using 6 POD functions (middle). The Figures at the bottom are the
diﬀerence between full and Smolyak sparse grid ROM.
72
2.6: Numerical examples of Smolyak sparse grid and Taylor series expansion
methods
(a) full model, t = 41 days (b) full model, t = 93 days
(c) Smolyak grid ROM, t = 41days (d) Smolyak grid ROM, t = 93days
(e) Error in ROM, t = 41 days (f) Error in ROM, t = 93 days
Figure 2.13: Gyre: The ﬁgures displayed above show the solutions of the gyre
problem at time instance 41 (left) and 93 days (right). The solutions compare
the predictions from the full model (top), the Smolyak sparse grid ROM (mid-
dle) using 12 POD functions (middle). The ﬁgures at the bottom are the
errors between full and Smolyak sparse grid ROM
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Figure 2.14: Gyre: The graph shows the RMSE errors calculated for the Smolyak
sparse grid ROM.
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Figure 2.15: Gyre: The graph shows the correlation coeﬃcient calculated for the
Smolyak sparse grid ROM.
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2.7 POD/RBF formulation of reduced order Navier-
Stokes equations
In this section, a new non-intrusive reduced order modelling formulation is intro-
duced. It is based on a combination of POD and RBF. The comparison between
NIROM using Smolyak sparse grid and NIROM using RBF is carried out in section
2.7.3.2. And also, a more complicated multi-phase porous media case test is used
to compare the accuracy of NIROMs based on Smolyak sparse grid and RBF, this
can be found in the section 8.4.3 of chapter 8. RBF interpolation is a method that
represents a function through scattered data and it has been applied to various re-
search areas such as partial diﬀerential equations (PDEs) (see Sharan et al. (1997)),
coupled problem (see Shankar et al. (2014)), mesh generation (see Costin & Allen
(2013)), facial recognition (see Er et al. (2002)), and feedback control (see Seshagiri
& Khalil (2000)). The method can be eﬀective for any dimensional scattered data
and has been demonstrated to be ﬂexible, convenient and accurate (see Fornberg &
Flyer (2005)).
2.7.1 Radial basis functions interpolation
Let fˆi(α
n−1) denotes a RBF interpolation function for a single POD coeﬃcient
αi from the complete set of POD coeﬃcient α (α = α1, α2, . . . , αP ). The RBF
interpolation function is a linear combination of N radial basis functions φk in the
form of:
fˆi(α
n−1) =
N∑
j=1
wn−1i (j) ∗ φ(
∥∥αn−1 − αˆ(j)∥∥), i ∈ {1, 2, . . . , P ) (2.32)
where
 the vectors αn−1 denote a complete set of POD coeﬃcients for solution ﬁelds
(for example velocity and pressure ﬁelds) at time step n − 1, i.e. αn−1 =
(αn−11 , α
n−1
2 , . . . , α
n−1
P )
T with a dimensional size P ;
 wn−1i (j) is a weighting vector of size N (number of data points) to calculate
for each POD coeﬃcients αi. Each data point has a dimension size of P;
 the vector αˆ(j) (where j ∈ 1, 2, . . . , N) are a set ofN center points of the radial
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basis functions. Where αˆ(j) = (αˆ1(j), αˆ2(j), . . . , αˆP (j))
T with a dimensional
size P . The center points are data points. In particular, those center points
do not necessarily correspond to any of the data points (see Lowe (1988));
 ‖αn−1−αˆj‖ is a scalar distance deﬁned by the L2 norm. The norm is Euclidean
distance;
 φ is a set of radial basis functions associated with diﬀerent centers αˆ, and
weighted by a coeﬃcient wn−1i .
2.7.1.1 Calculation of the weights
In a scatter data interpolation problem, the weight coeﬃcients wi are determined so
as to ensure that the interpolation function values fˆi at the data points α
n−1, k ∈
{1, 2, . . . , Nt}match the given data y(k) exactly, i.e., y(k) =
∑N
j=1w
n−1
i (j)∗φ(‖αn−1 − αˆ(j)‖).
This can be expressed by,
Awi = y, (2.33)
where
A =


φ
(∥∥αn−11 − αˆ1∥∥2) φ (∥∥αn−11 − αˆ2∥∥2) · · ·φ (∥∥αn−11 − αˆN∥∥2)
φ
(∥∥αn−12 − αˆ1∥∥2) φ (∥∥αn−12 − αˆ2∥∥2) · · ·φ (∥∥αn−12 − αˆN∥∥2)
...
...
...
φ
(∥∥αn−1N − αˆ1∥∥2) φ (∥∥αn−1N − αˆ2∥∥2) · · ·φ (∥∥αn−1N − αˆN∥∥2)

 , (2.34)
wn−1i = [w
n−1
i (1), w
n−1
i (2), . . . , w
n−1
i (N)]
T , (2.35)
y = [y(1), y(2), . . . , y(N)]T = [αn1 , α
n
2 , . . . , α
n
N ]
T (2.36)
The coeﬃcients wn−1i are then determined by solving the linear system (2.33). N is
the number of data points. It equals to time levels in the computational simulation
Nt. The φ in equation (2.34) denotes the radial basis function.
2.7.1.2 Choice of radial basis functions
A radial basis function is a real-valued function whose value depends on the distance
from the origin or other center point αˆ, so that φ(α) = φ (‖α‖) or φ(α, αˆ) =
φ (‖α− αˆ‖). Any function φ that satisﬁes the property φ(α) = φ (‖α‖) is a radial
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function.
In this work any function φ that satisﬁes φ(αn−1) = φ (‖αn−1 − αˆj‖) can be chosen
to be a radial function. The values of interpolation function fˆi(α
n−1) in (2.32)
depend on the distance r = ‖αn−1 − αˆ(j)‖ from the center αˆ(j). A list of well-
known RBFs φ is provided in table (2.2) (where r is a radius or the distance(here,
σ > 0 is a shape parameter). In this work, the multi-quadratic function is chosen
since it ensures the matrice A in Eq. (2.33) is non-singular and symmetric (see
Powell (1992); Khattak et al. (2009); Dehghan & Shokri (2009)).
Table 2.2: Some well-known radial basis functions
Functions deﬁnition
Gaussian (GA) φ(r) = e−(r/σ)
2
Linear Spline φ(r) = r
Multi-Quadratic φ(r) =
√
r2 + σ2
Inverse Multistory φ(r) = 1√
r2+σ2
Inverse Caddric φ(r) = 1
r2+σ2
Cubic Spline φ(r) = r3
Thin Plate Spline φ(r) = r2log r
2.7.2 RBF POD reduced order modelling
The RBF interpolation function in (2.32) denotes an n-dimensional hyper surface.
Once a set of interpolation functions fˆi is constructed, it is then used to estimate
the POD coeﬃcient αni at time level n,
αni = fˆi(α
n−1), i ∈ {1, 2, . . . P}. (2.37)
The input for each interpolation function fˆi(α
n−1) is the complete set of POD coef-
ﬁcients αn−1 = (αn−11 , α
n−1
2 , . . . , α
n−1
P ) at the previous times step n− 1. The output
of fˆi(α
n) is the ith POD coeﬃcient αn at time step n. The whole procedure of RBF
POD reduced order modelling can be algorithmically described as follows:
(a) Calculate the functional values y = (y(1), y(2), . . . , y(N))T at a set of data points
αn−1(k) = (αn−1(1),αn−1(2), . . . ,αn−1(N))T through the solution from the full
models, where k ∈ {1, 2, . . .N};
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(b) Find the weights wi(j) such that the interpolation function fˆi(α
n−1) in (2.37)
goes through the data points αn−1(k), ( here, αn−1(k) = (αn−1(1),αn−1(2), . . . ,
αn−1(N))T , k ∈ {1, 2, . . .N}), i.e., y(k) = fˆi(αn−1) =
∑N
j=1w
n−1
i (j)∗φ(‖αn−1(k)− αˆ(j)‖).
The norm is Euclidean distance;
(c) Estimate the POD coeﬃcient αc = (αc1, . . . , α
c
P )) of current time step using the
RBF interpolation (2.37), where c denotes current time step, and P denotes the
dimension of the problem;
(d) Obtain the solution of variables un+1 and pn+1 by projecting αc onto the full
space (see (2.9)).
2.7.3 Numerical Examples of POD-RBF NIROM
An illustration of the use of the non-intrusive reduced order modelling scheme based
on RBF is presented in this section. It consists of two test problems where the ﬂow
past a cylinder and lock exchange are resolved respectively. Both problems were
initially solved in order to obtain a full solution, and the high ﬁdelity solution was
obtained using ﬂuidity model that is formulated within a ﬁnite element framework
(see Pain et al. (2005)). From these full model simulations the snapshots of the
solution variables were taken. Using this snapshot data the reduced order models
were then formed and used to re-solve the problems.
2.7.3.1 2-D Lock exchange
The ﬁrst numerical example involves the simulation of 2-D lock-exchange, which
consists of two ﬂuids of diﬀerent density, namely hot and cold ﬂuids that are sepa-
rated by a lock. Two gravity currents propagate horizontally along the tank when
the lock is removed. This laboratory-scale set up incorporates dynamics observed in
gravity currents over a range of scales (see Benjamin (1968)). The problem domain
consists of a non-dimensional rectangle of the size 0.8×0.1. The initial condition for
the non-dimensional temperature is T = 0.5 for the cold ﬂuid at the left side of the
lock and T = 0.5 for the hot ﬂuid at the right side of the lock. The initial conditions
for the velocity and pressure are u = 0 and p = 0 respectively. The isotropic value
of viscosity is 1 × 10−10. The Crank−Nicolson method is applied in the temporal
discretisation. In this work the non-intrusive RBF/POD model is only considering
the velocity and pressure variables. From the full model simulation, with a mesh of
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(a) full model, t = 20s (b) full model, t = 30s
(c) POD, t = 20s (d) POD, t = 30s
(e) RBF/POD, t = 20s (f) RBF/POD, t = 30s
Figure 2.16: Lock exchange: the ﬁgures displayed above show the velocity solutions
of the lock exchange problem at time instances 20 and 30 seconds. The solutions
compare the predictions from RBF/POD model with full and POD model using
12 POD basis functions.
14271 nodes, 28000 elements and 1750 snapshots were obtained at regularly spaced
time intervals ∆t = 0.02 for each of the u, v and p solution variables, respectively.
Figure 2.16, 2.17 and 2.18 show the solutions of the lock exchange problem at t = 20s
and t = 30s respectively, as calculated using the full high ﬁdelity model, the non-
intrusive RBF/POD model, and the POD model using 12, 24 and 32 POD basis
functions, respectively. The isotropic value of viscosity is taken to be 1× 10−10.
Figure 2.19 shows the velocity diﬀerence between full model and POD and RBF/-
POD of the lock exchange problem at time instances 20.0 and 30.0 seconds using 24
POD basis. This indicates that the non-intrusive RBF/POD performs better than
POD model.
Figure 2.20 shows the pressure solutions of the lock exchange problem at time in-
stances 20 and 30 seconds. The solutions compare the predictions from RBF/POD
model with full and POD models using 32 POD basis functions.
Figure 2.21 shows the solution velocities of the lock exchange case predicted by the
full model, POD model and the RBF/POD model at a position (0.39801, 0.095).
These results were obtained using a reduced order model with 12 and 32 POD basis
functions, respectively.
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(a) full model, t = 20s (b) full model, t = 30s
(c) POD, t = 20s (d) POD, t = 30s
(e) RBF/POD, t = 20s (f) RBF/POD, t = 30s
Figure 2.17: Lock exchange: the ﬁgures displayed above show the velocity solutions
of the lock exchange problem at time instances 20 and 30 seconds. The solutions
compare the predictions from RBF/POD model with full and POD model using
24 POD basis functions.
(a) full model, t = 20s (b) full model, t = 30s
(c) POD, t = 20s (d) POD, t = 30s
(e) RBF/POD, t = 20s (f) RBF/POD, t = 30s
Figure 2.18: Lock exchange: the ﬁgures displayed above show the velocity solutions
of the lock exchange problem at time instances 20 and 30 seconds. The solutions
compare the predictions from RBF/POD model with full and POD model using
32 POD basis functions.
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(a) difference between full and POD, t = 20s (b) difference between full and POD, t = 30s
(c) difference between full and RBF, t = 20s (d) difference between full and RBF, t = 30s
Figure 2.19: Lock exchange: the ﬁgures displayed above show the velocity diﬀer-
ence between full model and POD and RBF/POD of the lock exchange problem
at time instances 20.0 and 30.0 seconds using 24 POD basis
(a) Full model, t = 20s (b) RBF/POD, t = 30s
(c) Full model, t = 20s (d) RBF/POD, t = 30s
Figure 2.20: Lock exchange: the ﬁgures displayed above show the pressure solu-
tions of the lock exchange problem at time instances 20 and 30 seconds. The
solutions compare the predictions from RBF/POD model with full and POD
model using 32 POD basis functions.
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Figure 2.21: Lock exchange: the graphs shows the solution velocities of the lock
exchange case predicted by the full model, POD model and the RBF/POD
model at a position (0.39801, 0.095). These results were obtained using a
reduced order model with 12 and 32 POD functions respectively.
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2.7.3.2 Flow past a cylinder
In the second numerical example a two dimensional ﬂow past a cylinder is simulated.
The problem domain is 2 non-dimensional units in length and 0.4 non-dimensional
units in width, and it contains a cylinder of radius 0.12 units at location (0.2, 0.2).
The dynamics of the ﬂuid ﬂow are driven by an in-ﬂowing liquid with velocity 1
unit/sec, and this enters the domain through the left boundary.The ﬂuid is allowed
to ﬂow past the cylinder and out of the domain through the right boundary. No
slip and zero outward ﬂow conditions are applied to the upper and lower edges of
the problem whilst Dirichlet boundary conditions are applied to the cylinder’s wall.
The properties of the ﬂuid are such that the Reynolds number for this problem is
calculated to be Re = 5000.
The problem was simulated for a period of 10 seconds[2s− 12s], and for all models
a time step size of ∆t = 0.001 was used. From the full model simulation, with a
mesh of 3213 nodes, 1000 snapshots were obtained at equal time intervals for each
of the u, v and p solution variables between the period 2s to 12s.
Figures 2.22 and 2.23 present the simulated ﬂow patterns at time instances 5.25 and
12.0 seconds. They compare the high ﬁdelity model against reduced order models
(POD model and RBF/POD model). In each of the ﬁgures the number of POD
functions used in the simulation increases from 24 to 35 functions. It is can be seen
that the non-intrusive ROM based on RBF interpolation performs well. In addition,
the magnitude of the non-intrusive ROM proﬁles appears to be in close agreement
to the high ﬁdelity solutions. This is highlighted in the graphs presented in ﬁgure
2.24 which show the solution velocities at a point in the domain.
Figure 2.25 shows the RMSE between the full model and the non-intrusive model,
which means the solutions of the non-intrusive model are in close agreement with
the high-ﬁdelity full model solutions. Figure 2.26 shows the correlation coeﬃcient
between the full model and the non-intrusive model; this indicates that the full
model and the non-intrusive model are highly correlated.
Table 2.3 shows a comparison of CPU (unit: s) required for running the full model
and non-intrusive RBF/POD ROM for each time step. It can be seen that the
non-intrusive ROM is CPU time eﬃcient, since it does not involve assembling and
solving the matrices process, thus resulting in a speed-up of CPU time of two to
three orders of magnitude in these two cases. The most time consuming process in
RBF interpolation lies in obtaining the weights wi in (2.33). The ﬂow past a cylinder
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(a) full model, t = 5.25 (b) full model, t = 12.0
(c) POD, t = 5.25 (d) POD, t = 12.0
(e) RBF/POD, t = 5.25 (f) RBF/POD, t = 12.0
Figure 2.22: Flow past a cylinder: the ﬁgures displayed above show the solutions
of the ﬂow past a cylinder problem at time instances 5.25 and 12.0 seconds. The
solutions compare the predictions from RBF/POD model with full and POD
model using 24 POD basis functions.
takes 0.201s to obtain the weights. This process is precomputed alongside construc-
tion of the interpolation functions fˆi(α
n−1) in (2.37), which means the process is
not involved when calculating current POD coeﬃcients through the interpolation
functionsfˆi(α
n−1).
From the two cases illustrated above, it is clear that the non-intrusive ROM based on
RBF interpolation performs better than traditional POD since RBF interpolation
method can provide spectral convergence rates (see Madych (1992); Buhmann &
Dyn (1993)) and is capable of capturing the non-linearity in dynamic system (see
Mokhasi & Rempfer (2010)).
In order to compare those three NIROMs, the velocity solutions predicted by all
reduced order models and the high ﬁdelity full model at the position (0.19397,
0.28101) on the domain are given in ﬁgure 2.27. The ﬁgure shows that both NIROM
with Smolyak sparse grid and NIROM with RBF perform closely to the full model.
The NIROM with RBF has slightly more accurate results than the that of the
NIROM with Smolyak sparse grid in this case. The advantage of the Smolyak
sparse grid lies in its ability to tackle the ’curse of dimensionality’. This advantage
can be used to reduce the number of training simulations for varying parameter
problems. The varying parameter problem will be discussed in chapters 7 and 8.
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(a) full model, t = 5.25 (b) full model, t = 12.0
(c) POD, t = 5.25 (d) POD, t = 12.0
(e) RBF/POD, t = 5.25 (f) RBF/POD, t = 12.0
Figure 2.23: Flow past a cylinder: the ﬁgures displayed above show the solutions
of the ﬂow past a cylinder problem at time instances 5.25 and 12.0 seconds. The
solutions compare the predictions from RBF/POD model with full and POD
model using 35 POD basis functions.
2.8 Conclusions
In this chapter three new non-intrusive reduced order methods are presented. Those
methods are based on POD methodologies where optimal basis functions are gen-
erated through the method of snapshots. However rather than using a standard
Galerkin projection ROM approach (code intrusive), the three approaches based on
the Smolyak sparse grid interpolation method, radial basis function method and on a
second order Taylor series expansion, are employed to calculate the POD coeﬃcients.
The smolyak sparse grid method and radial basis function method construct a set of
hyper-surfaces that replace the governing equations within the reduced space. The
other method uses a second order Taylor expansion to capture the quadratic non-
linearities in the Navier-Stokes equations. The beneﬁts of the non-intrusive model
reduction approaches presented here is that they do not require any modiﬁcations
to the source code, due to the fact that they are independent of the equation of the
system, and simply work from a number of snapshots of the full solution.
The methods have been numerically compared against a ﬁnite element unstructured
adaptive mesh ﬂuid model (FLUIDITY) on three ﬂow problems. The three problems
were based on the simulation of ﬂow past a cylinder, lock exchange and wind driven
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Figure 2.24: Flow past a cylinder: the graphs shows the solution velocities of the
ﬂow past a cylinder case predicted by the full model, and the RBF/POD model
at a position(0.2029, 0.26535). These results were obtained using a reduced
order model with 24 POD functions
Table 2.3: Comparison of CPU (unit: s) required for running the full model and
ROM for each time step
Cases Model assembling solving projection interpolation total
Full model 1.4960 0.488000 0.000 0 1.98400
Lock exchange POD ROM 0.1600 0.000000 0.008 0 0.16800
RBF/POD 0.0000 0.000000 0.003 0.001 0.00400
Flow past Full model 3.00373 0.112598 0.000 0 3.116328
a cylinder POD ROM 0.30280 0.000000 0.008 0 0.322700
RBF/POD 0.00000 0.000000 0.003 0.001 0.00400
gyre, respectively. The non-intrusive methods gave accurate solutions for modelling
ﬂow problems. It is demonstrated that accuracy of solutions from the non-intrusive
models is maintained whilst online CPU times are reduced by several orders of mag-
nitude in comparison to high ﬁdelity models. However, for higher Reynolds numbers
the Smolyak method and radial basis function method were shown to be more robust
in maintaining accuracy for resolving the more complex ﬂows. In the following chap-
ter, the capability of NIROM with Smolyak sparse grid will be shown using more
complicated applications : free surface problems. Then, in the other applications,
NIROM with RBF will be used more frequently in terms of its accuracy. An error
analysis has also been carried out for the validation and accuracy assessment of the
newly non-intrusive models. The non-intrusive Smolyak sparse grid model and ra-
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Figure 2.25: Flow past a cylinder: the graph shows the RMSE errors calculated
for the RBF/POD model for the ﬂow past a cylinder.
Figure 2.26: Flow past a cylinder: the graph shows the correlation coeﬃcient
calculated for the RBF/POD model for the ﬂow past a cylinder.
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Figure 2.27: Flow past a cylinder: The graphs shows the solution velocities pre-
dicted by the full model, POD model, Taylor expansion method, Smolyak sparse
grid NIROM and the RBF NIROM at positions: 0.19397,0.28101, Re=400. 12
POD basis functions were used in NIROMs.
dial basis function model exhibit an overall good agreement with the full model. It
can be also seen that an increase in the number of POD bases leads an improvement
in the accuracy of the POD model.
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THREE
Non-intrusive Reduced Order
Modeling for multi-scale free
surface flows
3.1 Abstract
In this chapter, we describe a novel non-intrusive reduction model for three-dimensional
(3D) free surface ﬂows. By using the new NIROM based on Smolyak sparse grid
method, we have developed a robust and eﬃcient reduced order model for free sur-
face ﬂows. What distinguishes the reduced order model developed here from other
existing reduced order ocean models is (1) the inclusion of 3D dynamics with a free
surface (moving movement); (2) the incorporation of wetting-drying; and (3) the ﬁrst
implementation of non-intrusive reduced order method in ocean modelling. Most
importantly, the change of the computational domain with free surface movement
is taken into account in reduced order modelling. The capabilities of the new non-
intrusive free surface ﬂow ROM have been demonstrated in Balzano and Okushiri
tsunami test cases. Results obtained show that the accuracy of free surface problems
relative to the high ﬁdelity model is maintained in NIROM whilst the CPU time is
reduced by several orders of magnitude in comparison to the high ﬁdelity models.
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This chapter is derived from and expands upon Xiao et al. (2015a).
3.2 Introduction
The work in this chapter, for the ﬁrst time, constructs a non-intrusive ROM for
free surface ﬂows in the framework of an unstructured mesh ﬁnite element ocean
model. This is achieved by using the Smolyak sparse grid interpolation method.
As discussed earlier, the Smolyak sparse grid method is a widely used interpolation
method and is used to overcome the curse of dimensionality. Apart from that, it is
also used for uncertainty quantiﬁcation for electromagnetic devices. For example,
Sumant et al. (2012) used the Smolyak sparse grid to calculate statistically varying
material and geometric parameters which are the inputs of the ROM. Xiao et al.
(2015d) also used Smolyak sparse grid to construct a ROM and it has been shown
to be a promising non-intrusive method for representing complex physical system
using a set of hyper-surface interpolating functions.
In the work described in this chapter, the newly presented NIROM method based on
Smolyak sparse grid (see Xiao et al. (2015d)) is applied to complex ocean free sur-
face ﬂows. Two free surface test cases: Balzano test case and Okushiri tsunami test
case are numerically tested and illustrated. The solutions from the full ﬁdelity ocean
model are recorded as a sequence of snapshots, and from these snapshots appropriate
basis functions are generated that optimally represent the three-dimensional (3D)
free surface problem. The Smolyak sparse grid interpolation method is then used to
form a set of hyper-surfaces that represent the ROM. Once a set of hyper-surfaces
has been constructed, the POD coeﬃcient at current time level can be obtained by
providing the POD coeﬃcients at previous time levels to the hyper-surface. Nu-
merical comparisons between the high ﬁdelity model and this NIROM are made to
investigate the accuracy of this novel NIROM for free surface ﬂows.
The structure of the chapter is as follows. Section 3.3 presents the governing equa-
tions of free surface ﬂows. Section 3.4 presents the derivation of the POD model
reduction and re-formulation of the governing equations using the Smolyak sparse
grid method. Section 3.5 illustrates the methodology derived above via two numer-
ical examples. This is based on two test problems where the Balzano test case and
Okushiri tsunami test case are numerically simulated. Finally in section 3.6 con-
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clusions are presented and the novelty of the manuscript is fully summarized and
illuminated.
3.3 Three Dimensional Governing Equations
3.3.1 Continuous governing equations and free surface bound-
ary conditions
The three dimensional incompressible Navier-Stokes equations with Boussinesq ap-
proximation and the conservative equation of mass are used in this work, see equa-
tions 2.1a and 2.1b.
The no-normal ﬂow boundary condition is applied on the bottom and sides of the
computational domain:
u · ~n = 0, (3.1)
where ~n denotes the unit normal vector on boundary surface.
The free surface kinematic free surface boundary condition is expressed as follows:
∂η
∂t
= − uH |z=η · ∇Hη + uz|z=η on ∂Ωs, (3.2)
where η is the free surface elevation, ∂Ωs ⊂ ∂Ω is the free surface boundary,
∇H ≡ (∂/∂x, ∂/∂y)T , and uH is the horizontal component of u. Using the fact
that the normal vector ~n at the free surface is
(− ∂η
∂x
,− ∂η
∂y
,1)T
||(− ∂η
∂x
,− ∂η
∂y
,1)T || , equation (3.2) can be
reformulated to
∂η
∂t
=
u · ~n
~n · ~k
, (3.3)
where ~k = (0, 0, 1) is the vertical standard basis vector. Note that in spherical
geometries ~k is replaced with ~r = (sin θ cosφ, sin θ sinφ, cos θ) where φ and θ are the
azimuthal and co-latitudinal angles respectively.
Taking into account p = ρ0gη on the free surface ∂Ωs, gives the combining kinematic
free surface boundary condition:
~n · ~k 1
ρ0g
∂p
∂t
= ~n · u. (3.4)
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3.3.2 Discretisation of free surface equations
The previous section introduced the continuous governing equations. This section
describes the discretisation form of the governing equations. In a ﬁnite element ex-
pansion, the velocity components and pressure terms of the solution are represented:
ux =
N∑
j
Njuxj, uy =
N∑
j
Njuyj, uz =
N∑
j
Njuzj, (3.5)
and
p =
M∑
j
Mjpj, (3.6)
respectively, where Nj and Mj denote the ﬁnite element basis functions. By multi-
plying equations (2.1a) and (2.1b) by Mi and Ni, respectively, and integrating over
space, the discretised equations are formed:
∫
Ω
Mi∇ · u dΩ = 0, (3.7)
∫
Ω
Ni
(
∂u
∂t
+ u · ∇u+ f~k × u+∇p−∇ · τ
)
dΩ = 0. (3.8)
In the momentum equation the time term is treated using the θ-method. By substi-
tuting (3.5) and (3.6) into the above equations, the discrete equations at time level
n+ 1 are formed:
CTun+1 = 0, (3.9)
N
un+1 − un
∆t
+ A(un)un+θ +Kun+θ + Cpn+1 = sn, (3.10)
where the matrix C denotes the pressure gradient matrix, the vectors u and p
consist of solutions of velocity and pressure components at nodes respectively, N is
the mass matrix involving the ﬁnite element basis functions Ni, A(u
n) is the solution
dependent discretised streaming operator, K is the matrix related to the rest of the
linear terms of velocity, and s is the vector accounting for the forces acting upon
the solution, where θ ∈ [0, 1] and the terms un+θ is given by,
un+θ = θun+1 + (1− θ)un. (3.11)
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The discrete form of free surface equation (3.4) is written:
Ms
pn+1 − pn
g∆t
= Gun+1, (3.12)
where Ms,ij =
∫
∂Ωs
~kMiMjdΩ and Gij =
∫
∂Ωs
~n · uNiMjdΩ.
Taking into account the free surface kinematic boundary condition (3.12), the dis-
crete continuity equation (3.9) can be re-written:
CTun+1 +Gun+1 = 0, (3.13)
that is
CTun+1 +Ms
pn+1 − pn
g∆t
= 0. (3.14)
3.4 Construction NIROM for free surface flows
using Smolyak sparse grid
The process of constructing the NIROM for free surface ﬂows using the Smolyak
sparse grid interpolation method is derived in this section. The core of this method
lies in constructing a set of Smolyak interpolation functions (fˆj , j ∈ {1, 2, . . .m}),
which has the form of
αn+1j = fˆj(α
n
1 , α
n
2 , . . . , α
n
m), j ∈ {1, 2, . . .m}, (3.15)
where m is the number of POD bases. The input variables of the Smolyak inter-
polation function (fˆj) is complete set of POD coeﬃcients α
n = (αn1 , α
n
2 , . . . , α
n
m) at
the previous times step n. The output of the Smolyak interpolation function (fˆj) is
the jth POD coeﬃcient αn+1 at time step n + 1. For more details of constructing
non-intrusive ROM using Smolyak sparse grid method, see (Xiao et al. (2015d)).
Algorithm (1) outlines the steps of constructing the NIROM for free surface ﬂows.
In algorithm (1), the interpolation function values need to be determined only at the
Smolyak sparse grid nodes rather than on the full tensor product grid, thus resulting
in an impressive computational economy.
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Algorithm 1: POD-Smolyak NIROM algorithm for free surface ﬂows
(1) Generate the snapshots over the time period[1−Nt] by running the full model;
(2) Obtain the POD bases Φu and Φp using the POD method;
(3) Generate a set of Smolyak sparse nodes αr,0 = (αr,01 , α
r,0
2 , . . . , α
r,0
m ) (where
r ∈ {1, 2, . . . , R}, R is the number of sparse points to be chosen) at the full
tensor product grid:
[Amin, Amax] = [α1,min, α1,max] · · · ⊗ [αj,min, αj,max] · · · ⊗ [αm,min, αm,max], where
αj,min and αj,max are the minimum and maximum values of the j
th POD
coeﬃcient;
(4) Obtain the function values αr,1j = fj(α
r,0) associated with the Smolyak sparse
nodes through running the full model one time step:
for n = 1 to R do
(i) Determine the initial condition ψr,0 for the full model by projecting αr,0
onto the full space, where ψ denotes any variable in the full model, for
example, the velocity components ux, uy and uz, and the pressure p;
(ii) Determine the full solution ψr,1 by running the full model one time level;
(iii) Calculate the function value αr,1j at sparse point r by projecting ψ
r,1 onto
the reduced order space;
end for
(5) Give a set of αr,1j , and then construct the interpolation function fˆj(q, d),
j ∈ {1, 2, . . . , m} using (2.25);
(6) Initialize αr,0u and α
r,0
p , and give them to the interpolation function fˆj ,
j ∈ {1, 2, . . . , m} to obtain solutions for current time step using online
algorithm (2).
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Algorithm 2: Online calculation of POD coeﬃcients of NIROM for free surface
ﬂows
(1) Initialize αu
r,0 and αp
r,0 ;
(2) Calculate solutions for current time step using following loop: ;
for n = 1 to Nt do
for j = 1 to m do
Calculate the solution (POD coeﬃcients αnu,r,j and α
n
p,r,j) at current time
step by αj
n = fˆj(α1
n−1, α2n−1, . . . , αmn−1)
end for
(i) Calculation of velocity components and pressure (unx, u
n
y , u
n
z and p
n
x) by
projecting αnj onto the full space,
unx = u
x+Φxαx,n, uny = u
y+Φyαy,n, unz = u
z+Φzαz,n, pn = pp+Φpαp,n.
(ii) Updating of the free surface values at all nodes and 3D mesh locations
(keeping the coordinates of x and y unchanged, replace the z-direction
with the new free surface value at each node).
end for
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3.5 Numerical Examples
The capability of the new non-intrusive reduced order model for 3D free surface ﬂows
has been evaluated in this section. This is based on two numerical test problems:
the Balzano test case and Okushiri tsunami test case (see Funke et al. (2011)).
Evaluation of accuracy of the POD model was carried out through comparison of
POD solutions with those from the full model. The high ﬁdelity full model solutions
were obtained through the use of FLUIDITY Pain et al. (2005)). From these full
model simulations the snapshots of the solution variables were taken. Using this
snapshot data the reduced order models were then formed and used to re-solve the
problems.
3.5.1 Balzano test cases
The ﬁrst example used for validation of the new 3D free surface model was the
Balzano test case (see Balzano (1998)) for benchmarking diﬀerent wetting and drying
methods. The problem domain consists of slope with size of 13.8 km × 1 km and
a depth of zero meter at one end and ﬁve meters at the other end (see ﬁgure 3.1).
No normal ﬂow boundary conditions are applied at both sides, the bottom and the
shallow end of the slope. A Manning−Strickler drag with n= 0.02sm 13 is applied at
the bottom. The gravity is 9.81ms−2.
The problem was simulated for a period of 50000 seconds, and a time step size
of ∆t = 500s was used. From the full simulation by running FLUIDITY, with
an unstructured ﬁnite element mesh of 180 nodes, 100 snapshots were obtained at
equally spaced time intervals for each of the ux, uy and p solution variables during
the simulation period. A P1 − P1 ﬁnite element pair was used.
Figure 3.2 shows the singular eigenvalues in decreasing order. It can be seen that the
singular eigenvalue curve decreases drastically between the ﬁrst two leading POD
bases, i.e. satisfying Kolmogorov condition. In this case, only three POD bases with
100 snapshots are capable of capturing 98% of ’energy’ in the original ﬂow dynamic
system. The ﬁrst six POD bases are shown in ﬁgure 3.3. Again, most of ﬂow wave
features are captured within the ﬁrst six leading POD bases. In this work, two and
six POD bases were chosen to generate the reduced order model using the Smolyak
sparse grid method described above.
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Figure 3.1: Balzano case: The computational domain and mesh used in Balzano
case.
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Figure 3.2: Balzano case: the graphs shows the singular eigenvalues in order of
decreasing magnitude
Figure 3.4 shows the solutions of pressure from the full model and NIROM using
2 and 6 POD bases at time instances 10.2 and 25. A good agreement is achieved
between the high ﬁdelity full solutions and reduced order results. To further estimate
the accuracy of NIROM, the pressure solutions at a particular location (x = 296.8,
y = 686.25, z = 0) within the domain (black point in ﬁgure 3.1) are plotted in ﬁgure
3.5. Again, it can be seen that the results of NIROM with both 2 and 6 POD bases
are in agreement with those from the full model.
To evaluate the accuracy of NIROM solutions, ﬁgure 3.6 shows the error of pressure
solutions between the full model and NIROM with 2 and 6 POD bases at time
instances 10.2 and 25 seconds. It is shown that the error of pressure solutions from
NIROM using 6 POD bases is smaller than that using 2 POD bases. The error
of pressure solutions is further analysed by RMSE and correlation coeﬃcient. The
RMSE and correlation coeﬃcient of pressure solutions are given in ﬁgure 3.7 and
3.8 respectively, which shows the accuracy of NIROM is improved by increasing the
number of POD bases.
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(a) First POD bases (b) Second POD bases
(c) Third POD bases (d) Fourth POD bases
(e) Fifth POD bases (f) Sixth POD bases
Figure 3.3: Balzano case: the ﬁgures show the ﬁrst 6 POD bases functions for
pressure.
(a) Full model, t = 10.2 (b) Full model, t = 25
(c) NIROM (2 POD bases), t = 10.2 (d) NIROM (2 POD bases), t = 25
(e) NIROM (6 POD bases), t = 10.2 (f) NIROM (6 POD bases), t = 25
Figure 3.4: Balzano case: The solutions of pressure from the full model and
NIROM at time instances 10.2 (left panel) and 25 (right panel). Top panel:
the full model; middle panel: NIROM using 2 POD bases; and bottom panel:
NIROM using 6 POD bases.
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Figure 3.5: Balzano case: The pressure solutions from the full model and NIROM
at location: (x = 296.8, y = 686.25, z = 0).
(a) error from 2 POD bases t = 10.2 (b) error from 2 POD bases t = 25
(c) error from 6 POD bases, t = 10.2 (d) error from 6 POD bases, t = 25
Figure 3.6: Balzano case: the error of pressure solutions between the full model
and NIROM, using 2 and 6 POD bases at time instances 10.2 (left panel) and
25 (right panel).
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Figure 3.7: Balzano case: The RMSE errors of pressure solutions between the full
high ﬁdelity and non-intrusive reduced order models.
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Figure 3.8: Balzano case: The correlation coeﬃcient of pressure solutions between
the full and non-intrusive reduced order models.
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3.5.2 Okushiri tsunami test case
The second case is a Okushiri tsunami test case. In 1993, the Okushiri tsunami
generated huge run-up heights of almost 30 meters in Okushiri, Japan. A P1 − P1
ﬁnite element pair is used to solve the equations. The computational domain is
5.448m× 3.402m in horizontal and the free surface is extruded to the bathymetry
and coastal topography in vertical (see ﬁgure 3.9). A water height representing a
tsunami wave is imposed to the left boundary and no normal ﬂow boundary condi-
tions are enforced to the bottom and other sides resembling the solid boundaries.
The threshold value of wetting and drying (d0) is set to be 0.5mm in dry area to pre-
vent non-physical ﬂows in numerical simulation. The isotropic kinematic viscosity
is set to be 0.0025 m2s−1. The acceleration of gravity magnitude is 9.81ms−2.
The tsunami problem was simulated for a period of 25 seconds, and a time step size
of ∆t = 0.2 was used. From the full model simulation, with a unstructured ﬁnite
element mesh of 6830 nodes, 125 snapshots were obtained every time step for each
of the ux, uy and p solution variables between the simulation period.
Figure 3.10 shows the schematic of a typical free-surface ﬂow problem in ocean
modelling context. Figure 3.11 shows the front/interface of wetting and drying. It
can be seen that the shape of the computational domain is changing as the free
surface keeps moving up and down.
Figure 3.12 shows the solutions of pressure from the high ﬁdelity model and NIROM
using 6, 12 and 18 POD bases at time instances t = 10.2 and t = 25. From this
ﬁgure it is shown that the NIROM captures the solution’s main structural details
well even using only 6 POD bases in this case. It is also shown that the solution
appears to be closer to high ﬁdelity model as more POD bases are chosen. The more
POD bases are chosen, the more energy of the system will be captured. The ratio
of energy captured can be quantiﬁed by equation (2.10). This can also be evaluated
by ﬁgure 3.13 which shows the singular eigenvalues of tsunami case in decreasing
order of magnitude. The 6 POD bases capture 92.8% of the energy and 12 POD
bases capture almost 98% of the energy.
The ﬁrst 18 leading POD bases are illustrated in ﬁgure 3.14. As can be seen from
the ﬁgure, the ﬁrst six POD bases capture most of large-scale ﬂow features while
the 7st - 18th POD bases capture the details of small-scale ﬂow features.
To further evaluate the performance of NIROM, the absolute error between the high
101
Chapter 3: Non-intrusive Reduced Order Modeling for multi-scale free surface
flows
Figure 3.9: Okushiri tsunami case: The computational domain and unstructured
meshes used.
ﬁdelity model and NIROM using 6, 12 and 18 POD bases is given in ﬁgure 3.15.
Again, it is shown that the error of the NIROM decreases as the number of POD
bases used increases. Figure 3.18 shows the solutions of full model and the NIROM
model using diﬀerent number of POD bases at the point (x = 0.6595, y = 1.63, z =
−0.1995) in the domain (black point in ﬁgure 3.9). It can be seen that the NIROM
using more POD bases gets closer to the solution of the full model.
The RMSE and correlation coeﬃcient of pressure solutions between the high ﬁdelity
model and its NIROM counterpart are presented in ﬁgure 3.16 and ﬁgure 3.17 re-
spectively. The ﬁgures indicate that NIROM using 12 and 18 POD bases perform
better than NIROM using 6 POD bases. The diﬀerence between NIROM using 12
POD bases and 18 POD bases is barely distinguishable since NIROM using 12 POD
bases has already captured almost 98% energy.
Table 3.1 shows the online CPU cost required for simulating the high ﬁdelity full
model and NIROM for each time step. The simulations were performed on 12 cores
workstation of an Intel(R) Xeon(R) X5680 CPU processor with 3.3GHz and 48GB
RAM. The two cases were run in serial, which means only one core was used when
running the test cases. The time used for the full model roughly equals to the time
of assembling and solving the discretised matrices. It can be seen that the NIROM
is CPU time eﬃcient, since it does not involve assembling and solving the matrices
process. In addition, the CPU cost of the full model is dependent on the resolution
of mesh, which means the computation time increases when ﬁner mesh is used.
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Figure 3.10: Schematic of typical free-surface ﬂow problem in ocean modelling
context.
Table 3.1: Comparison of the online CPU time (dimensionless) required for running
the full model and NIROM during one time step.
Cases Model assembling projection interpolation nonlinear total
and solving iteration times
Okushiri Full model 7.71248 0 0 4 30.84992
tsunami case NIROM 0 0.003 0.001 0 0.0040
Balzano Full model 0.0520 0 0 15 0.7800
case NIROM 0 0.003 0.001 0 0.0040
front front
(a) Full model, t = 15.60s (b) Full model, t = 18.75s
(c) NIROM, t = 15.60s (d) NIROM, t = 18.75s
Figure 3.11: Okushiri tsunami case: wetting and drying front (dark line) at time
instances 15.60 (left panel) and 18.75 (right panel) seconds.
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(a) Full model t = 10.2 (b) Full model t = 25
(c) NIROM 6 POD bases, t = 10.2 (d) NIROM 6 POD bases, t = 25
(e) NIROM 12 POD bases, t = 10.2 (f) NIROM 12 POD bases, t = 25
(g) NIROM 18 POD bases, t = 10.2 (h) NIROM 18 POD bases, t = 25
Figure 3.12: Okushiri tsunami case: The solutions of pressure from the full model
and NIROM at time instances 10.2 (left panel) and 25 (right panel). Top panel:
the full model; upper-middle panel: NIROM using 6 POD bases; down-middle
panel: NIROM using 12 POD bases; bottom panel: NIROM using 18 POD
bases.
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Figure 3.13: Okushiri tsunami case: The graphs shows the singular eigenvalues in
order of decreasing magnitude.
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(a) the first POD bases (b) the second POD bases
(c) the third POD bases (d) the fourth POD bases
(e) the sixth POD bases (f) the twelfth POD bases
(g) the seventeenth POD bases (h) the eighteenth POD bases
Figure 3.14: Okushiri tsunami case: The ﬁgures show the ﬁrst 18 POD bases
functions for pressure.
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(a) 6 POD bases, t = 10.2s (b) 6 POD bases, t = 25s
(c) 12 POD bases, t = 10.2s (d) 12 POD bases, t = 25s
(e) 18 POD bases, t = 10.2s (f) 18 POD bases, t = 25s
Figure 3.15: Okushiri tsunami case: The error of pressure solutions between the
full model and NIROM, using 6, 12 and 18 POD basis at time instances 10.2
(left panel) and 25 (right panel) seconds.
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Figure 3.16: Okushiri tsunami case: The RMSE errors of pressure solutions be-
tween the full and non-intrusive reduced order models.
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Figure 3.17: Okushiri tsunami case: The correlation coeﬃcient of pressure solu-
tions between the full and non-intrusive reduced order models.
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Figure 3.18: Okushiri tsunami case: The comparison of pressure solutions be-
tween the full model and NIROM model at location (x = 0.6595, y = 1.63, z =
−0.1995).
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3.6 Conclusions
In this chapter a non-intrusive reduced order model based on the Smolyak sparse
grid method has been, for the ﬁrst time, developed for 3D free surface ﬂows and
implemented under the framework of advanced 3D unstructured mesh ﬁnite element
ocean model (FLUIDITY). The Smolyak sparse grid method is used to construct a
set of interpolation functions representing the reduced system. The NIROM method
is independent of the governing equations. The performance of the new POD-
Smolyak 3D free surface ﬂow NIROM is illustrated for two numerical test cases:
Balzano test case and Okushiri tsunami case. To estimate the accuracy of NIROM,
the results obtained from the free surface NIROM have been compared against
those from the high ﬁdelity free surface full model. It is shown that the accuracy
of solutions from free surface ﬂow NIROM is maintained while the CPU cost is
reduced by several orders of magnitude. An error analysis has also been carried out
for the validation of the new NIROM. The NIROM shows a good agreement with
the high ﬁdelity full model. It can be also shown that the accuracy can be improved
by increasing the number of POD bases. Future work will investigate the eﬀects of
applying this new NIROM to more complex free surface ﬂows (for example, urban
ﬂooding) and and for parametric non-intrusive cases.
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FOUR
Non-intrusive Reduced Order
Modeling for multi-phase porous
media flows
4.1 Abstract
A novel NIROM for multiphase ﬂows in porous media has been developed in this
chapter. The novelties introduced in this work are in (1) the ﬁrst attempt of applying
such a non-intrusive reduced order method to multiphase porous media simulation
and 3D ﬂuvial channel model, and (2) the ﬁrst implementation of the non-intrusive
ROM under the framework of a complex unstructured mesh control volume ﬁnite
element (CVFEM) multiphase model.
The capability of this new NIROM has been numerically illustrated in two multi-
phase ﬂow simulations in porous media: a two material layer case, a low permeabil-
ity domain embedded in a high permeability domain case and a 3D ﬂuvial channel
model. By comparing the results of the POD-RBF ROM against the solutions ob-
tained from the high ﬁdelity full model, it is shown that this model can result in a
large reduction in the CPU computation cost (by a factor of 2500) while much of
the details of multiphase ﬂow in porous media are captured.
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This chapter is derived from and expands upon Xiao et al. (2015c).
4.2 Introduction
As we know, the simulations of multiphase ﬂows in porous media are very important
and have a wide range of applications, from groundwater production to radioactive
waster and the extraction of oil and gas from the subsurface. However, the applica-
tion of multiphase modelling in industry is not only computationally intensive, but
also often suﬀers from signiﬁcant uncertainties in the controlling parameters used
as inputs when predicting the performance.
Recently, reduced order methods (e.g, POD, POD/DEIM, trajectory piecewise lin-
earisation and bilinear approximation techniques) have been applied to reservoir
modelling (see for instance, Heijn et al. (2004); Cardoso (2009); Cardoso et al.
(2009); Chaturantabut & Sorensen (2011a); Yang et al. (2015b); Yoon et al. (2014);
Ghasemi et al. (2014); Klie et al. (2013)). Heijn et al. (2004) and Cardoso (2009);
Cardoso et al. (2009) ﬁrst developed POD reduced order models for reservoir sim-
ulation. Chaturantabut & Sorensen (2011a), Yang et al. (2015b) and Yoon et al.
(2014) further introduced DEIM into model reduction for non-linear ﬂows (see Chat-
urantabut & Sorensen (2011a)). Again, these reduced order methods are intrusive
and equations/codes dependent. There are very few studies in non-intrusive reduced
order modelling in porous media ﬂow simulation and the 3D ﬂuvial channel problem.
Klie ﬁrst proposed a non-intrusive model reduction approach based on a three-layer
neural network combined with POD and DEIM to predict the production of oil and
gas reservoirs (see Klie et al. (2013)), where the RBF neural network is used for
developing learning functions from input-output relationships. In this work, we used
RBF as an interpolation method for constructing the time-dependent POD ROM.
The work in this chapter applies, a NIROM based on the POD-RBF method to
generate reduced order model for multiphase ﬂows in porous media and particularly
the 3D ﬂuvial channel problem. This has been implemented under the framework
of a unstructured mesh ﬁnite element porous media ﬂow model. The novelty of
this work lies in the use of the RBF interpolation method combined with POD to
represent the solution of the multiphase porous media equations on the reduced
spaces. In this approach again, solutions to the full ﬁdelity model are recorded (as
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a sequence of snapshots), and from these snapshots POD bases are generated that
optimally represent the porous media ﬂow problem. The RBF interpolation method
is then used to form a hypersurface interpolation function that approximates the
time-dependent ROM. The capabilities of results from the POD-RBF multiphase
ﬂow model have been assessed by three multiphase ﬂow test cases in porous media:
a two material layer case, a low permeability domain embedded in a high permeabil-
ity domain case and 3D ﬂuvial channel case. Comparisons between the high ﬁdelity
full model and this non-intrusive ROM are made to investigate the accuracy of the
POD-RBF formulation.
The structure of the chapter is as follows: section 4.3 presents the governing equa-
tions of the multiphase porous media ﬂows; section 4.4 presents the construction of
NIROM for multiphase porous media ﬂows; section 4.5 illustrates the methodology
derived by means of three numerical examples. The illustration consists of three test
problems where a two material layer test case, a low permeability domain embedded
in a high permeability domain case and 3D ﬂuvial channel case are resolved. Finally
in section 4.6, the conclusion is presented.
4.3 Governing equations
The governing equations used in the underlying multiphase model are given in this
section. The darcy’s law for immiscible multiphase ﬂow in porous media has the
form:
qα = −Krα
µα
K (∇pα − suα) , (4.1)
where qα is the α
th phase Darcy velocity. The Krα is the relative permeability of
the αth phase, and it is a function that is denoted by Krα (Sα) corresponding to the
phase saturation variable Sα. pα is the pressure of the α
th phase, which may include
capillary pressure. K is the absolute permeability tensor of the porous medium. µα
and suα are the phase dynamic viscosity and source term respectively, which may
include gravity.
A saturation-weighted Darcy velocity is introduced into the equation (4.1) and de-
ﬁned as
vα =
qα
Sα
, (4.2)
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then equation (4.1) can be rewritten as follows:
uα = σαvα = −∇pα + suα, σα = µαSα (KrαK)
−1 (4.3)
where uα denotes the force per unit volume, which is deﬁned as σαvα and used as
a prognostic variable in this approach. The σ
α
represents the implicit linearisation
of the viscous frictional forces.
The saturation equation can be written as:
φ
∂Sα
∂t
+∇ · (vαSα) = scty,α, (4.4)
where φ denotes the porosity. The t is time and scty,α is a source term of the α
th
phase. Finally, equation (4.4) is bounded by the constraint:
Nα∑
α=1
Sα = 1, (4.5)
where Nα denotes the number of phases.
The discretisation of the above equations (4.1)-(4.5) at time level n can be written
in a general form:
Anvv
n = snv , A
n
pp
n = snp , A
n
SS
n = snS (4.6)
where vn = (vn1 , . . . ,v
n
α, . . . ,v
n
Nα)
T , and vnα = (vα,1, . . . , vα,N )
T , Snα = (Sα,1, . . . , Sα,N )
T ,
pn = (Pα,1, . . . , Pα,N )T and N is the number of nodes.
4.4 Construction of the NIROM for multi-phase
porous media problems
In this work, the radial basis function (RBF) interpolation has been used to construct
the POD ROM in (7.2).
By applying the RBF method, a set of multidimensional functions fnv,j , f
n
p,j and
fnS,j for each POD coeﬃcient α
n
v,r,j, α
n
p,r,j and α
n
S,r,j (j ∈ {1, 2, . . . ,M}) may be
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approximately represented by the hypersurface interpolation function below:
αnv,r,j = fv,j(α
n−1
v,r , α
n−1
p,r , α
n−1
S,r ) =
N∑
i=1
wv,i,j ∗ φ(ri),
αnp,r,j = fp,j(α
n−1
v,r , α
n−1
p,r , α
n−1
S,r ) =
N∑
i=1
wp,i,j ∗ φ(ri),
αnS,r,j = fS,j(α
n−1
v,r , α
n−1
p,r , α
n−1
S,r ) =
N∑
i=1
wS,i,j ∗ φ(ri), (4.7)
where φ(ri) is the radial basis function whose values depend on the distance ri from
a collection data point, (αˆv,r,i, αˆp,r,i, αˆS,r,i), where i ∈ 1, 2, . . . , N and weighted by
wv,i, wv,i and wv,i. In this work, the multiquadratic functions are chosen:
φ(ri) =
√
r2i + σ
2 =
√∥∥(αn−1v,r , αn−1p,r , αn−1S,r )− (αˆv,r,i, αˆp,r,i, αˆS,r,i)∥∥2 + σ2, (4.8)
where ri =
∥∥(αn−1v,r , αn−1p,r , αn−1S,r )− (αˆv,r,i, αˆp,r,i, αˆS,r,i)∥∥ is a radius or the distance
deﬁned by the L2 norm, σ > 0 is a shape parameter.
The weighting coeﬃcients wv,i, wp,i and wS,i are determined so as to ensure that the
interpolation function values at the collection data point (αˆv,r,k, αˆp,r,k, αˆS,r,k) match
the given data fv,k, fp,k and fS,k. This can be expressed by,
Awv,i = fv,i, Awp,i = fp,i, AwS,i = fS,i, i ∈ {1, 2, . . . , N}, (4.9)
where
 wv,i = (wv,i,k)
T
k=1,...,N , wp,i = (wp,i,k)
T
k=1,...,N and wS,i = (wS,i,k)
T
k=1,...,N ,
 fv,i = (wv,i,k)
T
k=1,...,N , fp,i = (wp,i,k)
T
k=1,...,N and fS,i = (wS,i,k)
T
k=1,...,N ,
 A is the interpolation matrix of elements Ak,l = φ(‖(αˆv,r,k, αˆp,r,k, αˆS,r,k)− (αˆv,r,l, αˆp,r,l, αˆS,r,l)‖),
 k, l ∈ {1, 2, . . . , N}, N is the number of data points.
The coeﬃcients wn−1v,i = (wv,i,j)j=1,...,N , w
n−1
p,i = (wp,i,j)j=1,...,N and w
n−1
S,i = (wS,i,j)j=1,...,N
are then determined by solving the linear system (4.9).
The process of constructing a NIROM using RBF-POD method for multi-phase
porous media problem can be described as algorithm 3,
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Algorithm 3: POD-RBF reduced order modelling
(1) Oﬄine calculation: Construct the POD-RBF reduced order model
(a) POD bases
i. Generate the snapshots at time level n = 1, . . . , Nt by solving the full
model (4.6);
ii. Construct the POD bases Φv, Φp and ΦS using the SVD method;
(b) Construct a set of interpolation functions
i. Calculate the functional values fv,i,k, fp,i,k and fS,i,k at the data point
(αˆv,r,k, αˆp,r,k, αˆS,r,k) through the solution from the full models, where
k ∈ {1, 2, . . .N};
ii. Find the weights wv,i, wp,i and wS,i by solving (4.9) such that the
interpolation functions fv,i, fp,i and fS,i pass through through the data
points;
(2) Online calculation: The RBF interpolation function in (4.7) denotes a
3M-dimensional hyper surface. Once a set of interpolation functions fv,j , fp,j
and fS,j are constructed, they are then used to estimate the j
th POD
coeﬃcient αnv,r,j , α
n
p,r,j and α
n
S,r,j at time level n.
Result: Write here the result
Initialization α0v,r,j, α
0
p,r,j and α
0
S,r,j ;
for n = 1 to Nt do
for j = 1 to m do
(i) Inputs: a complete set of POD coeﬃcients for solution ﬁelds αu, αp and αS
at time step n− 1:
αn−1v,r = (α
n−1
v,r,j)
T
j=1,...,M , αp
n = (αn−1p,r,j)
T
j=1,...,M , αS
n = (αn−1S,r,j)
T
j=1,...,M ,
(ii) Outputs: Estimate the POD coeﬃcient αnv,r,j , α
n
p,r,j and α
n
S,r,j at current
time step n using the RBF interpolation (4.7);
αnv,r,j = fv,j(α
n−1
v,r , α
n−1
p,r , α
n−1
S,r ),
αnp,r,j = fp,j(α
n−1
v,r , α
n−1
p,r , α
n−1
S,r ),
αnS,r,j = fS,j(α
n−1
v,r , α
n−1
p,r , α
n−1
S,r ),
endfor
Obtain the solution of variables vn, pn and Sn in (4.4) by projecting αnv,r,j,
αnp,r,j and α
n
S,r,j onto the full space (see (2.9)).
vn = v + ΦTv α
n
u,r, p
n = p+ ΦTp α
n
p,r, S
n = S+ ΦTSα
n
S,r,
endfor
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4.5 Numerical Examples
4.5.1 Introduction of an unstructured mesh multiphase fluid
model
The POD-RBF reduced order modelling method has been implemented under the
framework of an advanced 3D unstructured mesh multiphase ﬂuid model, the Im-
perial College Finite Element Reservoir Simulator (IC-FERST). A control volume
ﬁnite element method (CVFEM) is used to obtain the high-order ﬂuxes on CV
boundaries which are limited to yield bounded ﬁelds (e.g., positive saturations ).
This method is combined with a family of FE pairs, originally introduced for geo-
physical ﬂuid dynamics applications. In particular, the P2DG − P1DG element
pair (quadratic discontinuous polynomial FE basis function for velocity (P2DG)
and linear discontinuous polynomial FE basis function for pressure, P1DG), is used
to accurately represent sharp saturation changes between heterogeneous domains,
see (Salinas et al. (2015); Su et al. (2015)).
4.5.2 General description of test cases
The waterﬂooding is a widely known technique in oil and gas reservoir engineering.
It increases the production from oil reservoirs through injecting water into the reser-
voir. As illustrated in ﬁgure 4.1, the water is injected into the reservoir to increase
the reservoir pressure, the oil is then displaced toward the production well. This
phenomenon is also referred to the immiscible displacement in porous media.
In this section, the capability of the POD-RBF ROM has been demonstrated in three
porous media ﬂow problems: the two material layer test case, the low permeability
domain embedded in a high permeability domain case and 3D ﬂuvial channel case.
These test cases are dimensionless and for simplicity no gravity has been considered.
In all cases, the outlet boundary has a dimensionless pressure of 0, the whole do-
main is initially saturated with the non-wetting phase and the wetting phase at the
irreducible saturation. The wetting phase is injected over the inlet boundary with a
dimensionless velocity of 1. The viscosity ratio of the phases is 1. The Brooks-Corey
model for the relative permeability, with an exponent of 2 and an end-point relative
permeability of 1, is considered for both phases. The porosity is homogeneous and
equal to 0.2. The immobile fraction of the wetting phase is set to 0.2 and 0.3 for
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the non-wetting phase.
4.5.3 Two material layer test case
The ﬁrst case for numerical illustration of the method proposed in this chapter is a
two material layer test case. This problem domain consists of a rectangle of non-
dimensional size 1 × 0.2. The domain is divided into two identical areas with a
permeability of 4 within the top half part and 1 on the bottom half part.
The problem was resolved with a mesh of 984 nodes during the simulation time
period [0, 0.02]. Fifty snapshots were taken from the pre-computed solution at reg-
ularly spaced time intervals ∆t = 0.0002 and from these POD bases are generated
for the solution variables v, p, S.
The ﬁrst 18 POD bases are presented in ﬁgure 4.2. As shown in the ﬁgure, the ﬁrst
four POD bases capture most of ﬂow features while the 5th-18th POD bases capture
the details of small scale ﬂow structures. Figure 4.3 shows the singular eigenvalues
in order of decreasing magnitude. In general, the more POD bases and snapshots
are chosen, the better the energy is represented. There is a trade-oﬀ between the
accuracy and the CPU time. In this work, 18 POD bases with 50 snapshots are
chosen resulting in 92% of ’energy’ being captured.
Figure 4.4 shows the saturation solutions of the two material layer problem at time
instances t = 0.01 and t = 0.02, as calculated using the full and non-intrusive
POD-RBF models. It can be seen that both model solutions are in good agreement
with each other. The POD-RBF model performs well in capturing the saturation
shock-front.
Figure 4.5 shows the saturation solution at a particular position (0.026937, 0.16246).
It is noted the results from the POD-RBF model using 6 and 12 POD bases become
oscillatory after t = 10. By increasing the number of POD bases from 6 to 18, the
POD-RBF modelling becomes stable and exhibits an overall good agreement with
the full modelling.
The ability of the POD-RBF ROM is further highlighted in ﬁgure 4.6, which presents
the saturation solution along a line parallel to the x-axies. We can see the POD-RBF
model has a large error near the shock-front when using 6 POD bases. This can be
signiﬁcantly improved as the number of POD bases increases. Using 18 POD bases,
the error of saturation solutions is decreased by 50% − 97% in comparison to that
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using only 6 POD bases, and the shock-front is captured well.
To further validate the quality of the POD-RBF ROM, the corresponding error
estimation of the POD ROM was carried out in this work. The accuracy of POD-
RBF reduced order modelling was assessed. The correlation coeﬃcient and RMSE
of solutions between the full and POD-RBF models is computed for each time step.
The RMSE and correlation coeﬃcient of saturation solutions between the full and
POD-RBF models are presented in ﬁgure 4.7. With an increase in the number of
POD bases, the RMSE in the saturation results decreases by about 50% while the
correlation increases up to 98%.
Figure 4.1: Waterﬂooding technique for oil production.
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(a) The 1st POD bases (b) The 2nd POD bases
(c) The 3rd POD bases (d) The 4th POD bases
(e) The 5th POD bases (f) The 8th POD bases
(g) The 12th POD bases (h) The 18th POD bases
Figure 4.2: Two material layers case: the ﬁgures displayed the ﬁrst 18 the POD
bases functions of the 2D two material layer problem.
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Figure 4.3: Two material layers case: the ﬁgure shows the singular eigenvalues in
order of decreasing magnitude.
(a) full model, t = 0.01 (b) full model, t = 0.02
(c) POD-RBF 6 POD bases, t = 0.01 (d) POD-RBF 6 POD bases, t = 0.02
(e) POD-RBF 12 POD bases, t = 0.01 (f) POD-RBF 12 POD bases, t = 0.02
(g) POD-RBF 18 POD bases, t = 0.01 (h) POD-RBF 18 POD bases, t = 0.02
Figure 4.4: Two material layers case: the ﬁgures displayed above show the satura-
tion solutions of the two material layer problem at time instances 0.01 and 0.02
(where 6, 12 and 18 POD bases are chosen with 50 snapshots). The permeability
on the top half part is 4, and the bottom half part is 1.
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Figure 4.5: Two material layers case: the graph shows the solution saturations
predicted by the full model and the POD-RBF ROM at a position (0.026937,
0.16246) (where 6, 12 and 18 POD bases are chosen with 50 snapshots)
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(a) The cross section locations
0 0.2 0.4 0.6 0.8 1
0.2
0.4
0.6
Distance along the X direction
S
a
tu
ra
ti
o
n
full model
6 POD bases
12 POD bases
18 POD bases
0 0.2 0.4 0.6 0.8 1
0.2
0.4
0.6
Distance along the X direction
S
a
tu
ra
ti
o
n
full model
6 POD bases
12 POD bases
18 POD bases
(b) Saturation at the cross section (c) Saturation at the cross section
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Figure 4.6: Two material layers case: Saturation along lines parallel to the x axies.
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Figure 4.7: Two material layers case: The graph shows the RMSE and correlation
coeﬃcient of solutions between the full and POD-RBF models.
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4.5.4 Low permeability domain embedded in a high perme-
ability domain
The second case involves a low permeability domain embedded in a higher permeabil-
ity domain. The domain has a non-dimensional size 2 × 0.5. The low permeability
is 0.001 and the high permeability is 1. The full model simulation with a mesh of
1386 nodes was run during the simulation period [0, 0.1] with a time step size of
0.0001. Fifty snapshots of solutions were taken at regularly spaced time intervals
∆t = 0.02 for each solution variable.
Figure 4.8 shows the ﬁrst 18 leading POD bases functions of saturation. As shown
in the ﬁgure, these leading POD bases capture the dominant characteristics of so-
lutions. The POD bases corresponding to small eigenvalues, for example, the 12th
and 18th POD bases, contain small scale ﬂow features.
Evaluation of accuracy of the POD model was carried out through comparison of
POD solutions with those from the full model. The saturation solutions at time
instances 0.05 and 0.1 obtained from the full and POD-RBF models are presented
in ﬁgure 4.9. Again, good agreement is observed between the two models. The
POD-RBF model is able to capture the complex ﬂow patterns around the block.
Both the full and POD-RBF models provide almost identical details of local ﬂows.
For example, the separated ﬂow forms downstream of the block.
To further demonstrate the ability of the POD-RBF model, the saturation solution
at location (0.58515, 0.43611) is presented in ﬁgure 4.10. It can be seen that the
accuracy of solution can be improved by increasing the number of POD bases func-
tions to 18. This is also be shown in ﬁgure 4.11, which illustrates the saturation
along lines parallel to the x axies. Again the POD-RBF model performs very well
in capturing the saturation shock-front when 18 POD bases are used.
To further assess the accuracy of the POD-RBF model, the absolute error in satura-
tion solutions at time instances 0.05 and 0.1 is plotted in ﬁgure 4.12. It is shown that
the error in the POD-RBF solution relative to the high ﬁdelity full model decreases
as the number of POD bases is increased.
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(a) First POD bases (b) Second POD bases
(c) Third POD bases (d) 4th POD bases
(e) 6th POD bases (f) 10th POD bases
(g) 12th POD bases (h) 18th POD bases
Figure 4.8: Low permeability domain embedded in a high permeability domain:
the ﬁgures displayed above shows the leading POD bases functions of saturation.
They are the 1st, 2nd, 3rd, 4th, 6th, 10th, 12th and 18th POD bases functions
respectively.
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(a) full model, t = 0.05 (b) full model, t = 0.1
(c) POD-RBF (6 POD bases), t = 0.05 (d) POD-RBF (6 POD bases), t = 0.1
(e) POD-RBF (12 POD bases), t = 0.05 (f) POD-RBF (12 POD bases), t = 0.1
(g) POD-RBF (18 POD bases), t = 0.05 (h) POD-RBF (18 POD bases), t = 0.1
Figure 4.9: Low permeability domain embedded in a high permeability domain:
the ﬁgures displayed above show the saturation solutions of the low permeability
domain embedded in a higher permeability domain problem at time instances
0.05 and 0.1. The solutions compare the predictions from the non-intrusive
POD-RBF model with full model using 6, 12 and 18 POD bases functions. The
low permeability is 0.001 and the high permeability is 1.
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Figure 4.10: Low permeability domain embedded in a high permeability domain:
the graph shows the solution saturations predicted by the full model and the
POD-RBF ROM at a position: x = 0.58515, y = 0.43611 using 6, 12 and 18
POD bases.
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(a) The cross section location (b Saturation solution at the cross section
Figure 4.11: Low permeability domain embedded in a high permeability domain:
Saturation along lines parallel to the x axies.
(a) error comparison (6 POD bases), t = 0.05 (b) error comparison (6 POD bases), t = 0.1
(c) error comparison (12 POD bases), t = 0.05 (d) error comparison (12 POD bases), t = 0.1
(e) error comparison (18 POD bases), t = 0.05 (f) error comparison (18 POD bases), t = 0.1
Figure 4.12: Low permeability domain embedded in a high permeability domain:
the ﬁgures displayed above show the saturation error between full model and
POD-RBF model of the low permeability domain embedded in a higher perme-
ability domain problem at time instances 0.05 and 0.1 seconds using 6, 12 and
18 POD basis.
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(a) water channel profile (b) inverted profile of (a)
Figure 4.13: 3D ﬂuvial channel: the ﬁgures displayed above show the water channel
proﬁle.
4.5.5 3D fluvial channel case
The third case is a three dimensional ﬂuvial channel case. There is a set of channels
in the computational domain which is composed of 31776 nodes–see ﬁgure 4.13.
The domain is initially is ﬁlled with immovable water and movable oil and the
saturations of oil and water are Soil = 0.8 and Swater = 0.2, respectively. The
water is then injected into the computational domain from the right side at constant
pressure. The ﬂow will pass through the channels from right side to the left side. All
other sides are treated as barriers to ﬂows except for the inlet side with a pressure of
55×106 (right side in ﬁgure 4.13) and outlet side with a pressure of 2×106 (right side
in ﬁgure 4.13). The homogeneous porosity is set to be φ=0.2 and the saturations of
the residual oil and irreducible water are set to be 0.2. The viscosities of the residual
oil and irreducible water are set to be 0.004 and 0.001 respectively. The simulation
was run during the time period [0, 86400000] with a time step size of 864000. 100
snapshots of solutions were taken at regularly spaced time intervals ∆t = 864000 for
each solution variable. Figure 4.14 shows the saturation solutions obtained from the
high ﬁdelity full model and NIROM with 36 POD bases at time instances 43200000
and 69120000 seconds. It shows clearly that the results of NIROM are very close
to that of high ﬁdelity full model. The solutions of saturation at a particular point
(ﬁgure 4.15 (a)) in the computational domain is presented in ﬁgure 4.15. The ﬁgure
again shows that the NIROM using 36 POD bases has very good agreement with
high ﬁdelity full model.
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(a) full model, t = 0.05 (b) full model, t = 0.1
(c) NIROM (36 POD bases), t = 0.05 (d) NIROM (36 POD bases), t = 0.1
Figure 4.14: 3D ﬂuvial channel: the ﬁgures displayed above show the saturation
of full model and NIROM of the 3D ﬂuvial channel problem at time instances
43200000 and 69120000 seconds using 36 POD basis.
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Figure 4.15: 3D ﬂuvial channel: the ﬁgures displayed above show the values of
saturation at a particular point in the mesh-see ﬁgure(a).
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4.5.6 Computational efficiency of the POD-RBF model
Table 4.1 shows a comparison of the online CPU time required for running the full
model and non-intrusive POD-RBF ROM. It can be seen that the online CPU time
required for running the NIROM for multi-phase porous media problem is consider-
ably less than that for the full model and is reduced by a factor of 2500. The sim-
ulation workstation has 12 processors and a 48GB random-access memory(RAM).
The processor used in workstation is Intel(R) Xeon(R) CPU X5680 @ 3.33GHz. In
this work only one single processor with frequency of 3.33GHz was used since the
test cases were performed in serial.
Table 4.1: Comparison of the online CPU time (dimensionless) required for running
the full model and POD-RBF NIROM during one time step.
Cases Model assembling projection interpolation total
and solving
Two material Full model 0.81605 0 0 0.81605
layers case NIROM 0 0.0003 0.0001 0.00040
High permeability domain Full model 1.15607 0 0 1.15607
embedding a low one NIROM 0 0.0003 0.0001 0.00040
3D ﬂuvial Full model 98.3998 0 0 98.3998
channel NIROM 0 0.0003 0.0001 0.00040
4.6 Conclusion
A NIROM has been, for the ﬁrst time, applied to porous media ﬂows and developed
for an advanced 3D unstructured mesh multiphase ﬂuid model, the Imperial Col-
lege Finite Element Reservoir Simulator (IC-FERST), which has the capabilities of
using (1) anisotropic unstructured meshes to resolve ﬁne scale ﬂow feature; and (2)
a novel control volume ﬁnite element method to resolve the high-order ﬂux ﬂows on
CV boundaries. A RBF interpolation method is used to form a multi-dimensional
interpolation function (hyper surface) that represents the solution of the multiphase
porous media equations within the reduced space. The non-intrusive approach used
here to construct the POD-RBF model is generic and does not require any infor-
mation of the original source code or the model equations. It can be applied to
any software or commercial codes. In addition, it avoids the instability of existing
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Galerkin POD ROMs, the results might be smoothed by RBF (see Myers (1999)).
The capabilities of the newly developed POD-RBF multiphase porous media model
are illustrated in three typical test cases in reservoir engineering. A comparison
between the full and POD-EBF model results are made. An error analysis was also
carried out for the validation and accuracy assessment of the POD-RBF model. It is
shown that the POD-RBF model exhibits an overall good agreement with the high
ﬁdelity full model. An increase in the number of POD bases leads to an improvement
in the accuracy of the POD-RBF model. The saturation shock-front can be captured
with relatively few POD basis functions, 18 POD basis function(ﬁgure (h) of 4.4) in
the examples.
In comparison to the full model, without compromising the accuracy of results the
CPU time required for the POD-RBF model can be reduced by a factor of 2500. It
is worth of mentioning that for large scale porous media ﬂow simulation, an increase
in the number of nodes used in the computational domain will result in a large
increase of the CPU time in the full simulation, but has very little eﬀect on that of
the POD-RBF model.
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5.1 Abstract
A novel non-intrusive reduced order model (NIROM) for ﬂuid-structure interaction
(FSI) has been developed. The model is based on proper orthogonal decomposition
(POD) and radial basis function (RBF) interpolation method. This is the ﬁrst
time that a NIROM was constructed for FSI phenomena using POD and RBF
interpolation method. Another novelty of this work is the ﬁrst implementation of
the FSI NIROM under the framework of an unstructured mesh ﬁnite element multi-
phase model (FLUIDITY) and a combined ﬁnite-discrete element method based
solid model (Y2D).
The capability of this new NIROM for FSI is numerically illustrated in three coupling
simulations: a one-way coupling case (ﬂow past a cylinder), a two-way coupling case
(a free-falling cylinder in water) and a vortex-induced vibrations of a elastic beam
test case. It is shown that the FSI NIROM results in a large CPU time reduction
by several orders of magnitude while the dominant details of the high ﬁdelity model
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are captured.
This chapter is derived from and expands upon (Xiao et al. (2016a)).
5.2 Introduction
The background of the NIROM for ﬂuid-structure interaction problems can be found
in section 1.3.3.3. The work described in this chapter uses, for the ﬁrst time, the
non-intrusive method to derive a reduced order model for ﬂuid-structure interaction
problems using the POD and RBF methods. This has been implemented under
the framework of an unstructured mesh ﬁnite element model (FLUIDITY) and a
combined ﬁnite-discrete element solid model (Y2D). The novelty of this work lies in
the use of non-intrusive method to represent solutions of ﬂuid-structure interaction
problems on reduced spaces.
The structure of the chapter is as follows: section 5.3 presents the governing equa-
tions of ﬂuid-structure interaction problems; section 5.4 derives the methods of con-
structing a non-intrusive reduced order model for ﬂuid-structure interaction prob-
lems using the FSI NIROM method; section 5.5 demonstrates the capability of the
derived methodology by three numerical examples: a one-way coupling test case(ﬂow
past a cylinder), a two-way coupling test case(a free-falling cylinder in water) and a
vortex-induced vibrations of a elastic beam test case; Finally in section 5.6, summary
and conclusions are presented.
5.3 Governing equations
In this section, the governing equations of the ﬂuid-structure interaction are de-
scribed, which consist of governing equations for ﬂuid dynamics and solid dynamics.
5.3.1 Governing equations for fluid dynamics
The ﬂuid dynamics is governed by the Navier-Stokes equations. In order to derive
the coupling equations, the Navier-Stokes equations can also be written in the form
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of,
∇ · uf = 0, (5.1)
ρf
Duf
Dt
= ∇ · τ −∇p +Bf , (5.2)
where uf denotes velocity vector of ﬂuids, τ the viscous forces, p the pressure and
Bf the body forces (e.g. gravity force). The ρf is the density of ﬂuids.
5.3.2 Governing equations for solid dynamics
The governing equation of solid dynamics is the Newton’s second law and has the
discretised form as follows:
F external + F viscosity + F pressure + F contact − F internal =M∂us
∂t
, (5.3)
where M denotes the mass matrix of nodes and it is given by M =
∫
V0
ρ0NN
TdV
(ρ0 being the density of solids andN being ﬁnite element basis function), F internal is
the internal force and it is obtained by F internal =
∫
v(n)
∂N
∂x
T dv (T being the Cauchy
stress). The F external is the external force and derived by F external =
∫
v(e)
Nbdv +∫
v(e)
Ntdv (b being the body force, t being surface traction force). F viscosity and
F pressure are viscous force and pressure at the ﬂuid-solid interface respectively. In
one way coupling, F viscosity = 0. The F contact denotes the contact force between
solids, for details, see Munjiza (2004).
5.3.3 Fluid-solid coupling equations
In this chapter, the Navier-Stokes equations are used for resolving the problem on the
extended computational domain (Ω) comprised of the ﬂuid Ωf and solid Ωs domains.
In order to couple the ﬂuid and solid, a supplementary equation is introduced:
ρf
∆t
(uˆf − uff ) =
ρf
∆t
(uss − usf ), (5.4)
where u is the velocity, the subscripts denote material ﬁeld (i.e. s denotes solid and
f denotes ﬂuid) while the superscripts denote material to which mesh is associated
(i.e. s denotes values on the solid mesh and f denotes values on the ﬂuid mesh) and
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uˆf is the bulk velocity which has the following form:
uˆf = αfu
f
f + αsu
f
s = uˆ
f
f + uˆ
f
s , (5.5)
and
uˆf =

u
f
f if αf = 1, αs = 0,
ufs if αf = 0, αs = 1,
(5.6)
where αf and αs are the volume fractions for the ﬂuid and solid respectively, and
αf + αs=1,
The continuity equation (5.1) on the extended computational domain (Ω = Ωf ∪Ωs)
then has the form of:
∇ · uˆf = ∇ · (uˆff + uˆfs ) = 0. (5.7)
In order to obtain the solutions of the coupled system, the velocity of solids on the
solid mesh, uss, is projected onto the ﬂuid mesh, then it becomes uˆ
f
s (see Vire´ et al.
(2015)).
To represent the impact of solid-ﬂuid interactions on ﬂuid solutions, a source term
sfc is introduced into the momentum equation (5.2), that is:
ρf
Duf
Dt
= ∇ · τ −∇p+ sfc , (5.8)
where σf denotes the total stress tensor which considers the contribution of pressure
and Bf is the body forces (e.g. gravity force). s
f
c is the source term considering
exchange forces between the ﬂuid and solid for the sake of viscous terms and it
consists of three components, that is, sfc = (s
f
c,x, s
f
c,y, s
f
c,z)
T , for details, see (Yang
et al. (2015a)).
5.3.3.1 One way coupling
In one way coupling, the following equations are used:
F spressure =
∫
Γsolid
N in · (Ip)dΓ, (5.9)
sfc = (s
f
c,x, s
f
c,y, s
f
c,z)
T = 0, (5.10)
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where Ni denotes the ﬁnite element basis function over element i. n is the unit
normal vector on the solid surface n = (nx, ny, nz). I is a unit diagonal matrix and
p is pressure.
5.3.3.2 Two way coupling
The two way coupling uses the following equations:
F sviscosity + F
s
pressure =
∫
Γsolid
N in · (τ solid + Ip)dΓ, (5.11)
where the τ
solid
is the stress term caused by viscosity; Γsolid is the solid surface;
F sviscosity = (F
s
viscosity,u,F
s
viscosity,v,F
s
viscosity,w) and has the form of:
F sviscosity,u =
∫
Vshell
Ni(axxusl + axyvsl + axzwsl)dV,
F sviscosity,v =
∫
Vshell
Ni(ayxusl + ayyvsl + ayzwsl)dV,
F sviscosity,w =
∫
Vshell
Ni(azxusl + azyvsl + azzwsl)dV,
(5.12)
where Vshell denotes the mesh of a shell (a thin intermediate area between the solid
and ﬂuid (see Vire´ et al. (2015))); µ is the viscosity coeﬃcient; ∆r is the thickness
of the shell; usl is the slip velocity which is the velocity diﬀerence between the
solid velocity us = (us,u, us,v, us,w) and ﬂuid velocity uf = (uf,u, uf,v, uf,w), that is,
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usl = us − uf ; and
axx =
µ
∆r∆xwall
(nx(2− 2
3
)nx + nyny + nznz),
axy =
µ
∆r∆xwall
(−nx2
3
ny + nynx),
axz =
µ
∆r∆xwall
(−nx2
3
nz + nznx),
ayx =
µ
∆r∆xwall
(nxny − nx2
3
ny),
ayy =
µ
∆r∆xwall
(nxnx + ny(2− 2
3
)ny + nznz),
ayz =
µ
∆r∆xwall
(−ny 2
3
)nz + nzny),
azx =
µ
∆r∆xwall
(nx(nz − nz 2
3
nx),
azy =
µ
∆r∆xwall
(nynz − nz 2
3
ny),
azz =
µ
∆r∆xwall
(nxnx + nyny + nz(2− 2
3
)nz).
Once obtaining F sviscosity and F
s
pressure, the velocity of the solid us=(us, vs, ws) can
be calculated by equation (5.3). The source term in (5.2) can then be obtained by
(Yang et al. (2015a)):
sfc,x = axxus + axyvs + axzws,
sfc,y = ayxus + ayyvs + ayzws,
sfc,z = azxus + azyvs + azzws.
(5.13)
5.4 Construction of FSI NIROM using POD-RBF
In this section, the method of constructing NIROM for FSI problems using POD-
RBF is described. The essence of this method lies in how to construct a set of
interpolation functions or hyper surfaces that represent the reduced FSI system
using POD-RBF non-intrusive reduced order modelling method (see Xiao et al.
(2015e)). Table 5.1 lists the variables used in the formulation below.
The POD method is used to form a set of POD basis functions from the snapshots
which are the solutions to the high ﬁdelity model recorded in time. The POD
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Variable Deﬁnition
uPOD POD coeﬃcients of coupled velocity components.
pPOD POD coeﬃcients of coupled pressure components.
vPOD POD coeﬃcients of coupled volume fraction components.
u Coupled velocity on full space.
p Coupled pressure on full space.
v Volume fraction on full space.
u Mean of coupled velocities over the simulation period.
v Mean of coupled volumes fraction over the simulation period.
p Mean of coupled pressures over the simulation period.
fu Hyper surface for the coupled velocity.
fp Hyper surface for the coupled pressure.
fv Hyper surface for the volume fraction .
φ General radial basis functions.
Φu POD basis functions of coupled velocity components.
Φp POD basis functions of coupled pressure components.
Φv POD basis functions of coupled volume fraction components.
N Number of time steps.
M Number of POD basis functions.
Table 5.1: Variables and deﬁnitions.
basis functions are optimal in the sense that they capture the most energy from the
snapshots. This is achieved by performing the singular value decomposition (SVD) of
the snapshots matrix A, that is, A = EΣF T (E and F being orthogonal matrices, Σ
being a diagonal matrix containing singular values arranged in a descending order).
Then the POD basis functions Φi are the column of E, that is, Φj = E:,j, for j ∈
{1, 2 . . .m}. The solution of variables (velocity u for example) can be then expressed
by a linear combination of the POD basis functions, u = u +
∑M
j=1Φu
POD
j (u
POD
being POD coeﬃcients). For additional details of the POD theory, see (Tropea et al.
(2007)).
The RBF interpolation method is used here to obtain the POD coeﬃcients. The
RBF interpolation method builds up a interpolation function fi(x) using a summa-
tion of N RBFs, each associated with a center C and weighted by an weighting
coeﬃcient wi, that is, fi(x) =
∑N
i=1wi ∗ φ(‖x−C‖). A RBF is a function whose
value rely on the distance from a center point C, so that φ(x) = φ(‖x−C‖). The
norm is commonly chosen as the Euclidean distance. Commonly used types of ra-
dial basis functions are multi-quadric, inverse quadratic, polyharmonic spline and
Gaussian (see Xiao et al. (2015e)). In this work, the Gaussian RBF is chosen to
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construct the approximate function. For additional details of the RBF interpolation
theory, see (Wright (2003)).
The hyper surfaces of a FSI NIROM system which are used to calculate the POD
coeﬃcients have the following formulations:
uPOD,nj = fu,j(u
POD,n−1, pPOD,n−1, vPOD,n−1) =
N∑
i=1
wi,j ∗ φ(r),
pPOD,nj = fp,j(u
POD,n−1, pPOD,n−1, vPOD,n−1) =
N∑
i=1
wi,j ∗ φ(r),
vPOD,nj = fv,j(u
POD,n−1, pPOD,n−1, vPOD,n−1) =
N∑
i=1
wi,j ∗ φ(r), (5.14)
where uPOD,nj , p
POD,n
j , v
POD,n
j are the POD coeﬃcients of the coupled velocity, cou-
pled pressure and volume fraction respectively (in which the subscript j denotes the
jth POD coeﬃcient j ∈ {1, 2 . . .m and the superscript n denotes the time step);
fu,j, fp,j, fv,j denote the hyper surfaces that represents the reduced FSI system; wi,j
is the weight of radial basis functions; φ(r) is the radial basis function. In this work,
the Gaussian radial basis function is chosen:
φ(r) = e−(r/σ)
2
= e−((‖(uPOD,n−1,pPOD,n−1,vPOD,n−1)−C‖)/σ)2 , (5.15)
where r is a radius and σ > 0 is the shape parameter; and
∥∥∥(uPOD,n−1j , pPOD,n−1, vPOD,n−1)−C∥∥∥
is a scalar distance from a given center C deﬁned by the L2 norm. The center C is
chosen to be the origin of the input data. The weights wi,j are to be determined to
ensure the hyper surface fu,j, fp,j, fv,j match the given data. The weight is obtained
by solving the equation:
Awi,j = y, (5.16)
where A is matrix associated with the radius r andAk,l = φ(
∥∥(uPODk , pPODk , vPODk )−C∥∥),
k, l ∈ {1, 2, . . . , N}, N is the number of data points. y = uPOD,n, pPOD,n, vPOD,n is
a vector containing the POD coeﬃcients one time step after input POD coeﬃcients.
The FSI NIROM algorithms consist of both oﬄine and online processes and can be
described as follows:
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Algorithm 4: Oﬄine algorithm for forming FSI NIROM using POD-RBF
(1) Generate several snapshots over the time period [0, T ] by solving the full
couple system;
(2) Form a number of POD basis functions Φu, Φp and Φv through POD method;
(3) Obtain the functional values y at the data point uPOD,t, pPOD,t, vPOD,t through
the solution from the full models, where t ∈ {1, 2, . . . T};
(4) Calculate the weights wi,j by solving (5.16);
(5) Obtain a set of hyper surfaces by substituting the weight values obtained in
above step into equation (5.14);
The online algorithm 5 described below will be used for calculation of the values of
coupled velocity u, coupled pressure p and volume fraction v.
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Algorithm 5: Online calculation of the POD coeﬃcients for FSI NIROM
(1) Initialize uPOD,0j , p
POD,0
j and v
POD,0
j ;
(2) Calculate solutions at current time step using following loop:
for n = 1 to N do
for j = 1 to M do
Solving fluid process:
(i) Assign a complete set of POD coeﬃcients uPOD,n−1, pPOD,n−1 and vPOD,n−1
at previous time step n− 1 to equation:
fu,j ← (uPOD,n−1, pPOD,n−1, vPOD,n−1),
fp,j ← (uPOD,n−1, pPOD,n−1, vPOD,n−1),
fv,j ← (uPOD,n−1, pPOD,n−1, vPOD,n−1),
(ii) Calculate the POD coeﬃcient uPOD,n, pPOD,n and vPOD,n at current time
step n using the following equations:
uPOD,nj = fu,j =
N∑
i=1
wi,j ∗ φu(r),
pPOD,nj = fp,j =
N∑
i=1
wi,j ∗ φp(r),
vPOD,nj = fv,j =
N∑
i=1
wi,j ∗ φv(r),
endfor
Obtain the solution un, pn and vn on full space at current time step n by
projecting uPOD,nj , p
POD,n
j and v
POD,n
j onto the full space.
un = u+
M∑
i=1
Φuu
POD,n
i , p
n = p+
M∑
i=1
Φpp
POD,n
i , v
n = v +
M∑
i=1
Φvv
POD,n
i ,
Solving solid-fluid coupling:
If (one way coupling) then
F spressure =
∫
Γsolid
Nin · (Ip)dΓ, sfc = (sfc,x, sfc,y, sfc,z)T = 0.
Else If (two way coupling)
F sviscosity + F
s
pressure =
∫
Γsolid
Nin · (τ solid + Ip)dΓ,
obtain sfc = (s
f
c,x, s
f
c,y, s
f
c,z)
T using equation (5.13).
End If
endfor
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5.5 Illustrative numerical examples
The FSI NIROM has been implemented under the framework of a combined ﬁnite-
discrete element solid model (Y2D) and an advanced 3D unstructured mesh multi-
phase ﬂuid model (FLUIDITY).
The solid model, Y2D, uses a ﬁnite-strain formulation to solve the structural dy-
namics equations and is capable of modelling fracture network with any stiﬀness and
shapes, vibration modes and stresses (see for instance, Xiang et al. (2009); Latham
et al. (2009); Lei et al. (2014, 2015)). It is coupled with the ﬂuid multi-phase model
FLUIDITY (see Pain et al. (2005)) to solve the ﬂuid and solid coupling problem.
The ﬂuid model, FLUIDITY, is capable of solving the Navier-Stoke equations and
accompanying ﬁeld equations on unstructured 1D, 2D and 3D ﬁnite element meshes.
In order to obtain more accurate and stable solution from the high ﬁdelity full model,
a P1DGP2 element pair is used in this work to accurately represent velocity and pres-
sure changes between heterogeneous domains. The discontinuous Galerkin method
is used for velocity while the continuous Galerkin method is used for pressure. One
advantage of this FE pair is the mass matrix for velocity is a block diagonal matrix
so that it can be trivially inverted. Another advantage is that it allows the order of
the pressure to be increased to quadratic whilst maintaining Ladezinskya-Babuska-
Brezzi (LBB) stability (see Cotter et al. (2009)). This element also has the ability
represent very accurately the balance between the pressure or free surface gradients
and the Coriolis force as well as buoyancy forces.
5.5.1 One way coupling test case - flow past a cylinder
The ﬁrst case for numerical illustration of the method proposed in this chapter is a
one-way coupling test case: ﬂow past a solid cylinder case. This problem domain
consists of a rectangle of non-dimensional size 2.2 × 0.41 and the radius of the solid
cylinder is 0.05.
The problem was discretised with a mesh of 20058 nodes during the simulation time
period [0, 4] with a time step size of ∆t = 0.001 which ensures the Courant number
is smaller than 0.5. 100 snapshots were taken from the pre-computed solutions at
regularly spaced time intervals 0.04 and a number of POD bases were generated for
variables u, p, v through these snapshots.
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Figure 5.1 shows the singular eigenvalues in order of decreasing magnitude. In
general, the more POD bases are chosen, the more energy can be captured. In
this case, as shown in ﬁgure 5.1, the singular eigenvalues decrease satisfying the
Kolmogorov criterion drastically in the ﬁrst 2 leading singular eigenvalues, which
means the ﬁrst 2 POD bases captured most energy (79.28%). This ﬁgure provides
a criterion for choosing the number of POD bases.
Figure 5.2 shows the velocity solutions at time instances t = 2.0 and t = 3.2, as
calculated using the high ﬁdelity full model and FSI NIROM with 3, 6 and 20
POD bases. It can be seen that the FSI NIROM attains closer agreement to the
full model as more POD bases are chosen. The FSI NIROM has captured 82.90%,
90.99%, 98.35% of energy in ﬂuid dynamics using 3, 6 and 20 POD bases respectively
in this example.
Figure 5.3 shows the error in velocity solutions predicted by the FSI NIROM using
3, 6 and 20 POD bases at time instances 2.0 and 3.2. The error in velocity solutions
is decreased by 80% when the number of POD bases is increased from 3 to 20. The
FSI NIROM with 20 POD bases exhibits an overall good agreement with the high
ﬁdelity full model.
To further assess the accuracy of the FSI NIROM, the velocity solution at a partic-
ular point (x = 0.27543, y = 0.29336) is displayed in ﬁgure 5.4. Again shown in this
ﬁgure, an increase in the number of POD bases results in improved accuracy, which
is consistent with the results shown in ﬁgure 5.2 and 5.3.
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Figure 5.1: Flow past a cylinder: the ﬁgure shows the singular eigenvalues in order
of decreasing magnitude.
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(a) full model, t = 2.0 (b) full model, t = 3.2
(c) FSI NIROM 3 POD bases, t = 2.0 (d) FSI NIROM 3 POD bases, t = 3.2
(e) FSI NIROM 6 POD bases, t = 2.0 (f) FSI NIROM 6 POD bases, t = 3.2
(g) FSI NIROM 20 POD bases, t = 2.0 (h) FSI NIROM 20 POD bases, t = 3.2
Figure 5.2: Flow past a cylinder: the ﬁgures displayed above show the velocity
solutions at time instances 2.0 (left panel) and 3.2 (right panel). In NIROM, 3,
6 and 20 POD bases are chosen with 100 snapshots).
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(a) error of FSI NIROM, 3 POD bases, t = 2.0 (b) error of FSI NIROM, 3 POD bases, t = 3.2
(c) error of FSI NIROM, 6 POD bases, t = 2.0 (d) error of FSI NIROM, 6 POD bases, t = 3.2
(e) error of FSI NIROM, 20 POD bases, t = 2.0 (f) error of FSI NIROM, 20 POD bases, t = 3.2
Figure 5.3: Flow past a cylinder: the ﬁgures displayed above show the solution
diﬀerence between the full model and the FSI NIROM using 3, 6 and 20 POD
bases at time instances 2.0 (left panel) and 3.2 (right panel).
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Figure 5.4: A 2D free-falling square in water: Velocity solution from high ﬁdelity
model and FSI NIROM using 3, 6 and 20 POD bases at point (x=0.27543,
y=0.29336)
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5.5.2 Two-way coupling case - a 2D free-falling square in
water
The second illustrative case is a 2D free-falling case, that is, a square that falls
through a vertical domain is subjected to the gravitational force. The domain has a
non-dimensional size of 2.5 × 10 and the size of the solid square is 0.25 × 0.25. The
number of nodes on the mesh is 93000. The length of the simulation time period is
2.5 s. The time step is set to 0.01 s which ensures the Courant number is smaller
than 0.5. 250 snapshots were recorded at each time step.
Figure 5.5 shows the singular eigenvalues in order of decreasing magnitude. Figure
5.6 shows the ﬁrst 72 POD bases. It can be seen that most of ﬂow features are
captured within the ﬁrst 12 leading POD bases while the small-scale ﬂow features
are represented by the 36th - 72th POD bases. The ﬁrst few POD bases are capable
of capturing most of the energy. In this work, 12, 36 and 72 POD bases are chosen
to illustrate how to improve the accuracy of results by increasing the number of
POD bases.
Figure 5.7 depicts the velocity solutions from the full model and NIROM at time
instances t = 1.0 s, 1.5 s, 2.0 s and 2.5 s. It can be seen that the FSI NIROM
performs well using 12 POD bases, better results are obtained by increasing the
number of POD bases to 72, which captured almost 99% of the total energy.
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Figure 5.5: A 2D free-falling square in water: the ﬁgure shows the singular eigen-
values in order of decreasing magnitude.
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(a) 1st (b) 2nd (c) 3rd (d) 12th
(a) 36th (b) 38th (c) 71st (d) 72th
Figure 5.6: A 2D free-falling square in water: the ﬁgures displayed above show
the ﬁrst, second, third, 12th, 36th, 38th, 71th and 72th POD bases.
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(a) Full model, NIROM with 12, 36 and 72 POD, (b) Full model, NIROM with 12, 36 and 72 POD,
t = 1.0 t = 1.5
(c) Full model, NIROM with 12, 36 and 72 POD, (d) Full model, NIROM with 12, 36 and 72 POD,
t = 2.0 t = 2.5
Figure 5.7: A 2D free-falling square in water: the ﬁgures displayed above show
the solutions from full model and NIROM using 12, 36 and 72 POD bases at
t = 1.0 (top left panel), t = 1.5 (top right panel), t = 2.0 (bottom left panel)
and t = 2.5 (bottom right panel). In each panel, from left to right, full model,
NIROM with 12, 36 and 72 POD basis functions, respectively.
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5.5.3 Vortex-induced vibrations of an elastic beam
The third case is the vortex-induced vibrations of an elastic beam embedded in
ﬂuids. The computational domain is presented in ﬁgure 5.8 which has an elastic
solid beam with a density of 100 enclosed within a rectangle computational domain.
The rectangle computational domain has a non-dimensional size of 6 × 2. The
elastic beam with a density of 100 has a size of 1 × 0.286 and is located on the
bottom in the middle of the rectangle. A slip boundary condition is applied to the
top, bottom and left sides, an open boundary condition applied to the right side.
The inlet velocity at the left side is set to 20. The simulation period is [0, 0.5] with
a time step size of ∆t = 0.001 which ensures the Courant number is smaller than
0.5.
The vortex-induced vibration problem was solved using an unstructured mesh of
28800 nodes illustrated in ﬁgure 5.8. 100 snapshots were taken at a regularly spaced
time intervals 0.005. From these snapshots, a number of POD bases were generated.
Figure 5.9 presents the velocity solutions obtained from the high ﬁdelity model and
FSI NIROM with 6, 12 and 50 POD bases at time instances t = 0.15 and t = 0.5. It
illustrates that the solutions from FSI NIROM are in close agreement with the high
ﬁdelity full model. It can be seen from the ﬁgure that only 6 POD bases already
captured the velocity proﬁles well. The complex ﬂow patterns are captured very
well by using a larger number of POD bases − as shown in ﬁgures 5.9(g) and 5.9(h).
It is also shown that the solution of FSI NIROM is closer to that of high ﬁdelity full
model as the number of POD bases is increased. This is illustrated by ﬁgure 5.10
which shows the error of velocity solutions predicted by the FSI NIROM with 6, 12
and 50 POD bases at time instances t = 0.15 and t = 0.5. It is evident that FSI
NIROM with a larger number of POD bases exhibits less error.
Figure 5.11 presents the pressure proﬁles obtained from the high ﬁdelity model and
FSI NIROM with 6, 12 and 50 POD bases at time instances t = 0.15 and t = 0.5. It is
shown that the FSI NIROM with 50 POD bases is in closer agreement with the high
ﬁdelity full model. In order to investigate the diﬀerence between the high ﬁdelity
model and FSI NIROM, the pressure solutions at a particular point (x = 2, y = 1.05)
in the computational domain are presented in ﬁgure 5.12. The ﬁgure shows that
FSI NIROM with 12 and 50 POD bases exhibits a very good agreement with the
high ﬁdelity full model.
To validate the accuracy of FSI NIROM, the correlation coeﬃcients and root mean
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Figure 5.8: Vortex-induced vibrations: A comparison of pressure solutions between
the high ﬁdelity model and FSI NIROM at a particular point(x=2, y=1.05).
squared error (RMSE) of pressure solutions are provided in ﬁgure 5.13. It is seen
that the FSI NIROM performs better when using a larger number of POD bases.
Using 50 POD bases, the errors in pressure solutions are decreased by 30%-50% in
comparison to that using 6 POD bases.
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(a) full model, t = 0.15 (b) full model, t = 0.5
(c) FSI NIROM using 6 POD bases, t = 0.15 (d) FSI NIROM using 6 POD bases, t = 0.5
(e) FSI NIROM using 12 POD bases, t = 0.15 (f) FSI NIROM using 12 POD bases, t = 0.5
(g) FSI NIROM using 50 POD bases, t = 0.15 (h) FSI NIROM using 50 POD bases, t = 0.5
Figure 5.9: Vortex-induced vibrations: A comparison of velocity solutions between
the high ﬁdelity model and FSI NIROM with 6, 12 and 50 POD bases at time
instances t = 0.15 (left panel) and t = 0.5 (right panel).
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(a) error (6 POD bases), t = 0.15 (b) error (6 POD bases), t = 0.5
(c) error (12 POD bases), t = 0.15 (d) error (12 POD bases), t = 0.5
(e) error(50 POD bases), t = 0.15 (f) error(50 POD bases), t = 0.5
Figure 5.10: Vortex-induced vibrations: Error in velocity solutions obtained from
FSI NIROM with 6, 12 and 50 POD bases at time instances t = 0.15 (left panel)
and t = 0.5 (right panel).
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(a) full model, t = 0.15 (b) full model, t = 0.5
(c) FSI NIROM (6 POD bases), t = 0.15 (d) FSI NIROM (6 POD bases), t = 0.5
(e) FSI NIROM (12 POD bases), t = 0.15 (f) FSI NIROM (12 POD bases), t = 0.5
(g) FSI NIROM (50 POD bases), t = 0.15 (h) FSI NIROM (50 POD bases), t = 0.5
Figure 5.11: Vortex-induced vibrations: A comparison of Pressure solutions be-
tween the high ﬁdelity model and FSI NIROM with 6, 12 and 50 POD bases at
time instances t = 0.15 (left panel) and t = 0.5 (right panel).
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(a) Pressure solution (b) Blowup of the pressure solution in (a)
Figure 5.12: Vortex-induced vibrations: A comparison of pressure solutions be-
tween the high ﬁdelity model and FSI NIROM at a particular point(x=2,
y=1.05).
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Figure 5.13: Vortex-induced vibrations: RMSE and correlation coeﬃcient of pres-
sure solutions between the high ﬁdelity and FSI NIROM with 6, 12 and 50 POD
bases.
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5.5.4 Computational efficiency of the FSI NIROM
In this section, the online computational cost required for running three test cases
from the high ﬁdelity full model and FSI NIROM is provided. The simulations were
performed on 12 cores machine of an Intel(R) Xeon(R) X5680 processor with 3.3GHz
and 48GB RAM. The test cases were run in serial, which means only one core was
used when simulating. Table 5.2 shows the online CPU time (seconds) required
for running the full model and FSI NIROM ROM at one time step for three test
cases. The oﬄine CPU cost including forming the POD bases and the interpolation
functions is not listed here since they are not required for each time step.
Table 5.2: Online CPU time (seconds) required for running the full model and FSI
NIROM one time step for three test cases.
Cases Model Assembling Projection Interpolation Total
and Solving
Flow past Full model 290.6667 0 0 290.6667
a cylinder FSI NIROM 0 0.0003 0.0001 0.00040
Free-falling Full model 29.2786 0 0 29.2786
square FSI NIROM 0 0.0003 0.0001 0.00040
Bending Full model 102.6269 0 0 102.6269
beam FSI NIROM 0 0.0003 0.0001 0.00040
Table 5.2 shows that the computational cost of FSI NIROM required for the test
cases is reduced signiﬁcantly by 5-6 orders of magnitude. Only interpolating the
POD coeﬃcients and projecting the POD coeﬃcients back onto the full space are
involved in the online calculation of FSI NIROM. In addition, the FSI NIROM is
expected to gain more CPU savings if a ﬁner mesh is used.
5.6 Conclusion
A POD-RBF method has been, for the ﬁrst time, used to construct a non-intrusive
reduced order model for the ﬂuid-structure interactions (FSI) problem and devel-
oped under the framework of the combined ﬁnite-discrete element method based
solid model (Y2D) and unstructured mesh ﬁnite element multi-phase model (FLU-
IDITY). A RBF multi-dimensional interpolation method is used to construct a set
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of interpolated hyper surfaces representing the reduced FSI system. Due to non-
intrusiveness, the novel FSI NIROM for ﬂuid-solid coupling modelling is independent
of the original system and source code for ﬂuid and solid simulations, therefore, it
is easy to be extended to future developments and applications.
The performance of the novel FSI NIROM has been demonstrated by three test
coupling cases: a one-way coupling case (ﬂow past a cylinder), two two-way cou-
pling cases (a free-falling cylinder in water and a vortex-induced vibrations of an
elastic beam case). A detailed comparison between the high ﬁdelity model and FSI
NIROM has been carried out. An accuracy assessment has also been made for the
FSI NIROM. The numerical simulations show that the FSI NIROM exhibits com-
prehensive good agreement with the high ﬁdelity model. The results of FSI NIROM
can be improved by choosing a larger number of POD bases. A signiﬁcant CPU
speed-up has been obtained by the FSI NIROM method and additional speed-up
can be expected as the number of nodes is increased.
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Chapter
SIX
Model reduction for compressible
fluid-solid coupling and its
application to blasting
6.1 Abstract
An non-intrusive reduced order model (NIROM) based on POD-RBF is applied to
compressible ﬂuid and structure interactions. The ﬁrst novelty of this chapter lies
in its ﬁrst development of NIROM for compressible ﬂuid and structure interactions
problems and fracture models. The second novelty is the application to a blasting
test case. The performance of the NIROM for structure interacting with compress-
ible ﬂuid ﬂows and fracture models is illustrated by two complex test cases: a bend-
ing beam forced by ﬂows and a blasting test case. The numerical simulation results
show that the NIROM is capable of capturing the details of compressible ﬂuid and
structure interactions and fractures and the CPU time is reduced by several orders
of magnitude.
In addition, the mean subtraction issue before performing POD is discussed in this
chapter. The results show that solutions without mean subtraction before perform-
ing POD are shown to be better than that with mean subtraction.
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This chapter is derived from and expands upon Xiao et al. (2015b).
6.2 Introduction
The work described in this chapter, for the ﬁrst time, apples the non-intrusive re-
duced order modelling method to compressible ﬂuid and structure interaction prob-
lem and fracture problem. It is noteworthy that this work is the ﬁrst work of building
a reduced order model for the blasting test case. This model has been implemented
under the framework of a combined ﬁnite-discrete element method based solid model
(Y2D) and an unstructured mesh ﬁnite element model (FLUIDITY).
During the POD process, the mean of the snapshots is normally subtracted. The
problem of mean subtraction was discussed in the work (Chen et al. (2012a); Mu¨ller
(2008)). In their work, there are not much diﬀerence between the results with mean
subtraction and results without mean subtraction. In this chapter, the solutions
with mean subtraction and without mean subtraction are presented and discussed.
The performance of this compressible FSI NIROM without mean subtraction has
been assessed by two test cases: a bending beam forced by ﬂows and a blasting
test case. Comparison between high ﬁdelity full model and the compressible FSI
NIROM without mean subtraction using diﬀerent number of POD bases has been
made to validate the accuracy.
The structure of the chapter is as follows: section 6.3 presents the compressible ﬂuid
and solid coupling problem; section 6.4 derives the formulation of a non-intrusive
reduced order model for compressible ﬂuid and structure interactions and fracture
problems using POD-RBF method; section 6.5 demonstrates the capability of the
derived methodology by two numerical examples: a bending beam forced by ﬂows
and a blasting test case. Finally in section 6.6, the conclusion is presented.
6.3 Description of compressible fluid and solid cou-
pling problem
This work is carried out under the framework of an unstructured mesh multiphase
ﬂuid model (FLUIDITY) and a combined ﬁnite-discrete element solid model (Y2D),
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therefore, the governing equations, coupling methods and fracture modelling meth-
ods used in those models are described in this section.
6.3.1 Governing equations for compressible fluids under the
framework of FLUIDITY
”FLUIDITY” is a computational ﬂuid dynamics open source model capable of nu-
merically solving the 2-D and 3-D Navier-Stokes equation using ﬁnite element dis-
cretisation method, and the governing equations for compressible ﬂuids in ”Fluidity”
have the following form Pain et al. (2005); AMCG & London (2015),
∂ρ
∂t
+∇ · (ρu) = 0, (6.1)
∂
∂t
(ρu) +∇ · (ρuu− σ) = ρF, (6.2)
∂
∂t
(ρE) +∇ · (ρEu− τu+ q) = ρFu, (6.3)
where ρ denotes the unknown density, u is the unknown velocity vector, t represents
the time, σ is the stress tensor and σ = τ − p, p being the unknown pressure, F is
the volume or internal force per unit mass (e.g., gravity). And q denotes the rate
of volumetric heat addition per unit mass, E = e+ | u |2 /2 is the total speciﬁc
unknown energy. τ is the shear stress of ﬂuid.
The density ρ is calculated by the equation of state, which is used to close the
governing equation (6.3) Anderson & Wendt (1995):
p = ρ(γ − 1)e, (6.4)
where p is the pressure, γ = Cp/Cv is a heat capacity ratio (Cv and Cp being
the speciﬁc heat at constant volume and at constant pressure respectively), e =
CvT is the internal energy per unit mass (”the speciﬁc internal energy”), T being
temperature.
6.3.2 Fracture modelling
The fracture model in the combined ﬁnite-discrete element method (FEMDEM)
based solid model (Y2D) treats the whole domain as a multi-body system. Each
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body is discretised into the ﬁnite element mesh. The fracture model is comprised of
the ﬁnite element formulation and discrete element formulation. The ﬁnite element
formulation is used to model continuum behaviour (i.e. calculation of stress and
strain) before fractures are generated. If the failure criterion is met, the discrete ele-
ment formulation is then used for modeling discontinuum behaviour (contact forces
between discrete bodies and distribution of the contact force to nodes). The combi-
nation of the ﬁnite element formulation and discrete element formulation ensures the
transition from continuum behaviour to discontinuum behaviour can be captured ac-
curately. Combined single and smeared crack model with the Mohr-Coulomb failure
criterion is used.
Algorithm 6: Fracturing simulation
(1) Input data (discontinuous solid meshes).
(2) Insert 4-noded joint elements between 3-node triangular elements, see Figure
6.1.
(3) Calculate stresses using the ﬁnite element formulation.
(4) Judge whether new fractures are generated using the Mohr-Coulomb failure
criterion.
if new fractures are generated then
add new contact couples.
else
detect contact couples in DEM domain.
end if
(5) Calculate contact forces in DEM domain.
(6) Calculate velocity of each node through explicit time integration.
ut+1solid = u
t
solid + uacceleration∆t
uacceleration =
fexternal−finternal
m
(7) Output data.
(8) Goto step (3): calculate stresses using the ﬁnite element formulation.
(9) Stop.
The overall fracture modelling algorithm based on FEMDEM is given in algorithm
6 (for details, see Guo et al. (2015); Munjiza et al. (1999)), where utsolid denotes the
solid velocity vector at each node at the time step t, uacceleration is the acceleration,
∆t is the time step, fexternal and finternal are the external and internal forces at each
node respectively, and m is the mass of the node.
In fracture modelling, triangular elements and joint elements are introduced, as
shown in Figure 6.1. The ﬁgure shows two 2-D solid discontinuous elements and a
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inserted 4-noded joint element. The solid domain is ﬁrstly discretised by numerous
3-noded triangular elements, and those elements are treated as input data for the
fracture modelling algorithm 6. A 4-noded joint element is then inserted between two
triangular elements, and the stresses are calculated using FEM. The new fractures
are judged by the Mohr-Coulomb criterion with a tension cut-oﬀ, see Figure 6.2.
When the normal stress is less than the tensile strength, the shear stress in a joint
element can be expressed by the equation (6.5) Guo et al. (2015).
τ = c+ σtanφ, σn < ft, (6.5)
where σ is the normal stress, φ is a internal friction angle, ft is tensile strength and
c is the cohesion.
Figure 6.1: A 2-D solid discontinuous element with a 4-node joint element.
Figure 6.2: A Mohr-Coulomb failure criterion with a tension cut-oﬀ.
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6.4 Model reduction schema
In this section, a NIROM is used for the modelling. The high ﬁdelity model includes
the interaction between solid and compressible ﬂuid ﬂows as well as crack initiation
and propagation. Recently there have been a number of papers on reduced order
modelling of compressive ﬂuids,e.g. with shock waves Bourguet et al. (2007); Epure-
anuj & Heeg (1999); Dalle et al. (2010); Carlberg et al. (2011b); Lucia et al. (2001);
Marley et al. (2015); F.Fang et al. (2013); White (2015). Most of existing ROMs for
shock waves use the Galerkin (or Petrov-Galerkin) projection and POD approaches
to generate the reduced order models. The challenge in using POD ROM for shock
waves is to represent the shock front (moving discontinuities). Fang et al. F.Fang
et al. (2013) introduced a Petrov-Galerkin approach for dealing with sharp or abrupt
ﬁeld changes in Discontinuous Galerkin ROM. Lucia Lucia et al. (2001) proposed
a domain decomposition approach for isolating the region containing the moving
shock wave for special treatment. The Gauss-Newton method with approximated
tensors Carlberg et al. (2011b) and the clustering algorithm White (2015) were also
developed for accurately capturing the shock front. In this work, a non-intrusive
ROM using RBF is proposed for modelling the resulting abruptly changing (in space
and time) ﬁelds. The POD bases are generated from solution snapshots where the
details of the crack patterns (through the volume fraction and velocity of the solids)
as well as the ﬂuid velocity/pressure/density are included. The accuracy of the
coupling NIROM results is sensitive to the number of snapshots chosen because of
the rapidly changing ﬁelds. Due to the dissipative properties of RBF’s representa-
tion of dynamics with NIROM, the oscillation issues associated with POD intrusive
methods that use Bubnov-Galerkin methods are reduced.
In reduced order modelling, any variable can be expressed as a linear combination of
a number of basis functions representing the original high ﬁdelity modelling system
in an optimal sense. It has the following form:
ϕ = ϕ+
m∑
i=1
αiΦi, (6.6)
where ϕ denotes a variable to be solved (e.g. the velocity, pressure, density and
solid concentration), ϕ is the mean of variable solutions over the simulation time
period, α denotes the POD coeﬃcients, m is the number of POD bases and Φ
denotes the POD basis functions. Using POD, the basis functions can be calculated
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from snapshots of variable solutions recorded at regular time intervals. The radial
basis function interpolation method is used to calculate the POD coeﬃcients. The
procedure of POD is summarized in algorithm 7.
Algorithm 7: Proper Orthogonal Decomposition
(1) Compute solution of the coupled compressible ﬂuid and solid system at time
levels 1, ..., Ns ;
(2) Retrieve snapshots matrix A from the solutions obtained;
(3) Subtract the mean of snapshots matrix A, i.e. A′ = A− Amean;
(4) Perform Singular Value Decomposition (SVD) to snapshots matrix A or A′,
i.e. A = EΣF T ;
(5) Choose the dimension of ROM, m (m < Ns);
(6) Obtain POD basis functions Φi = E:,i, for i ∈ {1, 2 . . .m} ;
The radial basis function interpolation is used to determine the POD coeﬃcients in
(6.6). Commonly used RBFs are plate spline, multi-quadric, inverse multi-quadric
and Gaussian. RBFs have been widely used in the context of multidimensional
interpolation. An interpolation function f(x) representing a physical problem can
be approximated through a linear combination of the RBF φ centred at N points.
In this work, the Gaussian RBF is used to construct the interpolation function f(x).
The Gaussian RBF has a form of φ(r) = e−(r/σ)
2
(r being the radius and σ being
the shape parameter). In the following paragraph, a set of interpolation functions
or hypersurfaces is derived through POD-RBF method. The POD-RBF NIROM
method was ﬁrst presented by Xiao et al. Xiao et al. (2015e). In this work this
method is used to derive NIROM for the compressible ﬂuids and fractured solids
problem. The form of the equations used for solving the reduced system is:
αnz,j = fp,j(α
n−1
u , α
n−1
p , α
n−1
d , α
n−1
c ), (6.7)
where α denotes POD coeﬃcients, subscripts u, p, d and c denote velocity, pressure,
density and solid concentration components, z denotes one of the variables (u, p, d
and c), subscript j is the jth POD coeﬃcient of a complete set of POD coeﬃcient
(αu, αv, αd, αc), n is time step, f is a set of hypersurface functions representing the
reduced system.
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Algorithm 8: Constructing a set of hypersurface using POD-RBF
(1) Generate a number of snapshots over the time period [0, T ] by solving the
compressible ﬂuid/solid coupling problem and fracture model;
(2) Calculate POD basis functions Φu, Φp, Φd and Φc through a truncated SVD of
the snapshots matrix;
(3) Obtain the functional values yi,j at the data point α
i
u, α
i
p, α
i
d, α
i
c via the
solutions from the high ﬁdelity full model, where i ∈ {1, 2, . . .N} and
j ∈ {1, 2, . . .m};
(4) Obtain a set of hypersurfaces through the following loop:
for j = 1 to m do
(i) Calculate the weights wi,j by solving (6.8);
Awi,j = yi,j, i ∈ {1, 2, . . . , N}, (6.8)
(ii) Obtain a set of hyper surfaces (fu,j , fp,j, fd,j, fc,j) by substituting the weight
values obtained in the above step into equation (6.9);
fz,j(αu, αp, αd, αc) =
N∑
i=1
wi,jφj(
∥∥(αu, αp, αd, αc)− (αiu, αip, αid, αic)∥∥), (6.9)
endfor
The hypersurface functions are constructed using POD-RBF method, as described
in algorithm 8, where N denotes the number of data points (α1,α2, · · · ,αN , where
α = αu, αp, αd, αc ) and m denotes the number of POD basis functions and A is the
matrix associated with the data point and centre c andAi,j = φ(
∥∥(αju, αjp, αjd, αjc)− ci∥∥),
i, j ∈ {1, 2 . . .N}. The centre c is chosen to be the origin of the input data.
The online NIROM calculation for coupling of compressible ﬂuids and fractured
solids problems is described in algorithm 9. In the high-ﬁdelity model, the solid−ﬂuid
movement is fully coupled, as explained in section 2. The coupling results are
recorded and stored in the snapshots. The POD bases are then generated from the
snapshots where the details of the fracture patterns (through the volume fraction
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and velocity of the solids) as well as the ﬂuid velocity/pressure/density are included.
However, this information is interpolated onto the ﬂuids mesh which is then used
to form the NIROM model. Thus the solids volume fractions and solids velocity
are calculated within the NIROM. For clariﬁcation, we superimpose the full model
solids positions onto all results - both reduced order and full model. The accuracy
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of the coupling NIROM results is dependent on the number of snapshots chosen.
Algorithm 9: Online NIROM calculation for compressible ﬂuids and fractured
solids problems
(1) Initialisation.
for j = 1 to m do
Initialize α0u,j, α
0
p,j, α
0
d,j and α
0
c,j;
endfor
(2) Calculate solutions at current time step:
for n = 1 to T do
for j = 1 to m do
Solving fluid process:
(i) Evaluate the hypersurfaces f at the previous time step n− 1 by using the
complete set of POD coeﬃcients αn−1u,j , α
n−1
p,j , α
n−1
d,j and α
n−1
c,j :
fz,j ← (αn−1u , αn−1v , αn−1d , αn−1c ),
(ii) Calculate the POD coeﬃcients αnu, α
n
p , α
n
d and α
n
c at the current time
step n using the following equations:
αnz,j =
N∑
i=1
wi,jφi,j(r),
endfor
Calculate the solution un, pn, dn and cn on the full space at current time step n
by projecting αnu,j , α
n
p,j, α
n
d,j and α
n
c,j onto the full space.
un =
m∑
j=1
αnu,jΦu,j, p
n =
m∑
j=1
αnp,jΦp,j, d
n =
m∑
j=1
αnd,jΦd,j , c
n =
m∑
j=1
αnc,jΦc,j,
.
endfor
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6.5 Application to compressible fluid and solid
problems
The ﬂuid and fracture solid coupling NIROM has been implemented under the
framework of an advanced 3D unstructured mesh multi-phase ﬂuid model (Fluidity)
and a combined ﬁnite-discrete element method based solid model (Y2D). The com-
pressible ﬂuid and fracture solid coupling NIROM is ﬁrst validated by an immersed
wall in a ﬂuid, then further validated by a more complex case: blasting.
6.5.1 Case 1: an immersed wall in a fluid
The ﬁrst case is an immersed wall in a ﬂuid test case, which name after the work of
Wang et al. (2008). In this case, a solid beam is embedded in ﬂuids with subject to
a high pressure wave. The domain consists of a rectangle of non-dimensional size of
4 × 2 with 7500 nodes. The beam is located at the bottom center and has a size of
0.286 × 1. The initial pressure at the area (0 < x < 1.5) with a non-dimensional
density of 8 is set as 516.5 and the rest of the domain with a density of 1.5 is set
as 1. A slip boundary condition is applied on the left, bottom and the top sides.
The open boundary condition is applied on the right side. The density of the solid
is 100.
The high ﬁdelity full model was simulated during the time period [0, 0.8] with a time
step size of ∆t = 0.001. 800 snapshots were taken at a regularly spaced time interval
of 0.001. From these snapshots, the POD bases were formed in two ways: either
subtracting the mean of snapshots or not before the singular value decomposition
(SVD) is performed.
6.5.1.1 Case 1a: fluid and fracture solid coupling NIROM results with
mean subtraction before constructing the POD basis
The ﬂuid and fracture solid coupling NIROM was ﬁrst formed with mean subtraction
before constructing the POD basis. In this case, 30 POD bases representing almost
99.5% of energy in the original dynamic system were chosen to form the ﬂuid and
fracture solid coupling NIROM. The logarithm of the singular eigenvalues of velocity,
pressure, density and solid concentration associated to the chosen 30 POD bases are
given in Figure 6.3.
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The pressure and velocity results from both the high ﬁdelity model and ﬂuid and
fracture solid coupling ROM are shown in Figures 6.4 and 6.5 respectively. It is
illustrated that these ﬂuid and fracture solid coupling NIROM results are not good
in comparison with those from the high ﬁdelity model. To further assess the quality
of the ﬂuid and fracture solid coupling NIROM with mean subtraction before con-
structing the POD basis, the error analysis is carried out. The root mean square
error (RMSE) and correlation coeﬃcient of results between the ﬂuid and fracture
solid coupling NIROM and the ﬁdelity model are shown in Figure 6.6. It can be seen
that the RMSE of results is around 39.59 while the correlation coeﬃcient is mostly
less than 0.6. The RMSE reﬂects the diﬀerences of the two models. As shown in
the Figure 6.6, the RMSE varies between time 0 and 0.5s and the diﬀerence values
are around 39.59, which means the two models are not similar. This is also reﬂected
by the correlation coeﬃcient curve, which varies big between the time 0−0.5s. The
accuracy of ﬂuid and fracture solid coupling NIROM results therefore, is low and
needs to be improved.
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Figure 6.3: Case 1a: the ﬁgure shows the logarithm of the singular eigenvalues
of velocity, pressure, density and solid concentration in order of decreasing
magnitude with mean subtraction before constructing the POD basis.
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(a) high fidelity model, t = 0.3 (b) high fidelity model, t = 0.8
(c) NIROM, t = 0.3 (d) NIROM, t = 0.8
Figure 6.4: Case 1a: a comparison of pressure solutions between the full model and
ﬂuid and fracture solid coupling NIROM using 30 POD bases at time instances
t = 0.3 and t = 0.8. The mean is not used to construct the POD basis functions.
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(a) high fidelity model, t = 0.3 (b) high fidelity model, t = 0.8
(c) NIROM, t = 0.3 (d) NIROM, t = 0.8
Figure 6.5: Case 1a: a comparison of velocity solutions between the full model and
ﬂuid and fracture solid coupling NIROM using 30 POD bases at time instances
t = 0.3 and t = 0.8. The mean is not used to construct the POD basis functions.
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Figure 6.6: Case 1a: the correlation coeﬃcient and RMSE of pressure solutions
between the high ﬁdelity and ﬂuid and fracture solid coupling NIROM using 30
POD bases, where the mean is not used to construct the POD basis functions.
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6.5.1.2 Case 1b: the fluid and fracture solid coupling NIROM results
without mean subtraction before constructing the POD basis
In this subsection, the ﬂuid and fracture solid coupling NIROM results without
mean subtraction before constructing the POD basis are given and discussed. Figure
6.7 presents the logarithm of the singular eigenvalues of velocity, pressure, density
and solid concentration in order of decreasing magnitude without mean subtraction
before constructing the POD basis.
Figure 6.8 shows a comparison of pressure solutions between the full model and
ﬂuid and fracture solid coupling NIROM with the use of 12, 18 and 30 POD bases
at time instances t = 0.3 and t = 0.8. We can see the ﬂuid and fracture solid
coupling NIROM results are in agreement with those from the high ﬁdelity model.
The front is captured well even when only 12 POD bases are used. The accuracy of
NIROM results is improved with the increased number of POD bases. The absolute
error of pressure solutions between high ﬁdelity model and ﬂuid and fracture solid
coupling NIROM using diﬀerent numbers of POD bases at time instances t = 0.3
and t = 0.8 is given in Figure 6.10. The ﬁgure clearly shows that the error of the
ﬂuid and fracture solid coupling NIROM relative to the high ﬁdelity model becomes
smaller as the number of POD bases is increased. Velocity solutions of both the
high ﬁdelity model and the NIROM with 30 POD bases at time instances t = 0.3
and t = 0.8 is given in Figure 6.9.
To further validate the accuracy of the ﬂuid and fracture solid coupling NIROM
without mean subtraction, the correlation coeﬃcient and RMSE of pressure results
between the high ﬁdelity model and ﬂuid and fracture solid coupling NIROM are
used for error analysis, see ﬁgure 6.10. It is shown in this ﬁgure that the correlation
coeﬃcient is larger than 0.9955 while the RMSE is smaller than 2 when 12 POD
bases are used and the error is further decreased as the number of POD bases
is increased. It is illustrated that the accuracy of ﬂuid and fracture solid coupling
NIROM results can be improved signiﬁcantly if the mean of snapshots are considered
in SVD process, where the correlation coeﬃcient increases from 0.4 to 0.9955 while
the RMSE decreases from 39.6 to 2 in comparison with results shown in Figure 6.6.
The initial errors of four variables between the full model and NIROM with mean
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Figure 6.7: Case 1b : the ﬁgure shows the logarithm of the singular eigenvalues
of velocity, pressure, density and solid concentration in order of decreasing
magnitude without mean subtraction before constructing the POD basis.
subtraction and without mean subtraction are listed in table 6.1. The calculation
formula considering all nodes is given below:
Nnodes∑
i=1
(ϕ0
i − ΦΦTϕ0i)2, (6.10)
where Nnodes is the number of nodes on the mesh.
Table 6.1: Case 1: comparison of ||ϕ0−ΦΦTϕ0 ||2 (where ϕ0 being the initial solu-
tions of full model) for four variables between NIROM with mean subtraction
and NIROM without mean subtraction.
Variable case 1a case 1b case 1a case 1b nodes
errors all nodes all nodes each node each node
velocity 163.3 9.8 0.02 0.0013 7500
pressure 3428.4 63.1 0.4571 0.0084 7500
density 1.12 0.02 0.0001 0 7500
solid concentration 37.3 0.54 0.0049 0 7500
It is seen in table 6.1 that the error in the NIROM constructed with the mean
subtracted from the snapshots is about 16 57 times larger than that from the NIROM
without mean subtraction, which thus results in a large error in the simulated results
from the NIROM with mean subtraction.
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(a) high fidelity model, t = 0.3 (b) high fidelity model, t = 0.8
(c) NIROM (12 POD bases), t = 0.3 (d) NIROM (12 POD bases), t = 0.8
(e) NIROM (18 POD bases), t = 0.3 (f) NIROM (18 POD bases), t = 0.8
(g) NIROM (30 POD bases), t = 0.3 (h) NIROM (30 POD bases), t = 0.8
Figure 6.8: Case 1b: a comparison of pressure solutions between the full model
and ﬂuid and fracture solid coupling NIROM with 12, 18 and 30 POD bases
at time instances t = 0.3 and t = 0.8, where the mean is used to construct the
POD basis functions.
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(a) high fidelity model, t = 0.3 (b) high fidelity model, t = 0.8
(c) NIROM (30 POD bases), t = 0.3 (d) NIROM (30 POD bases), t = 0.8
Figure 6.9: Case 1b: a comparison of velocity solutions between the full model and
ﬂuid and fracture solid coupling NIROM with 30 POD bases at time instances
t = 0.3 and t = 0.8, where the mean is used to construct the POD basis
functions.
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(a) error (12 POD bases), t = 0.3 (b) error (12 POD bases), t = 0.8
(c) error (18 POD bases), t = 0.3 (d) error (18 POD bases), t = 0.8
(e) error (30 POD bases), t = 0.3 (f) error (30 POD bases), t = 0.8
Figure 6.10: Case 1b: error between the high ﬁdelity model and ﬂuid and fracture
solid coupling NIROM with 12, 18 and 30 POD bases at time instances t = 0.3
and t = 0.8, where the mean is used to construct the POD basis functions.
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Figure 6.11: Case 1b: RMSE and correlation coeﬃcient of pressure solutions
between the high ﬁdelity and ﬂuid and fracture solid coupling NIROM with
12, 18 and 30 POD bases, where the mean is used to construct the POD basis
functions.
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(a) high fidelity model, t = 0.04 s (b) high fidelity model, t = 0.16 s
Figure 6.12: Case 2a: temperature solutions obtained from the full model at time
levels t = 0.04 s and t = 0.16 s.
6.5.2 Case 2: blasting test case
To demonstrate the capability of the ﬂuid and fracture solid coupling NIROM, the
model is further applied to a high nonlinear ﬂow: blasting-induced fracture test
case. The computational domain is presented in Figure 6.21, which includes a solid
square block with a size of 2×2m embedded within a compressible gas rectangle area
with a size of 3 × 3m. The explosion point lies at the center of the computational
domain with a diameter of 0.2m and a very high initial pressure. The initial high
pressure of the explosion point is set to be 108 Pa and the initial high temperature
is 1000Kelvin. The background area (excluding the explosion point) has an initial
pressure of 101325 Pa and an initial temperature of 273.26 Kelvin. The viscosity
µ is 0.1Pa · s. The solid with a density of 2340 kg/m3 has a penalty number of
2.0 × 1010 and a Youngs modulus E of 2.66 × 1010. The tensile strength and the
shear strength are 4 ×106 Pa and 1.4 ×107 Pa respectively. The energy decrease
rate is 200.
The high ﬁdelity model was simulated with a ﬁnite element mesh of 48600 nodes dur-
ing the time period [0, 0.2] s with a time step size of ∆t = 0.00008 s. 250 snapshots
were taken at a regularly spaced time intervals of ∆t = 0.0008 s. The temperature
solutions solved by the energy equation at time levels t = 0.04 s and t = 0.16 s are
given in Figure 6.12.
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6.5.2.1 Case 2a: fluid and fracture solid coupling NIROM results with
mean subtraction before constructing the POD basis
In this section, the results from NIROM with mean subtraction before construct-
ing the POD basis are presented. Figure 6.13 shows the logarithm of the singular
eigenvalues of velocity, pressure, density and solid concentration in order of decreas-
ing magnitude with mean subtraction before constructing the POD basis. At some
stage, the eigenvalue increases where it should decrease. This can explain why the
results shown below have a large error in comparison to those from the high ﬁdelity
model. Figure 6.14 presents the velocity solutions from the high ﬁdelity model and
ﬂuid and fracture solid coupling NIROM with 100 POD bases at time instances
t = 0.04 s and t = 0.16 s. It is shown that the structure of ﬂows obtained from the
ﬂuid and fracture solid coupling NIROM is similar to that from the high ﬁdelity
model, but there are some large errors in velocity values. Figure 6.15 shows the
pressure solutions from the high ﬁdelity model and ﬂuid and fracture solid coupling
NIROM with 100 POD bases at time instances t = 0.04 s and t = 0.16 s. It is seen
that there is a large error in the NIROM results. This is caused by the large error
in the initial conditions. We found the error in the initial pressure in the NIROM
with mean subtraction is about 1000 times larger than that of the NIROM without
mean subtraction.
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Figure 6.13: Case 2a: The logarithm of the singular eigenvalues of velocity, pres-
sure, density and solid concentration in order of decreasing magnitude with
mean subtraction before constructing the POD basis.
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(a) high fidelity model, t = 0.04 s (b) high fidelity model, t = 0.16 s
(c) (100 POD bases), t = 0.04 s (d) (100 POD bases), t = 0.16 s
Figure 6.14: Case 2a: a comparison of velocity solutions between the full model
and ﬂuid and fracture solid coupling NIROM using 100 POD bases at time
instances t = 0.04 s and t = 0.16 s, where the mean is not used to construct the
POD basis functions.
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(a) high fidelity model, t = 0.04 s (b) high fidelity model, t = 0.16 s
(c) NIROM (100 POD bases), t = 0.04 s (d) NIROM (100 POD bases), t = 0.16 s
Figure 6.15: Case 2a: a comparison of pressure solutions between the full model
and NIROM with 100 POD bases at time instances t = 0.04 s and t = 0.16 s,
where the mean is not used to construct the POD basis functions.
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6.5.2.2 Case 2b: fluid and fracture solid coupling NIROM solutions
without mean subtraction before constructing the POD basis
In this section, the ﬂuid and fracture solid coupling NIROM solutions without mean
subtraction before constructing the POD basis are given. Figure 6.16 show the loga-
rithm of the singular eigenvalues of velocity, pressure, density and solid concentration
in order of decreasing magnitude without mean subtraction before constructing the
POD basis.
Figure 6.17 shows a comparison of velocity solutions between the full model and
ﬂuid and fracture solid coupling NIROM using 6, 12 and 50 POD bases at time
instances t = 0.04 s and t = 0.16 s. It is evident that the ﬂuid and fracture solid
coupling NIROM with only 6 POD bases performs well when the mean of snapshots
is not subtracted before constructing the POD basis, even better than the solutions
from ﬂuid and fracture solid coupling NIROM with 100 POD bases when the mean
is subtracted before SVD − as shown in Figure 6.14. Figure 6.17 also shows that
shock front of the blast wave is captured very well by increasing the number of POD
bases from 6 to 50. There is no visible diﬀerence between the high ﬁdelity model
and ﬂuid and fracture solid coupling NIROM with 50 POD bases. The diﬀerence
of pressure solutions between the high ﬁdelity model and ﬂuid and fracture solid
coupling NIROM with 6, 12 and 50 POD basis functions at time instances t = 0.04
and t = 0.16 s is presented in Figure 6.18. It is evident that a higher accuracy is
obtained by choosing a larger number of POD bases.
Figure 6.19 presents a comparison of pressure solutions between the full model and
ﬂuid and fracture solid coupling NIROM using 6, 12 and 50 POD bases at time
instances t = 0.04 s and t = 0.16 . The pressure solutions from ﬂuid and fracture
solid coupling NIROM using 6 POD bases are not as good as velocity solutions from
ﬂuid and fracture solid coupling NIROM using the same number of POD bases.
In this case, there are visible diﬀerences between the high ﬁdelity model and ﬂuid
and fracture solid coupling NIROM using 6 and 12 POD bases, which is evident at
the time instance t = 0.16 s. The errors between the high ﬁdelity model and ﬂuid
and fracture solid coupling NIROM with 6, 12 and 50 POD basis functions at time
instances t = 0.04 s and t = 0.16 s are plotted in Figure 6.20. It is evident that the
error is decreased by choosing more POD basis functions.
In order to assess the performance of the ﬂuid and fracture solid coupling NIROM,
the velocity solution obtained from the high ﬁdelity model and ﬂuid and fracture
183
Chapter 6: Model reduction for compressible fluid-solid coupling and its
application to blasting
solid coupling NIROMs at a point (x = 1.5m, y = 1.6333m) near the explosion
point over the simulation time period is plotted in Figure 6.21. The reason that
we choose the point around the explosion centre is that there is an abrupt change
around the explosion point. Figure 6.21 illustrates that ﬂuid and fracture solid
coupling NIROM with a small number of POD basis functions perform well when
there are no abrupt changes, whereas ﬂuid and fracture solid coupling NIROM with
50 POD basis functions captures the abrupt changes very well.
The accuracy of the ﬂuid and fracture solid coupling NIROM is validated by the
RMSE and correlation coeﬃcients of pressure solutions between the high ﬁdelity
model and ﬂuid and fracture solid coupling NIROM. It is shown in Figure 6.22 that
the RMSE of pressure results decreases as the number of POD bases increases. The
correlation coeﬃcients from ﬂuid and fracture solid coupling NIROMs are over 0.935,
indicating that the high ﬁdelity model and ﬂuid and fracture solid coupling NIROMs
are highly correlated. The ﬂuid and fracture solid coupling NIROM gets more closer
agreement to the high ﬁdelity model as the number of POD basis functions increases.
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Figure 6.16: Case 2b: The logarithm of the singular eigenvalues of velocity, pres-
sure, density and solid concentration in order of decreasing magnitude without
mean subtraction before constructing the POD basis.
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(a) high fidelity model, t = 0.04 s (b) high fidelity model, t = 0.16 s
(c) NIROM (6 POD bases), t = 0.04 (d) NIROM (6 POD bases), t = 0.16
(e) NIROM (12 POD bases), t = 0.04 s (f) NIROM (12 POD bases), t = 0.16 s
(g) NIROM (50 POD bases), t = 0.04 s (h) NIROM (50 POD bases), t = 0.16 s
Figure 6.17: Case 2b: A comparison of velocity solutions between the full model
and ﬂuid and fracture solid coupling NIROM with 6, 12 and 50 POD bases at
time instances t = 0.04 s and t = 0.16 s, where the is used to construct the
POD basis functions.
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(a) error (6 POD bases), t = 0.04 s (b) error (6 POD bases), t = 0.16 s
(c) error (12 POD bases), t = 0.04 s (d) error (12 POD bases), t = 0.16 s
(e) error (50 POD bases), t = 0.04 s (f) error (50 POD bases), t = 0.16 s
Figure 6.18: Case 2b: the diﬀerence of velocity solutions between the high ﬁdelity
model and ﬂuid and fracture solid coupling NIROM using 6, 12 and 50 POD
bases at time instances t = 0.04 s and t = 0.16 s, where the mean is used to
construct the POD basis functions.
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(a) high fidelity model, t = 0.04 s (b) high fidelity model, t = 0.16 s
(c) NIROM (6 POD bases), t = 0.04 s (d) NIROM (6 POD bases), t = 0.16 s
(e) NIROM (12 POD bases), t = 0.04 s (f) NIROM (12 POD bases), t = 0.16 s
(g) NIROM (50 POD bases), t = 0.04 s (h) NIROM (50 POD bases), t = 0.16 s
Figure 6.19: Case 2b: a comparison of pressure solutions between the full model
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(a) error (6 POD bases), t = 0.04 (b) error (6 POD bases), t = 0.16
(c) error (12 POD bases), t = 0.04 s (d) error (12 POD bases), t = 0.16 s
(e) error (50 POD bases), t = 0.04 s (f) error (50 POD bases), t = 0.16 s
Figure 6.20: Case 2b: the diﬀerence of pressure solutions between the high ﬁdelity
model and ﬂuid and fracture solid coupling NIROM with 6, 12 and 50 POD
bases at time instances t = 0.04 s and t = 0.16 s, where the mean is not used
to construct the POD basis functions.
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Figure 6.21: Case 2b: velocity comparison at a point (x = 1.5m, y = 1.6333m),
where the mean is used to construct the POD basis functions.
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Figure 6.22: Case 2b: the correlation coeﬃcient and RMSE of pressure solutions
between the high ﬁdelity and ﬂuid and fracture solid coupling NIROM with
6, 12 and 50 POD bases, where the mean is used to construct the POD basis
functions.
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6.5.3 Efficiency of the POD-RBF model
In this section, the online and oﬄine computational costs are given. The oﬄine
cost can be deﬁned as the time for precomputing while the online cost involves the
simulation time when running the NIROM. The online computational time required
for running the ﬂuid and fracture solid coupling NIROM and high ﬁdelity model
are compared in table 6.2, which includes the time required for the computational
process in algorithm 9. The simulations were carried out on a 12 cores (Intel(R)
Xeon(R) X5680) workstation with 48GB RAM. During the simulations, only one
core with 3.3GHz was used. The CPU time for constructing a set of hypersurfaces
(see algorithm 8) is oﬄine, therefore, it is not listed in the table. As shown in table
6.2, the computational time required for running the NIROM is decreased drastically
in comparison with the high ﬁdelity model. For example, in blasting test case with
48600 nodes, the CPU time for NIROM is reduced by 5 orders of magnitude.
Table 6.2: Comparison of the online CPU cost (unit second) required for running
the high ﬁdelity model and NIROM during one snapshot.
Cases Model Assembling and Projection Interpolation Total
Solving
an immersed Full model 4.95120 0 0 4.95120
wall NIROM 0 0.0003 0.0001 0.00040
Full model 224.47059 0 0 224.47059
Blasting NIROM 0 0.0003 0.0001 0.00040
The oﬄine computational cost required for forming the NIROM includes the time
for forming the POD basis functions and the hypersurfaces of the system dynamics.
The time for forming the hypersurfaces can be ignored as it is negligable. The CPU
cost required for forming the POD basis functions is related to the number of POD
bases, nodes and snapshots. Table 6.3 lists the oﬄine CPU cost required for forming
the basis functions using diﬀerent numbers of POD bases. Table 6.4 lists the oﬄine
computational cost required for constructing POD basis functions using diﬀerent
number of snapshots. As shown in the tables the relationship between the oﬄine
CPU cost and the number of POD bases, nodes and snapshots is linear.
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Table 6.3: Oﬄine computational cost (seconds) required for constructing POD
basis functions using diﬀerent numbers of POD bases
Number of POD bases 12 18 30 nodes snapshots
An immersed wall 17.93 18.11 18.53 7500 200
Number of POD bases 6 12 50 nodes snapshots
Blasting 146.85 150.65 166.66 48600 200
Table 6.4: Oﬄine computational cost (seconds) required for constructing POD
basis functions using diﬀerent numbers of snapshots
Number of snapshots 50 100 200 nodes number of POD bases
An immersed wall 1.25 4.41 17.93 7500 12
Blasting 9.39 38.40 150.65 48600 12
6.6 Conclusions
A POD-RBF NIROM has been, for the ﬁrst time, applied to compressible ﬂuids and
fractured solids problem and implemented under the framework of a combined ﬁnite-
discrete element method based solid model (Y2D) and an unstructured mesh ﬁnite
element model (Fluidity). The model is independent of the governing equations and
the source code, therefore, it is easy to modify. The performance of the NIROM
for compressible ﬂuids and fractured solids problem is numerically illustrated in two
test cases: an immersed wall in a ﬂuid and a blasting case. The issue whether
or not the mean of snapshots is subtracted before constructing the POD basis is
addressed by comparing the ﬂuid and fracture solid coupling NIROM results with
those from the high ﬁdelity model. An error analysis has been also carried out to
validate and assess the newly NIROM. It is found that the ﬂuid and fracture solid
coupling NIROM without subtraction the mean can perform much better than that
with subtracting the mean. The numerical results show that the NIROM performs
well and exhibits a good agreement with high ﬁdelity model if the mean is used
to construct the POD basis functions. The front of shock waves is captured well
using only a small number of POD bases without mean subtraction beforehand. The
online computational cost of the NIROM has been compared against that required
for the high ﬁdelity full model. The online CPU cost required for NIROM is reduced
by a factor of several orders of magnitude.
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SEVEN
Variable parametric non-intrusive
reduced order modelling of
Navier-Stokes equations
7.1 Abstract
A variable-parameter non-intrusive reduced order model (NIROM) based on proper
orthogonal decomposition (POD) and radial basis function (RBF) methods have
been developed for Navier-Stokes equations. The new variable-parameter NIROM
is based on two level radial basis function interpolation. The ﬁrst level RBF repre-
senting the material properties such as initial conditions is constructed through RBF
interpolation method, and the data points used to construct the RBF approxima-
tion function are chosen by Smolyak sparse grid. The second level RBF represents
the time-dependent ﬂuid dynamics. The novelties of this work are (1) the use of
two-level RBF interpolation method to represent variable-parametric Navier−Stokes
equations; (2) the use of Smolyak sparse grid to determine the distribution of data
points representing the material property; (3) the ﬁrst implementation of such a
NIROM under the framework of an unstructured mesh ﬁnite element ocean model.
The capability of this NIROM has been illustrated numerically by two test cases:
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ﬂow past a cylinder and lock exchange case. The results show that this NIROM
captured the quasi-totality of the details of the ﬂow with CPU speedup of three
orders of magnitude.
This chapter is derived from and expands upon Xiao et al. (2016c)
7.2 Introduction
In this chapter, we further extend the NIROMs to varying parameter problems.
In this approach a two-level RBF interpolation is used to represent the variable
parameter ﬂuid dynamics. The ﬁrst level RBF interpolation is used to represent
the parameter space, and the training data points are determined by the Smolyak
sparse grid. The second level RBF interpolation is a set of RBF hyper-surfaces
representing the ﬂuid dynamics. This has been implemented under the framework
of an unstructured mesh ﬁnite element model (FLUIDITY).
In this approach, each variable parameter denotes one dimension, a Smolyak sparse
grid is constructed from a tensor product grid obtained from all variable parameters.
Each node at the Smolyak sparse grid has a simulation representing the ﬂuid dy-
namics of a parameter set and solutions to the simulations are recorded. From these
snapshots at each node, a set of POD bases are generated in an optimal sense that
represents the ﬂuid dynamics. A set of POD bases at an undetermined node can be
obtained by the ﬁrst level RBF interpolation. The second level RBF interpolation is
then used to construct a set of hyper-surfaces representing the time-dependent ﬂuid
dynamics. After the hyper-surface is obtained, the solution of the ROM at current
time level can be obtained by giving POD coeﬃcients of earlier time levels into
the hyper-surface. The capabilities of this new NIROM have been assessed for two
test cases: a ﬂow past a cylinder case and a 2-D lock exchange case. Comparisons
have been made between the high ﬁdelity model and the NIROM to investigate the
accuracy of the NIROM methodology.
The structure of the chapter is as follows: section 7.3 presents the reduced or-
der modelling method using Smolyak-RBF-POD method; section 7.4 illustrates the
NIROM method derived by means of two numerical examples: ﬂow past a cylinder
and lock exchange problem. Finally in section 7.5, summary and conclusions are
presented.
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7.3 Variable parametric non-intrusive model re-
duction methodology
In this section, the method of constructing variable parametric NIROM is described.
The key idea underpinning the approach is to use a two-level RBF interpolation.
The ﬁrst level RBF interpolation is used to represent parameter space and the second
level interpolation is used to represent the ﬂuid dynamics. In the ﬁrst level RBF, the
RBF interpolation method is used to construct a surface representing the varying
parameter space i.e. initial conditions and boundary conditions. In the second level
RBF, a set of hyper-surfaces is constructed to represent the reduced system.
7.3.1 Construction of basis functions
In this work, the variable vectors velocity u, pressure p and temperature D at time
level n can be written as:
un = αuΦ
T
u p
n = αpΦ
T
p , D
n = αDΦ
T
D, (7.1)
where αu, αp and αD denote the velocity, pressure and temperature solution vector of
reduced order model respectively, αu = (αu,1, αu,2, · · · , αu,m), αp = (αp,1, αp,2, · · · , αp,m)
and αD = (αD,1, αD,2, · · · , αD,m). ΦTu , ΦTp and ΦTD denote basis function vectors
for velocity, pressure and temperature respectively, and Φu = (Φu,1, . . . ,Φu,M),
Φp = (Φp,1, . . . ,Φp,m), ΦD = (ΦD,1, . . . ,ΦD,m).
The general form of the NIROM can be described as follows,
unj = fu,j(u
n−1,pn−1,Dn−1),
pnj = fp,j(u
n−1,pn−1,Dn−1), (7.2)
Dnj = fD,j(u
n−1,pn−1,Dn−1),
subject to the initial condition
u0j = (u
0
j ,Φu,j), p
0
j = (p
0
j ,Φp,j), D
0
j = (D
0
j ,ΦD,j), (7.3)
where (un−1,pn−1,Dn−1) denote a complete set of POD coeﬃcients at time level
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n−1 (n ∈ {1, 2, . . . , Nt}), Nt is the total number of time levels in the computational
period.
7.3.2 Smolyak sparse grid representing the parameter space
In this section, the method of representing the parameter space using Smolyak
sparse grid and RBF interpolation is described. The aim of this method is to
construct a surface representing the varying parameters using a RBF interpolation
method. The number of training data used to construct this surface is determined by
Smolyak sparse grids, which ﬁnd the optimal number of training data. A number of
random data points can be chosen to be training data points for the ﬁrst level RBF
interpolation. However, the accuracy of the interpolation function will be reduced
if too few data points are chosen. The computational cost will be more intensive if
too many data points are chosen. To this end, a sparse grid is used to determine
the number of training simulations. Each training data represents a set of basis
functions derived from a run of high ﬁdelity full model.
In Smolyak sparse grid interpolation, there is a parameter, called approximation
level, that controls how many nodes on the full tensor-product grid are selected. The
higher the approximation level is chosen, the larger number of nodes will be used
and higher approximation quality will be obtained, for more details, see Smolyak
(1963); Judd et al. (2014). Smolyak presented a rule that selects nodes from tensor
product grid. The construction process of the sparse grid can be summarised as
follows:
Let Q1l f be a quadrature rule on dimension 1 with Nl points, it has the form of,
Q1l f =
Nl∑
i=1
f(ξil).η
i
l , (7.4)
where l denotes the approximation level of sparse grid and f is the function on the
interval [0,1] to be approximated. The η denotes the weight corresponding the point
ξil and i denotes the i
th points on the dimension.
In order to construct the sparse grid, a multi-index I is introduced and has the
following form of,
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Figure 7.1: Example of 1-D grid: the graph shows the 1-D smolyak grid with level
0, level 1 and full tensor product grid (top to bottom) respectively.
I =
d∑
i=1
li. (7.5)
Using the multi-index, the d-dimensional sparse grid quadrature formulation Qdl f
on the space [0, 1]d then can be deﬁned as,
Qdl f =
∑
|l|≤l+d−1
(∆1l1 ⊗ · · · ⊗∆dld)f, (7.6)
where △1l is a diﬀerence quadrature rule, and is deﬁned as,
△1l = (Q1l −Ql−1)f, (7.7)
with
Q10f = 0. (7.8)
The Smolyak sparse grid satisﬁes the following condition:
d 6 i1 + i2 + · · ·+ id > d+ level, (7.9)
where d denotes a dimension size, i1, i2 and id are indices corresponding to dimension
1, 2 and d respectively, and each one varies from 1 to the number of points in one
dimension. For example, in one dimension case, if there are three points on the
dimension, then i1 ⊂ 1, 2, 3. The level is the approximation level. Examples of
Smolyak sparse grids of approximation levels 0, 1, 2 with dimension size 1 and 2 are
illustrated in ﬁgures 7.1 and 7.2.
As can be seen in the ﬁgures 7.1 and 7.2 the Smolyak sparse grid has a considerably
decreased number of nodes. In the one-dimensional case, see ﬁgure7.1, the full
tensor product has 5 nodes while the Smolyak sparse grid has only 1 or 3 nodes
depending on the level one or two. In two-dimensional case, see ﬁgure 7.2, the full
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(a) 2-D tensor product (b) Smolyak grid, level=0
(c) Smolyak grid, level=1 (d) Smolyak grid, level=2
Figure 7.2: Examples of grids: the ﬁgures displayed above shows the full tensor
product grid and 2-D smolyak sparse grid with level 0, 1 and 2.
tensor product has 25 nodes (5 × 5), while the Smolyak sparse grids with levels 0, 1
and 2 only have 1, 9 and 13 nodes respectively. It is worth noting that the number
of nodes ratio for the full tensor product and Smolyak sparse grid increases as the
dimension size increases. More details regarding the construction of Smolyak sparse
grid can be found in Gerstner & Griebel (1998); Judd et al. (2014). In this work,
each varying parameter constitutes one dimension in the parameter space which can
be a high dimension space.
After obtaining a number of data points, RBF interpolation method is used to con-
struct a parameter surface through the data points. A RBF is a function that its
value depends on the distance from the origin or some other points. The RBF is com-
monly used to approximate a function. The RBF interpolation method constructs
an approximation function through a number of random data points.
Let H(ξ) denote the function representing the varying parameter space, and has the
form of,
H(ξ) =
G∑
i=1
wi φ(‖ξ − ξi‖), (7.10)
where H(ξ) denotes the approximating function (parameter surface), and is a sum
of G radial basis functions φ, each RBF associated with a diﬀerent center ξi, and
weighted by a coeﬃcient wi. G is the number of training data points. The norm
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‖‖is usually chosen to be Euclidean distance. For a given data point ξj, it has a
form of,
H(ξj) =
G∑
i=1
wi φ(‖ξj − ξi‖), j ∈ {1, 2, . . . , G). (7.11)
The frequently used RBFs can be either multi-quadric, inverse quadratic, Gaussian,
plate spline or inverse multi-quadric. In this work, Gaussian RBF is chosen. The
Gaussian RBF has a form of φ(r) = e−(r/σ)
2
(r being radius and σ being the shape
parameter). The weights can be obtained by solving the linear equation (7.12),
Awi = b, (7.12)
where b is a vector consists of real functional values of the data points, and
A =


φ (‖ξ1 − ξ1‖2) φ (‖ξ1 − ξ2‖2) · · ·φ (‖ξ1 − ξG‖2)
φ (‖ξ2 − ξ1‖2) φ (‖ξ2 − ξ2‖2) · · ·φ (‖ξ2 − ξG‖2)
...
...
...
φ (‖ξG − ξ1‖2) φ (‖ξG − ξ2‖2) · · ·φ (‖ξG − ξG‖2)

 . (7.13)
The process of constructing a set of surfaces for the parameter space can be sum-
marised as,
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Algorithm 10: Constructing a set of surfaces for the parameter space
(1) Choose the varying parameters and ﬁnd the maximum and minimum values of
the varying parameters. The varying parameters constitute a tensor product
grid;
(2) Generate a Smolyak sparse grid for the varying parameters, and obtain the
number of nodes Ns on the Smolyak sparse grid;
(3) Generate a number of snapshots over the time period [0, T ] for each node at
the Smolyak sparse grid by solving the high ﬁdelity model;
(4) Calculate POD basis functions Φu, Φp or ΦD for each node through a
truncated SVD of the snapshots matrix;
(5) Calculate POD basis functions for a new arbitrary point within the domain of
the tensor product grid through the interpolation surface using the following
loop:
for j = 1 to m do
(i) Calculate the weights wi,j by solving;
Awi,j = Φi,j, i ∈ {1, 2, . . . , N},
(ii) Obtain a set of surfaces (Hu,j, Hp,j, HD,j) by substituting the weights into
following equations,
H(ξ) =
G∑
i=1
wi φ(‖ξ − ξi‖),
(iii) Obtain POD basis functions for a new arbitrary point using the equation,
H(ξk) =
G∑
i=1
wjφj(‖(ξk)− (ξj)‖).
endfor
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7.3.3 Constructing the second level RBF interpolation
In this section, a process of constructing the second level RBF interpolation repre-
senting ﬂuid dynamics is described. That is, this section describes a process how to
construct a set of hyper-surfaces. This set of hyper-surfaces is associated with an
undetermined point at Smolyak sparse grid.
Algorithm 11: Constructing hyper-surfaces for ﬂuid dynamics
(1) Obtain the functional values yi at the data point α
t = (αtu, α
t
p, α
t
D) via the
solutions from the high ﬁdelity model, where t ∈ {1, 2, . . .Nt};
(2) Obtain a set of hyper surfaces through the following loop:
for j = 1 to m do
(i) Calculate the weights wi,j by solving;

φ (‖α1 −α1‖2) φ (‖α1 −α2‖2) · · ·φ (‖α1 −αNt‖2)
φ (‖α2 −α1‖2) φ (‖α2 −α2‖2) · · ·φ (‖α2 −αNt‖2)
...
...
...
φ (‖αNt −α1‖2) φ (‖αNt −α2‖2) · · ·φ (‖αNt −αNt‖2)




w1
w2
...
wNt

 =


y1
y2
...
yNt


(ii) Obtain a set of hyper-surfaces (fu,j , fp,j, fD,j) by substituting the weights
obtained in the above equation into following equations,
fu,j(αu, αp, αD) =
Nt∑
i=1
wi,jφj(
∥∥(αu, αp, αD)− (αiu, αip, αiD)∥∥),
fp,j(αu, αp, αD) =
Nt∑
i=1
wi,jφj(
∥∥(αu, αp, αD)− (αiu, αip, αiD)∥∥),
fD,j(αu, αp, αD) =
Nt∑
i=1
wi,jφj(
∥∥(αu, αp, αD)− (αiu, αip, αiD)∥∥),
endfor
201
Chapter 7: Variable parametric non-intrusive reduced order modelling of
Navier-Stokes equations
7.3.4 Calculating the undetermined POD coefficients
After obtaining a set of hyper-surfaces in algorithm 11, then it can be used to
calculate the ROM. In this section, a process of calculating the undetermined POD
coeﬃcients is described.
Algorithm 12: Online calculation of the undetermined POD coeﬃcients (solutions
of ROM)
(1) Initialisation.
for j = 1 to m do
Initialize α0u,j, α
0
p,j and α
0
D,j;
endfor
(2) Calculate solutions of current time step:
for n = 1 to Nt do
for j = 1 to m do
(i) Assign a complete set of POD coeﬃcients αn−1u,j , α
n−1
p,j and α
n−1
D,j at
previous time level n− 1 into the hyper-surface f = (fu,j , fp,j, fD,j):
fu,j ← (αn−1u , αn−1v , αn−1D ), fp,j ← (αn−1u , αn−1v , αn−1D ), fD,j ← (αn−1u , αn−1v , αn−1D ),
(ii) Calculate the POD coeﬃcient αnu, α
n
p and α
n
D at current time level n
using the equations:
αnu,j =
Nt∑
i=1
wi,jφi,j(r), α
n
p,j =
Nt∑
i=1
wi,jφi,j(r), α
n
D,j =
Nt∑
i=1
wi,jφi,j(r),
endfor
Compute the solution un, pn and Dn on full space at current time level n by
projecting αnu,j, α
n
p,j and α
n
D,j onto the full space using the equations,
un =
m∑
j=1
αnu,jΦu,j , p
n =
m∑
j=1
αnp,jΦp,j, D
n =
m∑
j=1
αnD,jΦD,j.
endfor
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7.4 Numerical Examples
Two examples are presented in this section to show the capabilities of the NIROM
in resolving ﬂow problem governed by Navier-Stokes equations. In the ﬁrst exam-
ple a ﬂow past a cylinder is solved. This is used to demonstrate the capabilities
of varying boundary condition (inlet velocity). In the second example a 2-D lock
exchange problem is solved. This example involves varying the initial conditions
(initial temperature distribution). Both examples were simulated under the frame-
work of an advanced unstructured mesh ﬁnite element model (FLUIDITY) (see Pain
et al. (2005)).
7.4.1 Flow past a cylinder
In this example a 2 dimensional ﬂow past a cylinder is numerically simulated. The
problem domain is presented in ﬁgure 7.7 which shows a cylinder with a radius of
0.12 units at location (0.2, 0.2) embedded within a rectangle with 2 non-dimensional
units length and 0.4 non-dimensional units width. The ﬂuid dynamics of the ﬂow
are driven by an inlet velocity, which enters from the left boundary of the domain.
The ﬂuid is allowed to ﬂow past through the right boundary of the domain. No
slip and zero outward ﬂow conditions are applied to the lower and upper edges and
the Dirichlet boundary conditions are applied to the cylinder’s wall. The Reynolds
number used in this example is set to be Re = 4000. The simulation time period
is 6 seconds[0s − 6s], and the time step size is ∆t = 0.01. 300 snapshots were
captured at equal time intervals ∆t = 0.02 between the time period [0s− 6s]. The
computational domain consists of 3213 nodes.
The NIROM was constructed from snapshots of three simulations from the full
model. For each of these training simulations, the inlet velocity was varied between
0.45 and 0.55. The varying value of inlet velocity of training simulation is determined
by the Smolyak sparse grid. The number of training simulations is dependent on
the dimension size and the level of the Smolyak sparse grid, see Smolyak (1963).
A varying inlet velocity of 0.46, having diﬀerent values from the three training
simulations, is chosen to show the capability of the NIROM.
The singular values are presented in ﬁgure 7.3. It can be seen that there is a
sharp drop in the ﬁrst ﬁve singular values, and then they continue to decrease at a
steady rate, which means a larger singular value is associated with a basis function
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capturing more energy. This can be conﬁrmed on inspection of the basis functions
graph 7.4 which shows that of the ﬁrst, second and third basis functions capture
most of the energy and the 16th, 35th and 36th basis functions capture less energy.
The ﬁrst basis function captures the largest energy of the system while the 36th one
captures the least energy. The singular values decay graph 7.3 provides us a clear
indication how to choose the number of basis functions to represent the system.
In this example NIROM with 6, 12 and 36 basis functions are selected to demon-
strate the increasing accuracy resulting from choosing larger number of basis func-
tions. Figure 7.5 presents velocity proﬁle of exact high ﬁdelity model, as well as
NIROMs using 6, 12 and 36 basis functions at time levels t = 3 and t = 6. Whilst
there are visual diﬀerences in the NIROM with smaller number of basis function, in
comparison to the exact high ﬁdelity model’s solution, the NIROM has still captured
the dominant ﬂow proﬁle. Unlike the NIROM with 6 basis functions, the NIROM
with 12 basis functions well captured the ﬂow on the right half part of the com-
putational domain. When the number of basis functions were increased to 36, the
NIROM has captured the details of the ﬂow very well- namely there are few clear
diﬀerences with exact solutions. This can be conﬁrmed on inspection of the error
graph 7.6, which presents errors between the exact solutions with NIROMs with
6, 12 and 36 basis functions. The error is evidently decreased when the number
of basis function is increased to 36. Figure 7.7 compares the velocity solutions of
high ﬁdelity with NIROM using 6, 12 and 36 basis functions at a particular point
(x=0.89514, y=0.32519) on the computational domain. It clearly shows that the
NIROM with 36 basis functions is in close agreement with the exact solutions.
The ﬁgures 7.5 and 7.6 show that the new NIROM is capable of predicting unseen
variable parameters. In this paragraph, the error of NIROM is analysed. This
is achieved by root-mean-square error (RMSE) and correlation coeﬃcient, which
considers all the computational nodes on the mesh and all the simulation time
levels. Figure 7.8 shows the RMSE and correlation coeﬃcient between the high
ﬁdelity model and NIROMs with 6, 12 and 36 basis functions. This ﬁgure shows
again that the NIROM with more basis functions exhibits more prediction accuracy.
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Figure 7.3: Flow past a cylinder: the graph shows the ﬁrst 36 eigenvalues in a
decreasing order.
(a) 1st POD bases (b) 2nd POD bases
(c) 3rd POD bases (d) 16th POD bases
(e) 35th POD bases (f) 36th POD bases
Figure 7.4: Flow past a cylinder: the ﬁgures show the some of the ﬁrst 36 POD
bases functions of ﬂow past a cylinder test case.
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(a) Full model t = 3 (b) Full model t = 6
(c) NIROM 6 POD bases, t = 3 (d) NIROM 6 POD bases, t = 6
(e) NIROM 12 POD bases, t = 3 (f) NIROM 12 POD bases, t = 6
(g) NIROM 36 POD bases, t = 3 (h) NIROM 36 POD bases, t = 6
Figure 7.5: Flow past a cylinder: the ﬁgures displayed above shows the velocity
from full model and the NIROM with 6, 12 and 36 POD bases at time instances
3 and 6.
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(a) t = 3, 6 POD basis (b) t = 6, 6 POD basis
(c) t = 3, 12 POD basis (d) t = 6, 12 POD basis
(e) t = 3, 36 POD basis (f) t = 6, 36 POD basis
Figure 7.6: Flow past a cylinder: the ﬁgures show the velocity error between high
ﬁdelity model and NIROM with 6, 12 and 36 POD basis at time instances 3
and 6.
207
Chapter 7: Variable parametric non-intrusive reduced order modelling of
Navier-Stokes equations
0 50 100 150 200 250 300
Timesteps
0.2
0.3
0.4
0.5
0.6
0.7
0.8
V
el
oc
ity
Exact solutions
6 POD bases
12 POD bases
36 POD bases
Figure 7.7: Flow past a cylinder: the graph shows the velocity solutions from high
ﬁdelity model, NIROM with 6, 12 and 36 basis functions at location (x=0.89514,
y=0.32519).
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Figure 7.8: Flow past a cylinder: the graph shows the root mean squared er-
ror(RMSE) and correlation coeﬃcient between full model and NIROM with 6,
12 and 36 POD bases.
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7.4.2 Lock exchange
This section solves a lock exchange problem which involves two ﬂuids of diﬀer-
ent temperature and density separated by a lock. When the lock is removed, two
currents propagate along the tank horizontally. This laboratory-scale set up incor-
porates dynamics observed in gravity currents over a range of scales (see Benjamin
(1968)). The problem computational domain is presented in ﬁgure 7.9 which consists
of a non-dimensional rectangle (0.8 × 0.1). The initial conditions for the velocities
and pressure are u = 0 and p = 0, respectively. The isotropic value of viscosity is
1× 10−10. The Crank-Nicolson method was applied in the temporal discretisation.
The problem was resolved using the mesh with 4242 nodes, and 120 snapshots were
obtained at regularly spaced time intervals during the time period [0 − 30] from
each simulation. The NIROM was constructed from snapshots of three simulations
from the high ﬁdelity full model. Each simulation has a diﬀerent initial condition
for the non-dimensional temperature. The initial condition for the temperature is
T. It is set to be −T for the cold ﬂuid at the left side of the lock T for the hot ﬂuid
at the right side of the lock. T was varied between 0.45 to 0.55. According to the
Smolyak sparse grid, the T for the three training data points are set to be 0.45, 0.5
and 0.55, respectively. A initial temperature (T = 0.46) is chosen here to show the
capabilities of the NIROM, that is, the initial temperature of hot ﬂuid is set to be
−0.46 and the cold is set to be 0.46.
Figure 7.10 presents the singular values of the problem in a decreasing order. In this
problem, the reduction in the ﬁrst 10 singular values is very fast, which means the
ﬁrst 10 basis functions corresponding to these 10 singular values captured most of
the energy. Some of the ﬁrst 36 basis functions are presented in ﬁgure 7.11, which
shows the ﬁrst few basis functions are capturing the general proﬁle while the last
few basis functions are capturing the minor details of the proﬁle. In other words, the
basis functions resulting from the larger singular value captures the larger energy of
the system. In this example 6, 12 and 36 basis functions were chosen to show the
capabilities of the NIROM.
Figure 7.12 presents the temperature solutions obtained from high ﬁdelity model,
NIROM with 6, 12 and 36 basis functions. In comparison to the solution from
high ﬁdelity model, the NIROMs appear to be minor visual diﬀerences between all
the temperature solutions. However, temperature solutions predicted from NIROM
with 6 and 12 basis functions are shown to be diﬀusing a little bit slower than
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NIROM with 36 basis functions at the time level (t = 30). Using larger number
of basis functions results in greater accuracy of the NIROM. The NIROM with 36
basis functions is almost identical to the high ﬁdelity model. This can be conﬁrmed
by inspection of the error ﬁgure 7.13, which shows the solution diﬀerences between
exact solutions and NIROM with 6, 12 and 36 basis functions. It can be seen that the
error of NIROM with 36 basis functions is too small to notice. The error of NIROM
is also analysed by RMSE and correlation coeﬃcients analysis, which is presented
in ﬁgure 7.14. It can be seen that the RMSE curve and correlation coeﬃcient curve
of NIROM with 36 basis functions are ﬂat at this scale, and the RMSE is close to
0 and the correlation coeﬃcient is very close to 1. This means that in this case
NIROM using 36 basis functions has captured almost 99.99% energy of the system.
Figure 7.9: Lock exchange: the graph shows the computational domain of the 2-D
lock exchange problem.
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Figure 7.10: Lock exchange: the graph shows the singular values of the 2-D lock
exchange problem.
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(a) 1st POD bases (b) 2nd POD bases
(c) 3rd POD bases (d) 4th POD bases
(e) 12th POD bases (f) 18th POD bases
(g) the 31th POD bases (h) the 36th POD bases
Figure 7.11: Lock exchange: the ﬁgure shows some of the ﬁrst 36 basis functions
of the problem.
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(a) Full model t = 15 (b) Full model t = 30
(c) NIROM 6 POD bases, t = 15 (d) NIROM 6 POD bases, t = 30
(e) NIROM 12 POD bases, t = 15 (f) NIROM 12 POD bases, t = 30
(g) NIROM 36 POD bases, t = 15 (h) NIROM 36 POD bases, t = 30
Figure 7.12: Lock exchange: the ﬁgures displayed above shows the temperature
from full model and the NIROM of 6, 12 and 36 POD bases at time instances
15 and 30.
(a) t = 15, 6 POD basis (b) t = 30, 6 POD basis
(c) t = 15, 12 POD basis (d) t = 30, 12 POD basis
(e) t = 15, 36 POD basis (f) t = 30, 36 POD basis
Figure 7.13: Lock exchange: the ﬁgures show the temperature error between high
ﬁdelity model and NIROM with 6, 12 and 36 POD basis at time instances 15
and 30.
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Figure 7.14: Lock exchange: the graph shows the root mean squared error(RMSE)
and correlation coeﬃcient between full model and NIROM with 6, 12 and 36
POD bases.
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7.4.3 Efficiency of the NIROM model
This section compares the online computational cost required by high ﬁdelity model
and the NIROM. The speciﬁcations of the machine for simulations are: 4 cores
with a frequency of 2.00GHz(Intelr CoreTM i7-3537U CPU @ 2.00GHz 4); a 8GB
memory. One core was used when running the simulations since the test cases were
simulated in serial.
Table 7.1 lists the online CPU cost required for simulating the ﬂow past a cylinder
and lock exchange test cases using the full model and NIROM. The oﬄine cost
involving constructing the basis functions is not listed in this table.
Table 7.1: Online CPU cost required for simulating the two test cases using the
full model and NIROM during one time step.
Cases Model assembling and projection interpolation total
solving
Flow past Full model 0.5891 0 0 0.6002
a cylinder NIROM 0 0.0003 0.0001 0.0004
Lock Full model 0.9489 0 0 0.95003
exchange NIROM 0 0.0003 0.0001 0.0004
As shown in the table that the online CPU time required for the NIROM is substan-
tially less than that for high ﬁdelity model. The reduction in CPU time is dependent
on the complexity of problem.
7.5 Conclusion
This chapter has presented a new NIROM for variable parameter Navier-Stokes
equations. It forms two level RBF interpolation. The ﬁrst level RBF interpola-
tion is a set of surfaces representing parameter space such as initial conditions and
boundary conditions. The second level RBF interpolation is a set of hyper-surfaces
that represent ﬂuid dynamics of the system. A unique aspect of the NIROM is that
the training data points of the ﬁrst level RBF interpolation is determined by the
Smolyak sparse grid, resulting in optimal number of simulations.
Two numerical examples were chosen to demonstrate the capabilities of the NIROM.
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In the ﬁrst numerical example, ﬂow past a cylinder was solved, which the NIROM
was trained upon a small number of simulations determined by the Smolyak sparse
grid and then tested on a new varying parameter. It was shown that the NIROM was
accurate while the computational time was reduced by three orders of magnitude.
In the second example, a lock exchange problem was solved. The prediction capa-
bilities of the NIROM was carried out by specifying a new varying initial condition.
It was shown that the problem was well predicted with a signiﬁcantly eﬃcient com-
putational cost. An error analysis was undertaken through RMSE and correlation
coeﬃcient.
Future work will include applying the NIROM to more complex cases, realistic
problems and problems with more complex varying parameters set, for example,
several initial conditions, boundary conditions and other parameters were varied
simultaneously.
216
Chapter
EIGHT
Variable-material non-intrusive
reduced order modelling of
multi-phase porous media flows
8.1 Abstract
A novel variable-material non-intrusive reduced order model (NIROM) based on a
Smolyak sparse grid interpolation method, a radial basis function (RBF) method and
proper orthogonal decomposition (POD) has been developed for multiphase ﬂows
in porous media. This novel NIROM is constructed by using a Smolyak grid or
RBF interpolation methods to represent the material properties and a RBF method
to represent the time-dependent POD equations. The novelties of this work are in
(1) the use of the newly presented Smolyak gird and RBF interpolation method
to construct variable-material NIROM; (2) the ﬁrst attempt of applying such a
NIROM to multiphase porous media simulation; (3) the ﬁrst implementation of
such a NIROM under the framework of a unstructured mesh control volume ﬁnite
element (CVFEM) multiphase model.
The capability of this new NIROM has been numerically illustrated in three multi-
phase ﬂows in porous media: a four material layer case, a reservoir with four baﬄes
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and a reservoir with eight baﬄes case. By comparing the results of the novel NIROM
against the solutions obtained from the high ﬁdelity full model, it is shown that this
model can result in a large reduction in the CPU cost (by about three orders) while
much of the details of multiphase ﬂow in porous media are captured.
This chapter is derived from and expands upon Xiao et al. (2016b).
8.2 Introduction
In this chapter a novel NIROM for variable-material multi-phase porous media ﬂows
is described and numerically illustrated. The newly NIROM is capable of solving
multi-phase porous media problems with variable input parameters with consider-
able enhanced computational eﬃciency. An unseen material property set can be
obtained by interpolating from the Smolyak material property grid the RBF hyper-
surface. At each node in the Smolyak material grid there is a set of RBF hyper-
surfaces for POD coeﬃcients. The diﬀerence between this model and one presented
in previous chapter 7 ( two-level RBF interpolation model) lies in the ﬁrst-level inter-
polation. This model constructs a set of surface representing the material properties
directly using Smolyak sparse grid.
The structure of this chapter is as follows:
section 8.3 presents the methodology of constructing the NIROM for variable-material
multi-phase porous media ﬂows; section 8.4 illustrates the methodology derived by
means of four numerical examples. The illustration consists of four test problems
where a four material layers, reservoir with four and eight baﬄes and a 3D ﬂuvial
channel case are resolved. Finally in section 8.5, the conclusion is presented.
8.3 Methodology of constructing the NIROM for
variable-material multi-phase porous media flows
This section describes the methodology of construction of two-level interpolation rep-
resenting the varying material property multi-phase porous media problems. The
ﬁrst level interpolation is achieved by the Smolyak sparse interpolation or RBF
interpolation. The second level interpolation is through POD-RBF method, as de-
scribed in 2.7. In this approach, a number of simulations are run ﬁrstly, and each
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simulation has a set of varying material properties. The values of varying material
properties in each simulation are determined by the Smolyak sparse grid. Then, a set
of Smolyak sparse grids is constructed to represent those material properties. Those
sets of Smolyak sparse grids are essentially a set of surfaces. After obtaining the
surfaces, a set of new basis functions can be obtained by inputting a new arbitrary
point ξ. A set of hyper surfaces is then constructed to represent the ﬂuid dynamics
of multi-phase porous media problem. This process is described in algorithm 11.
After this process, the new results can be obtained by the on-line algorithm 12. In
algorithms 11 and 12, the subscript D denotes density. In this chapter, it can be
changed to denote saturation.
8.3.1 Material property surfaces based on Smolyak sparse
grid
The algorithm of constructing a set of Smolyak sparse grids for permeabilities can
be described as the following algorithm 13,
8.3.2 Permeability distribution surfaces based on radial ba-
sis functions
The radial basis function interpolation method can also be used to construct a set of
surfaces representing the permeability space. The radial basis function interpolation
method is an eﬃcient method to approximate a function using a number of scattered
data points. The radial basis functions interpolation method constructs functional
approximations in the form of
H(k) =
N∑
i=1
wi φ(‖k− ki‖), (8.2)
where the interpolation function f(k) is represented as a linear combination of N
radial basis functions(φ). Each RBF is associated with a diﬀerent center ki (other
points), and weighted by a coeﬃcient wi. ‖k − ki‖ is a scalar distance deﬁned by
the L2 norm.
In the RBF interpolation problem, the weight coeﬃcients wi are determined by
ensuring that the interpolation function values f(k) will match the given data y
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Algorithm 13: Constructing surfaces for permeabilities space using a Smolyak
sparse grid
(1) Determine d material property variables {k1, k2, · · · , kd} where d is the number
of varying rock types or permeability regions and calculate the minimum and
maximum values of those variables. Each material property variable constitute
one dimension of the Smolyak sparse grid;
(2) Construct a Smolyak sparse grid for the material property variables;
(3) Obtain values for each Smolyak sparse grid node
ki = {ki1, ki2, · · · , kid}, i ∈ (1, 2, · · · , Ns);
(4) Generate Ns sets of snapshots over the time period [0, T ] for each Smolyak
sparse grid node by running the high ﬁdelity model. Each Smolyak sparse grid
node is associated with a set of snapshots;
(5) Generate Ns sets of POD basis functions {Φ1u,Φ1p,Φ1S}, {Φ2u,Φ2p,Φ2S}, · · · ,
{ΦNsu ,ΦNsp ,ΦNsS } for each Smolyak sparse grid node ki, i ∈ (1, 2, · · · , Ns) by
performing a truncated SVD of the snapshots matrix obtained from
corresponding set of snapshots;
(6) Obtain a number of basis functions for a new material property point ki within
the domain of the tensor product grid via Smolyak sparse grid interpolation
method. A tensor product grid has a total number of nodes of Od where there
are O points used in each dimension and d is the size of dimensionality):
for j = 1 to m do
(i) Obtain a set of surfaces by using the Smolyak sparse grid interpolation
formulation,
Aˆ(k, d) =
∑
max(d,l+1)≤|l|≤d+l
(−1)d+l−|l| ·
(
d− 1
d+ l − |l|
)
(U l1 ⊗ · · · ⊗ U ld), (8.1)
where |l| = l1 + · · ·+ ld, (U l)(f) =
∑Ol
i=1 f(k
l
i).(H
l
i(k)),
endfor
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(basis functions) exactly. This is achieved by enforcing f(k) = y, which produces a
linear equation
Aw = y, (8.3)
where
A =


φ (‖k1 − k1‖2) φ (‖k1 − k2‖2) · · ·φ (‖k1 − kn‖2)
φ (‖k2 − k1‖2) φ (‖k2 − k2‖2) · · ·φ (‖k2 − kn‖2)
...
...
...
φ (‖kn − k1‖2) φ (‖kn − k2‖2) · · ·φ (‖kn − kn‖2)

 , (8.4)
w = [w1, w2, ..., wn]
T , y = [y1, y2, ..., yn]
T (8.5)
The weight coeﬃcients wj are then determined by solving the linear system (8.3)
Aw = y. The process of constructing a set of surfaces for the parameter space can
be summarised as,
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Algorithm 14: Constructing a set of surfaces for permeability distribution space
based on RBF interpolation
(1) Choose the varying parameters and ﬁnd the maximum and minimum values of
them. The varying parameters constitute a tensor product grid;
(2) Generate randomly a number of nodes G on the tensor product grid;
(3) Generate a number of snapshots over the time period [0, T ] for each node by
solving the high ﬁdelity model;
(4) Calculate POD basis functions Φu, Φp or ΦS for each node through a
truncated SVD of the snapshots matrix;
(5) Calculate POD basis functions for a new arbitrary point within the domain of
the tensor product grid through the interpolation surfaces using the following
loop:
for j = 1 to m do
(i) Calculate the weights wi,j by solving;
Awi,j = Φi,j, i ∈ {1, 2, . . . , N},
(ii) Obtain a set of surfaces (Hu,j, Hp,j, HS,j) by substituting the weights into
following equations,
H(k) =
G∑
i=1
wi φ(‖k− ki‖),
(iii) Obtain POD basis functions for a new arbitrary point using the equation,
H(kk) =
G∑
i=1
wjφj(‖(kk)− (kj)‖).
endfor
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8.4 Numerical Examples
8.4.1 Four material layers test case
The ﬁrst example for numerical illustration of the method proposed in this chapter
is a four material layer test case. This problem domain consists of a rectangle of
non-dimensional size 0.75 × 0.2, as shown in ﬁgure 8.3. The domain is divided into
four identical areas with permeabilities between 1 and 2. The viscosity of oil and
water are 1. The porosity of each layer is 0.2. Initial saturation of water and oil are
set to be 0.2 and 0.8 respectively. The injection is driven by constant pressure inlet
boundary condition with a dimensionless value of 1.
The problem was resolved with a mesh of 864 nodes during the simulation time
period [0, 0.03] with a time step size of 0.00005. 60 snapshots were taken from the
pre-computed solution at regularly spaced time intervals ∆t = 0.0005 and from
these POD bases are generated for the solution variables u, p, s.
The NIROM is constructed from a number of training simulations. For each of these
training simulations, the permeability sets of the four areas in the computational
domain were varied, the permeability sets are listed in table 8.1-labelled E1-E9.
The permeabilities of four areas of each training simulation are determined by the
Smolyak sparse grid. In this case the Smolyak sparse grid has a dimension size of
four and a approximation level of one. In order to test the NIROM, an unseen case
-labelled P1 in table 8.1, with a permeability set of (2.000, 1.500, 2.000, 1.550) was
predicted.
In this example 6, 12 and 18 POD basis functions were chosen to show the capa-
bilities of the NIROM. Figure 8.1 shows the saturation from the high ﬁdelity model
and NIROM with 6, 12 and 18 POD bases at time instances 0.01 and 0.025. It can
be seen that the NIROM with 6 POD bases captured the general magnitude of the
ﬂows well, however, saturation at some local small areas, for example, the front area
were not fully captured. This can be improved by increasing the number of POD
bases. As it is shown in the ﬁgure that the NIROM with 18 POD bases have a good
agreement with high ﬁdelity model. There is not too much visual diﬀerence between
the high ﬁdelity full model and NIROM with 18 POD basis functions.
Generally, the POD basis functions represent energy of the system. The larger
number of POD basis functions are used, the more energy will be captured. Some
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of the ﬁrst 18 POD basis functions are presented in ﬁgure 8.2, which shows the ﬁrst
POD basis function captures the most of the energy of the system, while the last
POD basis captures the minor detailed energy of the system. The energy captured
by the POD basis functions from the ﬁrst one to last one is in a decreasing order.
The comparison of saturation solutions at a particular point on the computational
domain between the high ﬁdelity full model and NIROM with 6, 12 and 18 POD
basis functions is presented in ﬁgure 8.3. The location of that particular point on
the domain is shown in the top of ﬁgure 8.3. It is evident in the ﬁgure that the
saturation solutions of NIROM with 18 POD basis functions are more closer to high
ﬁdelity model than NIROM with 6 and 12 POD basis functions.
Table 8.1: Permeability speciﬁcations for four-layer case
Cases Layer 1 Layer 2 Layer 3 Layer 4
E1 1.500 1.500 1.500 1.500
E2 1.000 1.500 1.500 1.500
E3 2.000 1.500 1.500 1.500
E4 1.500 1.000 1.500 1.500
E5 1.500 2.000 1.500 1.500
E6 1.500 1.500 1.000 1.500
E7 1.500 1.500 2.000 1.500
E8 1.500 1.500 1.500 1.000
E9 1.500 1.500 1.500 2.000
P1 2.000 1.500 2.000 1.550
224
8.4: Numerical Examples
(a) Full model t = 0.01 (b) Full model t = 0.025
(c) NIROM 6 POD bases, t = 0.01 (d) NIROM 6 POD bases, t = 0.025
(e) NIROM 12 POD bases, t = 0.01 (f) NIROM 12 POD bases, t = 0.025
(g) NIROM 18 POD bases, t = 0.01 (h) NIROM 18 POD bases, t = 0.025
Figure 8.1: Four material layers test case: the ﬁgures displayed above shows the
saturation from the high ﬁdelity model and NIROM with 6, 12 and 18 POD
bases at time instances 0.01 and 0.025.
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(a) 1st POD bases (b) 2nd POD bases
(c) 3rd POD bases (d) 6th POD bases
(e) 12th POD bases (f) 18th POD bases
Figure 8.2: Four material layers test case: the ﬁgures show the some of the ﬁrst
18 POD bases functions of the four material layers test case.
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Figure 8.3: Four material layers test case: the graph shows the saturation solutions
predicted by the full model and the NIROM using 6, 12 and 18 POD bases at
a position (x= 0.0625 y=0.075).
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8.4.2 Reservoir with four baﬄes
The second case is comprised of four low permeability barriers embedded in a higher
permeability domain as illustrated in ﬁgure 8.4. The domain has a non-dimensional
size of 10 × 10 with 2646 nodes. The permeability of the four barriers in this test
case are between 0.1 and 0.5, and the permeability of the background is 10. The
porosity is 0.2 and the injection was controlled by constant inlet velocity of (x=1,
y=1).
The full model simulation with a mesh of 2646 nodes was run during the simulation
period [0, 5] with a time step size of 0.01. 50 snapshots of solutions were collected
at regularly spaced time intervals ∆t = 0.1 for each solution variable.
Similar to the ﬁrst example, a number of training simulations are used for construct-
ing the NIROM. The number of training simulations are determined by the Smolyak
sparse grid. In this example, Smolyak sparse grid with level one and two were used
to demonstrate the performance of NIROM. The Smolyak sparse grid with level one
and dimensional size of four has 9 nodes and the Smolyak sparse grid with level
two has 41 nodes. The permeability of each barrier constitutes one dimension of
the Smolyak sparse grid. The quadrature rule used in this Smolyak sparse grid is a
Clenshaw-Curtis rule. Each node is associated with a training simulation and each
training simulation has a varied permeability combinations, see table 8.2, which
lists permeability combinations of the four-barrier case using level one for training
simulations -labelled E1-E9.
Table 8.2: Permeability combinations for four-barrier case with level one
Cases Barrier 1 Barrier 2 Barrier 3 Barrier 4
E1 0.300 0.300 0.300 0.300
E2 0.100 0.300 0.300 0.300
E3 0.500 0.300 0.300 0.300
E4 0.300 0.100 0.300 0.300
E5 0.300 0.500 0.300 0.300
E6 0.300 0.300 0.100 0.300
E7 0.300 0.300 0.500 0.300
E8 0.300 0.300 0.300 0.100
E9 0.300 0.300 0.300 0.500
P1 0.100 0.500 0.500 0.500
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An unseen Smolyak sparse grid node(0.1,0.5,0.5,0.5)-labelled P1 was predicted to
show the capabilities of the NIROM. Figure 8.5 presents the solutions of saturation
from high ﬁdelity model and the NIROM with 6, 12 and 24 POD bases at time
instances 1.5 and 4.0 using smolyak level one. It can be seen that the NIROM
with only 6 POD bases captured almost all the energy, and it only has some small
errors at the front area, as shown in ﬁgure 8.5(c). These errors were decreased by
using larger number of POD bases. There is no much visual diﬀerence between the
NIROMs with 12 and 24 POD bases and high ﬁdelity model since larger number of
POD bases results in more captured energy from the system. Some of the ﬁrst 24
POD basis functions are presented in ﬁgure 8.6. It can be seen that the ﬁrst few
basis functions are capturing the main energy, while the last few ones are capturing
the minor detailed informations.
A level two of the Smolyak sparse grid is also used to demonstrate the capabilities
of the NIROM. There are 41 nodes in this Smolyak sparse grid with level two.
Permeability combinations of the four barriers of 32 more nodes excluding 9 nodes of
level one are listed in table 8.3 and 8.4-labelled E10-E41. The solutions of saturation
of the unseen node (0.1,0.5,0.5,0.5) using level two are presented in ﬁgure 8.7. This
ﬁgure compares the saturation solutions of the high ﬁdelity model, NIROM with
6, 12 and 24 POD bases at time instances 1.5 and 4.0 using smolyak level two.
These results of level two are very close to that of level one. A point which is next
to the barrier one (lowest permeability area in the domain), see ﬁgure 8.8(top),
and it represents the most diﬃcult location in the domain to capture. The ﬁgure
8.8 shows the saturation solutions from high ﬁdelity model and NIROM with 6,
12 and 24 POD bases using level one(middle) and level two(bottom). The results
of NIROM using level one and two are very close, therefore, they are shown in
separate ﬁgures(middle and bottom in ﬁgure 8.8). It can be seen in the ﬁgure that
the NIROM with level two performs a little bit better than that of level two. This
is only one node which is located in the most diﬃcult area to capture from the 2646
nodes in the computational domain. The performance of overall nodes in the domain
is analysed by correlation coeﬃcient and root mean square error(RMSE), which are
presented in ﬁgure 8.9. This ﬁgure again shows that NIROMs are overall very close
to the ﬁdelity model and the errors are decreased by choosing larger number of POD
basis functions.
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Table 8.3: Permeability sets for the 4 barrier case with level two excluding level
one–part I
Cases Barrier 1 Barrier 2 Barrier 3 Barrier 4
E10 0.15857 0.300 0.300 0.300
E11 0.44142 0.300 0.300 0.300
E12 0.100 0.100 0.300 0.300
E13 0.500 0.100 0.300 0.300
E14 0.100 0.500 0.300 0.300
E15 0.500 0.500 0.300 0.300
E16 0.300 0.15857 0.300 0.300
E17 0.300 0.44142 0.300 0.300
E18 0.100 0.300 0.100 0.300
E19 0.500 0.300 0.100 0.300
E20 0.100 0.300 0.500 0.300
E21 0.500 0.300 0.500 0.300
E22 0.300 0.100 0.100 0.300
E23 0.300 0.500 0.100 0.300
E34 0.300 0.100 0.500 0.300
E25 0.300 0.500 0.500 0.300
E26 0.300 0.300 0.15857 0.300
Table 8.4: Permeability sets for the 4 barrier case with level two excluding level
one–part II
Cases Barrier 1 Barrier 2 Barrier 3 Barrier 4
E27 0.300 0.300 0.44142 0.300
E28 0.100 0.300 0.300 0.100
E29 0.500 0.300 0.300 0.100
E30 0.100 0.300 0.300 0.500
E31 0.500 0.300 0.300 0.500
E32 0.300 0.100 0.300 0.100
E33 0.300 0.500 0.300 0.100
E34 0.300 0.100 0.300 0.500
E35 0.300 0.500 0.300 0.500
E36 0.300 0.300 0.100 0.100
E37 0.300 0.300 0.500 0.100
E38 0.300 0.300 0.100 0.500
E39 0.300 0.300 0.500 0.500
E40 0.300 0.300 0.300 0.15857
E41 0.300 0.300 0.300 0.44142
P1 0.100 0.500 0.500 0.500
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1
2
34
Figure 8.4: Four baﬄes case: distribution of permeabilities in the domain, the
permeability of the four barriers(barrier 1: top; barrier 2: bottom; barrier 3:
right; barrier 4: left) are between 0.1 and 0.5, and the permeability of the
background is 10.
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(a) Full model t = 1.5 (b) Full model t = 4.0
(c) NIROM 6 POD bases, t = 1.5 (d) NIROM 6 POD bases, t = 4.0
(e) NIROM 12 POD bases, t = 1.5 (f) NIROM 12 POD bases, t = 4.0
(g) NIROM 24 POD bases, t = 1.5 (h) NIROM 24 POD bases, t = 4.0
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(a) the first POD bases (b) the second POD bases
(c) the third POD bases (d) the twelfth POD bases
(e) the twentieth POD bases (f) the twenty-fourth POD bases
Figure 8.6: Four baﬄes case: some of the ﬁrst 24 POD basis functions of the
reservoir with four baﬄes.
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(a) Full model t = 1.5 (b) Full model t = 4.0
(c) NIROM 6 POD bases, t = 1.5 (d) NIROM 6 POD bases, t = 4.0
(e) NIROM 12 POD bases, t = 1.5 (f) NIROM 12 POD bases, t = 4.0
(g) NIROM 24 POD bases, t = 1.5 (h) NIROM 24 POD bases, t = 4.0
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Figure 8.8: Four baﬄes case: the graphs show the solution velocities predicted by
the full model, and the NIROM with level one (middle) and level two (bottom)
at location (6.1905, 6.1905).
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Figure 8.9: Four baﬄes case: the graph shows the RMSE errors and correlation
coeﬃcient calculated for the NIROMs of the four barriers case.
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8.4.3 Reservoir with eight baﬄes
The third case is comprised of eight low permeability barriers embedded in a higher
permeability domain as illustrated in ﬁgure 8.10. The domain has a non-dimensional
size 10 × 10. The permeability of the eight barriers in this test case are between 0.1
and 0.5, and the permeability of the background is 10. The full model simulation
with a mesh of 2646 nodes was run during the simulation period [0, 5] with a time
step size of 0.01. 50 snapshots of solutions were collected at regularly spaced time
intervals ∆t = 0.1 for each solution variable. The porosity is 0.2 and the injection
was controlled by constant inlet velocity of (x=1, y=1).
In this example, the Smolyak sparse grid has a dimensional size of eight, and there
are 17 nodes in the sparse grid in terms of level one. Table 8.5 lists permeability
combinations of the eight-barrier case using level one-labelled E1-E17. An unseen
Smolyak sparse node (0.1,0.5,0.5,0.5,0.1,0.5,0.5,0.5)-labelled P1 is chosen to show
the capabilities of the NIROM.
Table 8.5: Permeability combinations for eight-barrier case with level one
Cases \ Barriers 1 2 3 4 5 6 7 8
E1 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3
E2 0.1 0.3 0.3 0.3 0.3 0.3 0.3 0.3
E3 0.5 0.3 0.3 0.3 0.3 0.3 0.3 0.3
E4 0.3 0.1 0.3 0.3 0.3 0.3 0.3 0.3
E5 0.3 0.5 0.3 0.3 0.3 0.3 0.3 0.3
E6 0.3 0.3 0.1 0.3 0.3 0.3 0.3 0.3
E7 0.3 0.3 0.5 0.3 0.3 0.3 0.3 0.3
E8 0.3 0.3 0.3 0.1 0.3 0.3 0.3 0.3
E9 0.3 0.3 0.3 0.5 0.3 0.3 0.3 0.3
E10 0.3 0.3 0.3 0.3 0.1 0.3 0.3 0.3
E11 0.3 0.3 0.3 0.3 0.5 0.3 0.3 0.3
E12 0.3 0.3 0.3 0.3 0.3 0.1 0.3 0.3
E13 0.3 0.3 0.3 0.3 0.3 0.5 0.3 0.3
E14 0.3 0.3 0.3 0.3 0.3 0.3 0.1 0.3
E15 0.3 0.3 0.3 0.3 0.3 0.3 0.5 0.3
E16 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.1
E17 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.5
P1 0.1 0.5 0.5 0.5 0.1 0.5 0.5 0.5
Figure 8.11 shows the solutions of saturation from full model and the NIROM with
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6, 12 and 24 POD bases at time instances 1.5 and 4.0 using smolyak level one.
It can be seen that the NIROMs has captured most of the energy. The NIROM
with 24 POD bases is more closer to high ﬁdelity model than NIROMs with 6 and
12 POD bases. The solutions obtained from the high ﬁdelity model and NIROMs
at a particular point in the domain are presented in ﬁgure 8.12. It again shows
that the saturation solutions from NIROMs with 6, 12 and 24 POD bases are close
to high ﬁdelity full model, and in the meantime, NIROM with larger number of
POD basis functions has higher accuracy than that of with smaller number of POD
basis functions. This is conﬁrmed by the inspection of the RMSE and correlation
coeﬃcient ﬁgures 8.13.
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Figure 8.10: Eight baﬄes case: distribution of permeability in the domain, the
permeability of the eight barriers are between 0.1 and 0.5, and the permeability
of the background is 10.
In order to compare the performance of NIROMs using Smolyak sparse grid and
RBF, the saturation proﬁle and saturation values comparison at a particular point
(x=1.9048, y=2.381) are presented in ﬁgure 8.14 and 8.15, respectively. The ﬁgure
8.14 shows the saturation proﬁle of the high ﬁdelity model, NIROM with Smolyak
sparse grid using 24 POD basis functions and NIROM with RBF using 24 POD basis
functions. Visually, the saturation of NIROM with RBF is more closer to the full
model than that of NIROM with Smolyak sparse grid. This can also be seen from
the ﬁgure 8.15, the two NIROMs perform well at the particular point (x=1.9048,
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(a) Full model t = 1.5 (b) Full model t = 4.0
(c) NIROM 6 POD bases, t = 1.5 (d) NIROM 6 POD bases, t = 4.0
(e) NIROM 12 POD bases, t = 1.5 (f) NIROM 12 POD bases, t = 4.0
(g) NIROM 24 POD bases, t = 1.5 (h) NIROM 24 POD bases, t = 4.0
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y=2.381) and NIROM with RBF performs better than NIROM with Smolyak sparse
grid.
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Figure 8.12: Eight baﬄes case: the graphs show the solution velocities predicted
by the full model, and the NIROM at position (6.1905 6.1905).
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Figure 8.13: Eight baﬄes case: the graph shows the RMSE errors and correlation
coeﬃcient calculated for the NIROM model for the 8 layers case.
(a) Full model t = 5 s (b) Smolyak, 24 POD, t = 5 s (c) RBF, 24 POD, t = 5 s
Figure 8.14: 8 baﬄes case: saturation comparison between the high ﬁdelity full
model, NIROM with Smolyak sparse grid and NIROM with RBF at time level
t = 5 s.
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Figure 8.15: 8 baﬄes case: saturation values comparison between the full model,
NIROM with Smolyak grid and RBF using 24 POD basis functions at a partic-
ular point (x=1.9048, y=2.381) on the domain.
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8.4.4 3D fluvial channel case
The fourth case examined is a 3D model of a reservoir containing a number of high
permeability channels. There are three types of channels in the reservoir and each
type has a diﬀerent permeability and associated uncertainty. The computational
domain was composed of 31776 nodes (ﬁgure 8.16). The diﬀerent channel types
are shown in diﬀerent colors blue, yellow and red. The water is injected into the
computational domain from the right side at constant pressure. The ﬂow passes
through the channels from right to left. The porosity is set to be φ=0.2 throughout
the model. The viscosities of the residual oil and irreducible water are set to be
0.004 and 0.001 Pa.s respectively. The simulation was run over the simulation period
[0, 1000days] with a time step size of 10 days. 20 snapshots of solutions were taken
at regularly spaced time intervals ∆t = 5 days for each solution variable (pressure
saturation and velocity).
In this test case, 23 training simulations were used to construct the NIROM. In order
to test the capability of the NIROM, three new cases with diﬀerent permeabilities
were simulated. In each of the 23 training simulations, the permeabilities of two
channels (the blue and the red channels in ﬁgure 8.16(b) were modiﬁed randomly.
The distribution of the 23 simulations with the diﬀerent permeabilities used is shown
in ﬁgure 8.16. The permeabilities were varied between 50 mD (milli-Darcy) and 1000
mD. The three new test simulations are points A, B and C in the ﬁgure 8.16 (a).
Point A is the closest point to the training points, and point B is a little bit further
from the training points. Point C is outside the training domain [50− 1000].
Figure 8.17 shows the saturation obtained from the full model and NIROM at time
15 days at point A (460, 360). Figure (c) compares the saturation obtained from two
models at a particular location x = 184.25, y = 110 in the computational domain,
see ﬁgure 8.16 (b). As can be seen in the ﬁgure, the results of the NIROM using
permeability values close to those used in the training set agree well with results from
the full physics model. Figure 8.18 shows the saturation proﬁle from the full model
and the NIROM at time 25 days at point B (475, 750). The saturation obtained from
the two models at a particular location x = 184.25, y = 110 in the computational
domain, see ﬁgure 8.16 (b), is given in the sub-ﬁgure (c). The NIROM results agree
less well with the simulation shown in the point of A. Figure 8.19 compares the
saturation proﬁle of the full model and NIROM after time 30 days at point C (450,
1250). Figure 8.19 (c) compares the saturation value obtained by the two models at
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(a) (b)
Figure 8.16: (a) the diﬀerent channel types (wide channels: blue), (medium width
channels: yellow) and (small channels: red) ; (b) the distribution of permeabil-
ities used for the red and blue channels
x = 184.25, y = 110 in the computational domain. The permeabilities of the widest
channel and narrowest channel are [450,1250], which are outside the domain of the
training points. The NIROM performed less well in this case.
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(a) Full model t = 15 days (b) NIROM, 12 POD, t = 15 days (c) Point A
Figure 8.17: Channel case: the saturation distribution obtained from the full
physical model and NIROM with 12 POD basis functions at time level t = 15
days for the permeabilities shown at point A (460, 360) in Figure 8.16 (b).
Figure (c) shows a comparison of the saturation value at x = 184.25, y = 110
in the computational domain, see ﬁgure 8.16 (a).
0 5 10 15 20
Timestep
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Sa
tu
ra
tio
n
Full model
NIROM
(a) Full model t = 25 days (b) NIROM, 12 POD, t = 25 days (c) Point B
Figure 8.18: Channel case: the saturation distribution obtained from the full
physical model and NIROM with 12 POD basis functions at time level t = 25
days at location B in ﬁgure 8.16 (b).
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Figure 8.19: Channel case: the saturation distribution obtained from the full
physical model and NIROM with 12 POD basis functions at time level t = 30
days at location C in ﬁgure 8.16 (a).
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(a) (b)
Figure 8.20: two examples of 22 diﬀerent channel types.
In order to test the capabilities of the NIROM for larger number of varying param-
eters, the reservoir was divided into 22 types of channels and each channel has a
diﬀerent permeability and associated uncertainty. 49 training simulations were used
in this example. Two of the permeability combinations among those 49 training
simulations are presented in ﬁgure 8.20. The saturation solutions at an untrained
point from full model and NIROM with 22 varying input permeabilities are pre-
sented in ﬁgure 8.21. From the ﬁgures, there are not too much visual diﬀerence. In
order to see the diﬀerence, the saturation values at a particular point (x=-18.378,
y=184.25, z=110) on the domain from both the high ﬁdelity model and NIROM are
presented in ﬁgure 8.22. It can be seen from the ﬁgures, the NIROM predict well
for the large number of varying parameter inputs.
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(a) Full model (b) NIROM, 12 POD
Figure 8.21: Channel case: Saturation solutions at an untrained point from full
model and NIROM with 22 varying input permeabilities.
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Figure 8.22: Reservoir with 22 types of channels: the graph shows the saturation
comparison between the full model and NIROM at an unseen point based on
49 training simulations particular point (x=-18.378, y=184.25, z=110).
8.4.5 Efficiency of the NIROM
Table 8.6 shows a comparison of the online CPU time required for running the full
model and non-intrusive Smolyak-RBF-POD ROM. The simulations were performed
on 12 cores machine of an Intelr Xeonr X5680 processor with 3.3GHz and 48GB
RAM. The test cases were run in serial, which means only one core was used when
simulating. It can be seen that the online CPU time required for running the
Smolyak-RBF-POD model is considerably less than that for the full model and is
reduced by a factor of 2500. It is worth noting that as the number of nodes increases
the CPU time required for the full model increases rapidly while the CPU time for
the Smolyak-RBF-POD model almost remains the same.
8.5 Conclusion
In this chapter a new non-intrusive reduced order model for varying material proper-
ties is presented. It was constructed by using a Smolyak sparse grid for the material
properties and a set of hyper-surfaces for the ﬂuid dynamics, which is a unique aspect
of this work. Another uniqueness is the non-intrusiveness, that is, it is independent
on the governing equations and source code. This non-intrusiveness results in this
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Table 8.6: Comparison of the online CPU time (dimensionless) required for running
the full model and Smolyak-RBF-POD ROMs during one time step.
Cases Model assembling and projection interpolation total
solving
Four material Full model 0.6000 0 0 0.6001
layers test case NIROM 0 0.0003 0.000 0.0004
Reservoir with Full model 1.730 0 0 1.731
four baﬄes NIROM 0 0.0003 0.0001 0.00040
Reservoir with Full model 1.730 0 0 1.731
eight baﬄes NIROM 0 0.0003 0.0001 0.00040
Full model 74.9200 0 0 74.920
Channels NIROM 0 0.0003 0.0001 0.00040
new ROM is easy to implement, modify and extend. This model was ﬁrstly imple-
mented under the framework of a 3D unstructured mesh multiphase model, Imperial
College Finite Element Reservoir Simulator (IC-FERST) and ﬁrstly applied to mul-
tiphase ﬂows in porous media problems. The results of numerical examples show
that the NIROM solves accurately the varying material properties multiphase porous
media problems with a high degree of computational eﬃciency. The errors of the
NIROM is analysed by RMSE and correlation coeﬃcient. It would be interesting to
apply this approach to commercial software, such as ECLIPSE (reservoir simulator).
It would be also interesting to apply this approach to uncertainty quantiﬁcation and
sensitivity analysis.
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9.1 Conclusions
In this thesis, I have presented three new non-intrusive reduced order modelling
methods: POD/Taylor series expansion, POD/ Smolyak sparse grid interpolation
and POD/RBF. These methods have been used to constructed NIROMs for free
surface, multi-phase porous media ﬂows and ﬂuid-solid coupling problems. In ad-
dition, two variable material non-intrusive ROMs have been proposed. One uses a
two level RBF interpolation. In this method, the ﬁrst level interpolation function
represents the material properties and the second level interpolation function rep-
resents the time-dependent ﬂuid dynamics. The second variable material NIROM
is based on a Smolyak sparse grid and RBF interpolation. This model is also con-
structed by two level interpolation functions. The ﬁrst level interpolation function
is constructed via Smolyak sparse grid to represent the material properties and the
second level (dynamic system representation) is constructed by RBF method. The
methods presented in this thesis have been illustrated by numerical test cases on
a ﬁnite element unstructured mesh ﬂuid model (Fluidity). It is demonstrated that
accuracy of solutions from the non-intrusive models is maintained whilst online CPU
times are reduced by several orders of magnitude in comparison to the high ﬁdelity
models. The beneﬁts of the NIROMs presented here is that they do not require any
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modiﬁcations to the source code, due to the fact that they are independent of the
governing equations.
Chapter 2 presents three novel NIROMs. Rather than standard intrusive ROM, the
three NIROMs use Smolyak sparse grid interpolation method, radial basis function
method and a Taylor series expansion method respectively to calculate the POD
coeﬃcients. The idea of the Smolyak sparse grid method and RBF method lies in
constructing a set of hyper-surfaces that representing the reduced space. The Taylor
expansion method uses a second order Taylor expansion to capture the quadratic
non-linearities in the Navier-Stokes equations. The methods have been numerically
compared against the high ﬁdelity full model on three ﬂow problems: ﬂow past a
cylinder, lock exchange and wind driven gyre problems. The three non-intrusive
methods gave accurate solutions. Taylor series expansion method perform poorly
for higher Reynolds numbers. The Smolyak sparse grid and RBF methods are then
used to construct NIROMs for more complex problems in the following chapters.
Chapter 3 presents a NIROM for three-dimensional (3D) free surface ﬂows using
POD-Smolyak. This is the ﬁrst time Smolyak sparse grid based non-intrusive ROMs
have been applied to 3D free surface ﬂow and implemented under the framework
of an advanced 3D unstructured mesh ﬁnite element ocean model (Fluidity). The
Smolyak sparse grid method is used to construct a set of hyper-surfaces representing
the reduced dynamic system. The performance of the new POD-Smolyak 3D free
surface ﬂow NIROM is illustrated for two numerical test cases: the Balzano test
case and the Okushiri tsunami test case. The results obtained from the free surface
NIROM have been compared against those from the high ﬁdelity free surface full
model. It is shown that the accuracy of solutions from free surface ﬂow NIROM is
maintained while the CPU cost is reduced by several orders of magnitude. An error
analysis has also been carried out for the validation of the new NIROM.
Chapter 4 presents a NIROM for multi-phase porous media ﬂows using POD-RBF.
This is the ﬁrst porous media ﬂow non-intrusive reduced order model and this
NIROM is developed for an advanced 3D unstructured mesh multiphase ﬂuid model,
the Imperial College Finite Element Reservoir Simulator (IC-FERST). A RBF inter-
polation method is used to form a hyper surface that represents the solution of the
multiphase porous media equations within the reduced space. The capabilities of the
newly developed multiphase porous media NIROM are illustrated in two reservoir
engineering test cases. A comparison between the full and POD-RBF model results
are made. An error analysis was also carried out for the validation and accuracy
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assessment of the POD-RBF model. The saturation shock-front can be captured
with relatively few POD basis functions, 18 POD basis function in the examples.
In comparison to the full model, without compromising the accuracy of results the
CPU time required for the POD-RBF model can be reduced by a factor of 2500.
Chapter 5 presents a NIROM for incompressible ﬂuid-structure problem. This is
the ﬁrst non-intrusive incompressible ﬂuid-structure reduced order model. It is de-
veloped under the framework of the combined ﬁnite-discrete element method based
solid model (Y2D) and unstructured mesh ﬁnite element multi-phase model (Flu-
idity). A RBF multi-dimensional interpolation method is used to construct a set
of interpolation hyper surfaces representing the reduced FSI dynamic system. The
performance of the NIROM has been demonstrated by applying to three coupling
test cases: a one-way coupling case (ﬂow past a cylinder), two two-way coupling
cases (a free-falling cylinder in water and a vortex-induced vibrations of an elastic
beam case). The numerical simulations show that the FSI NIROM exhibits good
agreement with the high ﬁdelity model.
Chapter 6 presents a NIROM for compressible ﬂuid and fractured solid coupling
problems. This is the ﬁrst compressible ﬂuids and fractured solids NIROM. It has
also been implemented under the framework of a combined ﬁnite-discrete element
method based solid model (Y2D) and an unstructured mesh ﬁnite element model
(Fluidity). The performance of the NIROM for compressible ﬂuids and fractured
solids problem is numerically illustrated in two test cases: a bending beam forced
by ﬂows and a blasting case. Interestingly, the results obtained from NIROM with
mean subtraction beforehand are found to be poor. In this chapter, the issue whether
or not the mean of snapshots is subtracted before performing POD is studied by
comparing the ﬂuid and fracture solid coupling NIROM results with those from the
high ﬁdelity model. An error analysis has been also carried out to validate and assess
the newly NIROM. It is found that the ﬂuid and fracture solid coupling NIROM
without subtraction the mean can perform much better than that with subtracting
the mean from the snapshots that are used to help form the POD basis functions.
The numerical results show that the NIROM performs well and exhibits a good
agreement with the high ﬁdelity model. The front of shock waves is captured well
using only a small number of POD basis functions.
Chapter 7 presents a new variable parameters NIROM for the Navier-Stokes equa-
tions using two-level RBF interpolation. In this model, the ﬁrst level RBF inter-
polation is a set of surfaces representing the parameter space such as initial and
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boundary conditions. The second level RBF interpolation is a set of hyper-surfaces
that represents the dynamics of the system. A unique aspect of the NIROM is that
the training data points of the ﬁrst level RBF interpolation is determined by the
Smolyak sparse grid, resulting in optimal number of running of simulations. Two
numerical examples were chosen to demonstrate the capabilities of the NIROM:
ﬂow past a cylinder and a lock exchange problem. The prediction capabilities of
the NIROM was investigated by specifying the initial and boundary conditions with
the sparse grid. It was shown that the problem was well predicted with a greatly
reduced computational CPU cost. An error analysis was also undertaken.
Chapter 8 presents a new variable material NIROM for multi-phase porous media
ﬂows using Smolyak and RBF interpolation methods. Unlike the variable param-
eter NIROM presented in the chapter 7, which uses a RBF interpolation method
to represent the material properties, this model uses a Smolyak sparse grid to con-
struct the material properties surfaces. The model was also implemented under the
framework of a 3D unstructured mesh multiphase model, the Imperial College Finite
Element Reservoir Simulator (IC-FERST). It has been applied to multiphase ﬂows
in porous media problems. The results of numerical examples show that the NIROM
solves accurately the varying material properties in multiphase porous media prob-
lems with a high degree of computational eﬃciency. The errors of the NIROM is
analysed by RMSE and correlation coeﬃcient.
9.2 Future work
While the new NIROMs and their applications have been implemented and demon-
strated in this work, there are some possible extensions.
9.2.1 Possible extensions and applications
It would be interesting to apply the NIROMs to uncertainty analysis, sensitivity
analysis and optimisation where many runs of models are required. Data assimi-
lation is also an interesting research ﬁeld. We applied the NIROM to free surface
problems, multiphase porous media problems and coupling problems in chapters
3, 4, 5 and 6. In the future, it will be interesting to apply the NIROM to more
complex problems such as urban ﬂooding, realistic blasting cases and urban pipe
256
9.2: Future work
problems. In chapters 4 and 8, we demonstrated our results within the platform
of Fluidity. In the future, we can also apply this method to build a NIROM for
some commercial software, such as ECLIPSE (reservoir simulator). Error analysis
methods such as posteriori error analysis may also be developed in future work, see
ﬁgure 9.1. The deep learning method is a new research topic in machine learning
LeCun et al. (2015). It allows models to use multiple layers to represent the physical
system. The powerful capabilities of deep learning has been demonstrated in a wide
range of application areas such as information processing, speech recognition, object
detection and text processing. It would be interesting to use a deep learning method
to construct a set of hypersurfaces representing the time-dependent ﬂuid dynamics
for complex problems in reduced space.
9.2.2 Subdomain based reduced order model
It would also be interesting to develop a novel domain decomposed based reduced
order reservoir model. This ROM can be formed by dividing up the domain into sub-
domains and performing either intrusive or non-intrusive reduced modelling within
each of these subdomains and linking their solutions to obtain the overall solution.
Due to the local behavior of the subdomain ROM it is expected to scale much
better to large multi-scale problems (hyper-reduction) and require fewer basis func-
tions compared to the global POD basis function method normally used. Figure 9.1
shows a schematic of a possible hyper-reduction or sub-grid-scale reservoir model
framework.
Figure 9.1: Framework for hyper-reduction and sub-grid-scale reservoir modelling.
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To form this model, we can use i) Proper Orthogonal Decomposition (POD) meth-
ods to form the basis functions, combined with ii) methods that treat the non-linear
terms eﬃciently (e.g. Residual DEIM (Xiao et al. (2014)) - forming the non-linear
approximations implicitly in time, Localized DEIM (Ghasemi & Gildin (2015); Pe-
herstorfer et al. (2014)) - forming the non-linear terms using DEIM local to regions,
Matrix DEIM (Wirtz et al. (2014)) - forming the ROM matrix equation by DEIM
interpolation of parts of the forward model matrix centred at the DEIM points),
iii) the use of dual weighted basis functions in order to form POD basis in the op-
timal sense of calculating a key modelling goal(s) like oil production rate, iv) the
use of subdomains in order to localize the ROM and enable it to be applied to large
scale problems and v) the use of response surfaces such as RBF and Smolyak sparse
grid methods in order to form non-intrusive ROM’s that require no modiﬁcation of
the forward model to construct. The combination of these methods will result in
a unique tool that oﬀers substantial improvements in computational eﬃciency, ease
of use (NIROM) and accuracy compared to traditional ROM. This will enable very
detailed embedded solutions to be formed for detailed processes (e.g. ﬂow through
fractures) occurring in reservoir modelling and provide improved analysis (to what
is currently available) of multi-scale and multi-phase dynamics for use in prediction,
design optimisation and data assimilation. The hypothesis is that its ﬁne-multi-scale
modelling may thus act as a highly sophisticated sub-grid-scale model that can be
truncated at any level of reﬁnement/sophistication.
9.2.3 Non-intrusive ROM for problems with adaptive meshes
The adaptive mesh is widely used technology in modelling. The non-intrusive ROM
will be applicable to more engineering areas if it is capable of dealing with problems
with adaptive meshes. A spatial location inconsistency of nodes will arised when
forming the POD basis functions. One possible way of incorporating the adaptive
mesh technology into non-intrusive ROM is through supermesh technologies (Farrell
et al. (2009)).
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