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Equilibrium of disordered systems : constructing the appropriate valleys
in each sample via strong disorder renormalization in configuration space
Ce´cile Monthus and Thomas Garel
Institut de Physique The´orique, CNRS and CEA Saclay, 91191 Gif-sur-Yvette cedex, France
To describe the equilibrium properties of disordered systems and the possible emergence of various
’phases’ at low temperature, we adopt here the ’broken ergodicity’ point of view advocated in
particular by Palmer [Adv. Phys. 31, 669 (1982)] : the aim is then to construct the valleys of
configurations that become separated by diverging barriers and to study their relative weights, as
well as their internal properties. To characterize the slow non-equilibrium dynamics of disordered
systems, we have recently introduced in [C. Monthus and T. Garel, J. Phys. A 41, 255002 (2008) and
arXiv:0804.1847] a strong disorder renormalization procedure in configuration space, based on the
iterative elimination of the smallest barrier remaining in the system. In the present paper, we show
how this renormalization procedure allows to construct the longest-lived valleys in each disordered
sample, and to obtain their free-energies, energies and entropies. This explicit RG formulation is
very general since it can be defined for any master equation, and it gives new insights into the main
ingredients of the droplet scaling picture. As an application, we have followed numerically the RG
flow for the case of a directed polymer in a two-dimensional random medium to obtain histograms of
the free-energy, entropy and energy differences between the two longest-lived valleys in each sample.
I. INTRODUCTION
In statistical physics, any large-scale universal behavior is expected to come from some underlying renormalization
(’RG’) procedure that eliminates all the details of microscopic models. In the presence of quenched disorder, interest-
ing universal scaling behaviors occur both at phase transitions (as in pure systems) but also in the low-temperature
disorder-dominated phases. Since the main property of frozen disorder is to break the translational invariance, the
most natural renormalization procedures that allow to describe spatial heterogeneities are a priori real-space RG proce-
dures. Among real-space renormalization procedures that have been introduced for pure systems [1], Migdal-Kadanoff
block renormalizations [2] play a special role, because they can be considered either as approximate renormalization
procedures on hypercubic lattices, or as exact renormalization procedures on certain hierarchical lattices [3, 4]. They
have thus been used to study various disordered models, such as the diluted Ising model [5], ferromagnetic random
Potts model [6, 7, 8] and spin-glasses [9, 10, 11, 12, 13, 14, 15]. For the case of spin-glasses, the main output of these
Migdal-Kadanoff RG studies is that the probability distribution PL(J) of the effective coupling J on scale L satisfies
a closed RG equation whose solution flows towards a fixed shape with a scale-dependent width Lθ that defines the
droplet exponent θ. To adapt this idea to hypercubic lattices, the notion of ’Domain-wall RG’ has been developed
[16, 17, 18, 19], where the droplet exponent θ is defined via the change of the free-energy of a given sample when peri-
odic boundary conditions are replaced by antiperiodic boundary conditions. This definition can be used numerically in
dimensions d = 2, 3 to obtain a fixed shape for the probability distribution of this free-energy difference when rescaled
by Lθ [16, 17, 18]. Although this result is expected to come from some underlying RG procedure, we are not aware
of an explicit principle to define a real-space RG procedure for this distribution for hypercubic lattices (apart from
the Migdal-Kadanoff approximation that actually replaces the hypercubic lattice by a hierarchical lattice). Because
of the difficulties to formulate an appropriate coarse-graining in real space (see the discussion in section VI of ref.
[19]), Fisher and Huse [19] have preferred to formulate their droplet scaling theory as ’a scaling Ansatz for the nature,
statistics, energetics and dynamics of the low-lying large scale excitations’ [...] ’using RG ideas only to justify our
scaling assumptions’.
The aim of the present paper is to show that the universal scaling behaviors that appear in the low-temperature
disorder-dominated phases of disordered systems can be understood within an explicit and consistent RG procedure
in configuration space. We adopt here the ’broken ergodicity’ point of view [20, 21] (see more details in section II A),
so that the aim of the RG procedure is to construct the valleys of configurations that are separated by large barriers.
To study the non-equilibrium dynamics of disordered systems, we have recently introduced a strong disorder RG
procedure to characterize the statistics of barriers on various scales and the extremely-slow logarithmic growth of the
coherence length l(t) ∼ (ln t)1/ψ [22, 23]. In the present paper, we show how this method can be used to construct
the valleys that are separated by barriers above a given threshold and to study their statistical properties.
The paper is organized as follows. In section II, we briefly recalled the ’broken ergodicity’ point of view and
explain how a coarse-grained dynamics between valleys allows to obtain their free-energy differences. In section III,
we describe the explicit strong-disorder RG rules for random master equations and discuss the properties of the valleys
that emerge. In particular, we explain how the free-energy differences between valleys is constrained by a conservation
2law for ratios of renormalized transition rates along the RG flow. In section IV, we describe the ’simplified RG rules’
that are valid at large scales near ’infinite disorder fixed points’, and that correspond to the notion of quasi-equilibrium
inside each valley. Our conclusions are summarized in section V.
II. DEFINING VALLEYS VIA SOME COARSE-GRAINED DYNAMICS
A. Reminder on the ’ergodicity/broken ergodicity’ point of view in statistical physics [20]
The statistical physics of equilibrium is based on Boltzmann’s ergodic principle, that states the equivalence between
the ’time average’ of any observable A over a sufficiently long time t by an ’ensemble average’ over microscopic
configurations c of energies e(c)
1
t
∫ t
0
dτA(τ) ≃
t→∞
∑
c
A (c) peq (c) (1)
where peq (c) represents the Boltzmann measure at temperature T = 1/β
peq (c) =
e−βe(c)
Ztot
(2)
and where Ztot is the partition function
Ztot ≡
∑
c
e−βe(c) (3)
Even if historically and physically, this dynamical interpretation of the equilibrium is crucial, it is sometimes a bit
’forgotten’. In particular to discuss the appearance of low temperature symmetry broken phases in pure systems
such as ferromagnets, it has become usual to reason only statically in terms of the properties of the Boltzmann
measure in the thermodynamic limit, but this way of thinking usually involves some ’cheating’, in the sense that
one adds an infinitesimal magnetic external field, or some special boundary conditions for the spins to select the
possible ’pure states’ that are obvious from the very beginning. For disordered systems, many discussions of the
equilibrium are based on the same purely ’static’ way of thinking, but they face the very essential problem that
whenever disorder induces some frustration, the possible ’pure states’ are not at all obvious because they depend
on the realization of the randomness. In particular for spin-glasses (see the reviews [24]) which constitute the most
studied frustrated disordered system, there exists a long-standing controversy on the nature and the number of pure
states, as well as on the definition of appropriate order parameters. The main descriptions are the mean-field-inspired
’replica-symmetry-breaking’ point of view [25], the renormalization-inspired ’droplet’ scaling picture [17, 18, 19], the
more recent numerically-inspired ’Trival-Non Trivial’ [26] and ’state hierarchy of correlated spin domains’ [27, 28]
descriptions. As a consequence, a purely static definition of pure states based on the infinite-volume limit of finite-
volume Boltzmann measures which is simple for ferromagnets when the answer is known in advance, turns out to
become very subtle for frustrated disordered systems where the number and the nature of pure states are not known
in advance (see for instance the discussions in [29, 30]). We thus feel that for such systems, a much clearer physical
description can be achieved by returning to the ’historical’ point of view of statistical mechanics where the equilibrium
is considered as the stationary measure of some dynamics, so that the question on the number of ’phases’ for the
equilibrium becomes a question of ergodicity-breaking for the dynamics : are there valleys in configuration space
that become separated by diverging barriers in the thermodynamic limit and that keep nevertheless finite free-energy
differences ? This broken-ergodicity point of view is actually also the ’historical’ point of view for the spin-glass
problem : in their original paper [31], Edwards and Anderson have defined their order parameter by the following
sentence : “ if on one observation a particular spin is Si(0), then if it is studied again a long time later, there is a
non-vanishing probability that Si(t) will point in the same direction”. The importance of this definition has been
further emphasized by Anderson in [32] : “If the spins are going to polarize in a particular random function [...], we
had better not try to characterize the order by some kind of long-ranged order in space, or by some kind of order
parameter defined in space, but we must approach it from a pure non-ergodic point of view, as a long-range order in
the time alone : if the system has a certain order at t = 0, then as t → +∞ there remain a finite memory of that
order”
qi = lim
t→∞
< Si(0)Si(t) > (4)
3Many works have then tried to characterize the phase space structure of spin-glasses via dynamical studies, in particular
by measuring numerically the distance between two configurations that are submitted to the same thermal noise to
detect the presence of different valleys that become separated by diverging barriers in the thermodynamic limit [33].
Since the works on spin-glasses that are based on a ’dynamical’ point of view of the equilibrium are too numerous
to be summarized here, we will stop here this reminder, and we refer the reader to the papers of Palmer where the
issues related to ’broken ergodicity’ are discussed in detail, both for statistical physics models in general [20] and for
spin-glasses in particular [20, 21]. Once one has adopted this ’broken ergodicity’ point of view, the aim is to construct
the valleys that tend to confine the dynamics in the thermodynamic limit. The starting point is thus some microscopic
dynamics in phase space.
B. Microscopic dynamics with detailed balance
In statistical physics, it is convenient to define the dynamics via a master equation describing the evolution of the
probability pt(c) to be in a microscopic configuration c at time t
dpt (c)
dt
=
∑
c′
pt (c
′)w (c′ → c)− pt (c)wout (c) (5)
The notation w (c′ → c) represents the transition rate per unit time from configuration c′ to c, and the notation
wout (c) ≡
∑
c′
w (c→ c′) (6)
represents the total exit rate out of configuration c. To ensure that any finite system will converge towards thermal
equilibrium in the limit of infinite time, we consider as usual that the transition rates satisfy the detailed balance
property
e−βe(c)w (c→ c′) = e−βe(c
′)w (c′ → c) (7)
Then, the Boltzmann equilibrium distribution of Eq 2 is the stationary solution of the master equation of Eq. 5.
C. Notion of coarse-grained dynamics between valleys
We now assume that the microscopic master equation of Eq. 5 can be coarse-grained into a renormalized master
equation
dPt (C)
dt
=
∑
C′
Pt (C
′)W (C′ → C) − Pt (C)Wout (C) (8)
between ’renormalized configurations’ denoted by C (not to be confused with the microscopic configurations denoted
by c) in terms of renormalized transition rates W (not to be confused with the microscopic transition rates denoted
by w). An explicit procedure to renormalize master equation will be discussed in details in the next section III, but
here in the remaining of this section, our aim is to discuss the general meaning of any such coarse-grained dynamics.
From now on, ’renormalized configurations’ will be called ’valleys’ to simplify the formulation.
D. Definition of the free-energies F (C) of valleys
The stationary solution Pst(C) of the renormalized master equation of Eq. 8 is then fixed (up to a normalization
constant) by the ratios of the renormalized transition rates
Pst(C)
Pst(C′)
=
W (C′ → C)
W (C → C′)
(9)
In the statistical physics of equilibrium, it has been understood since Einstein that the probability of some fluctuation
is determined by the free-energy cost ∆F (Fluct) of this fluctuation
Probeq(Fluct) ∝ e
−β∆F (Fluct) (10)
4This property is nowadays considered as sufficiently ’fundamental’ to be used to extend the notion of free-energy to
non-equilibrium situations : the ’out-of-equilibrium’ free-energy is then defined from the large deviation function that
govern the probability of fluctuations (see the recent review [34] and references therein for more detailed explanations
and examples).
For our present problem in any finite system, the coarse-grainedmaster equation will converge towards the stationary
distribution Pst(C) in the limit of infinite-time. It is thus natural to define the free-energy F (C) of the valley C from
the stationary solution Pst(C) of the renormalized master equation by
Pst(C) =
e−βF (C)
ZR
(11)
with the normalization ZR ensuring that
∑
C Pst(C) = 1. In particular, the ratios of the renormalized transition rates
of Eq. 9 determines directly the free-energy differences between valleys
e−β(F (C)−F (C
′)) =
W (C′ → C)
W (C → C′)
(12)
It is very important to stress here that the free-energies of the valleys have been defined in Eqs 11 and 12 from the
coarse-grained dynamics between valleys, i.e. from the inter-valleys dynamics. But we have made no statement yet
about what happens inside each valley, because the intra-valley properties actually depend on the explicit principle
that is used to renormalize the master equation. We will thus rediscuss this point in the next sections for the explicit
strong-disorder renormalization procedure that we will use to renormalize the master equation.
E. Inter-valleys entropy Sinter and valleys weights statistics
Once the stationary distribution Pst(C) of the renormalized master equation is know, it is natural to introduce the
following inter-valleys entropy Sinter
Sinter = −
∑
C
Pst(C) lnPst(C) (13)
This quantity is called ’complexity’ in [20, 21], but since this word is used with different meanings, we will keep the
name ’inter-valley entropy’ for clarity.
To better characterize the statistics of the valleys weights, it is interesting to introduce the generalized moments
[35]
Yk =
∑
C
[Pst(C)]
k
(14)
(one has the normalization Yk=1 = 1, and the entropy S
inter of Eq. 13 corresponds to Sinter = −∂Yk|k=1). Results
on the valley weights statistics in mean field spin-glasses (in the Random Energy Model and in the SK model) and in
other statistical physics models are reviewed in [35]. More detailed studies on probability distributions of the Yk can
be found in [36].
III. STRONG DISORDER RENORMALIZATION OF MASTER EQUATIONS
In the present section, we explained why the strong disordered renormalization of master equation introduced in
[22] is the appropriate way to construct the coarse-grained dynamics between valleys starting from the microscopic
master equation. Strong disorder renormalization (see [37] for a review) is a very specific type of RG that has been
first developed in the field of quantum spins : the RG rules of Ma and Dasgupta [38] have been put on a firm
ground by D.S. Fisher who introduced the crucial idea of “infinite disorder” fixed point where the method becomes
asymptotically exact, and who computed explicitly exact critical exponents and scaling functions for one-dimensional
disordered quantum spin chains [39]. This method has thus generated a lot of activity for various disordered quantum
models [37]. It has been then successfully applied to various classical disordered dynamical models, such as random
walks in random media [40, 41], reaction-diffusion in a random medium [42], coarsening dynamics of classical spin
chains [43], trap models [44], random vibrational networks [45], absorbing state phase transitions [46], zero range
processes [47] and exclusion processes [48]. In all these cases, the strong disorder RG rules have been formulated
5in real space, with specific rules depending on the problem. For more complex systems where the formulation of
strong disorder RG rules has not been possible in real space, we have recently proposed in [22] a strong disorder RG
procedure in configuration space that can be defined for any master equation. In the remaining of this section, we
first recall this procedure, and then discuss its consequence for the free-energy differences that can be extracted from
the renormalized transition rates (see Eq. 12), and for the energies of the valleys.
A. Reminder on the ’full’ strong disorder RG rules [22]
For dynamical models, the aim of any renormalization procedure is to integrate over ’fast’ processes to obtain
effective properties of ’slow’ processes. The general idea of ’strong renormalization’ for dynamical models consists in
eliminating iteratively the ’fastest’ process. The RG procedure introduced in [22] can be summarized as follows ( see
[22, 23] for more explanations ) :
(1) find the configuration C∗ with the largest exit rate W ∗out
W ∗out =Wout (C
∗) ≡ maxC [Wout (C)] (15)
(2) find the neighbors (C1, C2, ..., Cn) of configuration C
∗, i.e. the configurations that were related via positive rates
W (C∗ → Ci) > 0 and W (Ci → C∗) > 0 to the decimated configuration C∗ (here we will assume for the simplicity of
the discussion, and because it is usually the case in statistical physics models, that if a transition has a strictly positive
rate, the reverse transition has also a strictly positive rate). For each neighbor configuration Ci with i ∈ (1, .., n),
update the transition rate to go to the configuration Cj with j ∈ (1, .., n) and j 6= i according to
Wnew(Ci → Cj) =W (Ci → Cj) +W (Ci → C
∗)× piC∗ (Cj) (16)
where the first term represents the ’old’ transition rate (possibly zero), and the second term represents the transition
via the decimated configuration C∗ : the factor W (Ci → C∗) takes into account the transition rate to C∗ and the
term
piC∗ (Cj) =
W (C∗ → Cj)
Wout (C∗)
(17)
represents the probability to make a transition towards Cj when in C
∗. The 2n rates W (C∗ → Ci) and W (Ci → C
∗)
then disappear with the decimated configuration C∗. Note that the rule of Eq. 16 has been recently proposed in
[49] to eliminate ’fast states’ from various dynamical problems with two very separated time scales. The physical
interpretation of this rule is as follows : the time spent in the decimated configuration C∗ is neglected with respect to
the other time scales remaining in the system. The validity of this approximation within the present framework will
be discussed in detail below in III B. The interesting equivalence of the rule of Eq 17 with the well-known ’adiabatic’
approximation [49] will be recalled in section IIID to clarify what is really assumed physically for the decimated
renormalized configuration C∗.
(3) update the exit rates out of the neighbors Ci, with i = 1, .., n either with the definition
Wnewout (Ci) =
∑
C
Wnew(Ci → C) (18)
or with the equivalent rule that can be deduced from Eq. 16
Wnewout (Ci) =Wout(Ci)−W (Ci → C
∗)
W (C∗ → Ci)
W ∗out
(19)
The physical meaning of this rule is the following. The exit rate out of the configuration Ci decays because the previous
transition towards C∗ can lead to an immediate return towards Ci with probability piC∗ (Ci) =
W (C∗→Ci)
W∗out
. After the
decimation of the configuration C∗, this process is not considered as an ’exit’ process anymore, but as a residence
process in the configuration Ci. This point is very important to understand the meaning of the renormalization
procedure : the remaining configurations at a given renormalization scale are ’formally’ microscopic configurations of
the initial master equation (Eq. 5), but each of these remaining microscopic configuration actually represents some
’valley’ in configuration space that takes into account all the previously decimated configurations.
(4) return to point (1).
Note that in practice, the renormalized rates W (C → C′) can rapidly become very small as a consequence of
the multiplicative structure of the renormalization rule of Eq 16. This means that the appropriate variables are the
6logarithms of the transition rates, that we will call ’barriers’ in the remaining of this paper. The barrier B(C → C′)
from C to C′ is defined by
B(C → C′) ≡ − lnW (C → C′) (20)
and similarly the exit barrier out of configuration C is defined by
Bout(C) ≡ − lnWout(C) (21)
Note that a very important advantage of this formulation in terms of the renormalized transition rates of the master
equation is that the renormalized barriers take into account the true ’barriers’ of the dynamics, whatever their origin
which can be either energetic or entropic.
B. Notion of ’infinite disorder fixed point’ and asymptotic exactness of the RG rules
As mentioned above, the approximation made in the renormalization rule of Eq. 16 consists in neglecting the
time spent in the decimated configuration C∗ with respect to the other time scales remaining in the system. In the
present framework, this means that the maximal exit rate chosen in Eq 15 should be well separated from the exit
rates of the neighboring configurations Ci. The crucial idea of ’infinite disorder fixed point’ [37, 39] is that even if
this approximation is not perfect during the first steps of the renormalization, this approximation will become better
and better at large time scale if the probability distribution of the remaining exit rates becomes broader and broader
upon iteration. More precisely, if the renormalization scale Γ is defined as the exit barrier of the last decimated
configuration C∗
Γ = Bout(C
∗) ≡ − lnW ∗out (22)
one expects that the probability distribution of the remaining exit barrier Bout ≥ Γ will converge towards some scaling
form
PΓ(Bout − Γ) ≃
Γ→∞
1
σ(Γ)
Pˆ
(
Bout − Γ
σ(Γ)
)
(23)
where Pˆ is the fixed point probability distribution, and where σ(Γ) is the appropriate scaling factor for the width.
The notion of ’infinite disorder fixed point’ means that the width σ(Γ) grows indefinitely with the renormalization
scale Γ
σ(Γ) ≃
Γ→∞
+∞ (24)
Whenever this ’infinite disorder fixed point’ condition is satisfied, the strong disorder renormalization procedure
becomes asymptotically exact at large scales. In previously known cases of infinite disorder fixed points where
calculations can be done explicitly [37], the scale σ(Γ) has been found to grow linearly σ(Γ)≃Γ→∞ Γ. This behavior
means that the cut-off Γ is the only characteristic scale and thus describes some critical point [37]. For the present
procedure concerning the dynamics in disordered models, this property means some ’criticality in the time direction’,
i.e. the absence of any characteristic time scale between the microscopic scale and the macroscopic equilibrium time
of the full disordered sample (see [23] for more detailed discussions).
For the present strong disorder renormalization of a master equation, the convergence towards an ’infinite disorder
fixed point’ will depend on the initial condition of the transition rates, i.e. on the model (and on the temperature
if there are phase transitions). However, the form of the RG rules of Eq 16 is sufficiently similar to the usual Ma-
Dasgupta rules [37] to think that the convergence towards some infinite disorder fixed point should be realized in a
very broad class of disordered systems in their glassy phase. In practice, it should be checked numerically for each
model of interest. We refer to [22, 23] where this scenario has been checked numerically for the dynamics of a directed
polymer in a two dimensional random medium.
C. RG flow for the free-energy differences between valleys
We have explained above how the free-energy difference between two valleys can be obtained from the ratio of the
two transition rates between them (Eq. 12). It is thus convenient to introduce the following notation for these ratios
R (Ci → Cj) ≡
W (Ci → Cj)
W (Cj → Ci)
(25)
7to see how they evolve upon renormalization. In the initial condition (RG scale Γ = 0 ) corresponding to the
microscopic master equation of Eq. 5, the values of all these ratios are fixed by the detailed balance condition of Eq 7
RΓ=0 (ci → cj) ≡
w (ci → cj)
w (cj → ci)
= e−β(e(cj)−e(ci)) (26)
in terms of the energies e(ci) and c(ej) of the microscopic configurations (ci, cj).
From the full RG rules of Eqs 16 and 17, we obtain the following RG rule for the ratio
Rnew (Ci → Cj) =
Wnew (Ci → Cj)
Wnew (Cj → Ci)
=
W (Ci → Cj) +W (Ci → C
∗)×
W (C∗→Cj)
Wout(C∗)
W (Cj → Ci) +W (Cj → C∗)×
W (C∗→Ci)
Wout(C∗)
(27)
=
[Wout (C
∗)W (Cj → Ci)]R (Ci → Cj) + [W (Cj → C∗)W (C∗ → Ci)]R(Ci → C∗)R (C∗ → Cj)
[Wout (C∗)W (Cj → Ci)] + [W (Cj → C∗)W (C∗ → Ci)]
Let us first consider the first RG step : since the initial value of Eq. 26 has actually a factorized form, one obtains that
the product of the second term in the numerator is simply R(Ci → C∗)R (C∗ → Cj) = e−β(e(cj)−e(ci)) = R (Ci → Cj).
As a consequence in Eq. 28, the factor R (Ci → Cj) can be factorized and what remains in the numerator is exactly
equal to the denominator. This simplification is actually valid at all steps of the RG procedure by recurrence. We
thus obtained that the ratios R (Ci → Cj) are actually ’conserved’ by the RG flow in the following sense
Rnew (Ci → Cj) = R
Γ=0 (Ci → Cj) = e
−β(e(cj)−e(ci)) (28)
where ci and cj are the microscopic configurations that label the renormalized valleys Ci and Cj .
Since the free-energy difference between two valleys can be obtained from the ratio of the two transition rates
between them (Eq. 12), we finally obtain
e−β(F (Cj)−F (Ci)) = Rnew (Ci → Cj) = e
−β(e(cj)−e(ci)) (29)
i.e. the free-energy difference between the two renormalized valleys Ci and Cj is simply given by the difference of
energy of the two microscopic configurations ci and cj that label the renormalized valleys. This property indicates that
the statistics of free-energy differences between renormalized valleys is the same as the statistics of energy differences
between ’good’ microscopic configurations. This property is usually assumed within the droplet scaling picture [18, 19]
where the low-temperature phase is expected to be governed by a zero-temperature fixed point. Within the strong
disorder RG procedure, this property emerges as a consequence of a conservation law for the ratio R (Ci → Cj) of the
transition rates between two renormalized configurations.
As a final remark, we should stress here that this conservation law does not mean that the free-energy differences
remain the same as the temperature T varies, because the valleys Ci and Cj that survive during the RG procedure
are temperature-dependent, i.e. the microscopic configurations ci and cj that label the longest-lived renormalized
valleys will change with the temperature. Within our present RG framework, the ’chaos properties’ with respect to
temperature changes, that are expected within the droplet scaling theory [18, 19], should correspond to the sensitivity
of the RG flow with respect to changes in the initial condition, as in Migdal-Kadanoff real-space RG procedures (see
[10, 13, 14, 15] and references therein). However a detailed study of these ’chaos’ properties for the present strong
disorder procedure goes beyond the present work and these effects will not be discussed further here.
D. Interpretation of the RG rules as an ’adiabatic approximation’
As explained in [49] where the rule of Eq. 16 has been proposed to eliminate ’fast states’ in dynamical problems
with two very separated time scales, the prescription to obtain the new transition rates actually corresponds to an
’adiabatic approximation’. Let us explain this point within our present notations since it has important consequences
for the present the coarse-graining procedure.
The idea of the ’adiabatic approximation’ [49] is that ’fast’ degrees of freedom adapt rapidly to ensure that the
probability flow entering into them is exactly compensated by the probability flow emerging from them. Within our
present notation where the ’fast’ state is the configuration C∗, the probability flow entering into C∗ from its neighbors
(C1, ..., Cn) reads
J inC∗(t) =
n∑
i=1
Pt(Ci)W (Ci → C
∗) (30)
8whereas the probability flow emerging from C∗ reads
JoutC∗ (t) = Pt(C
∗)Wout(C
∗) = Pt(C
∗)
n∑
i=1
W (C∗ → Ci) (31)
The adiabatic approximation consists in assuming that on time scales much larger than the typical relaxation time
1/Wout(C
∗) of C∗, the occupation probability Pt(C
∗) adapts to ensure the global zero-flow condition J inC∗(t) = J
out
C∗ (t)
leading to
Pt(C
∗) =
1
Wout(C∗)
n∑
i=1
Pt(Ci)W (Ci → C
∗) (32)
i.e. the occupation probability Pt(C
∗) of the ’fast’ configuration C∗ now only varies slowly in time by following the
external slow inputs Pt(C) given by the ’slow’ configurations C that are connected to it. Physically, this means that
the ’fast’ configuration C∗ is equilibrated as much as it can in the ’out-of-equilibrium’ environment produced by the
’slow’ configurations.
The equivalence of this way of thinking with the renormalization rule of Eq 16 is immediate by replacing the value
of Eq. 32 into the evolution equation of a neighbor Ci of C
∗
dP (Ci)
dt
= Pt(C
∗)W (C∗ → Ci) +
∑
C 6=C∗
Pt(C)W (C → Ci)− Pt(Ci)Wout(Ci) (33)
=

 1
Wout(C∗)
n∑
j=1
Pt(Cj)W (Cj → C
∗)

W (C∗ → Ci) + ∑
C 6=C∗
Pt(C)W (C → Ci)− Pt(Ci)Wout(Ci)
=
∑
C 6=C∗
Pt(C)
[
W (C → Ci) +
W (C → C∗)W (C∗ → Ci)
Wout(C∗)
]
− Pt(Ci)
[
Wout(Ci)−
W (Ci → C
∗)W (C∗ → Ci)
Wout(C∗)
]
The terms between brackets [...] corresponds exactly to the renormalization rules of Eqs 16 and 19.
E. RG rule for the energies of valleys
As emphasized in [49], the ’adiabatic’ interpretation shows that even if one eliminates the ’fast’ modes to obtain
the effective dynamics of ’slow’ modes, the information on the ’fast’ modes is actually not completely lost since its
slow variation in time can be reconstructed via Eq. 32 from the dynamics of the ’slow’ modes. Moreover, this point of
view allows to derive how the decimated valley C∗ contributes to modify the energies of the neighboring renormalized
valleys. Equation 32 can be interpreted as follows : after the elimination of C∗, when the system is in the renormalized
configuration Ci, it is actually in the decimated configuration C
∗ with a temporal weight W (C→C
∗)
Wout(C∗)
. As a consequence,
the appropriate RG rule for the energies of the neighboring valleys Ci upon the elimination of the configuration C
∗
reads
Enew(Ci) =
E(Ci) + E(C
∗)W (Ci→C
∗)
Wout(C∗)
1 + W (Ci→C
∗)
Wout(C∗)
(34)
More generally, one may write similar RG equations for observables that are linear in the probabilities Pt(C), but
not for the entropy which involves logarithms. (The definition of intra-valleys entropies will be possible only with the
simplified RG rules discussed in section IV).
F. Discussion on the effects of ’bad decimations’
The interpretation in terms of an adiabatic approximation allows also to understand the effects of ’bad’ decimations,
defined as the cases where the exit rate out of C∗ is not very well separated from the exit rates out of its neighbors.
As explained in [49], there exists some commutativity of the RG rules in the following sense : the order of elimination
of the ’fast’ states is not important anymore when all the ’fast’ states have been decimated. The reason is that in the
adiabatic approximation, one may eliminates all the ’fast’ states simultaneously by requiring that all the corresponding
9probability currents vanish simultaneously. The solution of this linear system is unique and the RG procedure simply
corresponds to solve this system by substitution in a given order, but any other order would have given the same
unique solution. This shows that when there are only two very different time scales as in [49], all ’fast’ states can
actually be eliminated at once. But in our present framework for disordered systems where a broad distribution of
time scales exist, from the microscopic time scale of a single move to the equilibrium time of the whole system, it
is not obvious at the beginning which set of microscopic configurations should be eliminated to obtain a consistent
set of renormalized valleys whose exit rates is above some prescribed threshold. As a consequence, the iterative RG
procedure that renormalizes the exit rates out of the surviving configurations is actually essential to determine which
are the longest-lived renormalized valleys in each sample. Nevertheless, the ’commutativity’ property is important,
since it shows that ’bad decimations’ will actually be corrected in the later stages of the renormalization when the
neighbors will themselves be decimated. This phenomenon is very reminiscent of what has been found by D.S. Fisher
for quantum spin chains in Appendix E of [39] dedicated to the effects of a bad decimation : ’ we recover exactly
at a later stage from the errors made earlier’. This property explains why strong disorder RG methods are usually
much more accurate than one might think from the approximations involved in the first stages of the RG procedure
where the probability distributions are not yet broad enough. The final picture is that at large RG scale Γ, where the
probability distributions are broad enough to ensure a separation of scales between the decimated configuration and
its neighbors : (i) the ’present errors’ are small and of order 1/Γ (ii) the ’past errors’ due to the first stages of the RG
procedure have been cured by later decimations.
G. Example : directed polymer in a two-dimensional medium
As example of application, we consider the directed polymer in a two-dimensional random medium (see [50] for a
review), first introduced to model an interface in the low-temperature phase of two-dimensional disordered ferromag-
nets [51]. The equilibrium is well described by the Fisher-Huse droplet theory [52] as checked by detailed numerical
studies [52, 53] based on transfer matrix calculations of the partition function that allow to study big sizes with a
good statistics. Here we wish to follow numerically the strong disorder RG procedure to obtain the properties of
the longest-lived valleys. Since we work in configuration space, we will not be able to study big system sizes (see
[23] for more details), but our aim is to see that the strong disorder RG procedure can be applied consistently and
yields appropriate results for the free-energy difference and for the weight statistics of the two longest-lived valleys.
The numerical details are described in our previous works on the non-equilibrium dynamics [22, 23], where we have
checked the convergence towards an infinite disorder fixed point for the distribution of the renormalized barriers and
where we have studied the distribution over samples of the equilibrium time. Here we present our results for the
observables characterizing the valleys weights.
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FIG. 1: Statistics over the samples of the free-energy difference ∆F = F2 − F1 between the two last valleys of a disordered
sample (a) Probability distribution PL(∆F ) for the sizes L = 4, 5, 6, 7, 8, 9 ( corresponding to 2
L
≤ 512 initial configurations )
with a statistics of ns ≥ 10
5 disordered samples (we have data up to L = 11 with ns = 1200 samples, but histograms are too
noisy). (b) same data after the rescaling by the width σL : σLPL as a function of ∆F/σL (see Eq. 35).
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1. Histogram of the free-energy difference between the two last valleys
For each disordered sample of size L, we obtain via the strong disorder renormalization the free-energy difference
∆F = F2 − F1 between the two last valleys (see Eq 12 and 29). We show on Fig. 1 (a) the probability distribution
PL(∆F ) over the samples of this free-energy difference for various sizes. As expected from the droplet scaling picture
[18, 19], this probability distribution can be rescaled by its width σL
PL(∆F ) ∼
1
σL
P˜
(
u ≡
∆F
σL
)
(35)
and the rescaled distribution P˜ is finite at the origin P˜ (0) > 0 : the rescaling of our data shown on Fig. 1 (b)
corresponds exactly to the expected shape for droplet free energies distribution (see Fig. 2 of Ref. [19]). Of course
the sizes studied here 4 ≤ L ≤ 11 are too small to obtain from the width σL ∼ Lθ a precise measure of the droplet
exponent which is exactly known to be θ = 1/3 in the present case [51].
2. Histograms of Sinter and Y2 for the two last valleys
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FIG. 2: Statistics of the intervalley entropy Sinter = −p ln p − (1 − p) ln(1 − p) for the two last valleys with p = 1
1+e−β∆F
(a) Probability distribution PL(S
inter) for the sizes L = 4, 5, 6, 7, 8, 9 (b) Same data after the rescaling : LθPL(S
inter) with
θ = 1/3.
The free-energy difference ∆F between the two last valleys determines their respective weights (p, 1− p) in config-
uration space with
p =
1
1 + e−β∆F
(36)
We show on Fig. 2 and 3 the histograms of the corresponding inter-valley entropy (Eq. 13)
Sinter = −p ln p− (1− p) ln(1− p) (37)
and of the second generalized moment of Eq. 14
Y2 = p
2 + (1 − p)2 (38)
for various sizes. For a positive droplet exponent θ > 0, one expects that the corresponding distributions converge
respectively towards δ(Sinter) and to δ(Y2 − 1), with corrections of order 1/Lθ on the intervals 0 < Sinter < ln 2 and
1/2 < Y2 < 1. We thus show on Fig. 2 b and 3 b the rescaled data by a factor L
1/3 : we observe that the data
collapse is better in the region of nearly degenerate weights between the two valleys, corresponding to Sinter near ln 2
and to Y2 near 1/2. This seems to indicate that the corrections to the asymptotic scaling with the droplet exponent
θ = 1/3 are smaller in the region of small free-energy difference than in the region of large free-energy difference.
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FIG. 3: Statistics of Y2 = p
2 + (1− p)2 for the two last valleys with p = 1
1+e−β∆F
(a) Probability distribution PL(Y2) for the
sizes L = 4, 5, 6, 7, 8, 9 (b) Same data after the rescaling : LθPL(Y2) with θ = 1/3.
IV. ’SIMPLIFIED’ RG RULES NEAR INFINITE DISORDER FIXED POINTS
This section recalls the ’simplified RG rules’ introduced in [23] and discuss their consequences for the valleys
properties, in terms of quasi-equilibrium within each renormalized valleys.
A. Reminder on the simplified RG rules based the preferred exit channel [23]
Whenever the flow is towards some ‘infinite-disorder’ fixed point, where the distribution of renormalized exit barriers
becomes broader and broader upon iteration (Eqs 23 and 24), one expects that the exit rate out of the decimated
configuration C∗
Wout (C
∗) =
n∑
i=1
W (C∗ → Ci) (39)
will actually be dominated by the preferred exit channel ipref having the largest contribution in the sum of Eq. 39
Wout (C
∗) ≃W
(
C∗ → Cipref
)
(40)
i.e. one expects that the probability distribution piC∗ (Cj) of Eq. 17 will become a delta distribution on the preferred
exit channel up to exponentially small terms
piC∗ (Cj) ≃ δj,ipref + ... (41)
The dominance of the preferred exit channel (Eq. 40) near an infinite disorder fixed point has been checked
numerically in [23] for the case of the directed polymer in a two-dimensional random medium. However, we expect
that it holds more generally for the following reasons. The RG rules with their characteristic multiplicative structure
of Eqs 16 and 17 act directly on the transition rates W (Cj → Ci) between configurations, whereas the total exit
rates Wout are derived quantities obtained by summing over the possible exit channels. The notion of convergence
towards an infinite disorder fixed point has been defined above by the property that the probability distribution of
the remaining exit rates Wout becomes broader and broader. However we expect that when it happens, it is because
the probability distribution of the individual transition rates W (Cj → Ci) themselves becomes broader and broader
(see [23] for more details).
The ’simplified RG procedure’ introduced in [23] can be summarized as follows :
(1) the first point is the same as in the ’full RG rules’ ( Eq 15)
(2’) among the neighbors (C1, C2, ..., Cn) of configuration C
∗, find the preferred exit channel ipref . Update the
transitions rates from the (n− 1) non-preferred neighbors i 6= ipref towards ipref by the approximated rule
Wnew(Ci → Cipref ) ≃W (Ci → Cipref ) +W (Ci → C
∗) (42)
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where the probability distribution piC∗ (Cj) of the full RG rule of Eqs 16 and 17 has been replaced by the leading delta
function of Eq. 41. Update the transitions rates from ipref towards the (n− 1) non-preferred neighbors i 6= ipref by
the full RG rule of Eqs 16 and 17
Wnew(Cipref → Ci) =W (Cipref → Ci) +W (Cipref → C
∗)×
W (C∗ → Ci)
Wout (C∗)
(43)
Here the full rule is used because the ratio W (C
∗→Ci)
Wout(C∗)
is small and should thus be evaluated correctly.
(3’) With the rule of Eq. 42, the exit rates out of the (n − 1) non-preferred neighbors i 6= ipref do not have to be
updated since the exit rate towards C∗ has been completely transfered to ipref . So the only update of exit rate is for
the preferred neighbor ipref via the definition of Eq. 18 or with the equivalent rule of Eq. 19.
(4) return to (1)
As explained in [23], these simplified RG rules are interesting both from a computational point of view (they allow
to study bigger system sizes) and from a theoretical point of view to make the link with the idea of ’internal ergodicity’
in each valley [20] as we now explain.
B. Interpretation in terms of quasi-equilibrium within valleys
In the studies on slowly relaxing systems such as disordered systems, glasses or granular media, it is usual to
separate the dynamics into two parts : there are ‘fast’ degrees of freedom which rapidly reach local quasi-equilibrium
plus a slow non-equilibrium part. Within the present strong disorder renormalization in configuration space, these
ideas can be applied directly as follows. To each time t, one may associate a set of valleys which are labelled by
the surviving configurations at the RG scale Γ = ln t. Since at large scale, the RG flow for the barrier distribution
is towards some “infinite disorder” fixed point, the different time scales are effectively very well separated. And
thus asymptotically we recover the Palmer’s decomposition into ’components’ from which the escape probability is
small and in which there is ’internal ergodicity’, i.e. the interior of each valley has been able to equilibrate [20, 21].
Moreover, the slow non-equilibrium part of the dynamics corresponds to the evolution of the renormalized valleys
with the RG scale : some valleys disappear and are absorbed by a neighboring valley. Here again, we see that the RG
procedure corresponds asymptotically to Palmer ’bifurcation cascade of components’ : see Figure 4 of [20] where the
’bifurcation cascade’ is drawn as a function of temperature for a fixed time. In our present framework, it is better to
represent this ’bifurcation cascade’ as a function of time for fixed temperature. This is because it has been understood
since the papers of Palmer [20, 21] that disordered systems have some ’chaos’ property with respect to temperature
changes, i.e. the valleys that will emerge at large scales for different temperatures are not simply related (for more
details on these chaos properties, see [13, 14, 15, 18, 19]).
To finish this discussion, we would like to emphasize a very important point : the asymptotic dominance of the
preferred exit channel near the infinite disorder fixed point is actually crucial to obtain quasi-equilibrium inside
valleys. In particular, if the degeneracy between the second preferred exit channel and the first preferred exit channel
could occur with a finite probability, then finite contributions of out-of-equilibrium situations at all scales would ruin
the quasi-equilibrium approximation : the probability to be in a configuration C at time t would not depend only
on its energy E(C) and on the partition function of the renormalized valley it belongs to, but would be instead a
very complicated function of all possible paths from C0 to C with their appropriate dynamical weights. To better
understand the importance of this discussion, it is useful to recall here a well-identified exception of the quasi-
equilibrium idea, namely the symmetric Bouchaud’s trap model in one dimension, where even in the limit of arbitrary
low temperature, the diffusion front in each sample consists in two delta peaks, which are completely out of equilibrium
with each other [44] : the weights of these two delta peaks do not depend on their energies, but instead on the distances
to the origin that determine the probability to reach one before the other (see [44] for more details). In this trap
model, the reason is clear : whenever the particle escapes from a trap, it jumps either to the right or to the left with
equal probabilities (1/2), i.e. the two possible exit channels are degenerate by the very definition of the model that
imposes this symmetry. In other disordered models where this degeneracy is not imposed by a symmetry of the model,
this degeneracy can only occur accidentally with some probability. The question is then whether this probability of
accidental degeneracy between the two preferred exit channels remains finite or becomes rare (i.e. decays to zero) at
large times. Within the present strong disorder RG where the flow is towards some infinite disorder fixed point, the
dominance of the preferred exit channel precisely means that the probability of these accidental degeneracy decays to
zero, so that the quasi-equilibrium approximation becomes asymptotically exact at large times. (As discussed in detail
in [54] for the case of the Sinai model and in [23] for our present RG procedure in configuration space, the rare events
where the quasi-equilibrium approximation breaks down occur with a vanishing probability of order 1/Γ = 1/(ln t) at
large times.)
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C. RG rules for the intra-valley energies and entropies
The property of quasi-equilibrium inside each valley discussed above allows to write RG rules for the intra-valley
energies and entropies as we now explain. Within the simplified RG rules where the preferred exit channel Cipref
out of the decimated configuration C∗ actually dominates, the decimation of C∗ can be interpreted as the merging
of the two valleys Coldipref and C
∗ into a single quasi-equilibrated valley Cnewipref = C
old
ipref
∪ C∗. The ratio of the times
spent in the two sub-valleys C∗ and Coldipref once they are at equilibrium with each other is given by the ratio of the
renormalized transition rates
λ ≡
ptemporal(C
∗)
ptemporal(Coldipref )
≃
W
(
Ciprefold → C
∗
)
W
(
C∗ → Ciprefold
) (44)
Since we have defined the free-energies differences between valleys from this ratio of the renormalized transition rates
(Eq. 12), one has
λ = e−β(F (C
∗)−F (Coldipref )) (45)
i.e. the relative weights of the two sub-valleys is related to the free-energy difference of the two sub-valleys.
The full RG rule of Eq. 34 for the energies of the renormalized valleys in contact with C∗ reduces, within the
simplified RG rules, to the following renormalization for the energy of the valley Cipref
E(Cnewipref ) =
E(Coldipref ) + λE(C
∗)
1 + λ
(46)
Again, the physical meaning of this rule is very clear : the two sub-valleys are now at equilibrium with each other
inside the bigger valley.
Within this quasi-equilibrium picture, it becomes possible to define an intra-valley entropy Sintra(C), and to write
the corresponding RG rule when the valley C∗ is decimated. With the normalization ptemp(C
∗) + ptemp(C
ipref
old ) = 1
and the ratio of Eq. 44, the weights of the two sub-valleys are respectively ptemp(C
∗) = λ/(1+λ) and ptemp(C
ipref
old ) =
1/(1 + λ). Now taking into account that each sub-valley has its own internal entropy, one obtains that the internal
entropy Sintra (defined as Sintra = −
∑
p(c) ln p(c) in terms of the weights p(c) of microscopic configurations c that
belongs to the valley) evolves according to
Sintra(Cnewipref ) =
Sintra(Coldipref ) + λS
intra(C∗)
1 + λ
+
[
ln(1 + λ)−
λ
1 + λ
lnλ
]
(47)
The first term comes from the internal entropies of the sub-valleys, whereas the second term between [...] corresponds
to the merging-entropy of the two sub-valleys Smerging = −q ln q − (1− q) ln(1− q) with q = 1/(1 + λ).
The valley free-energy that can be defined only from the inter-valley dynamics within the full RG rules can be
also expressed in terms of the ’interior’ of the valley within the simplified RG rules, because now upon decimation,
the decimated valley C∗ is attributed to a single surviving valley Cipref . The RG rule for the free-energy simply
correspond to the sum of the partition functions of the two sub-valleys
e
−βF (Cnewipref
)
= e
−βF (Coldipref
)
+ e−βF (C
∗) = e
−βF (Coldipref
)
[
1 + e
−β(F (C∗)−F (Coldipref
))
]
(48)
i.e. using the definition of λ (Eq. 45), one obtains
F (Cnewipref ) = F (C
old
ipref
)− T ln(1 + λ) (49)
As it should for consistency, the RG equations for the energy, the entropy and the free-energy are compatible with
the thermodynamic relation F = E − TSintra inside each valley.
D. Numerical results for the directed polymer in a two-dimensional medium
The numerical details to follow the ’simplified RG rules’ for the directed polymer in a two-dimensional medium are
described in our previous works on the non-equilibrium dynamics [22, 23], where we have checked (i) the convergence
towards an infinite disorder fixed point for the distribution of the renormalized barriers (ii) the validity of the simplified
RG rules by comparing the rescaled distributions obtained via the full RG rules and via the simplified RG rules, and
where we have measured the barrier exponent ψ from the distribution over samples of the equilibrium time. Here we
present our results for the observables characterizing the valleys.
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1. Statistics of the free-energy difference between the two last valleys
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FIG. 4: Statistics over the samples of the free-energy difference ∆F = F2 − F1 between the two last valleys of a disordered
sample using the simplified RG rules (a) Probability distribution PL(∆F ) for the sizes 4 ≤ L ≤ 15 ( corresponding to 2
L
≤ 32768
initial configurations ) with a statistics of ns ≥ 5.10
4 disordered samples (we have data up to L = 18 with ns = 800 samples,
but histograms are too noisy). (b) same data after the rescaling by the width σL : σLPL as a function of ∆F/σL.
We show on Fig. 4 the probability distribution PL(∆F ) of the free-energy difference ∆F = F2 − F1 between the
two last valleys of a disordered sample obtained via the simplified RG rules. The rescaled distribution shown on Fig.
4 (b) coincides with the one obtained with the full RG rules (see Fig. 1 b ). This shows that the simplified RG rules
capture correctly the fixed point properties of the valleys.
2. Statistics of the entropy difference and energy difference between the two last valleys
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FIG. 5: Statistics over the samples of the entropy difference ∆S = Sintra2 − S
intra
1 and of the energy difference ∆E = E2 −E1
between the two last valleys of a disordered sample (a) Probability distribution PL(∆S) for the sizes 4 ≤ L ≤ 15 : these
distribution converge towards a Gaussian shape. (b) Probability distribution PL(∆E) for the sizes 4 ≤ L ≤ 15.
We show on Fig. 5 (a) the probability distribution PL(∆S) of the entropy difference ∆S = S
intra
2 −S
intra
1 between
the two last valleys of a disordered sample : these distribution converge towards a Gaussian shape, in agreement with
the droplet scaling theory where the entropy is dominated by a sum of independent small-scale contributions [19].
One then expects that the entropy difference has the Central-Limit scaling
∆SL ≃ L
1/2u (50)
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where u is a Gaussian variable. With our data, we observe the Gaussian distribution, but the sizes 4 ≤ L ≤ 18 are
too small to measure precisely the exponent 1/2.
We show on Fig. 5 (b) the probability distribution PL(∆E) of the energy difference ∆E = E2 − E1 between the
two last valleys of a disordered sample : as a consequence of the thermodynamic relation E = F + TS inside each
valley, the distribution of the energy difference is a convolution of the free-energy distribution of Fig. 4 (a) with the
gaussian entropy distribution of Fig. 5 (a). Our conclusion is thus that the distributions of the free-energy difference
(Eq. 35) and of the entropy difference (Eq. 50) are the two primary distributions that have good scaling properties
even on the small sizes considered here, whereas the probability distribution of the energy is a mixture of these two.
V. SUMMARY AND CONCLUSIONS
From the point of view of ’broken ergodicity’ [20, 21] that we have adopted in this paper to describe the equilibrium
properties of disordered systems, the appropriate valleys are defined as the ’components’ of configuration space that
are separated by large barriers, i.e. the valleys are defined with respect to their capacity to ’confine’ the dynamics
[20, 21]. In the present paper we have explained how the strong disorder renormalization procedure allows to construct
in each sample all the valleys that are separated by barriers greater than a prescribed threshold Γ representing the
RG scale. To make the link with previous approaches, we have discussed in details the physical interpretations of
the ’full RG’ rules and of the ’simplified RG’ rules in terms of the ’adiabatic approximation’ [49] and in terms of the
’quasi-equilibrium’ inside each valley [20] respectively. We have also explained how this explicit RG formulation gives
new insights into the main ingredients of the droplet scaling picture. In particular, the ’zero-temperature’ nature of the
fixed point for the probability distribution of the free-energy difference between valleys, emerges here from a special
conservation law along the RG flow for ratios of renormalized transition rates. As an example of application, we have
followed numerically the strong disorder RG rules for the directed polymer in a two dimensional random medium to
obtain the statistical properties of the free-energy difference, the entropy difference and the energy difference between
the two longest-lived valleys. In particular, we have obtained that the distribution of the entropy difference converges
towards a Gaussian in agreement with the droplet scaling theory where the entropy is dominated by independent
small scales contributions. Our conclusion is that an excitation has two independent primary properties which are (i)
its free-energy ∆F ∼ Lθv that involves the droplet exponent (θ = 1/3 for the directed polymer in a two dimensional
random medium) (ii) its entropy ∆S ∼ Lds/2u that involves the dimensionality ds of the surface of an excitation
(ds = 1 for the directed polymer). These two quantities present nice scaling behaviors even on moderate system sizes,
whereas the energy ∆E = ∆F + T∆S is a mixture of these two scaling behaviors.
A natural question is of course whether the renormalization procedure in configuration space that we have developed
can be somehow ’projected’ in real space. This question is important both numerically and theoretically. From a
numerical point of view, it is clear that the formulation of RG rules in configuration space has an exponential ’price’,
since the number of initial configurations N0 grows exponentially with the number of degrees of freedom, i.e. grows
exponentially with the volume Ld for a system of linear size L in dimension d. This computational complexity is
not surprising, since the determination of barriers for the dynamics is expected to be an NP-complete problem [55].
But it is clear that the numerical study of disordered systems via strong disorder RG rules is then limited to rather
small sizes. From a theoretical point of view, as recalled in the introduction, it is usual to describe the equilibrium
of statistical physics models by a coarse-graining of some Hamiltonian in real space. As a consequence of locality of
the dynamics, the hierarchy of valleys that we construct in configuration space is expected to correspond to some
hierarchical organization of real space structures. It would be very interesting to formulate a consistent RG procedure
directly for these real space structures. But for the moment it is not clear to us what principle should be used to
construct these correlated real-space structures recursively in a consistent way.
[1] Th. Niemeijer, J.M.J. van Leeuwen, ”Renormalization theories for Ising spin systems” in Domb and Green Eds, ”Phase
Transitions and Critical Phenomena” (1976); T.W. Burkhardt and J.M.J. van Leeuwen, “Real-space renormalizations”,
Topics in current Physics, Vol. 30, Spinger, Berlin (1982); B. Hu, Phys. Rep. 91, 233 (1982).
[2] A.A. Migdal, Sov. Phys. JETP 42, 743 (1976) ; L.P. Kadanoff, Ann. Phys. 100, 359 (1976).
[3] A.N. Berker and S. Ostlund, J. Phys. C 12, 4961 (1979).
[4] M. Kaufman and R. B. Griffiths, Phys. Rev. B 24, 496 - 498 (1981); R. B. Griffiths and M. Kaufman, Phys. Rev. B 26,
5022 (1982).
[5] C. Jayaprakash, E. K. Riedel and M. Wortis, Phys. Rev. B 18, 2244 (1978)
[6] W. Kinzel and E. Domany, Phys. Rev. B 23, 3421 (1981).
16
[7] B. Derrida and E. Gardner, J. Phys. A 17, 3223 (1984); B. Derrida in ”Critical phenomena, random systems , gauge
theories”, Les Houches 1984, K. Osterwalder and R. Stora (Eds), North Holland (1986), page 989.
[8] D. Andelman and A.N. Berker, Phys. Rev. B 29, 2630 (1984).
[9] A. P. Young and R. B. Stinchcombe, J. Phys. C 9 (1976) 4419 ; B. W. Southern and A. P. Young J. Phys. C 10 ( 1977)
2179.
[10] S.R. McKay, A.N. Berker and S. Kirkpatrick, Phys. Rev. Lett. 48 (1982) 767; E. J. Hartford and S.R. McKay, J. Appl.
Phys. 70, 6068 (1991).
[11] E. Gardner, J. Physique 45, 115 (1984).
[12] A.J. Bray and M. A. Moore, J. Phys. C 17 (1984) L463; M. A. Moore, H. Bokil, B. Drossel Phys. Rev. Lett. 81 (1998)
4252; S. Boettcher, Eur. Phys. J. B 33, 439 (2003).
[13] J.R. Banavar and A.J. Bray, Phys. Rev. B 35, 8888 (1987); T. Aspelmeier, A.J. Bray and M.A. Moore, Phys. Rev. Lett.
89, 197202 (2002).
[14] M. Nifle and H.J. Hilhorst, Phys. Rev. Lett. 68 (1992) 2992 ; M. Ney-Nifle and H.J. Hilhorst, Physica A 193 (1993) 48; M.
Ney-Nifle and H.J. Hilhorst, Physica A 194 (1993) 462; M. Ney-Nifle, Phys. Rev. B 57, 492 (1998).
[15] M.J. Thill and H.J. Hilhorst, J. Phys. I France 6, 67 (1996).
[16] J. R. Banavar and M. Cieplak, Phys. Rev. Lett. 48, 832 (1982); M. Cieplak and J. R. Banavar Phys. Rev. B 27, 293 (1983)
[17] W.L. McMillan, J. Phys. C 17, 3179 (1984); W.L. McMillan,, Phys. Rev. B 31, 342 (1985)
[18] A.J. Bray and M. A. Moore, in Heidelberg colloquium on glassy dynamics, J.L. van Hemmen and I. Morgenstern, Eds
(Springer Verlag, Heidelberg, 1986).
[19] D.S. Fisher and D.A. Huse, Phys. Rev. Lett. 56, 1601 (1986); D.S. Fisher and D.A. Huse, Phys. Rev. B38, 386 (1988);
D.S. Fisher and D.A. Huse, Phys. Rev B38, 373 (1988).
[20] R.G. Palmer, Adv. Phys. 31, 669 (1982).
[21] R.G. Palmer, in Heidelberg colloquium on glassy dynamics, J.L. van Hemmen and I. Morgenstern, Eds (Springer Verlag,
Heidelberg, 1983).
[22] C. Monthus and T. Garel, J. Phys. A 41, 255002 (2008).
[23] C. Monthus and T. Garel, arXiv:0804.1847.
[24] K. Binder and A.P. Young, Rev. Mod. Phys. 58, 801 (1986); “Spin Glasses and Random Fields”, ed. A. P. Young (World
Scientific, Singapore, 1998).
[25] M. Me´zard, G. Parisi and M.A. Virasoro, ”Spin-glass theory and beyong” (1987) ,Singapore, World Scientific; G. Parisi,
in “Complex systems”, Les Houches, edited by J.P. Bouchaud et al. (2007), Elsevier, Amsterdam.
[26] F. Krzakala and O. C. Martin, Phys. Rev. Lett. 85, 3013 (2000); J. Houdayer, F. Krzakala, and O.C. Martin, Eur. Phys.
J. B 18, 467 (2000); M. Palassini and A. P. Young Phys. Rev. Lett. 85 3017 (2000)
[27] F. Barahona, R. Maynard, R. Rammal and J.P. Uhry, J. Phys. A 15, 673 (1982).
[28] G. Hed, A. K. Hartmann, D. Stauffer, and E. Domany, Phys. Rev. Lett. 86, 3148 (2001); E. Domany, G. Hed, M. Palassini,
and A. P. Young, Phys. Rev. B 64, 224406 (2001); G. Hed, A. P. Young, and E. Domany, Phys. Rev. Lett. 92, 157201
(2004); G. Hed and E. Domany, Phys. Rev. B 76, 132408 (2007).
[29] D.S. Fisher and D.A. Huse, J. Phys. A 20 L997 (1987); D.S. Fisher and D.A. Huse, J. Phys. A 20 L1005 (1987).
[30] C.M. Newman and D.L. Stein, J. Phys. : Condens. Matter 15, R1319 (2003).
[31] S.F. Edwards and P.W. Anderson, J. Phys. F 5, 965 (1975).
[32] P.W. Anderson, in “Ill-condensed Matter” , Les Houches 1979, edited by R. Balian et al, Amsterdam, North-Holland.
[33] B. Derrida and G. Weisbuch, Europhys. Lett. 4, 657 (1987); B. Derrida, Phys. Rep. 184, 207 (1989); L. De Arcangelis, A.
Coniglio and H.J. Herrmann, Europhys. Lett. 9 749 (1989); I. A. Campbell and L. de Arcangelis Europhys. Lett. 13 (1990)
587.
[34] B. Derrida, JSTAT P07023 (2007).
[35] B. Derrida, “Non-self-averaging effects in sums of random variables, spin glasses, random maps and random walks”, in
“On three levels” Eds M. Fannes et al (1994) New-York Plenum Press.
[36] B. Derrida and H. Flyvbjerg, J. Phys. A Math. Gen. 20, 5273 (1987).
[37] F. Igloi and C. Monthus, Phys. Rep. 412 (2005) 277.
[38] S.-K. Ma, C. Dasgupta, and C.-k. Hu, Phys. Rev. Lett. 43, 1434 (1979) ; C. Dasgupta and S.-K. Ma Phys. Rev. B 22, 1305
(1980).
[39] D. S. Fisher Phys. Rev. Lett. 69, 534-537 (1992) ; D. S. Fisher Phys. Rev. B 50, 3799 (1994) ; D. S. Fisher Phys. Rev. B
51, 6411 (1995); D.S. Fisher, Physica A 263 (1999) 222.
[40] D. Fisher, P. Le Doussal and C. Monthus, Phys. Rev. Lett. 80 (1998) 3539 ; D. S. Fisher, P. Le Doussal and C. Monthus,
Phys. Rev. E 59 (1999) 4795; C. Monthus and P. Le Doussal, Physica A 334 (2004) 78.
[41] C. Monthus, Phys. Rev. E 67 (2003) 046109.
[42] P. Le Doussal and C. Monthus, Phys. Rev. E 60 (1999) 1212.
[43] D. S. Fisher, P. Le Doussal and C. Monthus, Phys. Rev. E 64 (2001) 066107.
[44] C. Monthus, Phys. Rev. E 68 (2003) 036114; C. Monthus, Phys. Rev. E 69, 026103 (2004).
[45] M.B. Hastings, Phys. Rev. Lett. 90, 148702 (2003).
[46] J. Hooyberghs, F. Igloi, and C. Vanderzande Phys. Rev. Lett. 90, 100601 (2003) ; J. Hooyberghs, F. Igloi, and C.
Vanderzande, Phys. Rev. E 69 (2004) 066140.
[47] R. Juhasz, L. Santen and F. Igloi, Phys. Rev. E 72, 046129 (2005)
[48] R. Juhasz, L. Santen and F. Igloi, Phys. Rev. Lett. 94 (2005) 010601. R. Juhasz, L. Santen and F. Igloi, Phys. Rev. E 74,
061101 (2006)
17
[49] S. Pigolotti and A. Vulpiani, J. Chem. Phys. 128, 154114 (2008).
[50] T. Halpin-Healy and Y.C. Zhang, Phys. Rep. 254 (1995) 215.
[51] D. A. Huse, C. L. Henley, Phys. Rev. Lett. 54, 2708 (1985); D. A. Huse, C. L. Henley, and D. S. Fisher, Phys. Rev. Lett.
55, 2924 (1985).
[52] D.S. Fisher and D.A. Huse, Phys. Rev. B43, 10728 (1991).
[53] C. Monthus and T. Garel, Phys. Rev. E 73, 056106 (2006).
[54] C. Monthus and P. Le Doussal, Phys. Rev. E 65, 066129 (2002).
[55] A.A. Middleton, Phys. Rev. E 59, 2571 (1999).
