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Experience with computers proves that "mechanical minds" are unable to
provide clinically-useful answers without careful human judgments.—Ed.

Further Comments and Experience Witli
Bio-Medical Data Processing
Wilbur R. McCnim, Ph.D.*

Some five years ago, we published some comments about the use of computers
in solving biomedical problems, using as examples our own limited experience in
analyzing the EEG by means of computers. Considerable experiential water has
flowed over the dam since that time yet the basic concepts of a "systems analysis"
method of problem solving by a group of specialists is not only unchanged but has
been re-emphasized. On the other hand, advances in computer hardware and software
along with more sophisticated concepts of imagery and modeling have tremendously
increased our capacity for studying biomedical problems.
Although our experience has been mainly in the field of EEG and related
bioelectric signals, the analytic principles we observe are equally valid in the study
of any stochastic process. And nearly all biological and medical problems are
stochastic.
We previously stressed the "systems analysis" method of problem solving. This
is defined as the design of a complete set of methodical operations, both physical
and mental, which when properly applied and completely performed will provide a
specific solution to a specific problem. This set of operations is divided into five
areas: (1) the precise definition of the problem; (2) the construction of the
mathematical or statistical models; (3) the design of the data acquisition and processing
methods and equipment; (4) the selection and programming of the computer system;
and (5) the display and testing of the solution to the problem.
Definition of the problem is the duty of the principal investigator. Before going
further, perhaps the word "problem" itself should be defined. A "problem" is simply
the question of whether or not there are relationships between objects and/or functions
in real situations. The "research problem" usually arises from an intuitive appreciation
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of some relationship that is derived from previous experience. The definition of the
problem, then, is the formal statement of the suspected relationship in a fashion that
permits some method of measurement of the related objects and/or functions. This
must be within the capacity of the data handling equipment. Since most problems
thus encountered are quite complex, the problem definition must whittle them down
or fracture them into components that are capable of being studied by the means
available. The resulting definition should be neither too broad nor too narrow in its
scope. If it is too broad there can be no solution because of the inadequacy of
available analytical techniques, and if it is too narrow, the solution may be of little
value or indeed trivial. The investigator then must turn his intuitive grasp of a
problem into a formal definition amenable to the capabilities and limitations of the
"hardware" and "software" to be used in the "system." He is a most sophisticated
investigator who can do this without the advisement of other specialists: mathematician,
engineer, and computer scientist. A reference to our previous report' will provide an
example of how this was done in an attempt to relate a very complex EEG (brain
wave) signal to overt behavior.
The next stage in the systems analysis is constructing the mathematical and/or
statistical models that will solve the problem that has been defined. This perhaps is
the area of greatest misunderstanding among members of the problem-solving team.
The mathematician develops an abstract function governed by a precisely defined
set of operations and rules. This abstract function produces a set of data that is
absolute in its character. The statistician takes the set of data derived from the
experiment and attempts to match it with the set of data produced by the mathematician.
If he is successful in this matching of data, he then can make further predictions
about the experiment. The difficulty arises in matching the experimental data with
the mathematical data. It usually happens that the statistician either satisfies himself
with a poor match or, even more often, assumes a matching that usually does not
exist. Further statistical procedures are then invalidated.
There is also some confusion about the word "model." Graphs, tables, charts,
etc., are attempts to model or depict some situation or circumstance. They usually
lack exactness and most often are quite intuitive. Nooney^ prefers to refer to these
as images from which mathematical models can be derived. These latter, in contrast
to the former, are quite precise in their statement and in their operations. Thus, they
are wholly predictable and therefore can provide "standards" for the comparison of
experimental data.
The advent of computers has considerably broadened the scope of the connotation
of mathematical models. It must be remembered that a mathematical model is simply
a precise set of statements about the character and operation of some abstract
function. For brevity, these statements are represented by a set of symbols which
are universally understood, but unfortunately seem to frighten nonmathematicians.
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The models that are most familiar and most used are those derived from calculus
and operational mathematics. These are mostly linear or stationary in character
because they were developed to help in solving problems with only paper and pen
as calculating tools. Thus they are not always helpful in solving problems of biological
systems, particularly those of the nervous system, where nonlinearity is "status quo."
With the enormous calculating power of computers, it is now possible to develop
more realistic models of more complex systems. Such models are generally called
pattern recognition programs. They are mathematical models in that they consist of
a precise set of statements concerning the operations on a set of data. These models
have the advantage that they can depict, classify, and measure the characteristics
of the data set without requiring an abstract function as a standard.
For any collection of data to be fitted to a mathematical model, it is, of course,
necessary that the data be a set of numbers. Most laboratory data is primarily
obtained as a set of numbers. However, in the case of clinical or psychological data,
the prime source may be verbal, so the conversion of words to numbers may pose
a problem. I t usually arises in assigning precise number values to these words.
There is a kind of mathematical model, however, that does not necessarily demand
a precise value for each number of data set; it requires only that the relationship
of each number to the others be known. That is, is it smaller, greater or equal to
the others in its set. This kind of model is called order statistics. It is not within the
scope of this paper to discuss order statistics but they will be discussed in a forthcoming article discussing probability theory and biological signal analysis.
The next stage of development of the system is the collection and processing
of the data. It is easy to collect data. Our entire environment can be turned into
one huge mass of data. The problem is to collect only that data which is pertinent
to the precise problem at hand. This is one reason for collecting data only after the
problem and its models for solution have been defined. Previously collected data
usually needs to be gleaned and reshaped to fit the models. This process will introduce
errors into the system, for the gleaning and reshaping of data requires judgments
and assumptions by the observer that are clouded by subjectivity.
A thorough knowledge of the data collecting devices is also necessary. Each
physical device, whether it be electronic or mechanical, will alter the natural data
to some extent. Allowances for this can be made if the investigators have a
knowledge of the characteristics of these operating systems. Electrical recording of
brain activity is an excellent example. The amplitude and shape of the "wave"
recorded from the brain are dependent on the size and electrical properties of the
electrode, the gain and frequency response of the amplifiers, and the inertia and
linearity of the recording system.
Little need be said about the computer system. "Present generation" computers
are flexible enough to handle almost any scientific problem. They have great flexibility
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in input and output equipment and, with a little programming ability, the computers
being used can be made compatible with those of other manufacturers. It should be
noted that there are on the market small but fast "hybrid" computers that are a
combination of analogue and digital processing. These are capable of handling a
large number of scientific problems on their own. They can also be used as an inputoutput device for large digital computers when the smaller unit's data or programming
capacity is exceeded.
Presenting the computer's solution of the problem to the investigator is the final
stage of the systems analysis. The computer does this by presenting a set of numbers
attained by fitting the experimental data to the mathematical model. It often happens
that this set of numbers (the solution) is more difficult to comprehend than the
original problem. In theory, the problem should be posed to the computer as a
hypothesis. The computer would then test the hypothesis by fitting the data to the
model, and its answer would be either "Yes, the hypothesis is true," or "No, the
hypothesis is false." In practice, however, an investigative problem is composed of
many smaller problems or areas, each of which has its own hypothesis. Furthermore,
we intuitively consider several alternate hypotheses and their respective probabilities
of truth. The output of the computer program is usually something of a compromise.
It will consist of a set of numbers representing the various hypotheses. In addition
there will be plots, graphs or tables of these data to assist in further intuitive
evaluation of the numerical solutions.
It should be obvious from this description of a systems analysis that considerable
highly specialized knowledge is a must. This requires group effort, not only to bring
together highly specialized knowledge, but for other reasons. Any attempt to convert
the real worid into a mathematically-assessed abstraction requires many intuitive
judgments along the way. An error in judgment could destroy the whole system. A
collective agreement on judgments will help to reduce the probability of "intuitive
error." We can illustrate this with our experience in attempting to analyze the
electroencephalogram.
Our first attempts to use a computer to analyze the EEG consisted of making
simple frequency counts on the same basis that the analysis is done visually. This
method consists of intuitively selecting a base line and considering the signal between
two adjacent crossings of this line as a single wave. A computer program was
written to do just this. We called it a "zero crossings" analysis. Details of this
method have been presented elsewhere.' In a further sophistication of this method,
Neil Burch^ completed a first zero crossings analysis, then proceeded to compute
the first and second derivatives. By this means, the fast frequencies that are superimposed on the slower waves can be evaluated. Here a question arises which must
be resolved intuitively by the investigator. This is the question of the dependency
or independency of the various frequency components of the EEG. For example,
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when the simple zero crossings analysis is made, the amount of alpha activity that
is recognized is dependent on the amount of other activity present, ie, delta, theta
and beta. A change in the amount of one frequency band results in a change in one
or more of the other frequency bands. This, in turn, implies a common source
(physiological) of all components of the EEG.
When faster frequencies superimposed on slower frequencies are counted, as in
"periodic analysis" or "smoothing and peak counting" methods,'' an independence
among frequency components is produced. This in turn implies independence
(physiological) at the source of the EEG. In either case, assumptions that are not
presently provable must be made by the investigators.
The methods described are concerned with the frequency pattern, or perhaps
more correctly the periodicity, of the EEG sample. The amplitudes of the various
waves have little or no effect on the ultimate "frequency pattern." Thus, you have
"absolute" frequency counts of the EEG samples. Spectral analysis, on the other hand,
considers both the periodicity and amplitude of the EEG signal and produces a
"pattern" that is a relative evaluation of the signal from one sample to the next.
Although, in theory, the periodic qualities of the EEG signal could be considered
independent, the introduction of amplitude considerations also introduces dependency
into the final "spectral" pattern. This is a valid method of analysis. But the concept
of frequency yielded by this method is altogether different from the concept of
frequency used in periodic analysis. This latter, by the way, is the concept used
intuitively in most clinical electroencephalography.
We have used all three methods of EEG analysis in our laboratory. For the EEG
analysis to be useful information, however, it must be correlated with the behavior,
physiology or pathology of the subject from which the EEG samples are derived.
Not the least important of the questions arising is that of deciding which method
of analysis should be used to correlate with which facet of the subject. Do all methods
of EEG analysis reflect changes in behavior and physiology, etc.? Is one method
unique or at least preferred for behavior while another method is best for correlation
with physiology? These are, at present, moot questions. Also, since all these methods
of EEG analysis are expensive, and the study of behavior, physiology, etc., is timeconsuming, the investigator must make some decisions about the limitations within
which he must work. Again, a group judgment should provide a higher probability
of success.
In conclusion, it should be understood that the computer is only a tool of
arithmetic and logic, to be used in a "system" designed by the human mind. Therefore,
its success is limited by human intuition and judgment. So it is our opinion that a
group effort in the design of the "system" provides the highest probability of a
successful outcome.
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