Three kernel-based modeling approaches are proposed to predict the local scour around bridge piers using field data. Modeling approaches include Gaussian processes regression (GPR), relevance vector machines (RVM) and a kernlised extreme learning machine (KELM). A dataset consisting of 232 upstream pier scour measurements derived from the Bridge Scour Data Management System (BSDMS) was used.
INTRODUCTION
The equations developed using laboratory research have not been adequately verified by using field data and the scour prediction methods developed based on laboratory data did not always produce good results for field conditions (Melville ; Jones ; Dargahi ). Due to scale effect, laboratory settings oversimplify or ignore the complexities of natural rivers, thus the scour-depth equations based on laboratory flume data were found to overestimate scour depth measured at bridge piers (Mueller & Wagner ) . A large number of training iterations may force a neural network to over-train, thus affecting the predictive capabilities of the algorithm. The presence of local minima due to the use of non-convex unconstrained minimization is another problem with the use of a back propagation neural network.
Keeping in mind the improved performance of kernelbased approaches in various civil engineering applications, the present study is designed to evaluate the potential of GPR, RVM and a kernlised extreme learning machine (KELM) in modeling the pier scour using a field dataset.
For comparison of results, SVM, a widely used kernelbased algorithm, back-propagation neural network and four empirical relations were used. A number of empirical relations are proposed to predict pier scour using laboratory studies and a study by Mueller & Wagner () suggests that out of 26 empirical equations to predict the pier scour using laboratory dataset, no single equation is conclusively better than the rest. In this study, four empirical relations were used: HEC-18, HEC-18/Mueller equation, Froehlich (), and Froehlich Design (1988) and were found to perform well for pier scour modeling (Mueller & Wagner ) .
MODELING TECHNIQUES
Three kernel-based machine learning approaches, GPR, RVM and ELM, were used to predict pier scour in the present study.
A brief description of these approaches is provided below.
Gaussian process regression
Gaussian processes (GP) are a natural generalization of the Gaussian distribution, with mean and covariance as a vector and matrix, respectively (Neal ) . GPR is a useful nonparametric regression approach due to its theoretical simplicity and good generalization ability, as well as providing probabilistic output (Rasmussen & Williams ) . The use of kernel functions relates to GPR well with SVM (Vapnik ) and RVM (Candela ) .
The main assumption of GPR is that y is defined by
The symbol ∼ in statistics means sampling for. In GPR, for every input x there is an associated random variable f(x), which is the value of the stochastic function f at that location. In this study, it is assumed that the observational error ξ is normal independent and identically distributed, with a mean value of zero (μ(x) ¼ 0), a variance of σ 2 and f(x) drawn from the Gaussian process on χ specified by k. That is:
, and I is the identity matrix.
For a given vector of the test data X Ã , the predictive distribution of the corresponding output
If there are n training data and n Ã test data, then
Þrepresents the n × n Ã matrix of covariances evaluated at all pairs of training and test datasets, and this is similarly true for the other values of
here X and Y are the vector of the training data and training data labels y i .
A specified covariance function is required to generate a positive semi-definite covariance matrix K, where
The term kernel function used in SVM is equivalent to the covariance function used in GPR. With the known kernel function and degree of noise σ 2 , Equations (1) and (2) would be enough for inference.
During the training process of GPR models, the user needs to choose a suitable covariance function, its parameters and the degree of noise. In the case of GPR with a fixed value of Gaussian noise, a GP model can be trained by applying Bayesian inference, i.e. by maximizing the marginal likelihood. This leads to the minimization of the negative log-posterior:
To find the hyperparameters, the partial derivative of Equation (3) can be obtained with respect to σ 2 and k, and minimization can be achieved by gradient descent.
Readers are referred to Kuss () for more details about GPR and different covariance functions.
Relevance vector machine
RVM is another recent development in kernel-based machine learning approaches and can be used as an alternative to SVM for the prediction of pier scour. The RVM is based on a Bayesian formulation of a linear model with an appropriate prior (where the prior of a parameter is the probability distribution that represents the uncertainty about the parameter before the training data are examined)
that results in a sparser solution than that achieved by SVM.
RVM is based on a hierarchical prior, where an independent Gaussian prior is defined on the weight parameters in the first level, and an independent Gamma hyper prior is used for the variance parameters in the second level (Tipping ) . This results in an overall student-t prior on the weight parameters, which leads to model sparseness (Tipping ). Key advantages of the RVM over the SVM include a reduced sensitivity to the hyperparameter settings, an ability to use non-Mercer kernels, provision of a probabilistic output for a given dataset, producing more sparse solution then SVM with no need to define the soft margin parameter C as used with SVM.
For the given dataset x i , y i ð Þ with n number of samples, RVM tries to predictỹ for a query x according tõ
zero-mean Gaussian distributed random noise having var-
T is a weight vector of the basis function Φ(x). The function f(x) for RVM can be written as:
Based on the assumption of independence ofỹ, the likelihood of the dataset can be represented by:
where Φ is a n × (n þ 1) matrix. RVM uses a Bayesian perspective and constrains parameter g and σ 2 by defining a prior probability distribution over weights (Tipping ) :
where α is a vector of (n þ 1) hyperparameter.
After defining the prior probability of the parameters, the posterior over the weights can be obtained by the Bayesian rule:
where posterior covariance and mean are defined as:
To obtain the marginal likelihood for the hyperparameters, Tipping () suggested using:
where covariance is defined by cov ¼ σ
optimizing Equation (8) with respect to α and σ 2 . Tipping () also suggested using an iterative re-estimation method to obtain the values of α and σ 2 using the following equation:
RVM works by repeating Equation (9), while updating the posterior statistics in Equation (7), until all α i becomes smaller than the pre-defined value such that the corresponding model parameter g i reduces to zero. The assignment of an individual hyperparameter to each weight is the reason for the sparse property of RVM. Further details about RVM is available in Tipping ().
Kernlised extreme learning machine
The ELM is a single hidden layer neural network (Huang et al. ) . It uses randomly assigned input weights and bias, not requiring adjustment of input weights like a backpropagation method. For the given dataset, an ELM having H hidden neurons and activation function f (x) can be represented as: . Thus, the solution of Equation (11) becomes:
where A Ψ is the Moore-Penrose generalized inverse of matrix A (Serre ).
Recently, Huang et al. () proposed using orthogonal projection and kernel methods in the design of ELM.
According to the orthogonal projection method; 
with a corresponding output function of ELM defined by:
Huang et al. () also proposed using a kernel function if the hidden layer feature mapping h x ð Þ is unknown. A kernel matrix for ELM can be represented as follows:
where
is a kernel function. Now the output function (Equation (11)) can be written as: Table 1 .
DETAILS OF ALGORITHMS
The Table 2 provides the optimal values of user-defined parameters used with different algorithms in the present study. The unit of measurements for P w , h and scour depth is in meter, velocity of flow is in meter/second, D 50 is in mm and skew is measured in degrees. Ps ¼ 1.3 for square nosed-piers, 1.0 for round-nosed piers and 0.7 for sharp-nosed piers. 
the total number of data points in the testing set. Then, for each of the relative amounts, the cumulative probability factor for a sample (i) can be calculated as follows:
The ratio of predicted to actual pier scour value at the cumulative probability of 50% (i. Table 3 In order to compare the performance of proposed kernel-based algorithms in predicting the normalized pier scour (scour/P w ), seven input parameters were reduced to six non-dimensional parameters. Table 1 Table 5 indicate that Froehlich () underpredicts most of the values, whereas the remaining three equations overpredict the scour depth with the used dataset.
RESULTS
The poor performance of empirical relation may be attributed to the reason that these equations are deliberately designed to provide conservative estimate of scour prediction.
To compare the performance of GPR, RVM and KELM in predicting pier scour using dimensional dataset, the cumulative probability analysis curve for all three algorithms is also plotted (Figure 4 ). Plot in Figure 4 (P50 values with (Table 6 ). The results from Table 6 indicate that there is no statistically significant difference between the sample population mean and variance of the actual test dataset and the predicted values by different machine learning algorithms (all p-values are above 0.05). This suggests that all kernel-based algorithms used in this study can effectively be used to predict pier scour using the field dataset.
SENSITIVITY ANALYSIS
The results in the previous section suggest that all three kernel-based modeling approaches are capable of generalization well in predicting pier scour within the range of the input parameters used in this study. This section discusses the influence of the four parameters (pier width, flow velocity, depth of flow and pier shape), which has a major influence on the depth of pier scour. This is achieved by testing the model created by using the training data in the previous section with a hypothetical test dataset. The hypothetical test dataset is created by varying one input parameter while keeping all other input parameters constant. In this section, the effect of four parameters (pier width, velocity of flow, pier shape and depth of flow) of pier scour is studied using all three modeling approaches.
To 
CONCLUSIONS
This paper investigates the potential of three kernel-based algorithms in predicting the local scour using field dataset. 
