INTRODUCTION
Aluminum has been used as a fuel additive in rocket propellants since the 1950s. Its use as a fuel is widespread ranging from large scale solid rocket boosters to hobbyist rocket motors. Aluminum powder raises the specific impulse (Isp) through the product molecular weights and increased flame temperature (Bucher, Ernst, & Dryer, 2000) . It also suppresses high-frequency combustion instabilities through viscous particle damping (Price, 1965) . Aluminized ammonium perchlorate composite propellants (APCPs) form large molten aluminum (Al) agglomerates leading to incomplete combustion and two-phase flow losses (Beckstead, 2004; Hermsen, 1999; Price & Sigman, 1999) . These large molten droplets (LMD) result from the coalescence of multiple Al particles and they are often an order of magnitude larger than the initial constituent particle size (Price & Sigman, 1999; Sippel, Son, & Groven, 2013) . The mechanism of aluminum agglomeration and combustion has studied before to understand the particle dynamics and phenomena in the gas phase (Cheung & Cohen, 1964; Churchill, Fleming, & Cohen, 1974; Hermsen, 1999; Povinelli & Rosenstein, 1964; Sambamurthi, Price, & Sigman, 1984; Sippel, Son, Groven, Zhang, & Dreizin, 2014) . Currently, techniques for sizing Al agglomerations in APCPs include phase Doppler anemometry (Laredo & Netzer, 1993) , laser diffraction (Laredo, McCrorie, Vaughn, & Netzer, 1994) , particle collection (Laredo et al, Figure 1 . Structure of Pocket. Adapted from "Condensed Combustion Products at the Burning Surface of Aluminized Solid Propellant" by V A. Babuk, V. A. Vasilyev, and M. S. Malakhov, 1999, Journal of Propulsion and Power, 15, 783-793. The second step begins when the burning surface reaches these pockets. Babuk et al (1999) called this structure the skeleton layer. Then, this structure collapses into a bigger metal sphere, the agglomerates. Most of the emerged aggregates are in liquid state, and the aggregates continue their growth attaching themselves to other neighboring pockets. As a third step the aggregates (that are not yet spherical, but like a coral), reach the temperature of ignition, showing the first inflammation and conclude the transition between aggregate and agglomerate (exhibiting the typical structure represented in Figure 2 ).
[γ1and γ2 are angles of wetting, for 6MPa, γ1= 26 deg and γ2 = 41 deg] Figure 2 . Structure of agglomerate. Adapted from "Condensed Combustion Products at the Burning Surface of Aluminized Solid Propellant" by V A. Babuk, V. A. Vasilyev, and M. S. Malakhov, 1999, Journal of Propulsion and Power, 15, 783-793. Then they can detach, or begin moving on the burning surface where they collide with other agglomerates. Collisions between agglomerates can be considered as the main growth factor. In general, the agglomeration effect depends on the pressure (Dossi, 2010) (higher pressure means smaller agglomerates), the temperature, the oxygen balance of the propellant (which influences the burning), the type of burning surface--a liquid layer impedes the detachment with the consequence of further growing of the agglomerate (DeLuca, 2013), the mean size of the original metal particles, the size of the oxidizer prills-which directly influences the size of the pockets, and the residence time on the burning surface before the detachment (De Luca, 2007) . When the agglomerates detach the determination of the maximum diameter is possible. A number of theoretical models have been developed to predict the agglomerate size in solid composite propellants. Salita (1994) , Beckstead (1977) , Willoughby, Baker, and Hermsen (1971) , and Liu (2005) have proposed an empirical model of aluminum agglomeration with characteristic parameters linked to propellant formulation or burning rate. This empirical model is based completely on experimental data and the extrapolation to other propellants is certainly questionable. Cohen (1983) and Grigorev et al. (1981) have given a pocket model of aluminum agglomeration in relation to the size of the region between adjacent coarse oxidizer particles in the propellant microstructure. According to this model, all aluminum particles located inside a pocket area form only a single agglomerate. Gallier (2009) has also proposed a pocket model essentially relaxing simple assumptions of previous pocket models on propellant structure by accounting for an actual random structure obtained by packing. Jackson, Najjar, and Buckmaster (2005) have used a computer-generated 3D pack of particles to simulate the propellant microstructure, and giving agglomerate size distribution on burning surface. Little literature is available on the study of the aluminum agglomeration of aluminized propellants under operation pressure, previous studies (Babuk et al., 2005; Liu, 2005; Sambamurthi et al., 1984) have not stripped the influence of quench distances and pressure on agglomeration.
Artificial Neural Networks (ANN) can be deemed as powerful tools for modeling complex systems. Unlike the more commonly used analytical methods, the ANN is not dependent on particular functional relationships, requiring no assumptions regarding the distributional properties of the data and no a priori understanding of variable relationships. This independence makes the Artificial Neural Networks (ANN) a potentially powerful modeling tool for exploring nonlinear complex problems. Neural networks (NNs) are non-linear mapping structures inspired by the function of the human brain. They are considered powerful modeling tools especially for data with unknown underlying relationships. NNs consist of computational elements called "neurons," operating in parallel, connected by links with variable weights which are typically adapted during the learning process (Mitchell, 1997; Patterson, 1996) . The number of neurons and the scheme of connection with each other can vary. ANN can be presented often as neurons formed in layers. The neurons in a layer are not connected with each other, but they are connected with neurons of the previous and next layers by the principle "each with each." Haykin (1999) defined neural network as a massively parallel distributed processor that has a natural propensity for storing experiential knowledge and making it available for use. It resembles the brain in two respects -knowledge is acquired by the network through a learning process, and -interneuron connection strengths known as synaptic weights are used to store the knowledge. The neural network approach is a branch of artificial intelligence. The ANN is based on a model of the human neurological system that consists of basic computing elements (neurons) interconnected together ( Figure 3) . The used model was a standard, five-layer, back propagation, neural network with input nodes (N), hidden nodes(L), and output node(I). The neurons layer is determined by its weight matrix, a bias vector and a transfer function. The trial and error method is used to determine actual number of hidden neurons. The propagation of information flows through hidden layer from the input layer to the outer layer. During ANN training, a training tool compares the output signals to known aimed values, calculates the error, modifies the weights of synapses by means of the algorithm "back propagation of errors" and iterates the training cycle persistently till a suitable target values is achieved. A usual range of training cycles may be quite a thousand. The back propagation (BP) algorithm is one of the most preeminent training algorithms for multilayer neural networks. BP is a parentage technique to minimize the error E for a particular training pattern.
In this work, a feed forward back propagation neural network is used to predict the agglomerate diameter based on the input parameters such as Quench Distance (QD) and Pressure (P).
MATERIALS AND METHODS This section is divided into two subsections: First, the propellant samples, set-up, collection and measurement of agglomerates are presented and finally the modeling with artificial neural network was explained.
Samples, quench set-up, agglomerate collection and measurement
The propellant samples formulations include ammonium perchlorate (AP, NH4ClO4) as an oxidizer, aluminum particles (micrometric aluminium for P1 to P5 propellants & ultra-fine aluminium for P6 propellant) as a metal fuel, a binder (HTPB) and the additives. Table 1 presents the sample propellant compositions. Propellant samples (cylindrical discs) of 25mm diameter and 5mm thickness are prepared after mixing and curing at 50°C for 7 days for six propellants respectively. Propellant samples are tested in a quench set up to collect the aluminium agglomerates. The experiment includes six propellants at four different pressures and six different distances. The collected aluminum agglomerates are more than the parent aluminium size. The particles are identified digitally and their edges are detected using computer software. The pixels contained within the detected edges are used to find an equivalent diameter of a circular projection of each particle, to obtain its size for a given magnification using the pixel distances. Figure 4 shows particles labeled as part of analysis of P6 propellant. These identified agglomerate images are analyzed using ImageJ (a particle and image analysis tool) software to determine agglomerate diameter followed by arithmetic mean diameter (AMD) based on the following definition: 10 idi) / ( i) (1) Where ni refers to number of particles with diameter di and di is nominal diameter of i th particle. 
Modeling with Artificial Neural Network
Combustion of aluminized solid propellants introduces the well-known undesirable agglomeration development. A significant attempt has been dedicated to assessing and predicting the size of agglomerates ejected from the burning surface. A comprehensive overview of agglomeration modeling was presented by Beckstead (2004 Beckstead ( /2005 . The main aim of the neural network is to convert different data inputs toget significant outputs. The various types of neural network approaches are present, in which Multilayer Perception (MLP); a feed forward back propagation neural network is the mostcommonly used ANN approach. Back propagation is an algorithm which is commonly applied for training. During training the data, the weights are adjusted to decree empirical correlation between input and output variables in the system. Neuron models with some inputs should be coupled with weights 'w' in a multilayer neural network. The sum of these weighted inputs andthe bias forms the input to the transfer function 'F' which is as shown in Eqn. (1) Y = F (x, w)(1) where Y is output, F is transfer function, x is input, and w is the weight. Sigmoid transfer function is preferably used by neuron to generate the output. Feed forward networks have one input layer, one or multiple hidden layers of neurons followed by an output layer. The outcome of performance analysis for feed forward network is based on the estimation of Mean Square Error (MSE); which is the average of the squared error between the network outputs 'a' and the target outputs 't', in which suffixes indicate the number of observations, defined by Eqn.
(2) given below. Schematic flow diagram of the artificial neural network developed is shown Figure 5. (2) MSE 1/N tiai) 2 i=1 to n Figure 5 . A typical representation of ANN structure.
The Multilayer Perception (MLP) architecture, thus obtained has one input layer with three input node values, one hidden layer with three hidden node values or neurons, and one output layer with one output node values. All neurons are associated with different weights. ANN model has been developed using a total of 144 experimental data. Out of these 144 experiments, 84% data were used for training of the model; 16% was used for testing of the model.
The start of the training phase includes neural networks activation with multiple input vectors and the output was calculated. The error values are produced after comparing calculated outputs to the target values. Each weight was adjusted according to the magnitude of the error to reduce the total error. The new sets of outputs are obtained after re-calculation using the adjusted weights. These successively were compared with the targets, and the weights were adjusted again. This method was repeated until an appropriate criterion was reached. The criteria used in this paper is the total error, (i.e. error based on the mean squared error (MSE) between the networkoutput and target), to terminate the training session. The resultant model at the end of the training phase was used in the testing phase.
RESULTS AND DISCUSSION ANN modeling
In the present work, a 5-layer feed forward neural network (3-5-10-5-1) is intended by changing the two different operational process variables to obtain agglomerate diameter, viz, Quench distance, and Pressure, and the results were evaluated. The Multilayer Perception (MLP) has one input layer associated with three nodes, three hidden layers associated with first layer having 5 neurons, the 2nd layer having 10 neurons, the 3 rd having 5 neurons, and one output layer with one output node value. All these neurons/nodes were coupled with different weights. In the present study, ANN model has been planned by carrying a total number of 24 runs for each label propellant used for training the network. The ANN has been implemented using Matlab script. All the input variable and output variable were normalized in the range of (0, 1) before starting the training of data. A multilayer feed forward, back propagation neural network was used with sigmoid as a transfer function at learning rate of 0.5, momentum rate of 0.25, and 1000 epochs. The ANN design was trained exploitation stopping criterion as one thousand iterations. Tables 2 to 7 gives experimental data and predicted data from ANN for P1 to P6 propellants.
Performance measurement of Neural Network for Experimental Data
To determine the optimal architecture, 6 different networks with different number of layers and neurons in the hidden layer were designed and tested for determination of agglomerate diameter. The performance capabilities of each network were examined based on the mean squared error between the network predictions and the experimental values using the test and the entire dataset. From Tables 2 to 7, it was identified that the network with three hidden layers and 5 -10 -5 neurons in each layer (3-5-10-5-5) produced the best performance for each of the output parameters. Further, the average percentage error was also less than ±3% which means the ANN predicted results were very much closer to the experimental (actual) results shown in Figures 6 -11 . It revealed that the prediction of ANN model was found to be in good agreement with experimental data.
Effect of quench distance on agglomerate diameter
The distance between the propellant and the surface of quench liquid is the quench distance. The particles from the burning propellant travel this distance before being quenched in the liquid. The results showed the dependence of agglomerate size on quench distance. At lesser quench distance, the unburned aluminium content was significantly higher which indicates additional combustion is occurring and hence formation of larger agglomerates as shown in Figure 6 -11. Similar observation was observed when unburned aluminium content was found to be significantly decrease as the operating pressure was increased, quench distance is increased; hence the reduction in accumulation and agglomerate size.
Effect of pressure on agglomerate diameter
The results show the dependence of agglomerate size on pressure. 1) At low pressure, the fine AP particles of the pocket propellant fail to be established near the surface flamelets, resulting in unfavorable conditions for the ignition of the accumulating aluminum and hence formation of large agglomerates. 2) As pressure increased the fine AP particles would establish individual flamelets conducive to aluminum ignition, with a corresponding reduction in accumulation and agglomerate size. This trend in agglomerate size with pressure is conspicuous in Figure 6 -11. Figure 6 shows the experimental versus predicted agglomerate diameter of P1 propellant. This trained network had a maximum error of less than 3%. From Figure 6 , it is seen that it is possible to extrapolate for any quench distance up to 100mm and predict the agglomerate diameter for different values of operating pressure. The maximum percentage error in testing set data for P1 propellant is 1.82 which is lesser than 2%. Figure 7 shows the experimental versus predicted agglomerate diameter of P2 propellant. This trained network had a maximum error of 8.7% of one value and two values of above 3% and rest below 3%. This may be due to the experimental error. The maximum percentage error in testing set data for P2 propellant is 2.7 which is lesser than 3%. Figure 8 shows the experimental versus predicted agglomerate diameter of P3 propellant. This trained network had a maximum error of 3.9% of four values and rest below 3%. This may be due to the experimental error. The maximum percentage error in testing set data for label 3 propellants is 1.98 which is lesser than 2%. Figure 9 shows the experimental versus predicted agglomerate diameter of P4 propellant. This trained network had a maximum error of 1.28%.The maximum percentage error in testing set data for label 4 propellant is 2.67 which is lesser than 3%. Figure 10 shows the experimental versus predicted agglomerate diameter of P5 propellant. This trained network had a maximum error of 2.91%. The maximum percentage error in testing set data for label 5 propellant is 1.82 which is lesser than 0.5%. Figure 11 shows the experimental versus predicted agglomerate diameter of P6 propellant. This trained network had a maximum error of 1.89%.The maximum percentage error in testing set data for label 6 propellant is 1.69 which is lesser than 2%. 
