A numerical technique, composed of the Van Leer-Tai-Powell optimization and a modified procedure, is applied to design multistage schemes that give optimal damping of high frequencies for given upwind-biased spatial differencing with implicit and explicit residual smoothing. The analysis is done for a scalar convection equation in one space dimension. The object of this technique is to make the schemes suited for multigrid acceleration. The optimal multistage schemes and their damping properties are presented in this paper. By keeping the multistage coefficients from the one-dimensional analysis and simply redefining the Courant number, the schemes can be applied to multidimensional problems. A fast Euler code is used to evaluate the suitability of the schemes for multidimensional multigrid computations. Numerical results show that the modified schemes effectively enhance the convergence performance on both single and multiple grids.
I. Introduction
T HE computation of a steaty flow pattern induced by a specific fixed geometry has been done traditionally by implicit methods in the past few decades. This is due to the relatively large reduction in residual that can be achieved in one iteration step. Once multigrid relaxation was successfully implemented for solving hyperbolic equations, explicit methods became very effective and available for marching to steady-state solutions. Explicit methods have many advantages over implicit methods: they can be easily executed on computers with vector or parallel architectures, and they allow local grid refinement. The last advantage is crucial, since adaptive grid refinement seems to be the most promising way to efficiently obtain spatial accuracy in complex problems.
The explicit time-integration method proposed by Jameson et. al. 1 and Jameson, 2 which is founded on separate time and space discretizations, is a remarkable combination of components including convergence-acceleration techniques and multigrid relaxation. Since the multigrid strategy acts to remove low-frequency components of the error while marching, it suffices for the singlegrid scheme used on each grid to damp only the high frequencies. Tai 3 and Van Leer et al. 4 have shown how to develop multistage integration methods that yield optimal damping of high-frequency modes. These schemes were derived for a scalar convection equation in one space dimension, and used to solve one-and multidimensional Euler equations. The analysis for optimizing the smoothing properties of multistage scheme was extended to a twodimensional scalar convection equation by Catalano and Deconick 5 and, more satisfactorily, by Lynn and Van Leer. 6 In the latter work, the optimization method is extended to the system of Euler equations, using the local preconditioning of Van Leer et al. 7 to make the system act more like a scalar equation. These developments largely enhance the convergence performance of explicit methods.
The convergence-acceleration techniques introduced by Jameson 2 are local time-stepping, enthalpy damping, and residual smoothing. Among these techniques, implicit residual smoothing (IRS) is particularly effective, since it increases the maximum allowable Courant number and smoothes the high-frequency component of the residual, as needed in multigrid relaxation. Jameson suggested some multistage schemes with good smoothing properties and derived a formula to obtain new Courant number while increasing smoothing coefficients. Enander 8 also tried to improve the high-frequency damping properties of multistage schemes by using the developed combined implicit-explicit residual smoother. More recently, Blazek et al. 9 introduced a upwind-biased operator for the IRS method and showed this method allows substantially higher Courant-Friedrichs-Lewy (CFL) numbers as compared to the centered IRS method. In this paper, only a central differencing operator for the implicit and explicit residual smoothing (ERS) is of interest.
In the present study we design optimally smoothing multistage schemes for given upwind-biased spatial discretizations 10 using a central-difference IRS and ERS operator for extra smoothing and stability. They are designed by means of the Van Leer- TaiPowell optimization   3   ' 4 and a modified procedure. Since the spatial discretization dictates the final accuracy of the solution, the most natural way is to select the spatial discretization and then select the multistage coefficients in such a way that short waves are effectively damped. This means these schemes are designed purely for their properties of damping and stability, without regard to time accuracy. The search for the values of the parameters of the multistage schemes that yield optimal damping is done numerically.
Based on the finite volume formulation, 2 ' 11 a high-efficiency multigrid code for solving the Euler equations was programmed to simulate the axisymmetric external flowfield about a projectile. This code has been used for the actual multidimensional application of the optimal multistage schemes. Besides residual smoothing the code includes local time-stepping to speed up the rate of convergence and to make the smoothing analysis more appropriate. Convergence performance of these schemes and a comparison with the classical Runge-Kutta schemes are presented.
and use a predictor-corrector integration method to discretize the temporal term as
where the time-step ratio or is a free parameter. Apparently, the stability and damping properties are determined by the complex polynomial:
This polynomial has two complex-conjugate zeros which move along a circle when varying a. When a partial differential equation is interpreted by the method of lines, A, represents the Fourier transform of the spatial differencing operator and depends on the spatial frequency f or, more specifically, on the spatial wave number ft = 2n%Ax. For instance, consider the one-dimensional linear convection equation
du 8u
c> 0 (4) and discretize the space term by first-order upwind differencing. After inserting harmonic data u(x) = UQe~2 7ri^x , Eq. (4) reduces to an equation of the form (1)
where the nondimension time step v = c A?/ AJC is the CFL number. All information about the spatial differencing operator is included in the complex function
Similarly, the complex function for the kappa 10 scheme becomes
The parameter K of the high-order upwind-biased differencing regulates the upwindedness: K = I yields central differencing, K .= -I second-order accurate fully one-sided differencing, K = 1/3 thirdorder accurate upwind-biased differencing. If a certain frequency ft needs to be perfectly damped, one inserts z(ft) into P(z) and determines the values of v and a that make the amplification factor vanish. Applying a sequence of m predictor-corrector methods generates schemes with an even number of stages (2m). To get a scheme with 2m H-1 stages, a single application of the forward Euler time integration scheme
should be added to the string of m predictor-corrector methods. The forward-Euler scheme has amplification factor
This polynomial has one zero at z = -1. For first-order upwind differencing, the spatial frequency that can be perfectly damped is ft = 7t, and the required CFL number is 1 /2. A general £-stage scheme with final marching time step Af can be written as (10) where y k is the £th coefficient of the £-stage scheme, and yt = 1. The scheme has the amplification factor (H) In the optimization procedure of Van Leer-Tai-Powell, a string of predictor-corrector methods, which damp different Fourier modes in the high-frequency range [n/2, n} and, possibly, a single forwardEuler step, are merged into the multistage scheme. Therefore, the amplification factor of the scheme can be written as (12) The coefficients and CFL number of the multistage scheme can be found by multiplying out and comparing Eqs. (11) and (12) . But this combined multistage scheme may not be an optimal smoother. The optimization method of Tai 3 and Van Leer et al. 4 can now be implemented to minimize the maximum of the amplification factor in the high-frequency range. A set of perfectly damped frequencies is perturbed by means of Newton's iterative method, until all local maxima of the amplification factor in the high-frequency range are equalized within a specified margin. The parameters of optimized schemes for certain spatial discretizations, without use of residual smoothing, are shown in Table 1 . In the table, v is the CFL number, % the kth coefficient of the optimal multistage scheme, and |P| max the equalized minimal maximum of the amplification factor of £-stage scheme in the range [jr/2, TT]. The optimized schemes designed in this paper are for the first-order upwind scheme and a range of kappa schemes (excluding central differencing K = 1). From the table it is observed that the higher is the number of stages, the greater is the CFL number and the better is the damping of high-frequency errors.
The contours of the amplification factor of the five-stage scheme optimized for the third-order spatial differencing, K = 1/3, together with the locus of the Fourier transform z(ft) of the spatial operator (dashed line), are indicated in Note that the CFL number achieved in an £-stage scheme is considerably lower than the maximum stable CFL number for that ^-stage scheme, which makes the optimal multistage schemes robust marching schemes.
B. Modified Procedure
The residual smoothing, using central differencing, is applied implicitly in the following form
where R is the residual^ R is the averaged residual, £ is the smoothing coefficient, and 8 2 is the discrete Laplace operator. Smoothing is applied in each stage. The Fourier transforms of the averaged residuals corresponding to Eqs. (6) and (7) are (14) and
Using the optimization procedure of Sec. II. A, four-stage schemes for the third-order spatial differencing, with various smoothing coefficients, were obtained and are defined in Table 2 . The damping and stability properties of these schemes are indicated in Figs. 2a and 2b. Although the maximum of the amplification factor in the high-frequency range has been minimized for each scheme, the magnitude of the amplification factor in the low-frequency range lies outside the stability region, especially for the smoothing coefficients greater than 0.3. It is seen that the instability becomes worse when increasing the smoothing coefficient in the IRS method. When using the Van Leer-Tai-Powell optimization, the resulting multistage schemes for all given spatial discretizations show the same unstable behavior. Clearly, the procedure has to be modified.
On the other hand, it is observed that the multistage coefficients obtained by applying the Van Leer-Tai-Powell optimization do not change significantly while the smoothing coefficients increase, even for s = 0.5 and s = 0.6, see Table 2 . This observation motivated the following modified procedure: keep the coefficients from the Van Leer-Tai-Powell optimization without residual smoothing, then search for the optimal CFL number that minimizes the area under the high-frequency amplification-factor curve while satisfying the stability condition for all low frequencies. After the modified procedure, the CFL number for the first-order upwind scheme and the kappa schemes (K = 1/3, -1) with various smoothing coefficients become those listed in Table 3 . It is seen that the CFL number now increases with increasing smoothing coefficient. For instance, the three-stage scheme obtained by the Van LeerTai-Powell optimization for the third-order kappa scheme without residual smoothing has a CFL number of 1.3256, as seen in Table 1 . Applying the modified procedure, a scheme results with a CFL number of 3.0029. Figure 3a shows the amplification factor for the two optimal schemes and also for the smoothed scheme using the optimal CFL number of nonsmoothed scheme. Residual smoothing can also be implemented explicitly (ERS), to suit parallel computing and unstructured grids. In this case the residual R is replaced by the average (16) at each stage of multistage scheme. Using central differencing in the ERS method, the complex function z(p) corresponding to Eqs. (6) and (7) become -2s
and
It is seen that for s > 1/4, there are Fourier modes such that R could be zero when R is not. Applying the modified procedure, the CFL number for the first-order upwind scheme and the kappa schemes (K = -1,1/3) with various smoothing coefficient were obtained and are listed in Table 4 . It is seen that the CFL number increases with increasing smoothing coefficient. For instance, the three-stage scheme obtained by the Van Leer-Tai-Powell optimization for the third-order scheme without residual smoothing has a CFL number of 1.3256, as seen in Table 1 . Applying the modified procedure for s = 0.2, a scheme results with a CFL number of 2.3180. Figure 3b shows the amplification factor for the two optimal schemes and also for the smoothed scheme using the optimal CFL number of nonsmoothed scheme. From Tables 3 and 4 , it is observed that the CFL number for the ERS method is larger than one for the IRS method with the same smoothing coefficient. It is seen that the damping and stability are greatly improved by the modified procedure. Thus, the procedure makes the schemes a good "smoother" as multigrid strategy requires.
HI. Extension to Multidimensional Problem
Applying the multistage schemes optimized by one-dimensional analysis to multidimensional or axisymmetric convection problems is not so straightward. Fortunately, as shown by Tai, 3 a twodimensional minimax technique for a two-dimensional convection leads to optimal multistage coefficients that are not significantly different from those obtained by one-dimensional optimization, although the optimal CFL number may differ somewhat. Thus, the practical strategy proposed in this paper is keeping the coefficients from one-dimensional analysis and redefining a two-dimensional CFL number.
It is obvious that the schemes should be optimal with regard to errors propagating in the convection direction; this only requires extending the definition of Courant number to the case of convection through a two-dimensional grid. Consider a two-dimensional cell ABCD, as shown in Fig. 4 ; set the convection speed in the x and y directions equal to a and b. From a consideration of numerical stability, the characteristic cell width in the convection direction should not be greater than AG. From geometric relations, the length of AG can be found to be |AG| = robust in the sense of reproducing the good damping properties of the optimized one-dimensional schemes for two-dimensional convection.
IV. Fast Euler Solver
A fast Euler solver was developed to prove the applicability of the optimally smoothing multistage schemes to an axisymmetric Euler flow problem. An axisymmetric secant-ogive-cylinder-boattail projectile (SOCBT) is used as the testing model. The compressible inviscid external flow of the projectile is described by the Euler equations in conservation form. A finite volume method was chosen, i.e., the integratial formulation of the equations is directly discretized in physical space. A system of ordinary differential equations in time is obtained by applying the spatial discretization in each cell. First-order upwind differencing and the Van Leer kappa schemes were chosen to be the spatial discretization. Roe's flux-difference splitting, 12 modified to satisfy the entropy condition, 13 was adopted to evaluate the fluxes through the control surfaces. The Van Albada limiter was imposed on the kappa schemes to prevent numerical oscillations.
The residual smoothing is applied on the finest and coarser grid levels. In the two-dimensional case, the implicit and explicit steps are applied in product forms and (21) (22) where v is the CFL number obtained from one-dimensional analysis. This may not be the perfect choice, but it has been shown to be very i.e., approximation factorization is applied to obtain the averaged residual. It is not at all clear that a two-dimension analysis for s x = s y would yield an optimal CFL number that is close to the value derived from one-dimension analysis. However, we have already redefined a two-dimensional CFL number suited for two-dimensional convection term. It has been shown that using the redefined CFL number will not make the optimal multistage schemes unstable. Therefore, the smoothing coefficients used in the different directions are set to be equal in this paper.
Recall that the multigrid method effectively removes the lowfrequency components of error on the coarser grids in the iterative procedure but requires a good single-grid smoother. Thus, the use of a multistage scheme with good high-frequency damping on each grid may effectively improve the performance of the multigrid strategy.
2 -14 Therefore, the optimally smoothing multistage scheme was considered as the time-integration method. The multigrid strategy used in the test code is a saw-tooth cycle, 2 in which first-order upwind differencing is used on all coarse grids and the kappa schemes only on the finest grid. A powerful technique is to perform some preliminary iterations on a coarser grid, then use the resulting approximation as an initial guess on the finer grid; this so-called "nested iteration" was used in the fastsolver to get a better initial quess on the finest grid. In addition, one more acceleration technique was used, i.e., local time stepping which allows each cell to advance in time at maximum rate and makes the scalar, constant-coefficient analysis locally applicable.
V. Application of the Optimally Smoothing Multistage Schemes
The numerical application of the optimal multistage schemes was carried out for the SOCBT projectile in supersonic flow, M^ = 1.2, at zero angle of attack. All computations were performed on an HP-750 workstation and achieved a drop of residual to 10~6. The computational work required for convergence, denoted as WU, is expressed in terms of finest-grid residual calculations. Most of the test cases were performed by using a 64 x 64 mesh which was generated by O-type elliptic solver. Figure 5 is the expanded view of the grid.
A. Grid Analysis
The quality of the solution and the effect of mesh size on convergence can be inferred from Figs. 6-8. Figure 6 shows the pressure coefficient [defined as C p = (p -/? 00 )/l/2p 00 f/ ( used to test convergence dependence on cell size. Figure 8 shows results of the optimal five-stage scheme for the first-order upwind scheme with the IRS method, s = 0.5, implemented on a singleand a five-level grid. It is seen that the multigrid convergence is not completely independent of the number of cells in the finest -grid.
B. Covergence Effect of the Optimal Multistage Stages
The effect of the number of stages on convergence can be seen in Fig. 9 . The results in this figure are obtained by using the optimal two-, three-, four-and five-stage schemes for the first-order upwind scheme with IRS, s = 0.5, on single-and five-level grids. It is shown that the convergence of these schemes is effectively enhanced by using the multigrid strategy. The convergence of the two-stage scheme is superior to the others for a single-level calculation. This is because it uses fewer flux calculations per unit CFL number. However, for the five-level calculations, the convergence histories of all of the schemes are similar. This is because in multigrid relaxation the damping properties become important, and these are better for the many-stage schemes. The effect of the number of grid levels can be seen in Fig. 10 , showing the convergence histories of calculation for various numbers of levels, by using for the optimal five-stage scheme and the first-order upwind scheme with the IRS and s = 0. The convergence history of the single-grid calculation illustrates that initially the residual decreases sharply, corresponding to the quick elimination of the high-frequency modes, followed by a slow decrease due to the low-frequency modes. The five-level calculation displays the best convergence performance, illustrating that the multigrid code based on the optimal scheme effectively benefits from the damping of the low-frequency errors. Figures 11 and 12 show the multilevel convergence behavior of 
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. optimal five-stage schemes for the kappa scheme (K --1,1/3) with the IRS method, s = 0.5. A convergence comparison of the optimal five-stage schemes for first-order upwind differencing with IRS, s = 0, 0.2, 0.5, and 0.8, on single-and five-level calculations is shown in Fig. 13 . It is seen that the speed of convergence increases while the smoothing coefficient increases, as expected, because of the better damping properties and the larger Courant number. It is also seen that the convergence efficiency does not improve dramatically by increasing the smoothing coefficient beyond about 0.5. Figure 14 shows that the high-frequency damping properties worsen while the smoothing coefficient increases. This also holds for the kappa schemes. Figure 15 shows the convergence histories of the optimal fivestage schemes for first-order differencing with ERS, s = 0, 0.1, and 0.2 on single-and five-level calculations. It is seen that the five-level calculation with s = 0.2 yields the best convergence efficiency. From Fig. 13 and 15 , it is seen that the ERS method yields better convergence performance while using the same smoothing coefficient. In our experiment, using the ERS method with s > 1/4 may make the calculation diverge, unless a very small CFL number is employed.
C. Comparison with the Runge-Kutta Scheme
Two cases with five-stage Runge-Kutta schemes, one with the CFL number 2.5 and one with the allowable maximum CFL number 4.3, were used to compare with the optimal five-stage scheme. The implicit residual smoothing, such that s = 0.5, is considered in these schemes. The damping and stability of the RungeKutta four-stage scheme can be judged from Figs. 16a and 16b. The comparisons were implemented both on a single-and a fivelevel grid by utilizing the five-stage schemes for first-order upwind differencing with the IRS method, s = 0.5, as shown in Fig. 17 . The optimal scheme performs somewhat better than the Runge-Kutta scheme, presumably because of its large CFL number.
VI. Conclusions
In this paper, a technique has been introduced for developing a multistage scheme suited for multigrid use. Parameters for multistage schemes for certain one-dimensional spatial discretizations, with or without residual smoothing, implicit or explicit, are presented. The damping and stability properties of some optimally smoothing multistage schemes are studied. The extension to any specified spatial discretization with or without residual smoothing should be easily achieved with little computational cost. The multistage coefficients from one-dimensional analysis directly apply to multidimensional computations by redefining the CFL number. In numerical applications of the optimally smoothing schemes this significantly accelerates the convergence to a steady-state solution.
