Introduction
In this paper we compute the additive structure of the Hochschild (co)homology and cyclic homology of preprojective algebras of ADE quivers over a field of characteristic zero. That is, we compute the (co)homology spaces together with the grading induced by the natural grading on the preprojective algebra (in which all edges have degree 1). We also use the result (for second cohomology) to find the universal deformation of the preprojective algebra.
This generalizes the results of the papers [ES1] , [ES2] , where the dimensions of the Hochschild cohomology groups were found for type A and partially for type D.
Our computation is based on the same method that was used by the second author in the paper [Eu] , where the same problem was solved for centrally extended preprojective algebras, introduced by E. Rains and the first author. Namely, we use the periodic (with period 6) Schofield resolution of the algebra, and consider the corresponding complex computing the Hochschild homology. Using this complex, we find the possible range of degrees in which each particular Hochschild homology space can sit. Then we use this information, as well as the Connes complex for cyclic homology and the formula for the Euler characteristic of cyclic homology, to find the exact dimensions of the homogeneous components of the homology groups. Then we show that the same computation actually yields the Hochschild cohomology spaces as well.
We note that for connected non-Dynkin quivers, the Hochschild (co)homology and the cyclic homology of the preprojective algebra were calculated in [CBEG, EG] ; in this case, unlike the ADE case, the homological dimension of the preprojective algebra is 2, so the situation is simpler.
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Preliminaries
2.1. Quivers and path algebras. Let Q be a quiver of ADE type with vertex set I and |I| = r. We write a ∈ Q to say that a is an arrow in Q.
We define Q * to be the quiver obtained from Q by reversing all of its arrows. We callQ = Q ∪ Q * the double of Q. Let C be the adjacency matrix corresponding to the quiverQ.
The concatenation of arrows generate the nontrivial paths inside the quiverQ. We define e i , i ∈ I to be the trivial path which starts and ends at i. The path algebra PQ = CQ ofQ over C is the C-algebra with basis the paths inQ and the product xy of two paths x and y being their concatenation if they are compatible and 0 if not. We define the Lie bracket [x, y] = xy − yx.
Let R = ⊕Ce i . Then R is a commutative semisimple algebra, and P Q is naturally an R-bimodule.
Frobenius algebras.
Let A be a finite dimensional unital C−algebra. We call it Frobenius if there is a linear function f : A → C, such that the form (x, y) := f (xy) is nondegenerate, or, equivalently, if there exists an isomorphism φ : A ≃ → A * of left A−modules: given f , we can define φ(a)(b) = f (ba), and given φ, we define f = φ(1).
Iff is another linear function satisfying the same properties as f from above, thenf (x) = f (xa) for some invertible a ∈ A. Indeed, we define the form {a, b} =f (ab). Then {−, 1} ∈ A * , so there is an a ∈ A, such that
2.3. The Nakayama automorphism. Given a Frobenius algebra A (with a function f inducing a bilinear form (−, −) from above), the automorphism η : A → A defined by the equation (x, y) = (y, η(x)) is called the Nakayama automorphism (corresponding to f ).
We note that the freedom in choosing f implies that η is uniquely determined up to an inner automorphism. Indeed, letf (x) = f (xa) and define the bilinear form {a, b} =f (ab). Then
2.4. The preprojective algebra. Given an ADE-quiver Q, we define the preprojective algebra Π Q to be the quotient of the path algebra PQ by the relation a∈Q [a, a * ] = 0. It is known that Π Q is a Frobenius algebra (see e.g.
[ES2], [MOV] 
2.6. Root system parameters. Let w 0 be the longest element of the Weyl group W of Q. Then we define ν to be the involution of I, such that w 0 (α i ) = −α ν(i) (where α i is the simple root corresponding to i ∈ I). It turns out that η(e i ) = ±e ν(i) ( [S] ; see [ES2] ). Let m i , i = 1, ..., r, be the exponents of the root system attached to Q, enumerated in the increasing order. Let h = m r + 1 be the Coxeter number of Q.
Let P be the permutation matrix corresponding to the involution ν. Let r + = dim ker(P − 1) and r − = dim ker(P + 1). Thus, r − is half the number of vertices which are not fixed by ν, and r + = r − r − .
The main results
Let U be a positively graded vector space with Hilbert series
The main results of this paper are the following theorems.
Theorem 3.0.1. The Hochschild cohomology spaces of A, as graded spaces, are as follows:
and
Theorem 3.0.3. The Hochschild homology spaces of A, as graded spaces, are as follows:
.
(Note that the equality HH 0 (A) = R was established in [MOV] ). 
HC 4 (A) = 0,
The next section is devoted to the proof of Theorems 3.0.1,3.0.3,3.0.4 4. Hochschild (co)homology and cyclic homology of A 4.1. The Schofield resolution of A. We want to compute the Hochschild (co)homology of A, by using the Schofield resolution, described in [S] . Define the A−bimodule N obtained from A by twisting the right action by η, i.e., N = A as a vector space, and ∀a, b ∈ A, x ∈ N : a · x · b = axη(b). Introduce the notation ǫ a = 1 if a ∈ Q, ǫ a = −1 if a ∈ Q * . Let x i be a homogeneous basis of A, and x * i the dual basis under the form attached to the Frobenius algebra A. Let V be the bimodule spanned by the edges of Q. We start with the following exact sequence:
, so by tensoring the above exact sequence with N, we obtain the exact sequence
and by connecting both sequences with d 3 = ij, we obtain the Schofield resolution which is periodic with period 6:
This implies that the Hochschild homology and cohomology of A is periodic with period 6, in the sense that the shift of the (co)homological degree by 6 results in the shift of degree by 2h (respectively −2h).
4.2.
The Hochschild homology complex. Let A op be the algebra A with opposite multiplication. We define A e = A ⊗ R A op . Then any A−bimodule naturally becomes a left A e − module (and vice versa).
We make identifications
Now, we apply to the Schofield resolution the functor −⊗ Ae A to calculate the Hochschild homology:
We compute the differentials:
For i = 4, 5, 6 the computations for d ′ i is the same as for d ′ i−3 , except that we have to add an additional twist to the right action on N:
Since A = [A, A] + R (see [MOV] ), HH 0 (A) = R, and HH 6 (A) sits in degree 2h.
Let us define HH i (A) = HH i (A) for i > 0 and
The top degree of A is h− 2 (since h A (t) = 1+P t h 1−Ct+t 2 by [MOV, 2.3.] , and A is finite dimensional). Thus we see immediately from the homology complex that HH 1 (A) lives in degrees between 1 and h−1, HH 2 (A) between 2 and h, HH 3 (A) between h and 2h − 2, HH 4 (A) between h + 1 and 2h − 1, HH 5 (A) between h + 2 and 2h and HH 6 (A) in degree 2h.
Self-duality of the homology complex. The nondegenerate form allows us to make identifications
We can define a nondegenerate form on V ⊗ A and V ⊗ N by
where a, b ∈ Q, and δ x,y is 1 if x = y and 0 else. This allows us to make
Let us take the first period of the Hochschild homology complex, i.e. the part involving the first 6 bimodules:
By dualizing and using the above identifications, we get the dual complex:
We see that C * i = C 5−i . We will now prove that, moreover,
e. the homology complex has a self-duality property.
4.4. Cyclic homology. Now we want to introduce the cyclic homology which will help us in computing the Hochschild (co)homology of A. We have the Connes exact sequence
where the B i are the Connes differentials (see [Lo, 2.1.7.] ) and the B i are all degree-preserving. We define the reduced cyclic homology (see [Lo, 2.2.13.] )
The usual cyclic homology HC i (A) is related to the reduced one by the equality HC i (A) = HC i (A) for i > 0, and HC 0 (A) = HC 0 (A)/R.
Let U = HH 1 (A). Then by the degree argument and the injectivity of B 1 (which follows from the fact that HH 0 (A) = 0), we have HH 2 (A) = U ⊕Y [h] where Y = HH 2 (A)(h) (the degree-h-component). Using the duality of the Hochschild homology complex, we find HH 4 (A) = U * [2h] and
So we can rewrite the Connes exact sequence as follows:
From the exactness of the sequence it is clear that B 2 and B 3 restrict to an isomorphism on Y [h] and U * [2h] respectively and that B 4 = 0. B 6 = 0 because it preserves degrees, so B 5 is an isomorphism.
An analogous argument applies to the portion of the Connes sequence from homological degree 6n + 1 to 6n + 6 for n > 0.
Thus we see that the cyclic homology groups HC i (A) live in different degrees: HC 6n+1 (A) between 2hn + 1 and 2hn + h − 1, HC 6n+2 (A) in degree 2hn + h, HC 6n+3 (A) between 2hn + h + 1 and 2hn + 2h − 1, and HC 6n+5 (A) in degree 2hn + 2h. Now we would like to determine the Hilbert series of the cyclic homology spaces. This is done with the help of the following lemma. 
Proof. To compute the Euler characteristic, we use the theorem from [EG] that
From [MOV, Theorem 2. 3.] we know that
Since r = r + + r − ,
From [Eu, Proof of Theorem 4.1.2.] we know that
(1 − t 2k ) #{i:m i ≡k mod h} .
It follows that
This implies the lemma.
Since all HC i (A) live in different degrees, we can immediately derive their Hilbert series from the Euler characteristic: Now, apply the functor Hom A e (−, A) to the Schofield resolution to obtain the Hochschild cohomology complex 
Proof.
Thus we see that each 3-term portion of the cohomology complex can be identified, up to shift in degree, with an appropriate portion of the homology complex.
This fact, together with Theorem 3.0.3, implies Theorem 3.0.1.
The deformed preprojective algebra
In this subsection we would like to consider the universal deformation of the preprojective algebra A. If ν = 1, then P = 1 and hence by Theorem 3.0.1 HH 2 (A) = 0 and thus A is rigid. On the other hand, if ν = 1 (i.e. for types A n , n ≥ 2, D 2n+1 , and E 6 ), then HH 2 (A) is the space K of ν-antiinvariant functions on I, sitting in degree −2. Proof. To prove the first statement, it is sufficient to show that for generic λ such that ν(λ) = −λ, the dimension of the algebra A λ is the same as the dimension of A, i.e. rh(h + 1)/6. But by Theorem 7.3 of [CBH] , A λ is Morita equivalent to the preprojective algebra of a subquiver Q ′ of Q, and the dimension vectors of simple modules over A λ are known (also from [CBH] ). This allows one to compute the dimension of A λ for any λ, and after a somewhat tedious case-by-case computation one finds that indeed dim A λ = dim A for a generic λ ∈ K. The second statement boils down to the fact that the induced map φ : K → HH 2 (A) defined by the above deformation is an isomorphism (in fact, the identity). This is proved similarly to the case of centrally extended preprojective algebras, which is considered in [Eu] .
Remark. For type A n (but not D and E) the algebra A λ for generic λ ∈ K is actually semisimple, with simple modules of dimensions n, n−2, n−4....
