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ABSTRACT 
The connection of Distributed Generators (DGs) to a distribution network causes 
technical concerns for Distribution Network Operators (DNOs) which include power 
flow management, loss increase and voltage management problems. An Active Network 
Management System can provide monitoring and control of the distribution network as 
well as providing the infrastructure and technology for full integration of DGs into the 
distribution network. The Optimal Power Flow (OPF) method is a valuable tool in 
providing optimal control solutions for active network management system 
applications.   
The research presented here has concentrated on the development of a multi-objective 
OPF to provide power flow management, voltage control solutions and network 
optimisation strategies. The OPF has been shown to provide accurate solutions for 
variety of network topologies. It is possible to apply time-series of load and generation 
data to the OPF in a loop, generating optimal network solutions to maintain the network 
within thermal and voltage limits. The OPF incorporates not only the DG real power 
output maximisation, but also network loss minimisation as well as minimising the 
dispatch of DG reactive power. This investigation uses a direct Interior Point (IP) 
method as the solution methodology which is speed efficient and converges in 
polynomial time. Each objective function has been assigned a weighting factor, making 
it possible to favour one objective function and ignore the others. Contributions to 
enhance the performance of the IP OPF algorithm include a new generic barrier 
parameter formulation and a new swing bus formulation to model energy export/import 
in the main optimisation routine.  
A Terminal Voltage Regulator Mode (TVRM) and Power Factor Regulation Mode 
(PFRM) for DG were incorporated in the main optimisation routine. The main 
motivation is to compare these two decentralised DG control methods in terms of the 
achieving the maximum DG real power generation. The DG operation methods of 
TVRM and PFRM are compared with the optimisation results obtained from centralised 
dispatch in terms of the DG capacity achieved as it produces the optimum overall 
network solution. A suitable value of the droop and local voltage regulator dead-bands 
were determined for particular DGs. Furthermore, the effect of these decentralised DG 
control methods on distribution network losses are considered in a measure to assess the 
financial implications from a DNO's perspective. 
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NOMENCLATURE 
Bij  Susceptance of branch ij 
),( uxC

 The objective function of the primal-dual Interior Point method 
'
x0
C

 Column vector obtained from partial derivatives of the objective function 
with respect to every state variable  
'
u0
C

 Column vector obtained from partial derivatives of the objective function 
with respect to every control variable  
c    Linear factor 
interceptd    Point of intercept 
inflectiond    Point of inflection 
e  Price of generation  
)u,x(f

  Column vector of equality constraints 
)u,x(f Re

 Column vector of equality constraints for real part of nodal power 
balance 
)u,x(f Im

 Column vector of equality constraints for reactive part of nodal power 
balance 
)u,x(f
u
'
Re

  Matrix obtained from partial derivatives of the equality constraint (for 
real part of nodal power balance) with respect to every control variable 
)u,x(f
u
'
Im

 Matrix obtained from partial derivatives of the equality constraint (for 
reactive part of nodal power balance) with respect to every control 
variable 
'
x0
F

 Matrix obtained from partial derivatives of the equality constraints with 
respect to every state variable  
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'
u0
F

 Matrix obtained from partial derivatives of the equality constraints with 
respect to every control variable 
Gij  Conductance of branch ij 
)u,x(h

  Column vector for inequality constraints 
h

  Column vector for upper limit of inequality constraints 
h

  Column vector for lower limit of inequality constraints 
'
x0
H

 Matrix obtained from partial derivatives of the inequality constraints 
with respect to every state variable  
'
u0
H

 Matrix obtained from partial derivatives of the inequality constraints 
with respect to every control variable  
i & j  The letters used as index to the bus bars 
Iij  Current flow of branch ij 
I  Identity matrix (n-by-n square matrix with ones on the main diagonal) 
k    Scaling factor 
ijL   Real Power losses in branch ij 
m    Fitting factor 
nbus  Number of bus bars 
ntap  Number tap changers 
nline  Number of lines 
nDG  Number of DGs 
nPshift  Number of transformer phase shifters 
ncomp  Number of reactive power compensators 
LiLi QP ,  Active and reactive load at node i 
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),V( ii 
GiGi QP ,  Active and reactive power generation of DG at node i 
ijij QP ,  Active and reactive power flow from node i to node j 
inj
iP   Real power injection at bus bar i 
inj
iQ   Reactive power injection at bus bar i 
slackP   Real power of slack bus bar 
slackQ
  Reactive power of slack bus bar  
cQ   Reactive power absorbed/injected by a reactive power compensator 
R  Resistance of the branch 
sh, ssh  Slack variables 
ijS   Load flows of the branch ij 
max
ijS   Maximum allowable load flow in branch ij 
kt   Tap settings of the tap changer k 
u

  Control variables vector; )t,Q,Q,P,Q,P( kcslackslackGiGi  
iV   Voltage at node i 
X  reactance of the branch 
x

  State variables vector;  
   Weighting factor for loss 
   Weighting factor for DG real power output (this parameter is negative) 
   Weighting factor for DG reactive power generation 
δ   Angle difference between V1 and V2 
   Power factor angle 
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i   The voltage angle at bus bar i 
j   The voltage angle at bus bar j 
ij   The angle of the admittance 
ijY   Admittance of the branch connecting i and j 
k   Phase shifting transformer angle 
shh ,, 

 Vector of Lagrangian multipliers  
   Barrier parameter 
L   Lagrangian function 
ε1 ,ε2  Tolerance  
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1 CHAPTER 1 
1 INTRODUCTION 
 
 
1.1 Overview of Electricity Supply Industry 
 
Up until 31st of March 1990, the Electricity Supply Industry (ESI) in the U.K. was a 
nationalised industry operating as a governmental firm. The Central Electricity 
Generating Board (CEGB) was responsible for the electricity generation and day to day 
operation of the transmission network. The distribution network across Great Britain 
was divided into 13 electricity boards, which are responsible for distribution and supply 
of electricity to customers.  
After privatisation, the transmission network (400kV and 275kV) in England and Wales 
was privately operated by National Grid Electricity Transmission Ltd. In Scotland, 
Scottish Power and Scottish & Southern Energy were jointly responsible for the 
operation of transmission network in south and north respectively. Following the 
introduction of British Electricity Trading and Transmission Arrangements (BETTA) on 
1
st
 of April 2005, National Grid became responsible for the operation of the entire 
transmission system in Great Britain. National Grid has an obligation to ensure a safe, 
secure and economical operation of the transmission system. Full details of the 
transmission system network structure, including demand and generation data, are given 
in [1].  
Eight privately owned companies in U.K. acquired the 14 DNO licenses and were 
operating the distribution level across Great Britain. An independent regulatory now 
known as Ofgem (Office of Gas and Electricity Marketing) was formed to regulate 
competitive gas and electricity markets in order to protect the customers and insure 
adequate investment in networks. 
In recent years, the issue of green house gas emissions (principally CO2) has become the 
centre of attention in Europe due to its direct influence on climate change. The U.K. 
government has ratified the Kyoto Protocol and is strongly supporting the 8% emission 
reduction target for E.U. The Department of Trade and Industry (now known as the 
15 
 
Department for Business, Enterprise and Regulatory Reform) has issued the Renewable 
Obligation Order 2009 [2] through which it continued to provide an impetus for the 
electricity suppliers in England and Wales to purchase 10% of their electricity from 
renewable resources by 2010. In Scotland this target was set to be 18% by 2010. 
Furthermore, by 2020 the renewable generation target is anticipated to reach 20% and 
40% in England (& Wales) and Scotland respectively. 
A government U.K. White Paper on Energy indicated that at the end of 2006, 12.7GW 
of generation produced from of low carbon technologies (this also included CHP) have 
been connected to distribution network. This includes renewable generation 
corresponding to around 4% of U.K.’s total electricity generation [3]. 
Most of the potential on-shore renewable resources across U.K. are in rural areas and 
this would mainly include wind energy. In other words, the renewable generation will 
seek to directly connect to distribution network which is covering the countryside. The 
ambition of meeting the government renewable target has raised a number of 
economical and technical issues. This is due to distribution network being originally 
designed for uni-directional power transfer from transmission level to load customers.  
Section 1.2 of this thesis provides a review of the economical and technical problems 
associated to the connection of DGs (Distributed Generation). Sections 1.3 and 1.4 
highlight the aims and responsibilities of a collaborative industrial research project 
known as Autonomous Regional Active Network Management System (AuRA-NMS). 
This project set out to provide practical solutions for distribution network control issues. 
The contributions of this Ph.D. degree towards designing an AuRA-NMS controller for 
11kV and 33kV networks are described. Section 1.5 introduces the EPRI Advanced 
Distribution Automation project, which is an equivalent project designing an active 
network management system for North America. It also compares the objectives of 
AuRA-NMS with EPRI Advanced Distribution Automation and identifies their major 
differences. Finally, section 1.6 describes the scope of this Ph.D. thesis. 
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1.2 Main impact of DG connection on distribution network 
The U.K. Government’s targets to promote low-carbon energy production include all 
forms of renewable generation, a large proportion of this is expected to come from wind 
energy [4].  The impact of connecting renewable generation on distribution network can 
be broken down into two main categories: 
I. Economical Impact 
II. Technical Impact 
 
This chapter concentrates on the technical impact, however a brief description of the 
extent of the economical impact is also given. 
 
1.2.1 Economic impact of DG on distribution network 
The economic assessment of a “DG connection project” encompasses the developer and 
the DNO perspectives. Hence in recent years Ofgem and the Department for Business, 
Innovation and Skills were actively moving towards the development of a fair 
competitive environment by setting appropriate connection and use of transmission and 
distribution tariffs plus equitable policy of loss allocation. The identification and fair 
assignment of costs resulting from DG connection is crucial for the development of a 
competitive environment [5, 6]. The economical assessment of DG development breaks 
down to two main categories; the connection costs and the connection charges. 
The most important factor governing the DG connection “costs” is; the voltage level at 
which the DG is connected. The most important factor governing the DG connection 
“charges” is; connection policy being categorised to deep or shallow charges.  
 
Connection costs - voltage level related costs 
In general, the higher the voltage level at which the DG is connected, the larger the 
connection costs. Hence the developers of DG sites would prefer connection to lowest 
possible voltage level. Mean while, the DNO would prefer connection to higher voltage 
level due to lower impact on local voltage rise, power quality and network losses. These 
two objectives might conflict with each other, therefore a comprehensive economical 
and technical analysis would be required to achieve a balanced solution [5].  
17 
 
Voltage rise effects could partly be controlled by DGs through absorbing reactive power 
(negative reactive power when assuming generation convention). But this would 
directly increase the network losses and decrease the power factor. A simple design rule 
proposed by Jenkins et al. [5] indicates that generators of up to 500kW could typically 
be connected to 415V networks, up to 5MW to 11kV networks and up to 20MW to 
33kV networks. 
 
 
Connection charges - deep versus shallow charging 
The deep charging policy refers to network reinforcement costs (needed for the 
connection of DG) being imposed on the developer. This policy could have a significant 
impact on the developer’s decision to build the DG site. This is because the developers 
have to finance the additional capital costs required for the network reinforcement. 
The shallow charging policy would remove the burden of financing the network 
reinforcement from the developer’s shoulder and makes it the DNO responsibility. In 
return, the DNO could increase the Distribution Use of System (DUoS) charges [7].  
The British Wind Energy Association (BWEA) response regarding the deep charging 
policy indicates that the scheme only reflects the short-run costs not the long-run costs. 
The association claims that this scheme provides no incentive for DNOs to investigate 
the most effective ways of making capacity available for new DGs to be connected. 
Hence this approach could be a significant obstacle to the development of DG projects. 
On the other hand, the shallow charging policy will make the DNO responsible for any 
required network reinforcements. The DNO could then recover the costs through DUoS 
Charges over long-run [8].   
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1.2.2 Technical impacts of DG on distribution network 
According to BWEA, U.K. is the windiest country in Europe [9]. This primary source 
of energy is mainly at geographically remote locations. Hence the integration of the 
DGs will be directly to the distribution network which is also supplying the local load 
centres. This integration produces the following five main technical barriers [5]: 
I. Power flow, thermal rating and loss issues 
II. Voltage management problems 
III. Fault level issues 
IV. Transient stability  
V. Protection 
 
The extent of DG impacts on the network will depend on several factors, such as; type 
and location of the new DG, the pattern and timing of generation output, the total 
capacity installation, meshed/radial network topology and local load variation [10]. 
DNOs perform detail network analysis to determine the necessary technical 
requirements before allowing any DG connection. The DG developer must comply with 
the technical requirements set out in the connection offer, distribution grid code and 
other obligations. Descriptions of the main technical barriers for DG connection are 
given in the following subsections: 
 
Power flow, thermal rating and loss issues 
The installation of a large distributed generator could result in reverse power flow 
through the distribution network. The distribution network will then export power 
towards the transmission grid. This could potentially increase the distribution losses. 
Furthermore, under low local load demand, the thermal rating of the lines and 
transformers could easily be exceeded [11]. 
 
Voltage management problems 
In distribution networks, the resistance (R) of the lines are comparable with the 
reactance (X). As a result, the bus bar voltages will be influenced by both the real and 
reactive power flows. The connection of DGs at distribution level causes reverse power 
flow which could lead to voltage limit violations. 
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Figure 1.1 represents a simple distribution network at which the generator (PG and QG), 
local load (PL and QL) and the reactive compensator (QC) are connected to it. It is a well 
known approximate assumption [12] to represent the voltage rise at bus bar 2 with 
equation (1.1): 
 
Where: 
(PG-PL)=P 
(+ QG - QL + QC)=Q                       
External Grid
R+jX
PG+jQG
PL+jQL
I21
11
V
Qc
22
V
 
 
 
Equation (1.1) is an approximate subject to an important assumption, hence it should 
only be applied when those assumptions are true. The complete equation for the 
calculation of |V2| is given below (full derivation in Appendix A): 
 
           
 
 
Where: 
δ is the angle difference between |V1| and |V2| 
 
Equation (1.1) is true when δ is less than about 3 degrees. This important assumption 
reduces equation (1.2) to (1.1). The value of 3 degrees was calculated by performing the 
load flow calculation (using IPSA) for the simplified network shown in Figure 1.1, and 
then comparing the result obtained from the load flow with the answer calculated using 
equation (1.1). An angle difference of more than about 3 degrees between the two 
voltages makes equation (1.1) error prone. 
 
 
2
12
V
QXPR
VV

 (1.1) 
(1.2) 
Figure 1.1- 2 bus bar network and phase diagram representation. 
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The voltage rise effect at bus bar 2 could always be accurately calculated with equation 
(1.2). However, equation (1.1) could only be used when the assumption indicated above 
is true.    
|V2| can also be calculated with the following two equations when |I21| and the power 
factor angle are known: 
 
 
 
 
The DNOs mainly require DGs to operate at fixed power factor in order to limit the 
amount of installed capacity. This will guarantee an admissible voltage profile in worst 
case scenario [13]. DNOs hesitate to instruct the DGs to perform voltage control at their 
point of connection due to the risk of interface with DNO’s transformer OLTCs [14].  
The generating unit can maintain a scheduled voltage level at the point of connection 
through use of Automatic Voltage Regulator (AVR). The AVR could control the 
absorption or production of reactive power by varying the excitation system control 
[15]. Other means of voltage control devices which could be used throughout the 
system are given bellow [16]:  
I. Shunt capacitors: 
The supply of reactive power by shunt capacitors boosts the local voltage. 
II. Shunt reactors: 
The compensation of line capacitance could be achieved by shunt reactors, this 
would mainly limit the voltage rise effect. 
III. Regulating transformers: 
The tap changer of a transformer can respond to any voltage disturbances to 
keep the voltage within prescribed limits. 
IV. Static VAr Systems: 
A system made up of different static and mechanically switched VAr 
compensators with coordinated outputs [17]. It is equivalent to a shunt capacitor 
(1.3) 
(1.4) 
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and a shunt inductor, which could be tuned to perform voltage and reactive 
power control at bus bars. The Static VAr Compensators (SVC) used in power 
systems consist of a generator or absorber (connected in parallel with the bus 
bar) whose output is adjusted to exchange capacitive or inductive current [18]. 
 
The connection of large scale DGs (>50MW based on the U.K. standard [5]) to weakly 
meshed distribution networks causes significant voltage increase at their point of 
connection and hence could violate the network voltage limits. Specific DGs could also 
be instructed to control the voltage at their point of connection by regulation their 
reactive power. This could require the DGs to import considerable amount of reactive 
power (inductive reactive power) in order to keep the voltage within the limits. This 
method of operation might increase the  network losses due to the reactive current flow 
[19]. 
 
Fault level issues 
The fault level at the remote end of a rural feeder is much lower than closer to a primary 
substation. This is due to higher intervening impedance in rural areas which causes the 
fault levels to be lower. Therefore, the connection of a DG in rural areas would change 
the fault level to a higher rate at which the switchgears are not specified. Hence the 
network switchgears must be up-rated and this could be significantly expensive [20].  
In urban areas the fault level issue is more pronounced, because the existing fault levels 
approach the rating of the switchgears. The connection of new DGs increases the fault 
levels beyond the existing rating and this is a serious impediment to the development of 
embedded generation. This is because under the current charging policies in the U.K., 
the cost of up rating the distribution network switchgears are imposed on the DG owner 
[5].   
However, introducing an impedance between the generator and the network could 
reduce the fault level contribution. This could be achieved by the connection of a 
transformer or a Current Limiting Reactor (CLR). This engineering approach increases 
the network losses and causes wider voltage variation [21]. 
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Transient stability 
The ability of DGs to remain connected during abnormal conditions such as network 
reconfiguration, sudden load change and fault occurrence would be of main interest to 
DG owners. This is because the period at which the generation is lost will decrease the 
owner’s profit until the network conditions are restored and the DG is reconnected back. 
However, if the DG is providing support for power system, then its transient stability 
becomes of significant importance to the DNO in terms of preserving local supply [22].  
Protection 
The existing protection schemes in the DNO network might have to be adjusted in order 
to remain effective while the generator is connected or disconnected [20, 23]. This is 
because the protection schemes were originally coordinated to operate during 
unidirectional power flow. The fault currents caused by DGs are not expected with the 
original protection settings, hence the new design must take in to account the additional 
fault current effect. 
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1.3. Autonomous Regional Active Network Management System   
The increasing need for reliable power delivery to customers, better asset management 
and easier connection of DGs (i.e. wind farms) have directed the DNOs towards 
upgrading the distribution system from being traditionally passive into an actively 
controlled system. Power system researchers in the U.K. have studied the impacts of 
DGs on the distribution networks and the benefits of Active Network Management 
System in providing active control of the system [24-28]. The requirement for some 
form of Active Network Management system at distribution level has been emphasised 
among the industrial community as well as the academics.  
The notion of Active Network Management system has promoted research and 
development in the area of ANM. In the U.K., Aura-NMS [29] is a collaborative 
industrial project between three industrial partners and seven universities with the 
leadership of Imperial College. The aim of this project is to design a distributed and 
automated control system (known as the AuRA-NMS controller) that will actively 
manage and optimise the operation of distribution networks. The three industrial 
partners are ABB, EDF Energy and ScottishPower Energy Networks.  
ABB is a world leading equipment manufacturer. It will provide the COM600 
automation platform that consists of the control and monitoring unit COM605, the 
communication gate way COM610 and the station computer COM615 [30]. The 
COM600 equipment would be installed at primary substations (33/11kV) to control and 
monitor the operation of the local network. The control algorithms would run on the 
COM600 control unit.  
EDF Energy and ScottishPower Energy Networks are the two Distribution Network 
Operators (DNOs) who have the following development expectations from Aura-NMS:  
EDF Energy: 
I. Improve supply quality by reducing Customer Minutes Loss (CML) and 
Customer Interruption (CI). 
II. Work beyond the available hard coded control scripts during abnormal 
conditions, for restoration within 3 minutes.  
III. Reduce the high cost of DG connections. 
IV. Perform real-time network optimisation for power flow management and voltage 
control. 
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ScottishPower: 
I. Reduce the complex and inflexible DG connection schemes (principally inter-
tripping schemes) in order to facilitate more DG connection.  
II. Perform real-time network optimisation for power flow management and voltage 
control. 
III. Coordinate voltage control. 
IV. Improve power flow management to increase network capacity. 
V. Provide post-fault network reconfiguration to avoid/reduce CML and CI. 
 
The above capabilities of Aura-NMS controller would shift the distribution network 
from being historically passive (uni-directional power flow, simple switching and tap 
change as the only control) into an actively managed network (with automated real-time 
control actions). 
Real-time refers to an action/observation which occurs within a fraction of a predefined 
time-scale (i.e. seconds). The AuRA-NMS controller observes and reacts to real-time 
changes such as voltage limit violations or fault occurrence in the network. The 
controller can select between options generated on-line as well as off-line and produces 
a short list of proposed actions. 
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1.4. Discussion of Aura-NMS scope  
In this thesis, for simplicity, the responsibilities of the Aura-NMS controller are divided 
into two main categories; network restoration and optimisation.  
DNOs conventionally use a series of scripts written to respond to particular network 
events. These scripts are not always appropriate in providing post-fault restoration 
functions. Real-time restoration algorithms will be tested in this project to identify 
feeder sections off supply, calculate real and reactive power to be restored, identify 
switching options and choose the optimal solution [31]. The network restoration refers 
to short term restoration actions which is an important responsibility of Aura-NMS 
controller. The Aura-NMS controller is required to react to fault occurrences rapidly to 
restore the network and also react to voltage and power excursions in an attempt to 
maximise system performance in terms of CI and CML. This Ph.D. project will not 
contribute to this responsibility [32].    
The network optimisation which is the main concern of this Ph.D. project, refers to 
optimisation actions which will provide control and management of the following 
control variables: 
I. Real and reactive power output of the distributed generators. 
II. Tap changer positions. 
III. Sinks of reactive power. 
OPF &
Control
Measured 
data
State 
Estimation New control 
Settings
(via SCADA) 
Tap changer
Sinks of reactive power
Real power output of DG
Estimated 
data
Deterministic 
data
Position of normally open/
closed points
Aura-NMS controller
Pload    Qload
 
  
Figure 1.2 shows the possible integration of a state-estimator, an Optimal Power Flow 
algorithm and the existing network controls. This Figure shows the simple placement of 
state-estimator and OPF inside Aura-NMS controller. The state-estimator could provide 
the OPF algorithm with probabilistic data (such as the estimated real and reactive power 
Figure 1.2- Integration of state-estimation, OPF and the existing network controls. 
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load demand) when limited deterministic data is available from the network (11kV EDF 
Energy network is an example where only limited measured data is available). The OPF 
will then determine the optimal operating point of the existing network in terms of 
control inputs such as tap changers, sinks of reactive power compensators and DG 
reactive power setting for various network constraints.  
The objective is to optimise the distribution network configuration for the following 
criteria: 
I. Minimising network losses. 
II. Maximising real power output of DGs. 
III. Minimising dispatch of reactive power. 
 
The above objective functions could be mathematically expressed as an optimisation 
problem which could be minimised subject to load flow equations expressed as network 
constraints. 
These three objective functions define a classic problem known as multi-objective OPF. 
This leads towards the requirement to develop a speed efficient multi-objective OPF 
algorithm for distribution network application which is a research challenge [33] for the 
Aura-NMS project as well as this Ph.D. thesis. 
The AuRA-NMS project aims to tackle the distribution network issues in real-time as 
well as providing the infrastructure and technology for full integration of DGs to the 
distribution network. AuRA-NMS is responsible to provide generic solutions for variety 
of networks in terms of voltage control and power flow management.  
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1.5. EPRI Advanced Distribution Automation (ADA) 
The Advanced Distribution Automation or ADA program is the EPRI version of an 
automated active network management system. It was launched in 2005 and it 
concentrates on five major areas: 
I. Electronic/electrical technology development for the distribution systems. 
II. Sensor/monitoring systems for ADA. 
III. Communication systems and standards for ADA. 
IV. Advanced distribution system controls. 
V. New distribution system configurations & reconfiguring capabilities. 
The required infrastructure and technology for the full integration of distributed 
resources (i.e. DG) to the distribution network will be provided by ADA. The overall 
efficiency and reliability of the system will also increase [34].  
The development of an Intelligent Universal Transformer (IUT) is identified by EPRI to 
be the corner stone of ADA. IUT is a distribution transformer that allows the voltage 
level to be pushed to 8kV phase to neutral or 13.8kV line to line [35]. It is suitable for 
applications ranging from DC to 400 Hz AC power. The main advantages of this 
transformer over the conventional iron and copper based transformers are [34-36]: 
I. The employment of advanced power electronic topology by means of insulated 
gate bipolar transistors used in the converter and inverter to achieve DC voltage 
output. Solid state high frequency switching devices consists of AC/DC 
converter and DC/AC converter that are the main two high frequency switching 
elements of this solid state transformer. The high frequency switching capability 
allows significant reduction in the size of passive components. 
II. The capability of being configured to provide three-phase power from a single-
phase line. 
III. Power quality enhancement functionalities, for instance harmonic filtering. 
IV. Real-time voltage regulation and system monitoring. 
V. Isolation of disturbances from source or load and sag correction. 
VI. Reduction in size, weight and elimination of oil dielectrics. 
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The development of IUT fits into the major area 1 indicated as “Electronic/Electrical 
Technology Development for the Distribution System of the Future”. According to 
Frank Goodman, the program’s technical leader, IUT will be a cornerstone of ADA. 
The reason why IUT is so important is because of its flexibility to serve alternative 
customers ranging from DC to 400 Hz AC power, plus its real-time capability to 
respond to demand changes and isolation of unexpected load or source disturbances. 
These capabilities are all expected to be present in an actively managed distribution 
network.  
 
1.5.1 Differences between Aura-NMS and EPRI ADA program 
The major difference between the EPRI ADA Program and the Aura-NMS program is 
that EPRI concentrates on developing new Intelligent Electronic Devices (IEDs) for the 
future distribution networks. An example is the development of IUT that is capable of 
voltage stepping, voltage regulation, power quality enhancement and new customer 
service options such as DC output [36]. The Aura-NMS project does not focus on the 
development of power system equipments that are designed for the purpose of 
facilitating the distribution network for the application of active network management. 
Another major difference is in the development of “New Distribution System 
Configurations & Reconfiguring Capabilities” that EPRI is concentrating on. The aim 
of this part of the ADA project is to redevelop effectively the distribution system in 
order to take advantage of new system configurations and advanced control concepts. 
Therefore the system characteristics that impose limit on the operation of the 
Distribution Generation will be identified and removed [36]. The new system 
configurations add functionality and operating benefits to the distribution network. On 
the other hand, in the Aura-NMS project, the objective is to optimise the operation of 
the existing distribution network without significant network reinforcement. 
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1.6 Thesis scope 
This Ph.D. thesis has made direct contributions to the AuRA-NMS project. The research 
here has concentrated on the development of a reliable and speed efficient OPF for 
distribution network optimisation. The OPF developed is a multi-objective optimisation 
which can perform; network loss minimisation, DG real power output maximisation and 
DG reactive power dispatch minimisation. Three forms of DG control schemes have 
been modelled in the OPF which are; centralised real and reactive dispatching, Power 
Factor Regulation Mode (PFRM) and Terminal Voltage Regulation Mode (TVRM). 
Three versions of OPF algorithm have been designed and tested for Active Networks 
Management (ANM) applications: 
 OPF with DG centralised dispatch.  
 Time-series OPF with DG centralised dispatch. 
 OPF with DG PFRM and TVRM (decentralised voltage control). 
The research carried out in this thesis explains how effective an OPF algorithm is in 
providing multi-objective optimisation results to solve distribution network problems. It 
also describes how decentralised DG voltage control solutions could be obtained from 
OPF methods for practical applications in distribution networks. 
 
The chapters of this thesis are organised as follows: 
 Chapter 2: presents a literature review of the Optimal Power Flow solution 
methodologies. It highlights the benefits and drawbacks of the methods 
discussed. The choice of the Interior Point method is explained. 
 
 Chapter 3: presents the mathematical problem formulation of a centralised OPF 
dispatch algorithm using the Interior Point method. The algorithm is tested on 4 
representative U.K. distribution networks. This chapter introduces an OPF with 
dual objective function for loss minimisation as well as DG real power output 
maximisation. 
 
 Chapter 4: explains the development of an operational tool for DNOs known 
as time-series OPF with capability of choosing different forms of objective 
function; loss minimisation and DG capacity maximisation. The time-series OPF 
is used as an operational tool to provide optimisation results when a series of 
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pre-measured load data is applied to the OPF in a loop. The behaviour of the 
distribution networks can be optimally analysed when time-series load and 
generation data are applied to the OPF in a loop.    
 
 Chapter 5: Compares the DG operation methods of a suitable Terminal Voltage 
Regulator Mode (TVRM) with fixed Power Factor Regulation Mode (PFRM) 
which is the current operation practice. The suitable local voltage droop with 
dead-bands were obtained from a first stage OPF with centralised DG real power 
dispatch. The feasibility of the results were then tested with detailed load flow 
analysis. The second stage optimisation was then used to test DG operation 
under TVRM and PFRM control schemes. It compared the decentralised results 
with optimisation results obtained from centralised dispatch in terms of 
maximising the DG real power output generation. 
 
Furthermore, a third term is introduced in the objective function of the OPF 
algorithm which is the DG reactive power dispatch minimisation. This objective 
function is useful to minimise the import of DG reactive power which could be 
beneficial of wind farm owners in terms of revenue. It would also contribute to 
minimisation of DNO’s network losses 
 
 Chapter 6: Draws a conclusion form this research work and suggests some 
directions for possible future work. 
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1.7 Chapter summary 
This chapter explained the economical as well as technical impacts of connecting DGs 
to distribution networks. The main emphasis of this chapter was to explain the main 
technical issues affecting the connection of embedded generations. It then introduced 
the concept of Active Network Management system which aims to provide real-time 
control of network equipments in the distribution network. This arrangement will move 
the distribution networks from passive network philosophy towards a smart and active 
operation.  
Furthermore, the aims and responsibilities of the AuRA-NMS project are explained in 
detail. The objective of this project is to facilitate the distribution network with real-
time active control of voltages, power flow management and network fault restoration. 
The main contribution of this Ph.D. project is to develop a reliable and speed efficient 
OPF to provide voltage control and power flow management solutions for AuRA-NMS 
applications. Finally, the AuRA-NMS project is compared with its American equivalent 
called EPRI ADA project. 
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2 CHAPTER 2 
2 OPTIMAL POWER FLOW METHODOLOGY 
 
 
 
 
2.1 Introduction 
The OPF problem in its classic form is defined as the economic dispatching of fossil 
fuel generators with the objective of minimising the operating cost subject to the 
physical constraints of the network. This technique has been traditionally used to 
schedule real and reactive power in transmission networks with respect to normal 
network constraints to ensure the security of supply [37]. Therefore, for many years, the 
development of reliable and fast optimisation algorithms has been the subject of 
considerable research.  
Distribution networks are currently undergoing fundamental changes as explained in 
chapter one, which will completely influence the behaviour of power systems. The 
ANM scheme provides the infrastructure and technology for full integration of DGs to 
the distribution network and solves the network issues in real-time. The OPF 
development for transmission system optimisation has inspired power system 
researchers to use similar techniques for distribution network optimisation. OPF could 
be used to provide generic voltage control and power flow management solutions for 
variety of networks. 
Mathematical optimisation methods are mainly regarded as deterministic which means 
that once started from a particular point, they will always converge towards the same 
optimum point provided other optimisation parameters do not change. The initialisation 
and choice of starting point affect the outcome of the optimisation, implying that the 
solution could converge towards local optimum. Hence the correct choice of starting 
point determines the reliability of the optimisations [38]. 
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Other optimisation solution methodologies are classified as stochastic methods. This 
refers to the optimisation of an objective function in the presence of randomness in the 
optimisation process. Methods based on Monte Carlo simulation and Genetic Algorithm 
rely on random search so that the probability of reaching a global optimum is increased. 
The result obtained from these search based methods are not repeatable and requires 
huge computational effort to yield the best solution [39]. 
Many different deterministic solution methodologies have been proposed in the 
literature to solve OPF problems [40]. These techniques are classified into two 
categories of Linear Programming (LP) and Non-Linear Programming (NLP) [41].  
This chapter will describe the deterministic optimisation solution methodologies which 
are used in the field of power system optimisation. The intention is to identify a suitable 
deterministic optimisation solution methodology for the ANM applications in 
distribution network. The suitability of the solution methodology is decided based on its 
accuracy and speed of convergence to solve large scale distribution network 
optimisation problem. The multi-objective optimisation problem consists of network 
loss minimisation, DG real power output maximisation and DG reactive power dispatch 
minimisation. With a suitable deterministic solution methodology, the optimisation 
problem can be accurately modelled and easily implemented to achieve fast speed of 
convergence.  
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2.2 Linear programming 
Linear Programming (LP) is the most commonly used form of optimisation which 
easily handles both equality and inequality constraints. This method of optimisation is 
well developed in practice and widely used in every branch of engineering. 
Optimisation processes are handled using LP as long as the problem could be solved 
without loss of accuracy.  
In the field of power engineering, linear programming has been initially favoured due to 
its reliability and robust performance characteristics. Real and reactive power 
dispatching, loss minimisation and maximisation of profit have been achieved in 
transmission networks by formulating linear objective functions [42-48].  
The optimal solution of the objective function is attained by adjustment of the control 
variables whilst fulfilling the equality constraints (load flow equations) and inequality 
constraints (thermal or voltage limits).   
This section initially introduces the DC (Direct Current) OPF method used for 
transmission network optimisation. It highlights the recent research and development 
work in the field of distribution network optimisation using linear programming based 
formulation.   
2.2.1 DC OPF 
DC linear OPF is the name given to an approximated form of OPF that neglects reactive 
power [49-51]. DC OPF only takes into consideration the real power flows in the 
system. It is used in transmission networks for the dispatch of real power and 
minimisation of generation costs. The general problem formulation given below:  
              
 
With respect to equality and inequality constraints: 
 
 
Where: 
ei= price of generation 
x= state variables  
u= control variables 
Pi= real power output of the DG 
0),( uxf

0),( uxh

(2.1) 
(2.2) 
(2.3) 
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Problem (2.1-2.3) is a linearly constrained optimisation problem which can be solved as 
a DC optimisation problem.  
The equality constraint in DC OPF consist of only the real power injection in its linear 
form. The following section describes the assumptions used to linearise the decoupled 
non-linear real power injection into the network and eliminate reactive power equation. 
 
 
Where: 
n is the number of bus bars 
i & j are indices to the bus bars 
ij  is the angle of the admittance 
ijY  is the admittance of the branch connecting i and j 
i  is the voltage angle at bus bar i 
j  is the voltage angle at bus bar j 
inj
iP  is the real power injection at bus bar i 
inj
iQ  is the reactive power injection at bus bar i 
 
The non-linear equations (2.4-2.5) have to be linearised when used as equality 
constraints in DC OPF. In transmission networks, an assumption of low R:X ratio 
allows these non-linear power equations to be linearised [52]. A low R:X ratio allows 
the admittance angle θij in equation (2.4) to be approximated as -
π
2
  which transforms 
equation (2.4) to (2.6): 
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Furthermore, if the angle difference in radians is assumed to be approximately zero     
(δj – δi ≈ 0), then sin(δj – δi) = (δj – δi) which would mean that as long as |Vi| = |Vj| = 
|Vn| = 1, equation (2.6) can be simplified to: 
 
                    
DC load flow only takes into account the real power calculation as the reactive element 
given in equation (2.5) disappears due to the following two main assumptions: 
I. Admittance angle = -
π
2
  
II. δj – δi≈0 
 
The first assumption arises from neglecting R (resistance of the lines) due to low R:X 
ratio. The second assumption materialises due to the small voltage angle difference 
between bus bar j and i. Incorporating these two assumptions vanishes equation (2.5). 
Hence equation (2.7) is represented as an equality constraint which has to be satisfied in 
the DC load flow optimisation process [49, 51]. 
The inequality constraints consist of real power flow limits and generator’s maximum 
real power output limit. 
Reducing the non-linear power flow problem into a linear DC-OPF model might be 
practicable and operationally desirable in transmission networks, but in distribution 
networks this formulation leads to problems such as accuracy reduction and 
convergence failure. Therefore, DC load flow optimisation is not suitable for 
distribution network optimisation.  
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2.2.2 Successive linear programming  
The linear optimisation techniques using DC OPF is simply not applicable to 
distribution networks due to assuming low R:X ratio and solving for real power only. 
Therefore in 1999, Yao and Strbac [53] developed a unique OPF which concurrently 
solves the optimisation and the power flow equations using Successive Linear 
Programming (SLP). This solution methodology is currently the most favoured OPF 
algorithm because of the robustness of the underlying LP [54]. This technique solves for 
both real and reactive power flow equations while satisfying thermal and voltage 
constraints [55], and determining the optimal values of control variables as a concurrent 
direct OPF.  
This direct optimisation technique (shown in Figure 2.1.b [53]) is preferred over the 
conventional OPF schemes due to not going through a series of iteration between an AC 
power flow and optimisation of controls. The core of this direct OPF is to minimise the 
power mismatch of both active and reactive elements while satisfying thermal and 
voltage constraints and determining the optimal values of control variables. If any of the 
constraint limits are hit during a specific case study, then the optimisation satisfies the 
constraint at the expense of a non-zero power mismatch. This would then characterise 
the infeasibility of a given investment and operational proposal. 
 
 
 
 
 
However, this scheme could suffer from poor convergence where the problem applied 
to the optimisation contains large number of controls or state variables [53]. The 
optimisation tends to push the solution up to the limits of the control variables and 
network vertices, rather than within the interior feasible region. The solution will start 
jumping from one vertex to another, hence causing oscillations and resulting in poor 
convergence of iterative process. 
AC power flow
Incremental 
LP model
Optimisation 
of controls
Operating 
point
(a) Conventional OPF scheme
Concurrent AC 
power flow and 
optimisation
Calculated 
Operating points 
and optimisation 
of controls 
 (b) Concurrent direct OPF
Figure 2.1- Comparison between conventional OPF approach and a concurrent direct OPF. 
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Later in 2002, Liew and Strbac [56] applied successive linear programming as a 
solution methodology in an optimisation to maximise penetration of wind generation in 
an active network management system. The aim was to minimise the distributed 
generation curtailment using control options such as reactive compensators and voltage 
regulation with OLTC. This optimisation is still subject to the limitation explained in 
the above paragraph. 
In 2005, Grenard and Strbac [26] used a totally different approach to minimise the real 
power curtailment of DGs. A series of linear relationships were developed between 
flows, voltages and DG outputs for each level of distribution network ranging from 
0.4kV to 132kV. Using these purely linear relationships (given in Chapter 6 and 
Appendix B of Grenard’s Ph.D. thesis [57]) the real ),V(Pinjij   and reactive ),V(Q
inj
ij   
power flows in each branch were calculated. These two values were then fed into 
equations (2.8) and (2.9) to calculate the optimum value of Curt
Gi
P  subject to control 
variables. 
           
 
Where: 
            Active and reactive load at node i 
        Active and reactive generation curtailment at node i 
   Maximum active and reactive power generation of the DG at node i 
          Active and reactive power flow from node i to node j 
 
All the above publications have successfully demonstrated that SLP provides accurate 
optimisation solutions for small scale OPF problems. 
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2.2.3 Interior Point method 
To achieve both accuracy and polynomial speed of convergence from an OPF 
algorithm, Interior Point method (IP) could be used as a solution methodology to solve 
linear programming problems. Narendra Karmarkar’s algorithm [58] was first 
introduced in 1984 and since has been in the development stage to provide practical 
solutions to large-scale linear programming problems.  
The operations research community showed huge excitement towards Karmarkar’s 
innovative interior-point method because of its polynomial convergence as well as its 
practical superiority to the simplex method on large scale OPF problems [38]. This then 
led to the development of Mehrotra’s primal-dual predictor-corrector algorithm, 
presently one of the most effective interior point approaches [59]. 
 
The formulation of primal-dual Interior Point algorithm consists of three important 
mathematical methods [60]:  
 Fiacco and McCormick’s barrier method [61] to handle the non-negativity 
conditions and convert the inequality constraints to equality equations with the 
addition of slack variables. 
 
 Lagrange method to convert the constrained minimisation problem into an 
unconstrained optimisation. 
 
 Newton’s method, or successive linearisation method using Taylor series, for 
solving nonlinear equations [62]. 
 
These theoretically elegant mathematical methods building the foundation of IP, 
together with the advances in computing hardware, have made practical solutions to 
linear programming problems. It is the result of work by many researchers, that among 
many variants of interior point methods, the primal-dual interior point method [59, 62-
66] has proved to be the most elegant solution methodology in terms of reliability and 
computational efficiency. These attractions have made primal-dual interior point 
method suitable for large scale power system optimisation. The Interior Point method 
has the potential of supplementing SLP methods to solve for large scale OPF problems 
[54]. 
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2.3 Sequential Quadratic Programming (SQP) 
This method is a non-linear programming (NLP) methodology which solves the OPF 
problem by repeatedly solving a quadratic programming approximation. The objective 
function is quadratic and the constraints are linear [54]. It easily handles nonlinear 
objective, and equality as well as inequality constraints presented in the OPF problem.  
Previously published work by Vovos et al. [67-69] presented a SQP OPF for 
maximising DG capacity in the light of voltage constraints. They successfully 
demonstrated the ability to connect larger generators to the distribution network while 
minimising the voltage variation and violations. On the other hand, this algorithms also 
suffers from divergence when applied to large scale systems [54]. 
 
2.4 Discussion and Chapter summary  
This chapter has highlighted and described the most important linear solution 
methodologies for solving OPF problems. DC OPF has long been used for transmission 
system optimisation. However, this method is unsuitable for distribution networks due 
to the two main assumptions (explained in section 2.2.1) which are not applicable to 
distribution networks. Successive Linear Programming (SLP) approaches solve the 
optimisation problem by linearising the objective function and constraints. It has mainly 
been used for active power rescheduling problems in transmission networks. This 
method has been mainly applied to small scale optimisation problems. 
This chapter also described the Sequential Quadratic Programming (SQP) optimisation 
which is a non-linear programming solution methodology. This method has been proved 
to solve small scale power system optimisation problems with quadratic cost functions. 
This method suffers from divergence when applied to large scale systems. 
In this research a primal-dual Interior-Point method algorithms has been chosen as the 
solution methodology to solve the multi-objective OPF problem of network loss 
minimisation, DG real power output maximisation and DG reactive power dispatch 
minimisation. Interior-Point method is reliable and robust solution methodology which 
provides accurate optimisation solutions for large scale systems. 
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Due to its polynomial time convergence, this algorithm has the potential towards the 
development of a speed efficient OPF as an on-line tool for the application of active 
network management system in distribution network. 
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3 CHAPTER 3 
 
3 MULTI-OBJECTIVE OPTIMAL POWER FLOW 
 
3.1 Introduction 
In chapter 2, various optimisation methodologies which could be used to study the 
impacts as well as benefits of connecting DGs to the distribution networks were 
discussed. These methodologies have been developed across the research community 
for the purpose of providing solutions for off-line network planning issues. In contrast, 
ANM aims to tackle the distribution network issues in real-time, in particular, providing 
solutions for voltage control and power flow management. Hence, the development of a 
reliable and speed efficient optimisation algorithm as an on-line tool for the application 
of an active network management system in a distribution network becomes a research 
challenge. For this, the first step is to develop an OPF algorithm which achieves the 
optimal objective function by centrally dispatching the DGs. The centralised control 
optimises the network with an overall knowledge of the distribution network 
measurements. Therefore, the results obtained under centralised DG dispatching are 
more accurate in comparison to decentralised control. The OPF algorithm can then be 
extended to incorporate decentralised DG control methods to optimise the distribution 
network. These algorithms will then be used to compare different DG control methods. 
In this chapter, a multi-objective OPF algorithm is introduced. Both loss minimisation 
and DG real power output maximisation are included in the objective function. The 
OPF incorporates a direct Pure Primal Dual Interior Point method as the solution 
methodology. The detailed mathematical formulation is discussed in the following 
sections. The developed algorithm was then programmed in MATLAB and tested on 
four types of distribution networks with different objective functions. 
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3.2 Mathematical Problem Formulation 
The detailed formulation of the primal-dual interior point method [58] for application to 
a power system is given in this section. The functions to be minimised are the weighted 
total real power loss in the lines plus the negatively weighted total real power 
generation. Hence, this yields the multi-objective function given in equation (3.1): 
 
       
Subject to: 
 
        
 
 
 
 
 
 
 
       
 
Where: 
ijL   Real Power losses in branch ij 
GiGi
QP  ,   Active and reactive power generation of DG at node i 
   Weighting factor for loss 
   Weighting factor for DG real power output (this parameter is negative) 
x

  State variables;     
u

  Control variables; )t,Q,Q,P,Q,P( kcslackslackGiGi  
 
The definitions of all mathematical letters are given in the list of symbols (Nomenclature).  
(3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
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The equality constraints given by equations (3.2-3.3) are combined into one equation 
which is represented as     . Similarly, the inequality constraints are combined into 
one inequality            . The format of these two vectors and their individual elements 
can be found in Appendix B. 
The Interior Point method is a general solution methodology. In this project, it would be 
used for the first time to minimise the objective function given by equation (3.1). The 
objective function itself is not the common cost objective but rather a combination of 
two non-linear objective functions. Optimisation of DG capacity alone can lead to 
relatively high real power losses especially in lightly loaded rural networks with large 
renewable energy resources. By this multi-objective formulation, it is possible to 
incorporate a penalty on losses and thereby allow a network operator to optimise DG 
capacity subject to normal network constraints but also with a restraint on losses. The 
calculation process for the optimisation of objective function using Interior Point 
method is given below: 
 
                     
                       
  
                       
  
  
           
Where: 
Slack variables transforms the inequality constraints to equality 
constraints. 
The inequality (3.13) which contains all the inequality constraints is transformed into 
equality constraints (3.14-3.15) by the addition of two slack variables sh and ssh. The 
non-negativity conditions are handled by the addition of a “logarithmic barrier 
function”, based on the classical Fiacco-McCormick barrier method [61]. Therefore the 
new objective function becomes: 
   
Where: 
m‟= number of inequality constraints  
(3.11) 
(3.12) 
(3.14) 
(3.15) 
(3.16) 
Subject to: 
 
( . 3) 
(3.14) 
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   (3.18) 
   (3.19) 
   (3.20) 
   (3.21) 
   (3.22) 
   (3.23) 
   (3.24) 
The use of ln (logarithm on base e) ensures that the slack variables are always positive 
as the logarithm of a negative number is not defined. The variable μ is called the 
“barrier parameter” and is a positive number which is reduced to zero as the algorithm 
converges to the optimum.  
In this case, the Lagrangian equation is a summation of the new objective function and 
the constraints: 
 
                    
Where: 
T
sh
T
h
T 

,,
 Lagrangian multipliers (which have to be obtained) 
  Barrier parameter (which has to be reduced to zero through the 
iterations) 
Matrices and vectors are marked with arrows to distinguish them from scalars. Also, 
vectors with superscript T (indicating transposed) are rows and without superscript T 
are columns. The solution to the Lagrangian equation (3.17) is found by first forming 
the partial derivatives of it with respect to all the variables (This is called the first order 
Karush Kuhn Tucker (KKT) [70] optimality condition): 
 
 
 
 
 
 
 
 
 
 
 
Where e=[1,…,1]T, Sh=diag(sh1,…, shn) and Ssh=diag(ssh1,…, sshn). 
(3.17) 
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   (3.26) 
The non-linear equations (3.18-3.24) could be iteratively solved by applying Newton’s 
method [71] to the first order Karush Kuhn Tucker optimality conditions. In other 
words, Newton’s method could be directly applied to generate correction terms. This 
approach requires the formulation of the Hessian matrix (i.e. the second order 
derivatives of the Lagrangian equation with respect to each variable). The formulation 
of the Hessian matrix is complicated and requires huge computational effort. The job of 
formulating the Hessian matrix could be avoided through linearising the nonlinear 
equations by means of replacing the variables with their first order linear 
approximations. 
These non-linear equations are linearised around successive operating points 
),,,,,,(
0000000 shhshh
ssux

 using Taylor series approximation and then the Interior Point 
method is applied to solve this linear problem [72]. Each of the seven variable vectors 
presented in equations (3.18-3.24) could be expressed in the linear form given below: 
 
 
 
                                             
 
 
Substituting the above expressions into equations (3.18-3.24) yields the following 
linearised equations: 
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Similar representation is used for other partially differentiated functions, representing 
linearised form of equations (3.27-3.32): 
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   (3.33) 
Now equations (3.26-3.31) could be expressed in a single matrix equation: 
 
 
 
 
 
 
The algorithm proceeds iteratively from an initial starting point through a sequence of 
points determined from equation (3.33) using successive linearization. The key steps 
are:  
 Step 1: Initialize variables. 
The choice of starting point must satisfy the non-negativity conditions. 
 Step 2: Solve the system of equations (3.33). 
 Step 3: Decrease the barrier parameter μ. 
 Step 4: Test convergence  
If the convergence criterion is met, the optimal solution is therefore 
found, otherwise go to step 2. 
    
The format of the elements of matrix equation (3.33) can be found in Appendix B. The 
derivation of the matrix elements are also given in Appendix C. 
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   (3.34) 
   (3.35) 
   (3.36) 
3.3 Algorithm Implementation 
In this section, several implementation principles of the algorithm presented in section 
3.2 are discussed in detail, namely: the choice of starting point and initialisation, the 
adjustment of the barrier parameter, the determination of step size, the swing bus 
formulation and the stopping criterion. 
3.3.1 Starting point and initialisation 
The system equations were represented in per unit form. The state variables consisting 
of bus voltages and angles were set to 1p.u. and 0 deg. respectively.  Other network 
parameters with upper and lower bounds were set to a mid-point as starting point. For 
Lagrangian multipliers, following the approach of Mehrotra [73] but considering our 
particular application, we define: 
 
 
 
3.3.2 Barrier parameter formulation 
A single barrier parameter formulation is used for three forms of objective functions; 
DG capacity maximisation, loss minimisation and a combination of both. This 
formulation was found to produce accurate results for both radial and meshed 
distribution networks.   
 
 
 
Where n‟ is the number of state variables and m‟ is the number of inequality constraints. 
Following Lustig [66], the value of μ was made proportional to the duality gap which is 
defined as the difference between the primal and dual objective functions. Taking into 
account that the duality gap may not always be positive due to the fact that the primal 
and dual variables are unfeasible, the absolute value of the duality gap was used in 
equation (3.35). The duality gap is given by equation (3.36):  
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   (3.38) 
The use of higher exponents in the denominator results in faster convergence, however 
this is prone to numerical instability. The above formulation was tested on several 
different types of distribution network and reliable convergence was obtained.  
 
3.3.3 Step size calculation 
Following the approach of Wu et al. [62] but considering our particular application, the 
approximation to the following minimisers was adopted by (3.37): 
 
                                                           
                                                               
 
 
Previously published work [33, 74] used a fixed step size of value 1.0. To ensure that 
the non-negativity conditions are preserved, the step 
size was calculated at every iteration with equation (3.38): 
 
 
Where: 
 
 
The constant 0.9995, suggested in [73], is chosen to prevent the non-negative variables 
from being zero. 
 
3.3.4 Swing bus formulation 
Previously published work by Vovos et al. [67] applied a quadratic cost function to the 
swing bus. The energy transfer towards/from external grid is simulated as a generator 
with quadratic cost function. There is also another quadratic cost function with negative 
coefficients defined for DG. Therefore, the functions to be minimised are the total cost 
of real power import from external grid and the negative cost of DG real power 
generation. 
However, in our formulation, the swing bus is modelled as an energy export/import in 
 ,1.0δ 0.9995  min *








h
h
sh
sh
s
s
s
s
abs ,*















1
1
1
k
k
k
uuu
xxx
51 
 
   (3.39) 
   (3.42) 
   (3.40) 
   (3.41) 
the “main optimisation routine”. The swing bus voltage and angle which were excluded 
from the state variable vector and its powers; GslackP and GslackQ  were modelled as a 
“control variable” with boundary limits. In this manner, the swing bus “simply” 
becomes responsible for transfer of power to/from external grid. The OPF will then 
have only one generation cost function, defined to minimise the negatively weighted 
total real power generation. 
 
3.3.5 Stopping criterion  
Following Wu et al. [62], but considering our particular application, the iteration 
procedure is terminated when the difference between original objective function and 
dual objective function is less than ε1 (which is a user defined parameter):   
 
 
 
 
Where: 
 
 
 
 
 
The algorithm is also equipped with a second stopping criterion. The largest mismatch 
of KKT equations (3.18)-(3.24) must be sufficiently small [62]. This is defined by 
equation (3.42):  
 
 
The users can choose either one of the stopping criterion conditions or a combination of 
them. Based on two predefined parameters (ε1 and ε2) which are sufficiently small, the 
algorithm continues to operate until the relative duality gap and the mismatches of the 
KKT conditions satisfy the tolerances.  
 
In this thesis only the stopping criterion given by equation (3.39) has been used to 
terminate the OPF iterations. A value of 10
-6 
has been used for tolerance ε1, which 
implies that there are at least 6 digits of agreement between primal and dual objective 
functions [38].  
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Figure 3.1. Interior Point implementation flow chart. 
Figure 3.1 illustrates a flow chart of the IP algorithm, showing the major steps:        
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Fig. 3.3. 4-bus test system. 
Figure 3.2. Operating area for centralised dispatch. 
3.4 Simulation results for centralised dispatch  
The pure primal dual interior point algorithm was coded in MATLAB and run on an 
Intel Core 2 Quad, 2.83GHz processor with 8GB RAM. The OPF algorithm achieves 
the optimal objective function given in equation (3.1) by centrally dispatching the DG 
real and reactive powers subject to normal network constraints. 
                                
P
-Q
Absorbing reactive 
power
(Leading PF or 
Inductive reactive 
power)
+Q
Injecting reactive 
power
(Lagging PF or 
Capacitive reactive 
power) 
θ
 
 
The DGs can be dispatched anywhere within a predefined limit highlighted in grey on 
Figure 3.2. This Figure assumes generation convention, so lagging PF arises from 
capacitive reactive power. The centralised dispatch Interior Point algorithm was first 
tested on two test systems for which the complete results and data are available in 
published literature [33, 74].  
 
3.4.1 4-bus test system 
A simple 1-DG, 4-bus bar distribution network at 33kV was used to test the 
optimisation performance and accuracy. All branches have the same impedance; 
R=0.2496 p.u. and X=0.4719 p.u 
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Table 3.1. DG1 real power output maximisation (100MVA system base). 
Bus bar voltages, angles, real and reactive power injections.  
Branch apparent power flows. 
The loading condition consists of a total local load of 35MW and 1.5MVAr which is a 
high load demand (throughout the thesis when a load is defined, a load convention must 
be assumed. Therefore, +ve reactive power represents an inductive load).  
DG1 is capable of generating up to 50MW. The maximum and minimum voltage limits 
are +10%. All lines have strictly the same resistance and reactance and each branch has 
a thermal rating limit of 23MVA (the system base of this network is 100MVA).  
The optimisation provides four control variables (subject to the given network) which 
are the real and reactive powers of the slack bus and DG1. Table 3.1 shows the 
optimisation results obtained for DG real power output maximisation:  
 
 
 
 
Bus bar 
(i) 
Bus bar 
 (j) 
Apparent Power 
Flow from i-j (p.u.) 
Apparent Power 
Flow from j-i (p.u.) 
1 2 0.1277 0.1322 
1 3 0.0951 0.0922 
2 3 0.2299 0.2155 
3 4 0.1576 0.1501 
  
 
Total real power losses (p.u.) 
 
0.0252 
 
 
 
Table 3.1 shows that in the first test, the objective function is set with α=0 and β=-1, to 
maximise DG real power output maximisation. Alpha is the weighting factor for loss 
minimisation and Beta is the weighting factor for DG real power output maximisation. 
 
Table 3.1 demonstrates that DG1 is capable of generating 40.92MW and therefore 
exporting 3.40MW to the external gird. The convergence tolerance (given in equation 
(3.39)) was set to 10
-6 
and the optimisation converged in 11 iterations. Branch 2-3 
reached its upper rating limit of 22.99MVA. The distribution network losses were 
calculated by the optimisation to be 2.52MW.  
 
Alpha Beta 
0 -1 
  
  
Bus bar Voltage (p.u.) Angle (p.u.) Injected Real 
Power (p.u.) 
Injected Reactive 
Power (p.u.) 
1 1 0 -0.0340 0.0127 
2 1.0353 3.2854 0.4092 0.0500 
3 0.9698 -2.3711 0 0 
4 0.9238 -6.8231 0 0 
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Table 3.2. Network loss minimisation (100MVA system base). 
Bus bar voltages, angles, real and reactive power injections.  
Branch apparent power flows and network losses. 
Table 3.2 shows the optimisation results for network loss minimisation: 
 
 
 
 
Alpha Beta 
1 0 
  
  
Bus bar Voltage (p.u.) Angle (p.u.) Injected Real 
Power (p.u.) 
Injected Reactive 
Power (p.u.) 
1 1 0 0.1462 0.0020 
2 1.0088 0.0331 0.2234 0.0500 
3 0.9561 -4.1365 0 0 
4 0.9093 -8.7240 0 0 
 
 
Bus bar 
(i) 
Bus bar 
 (j) 
Apparent Power 
Flow from i-j (p.u.) 
Apparent Power 
Flow from j-i (p.u.) 
1 2 0.0166 0.0167 
1 3 0.1557 0.1488 
2 3 0.1678 0.1590 
3 4 0.1578 0.1501 
  
 
Total real power losses (p.u.) 
 
0.0198 
 
 
 
Table 3.2 shows the results obtained when α=1 and β=0, in order to minimise network 
losses. The optimisation minimised the loses to 1.98MW with DG1 generating 
22.34MW and importing 14.62MW from external grid to supply the local load demand. 
The optimisation converged in 25 iterations with the same convergence criterion. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
56 
 
Table 3.3. Ratio based analysis of dual objective optimisation  
   (100MVA system base). 
. 
The algorithm was then tested with five different combinations of weights α and β as a 
multi-objective optimisation. The results are displayed in Table 3.3:   
 
 
 
Alpha 
(α) 
Beta 
(β) 
DG-1 real power 
generation (p.u.) 
Total real power 
losses (p.u.) 
1 -1/20 = -0.0500 0.3959 0.0245 
1 -1/25 = -0.0400  0.3528 0.0225 
1 -1/30 = -0.0330 0.2472 0.0200 
1 -1/35 = -0.0290 0.2442 0.0200 
1 -1/40 = -0.0250 0.2100 0.0199 
 
 
When considering the weightings α and β it should be borne in mind that the size of 
DG1 was 50MW and the total real power network losses are about 2MW. For this 
particular reason, the weighting factor β which weights the DG real power generation 
should be set to a much smaller value in comparison to α which is the weighting factor 
for loss minimisation. When this is done, the optimisation is sensitive to both loss 
minimisation and DG real power generation. It will converge to a solution with both 
objective functions significantly taken into consideration. 
 
When α and β were set to values of 1 and -1 respectively, the optimisation largely 
ignored network loss minimisation and produced results similar to Table 3.1. When the 
value of β was decreased to 
20
1
 , the optimisation began to reduce the DG1 real power 
generation to 39.59MW and therefore decreased the network losses. As shown in Table 
3.3, when the value of β was decreased (in magnitude), the optimisation less 
significantly considered its contribution to the objective function. Hence the value of 
DG real power generation decreased and the optimisation significantly decreased the 
network losses. 
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Fig. 3.4. Interior Point method optimisation results pointed on a curve showing the variation of 
losses as a result of DG1 real power output. 
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DG1= 35.28 MW
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loss= 2.520 MW
tol.= 10E-6 
tol.= 10E-6 
Figure 3.4 illustrates the comparison of a plot of loss against DG power obtained from a 
set of simple load flow solutions (such a curve is simple to produce when only one DG 
is present). 
 
 
 
Three different optimisation test results are pointed on the load flow plot. The first test, 
α was set to zero so that DG capacity is the only factor to be optimised. The real power 
of the single DG is increased to 40.92MW which is the point at which one line (between 
buses 2 and 3) reaches its thermal limit of 23MVA.  
In the second test, β was set to zero so that loss alone is optimised. The solution has 
minimised the losses as seen when the red cross is compared to the load flow curve in 
Figure 3.4. A consistent tolerance of 10
-6
 was used in these optimisations in order to 
maintain the consistency of convergence and therefore make the results comparable to 
each other. The optimisation converged to the exact similar point when a convergence 
tolerance of 10
-8
 was used for loss minimisation. 
Finally, in the third test, a combination of α and β was used. To achieve a balance 
between the two objectives, β is set smaller than α since the DG power is much larger 
than the loss power. By reducing α, DNO can allow DG capacity to be prioritised over 
losses. With β set to 
25
1
 and α set to 1, generation of 35.28MW resulted which was 
accompanied by losses of 2.250MW with no lines at their thermal limits.  
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Fig. 3.5. The 18-bus radial distribution feeder. 
Table 3.4. Distributed Generation capacity limits (system base of 10MVA). 
3.4.2 18-bus radial feeder 
Figure 3.5 represents an 18 bus bar U.K. radial feeder with two Distributed Generators 
connected at bus bars 7 and 14. It is representative of the U.K. practice and is fed at 
33kV at bus bar 1. The feeder has a common rated bus voltage of 11kV. The maximum 
and minimum voltage limits are ±10%. The transformer between bus bar 1 and 2 has a 
tap range of ±10%. The line and transformer characteristics for this network are given in 
the Appendix D. 
 
 
 
 
The DG capacity limits are given in Table 3.4 with a system base of 10MVA. All loads 
are assumed to be drawing constant complex power.  
 
 
The purpose of this test is to evaluate the performance of the OPF algorithm when 
optimising radial networks. The algorithm will be tested for loss minimisation, DG real 
power output maximisation and a combination of both. The optimisation has to keep all 
the network constraints within limits as well as achieving the optimal objective 
function. The convergence tolerance is kept consistent at 10
-6
 for every simulation.  
 
 
 
Distribution  
Generation 
Type of 
constraint 
Minimum Limit 
(p.u.) 
Maximum Limit 
(p.u.) 
DG-1 Diesel Generator P 0 0.20 
Q -0.06 0.06 
DG-2 Landfill Gas P 0 0.50 
Q -0.20 0.20 
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Table 3.5. Real power output maximisation (system base of 10MVA). 
Bus bar voltages, angles, real and reactive power injections.  
Branch apparent power flows and network losses. 
Table 3.5 shows the optimisation result obtained for DG real power output 
maximisation with a system base of 10MVA: 
 
Alpha Beta 
0 -1 
  
 
Bus bar Voltage (p.u.) Angle (p.u.) Injected Real 
Power (p.u.) 
Injected Reactive 
Power (p.u.) 
1 1 0 -0.3474 0.1884 
2 0.9956 1.9766 0 0 
7 1.0028 2.4383 0.2000 0.0025 
14 1.0196 2.7424 0.5000 0.0088 
 
 
 
Bus bar 
(i) 
Bus bar 
 (j) 
Apparent Power 
Flow from i-j (p.u.) 
Apparent Power 
Flow from j-i (p.u.) 
Tap ratio 
(p.u.) 
1 2 0.3956 0.3886 1:1.0135 
  
 
Total real power losses (p.u.) 
 
0.0122 
 
The result of Table 3.5 shows that DG1 and DG2 (which are connected at bus bar 7 and 
14 respectively) have reached their maximum real power generation limits. The DGs are 
supplying a total local load of 3.4MW and exporting 3.47MW to external grid. The total 
losses in the network was 0.122MW. The optimisation converged in 11 iterations.  
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Table 3.6. Network loss minimisation (system base of 10MVA). 
Bus bar voltages, angles, real and reactive power injections.  
Branch apparent power flows and network losses. 
Table 3.7. Ratio based analysis of dual objective optimisation (system base of 10MVA). 
Table 3.6 shows the results for network loss minimisation when α was set to 1 and β to 
zero to ignore the DG output maximisation in the objective function:  
 
Alpha Beta 
1 0 
  
 
Bus bar Voltage (p.u.) Angle (p.u.) Injected Real 
Power (p.u.) 
Injected Reactive 
Power (p.u.) 
1 1 0 0.0529 0.0937 
2 1.0915 -0.2526 0 0 
7 1.0906 -0.1787 0.2000 0.0600 
14 1.0926 -0.1836 0.0873 0.0270 
 
 
 
Bus bar 
(i) 
Bus bar 
 (j) 
Apparent Power 
Flow from i-j (p.u.) 
Apparent Power 
Flow from j-i (p.u.) 
Tap ratio 
(p.u.) 
1 2 0.1077 0.1069 1:1.10 
 
 
Total real power losses (p.u.) 
 
4.8188e-4 
 
 
 
The result shows that the network losses have decreased to 0.0048MW with DG1 
generation up to its maximum limit, unlike DG2 which is generating 0.873MW. A total 
real power supply of 5.29MW has been imported from external grid to meet the local 
load demand. The optimisation converged in 73 iterations with similar convergence 
criterion. 
The algorithm was then tested with five different combinations of weights α and β 
formulating a multi-objective optimisation. The results are displayed in Table 3.7:   
 
 
Alpha 
(α) 
Beta 
(β) 
DG-1 real power 
generation (p.u.) 
DG-2 real power 
generation (p.u.) 
Total real power 
losses (p.u.) 
1 -1/30 = -0.0333  0.2000 0.3265 0.0043 
1 -1/32 = -0.0313 0.2000 0.2010 0.0017 
1 -1/35 = -0.0286 0.2000 0.1573 9.9794e-4 
1 -1/40 = -0.0250 0.1998 0.1378 7.7217e-4 
1 -1/150 = -0.0066 0.2000 0.0873 5.0925e-4 
 
Again, the DG real power generation has been set to a much smaller value in caparison 
to α which is the weighting factor for loss minimisation. This increased the significance 
of loss minimisation in the solution of the optimisation. When the magnitude of β was 
made 30 times smaller than α, the optimisation curtailed 0.1735MW of DG2 available 
capacity to minimise the losses to 0.043MW. It can be seen from Table 3.7 that as the 
magnitude of β decreases, more generation curtailment is achieved and network losses 
decrease towards global minimum. 
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Table 3.8. Distributed Generation capacity limits (100MVA system base). 
Fig. 3.6. The 12-bus distribution network. 
3.4.3 12-bus meshed network 
Figure 3.6 represents a 12 bus bar U.K. meshed distribution network with 5 Distributed 
Generators connected at bus 5, 6, 7, 8 and 12. Except buses 1, 2, 3 and 4 which are rated 
at 132kV, the network has a common rated bus voltage of 33kV. The maximum and 
minimum voltage limits on the 132kV and 33kV sides are +6% and +10% respectively. 
All transformers have a tap range of +10%. The line and transformer characteristics are 
given in the Appendix D.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The DG capacity limits are given in Table 3.8 with a system base of 100MVA. All 
loads shown in Figure 3.6 are assumed to be drawing constant complex power.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Distributed 
Generation 
Type of constraint Minimum Limit 
(p.u.) 
Maximum Limit 
(p.u.) 
DG1-Wind 
P 0  0.585  
Q -0.20  0.20  
DG2- Hydro 
P 0  0.45  
Q -0.10  0.10  
DG3- Wind 
P 0 0.0935 
Q -0.0151 0.0154 
DG4-Wind 
P      0 0.1020  
Q -0.03  0.03  
DG5-Wind 
P 0  0.025  
Q -0.02  0.02  
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Table 3.9. Real power output maximisation (system base of 100MVA). 
Bus bar voltages, angles, real and reactive power injections.  
Branch apparent power flows, network losses and tap settings. 
Table 3.9 shows the optimisation result obtained for DG real power output 
maximisation with a system base of 100MVA. The multiple DGs on the 33kV side (as 
well as one on the 132kV side) make this a more involved optimisation problem. The 
optimisation is to achieve the maximum generation subject to normal network 
constraints.  
 
Alpha Beta 
0 -1 
  
  
Bus bar Voltage (p.u.) Angle (p.u.) Injected Real 
Power (p.u.) 
Injected Reactive 
Power (p.u.) 
1 1.0000 0 -0.9117 0.3240 
2 0.9920 0.5944 0 0 
3 1.0119 2.3133 0 0 
4 1.0141 3.2109 0 0 
5 1.0270 11.0465 0.5850 -0.0726 
6 0.9894 6.1595 0.4500 0.0017 
7 0.9896 6.2153 0.0250 -0.0198 
8 0.9943 4.4259 0.0935 -0.0004 
9 0.9888 2.8853 0 0 
10 0.9898 2.6477 0 0 
11 0.9885 2.5716 0 0 
12 0.9941 4.1671 0.1020 0.0022 
 
 
 
Bus bar 
(i) 
Bus bar 
 (j) 
Apparent Power 
Flow from i-j (p.u.) 
Apparent Power 
Flow from j-i (p.u.) 
Tap ratio 
(p.u.) 
2 10 0.2446 0.2319 1:1.0339 
3 6 0.2453 0.2533 1:0.9468 
4 5 0.6010 0.5886 1:1.0522 
 
 
Total real power losses (p.u.) 
 
0.0328 
 
 
The results in Table 3.9 show that all DGs have reached their maximum real power 
generation limit as well as meeting all the network constraints. The DGs have supplied a 
total local load of 31.10MW and exported 91.17MW through the slack bus. The losses 
generated in the network sum to a total of 3.28MW. This table only shows the branch 
flow results of the three transformers where there is a tap changer present. All other 
branch flows have been kept below their maximum thermal limit. 
 
The convergence tolerance (equation (3.39)) was set to 10
-6
 and the optimisation 
converged in 17 iterations. 
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Table 3.10. Network loss minimisation (system base of 100MVA). 
Bus bar voltages, angles, real and reactive power injections.  
Branch apparent power flows and network losses. 
Table 3.10 shows the optimisation result obtained for network loss minimisation: 
 
Alpha Beta 
1 0 
  
  
Bus bar Voltage (p.u.) Angle (p.u.) Injected Real 
Power (p.u.) 
Injected Reactive 
Power (p.u.) 
1 1.0000 0 0.1285 0.1184 
2 0.9977 -0.1891 0 0 
3 0.9939 -0.0304 0 0 
4 0.9906 0.0478 0 0 
5 1.0600 0.1031 0.0000 -0.1249 
6 1.1000 -0.7428 0.0000 0.0221 
7 1.0999 -0.7755 0.0000 0.0165 
8 1.0998 -0.7206 0.0821 0.0151 
9 1.0916 -1.1778 0 0 
10 1.0925 -1.1623 0 0 
11 1.0914 -1.2247 0 0 
12 1.1000 -0.8430 0.1020 0.0210 
 
 
 
Bus bar 
(i) 
Bus bar 
 (j) 
Apparent Power 
Flow from i-j (p.u.) 
Apparent Power 
Flow from j-i (p.u.) 
Tap ratio 
(p.u.) 
2 10 0.0759 0.0756 1:1.10 
3 6 0.0587 0.0591 1:1.10 
4 5 0.1294 0.1259 1:1.10 
 
 
Total real power losses (p.u.) 
0.0016 
 
 
The optimisation completely curtailed the real power generation of DG1, DG2 and DG5 
as well as importing 12.8MW from external grid to supply the local loads. DG2 is 
importing 12.49MVAr to keep the 132kV voltage at bus bar 5 at its maximum limit of 
1.06p.u.. DG3 and DG4 are generating 8.21MW and 10.20MW respectively. The 
network losses have decreased to a minimum value of 0.16MW. All three tap changers 
have been set to their upper limits of 1.10p.u.. The tap changers are making a significant 
contribution to keep the voltages below their maximum limit. The optimisation 
converged in 118 iterations with the same convergence criterion. 
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Table 3.11. Ratio based analysis of dual objective optimisation (base of 100MVA). 
The algorithm was then tested with four different combinations of weights α and β. The 
results are displayed in Table 3.11:   
 
 Real power generation (p.u.) (p.u.) 
Alpha 
(α) 
Beta 
(β) 
DG-1 DG-2  DG-3 DG-4 DG-5 Real 
losses  
1 -1/30 = -0.0333  0.0505 0.4499 0.0935 0.1020 0.0001 0.0088 
1 -1/40 = -0.0250 0.0110 0.4385 0.0935 0.1020 0.0000 0.0079 
1 -1/50 = -0.0200 0.0871 0.1663 0.0935 0.1020 0.0083 0.0033 
1 -1/150 = -0.0066 0.0056 0.0475 0.0935 0.1020 0.0250 0.0019 
 
By decreasing the magnitude of β, the weighting factor associated to DG real power 
output maximisation, the optimisation begins to curtail generation in order to minimise 
the losses. 
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Fig. 3.7. The 61-bus UK GDS distribution network (EHV1). 
3.4.4 61-bus EHV1 UK GDS distribution network 
 
The algorithm was further tested on a representative U.K. system to demonstrate its 
accuracy and robustness to solve generic distribution networks. The EHV1 network 
shown in Figure 3.7 is a 61-bus bar distribution network with multiple DGs. The 
network characteristics for this weakly meshed system are available in [75]. The 33kV 
network is connected to bus bar 100 at 132kV through two 30MVA 132-33kV 
transformers. The 33kV bus bars can be identified from 11kV bus bars with their first 
two digits representing their voltage level. The slack bus bar has a nominal voltage of 
1p.u.. The 33kV and 11kV bus bars have a maximum and minimum voltage limit of 
+6% and +10%. There are 6 DGs available across the network, 3 DGs at 33kV and 3 
DG at 11kV. There are 23 transformer tap changers with a tap range of +10%. 
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Table 3.13. Real power output maximisation (base of 100MVA). 
Bus bar voltages, angles, real and reactive power injections.  
Table 3.12. Distributed Generation capacity limits (base of 100MVA). 
The DG capacity limits are given in Table 3.12 with a system base of 100MVA.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 3.13 shows the optimisation result obtained for DG real power output 
maximisation with a system base of 100MVA. 
 
Alpha Beta 
0 -1 
  
 
Bus bar Voltage (p.u.) Angle (p.u.) Injected Real 
Power (p.u.) 
Injected Reactive 
Power (p.u.) 
100  1.0000 0 -0.5793 0.3931 
331 (DG-1) 1.0333 0.1610 0.1018 0.0242 
336 (DG-2) 1.0600 0.2881 0.1288 -0.0783 
339 (DG-3) 1.0600 0.2610 0.2386 -0.0248 
1106 (DG-4) 1.0619 0.3291 0.1000 0.0500 
1107 (DG-5) 0.9962 0.3308 0.4000 -0.0340 
1114 (DG-6) 0.9000 0.3467 0.0500 -0.0248 
 
Total real power losses (p.u.) 0.0621 
 
 
The optimisation maximised the DG real power outputs, supplying all the local loads 
and exporting 57.93MW through the slack bus bar to the external grid. As a result of 
this reverse power flow through the slack bus bar, the total network losses in the 
network has reached 6.21MW. All the constraints were kept with limit and the 
optimisation converged in 295 iterations. The convergence tolerance were kept 
consistence at 10
-6
. 
 
Distributed 
Generation 
Type of 
constraint 
Minimum Limit 
(p.u.) 
Maximum Limit 
(p.u.) 
DG1 
P 0  0.20  
Q -0.10  0.10  
DG2 
P 0  0.25  
Q -0.10  0.10  
DG3 
P 0 0.30 
Q -0.10 0.10 
DG4 
P      0 0.10  
Q -0.05  0.05  
DG5 
P 0  0.40  
Q -0.10  0.10  
DG6 
P 0 0.05 
Q -0.025 0.025 
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Table 3.14. Network loss minimisation (base of 100MVA). 
Bus bar voltages, angles, real and reactive power injections.  
Table 3.15. Ratio based analysis of dual objective optimisation (base of 100MVA). 
Table 3.14 shows the optimisation result obtained for network loss minimisation: 
 
Alpha Beta 
1 0 
  
  
Bus bar Voltage (p.u.) Angle (p.u.) Injected Real 
Power (p.u.) 
Injected Reactive 
Power (p.u.) 
100  1.0000 0 -0.0025 -0.0468 
331 (DG-1) 0.9823 -0.0268 0.0467 0.0647 
336 (DG-2) 0.9810 0.3430 0.0155 0.0007 
339 (DG-3) 0.9698 0.1704 0.0006 -0.0362 
1106 (DG-4) 1.0999 1.6262 0.0491 0.0269 
1107 (DG-5) 1.0860 1.7691 0.2691 0.0619 
1114 (DG-6) 1.0588 -7.5046 0.0104 0.0237 
 
Total real power losses (p.u.) 0.0090 
 
Table 3.14 shows that the losses could be minimised to as low as 0.90MW. All the local 
loads are supplied with the DG in the network. The export through the slack bus 
towards external grid has significantly decreased to 0.25MW. All the constraints were 
kept with limit and the optimisation converged in 194 iterations. The convergence 
tolerance were kept consistence at 10
-6
. 
 
The algorithm was then tested with two different combinations of weights α and β 
formulating a multi-objective optimisation. The results are displayed in Table 3.15:   
 
 Real power generation (p.u.) (p.u.) 
Alpha 
(α) 
Beta 
(β) 
DG-1 DG-2  DG-3 DG-4 DG-5 DG-6 Real 
losses  
1 -1/20 = -
0.0500 
0.2000 0.0247 0.0540 0.0194 0.3968 0.0019 0.0168 
1 -1/30 = 
 -0.0333  
0.0001 0.0042 0.0510 0.0179 0.3462 0.0015 0.0101 
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Fig. 3.8. Variation of objective function – DG real power maximisation (α=0, β=-1).  
Fig. 3.9. Variation of objective function – loss minimisation (α=1, β=0).  
3.5 Algorithm performance  
To examine the performance of the IP algorithm and its ability to converge to the 
optimal point, the OPF was analysed while optimising the EHV1 network. The variation 
of objective function, the behaviour of barrier parameter and stopping criterion have 
been recorded and the results are as follows. 
 
 
 
 
 
 
 
 
 
Figure 3.8 illustrates the variation of objective function when only maximising the DG 
real power output generation. The optimisation has converged in 295 iterations 
generating a total of 1.0192 p.u.. The objective function is negative, because the OPF is 
minimising a negatively weighted total real power generation. 
The variation of losses in the EHV1 network has been recorded when the OPF was 
minimising the total real power losses. The optimisation converged in 194 iterations 
minimising the losses to a minimum of 0.0090 p.u..  
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Fig. 3.11. Stopping criterion. 
Fig. 3.10. Variation of barrier parameter (α=1, β=0).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10 shows the behaviour of barrier parameter as the optimisation converged 
towards optimal solution minimising the total network losses. The value of barrier 
parameter is calculated by equation (3.35) and therefore decreased at every iteration. 
Similar behaviour was seen for DG real power output maximisation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Last but not least, Figure 3.11 illustrates the variation of stopping criterion calculated 
from equation (3.39) at every iteration. The stopping criterion decrease at every iteration 
as the optimisation converges towards optimal solution. 
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3.6 Chapter summary 
 
Increasing distributed generation capacity in terms of real power, whilst considering all 
the network constraints, can be accurately achieved with an OPF.  Chapter 3 has 
explained the detailed mathematical formulation of a reliable Interior Point OPF 
designed for loss minimisation, DG real power output maximisation and a combination 
of both as a dual objective function. The OPF balances the network subject to normal 
network constraints such as imposed thermal and voltage constraints and achieves the 
optimal objective function. The algorithm coded in MATLAB has been tested on five 
different types of distribution networks, radial as well as meshed, ranging from 4 to 61 
bus bars. By formulating a multi-objective cost function for an optimal power flow, it is 
possible to incorporate a penalty on losses and thereby allow a network operator to 
optimise DG capacity subject to normal network constraints but also with a restraint on 
losses. 
 
Several implementation issues such as initial points, calculation of barrier parameter and 
stopping criterion are discussed and investigated to evaluate the performance of the 
algorithm when applied to meshed and radial distribution networks. A new approach for 
the formulation of the swing bus in the main optimization routine was also presented. 
 
The algorithm provides reliable optimisation results for 11kV, 33kV and 132kV 
distribution systems. The singularities in network data must be avoided to achieve an 
accurate convergence. Singularities in data such as branches with zero resistances and 
reactances representing a double bus bar connection, infeasible voltage or thermal limits 
and suitable choice of stopping criterion. 
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4 CHAPTER 4 
4 TIME-SERIES OPTIMAL POWER FLOW 
 
 
 
4.1 Introduction 
In chapter 3, a detailed formulation of an Interior Point optimal power flow algorithm 
for power system applications was introduced. The OPF algorithm addresses 
distribution network issues with the dual objective of minimising network losses as well 
as maximising DG power output.  
In this chapter, time-series load data (from historic measurements) is applied to the OPF 
algorithm in a loop, so that optimisation results for different network scenarios can be 
produced. OPF solutions with half hourly time-steps provide detailed network analysis 
results that can help DNOs to better understand the behaviour of their network. Multiple 
optimisation result for every time-step could be used to determine the impact of 
changing load and generation on steady state operation of the distribution network. The 
OPF could be applied to minimise losses or extract maximum energy from available 
renewable resources whilst keeping the network thermal and voltage constraints within 
limits. 
The time-series OPF is used as an operational tool to provide optimisation results over a 
series real-time load data. A real-time OPF could be used online, to provide centralised 
optimisation results in an active network management system. However, the main 
drawback of this approach is the necessary investment in instrumentation and 
communication equipments to ensure fast data transfer. Alternatively, OPF could be 
used offline providing optimisation results for a series of network scenarios, which are 
obtained from historic network data. The optimisation results could then be used to 
populate a Case Base Reasoning (CBR) data base. CBR is an artificial intelligent 
technique which can solve network problems by retrieving the matched cases in its 
library.  
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Previously published work by Boehme et al. [76] presented time-series load and 
generation data being applied to power flow analysis, generating load flow results to 
investigate the behaviour of individual components. The results are generated from a 
load flow technique with a basic optimiser wrapped around it. This technique is useful, 
however the results generated are not from a constrained optimisation and therefore the 
network constraints could easily get violated. Boehme continued his research [77] by 
including an OPF technique to assess the degree of curtailment of DGs operating under 
non-firm or constrained connection. He demonstrated how time-series of several 
renewable generation technologies as well as demand could be applied to only extract 
the maximum energy available from renewable resources. 
With the tool presented in this chapter, the behaviour of any electrical component in 
achieving the optimal objective function can be evaluated over a period of time. Load 
duration curves could be produced to compare and investigate the performance of any 
electrical component whilst OPF could be set to achieve any of the individual objective 
functions or a combination of them.  
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4.2 Time-series OPF - DG output maximisation 
 
The behaviour of the distribution networks were analysed with time-series load and 
generation data applied to the OPF in a loop. The time-series OPF can generate 
optimisation results for network loss minimisation and DG real power output 
maximisation. In this study, the analysis was repeated for several network scenarios 
such as outages of lines. 
The OPF objective function could, for example, be set to extract the maximum amount 
of energy available from DGs under different network scenarios. The OPF minimises 
the objective function for any network scenario whilst satisfying the thermal and 
voltage limits of the network. 
The loading of specific lines and transformers and voltage magnitudes can be observed 
and compared from OPF results generated for each network scenario. The dispatch of 
DG real and reactive powers, transformer tap settings and reactive power compensation 
settings can all be obtained from OPF for each network scenario. The network scenarios 
could be described as a change in load, variation in maximum generation capacity and 
network outages. 
 
 
 
 
 
 
 
 
 
 
Figure 4.1 - 12 bus bar meshed distribution network with time-series load data applied to 
bus bars 9, 10, 11 and 12. 
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Table 4.1. Network constraints (System base 100MVA). 
Figure 4.2 – Time-series OPF responding to changes in real power load. 
Figure 4.1 shows the 12 bus bar meshed distribution network previously used and 
verified in Chapter 3. The DG capacity limits were previously given in Table 3.8. 
Except buses 1, 2, 3 and 4 which are rated at 132kV, the network has a common rated 
bus voltage at 33kV. The maximum and minimum voltage limits on the 132kV and 
33kV sides are +6% and +10% respectively. All transformers have a tap range of +10%. 
Some of the network constraints for this meshed distribution network are repeated for 
convenience in Table 4.1 (All branch rating limits are given in Appendix D). 
 
       
 
 
 
 
 
In the this section, time-series OPF has been used to generate optimisation results for 
the 12 bus bar meshed distributed network to achieve DG real power output 
maximisation with varying load at bus bars 9, 10, 11 and 12. The network will be tested 
under normal network operation with no equipment outages; an N-1 scenario with 
transformer T2 disconnected which is between bus bars 3-6 and an N-2 scenario with 
branch 6-10 also disconnected. The flow chart in Figure 4.2 shows every step of this 
time-series OPF. The system base for all the tests in this chapter is 100MVA. 
                                                                        
t=t+∆t
Update Pload
Run IP 
OPF
if
t ≤ t stop
Stop OPF
Save 
results
YES
NO
 
Distribution  
Generation 
Minimum Limit 
(p.u.) 
Maximum Limit 
(p.u.) 
Bus bar voltage 1 (Slack) 1  p.u. 1  p.u. 
132kV Bus bar voltages 0.94  p.u. 1.06 p.u. 
33kV Bus bar voltages 0.90  p.u. 1.10 p.u. 
Transformer T1 thermal 
rating (bus 2-10) 0  p.u. 0.46  p.u. 
Transformer T2 thermal 
rating  (bus 3-6) 0  p.u. 0.46  p.u. 
Slack-P  limit -1.50  p.u. 1.5 0 p.u. 
Slack-Q  limit -0. 50  p.u. 0. 50  p.u. 
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Apparent power flow from bus 2 to bus 10 through transformer T1
Apparent power flow from bus 6 to bus 3 through transformer T2
 
4.2.1 Normal network operation 
The 12 bus bar meshed distribution network has five distributed generators. There are 8 
P-Q load bus bars. Bus bars 5, 6, 7 and 8 had constant complex power. Bus bars 9, 10, 
11 and 12 had variable load taken from historic data at a time interval of ½ hour, for 
1
st
/February/2006. The load data is available in Appendix F. 
The variation of apparent power flows through the two grid transformers connecting the 
33kV to 132kV level, are plotted on Figure 4.3.  
 
 
Figure 4.3 shows that under normal network operation both grid transformers 
connecting the 132kV to the 33kV have a high headroom available before reaching their 
maximum thermal rating limit of 0.46p.u.. 
In this case study, all the DGs in the network are generating to their maximum limits 
without any curtailment of real power generation. Also, the branches are not overloaded 
and all the bus bar voltages are kept within their limits.  
 
 
 
Figure 4.3 – OPF time-series optimisation results showing the apparent power flow through the two 
grid transformers T1 and T2. 
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Figure 4.4. OPF time series results under normal network operation: (a) DG2 real power 
generation, (b) DG2 reactive power generation, (c) Bus bar 6 voltage variation. 
Furthermore, the OPF provides detailed operational data for any specific DG in the 
network. Figure 4.4 shows the real and reactive power generation of DG2 connected to 
bus bar 6, as well as its bus bar voltage variation at the point of connection. 
 
 
 
 
 
 
 
 
 
 
 
 
 
DG2 which is a hydro station is generating up to its maximum limit of 0.45p.u.. Its 
reactive power is varying to contribute to voltage control on the 33kV side of the 
network. The DG is dispatched with inductive reactive power at all time-steps (negative 
reactive power when assuming generation convention), so that voltage at bus bar 6 is 
held down against raise in real power. Figure 4.4 (c) shows that the voltage at bus bar 6 
is kept well within its limits of +10% under normal network operation. Similar plots are 
available for every electrical component in the distribution network.  
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Figure 4.5. Time-series OPF result of real power export through the slack bus bar. 
4.2.2 Network operation under N-1 scenario  
The behaviour of the distribution network could further be analysed when Transformer 
T2, between bus bars 3-6 is disconnected. It is important to examine the capability of 
the network under N-1 scenario in terms of extracting the maximum amount of DG real 
power generation. The OPF will minimise the curtailment of DG real power generation 
to satisfy all the network constraints under this specific scenario. 
Figure 4.5 shows the OPF results of real power export through the slack bus bar (bus1) 
under N-1 and normal network operation. These results have been obtained when 
historic load data for 01/Feb/2006 (24hour period, every half hour data) was applied to 
time-series OPF. 
 
 
 
 
 
 
 
 
The export through the slack bus (towards external grid) is represented with a negative 
sign in Figure 4.5. The plot shows that if the grid transformer between bus bar 3-6 is 
disconnected, less real power is exported through the slack bus towards external grid. 
This is because the real power, generated on the 33kV side is only flowing through a 
single transformer between bus bars 2-10. The advantage of using an OPF is that it 
seeks to minimise the amount of real power generation curtailment under the N-1 
scenario whilst keeping the flow through transformer T1 below its limit. The DGs on 
the 33kV network are able to supply their local load demand and transmit the excess 
amount of real power through transformer T1 (between bus bars 2-10) towards external 
grid. The results show the DNO does not require to disconnect any of the DGs under 
this specific N-1 scenario. 
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Figure 4.6. Transformer T1 load duration curve on 02/Feb/2006. 
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Load duration curves for transformer T1 between bus bar 2-10
 
 
Time series OPF results under N-1 scenario
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Time series OPF results under normal network operation
Figure 4.6 illustrates the percentage of loading of transformer T1 between bus bar 2-10, 
under N-1 scenario and normal network operation (without any outages). The rating of 
this transformer is 0.46 p.u.. During a typical winter day, under normal network 
operation, the maximum loading on this transformer does not exceed 0.2912 p.u.. 
However, under N-1 scenario, the loading of transformer T1 significantly increases to a 
maximum of 0.457 p.u. as it is the only transformer connecting the 132kV side of the 
network to the 33kV side. For about 2% of the time, the loading of this transformer is at 
its limit. There is still some headroom available for this transformer to export more 
power from 33kV side towards 132kV side. On the other hand, the OPF has curtailed 
some of the DG generation to meet other network constraints such as bus bar voltages 
and line ratings on the 33kV sides.    
 
 
 
 
 
These plots obtained from time-series OPF, assist the DNOs to analyse the impact of 
changing load on the steady state operation of transformer T1. In addition, the apparent 
power flow through this specific transformer under N-1 scenario can be compared with 
normal network operation.  
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Figure 4.7. Apparent power flow through transformer T1 on 02/Feb/2006. 
Figure 4.7 illustrates the apparent power flow through transformer T1 under N-1 
scenario and normal network operation. 
 
 
When transformer T2 (between bus bars 3-6) is disconnected, Transformer T1 is heavily 
loaded. The optimisation keeps the flow through transformer T1 below 0.46p.u. by 
curtailing real power generation on the 33kV side.  
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Figure 4.8. OPF time series results under N-1 scenario: (a) Bus bar 2 voltage variation (HV 
side), (b) Bus bar 10 voltage variation (LV side), (c) Tap setting, (d) Real power flow the 
transformer in per unit. 
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Bus bar 2 voltage variation
Bus bar 10 voltage variation
Transformer T1 tap setting
Real power flow through Transformer T1 (from bus 10 towards bus 2)
Furthermore, bus bar voltages on both sides of the transformer T1 as well as tap setting 
and the amount of real power flow through this specific transformer are obtained from 
time-series OPF.   
 
 
 
 
  
 
 
 
 
 
 
 
 
 
The above data shown on Figure 4.8 helps the DNOs to assess their network voltage 
behaviour at any specific bus bar. The transformer’s tap setting has been used as a 
controller in the OPF to keep the bus bar voltages on the 33kV side within limits of 
+10%. This is successfully achieved as bus bar 10 voltage (LV side at 33kV) shown in 
Figure 4.8 (b) is kept within its limits. Also, bus bar 2 (HV side at 132kV), is kept well 
within its limits of +6%. In addition, the real power flow through transformer T1 from 
bus bar 10 towards bus bar 2 does not exceed 0.45 p.u..  
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Figure 4.9. OPF time series results under N-1 scenario: (a) DG4 real power generation, (b) 
DG4 reactive power generation, (c) Bus bar 12 load changes, (d) Bus bar 12 voltage variation. 
The operation of DGs under varying load at their point of connection could also be 
examined in details. Figure 4.9 shows the operation of DG4 under varying load 
connected to bus bar 12. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9 (a) shows that OPF has significantly reduced the curtailment of generation at 
this specific bus bar. DG4 is generating up to its full capacity most of the time during 
the day. The curtailment of DG real power generation at bus bar 12 is mainly due to 
keeping the voltage at this bus below 1.1p.u.. The variation of voltage at bus bar 12 is 
shown on Figure 4.9 (d).  
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Figure 4.10. OPF time series results under N-1 scenario: (a) real power export through the 
slack bus bar for three different network scenarios, (b) DG2 active power generation, (c) DG5 
active power generation. 
4.2.3 Network operation under N-2 scenario  
The behaviour of the network was also analysed under N-2 scenario. Transformer T2, 
between bus bars 3-6 has been disconnected as well as the branch between nodes 10-6. 
It is useful to examine the capability of the network under N-2 scenario in terms of 
extracting the maximum amount of DG generation. The OPF is expected to minimise 
the curtailment of DG real power generation to satisfy all the network constrains under 
this specific scenario. This tool assists the DNO to apply time-series load and 
generation data to identify component overload and its frequency of occurrence under 
any specific scenario.  
Figure 4.10 (a) illustrates that the export through the slack bus bar significantly 
decreases under N-2 scenario. The curtailment has mainly affected DG2 and DG5.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.10 (b) and (c) show that DG2 and DG5 connected at bus bar 6 and 7 
respectively (on the 33kV side), have been mainly influenced by the second network 
outage of branch between nodes 10-6. This is because, the branch between bus bars10-6 
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Figure 4.11. Transformer T1 load duration curve on 02/Feb/2006: (a) transformer loading 
under N-1 scenario, (b) transformer loading under N-2 scenario, (c) transformer loading 
under normal network operation. 
was originally built to reinforce the power flow from DG2 and DG5 towards the local 
loads on the 33kV side. The other three DGs are not affected. 
Due to the second network outage, the DG real power generation on the 33kV has 
decreased. This means that less real power is available to be transmitted to the 132kV 
side through transformers T1 between bus bars 2-10. The load duration curves produced 
by the time-series OPF illustrates that the transformer T1 experiences the highest 
loading at N-1 scenario when transformer T2 is the only network outage. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.11 (b) shows that as a result of curtailment of DG generation under N-2 
scenario, less power is available to transmit from 33kV side to 132kV side through 
transformer T1. Therefore, the results show that the loading of this specific transformer 
has decreased in comparison to N-1 scenario shown on Figure 4.11 (a). 
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Figure 4.12. OPF optimisation results on 02/Feb/2006: (a) loss variation profile with DG 
capacity maximisation set as the objective function, (b) loss variation with network loss 
minimisation set as the objective function (the y-axis is a multiple of 10
-3
).  
4.3 Time-series OPF - Network loss minimisation 
The time-series OPF could be used to provide optimisation results when loss 
minimisation is set as the objective function. The OPF will minimise the network losses 
at each scenario as well as satisfying the equality and inequality constraints. Figure 4.12 
given below shows the comparison of network loss variation profile, for different 
objective functions of DG real power output maximisation and real power loss 
minimisation.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.12 (a) illustrates the loss variation profile when the OPF objective function was 
set to minimise DG real power output curtailment. When there is an outage in the 
network, the real power generated on the 33kV side has to be redirected through the 
33kV branches and then transmitted through transformer T1 towards slack bus bar. This 
consequently causes a rise in network losses. On the other hand, Figure 4.12 (b) shows 
that the network losses have significantly decreased when setting α=1 and β=0 to 
minimise the network losses.  
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Figure 4.13. OPF optimisation results on 02/Feb/2006: (a) real power export through the 
slack bus bar when maximising DG capacity, (b) real power import through the slack bus 
when minimising network losses.  
The results shown in Figures 4.13 (a) has been previously discussed in section 4.2.3, 
this is repeated here for convenience. Figure 4.13 (b) shows that when α=1 and β=0, the 
OPF starts to import real power through the slack bus bar (positive sign on y-axis of 
Figure 4.13 (b) represents import from external grid). When minimising the network 
losses, The OPF mainly dispatched DG3 connected to bus bar 8 and DG4 connected to 
bus bar 12 to supply the local loads on the 33kV side. The rest of the DGs on the 33kV 
side were operating close to 0MW. Therefore, the loads on the 33kV side are supplied 
locally and the flow through transformer T1 is minimised. As a result this arrangement, 
the network losses are considerably decreased at the expense of reduced generation. 
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Figure 4.14. OPF optimisation results on 02/Feb/2006: (a) real power export through the 
slack bus bar when maximising DG capacity, (b) real power import through the slack bus 
when minimising network losses, (c) real power export through the slack bus bar based on 
dual objective optimisation results.  
 
4.4 Dual objective function 
The time-series OPF is also capable of producing results with dual objective functions. 
Figure 4.14 shows time-series optimisation results with three different types of 
objective functions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The results shown in Figures 4.14 (a) and (b) have been previously discussed in section 
4.3, these are repeated here for convenience. Figure 4.14 (c) shows that by setting α=1 
and β=-0.0333 (a good choice of weighting factors also used in chapter 3), a DNO can 
maximise the extraction of real power generation from available DGs with a restraint on 
network losses (the network losses are shown in the next page). 
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Figure 4.15. OPF optimisation results on 02/Feb/2006: (a) loss variation with DG capacity 
maximisation set as the objective function, (b) loss variation with network loss 
minimisation set as the objective function, (c) network loss variation based on dual 
objective optimisation results.  
 
Figure 4.15 shows loss variation obtained from time-series optimisation results with 
three different types of objective functions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The results shown in Figures 4.15 (a) and (b) have been previously discussed in section 
4.3, these are repeated here for convenience. Figure 4.15 (c) shows that by setting α=1 
and β=-0.0333, the network losses decrease. With this combination of dual objective 
function, the DNO can achieve reasonably low network losses whilst maximising the 
DG real power generation.  
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Figure 4.16. OPF and CBR flow chart in providing network solution for DNOs. 
4.5 Time series OPF populating CBR library 
With the connection of DGs to the network, controlling network voltages in an Active 
Network Management system becomes an important challenge. As part of the UK’s 
AuRA-NMS project, the issue of voltage control has been addressed to be solved using 
an artificial intelligent technique known as Case Base Reasoning (CBR) [78]. This 
technique aims to solve a particular voltage control problem by retrieving the matched 
cases in its library. The CBR technique suggests a solution for a particular problem by 
matching real-time data obtained from distribution network such as line flows, nodal 
load/generation and bus bar voltages with the closest solution match in its library. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.16 illustrates a schematic of how time-series OPF has been used to provide 
network solutions for a number of scenarios and therefore populate the CBR library for 
use in an Active Network Management system. 
A large number of distribution network scenarios have been applied to the OPF to 
generate optimisation results with different line flow limits, bus bar voltage limits, 
network topologies (including line/transformer outages), generator real power requests 
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(i.e. maximum available real power available to be extracted), load profiles and Grid 
Supply Point voltage settings. 
The CBR library will then be populated with these important scenarios and therefore 
could be used to suggest optimal network solutions to solve a particular voltage control 
issue. The CBR will match real-time data obtained from network measurements such as 
bus bar voltages and line flows with the solutions in its library and then suggests the 
best solution to solve the problem. The solution action could be a signal to curtail a 
degree of real power generation at a specific DG or a change of reactive power dispatch 
of DG.    
CBR is quick enough to provide voltage control solutions in a real-time environment 
and the time-series OPF explained in this chapter has played a key role in populating its 
library with optimal network solutions. 
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4.6 Chapter summary 
This chapter presented a time-series OPF that could be used by DNOs to analyse the 
behaviour of the network by applying time-series load and generation data, include 
component outages and configure any specific network scenarios to optimise maximum 
capacity extraction from available DGs. The OPF produces network solutions to 
achieve the optimal objective function whilst satisfying the thermal and voltage 
constraints. This tool facilitates the DNOs to examine the behaviour of network 
components as well as the performance of the whole network under any specific 
scenario over time. The duration of any necessary DG real power curtailment and its 
frequency of occurrence is investigated with accuracy and optimality. 
Demand and generation data are available from DNO’s historic network measurements, 
hence these data could be applied to the OPF in a loop generation optimisation results. 
The OPF generates load duration curves for any specific network component to 
facilitate the DNOs in determining the degree of loading conditions in their network.  
This tool can help the DNOs to obtain an optimal operation setting which is beneficial 
to DG owners in terms of revenue as well as a considerable reduction in network losses. 
This tool has been used to populate the Case Base Reasoning library for AuRA-NMS 
project. The time series OPF has been used as an offline tool to generate optimal 
voltage control solutions for a large number of network scenarios. 
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5 CHAPTER 5 
5 TERMINAL VOLTAGE REGULATION FOR 
ACTIVE NETWORKS 
 
 
5.1 Introduction  
When Distributed Generators (DG) are connected to a bus bar, conditions such as 
voltage rise may occur which limit further capacity expansion. These conditions occur 
where the distribution voltage may be sensitive to local load fluctuations especially in 
rural areas. The so called "first come first served" connection policy as well as 
instructing the DGs to operate at fixed power factor have added to these negative 
effects.  
The first come first serve policy, also referred to as grandfather rights give firm 
connection rights to the old DG owners allowing them to operate flexibly. The new DGs 
which are often considered to be wind farms are given non-firm connection rights with 
technical operational requirements. The newest DGs are the first to be disconnected 
from the network in the event of a fault or network over load. These policies introduced 
by Ofgem stop the network from being engineered in an optimal manner in order to 
maximise the capacity of the network and facilitate the development of distribution 
networks. 
The DNOs such as ScottishPower have advised Ofgem on the issue of grandfather 
rights in the Transmission Access Review report. ScottishPower suggested that new 
regulations are essential to prioritise those DGs which can use the available capacity. 
The fixed power factor operation method is often imposed by the DNO on the DGs, 
instructing them to operate in a pre-calculated power factor range. This means that the 
DGs will be disconnected if they can’t comply with the power factor control 
agreements. This operation method may limit the extraction of the maximum amount of 
available real power generation from DG. The main reason for this method of operation 
is because the DNOs are trying to avoid any threats to their voltage stability in a passive 
network environment. 
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An Active Network Management (ANM) system provides monitoring and control of the 
distribution network as well as providing the infrastructure and technology for full 
integration of DGs to the distribution network. In other words, ANM aims to provide 
generic solutions for a variety of networks in terms of voltage control and power flow 
management.  
A real-time OPF could be used to provide centralised optimisation results in an active 
network management system. However, the main drawback of this approach is the 
necessary investment in sensors and communication equipment to ensure overall 
knowledge of the distribution network. Therefore, there is an advantage on 
decentralising the DG operation at regional level to avoid the investment in control 
hardware and communication infrastructure. OPF can be used to determine a suitable 
decentralised Terminal Voltage Regulator Mode (TVRM) or fixed Power Factor 
Regulation Mode (PFRM) to be embedded in the DG control system. Therefore, the 
DGs can perform accurate voltage control or power factor regulation in a decentralised 
fashion.  
In this chapter, Terminal Voltage Regulator Mode (TVRM) and fixed Power Factor 
Regulation Mode (PFRM) were incorporated in the main optimisation routine to 
facilitate the maximum real power output capacity extraction. It is therefore possible to 
compare these two DG operation methods with each other and examine their advantages 
and disadvantages. 
The DGs can be instructed to operate with a straight line droop as well as a droop with a 
dead-band. Before testing different DG operation methods against each other, a first 
stage centralised dispatch OPF can be used to help choose a suitable droop that could 
provide voltage control solutions under different network scenarios. It is also possible to 
test droop characteristics with different local voltage regulator dead-bands and identify 
the most suitable droop. 
The DG operation methods of fixed power factor mode and terminal voltage regulator 
mode are compared with the optimisation results obtained from centralised dispatch in 
terms of the capacity achieved. Furthermore, the effect of both voltage control methods 
on distribution network losses are considered in a measure to assess the financial 
implications from a DNO's perspective. 
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5.2 Power Factor Regulation Mode 
This section describes how fixed power factor regulation has been modelled in the main 
routine of the OPF. Figure 5.1, shows a predefined DG operation range, equipped with a 
fixed power factor regulator. The plot illustrates the effect of real power changes (P) on 
the reactive power of the generator (Q). 
                                                            
P
-Q
Absorbing Q
(Leading PF or 
Inductive reactive power)
+Q
Injecting Q
(Lagging PF or 
Capacitive reactive power)
θ 
(FIXED)
θ 
(FIXED)
 
The reactive power is varied to regulate the power factor at a constant value. The DGs 
could be instructed to operate at fixed power factor. The modelling of this control 
scheme (PFRM) is achieved with the addition of an equality constraint in the main 
optimisation routine given by equation (5.1). 
      
 
Where: 
Gi
  Power factor angle 
Gi
P  Active power generation of DG at node i 
Gi
Q  Reactive power generation of DG at node i 
 
The DGs instructed to operate at fixed power factor are forced by the OPF to only vary 
their PG and QG along the gray line shown in Figure 5.1. With this implementation, any 
number of DGs in a distribution network could be set to operate at PFRM.   
 
 
Figure 5.1. DG Power Factor Regulation Mode.  
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Table 5.1 – Results for DGs performing PFRM at 0.90 from Vovos et al. 2007,  
(System Base 100MVA). 
5.2.1 PFRM test - First network scenario 
The OPF algorithm developed to perform PFRM was initially tested on a 12-bus generic 
distribution network shown in Figure 5.2. This network was used in [79] to assess the 
maximum generation capacity available for extraction. The 33kV distribution network 
is connected to bus-1 (slack) at 132kV. The network has three potential DG connection 
points at bus 5, 8 and 12 rated at 11kV. 
 
 
 
 
 
 
 
 
Previously published work by Vovos et al. [79] connected three DGs at bus bars 5, 8 
and 12 to maximise the generation capacity. They were operated at a fixed power factor 
of 0.90 lagging (i.e. injecting reactive power). The optimal capacity achieved under this 
specific network scenario is given below: 
 
Bus 
bar 
Real load 
(p.u.) 
Reactive 
load (p.u.) 
Power Factor 
(p.u.) 
Real power 
generation (p.u.) 
Reactive power 
generation (p.u.) 
1 0 0 N/A -0.2520 Not available 
2 0 0 N/A 0 0 
3 0.011 0.009 N/A 0 0 
4 0 0 N/A 0 0 
5 0.090 0.040 0.90 (lagging) 0.1380 0.0668 
6 0.012 0.006 N/A 0.1500 0.1000 
7 0.014 0.009 N/A 0 0 
8 0.090 0.040 0.90 (lagging) 0.0830 0.0401 
9 0 0 N/A 0 0 
10 0.015 0.012 N/A 0 0 
11 0 0 N/A 0 0 
12 0.090 0.040 0.90 (lagging) 0.2330 0.1128 
 
Total real power losses (p.u.) 0.0400 
Figure 5.2. 12-bus bar meshed distribution network from Vovos et al. 2007. 
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Table 5.2 – Results for DGs performing PFRM from IP optimisation (System Base 100 MVA). 
The Vovos et al. [79] results shown on Table 5.1 indicated that with the three new DGs 
operating at a power factor of 0.90 lagging, it is possible to export 25.20MW to the 
external grid. 
The same network as shown in Figure 5.2 was tested with the OPF algorithm developed 
to perform PFRM. The OPF results for DGs performing PFRM, this time with the 
flexibility of operating at leading or lagging power factor of 0.90, at bus bar 5, 8 and 12 
are given in table 5.2.   
 
 
DG1, 2 and 3 are rated at a power factor of 0.90 leading. The optimisation has 
converged with DG reactive power dispatched at inductive mode, so that the voltage is 
held down against rise from real power generation. The result with the loading 
condition shown on Table 5.2, indicates that 28.68MW could be exported through the 
slack bus towards external grid. The operation of the DGs at leading power factor has 
resulted in the import of 51.15MVAr of reactive power through the slack bus bar. This 
has caused the total real power network losses to increase to 16.05MW in comparison to 
4MW based on the results obtained by Vovos et al. [79] shown in Table 5.1. Vovos 
achieved 25.20MW export to the grid with all three DGs operating at lagging power 
factor (i.e. capacitive reactive power).   
The above optimisation result indicates that an increase in the real power generation of 
the DGs could significantly increase the network losses. The optimisation has achieved 
the maximum export through the slack bus bar by dispatching the DGs at leading power 
factor, without any penalty on losses. This is undesirable from DNO’s perspective.  
Bus bar Real load 
(p.u.) 
Reactive 
load (p.u.) 
Power Factor 
(p.u.) 
Real power 
generation (p.u.) 
Reactive power 
generation (p.u.) 
1 0 0 N/A -0.2868 0.5115 
2 0 0 N/A 0 0 
3 0.011 0.009 N/A 0 0 
4 0 0 N/A 0 0 
5 - DG1 0.090 0.040 0.90 (leading) 0.2065 -0.1000 
6 0.012 0.006 N/A 0.1500 0.1000 
7 0.014 0.009 N/A 0 0 
8 - DG2 0.090 0.040 0.90 (leading) 0.2066 -0.1000 
9 0 0 N/A 0 0 
10 0.015 0.012 N/A 0 0 
11 0 0 N/A 0 0 
12 - DG3 0.090 0.040 0.90 (leading) 0.2065 -0.1000 
 
Total real power losses (p.u.) 0.1605 
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Table 5.3 – Results with DGs performing PFRM for second scenario (System Base 100 MVA). 
In the above tests, the slack bus bar voltage was set to 1p.u. with the loading condition 
kept unchanged as shown in Tables 5.1 and 5.2. The performance of the OPF algorithm 
with DGs operating at PFRM was further analysed under two more network scenarios 
with changes in the slack bus bar voltage and network loading condition. 
5.2.2 PFRM test - Second network scenario 
In the second network scenario, the loads at bus bars 5, 8 and 12 (11kV points) were 
increased by a factor of 1.3 and the other loads at 33kV level were decreased by 0.9. 
The slack bus bar voltage was set to 0.93p.u.. The OPF optimisation results for DG 
capacity maximisation are given in Table 5.3:  
 
 
Table 5.3 shows that DG1 and DG2 connected to bus bars 5 and 8 are operating at a 
power factor of 0.90 leading. The fixed generation of 15MW and 10MVAr (lagging) at 
bus bar 6, as well as 20.63MW of generation at bus bars 5 and 8 each, has caused the 
voltages on bus bars 4, 6 and 9 to increase, irrespective of the increase in loads at bus 
bar 5 and 8. Hence the optimisation has converged with DG1 and DG2 set to operate at 
inductive reactive power, so that the voltages are held down against rise from real 
power generation and a fixed injection of 10MVAr at bus bar 6. 
However, DG3 connected to bus bar 12 is operating at lagging power factor of 0.90. 
This indicates that this specific DG is now injecting reactive power. This is because the 
increase of load at bus bar 12 and the decrease of slack bus bar voltage have caused the 
voltages at bus bars 2 and 11 to decrease. Hence, the optimisation has instructed DG3 to 
Bus bar Real load 
(p.u.) 
Reactive 
load (p.u.) 
Power Factor 
(p.u.) 
Real power 
generation (p.u.) 
Reactive power 
generation (p.u.) 
1 0 0 N/A -0.2431 0.2959 
2 0 0 N/A 0 0 
3 0.0109 0.0089 N/A 0 0 
4 0 0 N/A 0 0 
5 - DG1 0.1170 0.0520 0.90 (leading) 0.2063 -0.1000 
6 0.0119 0.0059 N/A 0.1500 0.1000 
7 0.0139 0.0089 N/A 0 0 
8 - DG2 0.1170 0.0520 0.90 (leading) 0.2063 -0.1000 
9 0 0 N/A 0 0 
10 0.0148 0.0119 N/A 0 0 
11 0 0 N/A 0 0 
12 - DG3 0.1170 0.0520 0.90 (lagging) 0.1743 0.0838 
 
Total real power losses (p.u.) 0.0913 
97 
 
Table 5.4 – Results with DGs performing PFRM for third scenario (System Base 100 MVA). 
operate at capacitive reactive power. In other words, injecting 8.38MVAr of reactive 
power to push up the voltages close to increased loads. 
The losses have significantly decreased to 9.13MW in comparison to first network 
scenario. This is because less reactive power is imported through the slack bus bar. 
Also, the export of real power through the slack bus bar has deceased which also 
contributes towards decreased losses.  
All the network constraints are kept within their limits and the OPF is capable of 
exporting 24.31MW to the external grid.  
5.2.3 PFRM test - Third network scenario 
In the third network scenario, the loads at bus bars 5, 8 and 12 (11kV points) were 
increased by a factor of 1.3 and the other loads at 33kV level were kept similar to first 
scenario. The slack bus bar voltage was set to 0.94p.u.. The OPF optimisation results for 
DG capacity maximisation are given in Table 5.4. 
 
 
 
Under this specific network scenario, DG1 and DG2 connected to bus bars 5 and 8 are 
again operating at a power factor of 0.90 leading. The DG3 connected to bus bar 12 is 
operating at lagging power factor of 0.90. 
The behavioural changes in voltages across the network are similar to what was 
explained in the second scenario. The OPF has successfully maximised the DG real 
power generation with respect to specific changes in loads and slack bus bar voltage. 
Bus bar Real load 
(p.u.) 
Reactive 
load (p.u.) 
Power Factor 
(p.u.) 
Real power 
generation (p.u.) 
Reactive power 
generation (p.u.) 
1 0 0 N/A -0.2206 0.3046 
2 0 0 N/A 0 0 
3 0.0110 0.0090 N/A 0 0 
4 0 0 N/A 0 0 
5 - DG1 0.1170 0.0520 0.90 (leading) 0.2066 -0.1000 
6 0.0120 0.0060 N/A 0.1500 0.1000 
7 0.0140 0.0090 N/A 0 0 
8 - DG2 0.1170 0.0520 0.90 (leading) 0.2063 -0.1000 
9 0 0 N/A 0 0 
10 0.0150 0.0120 N/A 0 0 
11 0 0 N/A 0 0 
12 - DG3 0.1170 0.0520 0.90 (lagging) 0.1490 0.0721 
 
Total real power losses (p.u.) 0.0883 
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5.2.4 Discussion of OPF PFRM results 
Figure 5.3 illustrates the power factor envelop of DG3, connected to bus bar 12, on a 
polar grid. The results for DG3 capacity maximisation obtained from OPF for all three 
scenarios are also shown on the gird. The polar grid illustrates the magnitude (apparent 
power of the DG generation) and the power factor angle in degrees. From these data 
points, it is also possible to calculate the real and reactive power generation (P and Q). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
DG3 is instructed to operate at a fixed power factor of 0.90 (leading or lagging). It is 
forced by the OPF to only vary its PG and QG along the red line shown in Figure 5.3. 
The DG reactive power is varied to regulate the power factor at a constant value whilst 
achieving the maximum real power generation. The OPF has the flexibility of choosing 
an inductive or capacitive DG reactive power to achieve the optimal objective function. 
Different network scenarios optimised by the OPF could result in a particular reactive 
Figure 5.3. Polar grid showing the power factor envelop of DG-3 connected to bus bar 12. 
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power mode of operation, which are decided by the OPF as a control variable to achieve 
the optimal objective function.  
DG3 is chosen as an example to demonstrate the accuracy of the OPF results. The 
results obtained are as expected whist DG3 is operating under PFRM. In the first 
scenario, the data point has a magnitude of 0.2294 p.u. (i.e. 22.94MVA of generation) at 
an angle of -25.84 degrees (i.e. PF of 0.90 leading). This indicates that DG3 connected 
to bus bar 12 is generating 0.2065 p.u. (i.e. 20.65MW) whilst importing -0.1 p.u. (i.e. 
10MVAr) of reactive power. The inductive reactive power keeps the voltage down 
against rise from real power generation. 
In second scenario, the data point has a magnitude of 0.1743 p.u. (i.e. 17.43MVA of 
generation) at a fixed angle of 25.84 degrees (i.e. PF of 0.90 lagging). In the third 
scenario, the data point has a magnitude of 0.1655 p.u. (i.e. 16.55MVA of generation) at 
the same angle. In both of these scenarios, DG-3 is injecting reactive power.  
In the second and third scenario, DG3 is operating at lagging power factor (i.e. 
capacitive reactive power). This is because the load at bus bar 12 has increased and the 
slack bus bar voltage has been reduced, which have caused the voltages at bus bars 2 
and 11 to decrease. Therefore, the OPF has instructed DG3 to operate at capacitive 
reactive power to push up voltage.  
This type of plot is useful to show the operation of any DGs under any network 
scenario. The DGs are all operating at PFRM, hence they all have to function at a fixed 
power factor angle. The OPF meets its objective function of maximising DG output 
capacity, whilst satisfying this important constraint. The OPF chooses whether to 
operate at leading or lagging power factor to minimise the objective function. This 
makes the OPF algorithm much more flexible in achieving a better optimisation result 
(i.e. to further minimise the objective function). With PFRM, the maximisation of DG 
output generation is directly proportional to DG reactive power injection/absorption.  
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5.3 Terminal Voltage Regulation Mode  
 
The reactive power is varied to regulate the voltage with limits. Figure 5.3 illustrates a 
reactive voltage droop compensation which could be applied at a utility bus bar. DGs of 
type synchronous generator as well as DFIG could be given a predefined voltage control 
scheme as shown in Figure 5.4 to regulate their terminal bus bar voltage.  
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
V is the independent variable and Q is the dependent variable. The above voltage 
regulator scheme has been modelled in the optimisation with an equality constraint 
given by equation (5.4):  
    
 
Where: 
iV   Voltage at node i  
c   Linear factor 
interceptd   Point of intercept 
 
Figure 5.4. Droop based TVRM.  
(5.4) 
(5.2) 
(5.3) 
101 
 
The gradient „c‟ given in equation (5.4) defines the steepness of the droop shown in 
Figure 5.4. The intersection of the straight line with the y-axis is called the point of 
intercept which is shown in equation (5.2) with the letter „dintercept‟. The droop is 
bounded between two inequality constraints Vmin<Vi<Vmax and Qmin<Qi<Qmax which 
clearly define the region in which the DG can operate. The optimisation will only 
converge when all the inequality constraints are satisfied as well as the equality 
constraint given in equation (5.2). 
A dead-band could be inserted within the maximum and minimum voltage limits fixing 
the reactive power to be set to zero as illustrated in Figure 5.5.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The use of a dead-band in the TVRM is beneficial, because it avoids the use of reactive 
power when voltage is well within limits. The IP algorithm programmed in this research 
uses a direct optimisation approach. Therefore a continuous equation must be used to 
model the dead-band voltage droop.  
Figure 5.5. TVRM with dead-bands (generation convention).  
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Previously published work [79] approximated a DG voltage control scheme (shown in 
Figure 5.6), with two choices of possible power factor operation, by means of an inverse 
tangent. The equation facilitated their direct optimisation with a sharp transition from 
θPFC to θmin when the voltage at the point of connection of the DG goes above Vthreshold. 
In this research, to represent a droop with dead-band an inverse tangent function was 
added to the linear function (5.4) to give (5.5): 
   
 
Where: 
k   Scaling factor 
m   Fitting factor 
inflectiond   Point of inflection 
 
The term „dinflection‟ defines point of inflection at which the sign of the curvature 
changes. The terms k and m define the sharpness and the gradient of the tangent. The 
TVRM with dead-band defined here will be used and tested in Section 5.5. 
 
5.3.1 Comparison of TVRM (without dead-band) and Intelli-Gens                         
Previously published work by Vovos et al. [79] proposed something termed “Intelligent 
Distributed Voltage and Reactive Power Control (Intelli-Gens)”. This scheme provided 
two fixed power factor operating regions, θPFC and θmin, giving the DGs the choice of 
operating at either of these power factors.                                                                       
 
 
 
 
 
 
 
Figure 5.6. Intelli-Gens, DG operating regions  
from Vovos et al. 2007. 
(5.5) 
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Table 5.5 – Results for DGs performing Intelli-Gens from Vovos et al. 2007 (System Base 100 MVA). 
1Q9899.0iV Gi 
Paper [79] shows result, reproduced here as Table 5.5, for “Intelli-Gens” applied to the 
test network shown in Figure 5.2. The total export to external grid is 38.6MW: 
 
 
Paper [79] states that 38.6MW is exported to the external grid using Intelli-Gens. The 
loss has increased to 23.20MW from 4MW when fixed power factor operation was 
used. This is mainly due to the import of reactive power by DG1 and DG2 which are 
operating at leading power factors.  
The OPF algorithm performing TVRM (without dead-band) was tested with all three 
additional DGs performing voltage control at their point of connection with same 
loading condition given in Table 5.5. Each DG is imposed with equation (5.4) in the 
optimisation. For this particular study, different values of c and dintercept were tested. The 
voltage regulator droops incorporated by the three DGs were set with c=-0.9899 and 
dintercept=1, giving equation (5.6): 
 
This particular droop provides accurate results with a great range of reactive power 
settings for the DGs to control the voltage within +10%. Detailed load flow studies have 
been performed to test the functionality of this droop in terms of providing voltage 
control solutions. These droops may not be the most suitable droop in terms of 
facilitating the DGs to achieve the maximum real power generation, but they provide 
accurate voltage control solutions. Section 5.4 describes in details how a suitable droop 
could be obtained for DG. 
Bus bar Real load 
(p.u.) 
Reactive 
load (p.u.) 
Power Factor 
(p.u.) 
Real power 
generation (p.u.) 
Reactive power 
generation (p.u.) 
1 0 0 N/A -0.3860 Not available 
2 0 0 N/A 0 0 
3 0.011 0.009 N/A 0 0 
4 0 0 N/A 0 0 
5 - DG1 0.090 0.040 0.95 (leading) 0.2970 -0.0976 
6 0.012 0.006 N/A 0.1500 0.1000 
7 0.014 0.009 N/A 0 0 
8 - DG2 0.090 0.040 0.94 (leading) 0.1600 -0.0581 
9 0 0 N/A 0 0 
10 0.015 0.012 N/A 0 0 
11 0 0 N/A 0 0 
12 - DG3 0.090 0.040 Unity 0.3220 0 
 
Total real power losses (p.u.) 0.2320 
(5.6) 
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The OPF results performing TVRM (without dead-band) have been published in paper 
[80] as well as given in Table 5.6:  
Table 5.6. Terminal Voltage Regulation Mode (100 MVA base). 
 
 
 
 
 
TVRM control scheme has enabled the DGs to generate more and export 43.70MW 
through the slack bus. In [79] 38.6MW was exported to the external gird whilst the DGs 
were operating at Intelli-Gens. The Intelli-Gens control scheme provided two fixed 
power factor operating regions, giving the DGs the choice of operating at either power 
factor. The TVRM provides a continuous droop, giving DGs the flexibility of adjusting 
their reactive power injection/absorption. The OPF will choose a suitable operating 
region for the DGs to achieve the optimal objective function. 
 
5.3.2 Mixed DG operations of PFRM and TVRM (without dead-band) 
Section 5.3.1 compared the IP OPF optimisation results with Intelli-Gens when all three 
DGs were set to operate at TVRM. The OPF algorithm developed can also provide 
optimisation results when different DGs are instructed to perform in TVRM or PFRM. 
Here the 12-bus generic distribution network shown in Figure 5.2 has been tested with 
mixed DG control operations. This is a more realistic test for a distribution network.  
DG1 connected to bus bar 5, is set by user to operate at a fixed power factor of 0.8849 
leading, generating 19MW and importing 10MVAr. The real power generation setting 
of this DG has been obtained from a centralised dispatch optimisation with the objective 
of maximising real power generation. The reactive power has been set to importing 
reactive power (inductive reactive power) to minimise the voltage at its point of 
connection. Therefore, the above setting results in a precise power factor of 0.8849. 
DG2 and DG3 are instructed to operate at TVRM with two different droop 
characteristics. DG2 connected to bus bar 8 is instructed to operate at TVRM with 
equation (5.6) modelled as an equality constraint in the OPF. 
Bus bar Real power 
generation (p.u.) 
Reactive power 
generation (p.u.) 
1 (Slack) -0.437 0.396 
5 - DG1 0.268 0.031 
6 0.150 0.100 
8 - DG2 0.175 -0.097 
12 – DG3 0.352 -0.092 
Total Real Power Losses 0.187 p.u. 
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Table 5.7 – Results for DGs performing TVRM from IP optimisation (System Base 100 MVA). 
1Q5.0V Gii 
DG3 connected to bus bar 12 is instructed to operate at TVRM with the following 
equation modelled as an equality constraint in the OPF: 
    
 
The droop of equation (5.7) provides a great range of operation for the DG reactive 
power which provides accurate voltage control solutions. The droop has a smaller 
gradient (c=-0.5) in comparison to the droop resulting from equation (5.6). For every 
small step change in the terminal voltage, the DG reactive power will change to control 
the voltage. The OPF will maximise DG capacity and therefore dispatches the DG 
reactive power subject to the voltage at the point of connection. 
The OPF is used to test these particular DG settings and maximise the capacity of real 
power generation under three network scenarios. The loading conditions as well as the 
slack bus bar settings of these scenarios are given in Section 5.2.1-5.2.3. 
 
First network scenario 
In the first network scenario, the DGs are operating under normal network operation 
with slack bus bar set to 1p.u.. The network loading conditions are given in Table 5.2. 
The OPF optimisation results for DG capacity maximisation are given in Table 5.7: 
  
 
 
 
 
 
Under TVRM operation mode, the total real power output capacity generated by DG-2 
and DG-3 is more than when they were operating at PFRM. DG-3 operating with a 
different TVRM compared to DG-2, has generated more real power output. Overall, 
41.43MW has been exported through the slack bus bar towards external grid. More 
explanation is given in section 5.3.3. 
 
Bus bar TVRM bus voltage /  
Power Factor setting (p.u.) 
Real power 
generation (p.u.) 
Reactive power 
generation (p.u.) 
1 N/A    -0.4143     0.4192 
5 - DG1 PF=0.8849(leading)     0.1900    -0.1000 
8 - DG2 1.0522     0.1991    -0.0527 
12 - DG3 1.0114     0.3824    -0.0228 
 
Total real power losses (p.u.) 0.1829 
(5.7) 
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Table 5.8 – Results with DGs performing TVRM for second scenario (System Base 100 MVA). 
Table 5.9 – Results with DGs performing TVRM for third scenario (System Base 100 MVA). 
Second network scenario 
In the second network scenario, the 11kV loads are increased by a factor of 1.3 and the 
other loads at 33kV level have decreased by a factor of 0.9.  The slack bus bar voltage 
has been set to 0.93p.u., and the network loading conditions are given in Table 5.3. The 
OPF optimisation results for DG capacity maximisation are given in Table 5.8: 
 
 
 
 
 
TVRM has enabled the DGs to extract more real power generation in comparison with 
PFRM under this network scenario. DG-3 operating at TVRM given by equation (5.7) 
has again generated more real power output compared to DG-2. Overall, 41.30MW has 
been exported through the slack bus bar towards external grid. More explanation is 
given in section 5.3.3. 
Third network scenario 
For the third network scenario, the OPF optimisation results for DG capacity 
maximisation are given in Table 5.9. 
 
 
 
 
 
The TVRM control method has again facilitated DG2 and DG3 to extract more total real 
power output in comparison to PFRM. DG-3 operating at a different TVRM compared 
to DG-2, has once more achieved more real power output generation. Overall, 
40.69MW has been exported through the slack bus bar towards external grid. The 
detailed comparison of TVRM with PFRM is given in Section 5.3.3.  
Bus bar TVRM bus voltage /  
Power Factor setting (p.u.) 
Real power 
generation (p.u.) 
Reactive power 
generation (p.u.) 
1 N/A    -0.4130    0.4557 
5 - DG1 PF=0.8849(leading)     0.1900    -0.1000 
8 - DG2 1.0487     0.2724    -0.0492 
12 - DG3 1.0079     0.4000    -0.0158 
 
Total real power losses (p.u.) 0.2016 
Bus bar TVRM bus voltage /  
Power Factor setting (p.u.) 
Real power 
generation (p.u.) 
Reactive power 
generation (p.u.) 
1 N/A    -0.4069   0.4185 
5 - DG1 PF=0.8849(leading)     0.1900    -0.1000 
8 - DG2 1.0426     0.1989    -0.0431 
12 - DG3 1.0180     0.3717    -0.0359 
 
Total real power losses (p.u.) 0.1793 
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Table 5.10 – Optimal DG capacity under first network scenario (System Base 100 MVA). 
5.3.3 Comparison of TVRM, PFRM and centralised dispatch 
In this section, the three different types of DG operation methods are compared in terms 
of power export achieved. Table 5.10, shows the maximum real power DG output 
capacity for the first network scenario with different DG control modes.  
 
 
 
 
 
 
 
Under this particular network scenario, PFRM has enabled the three DGs to generate a 
total real power output of 0.6196p.u.. The TVRM control method has enabled DG-2 and 
DG-3 to generate 0.5815p.u., which is 0.1684p.u. more than when they were instructed 
to operate at PFRM.  
The TVRM control method provides more flexibility for the DG in terms their reactive 
power capability. The DGs can adjust their reactive power to compensate for voltage 
fluctuations caused by rise in real power output generation. The optimisation results 
obtained with DGs set to operate with TVRM, has caused more network losses in the 
distribution network. Comparing Table 5.2 and 5.7, the import of reactive power 
through the slack bus bar has decreased under TVRM operation. Table 5.7 shows an 
import of 41.92MVAr, while Table 5.2 illustrates that 51.15MVAr is imported when 
PFRM was used. The increase in network losses with TVRM operation is due to 
increase in real power generation. Therefore, the TVRM operation is not the problem 
for rise in network losses. 
The centralised DG dispatch optimisation always provides better results in terms of 
optimal capacity achieved. The centralised dispatched resulted in an export of 
43.60MW through the slack bus bar. Under TVRM operation, 41.43MW was exported 
towards external grid in comparison to 28.68MW when PFRM was used. This shows 
that TVRM results in more DG real power generation compared to PFRM. 
 
 PFRM TVRM 
(except DG-1, PFRM) 
Centralised DG 
dispatch  
DG-1 real power (p.u.) 0.2065 0.1900 0.1900 
DG-2  real power (p.u.) 0.2066 0.1991 0.2315 
DG-3  real power (p.u.) 0.2065 0.3824 0.3884 
Total DG real power 
generation (p.u.) 
0.6196 0.7715 0.8099 
Real power export  through  
Slack bus bar (p.u.) 
0.2868 0.4143 0.4360 
Total network real losses 
(p.u.) 
0.1605 0.1829 0.2020 
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Table 5.11 – Optimal DG capacity under second network scenario (System Base 100 MVA). 
Table 5.11, shows the maximum real power DG output capacity for the second network 
scenario with different DG control modes.  
 
 
 
 
 
 
Table 5.11 compares the OPF optimisation results for PFRM, TVRM and centralised 
dispatch under second network scenario. In this particular network scenario, the 
network loading condition has been changed as well as the slack bus bar voltage setting. 
All three control methods have responded to these changes and obtained the maximum 
DG real power generation. TVRM has again achieved more real power DG output in 
comparison to PFRM, with a consequent increase in network losses. 
Table 5.3 shows that 29.59MVAr is imported from external grid when PFRM was used. 
Table 5.8 shows that with TVRM operation, the import of reactive power through the 
slack bus bur has increased to 45.57MVAr. The increase in reverse reactive power flow 
through the network as well as rise in real power generation of the DGs have caused the 
losses to increase from 9.13MW to 20.16MW. 
The total real power export through the slack bus bar obtained under TVRM is 
41.30MW. Centralised dispatch optimisation result obtained 41.32MW of real power 
export towards external grid. Under this specific network scenario, TVRM achieved 
excellent results which are very close to the real power export obtained by centralised 
dispatched optimisation. The network losses of 20.16MW achieved under TVRM are 
also lower in comparison with centralised dispatched which achieved 23.57MW.  
The TVRM results obtained here have proved to be as good as the centralised dispatch 
optimisation results with lower network losses. 
 
 
 PFRM TVRM 
(except DG-1, PFRM) 
Centralised DG 
dispatch  
DG-1 real power (p.u.) 0.2063 0.1900 0.1900 
DG-2  real power (p.u.) 0.2063 0.2724 0.3608 
DG-3  real power (p.u.) 0.1743 0.4000 0.3460 
Total DG real power 
generation (p.u.) 
0.5869 0.8624 0.8968 
Real power export through  
Slack bus bar (p.u.) 
0.2431 0.4130 0.4132 
Total network real losses 
(p.u.) 
0.0913 0.2016 0.2357 
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Table 5.12– Optimal DG capacity under Third network scenario (System Base 100 MVA). 
Finally, Table 5.12 gives the network optimisation results for the third loading 
condition. TVRM achieved more output capacity compared to PFRM.  
 
 
 
 
 
 
The network losses are also higher under TVRM operation method. Table 5.4 shows 
that 30.46MVAr is imported from external grid when PFRM was chosen as the DG 
method of operation. The results given in table 5.9 illustrates that under TVRM, 
41.85MVAr is imported through the slack bus bar. Once more, the increase in real 
power generation of DGs and rise in reactive power import through the slack bus bar 
have caused the network losses to increase. 
Under TVRM operation, 40.69MW of real power was exported through the slack bus 
bar. The total network losses were 17.93MW. The centralised dispatch optimisation 
result shows 39.56MW of export towards external grid with a network loss of 
24.71MW. The TVRM results obtained better results with lower network losses. 
The stopping criterion tolerance calculated by equation (3.39) was set to 10
-6
 for every 
test in this thesis. Once the stopping criterion tolerance was decreased to 10
-10
, for 
optimising the third network scenario, the centralised dispatch optimisation obtained an 
export of about 0.4MW more than TVRM. Therefore, OPF with centralised dispatch, 
does achieve the maximum real power DG generation once the precision of the 
tolerance is increased.   
Three loading conditions have been used to compare the operations of PFRM and 
TVRM on a particular network. TVRM has been proved to provide further capacity 
extraction form available DGs in the network. However, this has caused the network 
losses to increase significantly.  
 
 PFRM TVRM 
(except DG-1, PFRM) 
Centralised DG 
dispatch  
DG-1 real power (p.u.) 0.2066 0.1900 0.1900 
DG-2  real power (p.u.) 0.2063 0.1989 0.3419 
DG-3  real power (p.u.) 0.1490 0.3717 0.2828 
Total DG real power 
generation (p.u.) 
0.5619 0.7606 0.8147 
Real power export through  
Slack bus bar (p.u.) 
0.2206 0.4069 0.3956 
Total network real losses 
(p.u.) 
0.0883 0.1793 0.2471 
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5.4 Reactive power cost function 
In this section, a third term is added to the objective function to minimise the dispatch 
of DG reactive power. The third objective term was added to obtain a relationship 
between bus bar voltage (at point of DG connection) and the DG reactive power, as the 
load was varied in time. The time-series OPF algorithm with dual objective function of 
maximising DG real power generation whilst minimising the dispatch of DG reactive 
power can determine the optimal dispatch of DG reactive power needed to keep the 
voltage within its limits. The relationship between bus bar voltage and DG reactive 
power which is obtained from time-series OPF could be used by the DG to control the 
voltage at its point of connection in a decentralised scheme. 
The third objective function added to the optimisation is the absolute of the reactive 
power dispatch of the DG. The new objective function therefore becomes: 
 
                          
  Weighting factor for DG reactive power generation 
Gi
Q  Reactive power generation of DG at node i 
 
The incorporation of the absolute DG reactive power (QG) in the objective function is 
simple for an IP algorithm as the partial differentiation of the objective function with 
respect to QG is a signum function as shown below: 
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The minimisation of DG reactive power dispatch was tested with a time-series OPF as 
the real power load in the network was changed through a series of time-steps. α was set 
to zero, β was set to -1 and γ set to 1, in order to obtain the optimal reactive power 
dispatch. This yields equation (5.10) as the objective function. 
 
 
The objective function must obtain the minimum dispatch of DG reactive power whilst 
maximising the real power generation. It is important to keep the voltage at the point of 
DG connection within the limits. The OPF is designed to allow time-series load data 
(5.8) 
(5.9) 
(5.10) 
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Figure 5.7. 3-bus bar network.  
Table 5.13. Network constraints (System base 100MVA). 
being applied to it in a loop. It generates optimal network solutions to maintain the 
network within thermal and voltage limits. The 3-bus bar network with a DG connected 
at bus bar 2 has been used in this test: 
                                  
P (MW)
0.5 MVAr
External Grid
Bus 1
Slack Bus 2
Bus 3
DG1
2 MW
1 MVAr
 
 
The resistances and reactances of this network are similar to the 4-bus bar test network 
given in chapter 3. There is a 2MW, 1MVAr constant load connected at bus bar 3. The 
network constraints are given in table 5.13:  
 
 
 
 
 
 
 
The load at bus bar 2 was varied from 0p.u. to 0.65p.u., at 0.001p.u. intervals. OPF 
results were generated for 650 optimisation runs in a loop. The flow chart shown in 
Figure 4.2 illustrates every step of this optimisation process.  
Distribution  
Generation 
Minimum Limit 
(p.u.) 
Maximum Limit 
(p.u.) 
Bus bar voltage 1 1  p.u. 1  p.u. 
Bus bar voltage 2 0.96  p.u. 1.04 p.u. 
Bus bar voltage 3 0.96  p.u. 1.04 p.u. 
Line ratings (all three) 0  p.u. 0.23  p.u. 
Slack-P  limit -1  p.u. 1  p.u. 
Slack-Q  limit -0.65  p.u. 0.65  p.u. 
DG1-P generation limit      0  p.u. 0.4  p.u. 
DG1-Q generation limit -0.1  p.u. 0.1  p.u. 
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OPF centralised dispatch result of DG reactive power
As the real power load at bus bar 2 was changed from minimum to maximum, the time-
series OPF produced the reactive power dispatch results given in Figure 5.8 and kept the 
voltage at bus 2 between 0.96<V2<1.04:  
 
 
 
 
 
As the load was increased at every time-step, a maximum DG real power generation of 
0.4 (p.u.) was achieved for every optimisation run, so the first objective function was 
met. The second objective function of minimising the DG reactive power dispatch was 
also met as the OPF kept the voltage below the maximum limit and minimised the 
reactive power import of the wind farm at just over -0.03p.u (inductive reactive power). 
As bus bar-2 load was exceeding 0.4p.u. (0.4p.u. is also the maximum DG real power 
generation limit), the OPF kept the voltage at its minimum limit and minimised the 
reactive power to 0.03p.u. (capacitive reactive power). 620 optimisation runs out of a 
total of 650, were dispatched at a DG reactive power of 0p.u. as the load was varied 
from 0p.u. to 0.65p.u.. 
The time-series OPF method used here has obtained an extreme relationship between 
voltage and DG reactive power. The above relationship has favoured the minimisation 
of DG reactive power dispatch (which is included in the objective function) in 
comparison with bus bar voltage, by allowing the voltage to hit its maximum and 
minimum limits. In section 5.5 a new method will be introduced to obtain a suitable 
droop with dead-band which defines the relationship between DG reactive power and 
voltage.  
Fig. 5.8. OPF centralised result of DG reactive power dispatch as the load varies from 
minimum to a maximum level (α=0, β =-1 and γ=1). 
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Minimising the import of DG reactive power on its own can be beneficial to wind farm 
owners as well as to the DNOs for minimising network losses. Figure 5.9, shows the 
loss variation as the load at bus bar 2 increases from 0p.u. to 0.65p.u. The effect of loss 
variation when β is set to -1 and γ set to 1, is very similar to when α is set to 1 and β is 
set to -0.5. The minimisation of DG reactive power directly decreases the real power 
loss in the network. This is because the reactive power has a direct contribution to I
2
R 
losses.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.9. Time-series OPF with two different objective function. (a) dual objective 
function of network loss minimisation as DG real power output maximisation, (b) dual 
objective function of DG real power output maximisation of DG reactive power 
dispatch minimisation, (c) The difference between the results obtained from (a) and (b).    
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5.5 Identifying a suitable DG droop for TVRM 
The previously used straight line droops for TVRM implementation have been obtained 
by considering the maximum and minimum DG reactive power limits and hence 
choosing a gradient which could provide a reactive power setting to respond to any 
change of voltage at the point of connection. The chosen droop was then tested with 
detailed load flow to examine the effectiveness of this droop in terms of voltage control. 
This method is practical and provides accurate results when incorporated in the 
optimisation. However, the droop achieved is not necessarily the best in terms of 
maximising the DG output. In this section, a first stage centralised dispatch OPF has 
been used to help identify the most suitable droop for a particular DG. 
 
5.5.1 First stage OPF - obtaining DG voltage droop pattern  
For a given power system network, a centralised OPF dispatch is initially used to obtain 
the DG voltage droop pattern as well as the reactive power required to keep the bus bar 
voltage (at point of connection) within the predefined limits. 
The requirement is simply to keep the voltage at the point of connection within the 
limits (i.e. Vmin<V<Vmax). For a 3 bus bar network shown in Figure 5.10, a DG is 
connected at bus bar 2. The straight line voltage droop associated to this particular DG 
could be obtained from a centralised OPF dispatch with the following objective 
function: 
           (5.11) 
For two sets of loading conditions at bus bar 2, and network constraints given Figure 
5.10, two sets of centralised OPF dispatched results have to be obtained. 
P (MW)
0.5 MVAr
External Grid
Bus 1
Slack Bus 2
Bus 3
DG1
2 MW
1 MVAr
 
 
Distribution  
Generation 
Minimum 
Limit (p.u.) 
Maximum 
Limit (p.u.) 
Bus bar voltage 1 1   1   
Bus bar voltage 2 0.96   1.04  
Bus bar voltage 3 0.96   1.04  
Line ratings (all three) 0   0.23   
Slack-P  limit -1   1   
Slack-Q  limit -0.65   0.65   
DG1-P generation limit      0   0.4   
DG1-Q generation limit -0.1   0.1   
Figure 5.10. Simple 3-bus network and network characteristics (system base of 100MVA). 
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Table. 5.14. Centralised OPF dispatch results (SYSTEM BASE 100 MVA). 
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Voltage regulator droop obtained from centralised OPF dispatch  
Minimum load
V=1.0311 p.u.
Q=-0.0598 p.u.
Maximum load
V=0.9794 p.u.
Q=0.0402 p.u.
The OPF will adjust the DG reactive power output to keep the voltage within a 
predefined range Vmin<V<Vmax for both loading conditions. The results obtained from 
these two optimisation runs will define the pattern of the DG droop.  
For a minimum and maximum real power load at bus bar 2 and network constraints 
given Figure 5.10, the centralised OPF dispatch produces the results in Table 5.14.  
 
 
 
 
 
 
Under these two extreme loading conditions, the OPF result of DG reactive power 
dispatch and the voltage obtained at bus bar 2 have been plotted on Figure 5.11. 
 
 
 
 
 
 
 
 
 
A straight line has been drawn connecting the two extreme points on the graph. This 
will form the suitable straight line droop.  
 
 
 
 DG 
PGen (p.u.) 
DG 
QGen (p.u.) 
Bus2 
Voltage (p.u.) 
Bus2 
P-load (p.u.) 
Min real power load at 
Bus bar 2 0.4 -0.059783 1.031132 
 
0.001 
Max real power load at 
Bus bar 2 0.4 0.040172 0.979423 
 
0.55 
Fig. 5.11. Simple straight line voltage regulator droop which could be practiced by DG1.  
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Table. 5.15. Verifying the voltage regulator droop with IPSA results  
(SYSTEM BASE 100 MVA). 
The voltage droop shown on Figure 5.11 was tested in the power system analysis 
package IPSA to verify the accuracy of reactive power dispatch required for voltage 
control of bus bar 2. Table 5.15 shows that the IPSA [81] results confirm the accuracy 
of the droop in providing voltage control solution at bus bar 2 (with base of 100MVA). 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Bus2 Real power load 
(p.u.) 
Bus2 
Voltage (p.u.) 
DG reactive power 
generation (p.u.) 
0.001 1.031 -0.060 
0.15 1.019 -0.040 
0.25 1.010 -0.020 
0.35 1.000 0 
0.40 0.995 0.010 
0.46 0.990 0.020 
0.50 0.986 0.030 
0.55 0.979 0.040 
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5.5.2 First stage OPF - obtaining DG voltage droop pattern with dead-bands 
In order to obtain a voltage droop with dead-bands from a centralised OPF dispatch, a 
new technique was used with specifying two sets of voltage and DG reactive power 
limits in the main optimisation routine switching from the first limit-set to another as 
the real power load at bus bar 2 is increased.  
              
First limit-set
Vi upper deadband < V < Vupper 
Qleading < Q < 0
for Pload  =  Pmin: Pmax
Pcurrent_load= Pload 
Run OPF
Gi
n
i PuxC
bus
2),(min  
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for Pload  =  Pcurrent_load: Pmax
if convergence 
not achieved
Break
Second limit-set
Vlower < V < Vi lower deadband 
0 < Q < Qlagging
Run OPF
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n
i PuxC
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2),(min  
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Stop OPF
Save 
results
Generating n droops
for i   = 1:size(V deadband )
)2 , end:1(
)1 , end:1(
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Two limit-sets are defied for the voltage and DG reactive power in the optimisation. 
This is preventing the unsuitable values of voltage and DG reactive power at which the 
optimisation can converge to. Therefore, for low values of real power load at which 
could result in voltage rise (at the point of connection) as the optimisation is trying to 
maximise DG real power generation, the Q limit-set is defined as leading (i.e. negative).  
Figure 5.12. Flow chart of the code developed to obtain a voltage droop with dead-bands from a 
centralised OPF dispatch, as the value of load at the point of connection is varying from 
minimum to maximum. 
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For high values of real power load (usually above the real power rating of the DG at the 
point of connection), the bus bar voltage could decrease and hence lagging reactive 
power limit-set is activated to inject reactive power and raise the voltage. This technique 
has been tested to obtain a number of voltage droops with dead-bands and the most 
suitable droop is chosen based on: 
I. The droop which causes the minimum impact on network losses with its 
implementation. 
II.  The droop which uses the minimum reactive power import (leading reactive 
power). 
III. The droop which maximum DG real power generation is achieved across its 
implementation. 
 
This technique was tested on the simple three bus bar network shown in Figure 5.10, to 
generate three sets of droops with dead-bands and then the most suitable droop was 
chosen. The DG reactive power limits are set to +10p.u.. Initially the Vupper deadband and 
Vlower deadband were chosen to be:  
Vupper deadband=1.01 
    Vlower deadband=0.99 
The first stage centralised dispatch optimisation result obtained the droop shown in 
Figure 5.13:  
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Voltage droop trend from a centralised OPF dispatch
upper voltage dead-band=1.01
lower voltage dead-band=0.99
Fig. 5.13. First droop obtained from first stage centralised OPF.  
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For the second droop, the Vupper deadband and Vlower deadband were changed and the 
optimisation obtained the droop shown in Figure 5.14: 
Vupper deadband=1.00 
    Vlower deadband=0.99  
 
 
 
 
 
 
 
 
 
 
 
For the Third droop, the Vupper deadband and Vlower deadband were changed and the 
optimisation obtained the droop shown in Figure 5.15: 
Vupper deadband=0.99 
    Vlower deadband=0.99  
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Voltage droop trend from a centralised OPF dispatch
upper voltage dead-band= 1.00 p.u.
lower voltage dead-band= 0.99 p.u.
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Voltage droop trend from a centralised OPF dispatch           
upper voltage dead-band= 0.99 p.u.
lower voltage dead-band= 0.99 p.u.
Fig. 5.14. Second droop obtained from first stage centralised OPF.  
Fig. 5.15. Third droop obtained from first stage centralised OPF.  
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Furthermore, Figure 5.16, shows the loss variation of three voltage droops with different 
dead-band limits. All three droops results in almost similar network losses. The 
minimum loss could be achieved when Beta is set to -0.5 and Alpha set to 1.  
 
 
 
 
 
 
 
 
 
 
The most suitable droop is the one shown on Fig. 5.13 as it results in less DG real 
power curtailment as well as less import of reactive power (please note that this 
difference was not significantly high in this particular network analysis).  
The first stage OPF with centralised dispatch is used for detailed network analysis in 
order to obtain a series of droop characteristics which could then be modelled in a 
second stage OPF to study the impact of distributed voltage control on DG penetration.   
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upper deadband voltage at 1.01 p.u. - Beta=-1 and  Alpha=0
upper deadband voltage at 1.00 p.u. - Beta=-1 and  Alpha=0
upper deadband voltage at 0.99 p.u.- Beta=-1 and  Alpha=0
upper deadband voltage at 1.01 p.u. - Beta=-0.5 and  Alpha=1
Fig. 5.16. Network loss variation caused by each droop.  
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5.5.3 Second stage OPF - Distributed Voltage Control 
A new technique was used to accurately model the voltage droop shown in Fig. 5.13 as 
a continuous equation in the second stage OPF. Using EXCEL solver [82], the constants 
of equation 5.12, which are c, m and k were calculated by minimising the error Norm:  
 
 
 
 
Therefore the accurate equation for modelling the droop, in the second stage OPF is 
given by equation (5.13). Figure 5.17 shows the plot of:  
 
 
                  
 
c -0.32799 
m 10783.47 
k 0.005855 
Error Norm 0.004205 
QG  
(Real data) 
V2  
(Real data) 
V2 (Calibrated data based 
on e.q. (5.5)) 
(V2 Calibrated data – V2 real 
data)^2 
-0.059783 1.031132 1.030971 2.5887E-08 
-0.059668 1.031051 1.030904 2.14358E-08 
-0.059552 1.030970 1.030837 1.75149E-08 
-0.059435 1.030889 1.030770 1.40881E-08 
Fig. 5.17. Accurate voltage droop calibrated as a continuous equation (system base of 100MVA). 
 
(5.12) 
(5.13) 
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Table 5.17. Distributed Generation capacity limits. 
5.6 OPF result of TVRM with suitable droop 
The OPF PFRM and TVRM algorithm was further tested on another U.K. 
representative distribution network. Figure 5.18 represented an existing 12 bus bar 
meshed distribution network with five distributed generators. There are 8 P-Q load bus 
bars which are drawing variable load. DG2, 3, 4 and 5 are operating at PFRM. DG1 
which is the largest generator in the network is performing voltage control at its point of 
connection.   
 
 
 
 
 
 
 
 
 
 
 
 
The DG capacity limits are once more given in Table 5.17 with a system base of 
100MVA.  
 
 
 
 
 
 
 
Distributed 
Generation 
Type of  
constraint 
Minimum Limit 
(p.u.) 
Maximum Limit 
(p.u.) 
DG1-Wind 
P 0  0.5850  
Q -0.20  0.20  
DG2- Hydro 
P 0  0.45  
Q -0.10  0.10  
DG3- Wind 
P 0 0.0935 
Q -0.0151 0.0154 
DG4-Wind 
P      0 0.1020  
Q -0.03  0.03  
DG5-Wind 
P 0  0.025  
Q -0.02  0.02  
Figure 5.18 - 12 bus bar meshed distribution network with linear time series load data. 
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Table 5.18. Network constraints (System base 100MVA). 
 
Except buses 1, 2, 3 and 4 which are rated at 132kV, the network has a common rated 
bus voltage at 33kV. The maximum and minimum voltage limits on the 132kV and 
33kV sides are +6% and +10% respectively. All transformers have a tap range of +10%. 
The network constraints for this meshed distribution network are once more given in 
Table 5.18. 
 
 
 
 
 
 
DG2 has been set to operate at a unity power factor. DG3, 4 and 5 must operate at a 
power factor of 0.98 (lagging). DG1 should be instructed to operate at TVRM. The 
technique explained in section 5.5.2 has used to obtain a suitable droop for DG1 with 
dead-bands. The most suitable droop obtained in terms of causing the minimum 
curtailment of DG real power as well as less import of reactive power is shown in 
Figure 5.19. The blue plots are the data obtained from the first stage centralised dispatch 
OPF and the red curve is the calibrated continuous equation modelling the droop.  
 
 
 
 
 
 
 
 
 
 
 
Distribution  
Generation 
Minimum Limit 
(p.u.) 
Maximum Limit 
(p.u.) 
Bus bar voltage 1 (Slack) 1  p.u. 1  p.u. 
132kV Bus bar voltages 0.94  p.u. 1.06 p.u. 
33kV Bus bar voltages 0.90  p.u. 1.10 p.u. 
Transformer T1 (bus 2-10) 0  p.u. 0.46  p.u. 
Transformer T2 (bus 3-6) 0  p.u. 0.46  p.u. 
Slack-P  limit -1.50  p.u. 1.5 0 p.u. 
Slack-Q  limit -0. 50  p.u. 0. 50  p.u. 
Fig. 5.19. Most suitable voltage droop and its calibrated continuous equation (system base of 100MVA). 
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Table 5.19 – Results for DG1 performing TVRM under first network scenario (System Base 100 MVA). 
 
The continuous curve shown in Figure 5.19 can be modelled in the second stage OPF 
with the equation (5.14).  
 
The obtained droop is required to be tested under four different network scenarios to 
examine its capability in providing accurate voltage control solutions whilst maximising 
the DG1 output capacity. 
5.6.1 First network scenario 
This is the normal network operation with DG1 is performing TVRM. The slack bus bar 
is set to 1p.u.. The OPF has achieved a maximum capacity of 0.585p.u. for this 
particular DG. The voltage at the point of connection (bus bar 5) is kept at 1.0248 whilst 
DG1 is importing 0.0386p.u. of reactive power.   
 
 
The total network losses are 0.0499p.u., and 0.9011p.u. have been exported through 
slack bus bar towards external grid. DG1 has achieved its maximum output capacity 
whist accurately controlling the voltage at its point of connection.  
 
 
 
 
 
Bus bar Real power 
generation (p.u.) 
Reactive power 
generation (p.u.) 
DG control 
method 
Real load 
(p.u.) 
Reactive 
load (p.u.) 
1 -0.9011 0.2533 N/A          0  
2 0 0 N/A          0          0 
3 0 0 N/A          0          0 
4 0 0 N/A          0          0 
5 – DG1 0.5850 -0.0386 TVRM, V5= 1.0248     0.0010          0 
6 – DG2 0.4500 0 PFRM=Unity     0.0140     0.0010 
7 – DG5 0.0240 0.0050 PFRM=0.98(lagging)     0.0100     0.0030 
8 – DG3 0.1000 0.0200 PFRM=0.98(lagging)     0.0250     0.0010 
9 0 0 N/A     0.0720     0.0030 
10 0 0 N/A     0.0630     0.0210 
11 0 0 N/A     0.0630     0.0100 
12 – DG4 0.1020 0.0210 PFRM=0.98(lagging)     0.0620     0.0140 
 
Total real power losses (p.u.) 0.0499 
(5.14) 
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Table 5.20 – Results for DG1 performing TVRM under second network scenario (System Base 100 MVA). 
5.6.2 Second network scenario 
This is the normal network operation with DG1 is performing TVRM. The slack bus bar 
is set to 1p.u.. The network loads have increase by 1.4 times compared to first scenario. 
The OPF has achieved a maximum capacity of 0.585p.u. for this particular DG. The 
voltage at the point of connection (bus bar 5) is kept at 1.0216 whilst DG1 is importing 
0.0227p.u. of reactive power.   
 
 
The total network losses are 0.0453p.u., and 0.7817p.u. have been exported through 
slack bus bar towards external grid. DG1 has achieved its maximum output capacity 
whist accurately controlling the voltage at its point of connection.  
 
 
 
 
 
 
 
 
 
 
 
Bus bar Real power 
generation (p.u.) 
Reactive power 
generation (p.u.) 
DG control 
method 
Real load 
(p.u.) 
Reactive 
load (p.u.) 
1 -0.7817 0.2387 N/A          0          0 
2 0 0 N/A          0          0 
3 0 0 N/A          0          0 
4 0 0 N/A          0          0 
5 – DG1 0.5850 -0.0227 TVRM, V5= 1.0216     0.0014     0.0014 
6 – DG2 0.4500 0 PFRM=Unity     0.0196     0.0042 
7 – DG5 0.0240 0.0050 PFRM=0.98(lagging)     0.0140     0.0014 
8 – DG3 0.1000 0.0200 PFRM=0.98(lagging)     0.0350     0.0042 
9 0 0 N/A     0.1008     0.0294 
10 0 0 N/A     0.0882     0.0140 
11 0 0 N/A     0.0882     0.0196 
12 – DG4 0.1020 0.0210 PFRM=0.98(lagging)     0.0868     0.0098 
 
Total real power losses (p.u.) 0.0453 
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Table 5.21 – Results for DG1 performing TVRM under third network scenario (System Base 100 MVA). 
Table 5.22 – Results for DG-1 performing TVRM under fourth network scenario (System Base 100 MVA). 
5.6.3 Third network scenario 
This is the normal network operation with DG1 is performing TVRM. The slack bus bar 
is set to 1p.u.. Every load except the load at bus bar 5 have been increase by 1.8 times 
compared to first scenario. The load at bus bar 5 has been increased by 100 times 
compared to first network scenario. The OPF has achieved a maximum capacity of 
0.585p.u. for this particular DG. The voltage at the point of connection (bus bar 5) is 
kept at 0.9917 whilst DG1 is injecting 0.0001p.u. of reactive power.   
 
 
5.6.4 Fourth network scenario 
This is the normal network operation with DG1 is performing TVRM. The slack bus bar 
is set to 0.97p.u.. Every load except the load at bus bar 5 have been increase by 1.8 
times compared to first scenario. The load at bus bar 5 has been increased by 100 times 
compared to first network scenario. 
 
Bus bar Real power 
generation (p.u.) 
Reactive power 
generation (p.u.) 
DG control 
method 
Real load 
(p.u.) 
Reactive 
load (p.u.) 
1 -0.5666 0.3052 N/A 0 0 
2 0 0 N/A 0 0 
3 0 0 N/A 0 0 
4 0 0 N/A 0 0 
5 – DG1 0.5850 0.0001 TVRM, V5= 0.9917 0.1000 0.1000 
6 – DG2 0.4500 0 PFRM=Unity 0.0252 0.0054 
7 – DG5 0.0240 0.0050 PFRM=0.98(lagging) 0.0180 0.0018 
8 – DG3 0.1000 0.0200 PFRM=0.98(lagging) 0.0450 0.0054 
9 0 0 N/A 0.1296 0.0378 
10 0 0 N/A 0.1134 0.0180 
11 0 0 N/A 0.1134 0.0252 
12 – DG4 0.1020 0.0210 PFRM=0.98(lagging) 0.1116 0.0126 
 
Total real power losses (p.u.) 0.0382 
Bus bar Real power 
generation (p.u.) 
Reactive power 
generation (p.u.) 
DG control 
method 
Real load 
(p.u.) 
Reactive 
load (p.u.) 
1 -0.5603 0.2282 N/A 0 0 
2 0 0 N/A 0 0 
3 0 0 N/A 0 0 
4 0 0 N/A 0 0 
5 – DG1 0.5850 0.0864 TVRM, V5= 0.9657 0.1000 0.1000 
6 – DG2 0.4500 0 PFRM=Unity 0.0252 0.0054 
7 – DG5 0.0240 0.0050 PFRM=0.98(lagging) 0.0180 0.0018 
8 – DG3 0.1000 0.0200 PFRM=0.98(lagging) 0.0450 0.0054 
9 0 0 N/A 0.1296 0.0378 
10 0 0 N/A 0.1134 0.0180 
11 0 0 N/A 0.1134 0.0252 
12 – DG4 0.1020 0.0210 PFRM=0.98(lagging) 0.1116 0.0126 
 
Total real power losses (p.u.) 0.0445 
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The OPF has achieved a maximum capacity of 0.585p.u. for this particular DG. The 
voltage at the point of connection (bus bar 5) is kept at 0.9657 whilst DG1 is injecting 
0.0864p.u. of reactive power.   
Figure 5.20 illustrates the droop incorporated by DG1. The optimisation results obtained 
from second stage OPF has proved that the droop is capable of providing accurate DG 
reactive power dispatch to control the voltage within the limits for all four network 
scenario.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
Fig. 5.20. Most suitable voltage droop and the OPF second stage optimisation results (system base of 
100MVA). 
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5.7 Chapter summary 
The research here extended the work and compared the DG operation methods of a 
suitable terminal voltage regulator mode (TVRM) with fixed power factor regulation 
mode (PFRM) which is the current operation practice. The work compared the optimal 
capacity achieved whilst the DGs were operating in these two operation modes. This 
provided voltage control solutions for distribution networks. 
The suitable local voltage droop with dead-bands was obtained from a first stage OPF 
with centralised DG real power dispatch. The feasibility of the results were then tested 
with detailed load flow analysis. The obtained local voltage droop is the most suitable 
because it causes the minimum curtailment of DG real power generation. 
Modern Doubly Fed Induction generators (DFIG) can exercise voltage regulation by 
varying their reactive power. Therefore, the optimum local voltage droop with dead-
bands were accurately modelled in the main optimisation routine of a second stage OPF. 
The performance of DGs were then analysed under specific local voltage control.                                           
The second stage optimisation results of terminal voltage regulator mode and fixed 
power factor regulation mode were then compared with the optimisation results 
obtained from centralised dispatch in terms of the capacity achieved as it produces the 
optimum overall network solution. Furthermore, the effect of both voltage control 
methods on distribution network losses are considered in a measure to assess the 
financial implications from DNO's perspective. 
The TVRM results obtained here have proved to be as good as the centralised dispatch 
optimisation results with lower network losses. The TVRM control method provides 
more flexibility for the DG in terms their reactive power capability. The DGs can adjust 
their reactive power to compensate for voltage fluctuations caused by rise in real power 
output generation. The results show that TVRM doesn’t always cause more network 
losses in the distribution network.  In some cases, incorporation of TVRM in DGs even 
causes less network power loss which is financially advantageous for DNOs 
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6 CHAPTER 6 
 
 
6 CONCLUSION 
 
 
 
6.1 Summary of the thesis 
The technical concerns of Distribution Network Operators (DNOs) over the connection 
of DG to their networks are well documented and include power flow management, loss 
increase and voltage management problems. These technical issues are currently 
limiting or even stopping the connection of more DGs to certain parts of distribution 
networks. Chapter 1 described the benefits of ANM system in tackling these technical 
issues and providing an active control of the distribution network. OPF is a useful tool 
which can be used for ANM applications aiming to provide generic solutions for a 
variety of networks in terms of voltage control and power flow management. 
 
Optimal Power Flow (OPF) has been used to assess the maximum DG capacity that 
could be connected to the network.  The ability of an OPF to integrate assessment of all 
technical aspects of the network (equipment thermal limits, tap changing limits, bus bar 
voltage limits) into one mathematical problem means that it can be used to determine an 
accurate optimum solution. 
 
Choosing a suitable OPF solution methodology for an ANM application is crucial. 
Chapter 2 described the most promising approaches that have been developed in the 
published literature. The main requirements that need to be met by the algorithm are; 
robustness, speed efficiency and the ability to solve a large scale optimisation problem. 
The Interior Point method has been chosen as the solution methodology for the OPF 
development in this thesis. The Interior Point method meets all the above requirements 
as well as having the capability to handle the problem of ill conditioning by scaling 
when applied to small scale optimisation problems (in terms of number of variables) 
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[83]. The method of solving a linear programming (LP) problem by Interior Point 
method was initially introduced by Karmarkar in 1984 [58]. 
A multi-objective OPF has been formulated (presented in Chapter 3) which incorporates 
not only the DG real power output maximisation, but also network loss minimisation as 
well as minimising the dispatch of DG reactive power. The OPF incorporates a direct 
primal-dual Interior Point method as the solution methodology to solve the optimisation 
problem. The OPF has been tested on several distribution networks ranging from 3 to 61 
bus bars, including both radial and meshed topologies. Each objective function has been 
assigned a weighting factor (α assigned for loss minimisation, β assigned for DG real 
power output maximisation, γ for DG reactive power dispatch minimisation), making it 
possible to favour one objective function and ignore the others. It is possible to 
incorporate a penalty on losses and thereby allow a network operator to optimise DG 
capacity subject to normal network constraints but also with a restraint on losses. This 
indicates preferred sites for DG connection which assist the network operator.  
 
OPF was applied to improve the treatment of power transfer to the higher network 
levels (represented in the OPF by the swing bus). Previously published work by Vovos 
et al. [79] applied a quadratic cost function to the swing bus. The energy transfer 
towards/from external grid is simulated as a generator with quadratic cost function. 
Here, in contrast, the swing bus is modelled as an energy export/import in the “main 
optimisation routine”. The swing bus voltage and angle were excluded from the state 
variable vector and its powers, GslackP  
and GslackQ  were modelled as a “control variable” 
with boundary limits. In this manner, the swing bus “simply” becomes responsible for 
transfer of power to/from external grid. The OPF will then have only one generation 
cost function, defined to minimise the negatively weighted total real power generation. 
 
A single Barrier parameter formulation was used for three forms of objective functions. 
The optimal calculation of step size at every iteration has preserved the non-negativity 
conditions as well as facilitating the use of an exponent in the denominator of Barrier 
parameter formulation. The use of exponents in the denominator resulted in faster 
convergence. This formulation has been coded in MATLAB and proved to be reliable. 
Furthermore, the polynomial convergence of the algorithm makes it feasible for real-
time application. Therefore the algorithm has the potential for on-line optimisation and 
implementation in a distributed controller. 
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The convergence accuracy of this OPF algorithm has been demonstrated when applied 
across both radial and meshed distribution networks. The OPF has been tested on large 
representative U.K. distribution networks such as the UKGDS EHV1 (presented in 
Section 3.4.4). These tests include both optimisation with an individual objective 
function as well as a multi-objective function.  
 
Furthermore, time-series load and generation data has been be applied to the OPF in a 
loop, generating optimal network solutions to maintain the network within thermal and 
voltage limits (presented in Chapter 4). DNOs could use this tool to analyse the 
behaviour of the network by applying time-series load and generation data obtained 
from historic network measurements, include component outages, and configure any 
specific network scenarios to optimise maximum capacity extraction from available 
DGs. 
 
The time-series OPF generates load duration curves for any specific network component 
to facilitate the DNOs in determining the degree of loading/overloading conditions in 
their network. The time-series OPF is used as an operation tool to provide optimisation 
results over a series of historic data. A real-time OPF could be used online, to provide 
centralised optimisation results in an active network management system. However, the 
main drawback of this approach is the necessary investment in sensors and 
communication equipment to ensure fast data transfer. Therefore, OPF could be used 
offline providing optimisation results for a series of network scenarios, which are 
obtained from historic network data. The optimisation results could then be populated 
into a Case Base Reasoning (CBR) system. CBR is an artificial intelligence technique 
which solves network problems by retrieving the matched cases in its library. 
 
The research here extended the work of Vovos et al. [79] and compared the DG 
operation methods of a suitable terminal voltage regulator mode (TVRM) with a fixed 
power factor regulation mode (PFRM) which is the current operation practice 
(presented in Chapter 5). The work identified the optimal capacity achieved whilst the 
DGs were operating in these two operation modes. 
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A suitable local voltage droop with dead-bands was obtained from a first stage OPF 
with centralised DG real power dispatch. In order to obtain a voltage droop with dead-
bands from a centralised OPF  dispatch, a new technique was used with 
specifying two sets of voltage and DG reactive power limits in the main optimisation 
routine switching from the first limit-set to another as the real power load at the voltage 
controlled bus bar is increased. Specifying two sets of limits prevents the unsuitable 
values of voltage and DG reactive power at which the optimisation can converge to. The 
feasibility of the results were then tested with detailed load flow analysis. The obtained 
local voltage droop is the most suitable because it causes the minimum curtailment of 
DG real power generation. 
 
The chosen local voltage droop with dead-bands was incorporated into a second stage 
OPF as an equality constraint. This mathematical formulation consists of an inverse 
tangent function as well as a slope to accurately represent the droop with dead-band by 
a contiguous function. The second stage optimisation results of terminal voltage 
regulator mode and fixed power factor mode were then compared with the optimisation 
results obtained from centralised dispatch in terms of the DG capacity achieved. 
Furthermore, the effect of both voltage control methods on distribution network losses 
is considered in a measure to assess the financial implications from a DNO's 
perspective. 
 
As mentioned before, a real-time OPF could be used to provide centralised optimisation 
results in an active network management system. However, the main drawback of this 
approach is the necessary investment in sensors and communication. Therefore, there is 
an advantage to decentralising the DG operation at regional level to avoid the 
investment in control hardware and communication infrastructure. OPF can be used to 
determine a suitable decentralised Terminal Voltage Regulator Mode (TVRM) or fixed 
Power Factor Regulation Mode (PFRM) to be embedded in the DG control system. 
Therefore, the DGs can perform accurate voltage control or power factor regulation in a 
decentralised fashion.  
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6.2 Thesis contribution 
The first stage for a successful implementation of an on-line OPF to tackle the 
distribution network issues, is the development of a reliable solution algorithm. It is 
crucial to keep in mind that OPF technology will only become possible to be 
implemented in an EMS environment when it is able to provide solutions for 
operational purposes [84]. This thesis has presented a reliable and robust multi-
objective optimisation algorithm for distribution network application. The algorithm 
developed has been coded in MATLAB and successfully tested on several types of 
distribution networks. This Interior Point algorithm has the potential to be used for on-
line implementation due to its convergence in polynomial time. The research here has 
laid the foundation for researchers and software developers to code this algorithm in 
industry standard software (e.g. C/C++), in order to access its response time for on-line 
implementation. 
Alternatively, in an approach to tackle the distribution network issues, this algorithm 
has been used as a time-series OPF to provide optimisation results for a series of 
network scenarios. The optimisation results have been used to populate a Case Base 
Reasoning (CBR) data base for on-line use. This CBR example was taken forward in 
the Aura-NMS programme and used to tackle voltage control and power flow 
management problems in a decentralised fashion.  
Another practical solution for tackling distribution network issues in terms of voltage 
control and power factor management is to determine a suitable decentralised Terminal 
Voltage Regulator Mode (TVRM) or fixed Power Factor Regulation Mode (PFRM) to 
be embedded in DG control systems. A two-stage OPF technique has been used here to 
determine such control schemes for any particular DG. For example, a TVRM droop 
with dead-band can easily be implemented in a wind farm control system to exercise 
voltage control at its point of connection. The research presented here (Section 5.6) has 
shown that such a scheme is practical and does not cause voltage fluctuation problems 
across the DNO’s network. In some cases, incorporation of TVRM in DGs even causes 
less network power loss which is financially advantageous for DNOs. The OPF 
technique identifies a suitable droop which extracts maximum real power from a 
renewable site which directly benefits the wind farm owner. The research here has 
provided considerable evidence to help DNOs in implementing these control schemes in 
their network for promotion of renewable technologies in the U.K. 
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6.3 Suggestions for future work 
The distribution networks are being equipped with the infrastructure and technology to 
provide monitoring and control of the system in a real-time environment.  Autonomous 
Regional Active Network Management System (AuRA-NMS) [85] is a collaborative 
industrial project which aims to provide accurate voltage and power flow management 
solutions for distribution networks at a regional level in real-time. Due to the concept of 
tackling the network issues at a regional level, the possibility of developing a speed 
efficient OPF algorithm for on-line application becomes a research challenge.  
The centralised DG dispatch IP algorithm introduced in chapter 3, converges in 
polynomial time and provides accurate optimisation solutions. In this research, this OPF 
algorithm has been programmed in MATLAB and proved to work on a range of 
distribution networks. The next stage of research is to programme this accurate 
algorithm in C/C++ language to assess its computational speed of convergence (i.e. in 
seconds) when solving distribution networks with <100 bus bars at a regional level. 
In this thesis, the OPF was used as an off line planning tool to populate the CBR library. 
The CBR suggest a solution for a particular network problem by matching real-time 
data obtained from distribution network such as line flows, nodal load/generation and 
bus bar voltages with the closest solution match in its library. If a solution match is not 
found from the CBR, then that particular network problem remains unsolved. In the 
future, the OPF algorithm coded in C/C++ could be used as a background tool with the 
CBR to generate network solutions for those network scenarios where a close solution 
match is not already available in the CBR library. The background OPF can generate 
optimisation results for that particular network scenario and update the CBR library. 
Centralised OPF algorithms are generally applied to power systems, generating system 
wide optimisation results. This centralised optimisation approach is computationally 
slow and time consuming. Decomposition algorithms could be used to decompose the 
system wide OPF problem into sub-problems. These individual sub-problems are then 
optimised iteratively in a coordinated fashion with exchange of data between each sub-
problem. The development of a suitable decomposition algorithm to help achieving 
faster and more frequent OPF solutions in a decentralised scheme is a research 
challenge. 
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APPENDIX B 
This section gives the detailed formulation of the matrices and vectors and their 
elements used to code the primal-dual IP OPF. 
The equality constraints which consist of the real and reactive power balance: 
 
 
 
 
 
 
The inequality constraints are represented with a single equation ),( uxh

 with upper 
and lower boundary limits. The element of this vector consists of: 
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The slack variables used to transpose the inequality constraints to equality constraints: 
 
 
 
The Lagrangian multipliers used for the for the formulation of IP algorithms are:  
 
 
 
 
 
 
The partial derivatives of the objective function with respect to state variables: 
  
 
 
The partial derivatives of the objective function with respect to control variable: 
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The partial derivatives of the equality constraints with respect to state variables: 
 
 
 
 
 
 
The partial derivatives of the equality constraints with respect to control variables: 
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= Matrix obtained from partial derivatives of the equality constraint (real part of nodal
     power balance) with respect to every control variables. 
)u,x(f 'Im
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= Matrix obtained from partial derivatives of the equality constraint (reactive part of 
      nodal power balance) with respect to every control variables. 
For example, the first row of matrix )u,x(f 'Re
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 which contains the partial derivatives with respect 
to every control variable is given below:  

































buscn
1Re
1c
1Re
busGn
1Re
1G
1Re
busGn
1Re
1G
1Re
slack
1Re
slack
1Re
tapn
1Re
1
1Re
tapn
1Re
1
1Re'
1Re
Q
)u,x(f
Q
)u,x(f
Q
)u,x(f
Q
)u,x(f
P
)u,x(f
P
)u,x(f
Q
)u,x(f
P
)u,x(f)u,x(f)u,x(f
t
)u,x(f
t
)u,x(f
)u,x(f













  
 
 
 
 
(B.10) 
(B.11) 
(B.12) 
139 
 

























busn
linenlinen
busn
x
V
S
V
S
V
S
V
S
H




1
1
1
1
The matrix '
x
0
H consists of the partial derivatives of the inequality constraints given in 
equation (B.2) with respect to state variables. For example, the partial derivatives of the 
apparent power flows with respect to every bus bar voltage are given below: 
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The matrix '
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H consists of the partial derivatives of the inequality constraints given in 
equation (B.2) with respect to every control variable. For example, of the apparent power 
flows with respect to every control variable are given below: 
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APPENDIX C 
C.1 Expression for power flows and losses 
 
Consider a simple circuit shown in Fig.1, the expression for branch real and reactive 
power flows can be written as: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The loss expression would be the sum of the apparent powers at the two ends of the 
branch: 
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Differentiation of the objective function with respect to state variables ( iiV & ), 
making up the elements of '
x0
C

: 
Differentiation of the objective function with respect to control variables  
(
cislackslackGiGiii QQPQPt &,,,,, ), making up the elements of 
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C.2 Expression for gradient elements 
 
Deriving expressions for elements of 
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Differentiation of the equality constraints with respect to state variables ( iiV & ), making 
up the elements of '
x0
F

. 
The real part of nodal power balance: 
 
The reactive part of nodal power balance: 
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Differentiation of the equality constraints with respect to control variables  
(
cislackslackGiGiii QQPQPt &,,,,, ), making up the elements of 
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Real part of nodal power balance: 
 
The reactive part of nodal power balance: 
 
144 
 
   (C.44) 
   (C.45) 
   (C.46) 
   (C.47) 
   (C.48) 
   (C.49) 
   (C.50) 
   (C.51) 
   (C.52) 
   (C.53) 
   (C.54) 
Deriving expressions for elements of 
 ux
'H,'H

 
 
 
 
1
V
V
QP
Q
PQP
S
QP
Q
P
V
Q
V
P
V
S
i
i
2
ij
2
ij
ij
ij
i
ij
i
ij
i
ij
2
ij
2
ij
ij
ij
i
ij
i
ij
i
ij













































 
 
 
1
,t
,t
1
Q
Q
1
Q
Q
1
P
P
1
Q
Q
1
P
P
QP
Q
PQP
S
QP
Q
P
t
Q
t
P
t
S
c
c
G
G
G
G
slack
slack
slack
slack
2
ij
2
ij
ij
ij
i
ij
i
ij
i
ij
2
ij
2
ij
ij
ij
i
ij
i
ij
i
ij






























































 
 
 
Differentiation of the inequality constraints with respect to state variables ( iiV & ), making 
up the elements of '
x0
H

. 
 
Differentiation of the equality constraints with respect to control variables  
(
cislackslackGiGiii QQPQPt &,,,,, ), making up the elements of 
'
u0
H

. 
  
All other partial derivative elements of the inequality constraints which are not given here are 
equal to zero. 
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Table D1 – 4 busbar test system line characteristics. 
Table D2 – 18 busbar radial feeder line and transformer characteristics. 
Table D3 – 12 bus bar meshed network line and transformer characteristics. 
APPENDIX D 
4-Bus test system network characteristics: 
 
 
 
18-Bus radial feeder network characteristics: 
 
 
 
 
 
 
 
 
 
 
 
12-Bus Meshed network characteristics: 
 
 
 
 
 
 
 
 
 
  
From 
Busbar 
To 
Busbar 
Resistance 
(pu) 
Reactance 
(pu) 
Line rating 
(MVA) 
1 2 0.2496 0.4719 23 
1 3 0.2496 0.4719 23 
2 3 0.2496 0.4719 23 
3 4 0.2496 0.4719 23 
From  
Busbar 
To  
Busbar 
Resistance  
(pu) 
Reactance  
(pu) 
Rating 
(MVA) 
1 2 0 0.1000 16 
2 3 0.0174 0.0085 7.621 
3 4 0.0001 0.0001 7.431 
4 15 0.0025 0.0007 5.144 
4 5 0.0052 0.0028 7.431 
5 6 0.0003 0.0002 7.621 
6 8 0.0017 0.0008 7.621 
7 6 0.0010 0.0010 10 
8 9 0.0022 0.0011 7.621 
9 10 0.0001 0.0000 7.621 
10 11 0.0016 0.0008 5.906 
11 13 0.0299 0.0081 5.144 
11 12 0.0007 0.0003 7.621 
14 13 0.0010 0.0010 10 
15 16 0.0011 0.0003 5.144 
16 18 0.0013 0.0004 5.144 
16 17 0.0034 0.0009 5.144 
From 
Busbar 
To 
Busbar 
Resistance  
(pu) 
Reactance  
(pu) 
Rating 
(MVA) 
1 3 0.02 0.05 98.8 
1 2 0.02 0.05 98.8 
4 3 0.01 0.02 98.8 
5 4 0.01 0.25 72 
6 3 0.01 0.28 46 
6 12 0.20 0.40 20.5 
6 8 0.25 0.48 15.4 
7 6 0.03 0.02 18 
9 10 0.04 0.04 21 
9 8 0.12 0.20 20 
10 6 0.22 0.43 21 
10 2 0.02 0.28 46 
11 10 0.01 0.02 21 
12 10 0.14 0.19 20 
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Table E1. 18-bus radial feeder voltage profile (DG output maximisation). 
. 
Table E2. 18-bus radial feeder voltage profile (Loss minimisations). 
 
APPENDIX E 
Table E1 shows the voltages and angles obtained from the optimisation result for DG 
real power output maximisation when testing the 18 bus bar radial feeder. 
 
Alpha Beta    
0 -1    
     
Bus bar Voltage (p.u.) Angle (p.u.) Bus bar Voltage (p.u.) Angle (p.u.) 
1 1.0000 0 10 1.0036 2.4805 
2 0.9956 1.9766 11 1.0043 2.5019 
3 1.0004 2.3139 12 1.0043 2.5020 
4 1.0005 2.3159 13 1.0191 2.7153 
5 1.0025 2.4207 14 1.0196 2.7424 
6 1.0026 2.4271 15 1.0003 2.3194 
7 1.0028 2.4383 16 1.0002 2.3208 
8 1.0031 2.4500 17 1.0002 2.3222 
9 1.0036 2.4796 18 1.0001 2.3220 
 
Table E2 shows the voltages and angles obtained from the optimisation result for loss 
minimisations when testing the 18 bus bar radial feeder. 
 
Alpha Beta    
1 0    
     
Bus bar Voltage (p.u.) Angle (p.u.) Bus bar Voltage (p.u.) Angle (p.u.) 
1 1.0000 0 10 1.0898 -0.1821 
2 1.0915 -0.2526 11 1.0899 -0.1809 
3 1.0902 -0.2011 12 1.0898 -0.1809 
4 1.0902 -0.2008 13 1.0925 -0.1865 
5 1.0903 -0.1863 14 1.0926 -0.1836 
6 1.0903 -0.1854 15 1.0900 -0.1979 
7 1.0906 -0.1787 16 1.0899 -0.1967 
8 1.0901 -0.1840 17 1.0899 -0.1954 
9 1.0898 -0.1821 18 1.0898 -0.1956 
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Table E3. 61-bus EHV1 UK GDS voltage profile (DG output maximisation). 
 
Table E3 shows the voltages and angles obtained from the optimisation result for DG 
real power output maximisation when applied to UK GDS EHV1 network. 
 
Alpha Beta    
0 -1    
     
Bus bar Voltage (p.u.) Angle (p.u.) Bus bar Voltage (p.u.) Angle (p.u.) 
100 1 0 331 1.0333 0.161 
301 0.987 0.2166 332 1.0411 0.1817 
302 1.018 0.1295 333 1.048 0.2179 
303 1.018 0.1294 334 1.0437 0.2196 
304 0.9916 0.2429 335 1.0349 0.2251 
305 1.0422 0.2157 336 1.06 0.2881 
306 1.0422 0.2157 337 1.0295 0.2092 
307 1.0398 0.2147 338 1.0138 0.2318 
308 1.0398 0.2147 339 1.06 0.261 
309 1.0202 0.207 340 1.0182 0.1813 
310 1.0559 0.2537 341 1.0178 0.1632 
311 1.0209 0.2305 342 0.9818 0.2507 
312 1.0253 0.2316 1101 0.9573 0.1578 
313 1.0189 0.2388 1102 0.9852 0.0703 
314 0.9966 0.2214 1103 1.0045 0.1834 
315 0.9964 0.2213 1104 1.0071 0.1779 
316 0.9926 0.2198 1105 1.0931 0.1638 
317 0.9926 0.2198 1106 1.0619 0.3291 
318 1.0124 0.2327 1107 0.9962 0.3308 
319 1.0124 0.2327 1108 0.9632 0.1628 
320 1.037 0.244 1109 0.978 0.2071 
321 1.037 0.244 1110 0.9873 0.2202 
322 0.9952 0.2567 1111 0.9516 0.208 
323 0.984 0.2517 1112 0.9831 0.2434 
324 0.984 0.2517 1113 0.9707 0.2047 
325 0.9797 0.2499 1114 0.9 0.3467 
326 0.9623 0.2439 1115 0.9027 0.207 
327 1.0207 0.1751 1116 1.0049 0.1313 
328 1.0203 0.175 1117 0.9901 0.1847 
329 1.0246 0.1941 1118 0.9331 0.1701 
330 1.0245 0.194  
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Table E4. 61-bus EHV1 UK GDS voltage profile (Loss minimisations). 
 
Table E4 shows the voltages and angles obtained from the optimisation result for loss 
minimisations when applied to UK GDS EHV1 network. 
 
Alpha Beta    
1 0    
     
Bus bar Voltage (p.u.) Angle (p.u.) Bus bar Voltage (p.u.) Angle (p.u.) 
100 1 0 331 0.9823 -0.0268 
301 0.9401 -1.013 332 0.9777 -0.0161 
302 0.9744 0.0343 333 0.9702 -0.0904 
303 0.9743 0.0334 334 0.9706 -0.0599 
304 0.9481 -1.7341 335 0.9745 0.091 
305 0.9639 -0.2373 336 0.981 0.343 
306 0.9639 -0.2375 337 0.9739 0.0593 
307 0.9613 -0.2974 338 0.9708 -0.549 
308 0.9613 -0.2975 339 0.9698 0.1704 
309 0.94 -0.8119 340 0.9751 -0.0486 
310 0.9775 0.2026 341 0.9748 -0.0196 
311 0.9757 -0.1275 342 1.0018 -4.815 
312 0.9773 -0.0805 1101 1.0139 -4.0312 
313 0.9774 -0.0662 1102 1.0515 -2.9541 
314 0.9502 -0.7081 1103 1.0487 -1.912 
315 0.9499 -0.7138 1104 1.0451 -2.2337 
316 0.946 -0.8061 1105 1.0172 -3.665 
317 0.946 -0.8062 1106 1.0999 1.6262 
318 0.9691 -0.6151 1107 1.086 1.7691 
319 0.9691 -0.6152 1108 1.025 -3.6848 
320 1.039 -2.0909 1109 1.0364 -1.4847 
321 1.039 -2.0879 1110 1.0625 -1.2326 
322 1.0147 -4.4795 1111 1.1 -3.6402 
323 1.0039 -4.7628 1112 1.1 -5.1422 
324 1.0039 -4.7631 1113 1.0858 -6.9388 
325 0.9997 -4.8645 1114 1.0588 -7.5046 
326 0.9827 -5.2007 1115 1.0723 -6.705 
327 0.973 0.0004 1116 1.0547 -2.2513 
328 0.9725 -0.0044 1117 1.0677 -0.4328 
329 0.9733 0.0292 1118 1.0524 -2.3133 
330 0.9732 0.0253  
 
 
 
 
 
 
 
149 
 
Figure F1. (a) Real and reactive power load variation at bus bar 9, (b) real and reactive power 
load variation at bus bar 10, (c) real and reactive power load variation at bus bar 11, (d) real and 
reactive power load variation at bus bar 12. 
APPENDIX F 
Bus bars 9, 10, 11 and 12 of the 12 bus bar meshed distribution network (shown in 
Figure 4.1) have variable load taken from historic data at a time interval of ½ hour, for 
1
st
/February/2006. The real and reactive load variations at each of the bus bars are given 
in Figure F.1. 
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