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Submitted by Richard A. Brualdi 
A short conference on matrix theory and its applications was held in 
University College Dublin (UCD), Ireland, on 22-24 March 1984. The 
conference was sponsored by the Department of Mathematics at UCD and 
the Symposium Fund of the Royal Irish Academy. About 35 persons attended. 
The program was as follows: 
22 March (Afiernoon) 
G. N. De bhveira 
T. T. West 
T. J. Laffey 
Matrices over finite fields 
Right-left symmetry in semisimple algebras 
Factorization of matrices as products of skew-symmet - 
rics 
23 March (Morning) 
R. Grone 
R. M. Timoney 
D. W. Lewis 
23 March (Afternoon) 
E. P. O’Reilly 
N. B. Backhouse 
F. Holland 
Problem Session 
24 March (Morning) 
R. Gow 
D. O’Connor 
H. Wimmer 
Computation of an immanant 
Reinhardt decompositions of operator matrix spaces 
Hermitian forms and von Neumann regular matrices 
The recursion method-a matrix technique in solid-state 
physics 
Grassman matrices 
Counterparts of Hankel and Toeplitz operators on C” 
Some properties of unitary matrices 
Sparse matrices 
The algebraic Riccati equation 
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Sean Dineen, Head of the Department of Mathematics at UCD, chaired 
the first session, and the other sessions were chaired by F. J. Gaines. 
We present here summaries of ten of the talks (two speakers did not 
submit summaries of their talks). 
Matrices over Finite Fields 
Graciano de Oliveira 
Departamento de Matematica 
Universidade de Coimbra 
Coimbra, Portugal 
Let F be a finite field and q = 1 FJ. Let V be an ndimensional vector 
space over F, and let M,,,,(F) denote the set of m X n matrices over F. The 
sets V and M,,,“(F) are finite. Thus in many questions of linear algebra in 
which we seek solutions for a problem we can, when the field is finite, pose 
the additional problem of counting the number of solutions. For example, 
there have been many papers dedicated to counting the number of solutions 
with a prescribed rank of matrix equations [3, 4, 11-17, 19, 20, 23-27, 
29-361. 
Another type of problem was considered by Beard. In [l] there are many 
references. Here we wish to consider yet another problem. 
Let LY be a linear operator from V into V with minimal polynomial a/(X). 
Let +(h) be a divisor of 4(X). We denote by S+ the set of vectors having 
G(X) as minimal polynomial and put T+ = S, U (0). There are now two 
problems: 
(1) Under what conditions is T+ a subspace of V? (This question makes 
sense even when F is infinite). 
(2) What is the cardinality of S,? 
The answers to these questions are as follows. For question (1): 
(A) If F is not the field (0, l} (F may be infinite), T+ is a subspace if and 
only if +(A) is an irreducible polynomial. 
(B) If F = { 0, 1 }, T+ is a subspace if and only if either 
(i) +(A) is an irreducible polynomial or 
(ii) e(X) = X(1 + h) and (r has only one elementary divisor a power of X 
and only one elementary divisor a power of 1-t X. 
In order to answer question (2) we need some notation. We shall assume 
that +!( X ) is a power of an irreducible polynomial. The general case can be 
DUBLIN MATRIX THEORY CONFERENCE 245 
derived very easily from this one. Let #(A) = 8( X)‘l. Let 
e(x)“l,...,e(h)“‘, Cl>, **. >c,, 
be the elementary divisors of (Y. Let G(X) = /3(x)d, 1~ d < cl. We denote by 
m the degree of the irreducible polynomial 0(X) and let t be the index such 
that 
c,>, ... >c,>d>ct+l> . . . . 
Then 
IS,I = (4m’ _ l)qm(t(d-l)+&.r“$ 
Some of the above results were obtained by the author and A. Gonqalves 
and J. Machado. Details of the proofs will appear elsewhere. 
Open Problems 
(a) Let A, ,..., A,,al ,..., u,_~E F. Let (il,j,) ,..., (in_l, jnpl) be pre- 
scribed positions in an n X n matrix. It is known that there always exists an 
n X n matrix with h 1,. . . , X n as eigenvalues and with ak in the position 
(ik,jk), k=L..., n - 1. How many matrices are there? For related questions 
see [8, 37, 381. 
(b) Let X, ,..., X,,al ,..., a,~F.Thereisann~nmatrixwithX~ ,..., X, 
as eigenvalues and a I,. . . , an as principal elements if and only if Ca i = x:X i. 
How many such matrices are there? 
(c) Let A be an nXn matrix and X1,...,h, elements of F. If F is 
algebraically closed, there always exists a diagonal matrix D such that A + D 
has eigenvalues X 1,. . . , A, [6]. What happens if the field is finite? 
(d) The number of ordered pairs of commuting matrices over F was 
investigated by W. Feit and N. Fine [5]. How many matrices are there 
satisfying AAT = ATA, where the superscript T means transpose? 
(e) Various problems of counting can also be posed involving the gener- 
alized inverse. 
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Barnes and Support ldempotents 
M. R. F. Smyth 
Belfast, Northern Ireland 
and 
T. T. West 
Trinity College 
Dublin, Ireland 
If x is an element of a ring R, the idempotent p(9) is a left [right] 
Barnes idempotent for x in R if XR =(l- p)R [Rx = R(l- 9)]. The 
idempotent e(f) is a left (right) support idempotent for x in R if xR = eR 
(Rx = Rf). Barnes idempotents for bounded Fredholm operators on Banach 
spaces have finite rank; they have played an important role in the extension of 
Fredholm theory to algebras [2] and to rings [l]. 
An element x E R may have some, all, or none of the following four types 
of idempotent in R: 
LS: a left support, 
RS: a right support, 
LB: a left Barnes, 
RB: a right Barnes. 
