Mammalian brains generate internal activity independent of environmental stimuli. Internally generated states may bring about distinct cortical processing modes. To investigate how brain state impacts cortical circuitry, we recorded intracellularly from the same neurons, under anesthesia and subsequent wakefulness, in rat barrel cortex. In every cell examined throughout layers 2-6, wakefulness produced a temporal pattern of synaptic inputs differing markedly from those under anesthesia. Recurring periods of synaptic quiescence, prominent under anesthesia, were abolished by wakefulness, which produced instead a persistently depolarized state. This switch in dynamics was unaffected by elimination of afferent synaptic input from thalamus, suggesting that arousal alters cortical dynamics by neuromodulators acting directly on cortex. Indeed, blockade of noradrenergic, but not cholinergic, pathways induced synaptic quiescence during wakefulness. We conclude that global brain states can switch local recurrent networks into different regimes via direct neuromodulation.
INTRODUCTION
Mammalian brains generate internal activity independent of environmental stimuli. Internally generated activity may reflect arousal, attention, anticipation of reward, or other nonsensory signals related to the behavioral state of an organism. How do global brain states alter activity in local cortical networks, and what are the cellular mechanisms responsible for such changes in cortical processing?
The most overtly observable brain states are perhaps found in the sleep-wake cycle, with substantial behavioral and perceptual differences between sleeping, drowsy, and alert states. Brain potentials (electroencephalogram; EEG) exhibit prominent slow-wave oscillations (<2 Hz) during natural deep sleep and under anesthesia but not during wakefulness (Steriade et al., 1993b) . EEG slow waves derive from relatively synchronous discharges of large populations of neurons (Steriade et al., 2001 ). These discharges are separated by periods of synaptic quiescence, during which virtually all of the thousands of synapses contacting a neuron are inactive.
Intracellular recording affords a unique view of network activity, reporting the activity of these numerous connected cells. The resulting membrane potential (V m ) modulates the impact of subsequent synaptic inputs. In anesthetized animals, V m at the time of a sensory stimulus strongly influences the amplitude of postsynaptic potentials as well as the number and relative timing of action potentials evoked (Petersen et al., 2003; Sachdev et al., 2004) . In slice, synapses more or less effectively transmit sensory information depending on cortical V m (Rigas and Castro-Alamancos, 2009; Watson et al., 2008) . Therefore, instantaneous V m may influence anatomically connected cells' functional connectivity (Haider and McCormick, 2009) perhaps subserving high-level functions.
The temporal patterns of synaptic inputs (network dynamics) during wakefulness are less clear. Heroic sharps recordings initially provided several examples of neurons in multimodal association areas of cat neocortex that exhibit pronounced slow-wave fluctuations during natural sleep but not wakefulness (Steriade et al., 2001) . Wakefulness was characterized instead by persistent depolarization and high action potential discharge rates. In contrast, a later whole-cell study described lowfrequency fluctuations in layer 2/3 pyramidal neurons in rodent primary somatosensory cortex during ''quiet wakefulness'' (Petersen et al., 2003 ; see also Poulet and Petersen, 2008) , though these have yet to be directly compared to those during sleep/anesthesia. The earlier cat studies observed no slowwave synaptic patterns during wakefulness, but cell types were unidentified. How arousal affects individual neurons of different types is unresolved.
The mechanism by which arousal may alter cortical dynamics is also unclear. Electrical stimulation of the brainstem cholinergic center innervating the thalamus enhances thalamic discharge and tonically depolarizes cortical neurons (Steriade et al., 1993a (Steriade et al., , 1993b . This suggests that arousal influences local cortical networks via long-range afferent synaptic inputs and may differentially affect thalamorecipient and nonthalamorecipient layers. Other studies have, however, shown that stimulation of the basal forebrain, the cortical source of cholinergic innervation, also produces awake-like cortical activity in anesthetized animals (Goard and Dan, 2009; Metherate et al., 1992; Steriade et al., 1993a Steriade et al., , 1993b .
We therefore sought (1) to characterize the impact of arousal on neurons in each cortical layer and (2) to determine the underlying mechanism in awake animals. We made whole-cell recordings from the same cortical neurons under both anesthesia and subsequent wakefulness. Wakefulness transformed the pattern of background synaptic inputs in every cell examined. Surprisingly, this transformation was not mediated by long-range afferent synapses or cholinergic modulation but rather by direct noradrenergic modulation of local cortical circuits. We conclude that arousal-related brain states force cortical networks into different processing regimes via the locus coeruleus-noradrenergic system.
RESULTS

Wakefulness Alters Cortical Dynamics
In head-fixed rats, we made whole-cell recordings from 105 neurons in layers 2-6 (L2-6) of rat barrel cortex. Slow-wave fluctuations were prominent in a representative L2/3 pyramidal neuron during administration of gaseous isoflurane anesthesia (Figure 1A, upper) . In the same cell, prolonged periods of synaptic quiescence disappeared during wakefulness, which was defined by overt jaw/face/whisker/paw movements and desynchronized EEG following termination of gas flow (middle; Movie S1, available online). Pronounced slow-wave fluctuations were restored when the animal was reanesthetized (lower), confirming that the effect of wakefulness on V m was not artifact due to rupturing of the cell membrane by animal movement. To quantify V m changes, we algorithmically detected periods of synaptic quiescence ( Figure S1A ). Sustained synaptic quiescence decreased after the anesthetic was switched off ( Figure 1B ). This coordinated synaptic inactivity virtually disappeared before the animal awoke and remained absent until the anesthetic resumed.
We analyzed 52 anatomically identified cortical neurons (nine to 13 in each layer; three smooth inhibitory and 49 spiny excitatory cells). Recordings were maintained during anesthetized, awake, and reanesthetized phases. In every cell examined, wakefulness dramatically reduced mean quiescent periods (Figure 1C) . Our algorithm is generous, classifying some epochs with minimal synaptic input as periods of quiescence ( Figure S1B ). Including such false positives, nominal periods of quiescence accounted for only 1.1% ± 0.5% of the awake period (mean ± standard deviation [SD] ). Thus, wakefulness lacks periods during which the entire cortical network is inactive. Increased tonic input could conceivably mask slow alternation between periods of high and low synaptic activity. Wakefulness, however, reduced low-frequency power in V m across layers ( Figure 1D ) and within layers ( Figure S1C ), pointing to a true reduction in slow waves. These results indicate that arousal alters the temporal patterns of synaptic inputs.
An alternative preparation, used for both rodents and primates, is to combine opioid sedation and local anesthesia to avoid confounds of general anesthetics on neural activity (Bruno and Sakmann, 2006; Disney et al., 2007) . V m in a fentanyl-sedated rat resembled awake V m and lacked quiescent states (Figure 1E, upper) . Subsequent administration of general anesthetic introduced long stretches of synaptic quiescence in the same cell (lower; n = 3). Sedation produced quiescent periods and power spectra that closely approximated that of awake animals ( Figures S1D and S1E ). Our sedated data and anesthetized/awake data together demonstrate that cortical The Awake State Is a Persistent Up-like State Prolonged periods of synaptic quiescence are commonly referred to as ''down states,'' and the highest levels of sustained depolarization ''up states'' ( Figure 1A ) (Petersen et al., 2003) . Does awake V m resemble either of these two qualitative states occurring during sleep and anesthesia? V m during anesthesia was bimodally distributed, reflecting up-down fluctuations, and unimodal during wakefulness (Figure 2A ). For the characterization of the different states of each neuron, anesthetized and awake distributions were fit with a mixture of normals or a single normal (blue and red lines). On average, individual cells' up and awake states did not differ ( Figure 2B ; paired t test, p = 0.79). Similarly, no significant differences were observed within layers or when pooling thalamorecipient layers 4 and 6. Variances were also similar though some differences were detected in L5 ( Figure S2A ).
For comparison of neuronal output during up and awake states, up states were algorithmically excerpted from anesthetized data (Seamari et al., 2007) . Firing rates were comparable between up and awake states in each layer ( Figure 2C ) although up states had higher firing rates when data were pooled across all layers (+1.1 ± 0.37 Hz, paired t test, p = 0.006). This is probably due to up states' increased driving force, reduced sodium channel inactivation, and reduced synaptic depression that result from following prolonged periods of synaptic quiescence. Cells exhibited lower overall firing rates during the (unsorted) anesthetized recording phase than during wakefulness (Figure S2B) due to the skewing effect of down states. Lower firing rates may also derive from anesthesia decreasing input resistance relative to wakefulness ( Figure S2C ), possibly reflecting direct effects of anesthetics on leak channels.
Wakefulness does not necessarily represent a single brain state (Poulet and Petersen, 2008) . For investigation of more subtle differences among awake brain states, video was used to sort awake data into periods in which the rat was awake but stationary (''quiet wakefulness''), overtly moving its face/jaw/ paws (''active''), or rapidly moving its whiskers (''whisking,'' a subset of the active category). V m appeared qualitatively similar during quiet wakefulness and whisking/active (Figure S2D ; Movie S1). Average V m power spectra of these three categories were nearly indistinguishable but exhibited less lowfrequency power than under anesthesia ( Figure S2E ). Quiet wakefulness contained more low-frequency power in EEG than both the active and whisking states ( Figure S2F ). Nevertheless, we did not observe significant differences in duration of synaptic quiescence or percentage of time spent in quiescent periods between any of the awake groups (p values > 0.05), suggesting that protracted synaptic quiescence is principally a feature of anesthesia and natural sleep.
Together, the similarity of up and awake states in terms of subthreshold and suprathreshold behavior supports the idea that wakefulness is a persistent up-like state.
Afferent Thalamic Input Is Not Required for Awake V m
By what mechanism does arousal so dramatically alter the temporal structure of synaptic inputs? Experiments to assess mechanism focused on L4 for two reasons. First, L4 is the principal target of primary sensory nuclei in thalamus, an obvious candidate mechanism. Arousal alters thalamic firing patterns (Steriade et al., 1993b) , and pharmacological activation of thalamus in anesthetized animals can persistently depolarize cortex (Hirata and Castro-Alamancos, 2010) . Second, a L4 barrel neuron receives synapses almost entirely from the ventroposterior medial (VPM) nucleus of thalamus, L4 neurons within the same barrel, and L6 neurons (Lü bke and Feldmeyer, 2007) , whereas other layers receive substantial synaptic input from neighboring columns and high-order cortical and thalamic areas.
To test whether afferent thalamic input is required to achieve awake patterns of synaptic inputs, L4 barrel neurons were recorded following electrolytic lesions, centered on the somatotopically aligned thalamic ''barreloid'' and large enough (1 mm) to destroy the entire VPM representation of the large whiskers ( Figure 3A , Figure S3 ). Lesions additionally severed connections from (1) the secondary somatosensory thalamic area, the posterior medial (POm) nucleus, whose axons traverse VPM to reach barrel cortex (Wimmer et al., 2010) , and (2) the central lateral nucleus, an intralaminar nucleus whose fibers course immediately dorsal of VPM and innervate diverse cortical areas (Van der Werf et al., 2002) . Consistent with previous studies (Timofeev et al., 2000) , slow-wave patterns of synaptic inputs under anesthesia were independent of thalamus ( Figure 3B, upper) . We discovered, however, that the disappearance of protracted periods of quiescence during wakefulness is also independent of thalamus (lower). Neurons were patched after thalamic lesions in two experiments ( Figure 3C , black) or lesions combined with pharmacology in cortex (see below) in 20 additional experiments (gray). In all 22 cases, quiescent periods disappeared during wakefulness ( Figures 3C and 3D ). Wakefulness still abolished quiescent states in L4 neurons following L6 lesions directly below the barrel, which disrupt both L6 and VPM input (n = 2; data not shown). Thus, afferent thalamic input is not the mechanism that produces the awake state of cortical neurons.
Acetylcholine Is Not Required for Awake V m but Modifies Sensory Responses
We initially suspected that release of the neuromodulator acetylcholine (ACh) in the cortex was responsible for the switch in cortical dynamics. Electrical stimulation of cholinergic nuclei in anesthetized animals is well known to simulate awake-like EEG, local field potential, and cortical V m , effects that are blocked by antagonists of muscarinic ACh receptors (Goard and Dan, 2009; Metherate et al., 1992; Steriade et al., 1993a) . If the awake state indeed depended on ACh, blocking muscarinic receptors should also induce synaptic quiescence during wakefulness. Systemic injections of the muscarinic antagonist scopolamine, applied in even higher doses than in previous studies (5 mg/kg IV or IP), failed to induce quiescent states in L4 neurons of awake rats ( Figure S4A ). To ensure that antagonists reached their targets, we recorded from L4 neurons while locally perfusing 1 mM muscarinic (atropine) and nicotinic (mecamylamine) antagonists from a pipette whose tip was positioned 50-75 mm from the patch pipette tip. In each case, ACh blockers did not affect awake V m ( Figures S4B and S4C) .
Although arousal-induced changes were independent of thalamic afferents, thalamocortical input and ACh could conceivably interact to alter cortical dynamics. We therefore combined local perfusion of blockers with somatotopically aligned thalamic lesions ( Figure 4A ), which render a L4 barrel a relatively isolated network (see Discussion). In every recording following thalamic lesion (n = 8), perfusing 100 mM-1 mM atropine and mecamylamine failed to prevent awake patterns of synaptic inputs ( Figures 4A and 5E, black) . Inclusion of an a7 nicotinic antagonist (methyllycaconitine) similarly had no effect on awake V m (n = 3; data not shown). Thus, 18 out of 18 cholin- ergic blocker experiments yielded negative results, in which wakefulness continued to abolish synaptic quiescence.
Effective delivery of blockers was verified by a positive control. ACh enhances contrast sensitivity of L4 neurons in macaque visual cortex via nicotinic receptors on thalamocortical terminals (Disney et al., 2007) , which similarly exist in rodent somatosensory cortex (Gil et al., 1997) . Cholinergic blockade should therefore shift the sensitivity of L4 neurons to the velocity of whisker movements, the tactile analog of visual contrast. The time course of L4 integration should also differ due to muscarinic receptors on corticocortical terminals (Eggermann and Feldmeyer, 2009; Kruglikov and Rudy, 2008) . Therefore, instead of recording intracellularly, we acquired local field potential (LFP) in the barrel and kept thalamus intact so that sensory responses could be evoked ( Figure 4B , left). LFP samples neurons over a 300-to 400-mm-wide region (Katzner et al., 2009 ), so our positive control assesses the synaptic input to the vast majority of neurons in a barrel (200-300 mm wide).
Amplitudes of sensory-evoked LFPs were proportional to velocity ( Figure 4B , middle, black). In individual experiments ( Figures S4D and S4E ) as in the average ( Figure 4B , n = 5), cholinergic blockers consistently decreased LFP responses across velocities (red) with no effect of artificial cerebrospinal fluid (aCSF; green). LFP time course was also impacted by blockers but not vehicle ( Figure 4B, right) . Blockers ejected 250 mm from the LFP pipette similarly reduced responses ( Figure S4F ), indicating that drugs impacted an area of at least an entire barrel. We conclude that cholinergic receptors in rat barrel cortex modulate sensory responses and are antagonized by our local perfusion method.
Together, these results show that ACh is not necessary to produce awake patterns of V m in cortical neurons.
Norepinephrine Is Critical for Awake V m
The locus coeruleus (LC)-norepinephrine (NE) system is also a plausible mechanism of the switch in cortical dynamics. Pharmacologically stimulating LC desynchronizes EEG (Berridge et al., 1993) , and the firing rates of noradrenergic LC neurons change with arousal (Aston- Jones and Bloom, 1981) . To examine a possible role of NE, we initially locally perfused 1 mM antagonists of a1 (prazosin), a2 (yohimbine), and b (propranolol) noradrenergic receptors while recording from L4 neurons with thalamus intact. This high concentration prevented cells from achieving/maintaining prolonged depolarization under both anesthesia and wakefulness ( Figure 5A , Figure S5A ). Ipsilateral LC lesion also prevented sustained depolarization ( Figure 5B ), indicating that our pharmacology results were due to NE receptor blockade rather than nonspecific drug effects. Thus, some minimal amount of NE appears required for prolonged depolarizations normally observed during sleep/anesthesia, consistent with tonic LC firing under these conditions (Aston- Jones and Bloom, 1981) .
We predicted that clear slow-wave fluctuations should emerge in awake animals for low levels of NE. To test this, we locally perfused lower concentrations of antagonists in L4 barrels, again after thalamic lesion to ensure that measurements reflected synaptic input from the local network and not thalamic afferents ( Figure 5C, left) . A wide range of concentrations of NE blockers (1-100 mM; Figure S5B ) were sufficient to induce periodic synaptic quiescence in awake animals ( Figure 5C ). In stark contrast to ACh antagonists, NE blockers induced clear bimodality of cortical V m during wakefulness ( Figure 5D ). Under NE blockade, wakefulness and anesthesia had comparably long quiescent states (Figure 5E , red; n = 7, p = 0.69; Figure S5B , right), whereas perfusion of DMSO vehicle resembled control (green; n = 5).
We ruled out possible cross-reactivity of propranolol with serotonin (5-HT) 1A/1B receptors by patching L4 neurons in the presence of 1 mM blockers for 5-HT 1A (WAY-100635) and 5-HT 1B (GR 127935) receptors (n = 4). Serotonergic blockers did not prevent the disappearance of slow waves upon waking (Figures 5E, blue; Figure S5C ), validating a role for norepinephrine in switching cortical dynamics.
DISCUSSION
We conclude that arousal dramatically transforms the temporal pattern of spontaneous synaptic inputs in cortical networks. Local recurrent networks appear able to generate a relatively constant level of background synaptic input. Our study demonstrates that wakeful patterns of synaptic input can occur independent of primary and secondary sensory thalamic nuclei, contrary to the idea that global brain states influence local cortical networks via thalamic afferents (Hirata and Castro-Alamancos, 2010; Steriade et al., 1993b) . Cholinergic modulation was also unnecessary to achieve awake cortical dynamics. We found that ACh more noticeably impacts sensory-evoked responses, a capacity that may subserve attentional focusing on selected stimuli. In contrast, the powerful influence of arousal on cortical dynamics required norepinephrine.
Electrical stimulation of nonspecific intralaminar thalamic nuclei, which diffusely project across cortex, initially implicated them in arousal (reviewed in Van der Werf et al., 2002) . Lesions of intralaminar nuclei do not, however, alter EEG patterns (Buzsaki et al., 1988; Vanderwolf and Stewart, 1988) . Indeed, we found that wakefulness still profoundly affected cortical dynamics after our thalamic lesions, which severed connections between cortex and the central lateral intralaminar nucleus, the most investigated for a role in arousal. Our results do not rule out possible contributions of the central medial nucleus, parafascicular complex, or rhomboid nucleus. These, however, seem unlikely given that sparse axons from these intralaminar nuclei avoid L4 ( Van der Werf et al., 2002) , where we investigated mechanism. Moreover, these projections would have to act through L2/3-L4 and L5/6-L4 synapses, which are also anatomically sparse and, in those rare instances when observed, substantially (2-6 fold) weaker than L4-L4 synapses (Gottlieb and Keller, 1997; Lefort et al., 2009; Schubert et al., 2003) . A more likely explanation for the switch in cortical dynamics, therefore, is that NE directly modulates synapses among L4 neurons.
Natural versus Stimulated Cholinergic Release
Electrical stimulation of cholinergic nuclei is sufficient to produce awake-like cortical activity in anesthetized animals (Goard and Dan, 2009; Metherate et al., 1992; Steriade et al., 1993a) . We found, however, that cholinergic modulation is unnecessary to achieve wakeful cortical dynamics. Our experiments do not rule out possible behavioral contexts in which natural ACh release could alter dynamics. For example, attention is widely suspected to involve cholinergic modulation, and highly attentive states might also produce a constant bombardment of synaptic input.
Nonetheless, stimulation techniques have two important limitations. First, the various neuromodulatory nuclei are densely and reciprocally interconnected (Briand et al., 2007) . Electrical or optogenetic stimulation of one center probably activates multiple neuromodulatory nuclei, including LC. Thus, stimulation of cholinergic nuclei probably has effects on levels of norepinephrine, serotonin, and other neuromodulators.
Second, stimulation might induce aphysiological release, in terms of both timing and quantity. Neuromodulatory centers switch between tonic and phasic firing modes according to behavioral state, eliciting different temporal dynamics of release. The time course of release is probably especially important for neuromodulators like ACh that target both ionotropic and metabotropic receptors. Ionotropic nicotinic receptors exhibit a brief window of activation often followed by desensitization (Dani et al., 2000) , whereas metabotropic muscarinic effects begin tens of milliseconds after ligand exposure and persist for hundreds of milliseconds (McCormick and Prince, 1987) . Moreover, the activation rate of a receptor depends on its affinity and ligand concentration. Therefore, stimulated bulk release may abnormally engage receptor subtypes in terms of both temporal recruitment and degree of activation.
While difficult, local perfusion of blockers in awake animals has two key advantages. First, neuromodulatory systems other than the one targeted are not affected. Second, neuromodulator release is naturally set by global brain state.
Norepinephrine as a ''Sliding Scale'' for Cortical Dynamics We have shown that norepinephrine exerts powerful effects on cortical dynamics. Consistent with this, optogenetic LC stimulation wakes sleeping animals and extends the duration of wakefulness (Carter et al., 2010) . Bilateral ablation of 70% of the LC can induce coma and anomalous EEG slow waves (Jones et al., 1977) . Interestingly, normal behavior and EEG return during subsequent days (Blanco-Centurion et al., 2004; Jones et al., 1977) . Thus, long-term compensatory changes are possible given LC dysfunction-either an increase in norepinephrine release from surviving LC neurons and/or changes in the levels of other neuromodulators.
We hypothesize that in the absence of NE local cortical networks are functionally uncoupled and fail to achieve/sustain depolarizations. Basal levels of NE during SWS and anesthesia may partially couple cortical neurons to produce up states. During wakefulness, when the firing rates of LC neurons increase (Aston- Jones and Bloom, 1981) , even higher concentrations of NE may alter release at recurrent corticocortical synapses and/ or intrinsic membrane properties of cortical neurons to produce awake V m . The various noradrenergic receptors exhibit different affinities for NE and may be preferentially recruited by different brain states. Determining the sites of receptor expression will be critical for understanding how NE modulates circuit dynamics. Beyond a recurrent network and NE, awake V m may require other endogenous neuromodulators, specific patterns of connections among and between excitatory and inhibitory neurons, and/or certain ranges of release probabilities. Our results nevertheless raise the possibility that the LC-NE system may act as a ''sliding scale'' by which arousal controls the dynamics of cortical networks.
The Nature of Awake Synaptic Input Patterns Our recordings from barrel cortex clearly demonstrate that any given cortical neuron experiences dramatically different patterns of synaptic input during wakefulness and anesthesia. Wakefulness, however, includes many distinct brain states. For example, other studies in barrel cortex have reported that V m of L2/3 neurons can, but does not always, exhibit slow (1-5 Hz) fluctuations during ''quiet wakefulness'' (Petersen et al., 2003; Poulet and Petersen, 2008) . Similar fluctuations have also been inferred from extracellular recording in the auditory cortex of awake rats (Sakata and Harris, 2009 ). While such fluctuations are faster and not identical to those under anesthesia (Haider and McCormick, 2009) , they are substantially diminished by active whisking (Poulet and Petersen, 2008) . In our recordings, we did not see major differences in V m between quiet wakefulness and active/ whisking periods. Previous recordings from a very different type of cortical region (multimodal) in a different species (cat) mirror our results in rat barrel cortex, in which neurons are continually bombarded with synaptic input during wakefulness (Steriade et al., 2001) .
Our study and those conducted in cats employed animals unhabituated to the experimental setup. In contrast, reports of slow fluctuations during wakefulness utilized habituated animals trained to sit still. Unhabituated animals are probably in a heightened state of arousal and/or attention during wakefulness. Indeed, the LC-NE system was recently demonstrated to sustain wakefulness and aroused EEG patterns in rats exposed to novel stimuli or environments (Gompf et al., 2010) . Therefore, habituation probably leads to lower levels of cortical NE during wakefulness.
State and Sensory Responses
Cortical activity has been and continues to be widely studied in anesthetized animals, in which prominent subthreshold slow waves dramatically impact synaptic inputs. Ideally, all studies could be conducted in awake animals, but the need for careful stimulus control or sensitive physiological recording often precludes this. Our data suggest that sedation and local anesthesia could simultaneously satisfy such requirements and avoid confounds of general anesthesia. We have shown that anesthetized and awake studies clearly sample cortical networks in different regimes in which not only long-range synaptic inputs differ. Neuromodulation of the local circuit alone produces different V m profiles that, via driving force, sodium channel inactivation, and short-term synaptic plasticity, will impact reliability, synchrony, and tuning of sensory-evoked suprathreshold responses. The persistent depolarization of neurons induced by wakefulness therefore is a likely cellular explanation of why single-unit and imaging studies observe less sensory-evoked activity during wakefulness than anesthesia (Ferezou et al., 2007; Simons et al., 1992) .
Synaptic Quiescence during Sleep
Is periodic synaptic quiescence during sleep an epiphenomenon of cortical circuitry? Transcranial stimulation to induce slow waves during non-REM sleep enhances declarative memory of previously learned word lists in humans, suggesting that slowwave activity facilitates memory consolidation (Marshall et al., 2006) . Slow-wave activity has also been shown to promote ocular dominance plasticity in cats (Frank et al., 2001 ). These studies suggest that slow waves during sleep instead serve a biological purpose.
Periodic synaptic quiescence brought about by natural sleep may promote plasticity. One hypothesis is that sleep homeostatically downscales synapses potentiated during wakefulness, perhaps via long-term depression triggered by alternating periods of synaptic quiescence and spiking (Tononi and Cirelli, 2006) . We further hypothesize that quiescence may also promote potentiation. Quiescent periods might enhance the efficacy of synaptic inputs driven by replay during sleep and consequently the number and timing of action potentials evoked by those inputs. This feature could facilitate spike-timing-dependent plasticity and thereby memory consolidation.
Conclusion
We have demonstrated that a single neuromodulator can alter the dynamics of local cortical networks according to global brain state. Selective dynamics may be a ubiquitous means by which behavioral state optimizes circuits for specific tasks.
EXPERIMENTAL PROCEDURES
Seventy-seven female Wistar rats (94-245 g, mean 178 g) were anesthetized with isoflurane (1%-3% in O 2 ). Body temperature was kept at 37 C by a heating blanket. Eyes were coated with lubricating ointment to prevent drying. One or two metal posts for stabilizing the head were attached to the skull by dental acrylic. Screws were inserted in the right frontal and parietal bones for electrocorticogram (''EEG'') recording. Small (<0.5 mm 2 ) craniotomies were made over left barrel cortex, and the dura was removed. Animals were wrapped in a blanket and secured in a plastic tube to reduce movement. The local anesthetic bupivacaine was regularly applied to the area of the head surrounding the acrylic. To avoid startling the rat, a black curtain was placed around the air table, and noise in the lab was minimized. Movements were recorded by an infrared camera. Sedated rats were further prepared as described previously (Bruno and Sakmann, 2006) and detailed in the Supplemental Experimental Procedures.
Patch pipettes (4-7 MU) were pulled from borosilicate glass and tip-filled with (in mM) 135 K-gluconate, 10 HEPES, 10 phosphocreatin-Na 2 , 4 KCl, 4 ATP-Mg, 0.3 GTP, and 0.2%-0.4% biocytin (pH 7.2, osmolarity 291). Pipette capacitance was neutralized prior to break-in, and access resistance was 1-60 MU. Recordings were digitized at 32 kHz. LFP pipettes (2-3 MU) were filled with aCSF (in mM: 135 NaCl, 5.4 KCl, 1.8 CaCl 2 , 1.0 MgCl 2 , and 50 HEPES; pH 7.2). LFPs were bandpassed 1-325 Hz.
Blockers were purchased from Sigma except for atropine (Henry Schein), dissolved in ddH 2 O, diluted in aCSF, and filtered. NE blockers were initially dissolved in 0.01% DMSO in aCSF and sonicated. Blockers were ejected from a pipette (3-5 mm I.D.) by applying 100 mbar between recordings and 30 mbar during.
Individual whiskers were deflected by multidirectional piezoelectric stimulators (Bruno and Sakmann, 2006) . Directional tuning was determined by rampand-hold movements (1 mm amplitude at 10 mm from follicle, 5.7
; peak velocity 1360 /s) in each of eight directions. The angle evoking the largest LFP was deemed the preferred direction. A hundred blocks of deflections with randomized onset velocities were applied in this direction (500 total stimuli) with 4 s interstimulus intervals to avoid short-term plasticity.
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures, five figures, and one movie and can be found with this article online at doi:10.1016/j.neuron.2011.02.040.
