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Kurzfassung
Diese Arbeit analysiert die Nutzung von räumlicher Information in den Ebenen Vorpla-
nung und Entwurf der wasserwirtschaftlichen Planung. Die Zustandsbewertungsphase im
Bereich der Vorplanung aggregiert detaillierte und räumlich explizite Daten für die räum-
lich implizite Entscheidungsebene. Die Entwurfphase erfordert dagegen eine Spezifikation
der impliziten Entscheidungen in räumlich explizite Alternativen. Beide Ebenen werden in
einem iterativen Prozess verbunden, der einen mehrfachen Wechsel zwischen der Nutzung
von geografischen Informationen und multikriteriellen Entscheidungsunterstützungsver-
fahren erfordert. Die zentrale Hypothese dieser Arbeit besagt, dass, gestützt auf Fortschrit-
te in der Verfügbarkeit geographischer Informationssysteme und die Vielzahl multikriteri-
eller Entscheidungsunterstützungsverfahren, unterschiedliche räumliche Ebenen verknüpft
werden müssen, um eine bessere Integration der Räumlichkeit für fundierte Entscheidun-
gen zu erhalten.
Bei der Aggregation räumlicher Informationen zur Bewertung von Alternativen im Pla-
nungsprozess ist ein Datenverlust unvermeidbar, da zelluläre Daten zunächst in Struktur-
einheiten und schließlich auf das gesamte Projektgebiet aggregiert werden. In drei Fällen
beeinflusst dies die Endentscheidung: die Nivellierung detaillierter räumlicher Information,
Datenverlust durch unbemerkten räumlichen Ausgleich und nicht berücksichtigte, aber
räumlich unterschiedlich verteilte Prioritäten der unterliegenden Struktureinheiten. Der
Fehler durch Nivellierung kann mittels Berücksichtigung der subskaligen Heterogenität
minimiert werden. Der räumliche Ausgleich kann durch die zusätzliche Berücksichtigung
von explizit räumlichen Kriterien vermieden werden. Neben der klassischen Top-Down-
Priorisierung von Maßnahmen wird eine Bottom-Up-Aggregation vorgestellt. Weiter wer-
den lokale Prioritäten und ihre Bewertung bei der Ermittlung eines Konsenses der Be-
troffenen berücksichtigt. Anhand des Beispiels, der GIS-basierten Analyse von Überflu-
tungsrisiken eines Einzugsgebietes in Deutschland, wird dieses Verfahren verdeutlicht.
In der Planung bewerten Entscheidungsträger mögliche Lösungen für die Gesamtheit des
Untersuchungsgebietes. Um Lösungen objektiv vergleichen zu können, müssen ihre multi-
kriteriellen Resultate kommensurabel sein. Dies ist schwierig, da sie meist für verschiede-
ne Standorte, in unterschiedlichen räumlichen Skalen und in verschiedenen sozioökonomi-
schen Sektoren und/oder physikalischen Einheiten vorliegen. Am Beispiel der wasserwirt-
schaftlichen Planung in einer wasserarmen Region in China wird gezeigt, wie ein Ent-
scheidungsträger ein generisches Meta-Modell, einer dynamischen Wasserbilanz des Hyd-
rosystems, zur Bewertung verschiedener Handlungsalternativen nutzen kann. Nach einer
Vorauswahl von Maßnahmen aus der breiten Palette von räumlich impliziten Alternativen,
müssen diese in der Entwurfsphase dimensioniert und hinsichtlich ihrer präferentiellen
räumlichen Verteilung bestimmt werden. Zu diesem Zweck werden mehrere geografisch
verteilte Attribute (in der Fallstudie Akzeptanz und resultierende Änderung der Grundwas-
serneubildung) auf einer räumlich expliziten Skala bewertet. In einem schrittweisen Ver-
fahren wird gezeigt, wie die räumliche Umsetzung erweitert werden kann und/oder




This dissertation analyses the two main phases of Spatial Decision Support that deal with
spatial information, condition assessment and design. The condition assessment phase ag-
gregates detailed spatially explicit data to the implicit decision level. The design phase
requires a specification of implicit decisions to spatially very explicit alternatives. Both are
joined in an iterative process, alternating between geographical information and decision
support systems. During these processes spatial information is often undervalued, lost
and/or ignored against the background of data multifariousness and abundance. The main
hypothesis of this dissertation states that, drawing on advances in both geographical infor-
mation and decision analysis systems, on different spatial levels, contemporary techniques
might be meliorated to better incorporate spatiality, leading to more substantiated deci-
sions.
In the aggregation phase that condition assessment entails, a certain amount of data loss is
inevitable if cellular data is aggregated to structural units and eventually to the entire pro-
which the subsequent analysis is based, as the error here within overwrites any added value
of spatially more detailed data. In large river basins, this usually implies a generalisation, a
levelling of detailed spatial altitude data. To disprove the validity of this spatial discar-
dance, one counter example (GIS- based analysis on inundated areas and selection of flood
protecting measures for flood risk management) is put forward. On a second level, the
problem of spatial compensation is evinced avoidable by carefully considered criteria with
regard to spatiality. And apart from the classical top-down prioritisation, a second bottom-
up solution for consideration of spatial aspects in flood management is presented, based on
local opinions and their degree of consensus.
In the design phase, decision makers select and evaluate possible solutions for the entirety
of the study area. To objectively compare solutions, they have to be commensurable; a
daunting condition if they are implementable on diverse locations, dissimilar spatial scales,
or even in different socio-economic sectors and/or physical compartments. With the exam-
ple of water management planning in a water scarce region in China it is shown how a ge-
neric meta-model in form of a dynamic water balance simulating the hydrosystem, includ-
thus securing commensurability. After a pre-selection of measures out of the vast range of
spatially implicit alternatives, they have to be dimensioned and their location determined.
To this end, several geographically distributed attributes (like acceptance and ground water
recharge in the case study) are evaluated on a spatially explicit scale. In a stepwise proce-
dure it is shown how the spatial implementation can be widened and/or acceptance thresh-
olds can be adjusted until the optimal spatial solution is found.
Summarising, this dissertation proves that despite recent advances in spatial decision mak-
ing, a lot of work still has to be done. As a first step, on several spatial levels in both phas-
es, this dissertation offers new insights and algorithms to valorise spatiality in the decision
making process.
Schlagwörter: Räumliche Entscheidungsunterstützung, geografische Informationssyste-
me, integrierte Bewirtschaftung von Wasserressourcen, Zustandsbeurteilung, räumliche
Kompensation, Umverteilungsalgorithmus, Konsensusmaß, dynamische Wasserbilanz,
Akzeptanzmaß, Überschwemmung, Wasserknappheit.
Keywords: Spatial decision support, geographic information systems, integrated water
resources management, condition assessment, spatial compensation, redistribution algo-
rithm, consensus measure, dynamic water balance, acceptance estimate, flooding, water
scarcity.
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Decision Support Systems are a challenging topic in water management. Several mathe-
matical methods are available to specify the most appropriated alternatives for typical
problems e.g. water supply, allocation of limited water resources or flood management.
However the results depend on the chosen assessment criteria which are spatially distribut-
ed. Often the spatial characteristics of these criteria are not considered sufficiently. There
is a general consensus that the most appropriated planning unit is the river basin but within
these units different spatial resolutions could be chosen to specify the meaning of planning
alternatives and to characterize them by multiple criteria. In many cases (e.g. in flood man-
agement) the spatial impacts of planned measures are very unevenly distributed. The rele-
vance of spatial distributed characteristics is increasing by participative planning.
David Nijssen analyzed the importance of spatial considerations in multi-criteria decision
support systems. He evaluated their impacts on the results of mathematical formalized de-
cision processes by testing different spatial structures and made proposals for problem-
oriented customized water planning in different scales. Hereby he distinguished between
two components of the water resources planning process. In the evaluation phase (condi-
tion assessment) the multi-objective attributes of actual or planning conditions have to be
analyzed and processed before they can be integrated into decision making. A selection of
best locations for water management measures and their dimensioning has to be done in
the design phase, where the spatial effects of planning alternatives have to be considered
explicitly. Both phases are closely related and can be repeated several times within an iter-
ative process. David Nijssen discussed the question, to what extent an explicit considera-
tion of spatial distributions of decision criteria is relevant for the outcomes of DSS applica-
tions. As an alternative he shows that it can be sufficient to consider them implicitly. The
main question of this thesis is: Should spatial criteria be aggregated to make one best deci-
sion or should spatially differentiated decisions be compared to find the most appropriated
solution?
In this thesis it becomes evident that any selection of appropriated spatial resolutions is a
fundamental problem of decision support systems for water management. The treatment of
their spatial structures of decision criteria will affect the outcome of their applications. Da-
vid Nijssen developed a framework of spatial system analyses which is required for appli-
cations of mathematical multi-criteria decision methods. Several spatial distributed deci-
sion problems were analyzed and solved in different ways. The problems of a treatment of
spatial aspects in water management problem are demonstrated and practical oriented solu-
tions are proposed. As a result he recommends several solutions for the treatment of spatial
decision support problems. The wide range of considered problems and the developed
practical oriented mathematical solutions will be of interest for everybody who is interest-
ed in Spatial Decision Support Systems and their application in water management.
Bochum, 05 August 2013 Prof. Dr. Andreas Schumann
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In general a multicritera decision analysis (MCDA) problem involves six components: the
decision maker or a group of decision makers involved in the decision making process
along with their preferences; a goal or a set of goals the decision maker(s) attempts to
achieve; a set of evaluation criteria on the basis of which the decision makers evaluate al-
ternatives; the set of decision alternatives; the set of uncontrollable variables or states of
nature and the set of outcomes or consequences associated with each alternative-attribute
pair (Malczewski, 1999). In water management these components often have a spatial di-
mension. The spatial element may relate to the decision makers, the nature of the alterna-
tives, objectives and/or weights (Van Herwijnen & Rietveld, 1999). Spatial decision sup-
port systems (SDSS) and decision support algorithms have been increasingly present in
scientific literature in the last 20 years (Malczewski, 2006). Often SDSS are defined by a
combination of geographical information systems (GIS) data bases and multicriterial deci-
sion methods (MCDM). Spatial decision making entails two processes in which spatiality
is of the utmost importance: condition assessment and design.
In condition assessment, spatial data is aggregated by different algorithms and combined in
decision matrices which, in a next step, are combined into a priority listing (Van Herwijnen
& Rietveld, 1999). Unfortunately, in this way spatiality is rarely if at all- considered,
which leads to a net loss in data, often before the decision maker has the opportunity to
evaluate its importance. Detailed spatial information is averaged out to increase processing
capacity, spatially compensated and lost among larger neighbouring effects, or deemed
irrelevant for overall decision making. Indeed, there are few aggregation algorithms in the
vast amount of SDSS literature that take spatial elements into consideration (Rinner &
Heppleston, 2006). With a wanting GIS data analysis, no amount of research in the
MCDM area can compensate.
In the design phase, where general solutions and/or strategies are specified and refined
both in dimensions and location, spatiality is even more disregarded; which is possibly





In the structured spatial decision making process, there are two main phases where spatiali-
ty is crucial: in the condition assessment phase and the subsequent design phase. In the
condition assessment, spatial data are evaluated and aggregated from the cellular level up
to the river basin level in order to create for the decision maker or expert a concise over-
view upon which to design solutions. However, in order not to lose crucial spatial infor-
mation, existing algorithms have to be adapted or new algorithms may have to be devel-
oped to safeguard spatiality in the abstraction process. Since dissimilar spatial information
is available on every spatial level, different solutions have to be devised.
Basic spatial information of the smallest resolution is in hydrological analyses often the
digital terrain model (DTM). This detailed spatial information is generally one of the
first to be smoothed or averaged to congruence with the resolution of other data. In
large scale inundation studies for example, because of the processor time intensiveness
of hydraulic models, inundation rasters may span several DTM cells. Spatial infor-
mation below this coarser raster is accepted to be lost, irrelevant or incongruous for sub-
sequent analyses. However, a new GIS-based redistribution algorithm will not only
-level spatial data integrable, but is also highly important for
later analyses like for instance damage assessment.
positive or negative effects holds another major pitfall: spatial compensation. If one
aggregation process. However, not all variables are commensurable. A decision maker
might object to a scenario that generates additional damages, even if they are amply
compensated elsewhere. Classical criteria will be changed and new criteria will be se-
lected to inhibit the abundant spatial compensation and provide decision makers with
non-ensconced and therefore more accurate results.
Combining the basin-wide data in decision matrices provides the decision maker with a
tool to select the optimal alternatives on a river basin scale. Good integrated water man-
agement practice states that views and judgements of local people and/or organisational
units have to be taken into account. In classical group-decision making, this means that
each can individually weigh criteria of the basin-wide decision matrix, whereupon an
algorithm processes their preferences. Local decisions, however, are based on local in-
formation and give rise to local preferences. Therefore, instead of a criteria-wise aggre-
gation of spatiality, the criteria should be aggregated on a local level, based on local
weights and priorities. These local preferences should only then be aggregated to a ba-
sin-wide solution in a bottom-up analysis. A new algorithm will be created to aggregate
spatially distributed scores and preferences.
1.2 Dissertation objectives
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The shortcomings and error-proneness of the established frugal summarisation techniques
will be outlined by intuitive numerical examples. These examples will also serve to illus-
trate & test the logical performance of the new algorithms. To test applicability, they will
In the design phase, spatiality plays an entirely different role as in the condition assessment
phase. Here, not the loss of spatial information is important, but the problems different
spatial levels pose to designing solutions. On the basin level, the decision maker is con-
fronted with spatially very implicit criteria. At this level, he is therefore forced to define
spatially implicit alternatives. On a local level, however, these alternatives have to be spec-
ified and dimensioned further. And on a cellular level, besides more detailed specifica-
tions, the actual spatial location has to be stipulated. These spatial problems are delimited
in river related issues (as for instance inundations), as they are linearly oriented. In planar
issues (as for instance water scarcity) the additional dimension sincerely exacerbates the
problem.
On a basin level, measures for planar issues are numerous, pertaining to different socio-
economic sectors and different physical compartments. How should a decision maker or
expert choose between the abundance of solutions, or how can they objectively be com-
pared with relation to the specificity of the river basin? In the literature this question is
seldom posed and less answered. A meta-model in the form of a water balance, speci-
fied to local conditions and which integrates the wealth of measures allows just this ob-
jective comparison.
On a local scale, the decision maker or expert having to specify the very explicit alter-
natives sees himself often confronted with a sizeable lack of data. Especially socioeco-
nomic data like individual solvability & flexibility, socio-cultural habits & history, is
often absent or fragmentary. Specifying and dimensioning measures based on these
known unknowns poses a challenge. A new algorithm, the acceptance measure, based
on the current situation and historical market fluctuations can help to overcome this lack
of data, narrow down and structure the decision space and stochastically select optimal
measures and their dimensions.
On a cellular scale, the planar vastness of differing spatial solutions can daunt the de-
tailed modeller. Again, the solution can be found in complexifying the issue by adding a
spatially structuring element. This allows setting spatially specific targets, whereupon
the acceptance measure can be used to finalise the local dimensioning.
Again, the developed algorithms will be clarified and examined based on a test case that
incorporates the cited challenges.
a-
tial level of GIS-based decision making and overcome these issues by changing or pro-




This dissertation wishes to contribute in the form of new algorithms and ideas to support
the continuous effort in reducing water related distress and working towards sustainable
solutions. Two major types of water related stressors can be identified: an unmanageable
surplus of water and water deficits.
For a considerable number of basins in Germany (Petrow & Merz, 2009; Bormann et al.,
2011) and worldwide (Petrow & Merz, 2009; Bormann et al., 2011), if not flood trends
than definitely flood induced damages are increasing, either caused by improved damage
assessment, urban sprawl, river regulation, climate change or other factors (Black, 1995;
Cunderlik & Ouarda, 2009; Schmocker-Fackel & Naef, 2010; Eliot, 2012). Assessing the
effects of floods and designing & preparing for floods using risk-based assessment, are
spatial analyses. A lot of effort is being invested in meteorological, hydrological and hy-
draulic disciplines in order to accurately dimension for this increase flood risk.
At the other side of the analysis chain, in operations research, decision support and optimi-
sation, the economical sciences have likewise established a substantial amount of algo-
rithms. Unfortunately, despite advanced geographical information systems, the coupling of
spatial data to decision algorithms is often downgraded to simple addition, resulting in data
loss and ensuing faulty decision making. This study alone can by no means alleviate this
crucial gap between sciences, but attempts to prevent or avoid some of the more marked
flaws in the classical aggregation in order to achieve more valid condition assessments
which can lead to better funded decisions.
A more substantiated condition assessment is the premise for a more efficient design
phase. In designing floods retention measures, only a limited number of technical solutions
are available and spatial localisation of these measures plays an ever increasing role. Spati-
ality occupies an ever larger role on the other side of the water-issue-spectrum, in combat-
ing water scarcity. Not only are water scarcity reducing measures manifold, they are also
not bound to one spatial structure like a river, thus expanding their applicability in another
spatial dimension. Water scarcity is projected to increase in the future (Monirul Qader
Mirza et al., 2001; Stevaux et al., 2009), and techniques to objectively evaluate the multi-
farious measures across social sectors and physical compartments are a prerequisite for
accurate strategy designs. Currently, only measures within one sector and one compart-
ment are habitually compared. The increasing thread however requires comparison tech-
niques beyond the current detailed but piecemeal assessments. Furthermore, algorithms
that incorporate known unknowns, that allow experts and decision makers to overcome the
lack of data they are often confronted with and that reduce and structure the decision space
all contribute to combating and solving main global water issues.
1.4 Spatial decision support in river basin management
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1.4 Spatial decision support in river basin management
Decision making can be described as a series of cognitive processes, resulting in the selec-
tion of a course of action among several alternative scenarios. Ideally, the effects of this
course of action are contemplated and, if necessary form the basis a second cycle of re-
newed decision making. Spatial decision making does not differ from this very general
structure (Wang et al., 2008; Burke et al., 2010; Kirono et al., 2011) (Figure 1.1):
Figure 1.1: Phases of structured spatial decision processes, a continuous spatial decision process
improvement (Spatial Decision Support Consortium, 2008; Li, 2012) main
content.
1. Issue Articulation: this is the project formulation phase. In this phase problems and
issues that are of priority to the parties involved are communicated and identified.
Objectives and goals are negotiated, clarified, and declared, and desirable outcomes
as well as potential issues are identified. Given sufficient support, the issue is car-
ried to the second phase.
2. Process Mapping: Process mapping involves developing a process workflow plan
for solving the spatial decision problem at hand. Typical elements included in pro-
cess mapping are: 1) identifying the steps required in the process, 2) determining
what needs to be achieved at each step, and 3) identifying who should be involved
at each step.
3. Condition assessment: the first major phase of the planning process, during which
the (current) state of the system is critically assessed by data collection, modelling
and analysis. For decision processes which adopt a multiattribute decision making
approach, a set of criteria for evaluating alternative problem solutions will be eval-




4. Design: This phase involves creating and analysing a set of possible solutions or al-
ternatives to the problem identified in the previous phases. This phase calls for a
transition of the mind-set from the "problem space" to the "solution space."
Depending on the spatial scale and complexity of the decision problem, the solu-
tions or alternatives can be straightforward to intricate, the location can be unam-
biguous to very complex to determine. After the design phase, the effects of the
suggested alternatives/solutions are estimated in a (re)evaluation of the condition
assessment. Depending on this (re)evaluation, the design could be updated.
5. Choice: The alternatives/solutions, developed in the design stage, are compared in
the choice phase. In this phase, particular courses of action (alternatives) are select-
ed from those available based on the evaluation and analysis of each alternative in
relation to others in terms of a specified decision rule. The rule is used to rank the
The phases of the continuous spatial decision process: 6. implementation, 7. monitoring
and  8. evaluation, which might lead to the reformulation or the start of a new issue, final-
ise the process chain. This dissertation mainly deals with the two crucial phases of spatial
decision making: the condition assessment and the design (Figure 1.1). It will include some
inherent to this
The same applies to phases 1 and 2. Therefore, the two main methodological chapters of
this dissertation will be the condition assessment phase and the design phase. Since the
condition assessment (after a few iterations) will lead up to the choice phase, the final
product of the iteration sequence should be a decision matrix containing acceptable solu-
tions, typecast by their scores for different criteria. In practise, this means of course that the
likelihood to achieve acceptable solutions after analysis in the condition assessment (a sort
of prognosis of outcomes) has to be kept in mind in the design phase. However, the making
of the actual decisions, the weigh r-
ences are more of a socio-political nature and cannot be discussed here.
different sections that will be discussed here in brief:
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1.4.1 Condition assessment phase
To get an overview of the total area, its processes and problems upon to design solutions
and base decisions, condition assessment is performed. During the condition assessment
process, very small scale effects are clustered/summarised into larger spatial clusters. So,
condition assessment accumulates information in a bottom-up analysis, often starting from
the basic single raster cell level and in hydrological analysis typically ending in the river
basin level. The types of information that are clustered, the criteria, depend on their deci-
sion relevance in the choice phase. A criterion is a standard of judgement or rule on the
basis of which alternative decisions can be evaluated and ordered according to their desira-
bility. Criteria can be spatially explicit: holding a strong reference or relatedness to a spe-
cific spatial location; or spatially implicit: demonstrating only an overall, vague or non-
geographic connection. During the summarising procedure, the initial very spatially explic-
it criteria become more and more spatially implicit (see Figure 1.2 and paragraph (§)
2.2.1), losing their geographical reference. On the first iteration, the condition assessment
phase defines the current system state. On the second pass or iteration the effects of the
results of the design phase the alternatives, solutions or measures- are analysed. Since the
analysed criteria have to be selected according to their decision relevance in the choice
phase it is imperative to include the decision maker(s) preference(s) in this phase in the
form of evaluation criteria. The abstraction process leads (eventually) to the decision ma-
trix in which the current state and the effects of certain designs are compared and where-
upon choices are based. Sometimes the condition assessment phase shows that the original
based on the additional data sets and a third iteration of the condition assessment phase
proves to be necessary.
Figure 1.2: Spatial levels of the impact assessment procedure, divided in condition assessment and




The smallest scale effect is often thought to be the level of a single raster cell, one of the
largest hydrological relevant scales, the river basin. Tools and algorithms were developed
for every spatial level to avoid spatial information loss:
Sub-cellular level: contrary to popular belief, accuracy can be actually enhanced
if data with a higher resolution is included in the analysis. In this chapter an algo-
rithm is proposed to reconcile the uncertainty, inherent in the hydrological predic-
tion of very large return periods, with the processing time needed for hydraulic
simulations.
Cellular level: this is the basic level where incorrect abstraction methods often al-
low spatial compensation, thus leading to a loss of basic information. Incorporat-
ing spatially intrinsic criteria in the decision process reconciles the need for ab-
straction with the spatial nuances.
Structural units level: this is the decision level of units like cities, communities,
states and/or sub-basins. The actual decision level is irrelevant to the algorithms
and can be exchanged at will. The important part is that they consist of a large
l.
These sub-decision levels can be used as basis for bottom-up decision making.
1.4.1.2 Implicit criteria
River basin level: the overall decision level upon which large scale effects can be
evaluated. The further a decision maker stands from the basic spatial level, the
more information has to be incorporated and therefore compacted. The challenge
is to integrate all spatial data levels & their uncertainties without overly complexi-
fying the problem and without significant loss of information. Thought should be
given to alternatives for the current top-down approach.
Larger scales like continents or the globe can be added to the list, but they are outside of
the scope of this dissertation. It has to be mentioned that the algorithms presented at each
spatial level are not all restricted to that level; the structure is selected thus that their func-
tioning and application are more easily explained on that level.
1.4 Spatial decision support in river basin management
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1.4.2 Design phase
water at certain times; giving rise to floods and inundations or a shortage of water availa-
bility exists, which in extreme cases can give rise to droughts. The first is a typical linear
problem, insomuch as the design alternatives are often linked to a watercourse. The second
problem, water scarcity, is more of a planar problem as design alternatives are not neces-
sarily restricted to individual spatial elements. It is clear that the design phase is often more
elaborated in planar problems. Comparing and selecting optimal measures, dimensioning
these and spatially locating them, force a shift from general, implicit alternatives to very
explicitly defined alternatives. Implicit alternatives are alternatives without or with only a
very general spatial aspect like basin wide expansion of (the number of) retention areas or
augmentation of water prices. After the definition of the alternatives, the possible effects
are estimated in a condition assessment, analogous to the pre-assessment.
As can be seen in Figure 1.2, the design phase follows the opposite path from condition
assessment: starting from a desired target condition, solutions/measures are selected on a
river basin level that might lead to the target condition. The next step is to dimension the
most promising measures based on specific local states & required outcomes. The last step
is to localise the implementation of the measures in the study area.
1.4.2.1 Implicit alternatives
River basin level: an objective selection of the measures/solutions is required at
this phase. Unfortunately, this decision is often based on specialised but limited
expert knowledge concerning a specific area or an evaluation of incomparable
units. At best, the decision should be based on a comprehensive list of measures
and an unbiased overall evaluation. A methodology for objective comparison of
measures is presented in this study.
Structural units level: depending on the selected measure/solution, the alterna-
tive should be quantified based on local conditions.
the design phase is not necessarily a decision level, but can also a social sector
-basin or a geophysical characterisation of the study
area. On this dimensioning level, a large amount of local and spatial information




Cellular level: at this final stage of the design phase, the actual localisation of the
dimensioned measures is defined. Within the structural units level, the optimal lo-
are reached. This spatial localisation increases the number of variables dramatical-
ly and a workflow is proposed that approaches the problem from both sides, in-
corporating data from the next phase, the condition assessment to reduce the num-
ber of variables.
In the process circle, after the design phase is completed, the condition assessment recom-
mences, based on the incorporated design(s). This concludes a short overview of the theo-
retical steps of decision making in general and the phases of condition assessment and de-
sign in particular. The next paragraph deals with the very practical question of the instru-
ments used.
1.4.3 Information systems for dealing with geographical data
geographic information system -1960s
where Canadian researchers build a system allowing them to cost-effectively store, access
and analyse large amounts of mapped data  from their Land Inventory (Spatial Decision
Support Consortium, 2008). Almost at the same time, researchers in the United States con-
ceived a system that was able to access data in a variety of formats, extract and combine
spatially distributed information and create maps based on these analyses (Goodchild,
1993). Now, more than 50 years later, the reasons geographical information systems were
constructed and used, apply with a vengeance since remote sensing, computerised monitor-
ing and sophisticated models have drastically increased the amount of available spatially
distributed data.
1.4.3.1 Dataset types in geographical information systems
The overwhelming amount of spatial data can be stored in a database. Two basic data
structures can be identified: rasters and vectors (Figure 1.3). Raster datasets are composed
of continuous arrays of regularly or irregularly spaced cells, whereby each cell has a value,
representing a property of attribute of interest. While any type of geographic data can be
stored in raster format, raster datasets are especially suited to the representation of continu-
ous, rather than discrete, data. Good examples are precipitation intensity at a particular
The second basic type of dataset is vector data. The geographical expression of these ob-
jects can roughly be classified in points, (poly)lines or areas (polygons); attached to which
are a number of attributes. Point objects represent discrete locations.
1.4 Spatial decision support in river basin management
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For example, weather stations or gauges are commonly stored as point objects with their
associated attributes of precipitation amounts, temperature, water levels or other data as
time series. Lines or polylines represent linear features such as rivers, canals or pipelines
and polygons form bounded a
Figure 1.3: GIS-Database as repository, including (among others) dataset types their geographical
expressions.
1.4.3.2 and visa-versa
Storage, access and visualisation however, are only part of the problem. Condition assess-
ment requires also a thorough analysis of the data, because the criteria decisions are based
upon seldom apply to detailed, raw data. Often, evaluation criteria are based on the results
and calibration for models, predicting the outcome of such scenarios. But even the raw
results of these models hardly ever qualify as evaluation criteria. For instance, decisions
are rarely based solely upon the knowledge that several cities are situated in the study area
and that somewhere in the study area inundations might occur with a certain probability:
coinciding occurrences between both exemplary datasets are important.
Therefore, spatial relationships, patterns and processes have to be analysed, converting the
basic spatial data into aggregated thematic data tailored for the relevant evaluation criteria;
certain flood or water shortage given different future scenarios and estimations. GIS can
also summarise relevant indicators over the entire study area, producing a tabular overview
of the calculations. This type of aggregation of detailed data into more general and basin-
wide information is standard for the condition assessment phase and can be observed in or
underlies almost all assessment reports varying from flooding (Coppock & Rhind, 1991)




Figure 1.4: GIS functions and their role in the transformation of data to information.
In the opposite pathway, the design phase (see Figure 1.2), GIS is much less applied. Here,
general solutions suggested by the decision makers have to be dimensioned and located.
Often, spatial eligibility is limited (in the case of built up areas) or too vast in order to cal-
culate all possible combinations of measures over the entire region (in the case of water
shortage). In these cases, habitually only a handful of alternative locations are selected
based on expert opinions and consequently evaluated in another condition assessment
phase. Nevertheless, GIS can play an important role in this disaggregation phase, as it had
in the aggregation phase. One of the challenges of this dissertation is to define an objective
approach to integrate spatiality in the design phase that allows objective selection, dimen-
sioning and localisation of measures. In terms of Figure 1.4: the (re)conversion or transla-
tion of information to data. The next step is to evaluate the effectiveness of these measures
in another condition assessment phase.
The last step in the condition assessment phase is the aggregation of the spatial results ac-
cording to the relevant evaluation criteria in a decision matrix, upon which the different
multicriteria analyses are then applied. Unfortunately, the disregard of spatiality and its
final discardence during the different abstraction levels might lead to a false representation
of the entire condition assessment, upon which the final decisions are to be based. Correct-
ing some of the most common and significant errors in the GIS aggregation during the dif-
ferent levels of condition assessment up to the construction of the decision matrix is anoth-
er main challenge of the dissertation.  At that point, the GIS-input in the structured spatial
decision process is concluded; as is the scope of this dissertation (Figure 1.1).
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1.5 Structure of the dissertation
The dissertation will start with a literature review (chapter 2) of the vast amount of papers
(Malczewski, 2006) review of publications from 1990 to 2004 that combine geographical
information systems (GIS) & multicriteria decision making (MCDM) , augmented with
personal review work of GIS & MCDM publications from 2004 to 2011, thus spanning a
timeframe of more than 20 years of scientific work in this area.
After this review, the two most crucial phases of the structured spatial decision process that
apply geographical information systems (see Figure 1.1) are discussed in detail: condition
assessment and design.
Condition assessment (chapter 3) will be discussed first, because it precedes the design
phase in the decision process. After the design process, however, the condition assessment
is performed again before leading to up to the choice phase. In order not to include multi-
ple chapters on condition assessment, this chapter will assume that designs are already pre-
sent: the algorithms and strategies remain valid during each iteration. Each chapter starts
with an introduction (3.1) and is followed by a description of the study area (3.2). The third
paragraph (3.3) deals with often neglected information: including data below the lowest
resolution in order to make sure all relevant spatial information is incorporated in the con-
dition assessment. The fourth paragraph (3.4) deals with the initial steps of aggregation,
points out common failures and strategies to avoid them. In the last paragraphs (3.5 and
3.6), a new algorithm is proposed to measure spatial consensus and to select the solution
with the highest spatial consensus.
After the condition assessment, logically, follows the design phase. In this design phase,
after the introduction (4.1) and the description of the study area (4.2), chapter (4.3) deals
with objective measure selection across all sectors. In the next step, these measures have to
be quantified (4.4), based on local conditions. To achieve this, frequently a sparseness of
data has to be overcome. Parallel, the measures have to be located in more detail (4.5).
Chapters 5 and 6 Conclusions and d  and c-
tively. The publications cited in this work are listed in detail in the bibliography section.
This leads up to the following chapter structure:
1. Introduction
2. Literature review
3. Condition assessment phase
4. Design phase







Water related problems often display distinct spatial aspects and therefore spatiality plays
an ever increasing role in decision making for water management issues. Malczewski
(2006) registered in his review article the rapidly increasing number of scientific papers in
refereed journals that combine geographical information systems with multicriteria deci-
sion analysis in the years 1990 up to 2004. In the first half of the 1990s, this combination
proved to be very scarce, but the development of user-oriented GIS applications gave rise
to a proliferation of papers. The question is whether this exponential increase has contin-
ued throughout the following seven years (2004-2011), whether a-
tion accommodates the new papers and whether the fields of application have shifted dur-
ing the last quarter of the analysed two decennia.
2.1.1 Literature survey methods
A web-based search for the terms GIS and multicriteria (or multiobjective or multiattrib-
ute) was performed using the databases ScienceDirect, Ingenta and SpringerLink. The
search was limited to articles published in refereed journals during the timeframe 2004 to
2011. Only papers that presented theoretical or applied work concerning an integration of
the two methodologies or presentations of a computer based system integrating the GIS
and MCDM methods were included in the database. Papers identified in the search that
were not relevant, were omitted from the database.
Figure 2.1 shows the development of the GIS-MCDM combination in terms of the number
of refereed articles. It combines the dat (2006) literature survey with
of geographical
information systems in decision support has been modest before 2000, almost non-existent
in the first half of the 1990s. Some papers concerning this integration exist before 1990,
like for instance (Malczewski, 2006). The efforts to integrate GIS and MCDM in the early
1990s have been associated with the development of user-oriented GIS technology, which
has stimulated a wide range of GIS applications including the GIS-based approaches of
tackling spatial decision problems (Diamond & Wright, 1988).
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Figure 2.1: Total number of GIS-MCDM articles per year for the period 1990-2011. After Mal-
czewski (Malczewski, 2004)
The total number of academic publications increases every year (Malczewski, 2006). Nev-
ertheless, the increase in GIS-MCDM articles by far outweighs the nominal increase in
papers, as is shown in Figure 2.1 y-
nts is drawn as a reference.
2.1.2 Literature increase
From 2000 to 2011 there has been a very substantial increase in the number of GIS-
MCDM articles published in refereed journals, more than tripling from 2000 to 2008. In
the last four years, the number seems to have been stabilising around 140 papers per year.
The rapid increase in the volume of GIS-MCDM research can be attributed to a number of
factors varying from a wider recognition of decision analysis and support as an essential
element in the translation of science to applications and policies to the increased number
and availability of MCDM software and algorithms. Most importantly seems to be the ex-
ponential increase in computing power, allowing the usage of GIS-software on personal
computers, the processing of large amounts of data (a common problem with spatial data),
the incorporation, calculation and generation of huge amounts of criteria, alternatives, en-
sembles, models and scenarios with their respective probabilities and uncertainties, making




Over the last two decennia, geographical information software packages occur with differ-
ing frequency in the literature. Most common are GRASS®, IDRISI® and in recent years
ESRI ®. With the increasing availability of different GIS software packages, the
same web search with the keywords spatial and multicriteria (or multiobjective or multiat-
tribute) yielded more than the double number of papers dealing with spatiality in decision
support (Figure 2.2).
Figure 2.2: Total number of GIS-MCDM and Spatial-MCDM articles per year for the period 2004-
2011.
Because of the huge amount of published papers about GIS-MCDM, focus will be placed
on publications concerning water management issues. This only reduces the number of
GIS-MCDM papers published after 2004 from 887 to 583, another proof that the current
bulk of GIS-MCDM related papers concern water management. In general, no non-water
management papers are cited in this dissertation, unless its topic was deemed necessary for
argumentation and not found in water related papers.
2.1.3 Literature themes
Before 2004, journals concerned with geography and spatial planning published more than
15% of the GIS-MCDM articles (Table 2.1).
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Table 2.1: List of refereed journals that have published four or more articles on GIS in 1990-2004
(After Malczewski, 2006)
Rank Journal # of articles %
1 International Journal of Geographical Information Systems/Science 21 6.58
2 Landscape and Urban Planning 14 4.39
3 Environment and Urban Planning A/B 12 3.76
4 Journal of Geographic Information and Decision Analysis 11 3.45
5-6 Computers, Environment and Urban Systems 10 3.13
5-6 Journal of Environmental Management 10 3.13
7-8 Environmental Modelling and Software 7 2.19
7-8 Environmental Management 7 2.19
9 Transportation Research Record 6 1.88
Others 121 59.73
319 100
Compared to the last seven years, however, a drastic shift can be seen. Water resources,
agricultural themes and ecology clearly dominate the top twenty journals publishing GIS-
MCDM related articles (Table 2.2)
Table 2.2: List of refereed journals that have published thirteen or more articles on Spatial-MCDM
in 2004-2011
Rank Journal # of articles %
1 Advances in Water Resources 48 5.11
2 Agricultural Systems 47 5.01
3 Agricultural Water Management 40 4.26
4 Agriculture, Ecosystems & Environment 36 3.83
5 Applied Geography 29 3.09
6 Applied Soft Computing 28 2.98
7 Biological Conversation 23 2.45
8 Biosystems Engineering 20 2.13
9 - 11 CATENA 18 1.92
9 - 11 Computers & Chemical Engineering 18 1.92
9 - 11 Computers & Geosciences 18 1.92
12 -13 Computers & Industrial Engineering 17 1.81
12 - 13 Computers & Operations Research 17 1.81
2.2 Classification of GIS-MCDM articles: spatial aspects
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14 Computers and Electronics in Agriculture 16 1.70
15 Computers, Environment and Urban Systems 14 1.49
16 -21 Decision Support Systems 13 1.38
16 - 21 Developments in Integrated Environmental 13 1.38
16 - 21 Ecological Economics 13 1.38
16 - 21 Ecological Indicators 13 1.38
16 - 21 Ecological Informatics 13 1.38




tiobjective or multiattribute) even listed the Journal of Hydrology at the absolute top with
103 articles. This shows that the combinatorial tool of GIS-MCDM has become very im-
portant for water resources decision making, by far outweighing its usage in other sectors.
Hajkowicz and Collins (Archambault, 2010) already noticed this shift in 2007 and it seems
the trend has further asserted itself.
2.2 Classification of GIS-MCDM articles: spatial aspects
Quite a number of approaches to structuring the GIS-MCDM (or spatial-MCDM) research
have been suggested in the literature (Hajkowicz, 2007a). Despite individual differences,
five generic components of the GIS-based MCDM procedures can be determined:
decision alternatives (or the decision variables) which are evaluated against each
other using
evaluation criteria (objectives and/or attributes) by which outcomes or options are
evaluated performed by the
decision maker or decision makers, person(s) involved in the decision making pro-
cess with individual preferences.
The uncertainty of the analyses: aleatoric (the set of uncontrollable variables or
states of nature) or epistemic (the lack of knowledge of the quantities or processes
identified within the system (Jankowski, 1995; Laaribi et al., 1996; Malczewski,
1999; Van Herwijnen & Rietveld, 1999; Chakhar & Martel, 2003).
The set of outcomes or consequences associated with each alternative-criterion
pair.
Two classification schemes were developed by Malczewski (Der Kiureghian & Ditlevsen,
2009; Ross et al., 2009). First, all articles were based on the geo-information components.
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This classification involved (i) the geographical data models, (ii) the spatial dimension of
the evaluation criteria, and (iii) the spatial definition of decision alternatives. Secondly, the
articles were classified according to the generic elements of the MCDM methods. This
taxonomy was based on (i) the nature of the evaluation criteria, (ii) the number of individ-
uals involved in the decision making process and (iii) the nature of uncertainties.
However, the first classification, (i) the geographical data models, which divides the litera-
ture in raster based analyses and vector based analyses, seems outdated. The current geo-
graphical information systems rapidly transform raster data in vector data and visa-versa;
even triangular networks (TIN) are often used as data, especially in connection with 2D-
hydraulical modelling. The validity of the other GIS based points: spatial definition of de-
cision alternatives and criteria (ii) and (iii) still remains suitable.
2.2.1 Explicit and implicit alternatives
Decision alternatives can be defined as alternative courses of action among which the deci-
sion maker must choose. A spatial decision alternative consists, besides an action compo-
nent (what to do), also of a location component (where to do it). This spatial component
can be specified explicitly or implicitly. Examples of explicit spatial alternatives include:
alternative sites for locating polders (Malczewski, 2006), alternative location-allocation
patterns (Todini, 1999; Guo et al., 2010), alternative patterns of agricultural land use-
suitability (Day, 1985; Sethi et al., 2006; Khare et al., 2007; Varnell et al., 2008), etc...
In many decision situations however, the spatial component of an alternative decision is
not always clear. Still, there may be a spatial implication associated with implementing one
of the alternatives. In such a case, van Herwijnen and Rietveld (Kalogirou, 2002; Fontes et
al., 2009; Kamusoko et al., 2009; Pourebrahim et al., 2011) refer to this alternative as an
implicit spatial alternative. For instance, implementing a certain type/size of flood protec-
tion might produce favourable effects on one location while at the same time inducing neg-
ative consequences at another location. Slightly changing the flood protection type without
altering its location might change both downstream impacts and location(s) (Van Her-
wijnen & Rietveld, 1999). Another good example is water pricing that in itself does not
imply spatiality, but evidently does have spatial implications (Poulard et al., 2010; Rein-
hardt et al., 2011).
2.2.2 Explicit, implicit and non-spatial criteria
A criterion is a standard of judgement or rule on the basis of which alternative decisions
can be evaluated and ordered according to their desirability. Explicit spatial criteria are
present in the decision problems that involve spatial characteristics as criteria (Doppler et
al., 2002; Johansson et al., 2002; Webber et al., 2008).
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For example, in the context of a site search problem such characteristics as rainfall (Kamp
et al., 2008; Varela-Ortega et al., 2011; Zeng et al., 2012), slope, clay content, distance to
wells/users (Malczewski, 2006), demography (Al-Adamat et al., 2010), bathymetry, water
depth and geology (Sharma et al., 2006) are explicitly spatial. Many decision problems,
however, involve criteria or objectives which are implicitly spatial (Defne et al., 2011). A
criterion can be defined as implicitly spatial if spatial data are needed to compute the level
of achievement of the criterion. Criteria like agricultural water use (Van Herwijnen &
Rietveld, 1999), land use suitability (Chen et al., 2010; Strager et al., 2010), infiltration
(Malczewski, 2004; Chen et al., 2010; Mendas & Delali, 2012) or water (quality) model-
ling parameters like impenetrable surface ratio, ratio of covered streams, ground water
withdrawal (Rahman et al., 2012) etc. can be classified as implicitly spatial. Both catego-
ries are not mutually exclusive; in a majority of the papers both explicit and implicit spatial
criteria are used.
Non spatial criteria are criteria that do not rely on information that is spatially diverse. For
instance: the reduction of a certain flood  peak discharge at a certain profile of the river
basin. Although the water level is measured by a gauge at a very specific location, the ob-
jective is more or less independent of how and where this reduction is achieved.
2.3 Classification of GIS-MCDM articles: multicriteria aspects
Water resource decision-making situations are often characterised by a large number of
alternatives, uncertain consequences, complex interactions, and participation of multiple
stakeholders with conflicting interests. To assist decision makers in these situations, multi-
ple criteria decision making (MCDM) can be applied. MCDM constitutes a set of tech-
niques to identify, compare and evaluate alternatives, logically and systematically, accord-
ing to diverse, usually conflicting, criteria (objectives) that may include social, economic
and environmental considerations. So, besides geographical aspects, the multicriteria part
of the decision analysis is equally important and should be taken into consideration in clas-
sifications.
2.3.1 Multi attributes or multi objectives
The second category of GIS-MCDM classifications is based on the multicriteria compo-
Therefore, two large groups can be discerned: multi attribute decision making: MADM and




Research on MODM focuses on optimisation and applies various mathematical program-
ming algorithms to identify alternatives that are optimal or efficient, within intervals of
feasible solutions and under certain constraints, with respect to a few objectives that can be
expressed using decision variables. These variables are usually continuous and most
MODM problems have an infinite number of alternatives, defined by different combina-
tions or values for the decision variables. Because of the large number of alternatives, spa-
tiality in alternatives as described in 2.2.1 is rarely observed.
MADM on the other hand, aims to help decision makers assess and compare a limited
number of alternatives and includes techniques to assist in eliciting their preferences. Crite-
ria are also limited, predefined and usually conflicting. Therefore, solving an MADM is
more of a selection process as opposed to the more design-like algorithms of MODM. In
water resources management, the MADM algorithms are clearly used much more often.
Not all algorithms can easily be categorised, but the following Figure 2.3 gives a rough
overview based on (Zimmerman, 1985; Korhonen et al., 1992; Figueira et al., 2005; Mu-
nier, 2011); note that in the literature many different classifications are used.
Figure 2.3: Concise classification of MCDM or MCA (multi criteria algorithms). The dotted
arrows indicate existence of other MCA methods.
Since it exceeds the scope of this dissertation to give an exhaustive overview of all differ-
ent MCA-algorithms, only the algorithms most used in watershed analysis will be illustrat-
ed in brief. A more comprehensive summary can be found in (Duckstein & Tecle, 1993;
Buchholz et al., 2009; Jahan et al., 2010).
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2.3.2 Different MADM algorithms
Multiple criteria decision analysis techniques can approach the analysis of multiobjective
problems in a number of ways, generally based on: outranking relationships, distance met-
rics and value based rankings (Figueira et al., 2005; Zopounidis & Pardalos, 2010; Munier,
2011). Hajkowicz & Collins (Bender & Simonovic, 2000) list CP (Compromise Program-
ming) and AHP (Analytical Hierarchy Process) and the two outranking methods PROME-
THEE (Preference Ranking Organization Method for Enrichment Evaluations, see
§2.3.2.4.1) and ELECTRE (ELimination Et Choix Traduisant la REalité, see §2.3.2.4.2)
among the most often used methods in water resources applications. Therefore only these
analysis techniques will be discussed in detail.
2.3.2.1 Weighted summation and Ordered Weighted Average
Weighted summation (Hajkowicz & Collins, 2007a) is arguably the simplest and most
widely applied technique of multiple criteria analysis (Churchman et al., 1954). All criteria
are transformed to a commensurable scale, usually from 0 to 1 with 1 representing the best
performance. Then, multiplied by the respective weights of the criteria and eventually








w 1  and i0 w 1 (2.1)
With uj the total score for the j th alternative, wi the decision makers weight for the ith crite-
rion and xij the attribute level for the ith criterion and the j th alternative.
Yager (Howard, 1991) extended the simple weighted summation to the Ordered Weighted
Average, which is used a lot in water management today.
2.3.2.2 Distance metrics
Distance approaches like goal programming (Yager et al, 1988), compromise program-
ming (Charnes, 1961; Foued & Sameh, 2001; Agha, 2006; San Cristóbal, 2012) and refer-
ence point approaches (Zeleny, 1982), are often used in MODM (Wierzbicki, 1982) be-
cause of their continuous algorithms. Of these, compromise programming alone is also
often used in MCDA decisions. Other distance approaches used in MCDA include the as-
piration level interactive method (Wierzbicki, 1982; Romero, 1986), case-based distance
approaches (Lotfi et al., 1992) and TOPSIS (Technique for Order Preference by Similarity





Compromise Programming (CP) is based on measuring the distance to a referential, infea-
sible, ideal solution (Hwang & Yoon, 1981). This ideal point is a vector whose compo-
nents are the best values (anchor values) of the criteria and is therefore part of the efficient
or Pareto frontier in which no variable can be made better off without making some other
variable worse off. In this, CP differs pointedly from goal programming since, the original
CP ideal is not a target established by the decision maker from his own views and judg-
ments. Therefore, although using preference weights, CP searches for an optimal solution
(Zeleny,
1973).
For each criterion, the alternatives are normalised into commensurable, unit-less distance
metrics to this ideal point. The CP solution is obtained by minimising this weighted dis-
tance.
The Minkowski distance can be seen as a generalisation to a wide range of distances like
the Manhattan (p=1), the Euclidean (p=2),  and the Chebyshev distance . The sum
of all Minkowski distances provides a direct ranking of all alternatives in a CP setting of
criteria (x11,  x12,  .  .  .  ,  xij,  .  .  .  ,  xmn), with the ideal point I* (x*1; x*2;  .  .  .  ;  x*i;  .  .  .  ;  x*m)












Since wi is the relative weight attributed to each criterion, w i = 1. Lp is the distance from
an ideal solution and p is the distance metric exponent. Although p=2 is most often used,
this metric does not necessarily have to be the Euclidian quadratic metric: it can vary be-
tween 1 and .
The linear metric, Hamming or Manhattan distance, (p=1) allows for perfect compensation
between the different criteria. In contrast, higher metrics such as the quadratic one (p=2) or
even higher penalise large deviations from the ideal and is therefore appealing to decision
makers who want to avoid corner solutions. An extreme metric for the balancing purpose is
the infinity norm or Chebychev distance (p= ), disallowing any compensation between
the criteria. Its use is generally inappropriate from the achievement purpose (Ballestero,
2007).
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Zarghami and Szidarovszky (Ballestero, 2007) prove that the application of the CP method
reflects the pessimistic view of the decision maker, if the distance from the ideal point is
minimised and reflects an optimistic decision, if the distance from the nadir (or worst
point) is maximised.
Compromise programming has frequently been applied in water management contexts var-
ying from irrigation and water supply problems, reservoir operation, (ground)water quality
schemes, and general watershed management. (Zarghami & Sidarovski, 2010) counted a
total of 17 applications of the CP method for water management in the literature since
1973. Since 2007 topics like reducing soil erosion (Hajkowicz & Collins, 2007b), water
supply decision (Cisneros et al., 2011), land suitability analysis (Marinoni, 2009; Marinoni
et al., 2011) and comparing river basin management options (Reshmidevi et al., 2009)
were addressed using CP.  Abdelaziz and Masri (Chung & Lee, 2009) used CP for a
MODM problem.
Earlier applications include irrigation water distribution policies which were analysed
based on their equity and efficiency using CP (Abdelaziz & Masri, 2010). Water supply
systems were also analysed by (Kalu, 1995) though they focussed on cities and drinking
water supply. Minimising water supply shortages and at the same time minimising the hy-
drological alterations in different water allocation schemes was also achieved by CP
(Abrishamchi, 2005).
Compromise Programming was used in Schafike (Shiau & Wu, 2006) in comparing
ground water contamination management schemes. It resulted in the same prioritisation of
strategies as ELECTRE II. Bardossy and Duckstein (1992) applied CP to aquifer water
management alternatives.
Fuzzy arithmetic translated, over a set of membership functions, the qualitative metric
which then could be measured along with the quantitative metric. This problem was revis-
ited by Merino (1992) to show the effectiveness of an extension to CP, exchanging the
ambiguous weighing for a mere precedence ordering of the different criteria. Ground water
nitrate risks were also fuzzified and prioritised using Fuzzy-CP (Merino et al., 2003). Ma-
noliadis (Lee, 1994) compared different alternatives according to ecological indicators
using (a hierarchical) CP.
CP was also used in the ranking of reservoir operation rules to include aspects like low
flow augmentation, water supply, hydropower, recreation, etc (Manoliadis, 2002) and
(Laabs & Schultz, 1992). General watershed management practices were compared by
Tecle et al. (Harboe, 1992) who found that CP and ELECTRE II were both fairly robust to
changes in threshold levels. Duckstein & Opricovic (1988) used CP to explain the differ-
ences in priority scores for river basin development from MAUT (Multi Attribute Utility
Theory), and ELECTRE (see §2.3.2.4.2) analyses.
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2.3.2.2.2 TOPSIS and VIKOR
The multiple decision making methods VIKOR and TOPSIS are like the CP method based
on
The Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) was first
developed by Hwang and Yoon (1980) and has been widely used in real-life decision situa-
tions concerning river basin management (Hwang & Yoon, 1981). TOPSIS defines the best
alternative as having the shortest Euclidian distance from the positive (best) ideal solution
(PIS) and the farthest from the negative (worst) ideal solution (NIS) (Chen & Hwang,
1992). It therefore assumes that each attribute has a tendency toward monotonically in-
creasing or decreasing utility. Advantages of this method are that it makes full use of at-
tribute information, provides a cardinal ranking of alternatives, and does not require pref-
erence independence of the attributes.
The TOPIS technique encompasses the following steps (Hwang & Yoon, 1981):
Step 1: If n is the number of scenarios or alternatives and the number of criteria is m, con-
struct the decision matrix E=(xij)
2 m1
2 m1
1 1 1 2 1 m 1
2 1 2 2 2 m 2
n 1 n 2 n m n
w ww
C CC
A x x x
AE x x x
A x x x
(2.3)
Where (A1,  A2, ..An) are alternatives, (C1,  C2, ..Cm) are criteria and (w1,  w2, ..wm) are im-
portance weights of criteria, either defined by the decision maker or in another way. Usual-
ly the weights sum to 1. The entries (x11, x12, ..xmn)
Step 2: Calculate the normalised decision matrix T(=[tij]). Normalise the decision matrix
in order to achieve unite-less scores that can be compared over different criteria. Normali-
sation can be linear, with the normalised value of tij is given as:
*
ij ij jt x / x (2.4)
where *jx is the maximum of the j
th attribute so that 0<zij<1 and the attribute is more fa-
vourable as tij approaches 1
Or normalisation can be vectorial with:











Hwang & Yoon (Lai, 1994) also mention a technique to convert non-monotonic attributes
to monotonic by taking the statistical z-score exp(z2/2) where 0ij j jz ( x x ) / ,
0
jx is the
most favourable value and j the standard deviation of alternative ratings with respect to
the j th attribute.
Step 3: Construct the weighted normalised decision matrix by multiplying the normalised
decision matrix by its associated weights:
i j j i jV ( v ) ( w  t ) (2.6)
where nj j jj 1w W W ,  so that
n
jj 1
w 1  and Wj is the original weight
given to the criteria ( .
Step 4: determine the best (positive ideal solution, V +) and the worst condition (negative
ideal solution, V -):
1 n
ij i j
V v , . .. , v
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(2.8)
where J+ is associated with the positive criteria and J- is associated with the negative crite-
ria.
Step 5: Calculate the distance in the m-dimensional Euclidian space between the alterna-
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Applications for TOPSIS are similar to CP varying from water management scenarios
(Srdjevic, 2004) to wetland assessment (Liu, 2007).
Several extensions to the original TOPIS have been formulated: Lai (1981) extended TOP-
SIS so it could also be used in MODM-problems. In principle, they reduced a k-
dimensional objective space to a 2 dimensional problem using a first-order compromise
procedure. Membership functions of fuzzy set theory were used to represent the satisfac-
tion level for the criteria. Chen (1994) extended TOPSIS to a group decision making tool
in a fuzzy environment. This method was later used by Fenton and Wang (2000) in a risk
and confidence analysis.
VIKOR ( romisno Rangiranje) is relatively analogous to TOPSIS,
except that linear optimisation is used instead of vector normalisation (2.5) to eliminate the
units of criterion functions (Fenton & Wang, 2006).
The method VIKOR is applied to the determine compromise solution of a problem with
non-commensurable and conflicting criteria including economic, environmental, social,
and cultural features. The obtained compromise provides a maximum group utility of the
(Opricovic & Tzeng, 2004;
San Cristóbal, 2011)
2.3.2.3 Analytical hierarchy process
The AHP-method (Saaty 1977, 1980) is based on a structuring of complex decision prob-
lems in a hierarchic way, where goals are subdivided into sub-goals. The criteria of alterna-
tives are compared first in relationship to sub-goals, then the results of these comparisons
are combined by a weighting of sub-goals to goals.
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Alternatives are compared pairwise for each criterion. The results of these comparisons are
summarised in a symmetric matrix specifying the pairwise relationships of alternatives
with regard to one criterion (2.12).
1 2 1 n 1
1 2 2 n 2
1 n 2 n n
1 a a w
1 / a 1 a w
E w c w
1 / a 1 / a 1 w
(2.12)
This homogeneous system of linear equations Ew=cw has a solution w if c is the principal
eigenvalue of E. With axy the intensity by which ax is more important than ay according to
Table 2.3).
One advantage of AHP is the possibility to evaluate the consistency of subjective weight-
ings of multiple objectives. There are two groups of subjective comparisons: the criteria
have to be compared in their relative importance and the outcomes of alternatives have to
be compared pairwise for each criterion.




1 Equal Importance Two activities contribute equally to the objective
3 Moderate importance Experience and judgment slightly favour one activity
over another
5 Strong importance Experience and judgment strongly favour one activity
over another
7 Very strong or demonstrat-
ed importance
An activity is favoured very strongly over another; its
dominance demonstrated in practice
9 Extreme importance The evidence favouring one activity over another is of




If axy = z then ayx = 1/z
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AHP was applied to location problems for flood control (Saaty, 2005, P. 7), reservoir water
quality (Zhang, 2009), ground water recharge zones (Lu, 1999), wetlands (Chowdhury,
2009; Rahman et al., 2012), irrigation (Wattage & Mardle, 2008; Ouyang et al., 2011),
water harvesting , biodiversity evaluation (Anagnostopoulos & Petalas, 2011; Gallego-
Ayala, 2012), risk assessment (Regan, 2007) and many more. AHP and its variations have
become a landmark in modern decision making due to their ability to use uncertain, impre-
cise and subjective data, robustness in solving practical ranking problems, methodological
clearness, mathematical simplicity and transparency to fuzzy logic and fuzzy sets theory
(Wu et al., 2008).
2.3.2.4 Outranking methods: ELECTRE and PROMETHEE
An outranking relation is a binary relation that enables the assessment of the outranking
degree of one alternative over another alternative.
2.3.2.4.1 PROMETHEE
The PROMETHEE Method is one of the most recent MCDA methods that was developed
by Brans (Chen & Hwang, 1992; Deng, 1999) and was expanded multiple times afterwards
(Brans et al., 1982):
PROMETHEE I with partial ranking
PROMETHEE II with complete ranking (Brans & Mareschal, 2005) to
PROMETHEE III with a ranking based on intervals
PROMETHEE IV for the continuous case
PROMETHEE V with segmentation constraints (Brans & Vincke, 1985)
module GAIA was added for graphical representations (Brans & Mareschal, 1992)
PROMETHEE VI representing of the brain (Brans & Mareschal, 1994)
GDSS PROMETHEE for group decision making (Brans & Mareschal, 1995)
PROMETHEE TRI for dealing with sorting problems
PROMETHEE CLUSTER for nominal classification (Macharis et al., 1997).
In short, the difference dj(a,b) between the evaluations of two criteria a and b is determined
for all m criteria:
j j jd ( a ,b ) g ( a ) g ( b ) j 1 , .. ., m (2.13)
Then, the preference function Fj is applied resulting in the preference of the alternative
Pj(a,b). This preference function is (one of) the major innovation of PROMETHEE, as a
decision maker can more or less gratuitously choose the in distance metrics typically con-
tinuously and often linear- ilment and failure.
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j j jP ( a ,b ) F d ( a ,b ) j 1 , . .. , m (2.14)
This means that the overall preference index  that states the preference of a over b,




a ,b A , ( a ,b ) P ( a ,b )w (2.15)
The PROMETHEE I partial rankings +(a) and -(a) are then the normed sum of these
overall preferences for all elements n of the matrix A:
an d
x A x A
1 1
( a ) ( a , x ) ( a ) ( x , a )
n 1 n 1
(2.16)
The PROMETHEE II complete outranking is the difference between the dominating and
dominated partial rankings:
( a ) ( a ) ( a ) (2.17)
This results in a complete ranking for every alternative. The other versions feature the
same basic analyses, each with its own focal points.
Behzadian et al. (Figueira et al., 2004) reviewed 217 PROMETHEE papers that appeared
in 100 journals since 1985. In relation to Figure 2.1, it is clear that this algo a-
lence is limited. They identified environmental management and hydrology and water
management as the main subject of the reviewed papers.
The algorithm was used to rank water resource projects (Behzadian, 2010), water man-
agement strategies (Özelkan & Duckstein, 1996), ground water remediation strategies
(Raju, 2000; Simon et al., 2004), hydropower systems (Khelifi et al., 2006), reservoir con-
figuration (Opricovic & Tzeng, 2007)
The final rankings, obtained by PROMETHEE are analogous to CP, TOPSIS and AHP.
The algorithms and strategies outlined in this dissertation should be seen as complementary
d aim to improve strategies leading up to - and ameliorate





In  1968, Bernard Roy published the first outranking algorithm ELECTRE (ELimination Et
Choix Traduisant la REalité) (Raju & Pillai, 1999; Morais & de Almeida, 2007). One of
the main advantages of ELECTRE is a strict division between the calculation that a out-
ranks b if there are enough arguments to confirm that a is at least as good as b (concord-
ance) and the calculation of essential reasons to refute this statement (discordance).
In ELECTRE, as in PROMETHEE, several versions are developed from I to IV and TRI.
The disadvantage of this method, for the algorithms discussed in this work, is that the end
results lack a score that refines the integers rank numbers. Therefore, this method will not
be explained in more detail.
2.3.3 Comparison of algorithms
The different MC s can be judged and ranked (Srinivasa Raju and Pillai, 1999). The con-
sistency of the results is given by the consistency ratio (Taha, 1997). This ratio compares
the ranks obtained with each method. The confidence of the results is evaluated by the
number of times each alternative occupies the same rank. The strength of the solution is
based on the number of times the best alternative is in the first place (Roy, 1968). The se-
lection of the appropriate MCA constitutes by itself a multi-objective problem considering
criteria, such as consistency, confidence of the results, strength of the solution, and other
factors.
A large number of studies apply different multi criteria decision methods to one problem,
comparing the results and judging the consistency and equivalency of the methods. A gen-
eral finding of these studies is that no single multicriteria technique is inherently better




3.1.1 The requirement for spatial aggregation
Condition assessment follows after the steps Issue Articulation and Process Mapping in the
structured spatial decision process (see Figure 1.1). The condition of the study area with
and without designed measures is assessed and later compared in the choice phase with
decision making algorithms. Besides being good practices, performing spatial aggregation
is a legal obligation: the Water Framework Directive (WFD) (Gershon & Duckstein, 1983;
Özelkan & Duckstein, 1996) requires an integrated approach to managing water quality on
a river basin basis; with the aim of maintaining and improving water quality. The integrat-
ed approach means a lot of different elements, from physical to societal and from econom-
ical to cultural, have to be included in the condition assessment with regard for local priori-
ties. The WFD also requires management plans to be prepared on a river basin basis.
Therefore an accumulation and abstraction of the detailed assessments has to be made in
order to evaluate the condition of the river basin as a whole. This abstraction also serves to
be comparable with other criteria and compatible in the decision matrix in the choice
phase.
3.1.2 Defining two pathways in the approach to spatial decision making
There are two general pathways to handle spatially distributed MCDM problems. First of
all the spatially distributed attributes of evaluation criteria could be aggregated in their
spatiality (pathway 1 in Figure 3.1). This is the most commonly used pathway and could be
the way how a superregional authority would decide to find the most effective overall solu-
tion. A GIS can be used to present the consequences of planned measures in some attrib-
utes, but they often remain blurred and disappear in the criteria ranking (European Com-
mission, 2000). The classical first step, a criteria wise aggregation of the space would
equal summarising the benefits in terms of avoided damages or other criteria (gx) over the
entire basin, losing most or all spatiality (allowing spatial compensation, ignoring spatial
f), depending on the algorithm, weighs and aggregates the
criteria in the decision matrix to an overall evaluation. The algorithms f (and of course fr1-3)
are the well-known and much tested MADM algorithms (see §2.3.2). Much research has
been done to substantiate these prevalent MADM algorithms and changing those lies be-
yond the scope of this dissertation. However, the simple and error prone summarisation of
(gx) undermines the
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Figure 3.1: Procedures of spatial and criteria aggregation (Arciniegas & Janssen, 2012)
The other option (pathway 2 in Figure 3.1) ranks
the alternatives according to their performance scores which represent the local signifi-
cance of the alternatives (frx). In this way local decision makers select their preferred alter-
natives based on their local importance. In the next step these alternatives have to be com-
bined and aggregated in their spatiality to find the most preferred solution (g). This path-
way considers spatiality explicitly, but very few studies take this pathway since the final
step, the aggregation of spatiality, remains largely uncharted.
The studies that do claim to follow pathway 2, classically relapse in the final phase to a
summarisation of the maps of aggregated alternatives (after Van Herwijnen & Rietveld,
1999) or simply skip the last phase of an aggregation of spatiality (as for instance Genel-
etti, 2008; Zucca et al., 2008).
Actually, none of the cited papers truly produce maps of aggregated alternatives, like for
instance Figure 3.24, contrary to the assertions therein. The paper that comes closest to
finalising pathway 2 is (not surprisingly) co-authored by P. Rietveld (as for instance
Geneletti, 2004; Hill et al., 2005).
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3.1.3 The need for additional / more enhanced algorithms in both pathways
The abstraction from a 2D decision problem to an overall evaluation of alternatives invari-
ably causes a loss of information, especially spatial information, as the abstraction level
rises from cellular level to structural units level (as, for instance community borders) and
to the river basin level. Even worse, spatially explicit criteria are often neglected in multi
criteria evaluations (Arciniegas et al., 2012). As will be shown in the next chapters, the
loss of this spatial information can be very significant and might even lead to incorrect
decisions. The needs for additional or more enhanced algorithms are situated on four lev-
els:
The 2D decision problem definition: in some cases of inundation damage analysis,
basic spatial information is neglected in the initial data set or thought non-
integrable. Assuring the integration of all relevant spatial information at the small-
est level is a basic condition for accurate aggregation to more spatially implicit lev-
els. In §3.3 an algorithm is presented to partially alleviate this problem.
The criteria wise aggregation of spatiality (gx) comprises the very real danger of
spatial compensation and loss of spatial equity information, as will be explained
and solved in §3.4 (page 49).
The spatial information in the map of aggregated alternatives (pathway 2) can pro-
vide valuable insight in the decision problem, if only the scores of each area could
be compared with the results from pathway 1. In paragraph 3.5 (page 63), an algo-
rithm is presented to measure the discrepancy or consensus between priority scores.
The last step in the second pathway, the aggregation of spatiality (g) can provide
the decision maker with an alternative to the top-down approach of pathway 1: a
bottom-up-based decision. Completing this inherently spatial pathway is important
since integrated water resources management compels a participatory approach
(Rinner et al., 2006). In paragraph 3.6 (page 75) the consensus algorithm is extend-
ed to finalise this aggregation of spatiality (g).
This slightly changes the structure, or more accurately, adds more detail to the disserta-
the comparison between Figure 1.2 and Figure 3.2. The
map of decision matrices integrates both sub and cellular level (§3.3) as a solid foundation
for analysis; the next three parts of the dissertation concern the accumulation pathways:
pathway 1 skips the structural units level and this dissertation mainly focuses on the crite-
ria wise aggregation (gx); the map of decision matrices is constructed using the spatial ag-
gregation of the criteria (fx); the map of decision matrices is aggregated into the final deci-
sion matrix using the aggregation of spatiality (g).
Likewise, the three different spatial levels in the design phase can be more clearly defined
in terms of actual content: measure selection, measure dimensioning and location selection,
but this will be discussed in more detail in chapter 4.
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Figure 3.2: Content-related refinement of the condition assessment phase, the design phase and
this dissertation structure.
3.2 Application and testing of the new algorithms: selection of a case study
As stated in the introduction, in densely industrialised or build-up areas, flood plains have
drastically been reduced, infiltration capacity degraded and terrain roughness reduced,
leading both to more frequent inundations, with increased volumes and steeper rises. The
lack of space leads at the same time to more prevalent and higher damages. Participation
and increasing social scrutiny put a higher weight on the accuracy of the condition assess-
ment phase in flood risk planning. The lack of spatial leeway caused by multiple overlap-
ping land use claims also severely limits the options in the design phase, again, increasing
the relative importance of the condition assessment. Therefore, the specific aspects of the
condition assessment phase will be illustrated by a flood risk management application. The
European floods directive (2007/60/EC) requires the construction of flood scenarios for
which flood hazard and flood risk maps have to be created together with plans to mitigate
these risks (Savenije, 2000; Savenije & Van der Zaag, 2008). Therefore, as a type of case
study, flood impact studies often provide very good examples for the different stages, their
pitfalls and an illustration for more improved algorithms to incorporate spatiality in the
condition assessment phase. For that reason, in the condition assessment phase, the work-
ings, applicability and efficiency of the proposed algorithms were applied to the flood
prone catchment of the river Unstrut in the central part of Germany. The almost 6400 km²
large catchment displays a variable topography covering almost the entire Thuringia basin
& parts of the Thuringia Forest, ranging from 104 to 982 m in altitude (NHN). At present
the technical flood retention system within this river basin consists of the reservoir Kelbra
and the reservoir Straussfurt, of some other smaller reservoirs of local importance, a flood
channel and a flood polder system with five polders. In total the flood retention system has
a volume of about 100 million cubic metres.
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Local planning authorities suggested a set of flood control measures, varying from the op-
timisation of the existing polders, an increase of retention time within polders by additional
check dams to creation of new polders, to an alteration of the polder inlet structures and
different types of inlet regulations (controlled and uncontrolled flooding). These measures
were clustered into six states of the flood retention system. The status quo state is denoted
as state 1 and the most complex state as state 6.
From a long series of runoff (10.000 years), simulated on a daily basis by coupling a sto-
chastic rainfall generator and a deterministic hydrological model (Mostert & Junier, 2009;
Scott & Campbell, 2012), a series of hydrological loads with return periods of 25 to 1000
years were selected. After level pool routing (Hundecha et al., 2008; Hundecha et al.,
2009) in the two reservoirs the propagation of flood waves along the river course was sim-
ulated with a coupled 1-D/2-D hydraulic model by the Institute of Hydraulic Engineering,
RWTH Aachen (Kamrath et al. 2006). All six system states were thus evaluated. From the
resulting inundation raster, the damages were calculated for every cell using an automated
GIS-based damage estimation algorithm (Nijssen et al., 2009a).
Figure 3.3: Topographical map of the Unstrut catchment in Thuringia and Saxony-Anhalt with
components of the technical flood retention system (current and extended) and important gauges
within the catchment.
3 Condition assessment phase
38
3.3 Refining damages assessment: including subcellular information
3.3.1 Introduction: balancing the number of hydrological loads and the resolution of
hydraulic models
adverse effects of flooding (Nijssen et al., 2009a). This means taking into account the en-
tire spectrum of frequent floods with almost neglectable damages to extreme floods with
large socio-economic effects. Extreme events occur, per definition, rarely. Determining
flood risks can therefore hardly be based solely on more or less recent events. Even if his-
torical inundation areas were available, an extrapolation to future events would be very
uncertain because of changed hydrosystem properties. These uncertainties demand a con-
sideration of a variety of flood conditions and can therefore be decreased dramatically by
precipitation-runoff models combined with 2D hydraulic models as a basis on which to
determine flood damages for load scenarios (Kallis & Butler, 2001). Unfortunately, for a
large number of hydrological loads, processor time has to be optimized and is usually
achieved with a coarser raster based spatial resolution. This could lead to significant uncer-
tainties or even failures (Green, 2003; Nijssen et al., 2009b).
Reducing the number of hydrological events in order to refine the hydraulic resolution is
not an option, since the uncertainty of hydrological loads clearly dominates the total uncer-
tainty in flood risk estimates (Hardy et al., 1999). This is true in particular for large river
basins where more diverse temporal and spatial precipitation patterns can occur; thus giv-
ing rise to a larger variety of possible hydrological loads. For instance, the coincidence of
flood waves of sub basins has to be considered, but also the spatially differentiated efficacy
of different flood retention measures; both highly erratic, depending on the spatio-temporal
variability of precipitation loads. Therefore, it is clear that especially for large river basins
multifarious hydrological loads can be expected. This means that far higher spatial differ-
entiations of flood risks can be expected since they are intrinsically linked to load specific
flooding areas. However, the
larger the river basin, the more
processing time the hydraulic
model uses, a vicious circle.
Based on more detailed topo-
graphical information, GIS
could partially refine the hy-
draulic results; thus reconcil-
ing these two seemingly in-
compatible trends. This will
be the topic of this first chap-
ter in the condition assessment
series (see Figure 3.4). Figure 3.4: Refining damages assessment in the map of deci-
sion matrices: its position in the spatial decision process & this
dissertation
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3.3.2 Methodology for refining coarse inundation rasters
For large river basins coupled 1D- 2D hydraulic simulation models are used that distribute
the water quantities, often calculated using the shallow water (St.-Vernant) equations in the
river channel, to adjacent storage cells. These, in turn, can propagate their volumes to other
neighbouring cells and possibly even return it into the channel (Apel et al., 2004; Di Bal-
dassarre et al., 2011). The model then exports, among other parameters, the time-
independent maximal inundation depth achieved for each raster cell. This is because most
damage calculation models use the flood depth as the governing flood parameter (Bates &
De Roo, 2000). If the accuracy of this parameter can be enhanced, the accuracy of the
damage estimation will also be improved.
So, if a hydraulic model predicts a certain volume of water in a certain cell, it is safe to
assume that this volume of water will not be equally distributed across a cell with unequal
heights. The deepest parts will probably accumulate the highest amount of water (Figure
3.5).
Figure 3.5: Correlation between flood depths and DTM raster resolution: the individual cells in the
fine and coarse raster have the same average height.
Usually, the coarser raster is created by using basis weighting. This means that the height
hTa for every element of the coarse raster (with area AG) can be calculated using the heights
hTi of the fine raster cells with area Ai.
n
i






The water level above the average height, as predicted by the hydraulic simulation, can be
named hWa. It is possible that areas of the finer raster are not actually inundated, as can be
seen in Figure 3.5. Therefore, two cases have to be discerned which differ in their calcula-
tions:
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the maximal topographical height of all areas Ai, max(hTi), of the finer raster within
one coarser raster element Rg, is equal or less than the sum of the average height
(hTa) of the raster element Rg and the predicted water level (hWa); i.e. all finer cells
within the coarser cell are all inundated (case 1, Figure 3.6, left) or
the finer resolution shows that some areas Ai of the fine raster within the coarser
raster Rg are not inundated (max(hTi) > hTa + hWa) (case 2, Figure 3.6, right)
Figure 3.6: Schematic representation of how some coarse cells can be completely inundated (left)
and other cells can be partially inundated (right) when a higher resolution is considered.
In the first case, the water levels hWi can easily be calculated as the difference between hWa
and hTi. In the second case, it is slightly more complex. Negative water levels within the
coarse raster (see for instance hW1 on the left in Figure 3.6) cannot be ignored, lest the other
water levels be overestimated. Therefore, this negative number causes the water level in
the other fine cells in the coarse raster to be reduced with regard to their basis weights.
This can be made more comprehensible by Figure 3.7. In this example, because hW1-hT1 is
negative, the cell AT1 gives rise to a negative volume. The hydraulic model includes all
cells in its volume balance, including the finer cells that contain a negative volume; i.e. the
total volume attributed to the cell Ag includes the negative volume VW1=A1 Wa-hT1). This
volume has to be subtracted from the other volumes in the cell Ag.
Figure 3.7: Schematic 3D illustration of partially inundated rasters cells before (left) and after
(right) the redistribution of the negative volume.
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If the cell A1 would be the only cell that was not inundated in Ag, the corrected volume for
W2 of area A2 in proportion to the total area Ag would be
2
W 2 W 2 W 1
g 2
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V ' V V
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(3.2)
For the total number nt of non- j, the volume overestimation can be
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nt  the number of non-inundated fine raster cells within their the coarse raster,
n  the number of all fine raster cells
VWj  the inundated volume of fine raster cell j
Wj the corrected inundated volume of fine raster cell j,
leading to the corrected inundation volume distribution on the right side of Figure 3.7.
It is clear that, because of this correction, additional cells might also fall dry as is almost
the case with A2 in Figure 3.7. Therefore, an iteration of the correction is needed (Figure
3.8):
Figure 3.8: Flowchart of the iterative redistribution algorithm (Dutta et al., 2003)
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i= 1 i= 1
V '= h A = 0 (3.4)
And of course the total inundated volume has to remain constant:
n
g W a W i
i= 1
A h = V (3.5)
3.3.3 Application of the redistribution method: case study
To verify the functionality of the redistribution algorithm, a hydraulic model was set up to
calculate the inundation effects for a 160x160m, 80x80m and 20x20m raster of the same
area. The 160x160m and 80x80m inundation heights will be redistributed.
The effectiveness of this redistribution can then be verified on five levels:
Formula (3.5) has to be confirmed, not only on individual cell level, but also for the
entire inundation area.
p-
pear because of the coarseness should become visible again through redistribution.
The processing time needed for the redistribution algorithm has to be significantly
less than the processing time needed for the hydraulic model.
The redistribution algorithm should correct the inundation depths of coarse rasters
in order to approach the inundation depths of hydraulic simulation results based on
a fine raster.
Because of converging inundation depths of fine and redistributed coarse rasters,
damage estimations based on redistributed data have to be similar to damage esti-
mations based on the hydraulic results of fine rasters
3.3.3.1 Study area
The methodology described above has been applied to two 4 km² large areas in the flood
prone catchment of the river Unstrut in the central part of Germany (see also §3.2). The
see Figure 3.3 and Figure
3.9), is situated in the Thuringia basin at the central Unstrut, about 15 river kilometres
downstream from the flood retention basin Straussfurt. Besides the municipal areas in the
city of Sömmerda, the main land use is agriculture. The Unstrut runs for about 1.8 km
through this research area.
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Figure 3.9: Land use (ATKIS) and digital terrain model of the study area "Sömmerda".
The second study area, named Oldisleben after the city in the North, was chosen based on
contrasting properties with the first study area in order to te
under different circumstances. In contrast to the Sömmerda plains, the Unstrut crosses in
Oldisleben a calcareous hill range (Figure 3.10). The Unstrut River crosses with 2.8 km the
4 km² large area. Large forests flank the study area displaying in the north municipal &
industrial and in the centre & south mainly agricultural land usage. This study area is situ-
ated about 10 km downstream from study area 1.
Figure 3.10: Land use (ATKIS) and digital terrain model of the second study area "Oldisleben".
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3.3.3.2 Hydraulic modelling
To estimate the inundation risk for a certain area, the effects of diverse hydrological loads
have to be calculated using a hydraulic model. Hydraulic models can be divided in 1D, 2D
and 3D- models. Water levels and flow speeds are calculated at every node along the river.
In a 2D model, the nodes are spread out on a plane. In a 3D model, the nodes extend into a
third dimension. Although the flow behaviour is three dimensional in reality, the influence
of a third dimension on the inundation characteristics for large areas is neglectable (Nijssen
& Schumann, 2012). To increase performance, two models can also be coupled: in the riv-
er bed, the 1D model is calculated; the areas besides the river banks are handled by the 2D
model. As 1D Model, Mike 11 was selected, which is based on the Saint-Vernant-
Equations (Musall et al., 2009).
The Unstrut River was fed into the model based on cross section measurements in
-kilometre before and 4 to 5 kilo-
metres behind the study areas were included in the model to eliminate border effects. With
a calculation interval of 5 seconds, the model ran smoothly. Results were saved in 15 min
timeframes as a compromise between data amount and data accuracy needed for the redis-
tribution algorithm. The Mike Flood model couples the 2D model Mike 21 to the 1D mod-
el based on a weir equation.
For both study areas, the basic input data for Mike 21 is the 20x20m digital terrain model.
A second model is created based on the coarser 80x80m raster that averages the finer ras-
ter. A last step is the 160x160m generalisation. The manning coefficients are based on the
ATKIS Database (Amtliches Topographisch-Kartographisches Informationssystem) (Dan-
ish Hydraulic Institute, 2009), the polygon with the largest area defines the roughness coeffi-
cient used. In the generalisation for the coarse rasters, the median value was used. For all three
raster resolutions and for both study areas, hydrological loads with a return period of 25 to
1000 years were modelled (Bayerisches Landesamt für Umwelt, 2006). The redistribution
module is applied to the loads with the coarse resolution of 80x80 and 160x160m.
3.3.3.3 Results
The volumes before and after redistribution were compared. On average the difference was
less than -0.5% and seldom over 2%. The small differences that did occur were traced to
the rounding by MIKE 21 of averaged DTM heights to the nearest millimetre.
Visually, the redistributed rasters show a clear resemblance to the hydraulic results based
on the fine rasters. For example, in Figure 3.11 on the left, the inundation heights resemble
the DTM topography: streets can be recognised and the hill whereupon the city lies is
clearly demarcated. These differences disappear of course in the coarser rasters as depicted
by both results in the middle. It is however very interesting to see that the redistribution
algorithm, based on the blotchy and very generalising results of the coarse hydraulic mod-
el, is still able to reproduce almost the exact fine details like streets and hill borders (right
side of Figure 3.11).
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n the hydraulic 20x20 model be-
results.
Figure 3.11: Results of the redistribution algorithm for a 200 year flood in the study area
Sömmerda. Left the original MIKE inundation depths for the fine raster and the DTM; in the mid-
dle the MIKE inundation depths of the 80x80 and 160x160m rasters; right the redistributed depths
of the coarse rasters.
The real benefits however, depend on the processing time needed for the redistribution
algorithm in comparison to the hydraulic model. The hydraulic model takes about five
times longer to process the 20x20m rasters compared to 80x80 m rasters and about eight
times longer compared to the 160x160m rasters. The GIS-based and programmed redis-
tribution algorithm takes, compared to the hydraulic calculation that requires more than an
hour, only minutes to complete (Table 3.1). Coarse rasters are clearly processed more rap-
idly by the hydraulic model as are areas with less pronounced topography (Sömmerda).
Table 3.1: Processing time of hydraulic models in Mike and the redistribution module in GIS for
different hydrological loads.
Study area Raster Hydraulic Modelling Redistribution algorithm
Average [s] Min. [s] Max. [s] Average [s] Min. [s] Max. [s]
Oldisleben 20 5150 964 9319 - - -
80 966 368 1531 121 96 184
160 732 333 1089 93 74 148
Sömmerda 20 4702 288 11349 - - -
80 819 232 2071 171 106 214
160 548 213 1514 138 82 153
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The redistribution algorithm also needs less time to redistribute coarse data, but requires
more time for surfaces with few altitude differences; probably because the number of itera-
tions increases by additional raster cells falling dry.
The next question is whether the redistribution algorithm performs well for different hy-
drological loads. As shown in Figure 3.12, the differences in hydraulic results between fine
and course rasters are less for frequent inundations and increase with rising hydrological
loads. Often, the difference in inundation height of the Mike80 is underestimated in com-
parison to the Mike20 model results. The redistribution algorithm corrects this underesti-
mation, even slightly overcompensating for the 25, 50, 200 and 500 events. The Mike160
model seems to overestimate the inundation depths. The redistribution algorithm corrects
the error to within 0.05 m, slightly overcompensating for the 200 and 500 year events.
Figure 3.12: Effectiveness of the redistribution module: base weighted differences in inundation
depth per cell. hM80-hM20 differences between the hydraulic results of the coarse raster (80m) and
the fine raster. hRed80-hM20: differences between the redistributed raster (80m) and the fine raster.
hM160-hM20 and hRed160-hM20 similar but based on 160m coarse raster [in m].
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In the study area in the south, Sömmerda, almost all inundation heights are underestimated
if based on coarse rasters (see Figure 3.12). Here too, the inundation algorithm corrects the
results in the right direction. But even after the corrections, the average inundation height
still remains almost 20cm from the Mike20x20m results. This is probably because the gen-
eralisation of coarser rasters led to significantly different flow patterns, which the redistri-
bution algorithm is unable to fully correct.
The correcting capacity of the redistribution algorithm on the inundation height has its ef-
fects on the damage estimation, since inundation height is the main factor in damage calcu-
deres-
timates the damages and the redistribution algorithm significantly reduces this discrepancy
for all return periods.
Figure 3.13: Effectiveness of the redistribution algorithm (160 m Raster Red) on the damage esti-
mations for the hydraulic 160x160m raster results (160 m Raster) in comparison to the fine raster
hydraulic results (20 m Raster).
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Only for return period 500, the algorithm causes a slight overestimation. Its application
causes nevertheless a reduction in damage difference (Figure 3.13). The same pattern can
be seen in the study area Sömmerda, where the nominal differences between Mike20 and
Mike160 are even larger.
3.3.4 Conclusions
If more diverse hydrological events are incorporated in the analysis, risk based flood man-
agement is improved (Nijssen et al. 2009b) at a cost of increased processing time. To com-
pensate for the increased processing time, a redistribution algorithm was developed that
refined coarser results. The redistribution module proved to rapidly and consistently cor-
rect both over and underestimations in inundation depth, reducing the difference in inunda-
tion height between hydraulic results of coarse and fine rasters with respect to volume con-
servancy. Therefore, the estimated damages are significantly corrected towards the damag-
es predicted by the fine raster hydraulic results for all return periods.
It is clear that, because of strong generalisations and averaging, the inundation effects be-
tween different raster resolutions vary strongly. For instance, local topographical elements
that might divert the water flow in the 20x20 raster are averaged out in coarser rasters
causing different flow patterns. Since the redistribution algorithm does not shift water
masses between coarse cells, these initial failures cannot be corrected for. Shifting water
masses between coarse rasters is not functional, since adjoining maximum inundation vol-
umes not necessarily occur within in the same time frame.
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3.4 Aggregating spatially explicit cellular criteria: avoiding spatial compen-
sation
3.4.1 Introduction
In flood protection studies, one of the main criteria is the (change in) damages, often eco-
nomically quantified (Nijssen et al., 2009b). They can be expressed as risks or damage
expectance value and can incorporate both primary damages and secondary damages1 (Ol-
iveri & Santoro, 2000; de Loë & Wojtanowski, 2001; Dutta et al., 2003; van der Sande et
al., 2003; Kelman & Spence, 2004; Jonkman et al., 2008; Vinet, 2008). Since the damage
in almost all articles and reports is summarised over the entire study area, GIS is only used
to gather the necessary data in order to calculate the criteria or target compliances.
This thesis argues that, in doing so, important data is sometimes neglected or, even worse,
misrepresented and it is therefore imperative to include explicit criteria in the analysis.
Other, often used criteria are loss of life (Merz et  al., 2009) and health risks (Jonkman et
al., 2008; Maaskant et al., 2009; Xia et al., 2011). Again, the criteria are implicit: the actu-
al spatiality is most of the time neglected. Criteria like property vulnerability and number
of affected municipalities
& Cavan, 2011) are still implicit, but have a tendency towards explicitness.
In flood protection, it seems, explicit spatial criteria are rarely used. In general, in the GIS-
MCDM literature, the shift from explicit towards implicit criteria seems to be correlated
 is characteristically very
complex and one way to deal with this complexity is to simplify/cluster the criteria in the
GIS stage, even before they are put into the MCDM analysis.
However, this rather rash simplifi-
cation and clustering entails the
failure of spatial compensation.
Spatial compensation is a local de-
terioration that goes unnoticed be-
cause it is compensated by an im-
provement in another spatial loca-
tion (or visa-versa). In extreme cas-
es, an alternative might lead to en-
tire areas or even villages being
inundated without the event show-
ing up in the decision matrix,
1 Secondary damages are very difficult to calculate, and are therefore only rarely incorporated in risk esti-
mates
Figure 3.14: Aggregating spatially explicit cellular criteria
into a decision matrix: its position in the spatial decision
process & this dissertation
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if only the amelioration by this alternative in another location is high enough to compen-
sate. The classical response to this problem is adding more criteria to the MCDM. Indeed:
spatially differentiating criteria that separate the amelioration from the deterioration give
the appearance of solving the problem of spatial compensation. For instance: if the amelio-
ration occurs in industrial areas and the deterioration in municipal areas, adding a criterion
or calculating the individual damages for each land use separately can in
some way reintroduce the differentiation in the aforementioned losses and gains. However,
it should be clear that the underlying problem of spatial compensation is not solved by add-
ing more criteria, just masked. For what if the spatial compensation occurs within munici-
pal areas or within one specific type of industry?
3.4.2 Methodology for avoiding spatial compensation
To solve the problem of spatial compensation, all masking criteria are excluded from a
numerical example for which spatial compensation inhibiting solutions can then be pre-
sented. This has the advantage of a mathematical model upon which algorithms can be
tested and which is nevertheless simple enough to be interpreted by common sense. Please
notice that the problem sketched here is intentionally greatly simplified and serves to illus-
trate spatial compensation that could occur within the smallest unit differentiable by all
additionally addable criteria.
3.4.2.1 Numerical example
Imagine the following situation: a river passes two locations and its yearly inundations
cause damages in both sites. The river, in blue, flows from south to north (Figure 3.15).
The location of the caused damages is depicted as circles. The numbers inside these circles
indicate the amount of damages caused.
Status quo Alternative 1 Alternative 2 Alternative 3 Alternative 4
Costs: 0 Costs: 2 Costs: 4 Costs: 3 Costs: 3
Figure 3.15: Sketch of spatially distributed damages indicated in circles, simplified solution sce-
narios and their effects.
N
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As is clear from Figure 3.15, the location to the south suffers most damage. To reduce the
yearly damages, two different solutions are proposed: a flood canal (alternatives 1 & 2)
and an artificial oxbow (alternatives 3 and 4). In both cases, two slightly varying solutions
are to be analysed.
Alternative 1: small flood canal.
The damage in the southern location halved because of this bypass. Unfortunately, be-
cause of the increased discharge, the northern location suffers a slight increase in dam-
ages. The costs for this canal are reasonable low: 2 units: all in all the total damage re-
duction is 3 units. The question is whether this alternative is politically viable.
Alternative 2: broad flood canal.
The damage in the southern location is vastly reduced. Unfortunately, because of the in-
creased discharge, the northern location suffers an even higher increase in damages. The
costs for this canal are pretty high: 4 units. All in all the total damage reduction is 4
units.
Alternative 3: western oxbow.
The damage in the southern location is reduced minimally. But therefore, the northern
location stays free of additional damage. The costs for this canal are medium: 3 units.
All in all the total damage reduction is 3 units.
Alternative 4: eastern oxbow.
The damage in the southern location is reduced even less. But therefore, even the north-
ern location has something to gain from this alternative: its damages disappear entirely.
The costs for this canal are medium: 3 units. All in all the total damage reduction is 3
units.
3.4.2.2 Effects of different aggregation types
It is clear that, although economically most viable, the solutions 1 and 2 are politically un-
acceptable. The solutions 3 and 4 can be differentiated based on equity criteria. Unfortu-
nately, disregarding the spatial differentiation between alternatives 1 to 4 leads to clear
preferences for alternatives 1 or 2 in all MCDM algorithms, based on the following deci-
sion matrix:
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Table 3.2: Calculation example decision matrix without taking spatial compensation into account.
Costs Benefits
Status quo 0 0
Alternative 1 2 3
Alternative 2 4 4
Alternative 3 3 3
Alternative 4 3 3
This illustrates why the condition assessment phase, with regard to the choice phase, has to
take spatiality into account. If the aggregation is faulty and spatiality is ignored, the effi-
ciency of the algorithms in the choice phase becomes irrelevant in light of the larger mis-
takes already been made. Therefore, the challenge in spatial decision making is trying to
find an aggregation procedure that disallows spatial compensation.
This can be tested by applying a few simple algorithms that might be used both in the ag-
gregation and choice phase to rank the different cases in the numerical example. Two very
simple MCDM techniques are compromise programming (CP) and TOPSIS (§2.3.2.2.1
and §2.3.2.2.2). For comparability reasons, a weight of 20% for the costs will be used for
all aggregation types and the remaining weight will equally be distributed over the other
criteria. Two will be used as compensation factor for CP, see Eq. (2.2)
nadir will be selected as the min/max values of the criteria, depending on minimisation or
maximisation objectives.
The following aggregation procedures can be discriminated:
a. Classical aggregation in costs and damages
the aggregation procedure is a simple sum-
marisation of costs and damages over the entire river basin.
b. Area-wise aggregation of damages
One of the simplest ways to disallow spatial compensation is to attribute each indi-
vidual area a criterion. This ensures that benefits in one area do not compensate
decrements in another area.
c. Differentiation of damage increase and damage decrease
Another elegant way of avoiding spatial compensation is simply not to summarise
the increases and decreases in damage, but to keep them apart as single criteria.
3.4 Aggregating spatially explicit cellular criteria: avoiding spatial compensation
53
d. Total damage and damage in- or decreasing instances
Counting the number of instances (or raster cells) in which damage increases and
subtracting them from the number of instances in which damage decreases incorpo-
rates a wholly new spatial element as one criterion.
e. A combination of the two latter procedures
Using the damage increase & decrease and instance in- and decrease.
The decision matrices of the aggregation procedures can be calculated as in Table 3.3 and
the priority scores of the different solutions for CP and TOPSIS are displayed in Table 3.4.
Table 3.3: Five aggregation procedures and the resulting decision ma
#
for the net number of locations with damage increase (negative) or damage decrease (positive).
Aggregation procedures
Costs
a b c d e










Status quo 0 9 8 1 0 0 9 0
Alternative 1 2 6 4 2 3 1 6 0
Alternative 2 4 5 2 3 4 2 5 1
Alternative 3 3 6 5 1 3 0 6 1
Alternative 4 3 6 6 0 3 0 6 2
Table 3.4: Resulting CP and TOPSIS priority scores using different aggregation procedures for the
numerical example.
a b c d e
CP TOPSIS CP TOPSIS CP TOPSIS CP TOPSIS CP TOPSIS
Status quo 0.80 0.37 0.44 0.52 0.40 0.61 0.80 0.26 0.50 0.39
Alternative 1 0.10 0.67 0.27 0.44 0.18 0.86 0.48 0.22 0.34 0.29
Alternative 2 0.20 0.62 0.60 0.37 0.60 0.82 0.60 0.22 0.55 0.43
Alternative 3 0.16 0.59 0.26 0.57 0.14 0.92 0.24 0.49 0.18 0.58
Alternative 4 0.16 0.59 0.29 0.66 0.14 0.92 0.14 0.78 0.13 0.79
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The following results are obtained:
a. Classical aggregation in costs and damages
As expected, both CP and TOPSIS would classify alternative 1 as the best (the best
solution for CP is the one nearest to the utopic solution and the best solution of
TOPSIS is the one farthest from the negative ideal situation (NIS). Based on this
classical summarisation, no differentiation is possible between alternatives 3 & 4.
b. Area-wise aggregation of damages
This clearly produces a prioritisation almost fully according to standard perceptions
-
might become very labour-intensive in areas with (for instance) a large number of
communities and thus classifies as unpractical. Nevertheless, these priority scores
can be used exemplary for the other aggregation procedures, especially the slightly
more advanced TOPSIS prioritisation.
c. Differentiation of damage increase and damage decrease
Only two criteria (and costs) are needed: this makes it a very easy aggregation pro-
cedure. Alternatives 1 and 2 are effectively discarded since spatial compensation
cannot occur. Unfortunately, this procedure does not discriminate between alterna-
tives 3 and 4 since the spatial equity cannot be incorporated. The spatial equity is
another element that is often lost in the classic summarisation.
d. Total damage and damage in- or decreasing instances
This procedure still allows a certain amount of c
n-
stances. This criterion includes spatial equity and alleviates spatial compensation.
e. A combination of the two latter procedures
The best of both c & d: spatial compensation is very efficiently rendered impossi-
ble. Also, spatial equity is incorporated as proven by the fact that an improvement
of both areas is valued higher than a singular improvement.
One might argue that a lot depends on the d
and that the 20% used to calculate Table 3.4 only represents part of the range of possible
outcomes. In order to be as general as possible, instead of using an exemplary percentage
and calculating one number, the entire range of possible outcomes can be returned when a
second dimension is used (Figure 3.16).
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Figure 3.16: Priority shifts of the costs/damages TOPSIS analysis caused by varying the relative
importance of the cost criterion. m-
and
 and damage in- or decreasing instances
damage in- or decreasing instances.
In all aggregation procedures it can be seen that, if the weight of the criterion cost rises
over 80%, the status quo alternative gains the highest priority. Also, as elegant and simple
as the aggregation in damage increase and damage decrease might be, this aggregation
procedure does not discriminate a lot between the different alternatives (as in the case of
status quo, alternative 3 is equal to alternative 4). This means that although spatial com-
pensation is effectively avoided, a piece of the puzzle is still missing. The aggregation in
damage increase and damage decrease does not evaluate the spatial distribution of costs
and/or benefits.
between alternatives 1 & 4, but less between 2 & 3, demonstrating a very high emphasis on
spatial equity to the point of allowing a slight amount of spatial compensation.
- n-
tiation between all alternatives. he
differentiation in damage increase and damage decrease with a count of the damage in- or
decreasing instances, proves to be the better method to aggregate (damage) data with re-
spect to spatiality.
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3.4.3 Application: comparison of aggregation schemes in a case study
3.4.3.1 Study area
The methodology is applied on the study area, described in §3.2. In order to detect dissimi-
larities in the area-wise aggregation of damages (b) for any return period, different spatial
levels have to be determined in the study area. A classical aggregation and decision mak-
ing level above the inundated cells is the community. An aggregation level between the
communities and the entire area could be delineated by six different sub basins. Aggregat-
ing the entire damage prone area would represent the third and final spatial aggregation
level (Figure 3.17).
Figure 3.17: Three different spatial levels in damage accumulation: communities, sub basins and
the total area.
The goals of this application are to show that:
Spatial compensation exists and
Spatial compensation may hide important information leading to incorrect deci-
sions.
Spatial equity is important information and can be integrated in the analysis.
More demarcations gradually reduce spatial compensation; since compensation
across these demarcations is not allowed.
That spatial compensation can be eliminated.
If spatial compensation is eliminated, demarcations do not influence the results.
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3.4.3.2 The problem of spatial compensation in numbers
In most cases, the evaluated water management measures are beneficial: flood waters are
held back in polder areas, dikes deflect the flood water
In risk assessment however, very extreme events also have to be evaluated and this is
where flood retention measures sometimes prove to be detrimental. For instance: the wave
with return period 500 years (Figure 3.18).
Figure 3.18: Inundation simulation for a flood with a return period of 500 years. On the left the
current situation, in the middle the scenario with an activation of multiple polders, on the right the
difference between expected damages of both simulations.
Note that the orange areas in Figure 3.18 are mostly situated in the polder areas. However,
especially during events with larger return periods, some areas that were not affected might
become inundated: see the village of Leubingen in the inset. For this event, the global re-
duction of damages outside of this city monetary outweighs the damages inside. Without
differentiation in damage reduction and damage increase, the modelled measures would
prove an unencumbered net gain.
This is of course a visually striking example, but experience has taught that smaller inci-
dences of spatial compensation occur abundantly when modelling large basins. For in-
stance: the smaller wave with a return period of 100 years. To numerically measure the
effects of spatial compensation, all five aggregation strategies were applied on the damages
raster. In accordance with the methodology, the first aggregation performs a summarisation
over the river basin (Table 3.5).
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Table 3.5: Classical aggregation 'a' of costs (construction, maintenance and including damages in
polder areas) and damages over the entire basin for a flood with a return period of 100 years.
Costs Total expected damage Damage differencefrom Scenario 1
Scenario1 0 284 502 0
Scenario2 160 069 295 867 11.365
Scenario3 256 559 80 970 -203.532
Scenario4 441 111 67 862 -216.640
Scenario5 437 755 67 722 -216.780
Scenario6 460 875 68 509 -215.993
b-
uting each raster cell would have been computationally very intensive. Therefore, spatial
compensation within a community was still possible by this aggregation. The aggregation
e-
ry cell shows, in comparison with Table 3.5 the pressing problem with classical aggrega-
tion:
Table 3.6: Aggregation strategy 'c' for all communities for a flood with a return period of 100
years, where damage decrease and damage increase is individually summarised, thus preventing
spatial compensation.
Costs Damage decrease Damage increase
Scenario1 0  0 0
Scenario2 160 069 -3 951 15 316
Scenario3 256 559 -242 549 39 018
Scenario4 441 111 -259 951 43 312
Scenario5 437 755 -259 958 43 178
Scenario6 460 875 -261 166 45 173
As can be seen from Table 3.6, the different inundation preventing scenarios actually do
 for this inundation (simplified, this means about
r-
rect, but irrelevant for the spatial compensation issue at hand).
This information is hidden through spatial compensation if aggregation strategy 'a' is used
and might nevertheless be relevant to the decision maker. As the damage decrease for this
specific wave is large enough, one might argue that the increase in yearly damages could
be neglected. However, for lower return periods, the spatial compensation might balance
the decrease and increases, like for instance in a flood wave which has a return period of
only 50 years (Table 3.7). Note that, here, the difference is made for each scenario to sce-
nario 1, leading to no decrease/increase for scenario 1.
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Table 3.7: Aggregation strategy 'c' for a flood with a return period of 50 year, where damage
decrease and damage increase is individually summarised, otherwise, the damage increase would
almost cancel the damages decrease.
Costs Damage decrease Damage increase
Scenario1 0 0 0
Scenario2 160 069 -25 835 14 930
Scenario3 256 559 -54 484 66 331
Scenario4 441 111 -58 413 67 014
Scenario5 437 755 -59 301 62 552
Scenario6 460 875 -59 452 66 867
If damages of Table 3.7 were simply summarised, the technical measures would seem to
have almost no effect. Moreover, in neither Table 3.5, nor in Table 3.7 the decision maker
knows the spatial equity. In other words: is the damage increase/decrease related to an iso-
lated instance of a very valuable area, or is the area comprehensively covered? Aggrega-
b-
tracts them from the number of raster cells where the damage decreases gives a very good
indication thereof, adding two more columns or criteria to Table 3.5.
Table 3.8: Additional columns from aggregation strategy 'd' for the flood wave with a return period












Scenario6 563 1 180
Table 3.8 shows effectively that the damage decrease occurs in less than half the number of




ed cells decrease/increase). Calculating the CP and TOPSIS values from all five strategies
results in Table 3.9; weights are handled analogous to the methodology and the numerical
example.
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Table 3.9: Compromise programming and TOPSIS results for all aggregation strategies for the
flood wave with a return period of 100 years.
a b c d e
CP TOPSIS CP TOPSIS CP TOPSIS CP TOPSIS CP TOPSIS
Scenario1 0.722 0.221 0.559 0.817 0.400 0.847 0.561 0.393 0.400 0.536
Scenario2 0.824 0.147 0.704 0.613 0.458 0.626 0.598 0.238 0.523 0.375
Scenario3 0.065 0.857 0.684 0.474 0.362 0.451 0.237 0.656 0.375 0.479
Scenario4 0.183 0.798 0.782 0.227 0.551 0.162 0.365 0.628 0.507 0.455
Scenario5 0.180 0.799 0.818 0.219 0.546 0.164 0.380 0.629 0.506 0.456
Scenario6 0.180 0.799 0.842 0.198 0.600 0.153 0.401 0.616 0.600 0.455
In Table 3.9 he
best solution is scenario 3. An evident solution based on Table 3.5. Both CP and TOPSIS
are in perfect agreement. However, if the spatial compensation is reduced by disallowing
compensation between communities, as in aggregatio
programming calculates the distance to the optimal solution and TOPSIS incorporates on
top of this the distance to nadir, thus addin results can
strongly differ between both algorithms. This proves that the duality of the damages caused
by the flood wave with a return period of 100 years is being retained in the decision matrix
a decision maker now has a chance to weigh the increase in
increase criterion is increased, the priority scores of the CP algorithm conform to the prior-
ity scores of the TOPSIS algorithm.
The trend-
r-
3.4.3.3 Effects of resolution on spatial compensation
give rise to intermediate priorities. This is tested by dividing the river basin not in 66
communities, but in 6 sub-basins; allowing spatial compensation within these sub basins
but not between the sub basins. Aggregation strategies that disallow spatial compensation
should result in the same priorities, independent of the considered resolution.
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As can be seen from Figure 3.19 (a combination of the differ-
entiation in damage increase and damage decrease with a count of the damage in- or de-
creasing instances) there is almost no difference anymore between the basin approach, the
sub basin approach or the individual communities approach.
This means that, using the right aggregation strategy eliminates the effects of spatial reso-
lution on the final outcome. More importantly, it also proves the importance of eliminating
spatial compensation in the condition assessment phase.
Agg. a-
sins or 66 communities as aggregation resolutions. compensation.
Figure 3.19: Effects of differences in resolution using the 'senso-stricto' aggregation strategy 'b'
and the aggregation strategy 'e', priority scores of the flood wave with a return period of 100 years
are calculated with TOPSIS for the top row, priority scores of a flood wave with a return period of
200 years are calculated with CP for the bottom row.
The same analysis was performed on 24 other inundation events, ranging from a return
period of 25 to 1000 years and similar results were obtained, even when the damages were
differentiated according to their land usage in polder, village or agricultural areas.
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Moreover, the analysis was also performed on the total number of endangered individuals
(adults and children) and on the number of especially sensible institutions (hospitals, re-
tirement homes ...): similar results were obtained. This proves that the methodology is ap-
plicable for other criteria and that spatial compensation is a pressing problem affecting a
wide range of criteria.
3.4.4 Conclusions
Most flood management systems move or store a certain amount of water temporarily; in
order to avoid or alleviate extreme wave crests.
be the classical solution. Most of the time, this will be stored in polder-like structures caus-
ing hardly any damages. For those kinds of inundation events, the problem of spatial com-
pensation is hardly relevant. But the shift from design oriented flood retention dimension-
ing towards risk oriented dimensioning entails taking into account floods beyond the clas-
sical design wave. New technical structures to retain water in river plains could rechannel
these a-typical flood volumes and regimes towards unwanted and unpredictable areas,
causing additional and unwanted damages. For instance in the case of the flood wave with
a return period of 50 years, it was proven that polders in itself might pose an enhanced risk.
This means that, if the entire variability range of possible floods is taken into account (in-
stead of a design flood), a possible deterioration of a downstream city remains, however
unlikely, a possibility.
The current state of spatial decision support tends to veil these additional damages beneath
the positive effects of the planned measures, as for instance this application has proven. It
was demonstrated by analysing different spatial aggregation resolutions that spatial
compensation is solely responsible for the errors in the final decision matrix. The MCDM
application also showed that, based on a flawed decision matrix, the multicriteria analysis
is bound to prioritise a sub-optimal measure. Spatial equity, the relative spatial distribution
of the summarised criteria, is proven to also be relevant to decision makers, but likewise
neglected in most spatial analyses.
Using the new aggragation procedures, spatial compensation can effectively be eliminated,
independent of different MCDM techniques or aggregation levels.
It is time that spatial decision support fully conforms to the shift in thinking from design
wave to risk based analysis. Eliminating spatial compensation and incorporating spatial
equity are two essential steps in the right direction.
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3.5 Measuring consensus between structural unit priorities
3.5.1 Introduction
The aggregation process in condition assessment makes an abstraction of spatially explicit
detailed information, with or without special regard to that spatiality as described in §3.4
(see Figure 3.20). This aggregation process often blithely continues up to the river basin
level (Verstraeten & Poesen, 1999) but in reality as soon as the aggregation level reaches
organisational, administrative and/or political levels, group effects often complicate deci-
sion making (Raju & Pillai, 1999; Fernández & Lutz, 2010; Qi & Altinakar, 2011). In river
basin management, one of the most renowned examples of this additional type of spatial
complexity is the upstream-downstream debate (Haque et al., 2002; Akter & Simonovic,
2005; Ceccato et al., 2011). Upstream-downstream causal effects and dependencies in river
basin management are often discussed in the current literature (Jack, 2009; Masih et al.,
2011). The spatial imbalance between costs and benefits within a river basin has been a
major concern among decision makers, yet mathematical models to quantify this imbalance
are rare (Chung, 2008; Magombeyi, 2008; Ta et al., 2008; Atapattu & Kodituwakku, 2009;
Mallik & Richardson, 2009; Stevaux, 2009).
In river basin management, basin
wide criteria like construction costs
of an integrated set of retention
measures, inter-basin treaties con-
cerning maximum flood peaks or
water quali e-
cided upon locally. This means that
the final decision making level of-
ten remains the basin-level.
However, quantitative spatial in-
formation about the discrepancy
between the basin-prioritisation of
the possible measures and local-
prioritisation will help decision
makers to:
estimate and spatially localise acceptance of the measures
localise and prioritise spatially potential compensating measures
facilitate and/or set-up trade-offs between areas that benefit and areas that are
disadvantaged by these measures.
Figure 3.20: Measuring consensus between structural units:
its position in the spatial decision process & this disserta-
tion.
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3.5.2 Methodology for measuring the consensus between two decision makers
In almost all multi criteria decision analysis (MCDA) situations, the algorithms used will
calculate scores of which ranks can be deduced for a number of alternatives based on their
performance on certain criteria and their respective relevance (see for instance §2.3.2).
Classically, in flood prone areas these criteria might include aspects like direct and indirect
number of criteria and their respective importance can be agreed upon and be fine-tuned
with the decision makers. This is not the subject of the current dissertation, since it has
been discussed at length in other work (Seyam et al., 2002). Here, a methodology to solve
the important issue of how to measure the differences in the prioritisation is developed.
The two extreme situations can be excogitated:
full agreement with the priority ranking of the alternatives between up- and
downstream
full disagreement (full reversal of the ranks) with the priority ranking of the al-
ternatives between upstream and downstream
w -discrepancy yields the rate of agreement.
All the intermediate possibilities should also be calculable and give a representative indica-
tion of the magnitude of the discrepancy. Agreement or disagreement could be measured
by subtraction of the individual ranks. For n measures, the maximum sum of absolute dif-
ferences in priority rank (r) per measure j n²/2.
2n
, j , j
j 1
n
m a x r r n 1 ( n 1 ) 2 .. . ( n ( n 1 )) n
2
(3.6)
However, using just the priority ranks of the measures has two disadvantages: discord reso-
lution and discord importance.
Discord resolution: depending on the outcome scores of multiple criteria decision
analyses, the priority classes might be closer or further apart than the integer enu-
group decision making (Jain & Singh, 2003; Jorgensen et al., 2005; Simonovic,
2007), but incorporating the original scores could assuage their coarseness induced
demarcation.
Discord importance: discords concerning the two highest priority ranks clearly
preponderate disagreements between lesser priority ranks. Again, multiplying the
average of the original scores with the subtraction in (3.6) could weigh the im-
portance of the discord.
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that the maximum achievable sum of two scores will equal 2; or the maximum achievable
average will be 1. However, this maximum of priority scores s constitutes the antagonist of
the maximum of priority rank discrepancies, since the maximum of priority scores will
only be reached if the same measure achieves the highest priority score: 1. Therefore, the
premise of the maximum priority rank difference reduces the maximum of the average
priority scores to (1+1/n)/2.
n n n
, j , j ,1 ,1 , j , j
j 1 j 1 j 1
m a x( s ) m a x( s ) 1 r r m a x s s 2 (3.7)
2n n




r r m a x s s s s s s 1
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(3.8)
With s  and s  being the priority score for area or decision maker ,
concerning measure j of a total of n measures.
If the maximum product of the sum of priority scores and the difference in priority ranks
can be reached in one instance of j, the maximum sum of all products of the sum of priority
scores and the difference in priority ranks is not attained:
nn
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(3.9)
Nevertheless, the unconditional maximum sum of all products of the sum of priority scores
and the difference in priority ranks is even higher. This becomes clear when its maximum
values for every priority rank are compared. The highest attainable value for the priority
rank differences remains n-1 at priority ranks 1 and n. According to (3.9), multiplying this
value with the highest possible value of the priority scores given the premise of rank rever-
sal, which is ~1/n for all priority ranks, results in 1.5n-1. However, an extreme decrease in
priority scores, the most extreme being ~1 to ~0 for the priority ranks 1 and n, achieves
through the summation of priority scores the doubling of the highest attainable value for
the priority rank differences (n-1).
n
, j , j , j , j
j 1
m a x s s r r 2 n 2 (3.10)
So, dividing the sum of all products of the sum of scores and the difference in priority
- priority discrepancy measure within the interval [0,1] between
two MCDA-results for a n number of measures.
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The methodology has to comply with the following criteria:
If no difference exists between ranking of 2 decision makers, consensus should be 1
If both decision makers fully disagree for all ranks, consensus should equal 0
asily interpretable, for instance:
If an agreement in ranking exists for most ranks, a high consensus can be expected,
except for disagreements concerning important measures (discord importance)
If there are only small differences in scores between measures, consensus may not
be decreased drastically, even if ranks are reversed (discord resolution)
If both more and higher scored alternatives are disagreed upon, the consensus
should drop more rapidly
Since not all possible combinations of scores can be expected in a case study, these re-
quirements are first tested based on a numerical example. As an example, Table 3.10 lists
six possible measures (M1 to M6) and seven different MCDM scores (A to G). The deci-
sion makers differ in their respective priority ranking concerning the least important
measures (C) up to a total priority  being the priority scores
according to an arbitrary MCDM algorithm and the corresponding priority rank, respec-
tively).
Table 3.10: Numerical example in comparing priority scores of measures from different areas. The
grey cells indicate a where a reversal in priority rank has taken place in relation to the priority rank-
A B C D E F G
Measures S r s r s r s r s r s r s r
M1 0.5000 1 0.5000 1 0.5000 1 0.5000 1 0.50 1 0.50 1 0.0312 6
M2 0.2500 2 0.2500 2 0.2500 2 0.2500 2 0.25 2 0.0312 6 0.0313 5
M3 0.1250 3 0.1250 3 0.1250 3 0.1250 3 0.0312 6 0.0313 5 0.0625 4
M4 0.0625 4 0.0625 4 0.0625 4 0.0312 6 0.0313 5 0.0625 4 0.1250 3
M5 0.0313 5 0.0313 5 0.0312 6 0.0313 5 0.0625 4 0.1250 3 0.2500 2
M6 0.0312 6 0.0312 6 0.0313 5 0.0625 4 0.1250 3 0.2500 2 0.5000 1
Consensus - 1 0.9875 0.9625 0.8875 0.7125 0.2625
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Note that the input priority scores from the MCDM analysis all summarise to a total of 1, a
characteristic of most common MCDM-algorithms. If this is not the case, a normalisation
should be performed. Also, the most important measure has to result in the highest priority
score, not visa-versa as is common in compromise programming and derivates.
Between A and C, there is to be expected a slight difference, since discord importance be-
tween the last ranked measures is relatively unimportant (C). Since the priority rank rever-
sals increase up to a complete disagreement (G), consensus is expected to decrease almost
exponentially. Figure 3.21 shows the result of the application of Equation (3.12) to the data
from Table 3.10.
Figure 3.21: Combined effect of an increasing number of priority rank discords and an increasing
importance of the priority rank reversals on the consensus measure; calculated from Table 3.10.
The exponential decrease is caused by the combined effect of increase in the number of
discrepancies from B to G, combined with an increasing importance of these differences.
For instance: if the priority ranks for the two least important alternatives are reversed be-
tween up- and downstream de
a priority rank reversal of the two most important measures. This is why the measure of
consensus in Eq. (3.12) does not only take into account the number of measures that up-
stream and downstream decision makers disagree upon, but also the relative importance of
these measures (discord resolution).
This can be visualised more clearly if Table 3.10 is extended stepwise, where according to
M6 and M5 had inverse priority rank
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Table 3.11: Numerical example for comparing adjoined pairwise priority rank reversal effects on
consensus. The grey cells indicate a where a reversal in priority rank has taken place in relation to
the priority
A C H I J K
Measures s r s r s r s r s r s r
M1 0.5000 1 0.5000 1 0.5000 1 0.5000 1 0.5000 1 0.2500 2
M2 0.2500 2 0.2500 2 0.2500 2 0.2500 2 0.1250 3 0.5000 1
M3 0.1250 3 0.1250 3 0.1250 3 0.0625 4 0.2500 2 0.1250 3
M4 0.0625 4 0.0625 4 0.0313 5 0.1250 3 0.0625 4 0.0625 4
M5 0.0312 6 0.0312 6 0.0625 4 0.0313 5 0.0313 5 0.0313 5
M6 0.0313 5 0.0313 5 0.0312 6 0.0312 6 0.0312 6 0.0312 6
Consensus - 0.989 0.981 0.963 0.925 0.850
Table 3.11 shows that if there is an agreement in priority ranking as well as in priority
scoring for most measures, the general consensus remains reasonably high, but declines
rapidly if more important measures are rank reversed. The least consensus is found be-
there only a disagreement between which measure ranks first and
which ranks secondly can be found. Their consensus is bound to plummet if one s absolute
priority score is considered the other s last in priority rank. This is shown in Table 3.12.
Table 3.12: Numerical example for comparing divergent pairwise priority rank reversal effects on
consensus. The grey cells indicate a where a reversal in priority rank has taken place in relation to
the priority
A K L M N O
Measures s r s r s r s r s r s r
M1 0.5000 1 0.2500 2 0.1250 3 0.0625 4 0.0313 5 0.0312 6
M2 0.2500 2 0.5000 1 0.2500 2 0.2500 2 0.2500 2 0.2500 2
M3 0.1250 3 0.1250 3 0.5000 1 0.1250 3 0.1250 3 0.1250 3
M4 0.0625 4 0.0625 4 0.0625 4 0.5000 1 0.0625 4 0.0625 4
M5 0.0312 6  0.0313  5 0.0313 5 0.0313 5 0.5000 1 0.0313 5
M6 0.0313 5  0.0312  6 0.0312 6 0.0312 6 0.0312 6 0.5000 1
Consensus - 0.850 0.750 0.663 0.575 0.469
The effects of adjoining priority rank reversals and diverging priority rank reversals are
displayed in Figure 3.22. Notice that in Figure 3.22
priority ranking of 2 measures.
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The consensus decline from Table 3.12 was expected to be far more pronounced than the
decline from Table 3.11, since priority rank reversals between adjoining pairs are not as
important as priority rank reversals between the higher and lesser ranked alternatives.
Figure 3.22: Effects of different disagreement pairs on the discrepancy-index; calculated in Table
3.11 (adjoining pairs) and Table 3.12 (diverging pairs).
Since the consensus measure seems to reproduce the expected behaviour of the numerical
example, the next step is the application to an actual case study.
3.5.3 Application of the consensus algorithm: case study
3.5.3.1 Study area
As mentioned before, the Unstrut river basin is situated in two different Federal States of
Germany, upstream in the Federal State of Thuringia and downstream in the Federal State
of Saxony-Anhalt (Figure 3.3). The geographic location results in an uneven distribution of
benefits and burdens of flood control. The upstream flood control system belongs to Thu-
ringia, but a large part of flood protected areas are situated in Saxony-Anhalt. Smaller
structural units in the study area are for instance the 66 communities that are potentially
afflicted by inundations of the Unstrut and her tributaries.
Analogous to §3.4.3, the flood wave with return period of 100 years will exemplary be
analysed to test the new consensus algorithm (Figure 3.23).
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Figure 3.23: Spatial differentiation of damage increase & damage decrease caused by additional
flood retention measures.
3.5.3.2 Upstream-downstream consensus
As can be seen from Figure 3.23, the flood retention measures planned in scenario 3 ac-
complish a significant reduction in damages for the 100 year flood; especially in the com-
munities Sömmerda, Weißensee and Memleben. Most of the limited, additional damages
are situated in the planned polder areas. Unfortunately two small villages, Weißensee and
Rietghen, experience higher damage expectancy as a consequence of the changes in river
valley cross sections.
On a county level, the upstream-downstream discrepancy is clearly present: Saxony-Anhalt
(in the southeast) experiences substantial benefits from the planned floor retention, accept-
ing only a minimal increase in damages inside a small polder. In contrast, almost all addi-
tional damages, in polders and especially outside of polders occur in Thüringen. Thüringen
also harvests some benefits from flood retention scenario 3, but prioritisation is definitely
more ambiguous. Using for example the CP and TOPSIS algorithm, disallowing spatial
compensation and taking s 3.4.3.2, the pri-
orities scores
Table 3.9. Costs, as damages in polders, are weighted low as in paragraph 3.4.3.2.
3.5 Measuring consensus between structural unit priorities
71
Table 3.13: CP and TOPSIS priority scores for six flood retention scenarios (see §3.4.3.1),
spatially divided between upstream and downstream counties in relation to the overall solution.
Thüringen Saxony-Anhalt
CP TOPSIS CP TOPSIS CP TOPSIS
Scenario1 0.4000 0.5546 0.6000 0.3161 0.400 0.536
Scenario2 0.4051 0.4727 0.2695 0.5834 0.523 0.375
Scenario3 0.4067 0.4727 0.1270 0.7966 0.375 0.479
Scenario4 0.5494 0.4559 0.1833 0.7718 0.507 0.455
Scenario5 0.5555 0.4552 0.4867 0.4844 0.506 0.456
Scenario6 0.6020 0.4325 0.5062 0.4810 0.600 0.455
As can be seen in the spatially differentiated Table 3.13, the upstream county (Thüringen)
would prefer scenario 1 (status quo) opting to forgo possible beneficial effects in order to
avoid an increase in damages, combined with half of the construction and maintenance
costs of the planned flood retention measures. The differentiation in scenarios is however
priority scores. Saxony-Anhalt opts for sce-
nario 3, both in CP as in TOPSIS analyses repudiating scenario 1. This spatial insight ex-
plains the ambiguity in the overall solution between CP and TOPSIS.
At first, stances between upstream and downstream counties seem extreme, but using the
consensus algorithm sheds a more objective light on the results. The consensus between
Thüringen and Saxony-Anhalt is 0.59 for the CP priority scores, 0.61 for the TOPSIS pri-
ority scores, still a notable disagreement, but more nuanced than a casual glance at the pri-
ority scores, or worse: priority ranks, might imply. This is caused by the relatively indefi-
nite priority scores of Thüringen, resultant of poising between damage avoidance and dam-
age increase.
The degree of consensus can also be calculated between the individual counties and the
Table 3.9.
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It is clear that downstream county has a higher consensus with the CP-overall solution and
the upstream county a higher consensus with the TOPSIS overall solution. The score of
Thüringen (consensus of 72%) for the TOPSIS overall solution is mostly determined by
the strong rank reversal of scenario 2 that switches from second best to worst. This rank
-Anhalt,
adding to the substantial discrepancy in first rank.
s to polarise both camps: increasing consensus
with one county and decreasing consensus with the other in relation to the consensus be-
tween each other. Maybe a better overall solution could find an intermediate solution be-
tween both fractions, increasing the consensus towards the overall solution for both parties
over the consensus between them. This challenge will be taken up in chapter 3.6.
3.5.3.3
The ambiguity of the upstream decision maker, as displayed in Table 3.13, is not the con-
sequence of a uniform vacillation. In contrary, as can be seen in Figure 3.23, the general
ambiguity is likely to have been caused by high discrepancies between individual commu-
nities. The consensus algorithm can be used to spatially detect & classify pro- and oppo-
Figure 3.24).
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Figure 3.24: Spatial consensus of every affected community towards the overall decision based on
TOPSIS-MCDA analysis for a flood with a return period of 100 years
In Figure 3.24 the upstream-downstream picture is shown to be far more spatially nuanced.
The parallels are that Wohlmirstedt and Memleben, the two communities that make up the
that favours scenario 1 or status quo.  Status quo is also endorsed by communities in the
upstream county of Thüringen that anticipate a deterioration as consequence of the planned
flood retention measures like Rietghen and Weißensee (see also Figure 3.23). However,
communities in Thüringen that do stand to gain from the flood protection measures tend to
decline the TOPSIS overall solution like Sömmerda, Etzleben and Gorsleben.
o-
rithm, the situation is largely reversed. For instance Saxony- i-
vided over the merits of this solution. The communities in the North, Erperstedt, Ringleben
& Artern, experience minimal damage outside of their polder areas in either scenario.
Since both damage in polder areas and costs are weighted lower than the changes in dam-
age outside polder areas, the communities tend to agree with both the CP and TOPSIS
overall alternative.
3 Condition assessment phase
74
3.5.4 Conclusions
The consensus algorithm seeks to quantify notoriously qualitative discords between up-
stream and downstream users, measuring their discord or consensus in an interval of [0, 1].
Based on a numerical example, the algorithm has proven to be able to capture intuitive
changes and preferences. Moreover, it proved to be applicable to real data, accurately and
rapidly describing and locating sensitivities in an objective measure.
Since Janssen (Boroushaki & Malczewski, 2010) states that uncomplicated MCDA are
used more often, it is important to notice that the consensus measure as an easily calculable
distance measure is simple & intuitive and therefore easily understood by decision makers.
The algorithm can also help to speed up the spatial decision process, for if no discrepancy
is measured, possible ambiguous results cannot be explained by upstream/downstream
(spatial) discord. Should a decision maker be confronted with ambiguous results though,
the consensus measure can be used to rapidly define and depict spatial disagreements.
-
additional compensatory measures should be implemented, in order to increase the overall
e participatory pro-
cess of integrated water management.
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3.6 Aggregation of spatially explicit criteria to implicit criteria at the river
basin level
3.6.1 Introduction
Decisions concerning river basin management are commonly made on the basin scale and
thus try to evaluate possible positive and negative effects of a management activity. The
watershed point of view offers a multitude of advantages and should remain the deciding
level, as postulated by the water framework directive (Janssen, 2001) and thus small scale,
spatially explicit information has to be aggregated to an overall evaluation of alternatives.
However, a bottom-up approach may lead to more generally understood and accepted ba-
sin-wide decisions. Moreover, spatially identifying the advantages and disadvantages of
the upstream/downstream or identifying spatial discrepancy will avoid ignoring spatial
compensatory effects on a larger scale, and will therefore lead to a more substantiated de-
cision. As demonstrated in §3.5.3.2, local structural units can often have a discrepancy in
their priorities in relation to the overall solution. Additionally, in the case study in §3.5.3.2
it was shown that the consensus betwe p-
general solution. This is politically difficult to defend and a top-level decision maker might
want to opt for more of a consensus solution, based on lower level priorities and sensitivi-
ties.
total spatial discrepancy. In other words, sometimes the correct decision for the whole is
the sum of the parts. Selecting an overall solution based on the least spatial discrepancy or
the largest spatial consensus will be
subject of this last chapter in the con-
dition assessment phase, as the last
aggregating step of structural units in
preparation for the choice phase.  The
criteria used on a river basin level to
choose between scenarios finally lose
most of their spatial explicitness.
This last aggregation step remains
therefore as crucial in safeguarding
the spatiality as all other aggregation
steps already discussed. Figure 3.25: Aggregation of spatially explicit criteria: its
position in the spatial decision process & this dissertation.
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3.6.2 Methodology: selecting the solution with the lowest total cumulative priority
discrepancy
With the consensus algorithm to calculate the discrepancy/consensus between two priority
lists, an objective, numerical indication of upstream/downstream discrepancy has been
created. If more than two spatial (sub-basins) or political (municipalities) identifiable areas
are affected in the basin, the question of the best compromise needs to be answered. In-
deed, a decision maker responsible for the river basin may choose the path of least re-
sistance and find out the solution that poses the least opposition from all the smaller spatial
areas. In order to calculate the solution with the lowest total spatial discrepancy, or the
largest consensus, a pairwise comparison of all possible combinations between the k areas
can be carried out and summarised to attain the total discrepancy/consensus, analogous to
Eq.(3.11).
n





s s r r




The solution with the least spatial discord to all other spatial locations can be thought of as
the most probable to achieve basin-wide consensus.
If each priority score list mentioned in Table 3.10, Table 3.11 and Table 3.12 were to rep-
resent the scores of different spatial units like for instance municipalities, a 15x15 matrix
(A to O) can be created using Eq.(3.13).
Table 3.15: Pairwise comparison table of the numerical example in § 3.5.2
A B C D E F G H I J K L M N O D
A 0 0.000 0.001 0.002 0.007 0.019 0.049 0.001 0.003 0.005 0.010 0.017 0.023 0.028 0.035 20.08%
B 0.000 0 0.001 0.002 0.007 0.019 0.049 0.001 0.003 0.005 0.010 0.017 0.023 0.028 0.035 20.08%
C 0.001 0.001 0 0.002 0.007 0.018 0.047 0.002 0.003 0.006 0.011 0.018 0.023 0.032 0.032 20.46%
D 0.002 0.002 0.002 0 0.005 0.017 0.045 0.002 0.006 0.007 0.012 0.019 0.030 0.031 0.030 21.27%
E 0.007 0.007 0.007 0.005 0 0.012 0.039 0.006 0.007 0.014 0.017 0.030 0.032 0.032 0.030 24.96%
F 0.019 0.019 0.018 0.017 0.012 0 0.027 0.019 0.019 0.018 0.034 0.040 0.042 0.040 0.034 35.94%
G 0.049 0.049 0.047 0.045 0.039 0.027 0 0.049 0.047 0.049 0.047 0.045 0.040 0.031 0.014 57.77%
H 0.001 0.001 0.002 0.002 0.006 0.019 0.049 0 0.004 0.006 0.011 0.018 0.026 0.026 0.037 20.90%
I 0.003 0.003 0.003 0.006 0.007 0.019 0.047 0.004 0 0.008 0.013 0.021 0.021 0.031 0.038 22.15%
J 0.005 0.005 0.006 0.007 0.014 0.018 0.049 0.006 0.008 0 0.016 0.016 0.028 0.033 0.040 25.17%
K 0.010 0.010 0.011 0.012 0.017 0.034 0.047 0.011 0.013 0.016 0 0.016 0.020 0.025 0.030 27.35%
L 0.017 0.017 0.018 0.019 0.030 0.040 0.045 0.018 0.021 0.016 0.016 0 0.021 0.025 0.029 32.96%
M 0.023 0.023 0.023 0.030 0.032 0.042 0.040 0.026 0.021 0.028 0.020 0.021 0 0.026 0.030 38.42%
N 0.028 0.028 0.032 0.031 0.032 0.040 0.031 0.026 0.031 0.033 0.025 0.025 0.026 0 0.032 42.08%
O 0.035 0.035 0.032 0.030 0.030 0.034 0.014 0.037 0.038 0.040 0.030 0.029 0.030 0.032 0 44.87%
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priority
score in relation to all others. Figure 3.26 shows that from the cumulative geographic dis-
displays the highest discrepancy (almost 60%!).
Figure 3.26: Cumulative spatial discrepancy analysis of the numerical examples in § 3.5.2
The colour codes display the respective shares that make up the cumulative discrepancy.
As expected from § 3.5.2
in this analysis: neither contributes to the discrepancy of the other. The changes in priority
by the very slight difference in priority scores (<0.0001) and are therefore almost undetect-
able. The combined effect of an increase in the number of discrepancies from B to G, com-
bined with an increasing importance of these differences causes the almost exponential
increase in discord, which mirrors Figure 3.21
priority ranks. Also,
Of course, in this example all spatial areas were weighted equal. An analysis might take
Formula (3.13) can therefore be updated with a weighting factor w , that has to be inversed
in order to decrease the discrepancy from important communities.
n
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w 1   (3.14)
The solution with the minimum cumulative discrepancy (D ), or the highest consensus
(C ) can be seen as the preferred solution from a bottom-up analysis.
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3.6.3 Application
This extended algorithm was applied in the Unstrut river basin (see §3.3.3.1, §3.4.3.1 and
§3.5.3.1).  According to pathway 2 in Figure 3.1, for every community the priority scores
were calculated using TOPSIS, ranking the six possible scenarios. Instead of measuring the
discrepancy to a global basin (or top-down) priority ranking as §3.5.3.3
solution with the highest consensus to all other communities was chosen. For example for
the flood with a return period of 100 years, the community with the lowest discrepancy to
all other was Gehofen (see Figure 3.27).
Figure 3.27: Cumulative Spatial Discrepancy of all communities to all other communites affected
by the flood with a return period of 100 years, based on the TOPSIS algorithm.
This analysis also demonstrates another interesting fact: the communities seem to be divid-
similar communities, within their population. This pattern is confirmed if the degree of
consensus between the eight communities is calculated: Oldisleben displays a minimum of
cumulative consensus to the other seven of 99.98%.  The degree of consensus between the
remaining 17 communities is even 100%. Partially, this pattern is mimicked in Figure 3.27,
where Gorsleben, Griefstedt, Henschleben, Memleben and Roßleben are also demonstrated
to disagree strongly with the basin-wide solution.
A weighing factor can also be included in the analysis. The absolute damage increase or
decrease a community experiences, normed to total 1, represents a good measure of the
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As can be seen in Figure 3.1, the community of Gehofen experiences negligible effects of a
system change on the flood with a return period of 100 years. This community of Rietghen,
however, stands to undergo a drastic degradation of the status quo, which therefore drasti-
cally reduces the cumulative discrepancy of Rietghen to 2.04%, attributing this communi-
0.222, 0.209, 0.121, 0.149, 0.148, 0.150) the highest
consensus.
3.6.4 Conclusions
Spatial aggregation of the criteria (pathway 2 in Figure 3.1) has the advantage of retaining
the inherent spatiality of the river basin longer than the criteria-wise aggregation of spatial-
ity (pathway 1 in Figure 3.1). It also allows the creation of spatial preference maps or maps
of aggregated alternatives, providing a clear overview of spatial sensitivities to the decision
maker. Most important, this pathway offers the possibility to base an overall decision on an
aggregation of local spatial preferences. This overall evaluation of alternatives was per-
formed by a pairwise comparison of the discrepancy/consensus measurement and subse-
quent selection of the ranking with the lowest discrepancy or the highest spatial consensus.
Another option, which for brevity reasons is not mentioned here, is to construct an artificial
solution that optimises the overall consensus to all priority scores of the individual struc-
tural  levels. This kind of automation can also help to quantify possible additional
remediating mea
ranking changes.
As mentioned in the introduction, on the basin-decision level, often criteria can be included
that cannot be part of the local decision making process, for instance the cost of basin wide
measures or agreed upon discharge levels, maximum flood peaks or water quality stand-
ards. This means that the best priority of all possible measures cannot always be deter-
mined using the cumulative geographic discrepancy analysis. Still, measuring the discrep-
ancies and mapping their spatial distribution can bring additional value to the decision
making process. For instance: if the costs have to be carried by the municipalities or if re-
duction in area/revenue upstream has to be compensated by the beneficiaries downstream.
This means that the most informative option for the decision maker is to compare the re-
sults of both pathways: top-down and bottom-up and evaluate their differences.




4.1 Introduction: Linear and planar design pathways
Two extremes in hydrological demand water management are a surplus (floods) and deficit
(water scarcity). The design of (technical) solutions for these extremes is on the implicit
level not that different: alternative solutions have to be conceived that might have a benefi-
cial impact on the problem at hand. However, in the next steps these general, implicit solu-
tions are to be dimensioned and localised. At this stage, the degrees of spatial freedom
clearly demarcate the two separate hydrological extremes in two pathways: the linear and
planar designs.
Flooding and problems with flooding are inextricably linked to the waterways that
transport, or are unable to transport, the water amounts. This means that retention struc-
tures or any other technical solution to flooding will also be restricted to this linear struc-
ture, severely reducing spatial leeway. In addition, floods are often situated in built-up are-
as (European Commission, 2000). High levels of industrialisation and urban sprawl limit a
areas increase the run off to such extents that the natural buffer capacity is exceeded, caus-
ing inundations (Carlson, 2004; Natale & Savi, 2007). These societal claims for multiple
land usage also severely limit the spatial variability of possible (technical) solutions to the
inundation problems (Bronstert et al., 2002; Haase & Nuissl, 2007), stripping the spatial
explicity from the alternatives and making them more implicit. Often only a few, in ex-
treme cases only one location is eligible for flood retention measures, shifting the decision
problem further away from location finding towards measure type selection and dimen-
sioning. The real challenge for integrating spatiality, the subject of this dissertation, there-
fore lies in the planar branch of converting spatially implicit ideas to spatially explicit
measures.
Solutions that are not restricted to a linear structure like a river have one extra spatial di-
mension, compelling a more elaborate design phase. Solutions for the problem of water
deficit are less linked to a linear structure and are more of planar nature;
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1 On an implicit level like
the river basin level, it is clear that designing these planar solutions does not differ that
much from designing linear solutions. Spatially explicit alternatives however have to be
situated in specific structural units and in end effect on a very specific place on the map.
Finding the optimal location for planar explicit alternatives is a spatial challenge to which
this dissertation wishes to contribute. Three main questions will therefore be addressed,
corresponding to the three main spatial levels of the design phase. The first main problem
is the objective selection of measures, which mostly occurs on a river basin scale. The sec-
ond problem is the specification and dimensioning of the selected measure which often
relates to a particular
sector. And the third problem is the actual localisation of these measures in order
to (re)start the condition assessment.
Figure 4.1: Three main steps in the design phase and their interactions. Selection of alternatives is
often performed at the river basin level; dimensioning and especially localisation have to be
spatially much more explicit.
1
cases, the strategies and algo-
rithms presented can also be used.
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4.2 Application and testing of the new algorithms
Mirroring paragraph 3.2 in condition assessment, the new algorithms will be tested and
illustrated based on a case study. As related in the previous chapters, since the planar
pathway is more challenging, a study area was selected with water scarcity.
One of the countries that are severely affected by water shortage is China. With insuffi-
cient water resources to meet rising water consumption, over-withdrawal of both surface
water and ground water has become commonplace in northern and eastern China
(McCuen, 2003). This overexploitation of water resources has led to serious environmental
consequences such as rivers drying up, vanishing wetlands, ground subsidence and salinity
intrusion. Indeed, problems of water shortage and related environmental issues in North-
East China have become the most significant limiting factors affecting sustainable devel-
opment in this region (Jiang, 2009).
The North China Plain, also known as the Yellow-Huai-Hai Plain after the three main riv-
ers is the most important wheat and maize production area in China, producing almost 30%
-80% of the mean annual rainfall
(550 mm) concentrated in summer, the rainfall during the wheat growth period can only
meet 25-40% of the crop water requirement, leaving 200-300 mm deficit (Xia et al., 2007).
Shandong Peninsula, in the east of the North China Plain, is facing a particularly grim situ-
ation with an average total of 357 m³ fresh water per capita (Fang et al., 2010), compared
(Wang et al., 2003). Its freshwater resources are thus only one sixth
of the national average, 1/24-th of the world average. Another effect of the bundled rainfall,
along with an expansion of agriculture, is the high silt content of rivers, rapidly reducing
retention basin capacity. In the Shandong Province, almost 6 Mio m³ of reservoir water
storage capacity is lost every year (The World Bank, 2010). Therefore, the Shandong pen-
insula was selected as a challenging case study for new ideas in dealing with design.
In order to reduce the efforts in data gathering, one region within the Shandong peninsula
was selected. The Huangshui river basin in Shandong is typical for the region, water de-
mands exceeding the water resources in average by about 25% (Sun et al., 1998), thus
combining all of the problems that occur throughout Shandong, listed in the introduction
(§4.2) like ground water depletion, dry rivers and sea water intrusion. The river basin dis-
plays a rugged topography, varying from a height of 721 m above sea level to the coast.
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The lowlands are, if not used for housing, mostly in agricultural use. And even along the
mountain flanks, terraced agricultural areas try to optimise the available space for food
production. Cities and industry are mostly located at the peninsula in the northwest. The
more than 13 reservoirs recognisable in Figure 4.2
water dependency.
An interdisciplinary team of German and Chinese partners cooperated in this project, fund-
ed by the BMBF (German Federal Ministry of Education and Research). The research pre-
sented here is often flanked or even supported by their work (Geiger, 2005).
Figure 4.2: Location of the Province Shandong (lighter green in the inset) and the selected study
area (red in the inset). Larger map: Digital Terrain Model of the Huangshui river basin.
This paragraph gives a general overview of the study area on which the new design algo-
rithms and methods will be tested. However, since the algorithms operate on different spa-
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4.3 Selecting alternatives at the river basin level
4.3.1 Introduction: the need for objective cross-compartment comparison
The scientific and technical literature boasts an abundance of measures, techniques and
policies to alleviate deficits in water supply (Kaden & Geiger, 2012). Their possible merits
vary from a localised few hundred cubic metres reduction in irrigation water losses (Fon-
tane & Frevert, 1995; Blanke et al., 2007) over city-wide thousands cubic metres of rain-
water collection (Brouwer, 2005; Bjornlund, 2010), to inter basin water transfers of mil-
lions of cubic metres (Patel & Sah, 2008); from replacing water faucets in households
(Ghassemi & White, 2007; Cai, 2008) over province-wide crop changes (Governing Board
of the National Research Council, 2005; National Development and Reform Commission,
2005) to high-tech nuclear desalination plants (Bishop et al., 2010). Less measures, but
still a significant amount, can be found dealing with inundations (El-Dessouky & Ettouney,
2002; Wang et al., 2003), which is why the linear design arrow in Figure 4.3 is smaller.
Since it is unfeasible to calculate the impacts of all potential measures and their spatial
combinations using detailed hydrological models, the question arises how to objectively
select the measures, suitable for the local parameters and problems, to be studied in detail.
Most studies seldom deal with this problem and those that do often indiscriminately com-
pare the different water quantities saved across different sectors, neglecting their often very
contrasting effects on the water balance. Even the ´2030 Water Resources Group´ com-
pares in their water availability cost curve of China a cubic metre of water saved by con-
densed water cooling in the
industry with a m³ retained in
surface water dams with a m³
saved by drip irrigation in
agriculture (Estrela et al.,
2001; Salagnac, 2007).
Since they each have drasti-
cally differing effects on the
water balance, they are non-
commensurable and thus not
comparable. Commensurabil-
ity is only guaranteed if the
m-
pared on the basis of the
same parameter in the same
compartment.
Figure 4.3: Choosing alternatives: its position in the spatial deci-
sion process & this dissertation
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So, to objectively select promising measures without time-consuming and data-intensive
models, a metadata modelling approach in form of a dynamic water balance tool was de-
veloped. The dynamic water balance tool incorporates model-based analyses of the hydro-
logical conditions and human impacts based on socio-economic statistics as well as on
detailed studies of water utilisation in agriculture, industries and settlements. This tool fa-
cilitates the comparison of water saving techniques across sectors according to their actual
impact on the water balance and its deficits, taking into account the local hydrological pro-
cesses and human influences.
4.3.2 Methodology: redesigning a classic tool for cross-compartment comparisons
In dealing with an overwhelming amount of possible measures, one of the first steps is to
find a common denominator by which each measure can objectively be compared. It is
clear that one m³ of harvested rainwater differs from one m³ imported from another basin.
In the first case, this water amount is reallocated from a possible surface or soil water
compartment to municipal or industrial use; in the second case this amount of water is add-
ed to the total balance. Generally, water-scarcity-reducing measures change natural and/or
anthropogenic water fluxes and their effects upon a certain deficit cannot be compared
across compartments and without taking the existing local fluxes and compartments into
account.
Falkenmark (Addams et al., 2009) argued effectively for a broadening of the wate
n-
volved in rain fed biomass production in agriculture, forestry, and natural vegetation sys-
s
used for irrigation are needed for food production and provides the water manager with a
practical analytical tool for analyses of water flow partitioning (Falkenmark, 1999). It in-
terlinks the natural water resources with additional water demand which has to be provided
by water management.
Figure 4.4: Agro-hydrological flows indicating green and blue water flows (Rockström, 1999).
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n-
volved in biomass production in terrestrial ecosystems and only one third is converted to
(Af-
ter Rockström,1999) blue and green water flows (cf. Figure 4.4) was added anthropogenic
compartments and fluxes. The blue and green demarcation is kept up in the model, the an-
thropogenic compartments are red and their fluxes are dotted (Figure 4.5).
Figure 4.5: Generic water balance, adaptable for most river basins
(Falkenmark, 2006), the water balance is an important tool for the decision maker. Howev-
er, it remains a representation of the current state, a fixed point in time. And, if a decision
maker is consulted, that usually implies changing the current situation; especially if the
actual situation threatens not only current ecology and socio-economy, but also future gen-
erations. Therefore, the decision maker is often even more interested in the effects of pos-
sible changes to the current situation.
So, converting the classic, static water balance to an interactive water balance model that
reacts on the fly to e.g. changes in precipitation, city growth and agricultural or industrial
expansion, might even be instrumental to understanding the system behaviour. Building a
water balance where almost every attribute can be changed interactively is more complex
than building a static water balance, since practically all values depend on other values.
4 Design Phase
88
For instance, the amount of water flowing out of the river basin is dependent on the total
storage amount, which is dependent on the amount of water flowing out of the river basin
of ground water draining from springs into the surface water, which depends on the
amount of ground water, which in itself depends on the amount of surface water infiltrat-
ing: a vicious circle if all compartments are treated as variables. Even more complex vi-
cious circles exist at every stage of the balance. Most of these loops were defused by add-
ing a variable that defines the balance between surface and ground water, instead of basing
one upon the other. These balances have to be estimated when the technology model is
applied to a project area. Two parameters are treate
ground water and the amount of outflow into the sea. The calculated value of these
measures can be used as an indication for the correctness of other parameters.
Programmed into the technology model are rough hydrological estimates like average run-
off coefficients, which according to Rockström (Hlavinek et al., 2006) are about 10-25%;
domestic runoff coefficients are about 20-40% and can be much higher in industrial areas
according to (Rockström, 1999) (see Figure 4.6).
Figure 4.6: Rainwater distribution: With increasing amount of impermeable surfaces there is a
reduction in the amount of infiltration and increase in surface water run-off (Dunnett & Clayden,
2007)
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The tool was programmed in Excel© and the quantities of all individual compartments and
fluxes can be changed in the spreadsheet based on local conditions and more detailed hy-
drologic models. A graphical user interface (GUI) allows easy interaction with decision
makers. All relevant parameters can be changed using sliders or input boxes, calculating
and visualising on the fly major fluxes, compartments and deficits. Decision makers can
e-
crease in precipitation or an increase in industry.
The water balance model was extended to allow for the possibility of inserting measures.
structural ground water deficit are known. Thus, integrating the measures in the water bal-
ance allows for a testing and quantifying of all measures uniformly according to their im-
pacts on specific targets. Graphically, most measures assert themselves as a change in bal-
ances and flows, occasionally, new arrows (rainwater harvesting transfers rainwater direct-
ly to the municipalities) or compartments appear (inter basin water transfer). The GUI
toolbox then offers the decision maker a choice of measures to integrate into the water bal-
ance and see their impact dynamically across the compartments.
The model was once more extended to stochastically explore a list of measures with their
extent, defined in intervals. Thus, the effects upon one compartment of a (in theory end-
less) list of measures implemented in different compartments can be objectively compared.
4.3.3 Application of the dynamic water balance meta-model on a case study
4.3.3.1 Dynamic Water Balance
In the water balance model, the necessary parameters were introduced. The average precip-
itation of the study area (see §4.2) was calculated based on the last ten years of monthly
rainfall data from 14 stations over 36 years and estimated at about 551 mm/a, which, with a
total area of 1560 km², gives a precipitation of 860 million m³/a (see Figure 4.7). The bal-
ance showed a structural deficit in ground water recharge of about 14 Million m³/year.
Since the ground water recharge deficit threatens sustainability, this compartment was cho-
sen as common denominator according to which different measures would be compared.
For instance: municipal rainwater harvesting of 11 Mio m³ has a noticeable effect on the




intake can also be expected to decrease. This means that the harvested amount of water is
not equal to the diminished ground water extraction amount and the direct impact of water
harvesting on ground water can only be calculated through the functioning of the hydrosys-
tem.
Figure 4.7: Dynamic water balance. Exemplary two measures are activated: rainwater harvesting
and inter basin water transfer (numbers in Mio m³/year). On the right the GUI with which the user
can change the basic parameters (Federal Interagency Stream Restoration Working Group, 1998).
4.3.3.2 Connecting climate change and agricultural water use
Analysis of precipitation series from the last 50 years showed a very pronounced down-
ward trend between 1960 and 1984. The decrease of almost 8% per year was corrected for,
under consideration of the variability (Figure 4.8):
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Figure 4.8: Precipitation series, corrected for the strong downward trend before 1983.
Correcting for this trend and running the corrected precipitation series through the dynamic
water balance allowed for a correlation between agricultural water use and average ground
water deficit in light of precipitation variations and historical overestimations. This shows
that taking climatic trends into account - the deficit (based on the last 10 years) from Fig-
ure 4.7 is an underestimate and a yearly deficit of more than 50 Mio m³ threatens.
Figure 4.9: Relation between yearly agricultural irrigation needs and the yearly ground water
quantity based on the precipitation average of two different precipitation series: the original and the



















An extensive measure catalogue of almost 150 measures was composed together with the
project partners spanning ground water management & surface water management
measures, domestic & municipal measures, industrial & constructive measures and eco-
nomical & agricultural measures. The items in the catalogue were objectively compared
using a routine that, using the dynamic water balance algorithms, evaluates all measures
and their ranges individually and in combination and writes out their costs and benefits, in
this case ground water quantities.
It is clear that v -surface infiltration in urban
hardly be applied since all other measures have a higher cost/benefit ratio. The large
amount of measures makes it difficult to discern between individual measures, especially
around the originating deficit of -14 Mio m³/year (Figure 4.10).
Groundwater recharge [Mio m³/a]
Figure 4.10: A selection of measures around the 14 million m³ deficit shows the wide variety in
cost/benefit quotients. The measure costs are in RMB.
Some cost/benefit relations actually produced a cost/benefit relation of less than one.
Among those were for instance: wastewater reuse in the industrial sector, crop changes in
the agricultural sector and reducing municipal leakage to name but a few.
In order to explore the end results, a GUI allows deselecting of individual parameters,
in/exclusion of categories and the maximum available investment amount.
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Figure 4.11: The GUI ranks the most optimal (according to the average cost/benefit ratio across
the implementation spectrum) measures to be implemented according to different filters.
It is clear that, although some measures might seem economically sound (negative costs,
a.k.a. revenues) they contribute negligible amounts to the reduction of ground water defi-
cits like, for instance retrofitting shower heads.
Even more importantly, the ground water balance method is based on quantities far beyond
the effects of small measures like these and thus these measures probably fall beneath the
error or detection margin of the methodology; at least for this relatively rural study area.
For more industrialised areas or areas with a higher coverage of municipalities, they might
become relevant. For this reason, a filter was added that allowed the insertion of a mini-
mum effect of ground water change. Set to 1 million m³/a, the standard unit on which the
water balance was based, and the deficit of 16 million m³/a, the following results were ob-
tained (Figure 4.12):
Figure 4.12: End result of the selection. The GUI ranks the most optimal (according to the




This shows that crop changes, the implementation of water pricing on top of crop changes
and infiltration changes and the implementation of water pricing on top of infiltration rank
as the top four measures. Other very promising important measures for the local hydrosys-
tem were swale infiltration and dam construction.
4.3.4  Conclusions & Discussion
Davie (Davie, 2008; Nijssen, 2011) states that, despite its position as a fundamental hydro-
logical theory there is still considerable uncertainty about the application of the water bal-
ance equation. It is not an uncertainty about the equation itself but rather about how it may
be applied. Some of the deficits of dynamic water balance are:
The quantities dealt with are long-term averages; this means that seasonal variabil-
ity or short-termed extremes are not taken into account;
A lot of the processes are inherently not linear, yet they are for simplicity treated
as linear;
No thresholds (like minimal water amounts) were inserted to limit the system.
Most of these deficits could be remedied by a more detailed meta-model. However, the
main incentive of the research in this chapter was to draw attention to an apparent discrep-
model. In the literature the effects of individual or a set of IWRM (Integrated Water Re-
sources Management) measures are modelled. Though informative, it is often unclear how
and why these studied measures were selected. Were they selected ad-hoc, based on expert
opinions or on the specific institutions or author s speciality?
In the studies where a multitude of IWRM measures are compared to each other, often
their different effects on different parts of the hydrological cycle are not taken into consid-
eration. Agriculturally oriented papers focus mostly on field level water saving; some even
measured on an irrigation system- or basin- (Davie, 2008). It is clear that the deci-
sion maker, charged with integrated water resources management, is often at a loss for ob-
jective comparisons concerning the multitude of IWRM techniques to abate his problem.
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In this chapter, a new application for the water balance is described. The water balance
model is used to analyse the river basins main threats to sustainability. This gives the deci-
sion maker a clear and measurable target along with ways to explore the intricateness of
the water resources dilemma. More importantly, the water balance model can be used to
make a first, albeit rough, comparison among the different IWRM techniques. The main
advantage proved to be transparency and extendibility in transforming an extended
measures catalogue to one common denominator.
Although the water balance itself is based on detailed surface- and ground water model-
an approximation fine-tuned to the spatially implicit level of the entire river basin, to be
verified in more detailed models as the measures become more spatially explicit.
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4.4 Refining the alternatives from river basin level to structural units level
4.4.1 Introduction
Human behaviour and impact on the natural water system is often one of the main causes
of water shortages (Blanke et al., 2007), reputed to be more threatening to coastal aquifers
than sea level rise (Jing et al., 2012). It is unfortunately very hard to quantify and model
because of insufficient data and information on the on-going water uses and their prevalent
cultural, social and economic constraints (Ferguson & Gleeson, 2012). To concretise the
basin-wide implicit alternatives, regional information is necessary. But whereas infor-
mation about physical, chemical or biological constraints might be available, deficits invar-
iably persist in details about societal constraints. For instance, extensive research is availa-
ble for a number of factors that provide an estimation of the agricultural impact on the wa-
ter cycle like crop water use, irrigation efficiencies, investment and maintenance costs, soil
irrigation types obtained in optimising for yield and water conservancy is rarely reflected
in the field. This means other factors also play an important role in constraining the agri-
cultural sector in achieving this optimum (Vörösmarty & Sahagian, 2000; Alcamo et al.,
2007)
investing in irrigation techniques, i-
sions, consideration of drought risks inherent in a variable climate and many other are hard
to estimate. Indeed, agriculture has experienced a number of severe shocks in recent years
with record high oil prices, commodity prices, food security fears and resultant trade re-
striction, not to mention the most serious global economic recession since the 1930s
(Ekasingh & Ngamsomsuke, 2009). It is therefore very difficult (and often outside the
scope of the water manager) to estimate the multitude of past and future economic, envi-
ronmental and societal effects on agriculture. How then can these effects be incorporated?
In a free market economy, one
could state that the individual
farmer tries to optimise his
yield given the multitude of
influencing factors (OECD-
FAO, 2010). This means that
any deviation from this config-
uration will meet with re-
sistance and the acceptance
level that the new configura-
tion will be implemented is
reduced with increasing diver-
gence.
Figure 4.13: Refining alternatives: its position in the spatial
decision process & this dissertation
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On the other hand, yield efficient and irrigation saving measures that require less changes
are more likely to be implemented. Since this significantly trims down the decision space,
the probabilistic simulation effort is reduced.
So the next obstacle after the objective selection of promising measures (§4.3) is the prob-
lem of appraising anthropological, cultural, historical social and economic constraints.
Based on the principle that the current status is the resultant of these societal unknowns,
one can state that a measure-induced divergence of this status infringes one or more of
these parameters. Thus the problem of insufficient data is circumvented and the best meas-
ure is one that optimises its targets (like water saving) and at the same time minimises a
divergence of the current status. The second tool presented here does just that.
4.4.2 Methodology: reducing the decision space by means of the acceptance estimate
4.4.2.1 Model definition
Implementation of the strategies, selected on the river basin level, depends on socio-
economic uncertainties or restraints. These criteria could be summarised in
on human factors e.g. the unexpected outcome of participative processes. For instance, the
actual agricultural land use pattern can be seen as the end result of a multitude of physical,
social and economic constraints. Any deviation from this pattern will decrease the ac-
ceptance estimate. This means no crop change will have an acceptance estimate of one.
Based on historical market fluctuations and local economy specific boundaries can be set
that, when crossed, cause a reduction of this acceptance estimate to approach zero. For the
interpolation between both extremes, different distribution functions can be used, symmet-
rical or asymmetrical. The proposed methodology is independent of the distribution selec-
tion. For most criteria, both a decrease and an increase from the current situation will re-
duce acceptance: slowly at first; then declining more rapidly. And since there are no real
arguments against a normal distribution, so this will be used exemplary. Because looking
for the optimal allocation is different from changing the extent, some restrictions have to
from the m
in the second not. It is clear that decreasing the agricultural area will probably lead to a
decrease both in water use and yield. If allowed, this effect could skew the effects of crop
changes. Therefore, the total area has to be kept constant. This means restrictions like con-
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with An the amount of the n-th alternative of parameter A, n the number of alternatives,
1 2 nA 0 ; A 0 ; ;A 0 .
Of course, in order to compare between different dimensions and scales, the deviation has









With DAc the deviations from the current state of parameter A for alternative c, c the
changed amount of parameter A for alternative c and Ac the current amount. Negative num-
bers depict proposed decreases in area and positive numbers depict proposed increases in
area for each specific crop. Because of formula (4.1), if the amount of one alternative de-
creases, the amount of another will rise. To compensate for doubly calculating one shift, Dc









At a Dc of 0, the acceptance level would be at a maximum, and dropping rapidly if Dc de-
viates far from the mean (more than a few standard deviations). The acceptance level lc for
alternative c can therefore be defined as a number from 0 to 1, with 1 being very likely and
0 being extremely unlikely. As described above, the normal distribution could be used to
interpolate between both extremes. The central limit theorem leads one to expect this dis-
tribution to provide reasonable representation for many, physical phenomena (Lavee,
2010). However, to allow standard deviations different from than 1/(2 ),  for  instance  in
order to analyse more extreme differences, the factor 1 / 2 ² would have to be dropped,
losing the property that the total area under the curve equals one in favour of retaining 1 as
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With the standard deviation  based on historical fluctuations, a site and sector specific
acceptance level could then be drawn as in Figure 4.14 or Figure 4.15.
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Figure 4.14: Definition of acceptance level between the current situation and the most extreme
historical situation.
Although this normal distribution works well (see application §4.4.3), it has a few draw-
backs. For one, it is not limited, causing in extremely rare cases the generation of very un-
acceptable solutions; this could be avoided in bounded distributions. A second, more im-
portant drawback is the inability to incorporate trends. An increasing trend in parameter A
could cause a more lenient attitude concerning the acceptance of imposed changes that
entail an increase in A. Likewise, decreasing trends for parameter B could hint towards a
higher acceptance of a decrease of B in comparison to an equally large increase of B. This
preference of in- or decreases can be simulated with skewed distributions. Although the
models like gamma, log-normal and beta distributions do lead to a wide diversity of distri-
bution shapes, they do not provide the degree of generality that is desirable. In 1949, John-
son (Hahn & Shapiro, 1994) derived a system of curves that has the flexibility of covering
a wide variety of shapes. This system has the practical and theoretical advantages of being
able to transform these curves to the normal distribution. The Johnson system is able to
closely approximate many of the standard continuous distributions through one of the three
functional forms and is thus highly flexible. The Johnson system provides one distribution
corresponding to each pair of mathematically possible values of skewness and kurtosis.
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Again, as with the normal distribution, dropping the norming factor before the exponent,
allows the distribution to reach 1.
Figure 4.15: Extension of the acceptance level definition based on the slope of historical changes
through the Johnson distribution with parameters , ,  and .
As can be seen in formula (4.5), the location parameter ( ) and size parameter ( ) are (un-
fortunately) connected in z. This means that changing the size also shifts the distribution
curve. To automatically correct for this shift, can be set to -2 ; thereby ensuring that
even for extreme skewnesses ( ±1.5
varying around the normal distribution shown in Figure 4.15 and their intermediates are
needed, as - . This significantly reduces the complexity of the Johanson sb distribu-
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A large advantage of this method is that multiple re-allotments (over different criteria) can
be combined.
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4.4.2.1 Probabilistic exploration of the decision space
In making the general measures more explicit with respect to unknown constraints, the
acceptance level can now be maximised. So, instead of having an unlimited decision space,
outside of the acceptance level-distribution (Figure 4.14), no alternatives have to be gener-
ated. This means that the probabilistic variation of every element (A1, A2 n) is limited
by the acceptance level-distribution and therefore, by its historical fluctuations. After every
element is sampled out of this range, each has to be multiplied by 'c cA A because of
the restriction in (4.1). For each generated alternative, the decision criteria can then be cal-
culated. In water shortage related cases, water use (w) and possibly water related produc-
tion or yield (y) will be important criteria. The most likely solution to be accepted will be
situated in the vicinity of the current allotment of parameter A. The large advantage of this
approach is that the decision space near to the most acceptable configuration is analysed
more densely (Figure 4.16).
Figure 4.16: Representation of the results of a probabilistic generation of apportionment changes
in the acceptance level analysis
This method disallows large shifts. This means if the method is applied to crop changes,
monocultures will not be generated in order to sustain genetic diversity (Johnson, 1949).
Another reason to limit the changes is that not all alternatives are completely interchangea-
ble (Heal et al., 2004).
The stochastic distribution around the current state can be divided in four quadrants (cf.
Figure 4.17). This means that, besides the acceptance, based on the diversion from the cur-
rent situation CA, a direction oriented part has to be added to the degree of acceptance.
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Figure 4.17: Definition of four quadrants around the current configuration
Quadrant I: unlimited water use, maximisation of yield.
In an unlimited market economy, the water will increasingly be used for the most
profitable purposes. Without restrictions, like a significant cost for water, the indi-
vidual will endeavour towards this quadrant. When higher yields can be achieved,
more efficient water extracting technologies become economically viable. Water
resources can even be diverted away from agriculture towards high(er)-profit sec-
tors like industry or tourism.
Quadrant II: less yield is produced even though more water is used
Inefficient combinations that can be eliminated from the set, might be caused by
disinformation or by an unproductive shift in external influencing factors. Either
way, it is the opposite of the intended goal and most if not all- points are non-
pareto optimal.
Quadrant III: non-guided water-restricted economy
It is to be expected that often there will be a strong correlation between water use
and yield. Restricting water use (either planned by government actions or legisla-
tions or unplanned by a depletion of the resource) will therefore often result in re-
stricting the total yield.
Quadrant IV: scientifically guided water-restricted economy
With correct instruments and communication, the goal is to channel the agricul-
tural economy into this quadrant. The less numerous solutions can be traced by
scientific models. The generated solutions on the line from the point of origin per-
pendicularly towards the Pareto line, with the highest acceptance level (or the least
crop changes) are to be determined. The Food and Agricultural Organisation also
mentions that farmers will only be interested in implementing a certain method if
they consider this economically attractive (Le Gal et al., 2009).
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4.4.2.2 Pareto optimality
In a Pareto efficient economic system no reallocation of given goods can be made without
making at least one individual worse off. Given an initial allocation of goods among a set
of individuals, a change to a different allocation that makes at least one individual better
off without making any other individual worse off is called a Pareto improvement. An al-
location is defined as "Pareto efficient" or "Pareto optimal" when no further Pareto im-
provements can be made. The pareto-optimal curve in Figure 4.17, would be the curve that
connects (or interpolates between) all the top-left dots of quadrant IV.
Based on the described methodology, different configurations can be generated probabilis-
tically, including an estimate about the acceptance level for implementation. But a slight
change in a certain configuration that moves the point of origin towards the Pareto line and
its antagonist, the same slight change that moves the point of origin away from the Pareto
line, could have the same acceptance level in the terminology defined above. One could
argue that the degree of acceptance for both slight changes, the one increasing the yield
and decreasing the water use and the one that has the opposite results, are not equal. For
one, an individual will try to optimise his yield, so he will be more open to a shift towards
the quadrants I and IV. On the other hand, he will try to optimise the reliability of this hy-
pothetical yield or in other words to decrease his risks.
In drought-prone areas, risk is often linked to water dependency. So although the individu-
al is more likely to agree with configuration changes towards a higher yield, an improve-
ment in water-independency (a shift towards the left) is also important. To differentiate
between both antagonistic points, mirrored over the original position, we can calculate the
distance to the Pareto line for each simulated point. This Pareto line connects the points of
optimal yield given a certain amount of water use or the points representing the minimum
amount of water use necessary for a certain yield; any other combination will either de-
crease the yield or increase the water use. Since the Pareto line was defined in two dimen-
sions (water use and yield), the Euclidean distance was used to calculate the distance for
each point to this Pareto line. This introduces a directional field in addition to the more or
less concentric areas of acceptance.
The disadvantage of the cited methodology is that outliers, extremely unlikely combina-
tions of crop changes, are generated more scarcely. This is not really a problem, unless a
Pareto front is to be constructed based on these infrequent data points. A more robust rep-
resentation can then be constructed by fitting a polynomial front through each of the max-
ima of a representative interval (see Figure 4.18)
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Figure 4.18: Fitting a polynomial front through infrequent peripheral data points and calculating
the Euclidian distance for each stochastically generated point towards this polynomial front.
The shortest distance for each point to the polynomial trend line can be determined using
the Newton Raphson method (Brouwer, 2005) or another method based on its derivatives.
re without
derivative functions, an iterative procedure can approximate this distance. To calculate the
shortest Euclidean distance iteratively for every point (w,y) towards the polynomial trend
line (f), the distance w is divided in 10 equal area intervals ( ). The distance of the point
(w,y) along the vertical axis to the polynomial (d1) is compared with the distance of the
point (w,y) to the intersection of the next interval to the left with the polynomial (d2). If the
second distance is smaller than the first, the intersection with next interval is selected. As
the last interval is divided again in 10 equal area intervals and the iteration restarts. This
process is repeated until the intervals are less than 1 unit on the x-axis.
Of course, since the Pareto line used is fitted through interval maxima, the points above the
Pareto line are given a distance of 0. These points, however are unimportant for the analy-
sis, since their acceptance level according to (4.4) is near zero.
The distance to Pareto d can be normalised and a total degree of acceptance (DA) calculat-
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4.4.2.3 Trade-offs between criteria
Combining the more or less concentric acceptance level distribution with the parallel dis-
tributed distance to the Pareto line strongly differentiates the solutions mainly within the
quadrant IV (see Figure 4.17) from the solutions in other quadrants. But within quadrant
IV, because of the polynomial curvature of the integral, a large number of solutions can
still have the same product of distance to the Pareto line and acceptance level. Prioritising
among these can be done using trade-off analysis.
Trade-off is an important instrument in decision making. It describes the amount of loss of
one criterion that can be traded in for an amount of another criterion. Or in other words, a
decision maker concerned with water management will choose to find incentives that max-
imise the reduction in water use per reduction in yield. In relation to Figure 4.18 the trade-
off can be interpreted as a kind of slope. But since the solutions with the highest combined
acceptance level lie mainly in quadrant IV, in order to keep the trade-off positive, the val-
ues have to be inversed:
o ld n e w
n e w o ld
w wW
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Y y y
(4.9)
Selecting according to this measure represents a clear priority of water use reduction com-
pared to a possible increase in yield.
4.4.3  Application of the acceptance approach to dimension the measures
4.4.3.1 Study Area
On the river basin level, the measures most likely to achieve a sustainable equilibrium in
the water balance were determined to be crop changes and irrigation changes. This makes
sense, since water consumption in the study area is dominated by agriculture and agricul-
ture in itself occupies 47% of the river basin (Figure 4.19). In the study area, 10 main crop
types can be determined and 7 different irrigation types are common and/or implementa-
ble. This means that in theory the total amount of possible combinations is 1010 · 77 if each
crop could in total be replaced by each other. For the 91400 ha in agricultural use, with the
hectare as a base unit and irrigation changes with percentage implementation as a base
unit, this would mean 9140010 · 1007 possible combinations. For each of those combina-
tions, at least the total water use and yield would have to be calculated in order to allow for
an objective selection. This would require a huge processing capacity and therefore, the
decision space has to be restricted. Applying the acceptance estimate approach to deter-
mine the optimal crop and irrigation apportionment, achieves this restriction.
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Figure 4.19: Land use in the Huangshui river basin. For a small part of the study area in the north-
east, data was not available and had to be estimated based on neighbouring areas and satellite im-
ages.
Data about historical fluctuations for crop areas data is available of the entire province of
Shandong, but not for all the relevant crops in our study area. Therefore, a general variabil-
ity for the ten most common crops in the study area was determined based on the variabil-
ity of seven of these crops in the entire province (Figure 4.20).
Figure 4.20: Evolution of the area or crops in the Province of Shandong (1949-2009)
It is clear that, in absolute figures, the variability of vineyards and orchards is restricted
because of the relatively small area they occupy. The standard deviation is expressed in the
same units as the data. For a dimensionless reference, the standard deviation can be divided
by the average, which gives a percentage of the magnitude of the standard deviation in
relation to the average.
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It is apparent that the crop area varies strongly over the last 60 years. In the last 10 years, a
stabilisation seems to have occurred:
Table 4.1: Characteristics of the crop area data in the Province of Shandong (1999-2009)
Wheat Corn Vegetables Apple Pear Vineyards Orchard
Area
1000 [ha] 1000 [ha] 1000 [ha] 1000 [ha] 1000 [ha] 1000 [ha] 1000 [ha]
Min 3 105 2 406 1 477 270 45 29 592
Max 3 960 2 917 2 027 447 74 66 797
582 371 317 140 20 20 147
0.17 0.14 0.17 0.41 0.32 0.44 0.21
On average, the standard deviation is still around 26% of the mean. But crops with a small
area display a much higher variation than the more frequent crops. In order to estimate a
general variability, a weighted average is more relevant. This sets the standard deviation
with which the crops in the study area can safely be varied to 18% of the mean. Setting the
standard deviation to the historical variation calculated above, allows the formulation of
acceptance level curved according to Eq. (4.7).
4.4.3.2 Crop changes
In cooperation with the Institute for Ecological Economics (IÖW) in Berlin, the possible
crop yield is calculated for each of the 10 main crops in the study area. The details of the
economic model lie outside the scope of this dissertation (Süli & Mayers, 2003). Important
is that besides other costs (like investment, exploitation, personnel and maintenance costs),
the costs of crop (and irrigation) changes are taken into consideration. Given different pro-
jections in interest rates, this results in a net minimum and net maximum yield per ha.
Since crop change effects on water saving far outweigh irrigation change effects, the cur-
rent irrigation scheme is kept constant in calculating the optimal crop change and opti-
mised afterwards in chapter 4.4.3.3.
It is stands to reason that slight changes from the original allotment only slightly change
the total water use and the yield. Therefore, concentric acceptance level-ellipses around the
original distribution can be seen in Figure 4.21. For clarity, the number of displayed com-
binations is limited to 1000.
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Figure 4.21: Acceptance level of probabilistically generated crop changes. The black square is the
current crop allotment
It is important to notice that unlikely combinations can also be situated in the vicinity of
the original allotment, which can be seen in, where the likely combinations (>0.3750) are
filtered out.
Figure 4.22: Same as Figure 4.21, but the overlapping crop changes with high acceptance level are
filtered out. The black square is the current crop allotment.
In calculating the distance to the Pareto line according to §4.4.2.2, no differentiation is
made between higher or lower water uses:
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Figure 4.23: Normed inverse distance to Pareto front for probabilistically generated crop changes.
The black square is the current crop allotment.
The total acceptance level combines the crop divergence acceptance level with the distance
to Pareto, according to (4.8):
Figure 4.24: Total acceptance level for probabilistically generated crop changes.  The black square
is the current crop allotment.
Based on the total acceptance level, and the clear priority of water saving over yield opti-
misation (§4.4.2.3 ination of crop changes can be selected from quadrant







Out of this probabilistically generated set, the optimal solution can be identified. The solu-
tion that has the highest water saving capacity and the highest acceptance level and the
highest yield (in that order of priority) is selected.
As can be seen in Figure 4.14 and Figure 4.16, the density of generated apportionments
decreases rapidly from the point of origin towards the Pareto boundary. This means that
there are few alternatives in the proximity and the selected apportionment may be influ-
enced by this lack of alternatives. In order to check the validity of the selected apportion-
ment, the procedure is repeated a thousand times and the distribution can be displayed in a
box plot (Figure 4.25).
Significant shifts are:
an increase of about 3500 ha in the area of corn cultivation, a C4 crop and as such
a water-efficient culture;
a decrease in wheat of about the same area with a comparable net gross margin as
corn, but a significantly higher water use: more than three times the amount corn
uses;
changing peanuts, vegetables and other yearly crops has little effect on yield
and/or water use;
the area of apple and other fruits remains within the 75% quartile, so a change is
not necessary according to this analysis;
reducing the area of pears with about a thousand ha might be beneficial in terms of
water use and total yield and
the area of grapes has to be increased drastically, also about 2500 ha, which
amounts to about ¼ of the current area.
Figure 4.25: Area allotment box plots of the optimal probabilistically generated crop changes.
Grey lines display the current crop allotments
Shifting the crops in this way produces for the entire river basin, without increasing the
total agricultural area a significantly higher yield and reduced water use (Figure 4.26).
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Figure 4.26: Minimum & maximum yield and water use allotment box plots of the optimal proba-
bilistically generated crop changes. Grey lines display the current crop allotments.
The entire database can also be analysed for the optimal solution from the sensitivity runs.
The following results are obtained:
Table 4.2:  and the related acceptance level in the
Huangshui water basin.
Yield min Yield max Water Use Acceptance level
Current 498 100 000 506 300 000 156 100 000 1.00
Median 517 100 000 525 600 000 152 200 000 0.79
Average 518 200 000 526 700 000 152 000 000 0.79
Best solution 536 800 000 545 800 000 146 600 000 0.59
With the crop area distributed as follows:

























































Current 14832 13784 4876 5849 3150 2977 13028 8913 6182 5936
Median 16378 11647 5170 5786 3344 3078 13059 7915 7 579 5543
Average 16422 11621 5151 5800 3362 3069 13017 7925 7 597 5561
Best solution 17495 9972 6711 6245 2973 2712 12791 5466 9 340 5820
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As can be seen in Table 4.2, crop shifts are able to reduce the water usage on average with
slightly over 4 million m³/a up to almost 10 million m³/a. According to §4.3.3.1 the struc-
tural water balance deficit is about 14 million m³/a. Therefore additional measures will be
necessary if the high acceptance rate is to be preserved, or in other words, if not all too
drastical agricultural shifts are to be enforced. The second and third most promising
measures from our river basin level analysis (Figure 4.11) were water costs (in combina-
tion with crop shifts) and irrigation changes.
4.4.3.3 Irrigation Changes
It was expected that changing the irrigation technique would display the same intense
yield/water use dependency. Estimating the hydrological / economical effects of the irriga-
tion techniques, however, requires a prioritisation between economy and water saving. It is
clear that more advanced irrigation techniques can more effectively use the extracted water
amount and thus increase yield; another alternative is to use more advanced irrigation
but to decrease overall water use. The last
option was selected in this project. Therefore, possible increases in yield, above the current
level are few (see Figure 4.27).
Figure 4.27: Acceptance level of probabilistically generated irrigation changes. The black square is
the current irrigation allotment.
The ellipse-like distribution around the original distribution, known from the probabilistic
generation of changes in crop types, is therefore not copied in irrigation changes distribu-
tion. The generated solutions fan out strongly towards the left and are narrowed to the right
of the original distribution.
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In other words, the effects of changing towards water saving irrigation techniques, can
have a broad impact varying from a possible very slight increase in yield to a very signifi-
cant decrease in yield, depending on the combination of irrigation type and crop type and
its implementation degree. Using irrigation techniques that save less water (which are often
less expensive) often, but not always, increases the yield slightly. The scale of irrigation
change effects on water conservancy is comparable to the effects of crop changes. The
number of possible allotments that result in an entry in quadrants 1, 2 and 4, however are
severely reduced. For instance, the highest increase in yield, irrespective of the water us-
age, that can be achieved with a standard deviation/mean of 0.18 (see Table 4.1) around the
current irrigation apportionment is only about two to three thousand euro/year for a total
agricultural area of almost 800 km². Changes in crop types with the same standard devia-
tion generated easily two to three hundred times as much. The acceptance level also dis-
plays the strongly increasing diversification towards the bottom left of the graph in Figure
4.27.
Because of the broad fanning in the low-yield/low-water use area, the Pareto front has a
much smaller inclination than the mean. Therefore, the points that display a large spread lie
further from the Pareto line.
Figure 4.28: Normed inverse distance to Pareto front for probabilistically generated irrigation
changes. The black circle is the current irrigation allotment.
This induces, for the irrigation changes, a slight tendency towards technologies that in-
crease the yield but at the cost of water use. This might be a strong incentive for the indi-
vidual farmer, but conflic c-





Figure 4.29: Combined acceptance level for probabilistically generated irrigation changes. The
black circle is the irrigation allotment.
The likely to be acceptable options (combined acceptance level > 0.7) are reduced from
1000 to 60 instances.
As can be seen from Figure 4.29, likely solutions in quadrant IV (higher yield and lower
water use) are very scarce. The spread of the yield, especially the minimum yield, is very
low and the potential for increasing the yield is also limited.
The recommended shifts are:
n apples, increase in furrow
Water saving measures that accompany the scarce yield gains have a restricted impact of
about 5 million cubic metres per year. Nevertheless, combined with the almost 10 million
cubic metres from the crop changes, that might just be enough to compensate for the water
balance deficit of 14 million m³ per year.
In other crops, almost no shifts occur.
Total Acceptance
level
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4.4.3.4 Water price changes
The same analysis as in paragraphs 4.4.3.2 and 4.4.3.3 was performed with an augmenta-
tion of 0.25 to 3.5 % in water price. The effect of an augmentation of the water price was a
slightly larger decrease in yield on the right side of the graph and a slightly less pro-
nounced decrease in yield on the left side of the graph, causing the Pareto front to tilt a
little. This means that the yield of the original allotment subject to the new water price de-
creases more than the yield of allotments in quadrants III and IV, thus slightly increasing
the number of results in quadrant IV. In comp h-
out enhanced water pricing, good water saving solutions shift from quadrant IV to III.
Since both crop change and in irrigation change were already optimised according to
yield/water use, no real changes in allotments were discernible. If the augmentation of the
water price is applied to the original allotment, the increase in water saving through the
increase in solutions in quadrant IV amounts to almost 3.5 million m³/a. However, com-
pared to the agricultural s , water saving possibilities in quadrant IV
are reduced.
Because of this ambiguity, only the measures crop change and irrigation change will be
analysed in the next step where the question of spatial allocation is discussed.
4.4.4 Conclusions
A deterministic-stochastic methodology was developed that allows the incorporation of
unknown parameters in the quantification of water management strategies, partially over-
coming an all too common lack of data. To achieve this, a parameter was introduced called
the acceptance estimate. This allowed for a quantification of less-technical and societal
influenced aspects in an extensive water management measure catalogue, spanning a multi-
 in geographically differ-
ent areas, in different compartments of the water cycle.
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4.5 Relationship between structural units and cellular levels: locating the
alternatives
4.5.1 Introduction
The final stage in the design process, after selection, refinement and dimensioning of the
measures is the search for the actual site or location where the measures will be imple-
mented. Here, the difference between linear and planar design is most prominent. The site
options in linear designs are mostly but a few, next to, or near the linear element, in most
cases: the river. In planar design problems a two dimensional location problem makes site
selection more difficult (Figure 4.30). In the standard spatial decision support process, a
number of alternatives are generated in the design phase and afterwards analysed in the
condition assessment phase. If the design targets are reached and a satisfactory number of
options are available, the choice phase is initiated. This usually works well in linear design
problems, where the spatial leeway is restricted to a roughly one-dimensional problem. In
flooding problems for example, the location of polders is strongly linked to the river; thus
reducing site search options. The importance of flooding is also related to the value of the
affected areas. These high-value areas once more reduce the number of location possibili-
ties for the spatially explicit alternatives. Depending on the selected alternatives, spatial
measures dealing with water shortage can also pose a linear design problem, for instance
the building of dams or weirs. If the necessary (implicit) criteria are not met, for instance
when inundations are insufficiently reduced or saltwater fronts are insufficiently halted, the
spatial decision process returns to the design phase in order to define new or better alterna-
tives.  When dealing with planar alternatives like crop changes or rainwater harvesting
however, the number of possible implementation sites increases dramatically. This might
pose a processing capacity problem in the condition assessment phase. Additionally, linear
alterations in the original condition could be solved with 1D analyses in the condition as-
sessment phase whereas planar options almost necessarily have to be analysed by 2D or
even 3D models; thus increasing the processing capacity problems even more. This di-
lemma can be solved by a two-tier
approach: first, based on rough
premises, the condition assessment
phase delineates areas where the
desired outcome might be reached
with minimal effort, independently
of the design site search. And sec-
ond, a meta-model then determines
the optimal site-dependent solution
within these boundaries to abide the
Figure 4.30: Locating alternatives: its position in the
spatial decision process & this dissertation
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4.5.2 Methodology: spatially structuring the decision space
Locating spatially explicit alternatives, based on spatially implicit criteria, often requires
either multiple loops through the iterative design/condition assessment process or elaborate
condition assessments or both. For example, in linear design, criteria like flood water level
reduction at the exit of the river basin help little in structuring the spatial positioning prob-
lem of possible polders. The condition assessment procedure for planar alternatives rapidly
becomes too complex to analyse a huge amount of possible spatial alternatives. Without
neglecting the implicit criteria, adding explicit sub-criteria can therefore help spatially
structure the problem in creating spatial differentiation.
Analogous to sorting algorithms, premises in orders of magnitude can be set, independent
 the ground water extraction is
xi  for
yi  attain the targets, independently of the spa-
tial/technical methods needed to achieve xi. This strategy decouples the locational search
for alternatives from the detailed, processing time intensive, condition assessment; thus
reducing the processing effort in the condition assessment phase: a two-tiered approach.
The 2D search area in the design phase can now be based on a gradient instead of on a
blank surface (Figure 4.31). It is clear that in the design phase, the most cost-effective
measures will probably be the ones that can accomplish the lowest xi
xi yi, the alternatives can be estimated using the
degree of acceptance technique described in §4.4.2.1.
Figure 4.31: Schematic illustration of spatial zonation based on premises by the condition assess-
ment phase and optimisation of the spatial alternatives within the design phase to reach these
premises.
This structures the decision problem in optimising the local degrees of acceptance for cer-
tain spatial alternatives that satisfy the zoned requirements premised in the condition esti-
mation phase. In other words, for a certain degree of acceptance, alternatives are defined to
try and attain the most easily achieved premises. If the zonal premises cannot be reached
without infringement to the acceptance minimum, the search area must be extended into
the next premises level and so on. Thus, a recursive spatial search can be performed.
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4.5.3 Application of the two-tiered recursive spatial search
4.5.3.1 Study Area
The study area as described in §4.2 and §4.4.3.1 is used. In these paragraphs, it was deter-
mined that crop changes and irrigation changes, in particular shifts from grain to maize and
from fruit trees to grapes, were the optimal methods to be applied in order to equalise the
water balance and stop the continuing salt water intrusion. This salt intrusion is actually
threatening large agricultural areas in the northeast coastal zone (Figure 4.32) and spatially
structures the decision space. The saltwater intrusion rates were modelled by one of the
project partners DHI-WASY using the program FE-FLOW®.
Figure 4.32: Saltwater intrusion at the start of the simulation and after 80 years based on FE-
FLOW/MIKE11 modelling (Kaden & Geiger, 2012).
Finding the optimal locations to perform the calculated shifts is the last step in the design
phase (see Figure 4.30). For an agricultural area of almost 1000 km², this could lead to
numerous possibilities, way too much to analyse all in a detailed surface-ground water
model. Therefore, the two-tiered approach as explained in the methodology is applied here:
First: using the models and techniques from the condition estimation approach, and
by setting certain premises, the area is zoned.
Secondly, for the most easily achievable premises, location specific alternatives are
determined.
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Zones in this study area are determined by the smallest elements in the surface water -
ground water interface: the sub catchments. In total 46 sub catchments were demarcated
with strongly varying water consumption (Figure 4.33).
Figure 4.33: Sub catchments and their water consumption in the study area
4.5.3.2 Creating spatial differentiation/zoning using the condition assessment approach
Independent of the exact measures, their dimensions and their locations, the effects of a
reduction in water extraction on the salt water intrusion can be calculated based upon five
different spatial scenarios. The first two scenarios are spatially correlated to the salt water
intrusion zones northeast and southwest of the peninsula (see Figure 4.32, right). The first
scenario reduces ground water extractions specifically in these locations (Figure 4.34, left).
The second scenario includes the centre sub basin in between these intrusion peaks. The
next question is whether a larger water extraction reduced area has more effect than the
localised measures. For scenario 3, the entire lowlands are selected for water extraction
reduction. In scenario 4, the area with the highest ground water depression cone is targeted.




Scenario 1 Scenario 2
Scenario 3 Scenario 4 Scenario 5
Figure 4.34: Scenario 1 & 2: Areas where the water extraction is reduced are highlighted in dark
grey; the areas in orange show strong saltwater intrusion (mass concentration > 400 mg/l, after 40
years of simulation without intervention).
Scenario 3, 4 & 5: Areas in blue indicate the ground water depression cone (hydraulic heads < -3
m, after 40 years of simulation without intervention) (Monnikhoff, 2012).
For each of these spatial scenarios the effects were analysed using an equal percentage in
extraction reduction and using an equal reduction volume for different mass concentrations
(250, 400 and 500 mg Cl-/l) and for different hydraulic heads (+2 to -3 m). For a reduction
in ground water extraction of 75%, nominally, scenario 3 proved to be the most effective.
But scenario 1 and 2 displayed the highest efficiency compared to the area where land use
changes had to be implemented. Based on equal reduction volumes (Table 4.4), reducing
water extraction in the areas of scenario 2 proved to be most efficient, achieving the high-
est reduction in the area affected by salination after a simulation of 40 years.
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Table 4.4: Some  results  of  the  FE-FLOW  analyses,  performed  by  DHI-WASY  in  light  of  the
Shandong project, displaying the effectiveness of spatially differentiated water saving scenarios
(Kaden & Geiger, 2012).
Status
quo
Scn 1 Scn 2 Scn 3 Scn 4 Scn 5
Subcatchment Extraction (%) 0 -100 -75 -24 -45 -40
Difference to Present Extraction (Mm³/a) 0 17.82 17.27 17.65 17.21 17.25
Area affected by salination
(mass concentration > 250 mg/l)
after 40 years (ha)
307.94 243.28 234.58 270.23 250.51 245.88
A reduction of 100% water extraction in the sub basins of scenario 2 reduces the affected
area with another 10 ha within 40 years and another 35 ha within 100 years. In setting this
target, that water saving measures have to be determined for the total amount of 22.7
Mm³/a , for the sub basins in scenario 2 (Monnikhoff, 2012).
4.5.3.3 Dimensioning measures to fulfil the zonal premises
Equalising the water balance is typically spatially implicit (§4.3). To locate the measures,
the spatially explicit criterion of saltwater intrusion was added, which increased the water
requirements from 14 Mm³ to 22.7 Mm³.
For each sub basin, the acceptance approach (§4.4.2.1) was implemented. Unfortunately,
the drastic extraction reduction (100%) could not be reached with a good acceptance;
which seems logical. To reach the new targets, the standard deviation per area (see Formu-
la (4.4)) had to be increased to correspond to the historical fluctuations of the last 20 years
(see Figure 4.20). Out of the stochastically generated options, the optimal water use reduc-
ing solution within quadrant IV (no yield loss, see Figure 4.17) was selected. This yielded
an estimated water saving of 6.6 Mm³/a, implementing optimal irrigation techniques re-
duced the water extraction in the scenario 2 areas to 10.2 Mm³/a. Without yield losses, no
further reductions could be achieved.
Table 4.5: Optimisation for Scenario 2 - Stochastically generated crop changes in quadrant
IV with standard deviation 0.6





14 1.60 0.73 0.87
15 8.33 3.38 4.95
19 5.78 3.37 2.42
29 5.31 3.39 1.92
Sum 21.03 10.86 10.16
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It is clear that in larger sub basins, higher water saving potentials (in absolute numbers) can
be reached. On average, by using crop changes and improved irrigation techniques, the
water resources used in the study area can be halved.
Figure 4.35: Suggested changes in crop structure, detailed for each sub basin (S.B.) to achieve the
water saving potential, cited in Table 4.5. Hollow rectangles represent current distribution.
Wheat has to be decreased and the area of corn and grapes increased all four sub basins, in
concurrence with the results on the structural units level (§4.4.3.2 and Figure 4.25). New is
the strong decrease in outside grown vegetables, which consume more water (m³/ha/a) than
any other crop type. This deviation could only be allowed by the increased standard devia-
tion to 0.6 (Figure 4.20) and is the main cause for the steep decline in acceptance. Howev-
er, since these sub basins are the ones most threatened by increasing salination, the stand-
ard deviation was nevertheless increased, allowing the stochastic generation of more ex-
treme measures, as long as the total yield remains constant.
Besides the effects in crop change, shifts in irrigation change also have to be implemented
(see Figure 4.36).
The stochastic generator generally promotes a shift towards micro spray, drip and no irri-
gation for all four sub basins combined with, where possible, a decrease of basin, furrow
and border irrigation. Especially in sub basin 15, large shifts from basin and furrow irriga-
tion towards no irrigation can strongly reduce the water consumption.
It is clear that the potential water saving amount without yield loss of 10.2 Mio m³/a is not
enough to reach the goal of 22.7 Mio m³ needed. This means that the premise of paragraph
3.6.3: a 100% water saving in the four sub basins cannot be achieved without yield loss.
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Figure 4.36: Suggested changes in irrigation percentages, for each sub basin and each crop type to
achieve the water saving potential, cited in Table 4.5.
For the sake of completeness it must be noted that other (less extreme) targets from the FE-
Flow analyses have likewise been analysed. Comparing and weighing the necessary shifts
in crops and irrigation techniques with the predicted saltwater-affected area is subject of
the choice phase and thus lies outside the scope of this dissertation. However, illustrative
for the importance of spatiality in solution finding, another option must be discussed.
In order to achieve the set target of 22.7 Mio m³, irrigation water might also be saved in
neighbouring sub basins and transported downstream to the spatial-salinity hotspots of
scenario 2. To determine these amounts, the same stochastic analysis was performed for
spatially neighbouring and upstream sub basins.
Table 4.6: Optimisation for Scenario 2 - Stochastically generated crop changes for the upstream











11 10234 14.21 6.90 7.31
37 9617 9.65 4.29 5.36
Sum - 23.86 11.19 12.66
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If the crop and irrigation changes are implemented in sub basins 11 and 37, the water sav-
ing potential is more than enough to fulfil the irrigation needs of the lower lying neigh-
bouring basins 14, 15, 19 and 29 and, of course, balance the water balance.
The following shifts can achieve this water saving potential without yield loss:
Figure 4.37: Suggested changes in crop structure, detailed for each sub basin (S.B.) to achieve the
water saving potential, cited in Table 4.6. Hollow rectangles represent current distribution.
With the following changes in irrigation:
Figure 4.38: Suggested changes in irrigation percentages, for each sub basin and each crop type  to
achieve the water saving potential, cited in Table 4.6.
This means that the total amount of water saved in the areas in the periphery can be trans-
ported to balance the remaining water needs in the scenario 2 area. Even though land use
changes are implemented in the same sub basins as scenario 4, this unique spatial solution
is more efficient halting and reducing saltwater intrusion in the study area. These general
results are based on detailed shifts in crops and irrigation techniques tailored for each sub
basin, based on current land usage.
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4.5.4 Conclusions
Planar problems do not only increase processing time because of an enhanced number of
locational alternatives. The processing time for 2D (or 3D) models is likewise augmented
in relation to 1D models. Therefore, a multitude of possible locations, combined with the
m-
putational effort. Disconnecting condition assessment from the actual spatial measures
could partially solve this problem. Based on a few key milestones, the dimensions that the
 It has been shown
that a two tiered approach can dramatically reduce the processing time required. Iterative-
ly, the location and order of magnitude of a measure (or combination of measures) are de-
termined. Afterwards, the measure is specified in detail to achieve the required order of
magnitude.
It has also been shown that including spatially explicit criteria to structure the decision
area, giving priorities to searchable zones, is an efficient way to rapidly pinpoint optimal
locations for measures; speeding up the first part of the two tiered approach. Exemplary,
saltwater intrusion was used in this study area and a variety of scenarios showed that the
geographical location of extraction reducing measures had a huge impact on their efficien-
cy.
This paragraph also recapitulated the efficiency of the acceptance estimate algorithm, in
this case used for each (prioritised) sub region to incorporate known unknowns; complet-
ing the second part of the two tiered approach.
Finally, this paragraph illustrated the idea of a special recursive search. If the general tar-
gets are not reached, a decision has to be made between spatially shifting to another priori-
ty level, tolerating less acceptable measures or both. Condition assessment after each (loca-
tional or dimensional) alteration is necessary to gauge its effectiveness.
This last paragraph in the design phase does not introduce a new algorithm but re-
implements the acceptance estimate on a local scale, describes a heuristic approach to loca-





In spatial decision making for river basins, the condition assessment phase aggregates and
typecasts the study area in a comprehensive overview for the decision maker, analysing
and cumulating cellular information from a cellular level to the river basin level. After all,
functioning and often a certain abstraction is necessary for objective decision making.
Based on this information, delivered by the condition assessment phase, the design phase
chooses, formulates, dimensions and locates measures and alternatives, designed for prob-
lem alleviation (Figure 5.1). The effects of these measures, inserted in the river system
models, are estimated in a second run of the condition assessment, which typecasts the
system before and after according to decision criteria. These are summarised in a decision
matrix upon which decision makers can base their preferences and final selection in the
choice phase. This process may be iterated until satisfying solutions can be found.
The need for objective abstraction of detailed (cellular) data to river basin wide criteria
requires intensive communication between the experts and decision makers. This neverthe-
less places a high responsibility on the experts for the communication of their condition
assessment as clear, objective,
concise and yet as comprehen-
sive, complete and accurately
as possible. This dissertation
aims to provide new methods
and algorithms to improve the
handling of spatiality in exist-
ing condition assessment pro-
cedures in order to achieve
these high requirements. The
problem of flooding is used as
an illustration for the new al-
gorithms. Figure 5.1: Iterative process of condition assessment and de-
sign, leading up to the choice phase in spatial decision making.
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A first step is to make sure the data upon which the condition assessment is based, is as
comprehensive and accurate as possible. Especially in flooding analyses, spatial infor-
mation with a higher resolution as the inundation cells is often ignored or thought to be
incorporated.
In §3.3, it was proven that sub cellular digital elevation information can yield added value
to the inundation analysis through the GIS-based redistribution module. To aggregate this
cellular data, displayed as maps of decision matrices, two different pathways in condition
assessment are defined and for both improvements are suggested.
Classical spatial condition assessment directly summarises spatial data in a decision matrix
with different alternatives and criteria. As such, decisions are made from/on the basin level
of analysis is especially important if criteria can only be included on a basin-wide scale, in
other words: if criteria are spatially implicit or not down scalable (see §2.2.1). Still, this
analysis can be considerably improved if spatial data is more optimally integrated in the
condition assessment. In §3.4, the recondite problem of spatial compensation was unveiled.
Disregarding spatial compensation probably causes a lot of analyses to be incorrect or at
least inaccurate. Adding many spatially different criteria can partially compensate but not
entirely eliminate spatial compensation. Different aggregation types were analysed and
shown to effectively disallow spatial compensation and even integrating spatial equity in
the decision matrix, improving spatiality in pathway 1. As such, decisions based on this
pathway are made from/on the basin level and consequently this pathway can be denomi-
Pathway 2, through a spatial aggregation of the criteria, offers the creation of informative
maps of spatial preferences. The consensus algorithm (§3.5) allows an objective compari-
son and measure of discrepancy of upstream with downstream preferences, but can also be
used in measur
1, made on a basin level. Paragraph 3.6 extended the consensus algorithm to aggregate the
spatially diverse priorities according to a pairwise comparison of the discrepan-
cy/consensus measurement. Subsequent selection of the ranking with the lowest discrepan-




It was shown that the top-down and bottom-up approaches not always result in similar pri-
orities. The top-down approach, corrected for spatial issues, gives the decision maker the
best, objective priority score for the entire basin, heedless of local priorities. The bottom-
up approach communicates the priority scores with the highest consensus among local de-
cision makers. Should both be in unison, the decision is straightforward. I, the combination
of both pathways present the decision maker with a clear spatial overview of local issues,
offering the pos
spatial decision making then re-enters the design phase with more spatially specific infor-
mation at hand.
In the design phase, especially in the first iteration, one of the major problems that confront
decision makers is selecting from a more or less vast array of possible measures. This array
is slightly more limited for linear design issues; for instance measures that are restricted in
their distance to a river. If spatially less limited measures and/or more planar-applicable
measures can be used to alleviate the problem, the design procedure is complexified in two
ways: first, the number of possible measures drastically amplifies and second, the localisa-
tion of the measures is more difficult. Therefore, the problem of water shortage will be
used to illustrate the new approaches.
The construction of a simple but general meta-model in form of a dynamic water balance,
calibratable to represent the local hydrosystem and the anthropogenic impact thereon, al-
lows the insertion of measures across social sectors and physical compartments (§4.3). An
extensive list of different measures can automatically be compared and their effects be
translated to one common denominator, thus allowing objective evaluations.
As soon as one or more effective measures have been selected, the problem of dimension-
ing arises. Often, the decision maker or expert is confronted with a multitude of unknown
factors. Especially socio-historical factors are very hard to acquire. A classical way to deal
with this lack of data is ignoring it, but the current anthropogenic system of water usage
came about and is still subject to a host of different pressures. To incorporate these known
unknowns and capture the undimensioned and possibly undefined pressures, an algorithm
was created that structures and reduces the decision space and thus the variability of the
measures (§4.4). Possible solutions are stochastically generated and selected according to
their position on the Pareto frontier and/or their water saving capacity.
5 Conclusions and discussion
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In theory, an alternating sequence of condition assessment & design exists in the spatial
decision analysis, iterating until a suitable solution or a range thereof, can be delivered to
the decision maker. However, to locate the selected and dimensioned alternatives, spatially
explicit criteria have to be incorporated, intensifying the interaction between the design
phase and the condition assessment phase on this very local level. Especially for planar
design problems, in which in theory numerous locations are eligible for measure applica-
tion, a two-tier approach seems most efficient: using hypothetical sub-targets (water reduc-
tion, in this specific test case) the condition assessment phase was traversed in order to
differentiate the sub-targets that, when achieved, lead to an accomplishment of the overall
target. This allowed the design phase to focus on the spatially explicit sub-targets instead
of the spatially implicit overall target. It was shown that local sub-targets can at times only
be realised by support of neighbouring or upstream localities, thus reiterating the im-
portance of spatiality in the analysis (§4.5).
All strategies and algorithms described in this thesis had to pass muster to strict and clear
requirements, put forward before the application to numerical examples and test cases. The
developed algorithms are a first attempt to enhance and valorise spatiality in the so-called
The thesis builds or at least reinforces bridges between the well
founded sciences like geography, hydrology, hydraulics etc that provide a wealth of data as
input for the condition assessment phase and the other side of the analysis chain: the opera-
tions research, decision support and optimisation. In concreto, flawed handling and disre-
garding of spatial information were identified and described in each spatial level of GIS-
based decision making and solutions were put forward for the alleviation of problems and
integration of spatiality; along with new pathways for analysis and data handling. It is rec-
ognised that this work alone can by no means alleviate the crucial gap between the scienc-
es, but substantial improvements have been listed for each spatial level in both phases of
decision making dealing with spatiality.




In the literature, plenty of information can be found on the improvement of flood damage
estimates by more detailed hydraulic models, more immediate interviews after an event,
of existing spatial information, like the digital terrain model, is scarce if not non-existent.
Yet, the analysis performed in this dissertation proves that with a simple GIS-based model,
rapid and drastic improvements can be achieved. The redistribution model was pro-
o-
gram execution; a Python program will probably achieve more efficiency and can more
easily be distributed across platforms. Also, the student licence of the modelling software
applied did not allow analyses larger than 4 km², but these preliminary results warrant and
encourage further research.
The literature also hails a motley array of criteria in order to better grasp spatial infor-
mation in decision matrices. Through the inclusion of more criteria with dissimilar spatial
zoning decreases the probability of spatial compensation, this genuine error is not elimi-
nated thereby. Often, the variety of criteria hides the problem of spatial compensation. In
order to refrain from overcomplicating the decision matrix, moderation in the number of
criteria is commended. Spatial compensation is in this dissertation avoided by a simple
segregation of increases and decreases of the relevant criteria; probably more efficient ap-
proaches can be developed. Again, the drastic results, accomplished by this simple inter-
vention justify further research.
Briefly, the subject of spatial equity has been breached in this dissertation and was per-
functory dimensioned by the number of cells. Evidently, based on the vast amount of re-
search on equity, in combination with GIS capacities, far better and more statistically sub-
stantiated algorithms can be developed for the implementation in flood research. Solutions
to both spatial compensation and spatial equity, if not to all spatial problems discussed in
this dissertation might be found in an improved integration of statistics with spatiality to
aggregate spatially significant 2D data in a 1D matrix.
6 Recommendations
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Upstream  downstream discrepancy is another theme often revisited in the literature, in
the last years even across/between neighbouring countries. Increasing scarcity and/or need
for water will even enhance this debate. Although in no way comprehensive and still far
from solving this age-old problem, the discrepancy algorithm is one of the first to actually
quantify differences in priorities. As such, its merit lies more in an attempt to objectify a
traditionally qualitative discussion than in methodologically robust algorithm. This is be-
cause the consensus algorithm, like a lot of group algorithms, still has its drawbacks. Since
it heavily relies on distance measurement, some of the same shortcomings like other CP
and/or TOPSIS based algorithms can be seen. Further development might alleviate some of
these problems at a cost of a more complex algorithm. There seems to be an unvarying
trade-off in the MCDM literature between simple & comprehensible algorithms with their
limitations and elaborate and elusive algorithms without; the presented consensus algo-
rithm being no exception to this rule.
In selecting between two polders or two types of drip irrigation, the decision maker is pro-
vided with ample literature. However, for comparing the merits of a surface water dam
with basin wide nanofiltration in heavy industry, or reverse osmosis desalination, he is at a
loss. It seems very detailed studies that determine the optimal strategy within one social
sector, for instance agriculture, are myriad. Nevertheless, the decision maker at the basin
level is often confronted with measures across different sectors, physical compartments
and spatial levels. Especially on this subject, scant references can be found. The rare ones
that do provide algorithms for comparison unfortunately compare a cubic metre saved by
fauce
totally different effect on the hydrobalance. Here, the demand for scientific input is press-
ing. The meta-model approach in form of a dynamic water balance is one way of objective-
ly comparing a myriad of measures based on the same common denominator.
Dealing with data scarcity has always been a major obstruction in the design phase. As
soon as the shift from spatially implicit alternatives towards explicit alternatives starts,
local and detailed information is sorely needed but seldom available. Nevertheless, ignor-
ing the (local) driving forces and allowing extravagant dimensions has been the bane of
many a good intentioned project. The unknown driving forces were pooled and approxi-
mated as a conservative force, resisting change and intervention; its boundaries and incli-
nations being determined by historical trends and fluctuations. This is still a very rough
 conferences where
the method was presented, proves the need for further research in the field.
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