Measurement of CP violation and the B 0 s meson decay width difference with B 0 s → J/ψK + K − and B 0 s → J/ψπ + π − decays
Introduction
The interference between B 0 s meson decay amplitudes to CP eigenstates J/ψ X directly or via mixing gives rise to a measurable CP -violating phase φ s . In the Standard Model (SM), for b → ccs transitions and ignoring subleading penguin contributions, this phase is predicted to be −2β s , where β s = arg (−V ts V * tb /V cs V * cb ) and V ij are elements of the CKM quark flavour mixing matrix [1] . The indirect determination via global fits to experimental data gives 2β s = 0.0364 ± 0.0016 rad [2] . This precise indirect determination within the SM makes the measurement of φ s interesting since new physics (NP) processes could modify the phase if new particles were to contribute to the B 0 s -B 0 s box diagrams [3, 4] shown in Fig. 1 .
Direct measurements of φ s using B Table 1 .
This paper extends previous LHCb measurements in the B s → J/ψ φ decays, the invariant mass of the K + K − system was limited to ±12 MeV/c 2 around the φ(1020) mass [7] , which selected predominately resonant P-wave φ → K + K − events, although a small S-wave K + K − component was also present. In this analysis the K + K − mass range is extended to ±30 MeV/c 2 and the notation B 0 s → J/ψ K + K − is used to include explicitly both P-and S-wave decays [8] . In both channels additional same-side flavour tagging information is used. The data were obtained from pp collisions collected by the LHCb experiment at a centre-of-mass energy of 7 TeV during 2011, corresponding to an integrated luminosity of 1.0 fb −1 . This paper is organised as follows. Section 2 presents the phenomenological aspects related to the measurement. Section 3 presents the LHCb detector. In Sect. 4 the selection of B 0 s → J/ψK + K − candidates is described. Section 5 deals with decay time resolution, Sect. 6 with the decay time and angular acceptance effects and Sect. 7 with flavour Table 1 : Results for φ s and ∆Γ s from different experiments. The first uncertainty is statistical and the second is systematic (apart from the D0 result, for which the uncertainties are combined). The CDF confidence level (CL) range quoted is that consistent with other experimental measurements of φ s . − pair is in a P-wave configuration. The final state is then a superposition of CP -even and CP -odd states depending upon the relative orbital angular momentum of the J/ψ and the φ. The phenomenological aspects of this process are described in many articles, e.g., Refs. [13, 14] . The main Feynman diagrams for B 0 s → J/ψK + K − decays are shown in Fig. 2 . The effects induced by the sub-leading penguin contributions are discussed, e.g., in Ref. [15] . The same final state can also be produced with K + K − pairs in an S-wave configuration [16] . This S-wave final state is CP -odd. The measurement of φ s requires the CP -even and CP -odd components to be disentangled by analysing the distribution of the reconstructed decay angles of the final-state particles.
In contrast to Ref. [5] , this analysis uses the decay angles defined in the helicity basis as this simplifies the angular description of the background and acceptance. The helicity angles are denoted by Ω = (cos θ K , cos θ µ , ϕ h ) and their definition is shown in Fig. 3 . The polar angle θ K (θ µ ) is the angle between the K + (µ + ) momentum and the direction opposite to the B 0 s momentum in the K + K − (µ + µ − ) centre-of-mass system. The azimuthal angle between the K + K − and µ + µ − decay planes is ϕ h . This angle is defined by a rotation from the K − side of the
The rotation is positive in the µ + µ − direction in the B 0 s rest frame. A definition of the angles in terms of the particle momenta is given in Appendix A.
The decay can be decomposed into four time-dependent complex amplitudes, A i (t). Three of these arise in the P-wave decay and correspond to the relative orientation of the linear polarisation vectors of the J/ψ and φ mesons, where i ∈ {0, , ⊥} and refers to the longitudinal, transverse-parallel and transverse-perpendicular orientations, respectively. The single K + K − S-wave amplitude is denoted by A S (t). The distribution of the decay time and angles for a B 0 s meson produced at time t = 0 is described by a sum of ten terms, corresponding to the four polarisation amplitudes and their interference terms. Each of these is given by the product of a time-dependent function and an angular function [13]
The time-dependent functions h k (t) can be written as
where ∆m s is the mass difference between the heavy and light B 0 s mass eigenstates. The expressions for the f k (Ω) and the coefficients of Eq. 2 are given in Table 2 [17, 18] . The coefficients N k are expressed in terms of the A i (t) at t = 0, from 
now on denoted as A i . The amplitudes are parameterised by |A i |e iδ i with the conventions δ 0 = 0 and
The S-wave fraction is defined as
. For the coefficients a k , . . . , d k , three CP violating observables are introduced
where the parameter λ is defined below. These definitions for S and C correspond to those adopted by HFAG [19] and the sign of D is chosen such that it is equivalent to the symbol A ∆Γ f used in Ref. [19] . The CP -violating phase φ s is defined by φ s ≡ − arg(λ) and hence S and D can be written as
The parameter λ describes CP violation in the interference between mixing and decay, and is derived from the CP -violating parameter [20] associated with each polarisation state i
where s |B L describe the relation between mass and flavour eigenstates. The polarisation states i have CP eigenvalue η i = +1 for i ∈ {0, } and η i = −1 for i ∈ {⊥, S}. Assuming that any possible CP violation in the decay is the same for all amplitudes, then the product η iĀi /A i is independent of i. The polarisationindependent CP -violating parameter λ is then defined such that λ i = η i λ. The differential decay rate for a B 0 s meson produced at time t = 0 can be obtained by changing the sign of c k and d k and by including a relative factor |p/q| 2 . The expressions are invariant under the transformation
which gives rise to a two-fold ambiguity in the results. In the selected π + π − invariant mass range the CP -odd fraction of B 0 s → J/ψπ + π − decays is greater than 97.7% at 95% confidence level (CL) as described in Ref. [21] . As a consequence, no angular analysis of the decay products is required and the differential decay rate can be simplified to
3 Detector
The LHCb detector [22] is a single-arm forward spectrometer covering the pseudorapidity range 2 < η < 5, designed for the study of particles containing b or c quarks. The detector includes a high precision tracking system consisting of a silicon-strip vertex detector surrounding the pp interaction region, a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of siliconstrip detectors and straw drift-tubes placed downstream. The combined tracking system has momentum resolution ∆p/p that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c, and impact parameter resolution of 20 µm for tracks with high transverse momentum. Charged hadrons are identified using two ring-imaging Cherenkov detectors [23] . Photon, electron and hadron candidates are identified by a calorimeter system consisting of scintillating-pad and pre-shower detectors, an electromagnetic calorimeter and a hadronic calorimeter. Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers. The trigger consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage which applies a full event reconstruction [24] . Simulated pp collisions are generated using Pythia 6.4 [25] with a specific LHCb configuration [26] . Decays of hadronic particles are described by EvtGen [27] in which final state radiation is generated using Photos [28] . The interaction of the generated particles with the detector and its response are implemented using the Geant4 toolkit [29] as described in Ref. [30] .
Selection of
The reconstruction of B 0 s → J/ψK + K − candidates proceeds using the decays J/ψ → µ + µ − combined with a pair of oppositely charged kaons. Events are first required to pass a hardware trigger [24] , which selects events containing muon or hadron candidates with high transverse momentum (p T ). The subsequent software trigger [24] is composed of two stages, the first of which performs a partial event reconstruction. Two types of first-stage software trigger are employed. For the first type, events are required to have two well-identified oppositely-charged muons with invariant mass larger than 2.7 GeV/c 2 . This trigger has an almost uniform acceptance as a function of decay time and will be referred to as unbiased. For the second type there must be at least one muon (one high-p T track) with transverse momentum larger than 1 GeV/c (1.7 GeV/c) and impact parameter larger than 100 µm with respect to the PV. This trigger introduces a non-trivial acceptance as a function of decay time and will be referred to as biased. The second stage of the trigger performs a full event reconstruction and only retains events containing a µ + µ − pair with invariant mass within 120 MeV/c 2 of the J/ψ mass [7] and which form a vertex that is significantly displaced from the PV, introducing another small decay time biasing effect.
The final B 0 s candidate selection is performed by applying kinematic and particle identification criteria to the final-state tracks. The J/ψ meson candidates are formed from two oppositely-charged particles, originating from a common vertex, which have been identified as muons and which have p T larger than 500 MeV/c. The invariant mass of the 3, 14 .0] ps; the lower bound on the decay time suppresses a large fraction of the prompt combinatorial background whilst having a negligible effect on the sensitivity to φ s . The kinematic fit evaluates an estimated decay time uncertainty, σ t . Candidates with σ t larger than 0.12 ps are removed from the event sample. Figure 4 shows the m(J/ψK + K − ) distribution for events originating from both the unbiased and biased triggers, along with corresponding projection of an unbinned maximum log-likelihood fit to the sample. The probability density function (PDF) used for the fit is composed of the sum of two Gaussian functions with a common mean and separate widths and an exponential function for the combinatorial background. In total, after the trigger and full offline selection requirements, there are 27 617 ± 115 B 0 s → J/ψK + K − signal events found by the fit. Of these, 23 502 ± 107 were selected by the unbiased trigger and 4115 ± 43 were exclusively selected by the biased trigger. The uncertainties quoted here come from propagating the uncertainty on the signal fraction evaluated by the fit. Figure 5 shows the invariant mass of the µ + µ − and K + K − pairs satisfying the selection requirements. The background has been subtracted using the sPlot [32] technique with m(J/ψK + K − ) as the discriminating variable. In both cases fits are also shown. For the di-muon system the fit model is a double Crystal Ball shape [33] . For the di-kaon system the total fit model is the sum of a relativistic P-wave Breit-Wigner distribution convolved with a Gaussian function to model the dominant φ meson peak and a polynomial function to describe the small K + K − S-wave component.
Decay time resolution
If the decay time resolution is not negligibly small compared to the B 0 s meson oscillation period 2π/∆m s ≈ 350 fs, it affects the measurement of the oscillation amplitude, and thereby φ s . For a given decay time resolution, σ t , the dilution of the amplitude can be expressed as D = exp(−σ decay time is calculated. The signal distribution of σ t is shown in Fig. 6 where the sPlot technique is used to subtract the background. To account for the fact that track parameter resolutions are not perfectly calibrated and that the resolution function is not Gaussian, a triple Gaussian resolution model is constructed
where d is a common small offset of a few fs, r i are event-independent resolution scale factors and f i is the fraction of each Gaussian component, normalised such that f i = 1. The scale factors are estimated from a sample of prompt µ + µ − K + K − combinations that pass the same selection criteria as the signal except for those that affect the decay time distribution. This sample consists primarily of prompt combinations that have a true decay time of zero. Consequently, the shape of the decay time distribution close to zero is representative of the resolution function itself.
Prompt combinations for which the muon pair originates from a real J/ψ meson have a better resolution than those with random muon pairs. Furthermore, fully simulated events confirm that the resolution evaluated using prompt J/ψ → µ + µ − decays with two random kaons is more representative for the resolution of B 0 s signal decays than the purely combinatorial background. Consequently, in the data only J/ψ K + K − events are used to estimate the resolution function. These are isolated using the sPlot method to subtract the µ + µ − combinatorial background. The background subtracted decay time distribution for J/ψ K + K − candidates is shown in Fig. 7 using linear and logarithmic scales. The distribution is characterised by a prompt peak and a tail due to J/ψ mesons from B decays. The resolution model parameters are determined by fitting the distribution with a decay time model that consists of a prompt peak and two exponential functions, convolved with the resolution model given in Eq. 8.
The per-event resolution receives contributions both from the vertex resolution and from the momentum resolution. The latter contribution is proportional to the decay time and cannot be calibrated with the prompt J/ψ K + K − control sample. When using a scale factor for the resolution there is an assumption that the vertex contribution and the momentum contribution have a common scale. This assumption is tested in simulations and a systematic uncertainty is assigned.
The effective dilution of the resolution function is calculated by taking its Fourier transform calculated at frequency ∆m s [34]
Taking into account the distribution of the per-event resolution, the effective dilution for the calibrated resolution model is 0.72 ± 0.02. This dilution corresponds to an effective single Gaussian resolution of approximately 45 fs. The systematic uncertainty accounts for uncertainties due to the momentum resolution scale and other differences between the control sample and signal decays. It is derived from simulations. The sample used to extract the physics parameters of interest consists only of events with t > 0.3 ps. The observed decay time distribution of these events is not sensitive to details of the resolution function. Therefore, in order to simplify the fit procedure the resolution function for the final fit (described in Sect. 8) is modelled with a single Gaussian distribution with a resolution scale factor, r t , chosen such that its effective dilution corresponds to that of the multiple Gaussian model. This scale factor is r t = 1.45 ± 0.06.
Acceptance
There are two distinct decay time acceptance effects that influence the B systematic uncertainty on Γ s . Secondly, a non-trivial decay time acceptance is introduced by the trigger selection. Binned functional descriptions of the acceptance for the unbiased and biased triggers are obtained from the data by exploiting the sample of B 0 s candidates that are also selected by a trigger that has no decay time bias, but was only used for a fraction of the recorded data. Figure 8 shows the corresponding acceptance functions that are included in the fit described in Sect. 8.
The acceptance as a function of the decay angles is not uniform due to the forward geometry of LHCb and the requirements placed upon the momenta of the final-state particles. The three-dimensional acceptance function, ε Ω , is determined using simulated events which are subjected to the same trigger and selection criteria as the data. Figure 9 shows the angular efficiency as a function of each decay angle, integrated over the other angles. The relative acceptances vary by up to 20% peak-to-peak. The dominant effect in cos θ µ is due to the p T cuts applied to the muons.
The acceptance is included in the unbinned maximum log-likelihood fitting procedure to signal weighted distributions (described in Sect. 8). Since only a PDF to describe the signal is required, the acceptance function needs to be included only in the normalisation of the PDF through the ten integrals dΩ ε Ω (Ω) f k (Ω). The acceptance factors for each event i, ε Ω (Ω i ), appear only as a constant sum of logarithms and may be ignored in the likelihood maximisation. The ten integrals are determined from the fully simulated events The probability that the tagging determination is wrong (estimated wrong-tag probability, η) is based upon the output of a neural network trained on simulated events. It is subsequently calibrated with data in order to relate it to the true wrong-tag probability of the event, ω, as described below.
The tagging decision and estimated wrong-tag probability are used event-by-event in order to maximise the tagging power, ε tag D 2 , which represents the effective reduction of the signal sample size due to imperfect tagging. In this expression ε tag is the tagging efficiency, i.e., the fraction of events that are assigned a non-zero value of q, and D = 1−2ω is the dilution. 
Opposite side tagging
The OS tagging algorithms and the procedure used to optimise and calibrate them are described in Ref. [36] . In this paper the same approach is used, updated to use the full 2011 data set. Calibration of the estimated wrong-tag probability, η, is performed using approximately 250 000 B + → J/ψ K + events selected from data. The values of q and η measured by the OS taggers are compared to the known flavour, which is determined by the charge of the final state kaon. Figure 10 shows the average wrong tag probability in the B ± → J/ψ K ± control channel in bins of η. For calibration purposes a linear relation is assumed
where ω(η) and ω(η) are the calibrated probabilities for wrong-tag assignment for B and B mesons, respectively. This parametrisation is chosen to minimise the correlation between the parameters p 0 and p 1 . The resulting values of the calibration parameters p 0 , p 1 , ∆p 0 and η (the mean value of η in the sample) are given in Table 3 . The systematic uncertainties for p 0 and p 1 are determined by comparing the tagging performance for different decay channels, comparing different data taking periods and by modifying the assumptions of the fit model. The asymmetry parameter ∆p 0 is obtained by performing the calibration separately for B + and B − decays. No significant difference of the tagging efficiency or of p 1 is measured (∆ε tag = (0.00 ± 0.10)%, ∆p 1 = 0.06 ± 0.04). Figure 10 shows the relation between ω and η for the full data sample.
The overall effective OS tagging power for B 0 s
.06)%, with an efficiency of ε tag = (33.00 ± 0.28)% and an effective average wrong-tag probability of (36.83 ± 0.15)% (statistical uncertainties only).
Same side kaon tagging
One of the improvements introduced in this analysis compared to Ref.
[5] is the use of the SSK tagger. The SSK tagging algorithm was developed using large samples of simulated B : Average measured wrong-tag probability (ω) versus estimated wrong-tag probability (η) calibrated on B + → J/ψ K + signal events for the OS tagging combinations for the background subtracted events in the signal mass window. Points with errors are data, the red curve represents the result of the wrong-tag probability calibration, corresponding to the parameters of Table 3 . Table 3 . In contrast to the OS tagging case, it is more challenging to measure p 0 and p 1 separately for true B or B mesons at production using B 
Combination of OS and SSK tagging
Only a small fraction of tagged events are tagged by both the OS and the SSK algorithms. The algorithms are uncorrelated as they select mutually exclusive charged particles, either in terms of the impact parameter significance with respect to the PV, or in terms of the particle identification requirements. The two tagging results are combined taking into account both decisions and their corresponding estimate of η. The combined estimated wrong-tag probability and the corresponding uncertainties are obtained by combining the individual calibrations for the OS and SSK tagging and propagating their uncertainties according to the procedure defined in Ref. [36] . To simplify the fit implementation, the statistical and systematic uncertainties on the combined wrong-tag probability are assumed to be the same for all of these events. They are defined by the average values of the corresponding distributions computed event-by-event. The effective tagging power for these OS+SSK tagged events is ε tag D 2 = (0.51 ± 0.03)%, and the tagging efficiency is ε tag = (3.90 ± 0.11)%.
Overall tagging performance
The overall effective tagging power obtained by combining all three categories is ε tag D 2 = (3.13 ± 0.12 ± 0.20)%, the tagging efficiency is ε tag = (39.36 ± 0.32)% and the wrong-tag probability is ω = 35.9%. Figure 11 shows the distributions of the estimated wrong-tag probability η of the B 0 s → J/ψK + K − signal events obtained with the sPlot technique using m(J/ψ K + K − ) as the discriminating variable.
Maximum likelihood fit procedure
Each event is given a signal weight, W i , using the sPlot [32] method with m(J/ψ K + K − ) as the discriminating variable. A weighted fit is then performed using a signal-only PDF, denoted by S, the details of which are described below. The joint negative log likelihood, L constructed as
is minimised in the fit, where the factor α = i W i / i W 2 i is used to include the effect of the weights in the determination of the uncertainties [39].
The mass model used for weighting
The signal mass distribution,
, is modelled by a double Gaussian function. The free parameters in the fit are the common mean, m B 0 s , the width of the narrower Gaussian function, σ m , the ratio of the second to the first Gaussian width, r 21 , and the fraction of the first Gaussian, f 1 .
The background mass distribution, B m (m(J/ψ K + K − )) is modelled by an exponential function. The full PDF is then constructed as
where f s is the signal fraction. Fig. 4 shows the result of fitting this model to the selected candidates.
Dividing the data into bins of m(K
The events selected for this analysis are within the m(K + K − ) range [990, 1050] MeV/c 2 . The data are divided into six independent sets, where the boundaries are given in Table 4 . Binning the data this way leads to an improvement in statistical precision by separating events with different signal fractions and the analysis becomes insensitive to correction factors which must be applied to each of the three S-wave interference terms in the differential decay rate (f 8 , f 9 , f 10 in Table 2 ). These terms are required to account for an averaging effect resulting from the variation within each bin of the S-wave line-shape (assumed to be approximately uniform) relative to that of the P-wave (a relativistic BreitWigner function). In each bin, the correction factors are calculated by integrating the product of p with s * which appears in the interference terms between the P-and S-wave, where p and s are the normalised m(K + K − ) lineshapes and * is the complex conjugation operator,
where [m L , m H ] denotes the boundaries of the m(K + K − ) bin, C SP is the correction factor and θ SP is absorbed in the measurements of δ S − δ ⊥ . The C SP correction factors are given 0.760 ± 0.035 r 21 2.07 ± 0.09 in Table 4 . By using several bins these factors are close to one, whereas if only a single bin were used the correction would differ substantially from one. The effect of these factors on the fit results is very small and is discussed further in Sect. 10, where a different Swave lineshape is considered. Binning the data in m(K + K − ) allows a repetition of the procedure described in Ref.
[40] to resolve the ambiguous solution described in Sect. 1 by inspecting the trend in the phase difference between the S-and P-wave components.
The weights, W i , are determined by performing a simultaneous fit to the m(J/ψK + K − ) distribution in each of the m(K + K − ) bins, using a common set of signal mass parameters and six independent background mass parameters. This fit is performed for m(J/ψK + K − ) in the range [5200, 5550] MeV/c 2 and the results for the signal mass parameters are shown in Table 5 .
The signal PDF
The physics parameters of interest in this analysis are Γ s , ∆Γ s , |A 0 | 2 , |A ⊥ | 2 , F S , δ , δ ⊥ , δ S , φ s , |λ| and ∆m s , all of which are defined in Sect. 2. The signal PDF, S, is a function of the decay time, t, and angles, Ω, and is conditional upon the estimated wrong-tag probability for the event, η, and the estimate of the decay time resolution for the event, σ t . The data are separated into disjoint sets corresponding to each of the possible tagging decisions q ∈ {−1, 0, +1} and the unbiased and biased trigger samples. A separate signal PDF, S q (t, Ω|σ t , η; Z, N ), is constructed for each event set, where Z represents the physics parameters and N represents nuisance parameters described above.
The S q are constructed from the differential decay rates of B by X and
by X, then
where
Asymmetries in the tagging efficiencies and relative magnitudes of the production rates for B 0 s and B 0 s mesons, as well as the factor |p/q| 2 are not included in the model. Sensitivity to these effects is reduced by the use of separately normalised PDFs for each of the tagging decisions and any residual effect is shown to be negligible.
All physics parameters are free in the fit apart from ∆m s , which is constrained to the value measured by LHCb of 17.63 ± 0.11 ps −1 [38] . The parameter δ S − δ ⊥ is used in the minimisation instead of δ S as there is a large (90%) correlation between δ S and δ ⊥ .
In these expressions the terms ω and ω represent the wrong-tag probabilities for a candidate produced as a genuine B Table 3 and are all included in the fit via Gaussian constraints with widths equal to their uncertainties.
The expressions are convolved with the decay time resolution function, R(t; σ t ) (Sect. 5). The scale factor parameter, r t , is included in the fit with its value constrained by a Gaussian constraint with width equal to its uncertainty. The ε t (t) and ε Ω (Ω) terms are the decay time acceptance and decay-angle acceptance, respectively. The two different trigger samples have different decay time acceptance functions. These are described in Sect. 6.
Since this weighted fit uses only a signal PDF there is no need to include the distributions of either the estimated wrong tag probability, η, or the decay time resolution for each event, σ t . The physics parameter estimation is then performed by a simultaneous fit to the weighted data in each of the m(K + K − ) bins for each of the two trigger samples. All parameters are common, except for the S-wave fraction F S and the phase difference δ S − δ ⊥ , which are independent parameters for each range.
Results for
The results of the fit for the principal physics parameters are given in Table 6 for the solution with ∆Γ s > 0, showing both the statistical and the total systematic uncertainties described in Sect. 10.
The statistical correlation matrix is shown in Table 7 . The projections of the decay time and angular distributions are shown in Fig. 12 . It was verified that the observed uncertainties are compatible with the expected sensitivities, by generating and fitting to a large number of simulated experiments. Figure 13 shows the 68%, 90% and 95% CL contours obtained from the twodimensional profile likelihood ratio in the (∆Γ s , φ s ) plane, corresponding to decreases in the log-likelihood of 1.15, 2.30 and 3.00 respectively. Only statistical uncertainties are included. The SM expectation [41] is shown.
The results for the S-wave parameters are shown in Table 8 . The likelihood profiles for these parameters are non-parabolic and are asymmetric. Therefore the 68% CL intervals obtained from the likelihood profiles, corresponding to a decrease of 0.5 in the log-likelihood, are reported. The variation of δ S − δ ⊥ with m(K + K − ) is shown in Fig. 14. The decreasing trend confirms that expected for the physical solution with φ s close to zero, as found in Ref. [40] .
All results have been checked by splitting the dataset into sub-samples to compare different data taking periods, magnet polarities, B 0 s -tags and trigger categories. In all cases the results are consistent between the independent sub-samples. The measurements of φ s , ∆Γ s and Γ s are the most precise to date. Both ∆Γ s and φ s agree well with the SM expectation [2, 41] .
These data also allow an independent measurement of ∆m s without constraining it to the value reported in Ref. [38] . This is possible because there are several terms in the differential decay rate of Eq. 1, principally h 4 and h 6 , which contain sinusoidal terms in ∆m s t that are not multiplied by sin φ s . Figure 15 shows the likelihood profile as a function of ∆m s from a fit to the data where ∆m s is not constrained. The result of the fit gives ∆m s = 17.70 ± 0.10 (stat) ± 0.01 (syst) ps −1 , which is consistent with other measurements [38, 42-44]. 
3.07 ± 0.22 ± 0.08
0.07 ± 0.09 ± 0.01 |λ| 0.94 ± 0.03 ± 0.02 
Only the statistical uncertainty is included. The SM expectation of ∆Γ s = 0.087 ± 0.021 ps −1 and φ s = −0.036 ± 0.002 rad is shown as the black point with error bar [2, 41] . Table 8 : Results of the maximum likelihood fit for the S-wave parameters, with asymmetric statistical and symmetric systematic uncertainties. The evaluation of the systematic uncertainties is described in Sect. 10. 
decays
The parameters ∆m s , the tagging calibration parameters, and the event-by-event proper time scaling factor, r t , are all allowed to vary within their uncertainties in the fit. Therefore the systematic uncertainties from these sources are included in the statistical uncertainty on the physics parameters. The remaining systematic effects are discussed below and summarised in Tables 9, 10 and 11.
The parameters of the m(J/ψK + K − ) fit model are varied within their uncertainties and a new set of event weights are calculated. Repeating the full decay time and angular fit using the new weights gives negligible differences with respect to the results of the nominal fit. The assumption that m(J/ψK + K − ) is independent of the decay time and angle variables is tested by re-evaluating the weights in bins of the decay time and angles. Repeating the full fit with the modified weights gives new estimates of the physics parameter values in each bin. The total systematic uncertainty is computed from the square root of the sum of the individual variances, weighted by the number of signal events in each bin in cases where a significant difference is observed.
Using simulated events, the only identified peaking background is from B 0 → J/ψ K * (892) 0 events where the pion from the K * (892) 0 decay is misidentified as a kaon. The fraction of this contribution was estimated from the simulation to be at most Since the angular acceptance function, ε Ω , is determined from simulated events, it is important that the simulation gives a good description of the dependence of final-state particle efficiencies on their kinematic properties. Figure 16 shows significant discrepancies between simulated B 0 s → J/ψ φ events and selected B 0 s → J/ψ K + K − data events where the background has been subtracted. To account for this difference the simulated events are re-weighted such that the kaon momentum distribution matches the data (re-weighting the muon momentum has negligible effect). A systematic uncertainty is estimated by determining ε Ω after this re-weighting and repeating the fit. The changes observed in physics parameters are taken as systematic uncertainties. A systematic uncertainty is included which arises from the limited size of the simulated data sample used to determine ε Ω .
The lower decay time acceptance is included in the PDF using the binned functions described in Sect. The uncertainty on the LHCb length scale is estimated to be at most 0.020%, which translates directly in an uncertainty on Γ s and ∆Γ s of 0.020% with other parameters being unaffected. The momentum scale uncertainty is at most 0.022%. As it affects both the reconstructed momentum and mass of the B 0 s meson, it cancels to a large extent and the resulting effect on Γ s and ∆Γ s is negligible.
The C SP factors (Table 4 ) used in the nominal fit assume a non-resonant shape for the S-wave contribution. As a cross-check the factors are re-evaluated assuming a Flatté shape [45] and the fit is repeated. There is a negligible effect on all physics parameters except δ S −δ ⊥ . A small shift (approximately 10% of the statistical uncertainty) is observed in δ S − δ ⊥ in each bin of m(K + K − ), and is assigned as a systematic uncertainty. A possible bias of the fitting procedure is investigated by generating and fitting many simplified simulated experiments of equivalent size to the data sample. The resulting biases are small, and those which are not compatible with zero within three standard deviations are quoted as systematic uncertainties.
The small offset, d, in the decay time resolution model was set to zero during the fitting procedure. A corresponding systematic uncertainty was evaluated using simulated experiments and found to be negligible for all parameters apart from φ s and δ ⊥ .
A measurement of the asymmetry that results from CP violation in the interference between B 0 s -B 0 s mixing and decay is potentially affected by CP violation in the mixing, direct CP violation in the decay, production asymmetry and tagging asymmetry. In the previous analysis [5] an explicit systematic uncertainty was included to account for this. In this analysis the fit parameter |λ| is added, separate tagging calibrations are used for B 0 s and B 0 s decisions, as well as separate normalisations of the PDF for each tagging decision. Any residual effects due to tagging efficiency asymmetry and production asymmetry are shown to be negligible through simulation studies. The measurement of ∆m s determined from these data alone without applying a constraint has been reported in Sect. 9. The dominant sources of systematic uncertainty come from the knowledge of the LHCb length and momentum scales. No significant systematic effect is observed after varying the decay time and angular acceptances and the decay time resolution. Adding all contributions in quadrature gives a total systematic uncertainty of ±0.01 ps −1 . 1. the inclusion of the same-side kaon tagger in the same manner as has already been described for the B 0 s → J/ψK + K − sample. This increases the number of tagged signal candidates to 2146 OS-only, 497 SSK-only and 293 overlapped events compared to 2445 in Ref. [6] . The overall tagging efficiency is (39.5 ± 0.7)% and the tagging power increases from (2.43 ± 0.08 ± 0.26)% to (3.37 ± 0.12 ± 0.27)%; Table 12 . The correlation matrix for the principal parameters is given in Table 13 .
For all parameters, except Γ s and ∆Γ s , the same systematic uncertainties as presented for the stand-alone B [37] LHCb collaboration, Optimization and calibration of the same-side kaon tagging algorithm using hadronic B [39] Y. Xie, sFit: a method for background subtraction in maximum likelihood fit, arXiv:0905.0724. 
