nature neurOSCIenCe a r t I C l e S Neurons in the brain typically receive thousands of synaptic inputs, which are integrated in time and space to generate an output signal. As most of these inputs are made on the dendritic tree, research over many years has focused on understanding how the passive and active properties of dendrites influence synaptic integration. A range of forms of synaptic integration have been described, from sublinear, as seen in passive dendrites 1 , to supralinear due to generation of dendritic spikes 2-8 . More subtle modifications of synaptic integration have also been described, due to activation of potassium, HCN and persistent sodium channels [9] [10] [11] [12] . Evidence for these different forms of synaptic integration is based largely on experiments conducted in vitro. Much less is known about how neurons process synaptic inputs while embedded in their network in vivo.
a r t I C l e S Neurons in the brain typically receive thousands of synaptic inputs, which are integrated in time and space to generate an output signal. As most of these inputs are made on the dendritic tree, research over many years has focused on understanding how the passive and active properties of dendrites influence synaptic integration. A range of forms of synaptic integration have been described, from sublinear, as seen in passive dendrites 1 , to supralinear due to generation of dendritic spikes [2] [3] [4] [5] [6] [7] [8] . More subtle modifications of synaptic integration have also been described, due to activation of potassium, HCN and persistent sodium channels [9] [10] [11] [12] . Evidence for these different forms of synaptic integration is based largely on experiments conducted in vitro. Much less is known about how neurons process synaptic inputs while embedded in their network in vivo.
The cortex provides an ideal brain region where this issue can be addressed. Single neurons in sensory cortical areas integrate inputs with defined spatial and temporal patterns depending on the characteristics of the stimulus. These early computations are thought to be crucial to the processing of sensory information. While there is emerging evidence that somatosensory stimulation can evoke active forms of dendritic integration in vivo [13] [14] [15] [16] , to what extent this can be generalized across different sensory modalities is unclear. In vitro work indicates that supralinear forms of synaptic integration require correlated activity clustered onto the same dendritic location or branch 3, 8 . In contrast, when inputs are dispersed onto different branches or activated at different times, linear or sublinear forms of synaptic integration usually occur 8, [17] [18] [19] . It is only now becoming apparent how synaptic inputs, encoding specific sensory information, are distributed at the dendritic level. Some evidence indicates that sensory information is processed by dendrites in a dispersed manner 20, 21 , which is less likely to recruit active dendritic processing, whereas other evidence supports clustered activation of synaptic inputs onto the same dendrite 22, 23 .
Here we examine the integration of synaptic inputs in the binocular region of the primary visual cortex of the mouse in vivo. By definition, binocular neurons encode information from the two eyes, providing a model system in which to study how two defined sensory inputs are integrated at the single-cell level. Although extracellular recording has provided a basic understanding of how simple and complex cells integrate binocular information 24, 25 , this analysis is based exclusively on the firing output of neurons and therefore lacks information on the integration of the underlying synaptic responses. Here we use wholecell patch-clamp recording in vivo to study the synaptic events leading to binocular processing in layer 2/3 pyramidal neurons. We find that small synaptic inputs from the two eyes are integrated linearly, whereas large inputs are integrated sublinearly. Using voltage-clamp and compartmental modeling, we show that sublinear binocular integration cannot be explained solely by nonlinear integration of excitatory inputs but requires balanced recruitment of inhibition. Finally, we find that sublinear integration of binocular synaptic inputs acts as a divisive form of gain control, linearizing the output of binocular neurons and enhancing orientation selectivity.
RESULTS
To investigate the integration of binocular inputs, we made in vivo whole-cell current-clamp recordings from layer 2/3 pyramidal neurons in primary visual cortex of anesthetized adult mice. Visual stimuli (sinusoidal drifting gratings) were presented selectively to each eye alone or to both eyes together, by using computercontrolled motorized eye shutters (Fig. 1a) . To reveal the underlying synaptic response, action potentials were removed using a sliding a r t I C l e S median filter 26 (Fig. 1a, bottom) . This approach did not appreciably affect the measures we used to characterize subthreshold synaptic responses (Supplementary Fig. 1 ). Median-filtered voltage responses were averaged across trials, as well as over a single cycle of the visual stimulus, fitted with a sinusoidal function and the peak (V peak ), mean (V mean ), and amplitude of sinusoidal modulation (V modulation ) quantified (Fig. 1b) .
Binocular synaptic inputs sum sublinearly
We first restricted our analysis to neurons classified as simple cells ( Supplementary Fig. 2a,b ) and focused on synaptic potentials evoked by stimuli at the preferred orientation; that is, the orientation that gave the largest suprathreshold (spiking) response during stimulation of both eyes together. Consistent with earlier work, in adult mice the preferred orientation during stimulation of the ipsilateral or contralateral eye alone was matched in most cells 27 and was similar to that during stimulation of both eyes together (Supplementary Fig. 2c) . To investigate the integration of synaptic inputs from the two eyes, we compared the synaptic response evoked by stimulation of both eyes together to the linear sum of responses evoked by stimulation of each eye separately. As neurons were poorly direction tuned, with ~85% of cells having a direction selectivity index less than 0.5 (ref. 28) (Supplementary Fig. 2e ), we pooled responses to the two directions. We found that inputs from the contralateral and ipsilateral eyes added linearly in cells where the expected linear sum was small; however, they added sublinearly in cells where the expected linear sum was large (Fig. 1c,d) . Overall, at the preferred orientation, we observed sublinear integration of binocular synaptic inputs when the peak of the expected linear sum was larger than approximately 15 mV (Fig. 1e) , with the extent of sublinear integration proportional to the amplitude of the expected linear sum (Fig. 1f) . Sublinear integration did not depend on the stimulus direction ( Supplementary Fig. 3a,b) . We obtained similar results in neurons classified as complex cells (Supplementary Fig. 4a-c) .
We next investigated whether the integration of binocular synaptic responses depends on stimulus orientation (Fig. 2a) .
When averaging across cells, we observed significant sublinear integration only at or near the preferred orientation (Fig. 2b) . This may arise because responses at the preferred orientation are by definition largest or because the cellular mechanisms generating sublinear integration depend on stimulus orientation. To investigate this, we tested how binocular integration depends on the amplitude of the expected linear sum during stimulation by gratings with different orientations. This analysis showed that, in individual cells, inputs from the two eyes could integrate sublinearly at non-preferred orientations if the expected linear sum was large (Fig. 2c,d ). These data indicate that the orientation dependence of sublinear integration (Fig. 2b) arises simply because the proportion of responses with large expected linear sums (>15 mV) is highest at the preferred orientation ( Fig. 2d ; P < 0.05, χ 2 test).
Selective presentation of the same visual stimulus to the contralateral or ipsilateral eye alone evoked responses that were often out of phase (Fig. 2e) . Notably, the extent of sublinear integration was greatest when the phase difference between monocular responses was smallest (Fig. 2e,f) . As seen for stimulus orientation, the phase dependence of binocular integration was due to the higher proportion of responses with large expected linear sums (>15 mV) when monocular responses were in phase ( Fig. 2g,h ; P < 0.01, χ 2 test). Finally, we investigated the contrast sensitivity of binocular integration. Stimuli were presented at three different contrasts (30%, 50% or 100%; Supplementary  Fig. 3c ). The peak of the synaptic response to stimulation of the contralateral or ipsilateral eye alone increased with increasing contrast ( Supplementary Fig. 3d ), leading to larger expected linear sums at higher contrast. Consistent with an amplitude-dependent Figure 1 Summation of binocular inputs at the preferred orientation. (a) Top: the experimental setup during presentation of the same visual stimulus selectively to each eye alone or to both eyes together, using eye shutters. Bottom: overlaid trials (n = 3) of membrane potential during baseline (gray bar, top) and in response to drifting gratings at the preferred orientation (dotted bars, top) during stimulation of the ipsilateral (left) or contralateral eye (middle) and both eyes together (right) with corresponding color-coded median-filtered average responses. npg a r t I C l e S effect, the extent of sublinear integration of binocular responses was greatest at highest contrast ( Supplementary Fig. 3e,f) .
One of the main roles of binocular integration is to encode binocular disparity, which is thought to be critical for depth perception. To study how binocular integration depends on the stimulus phase disparity, we made recordings from binocular neurons during presentation of binocular stimuli at six different interocular spatial phase disparities at the preferred orientation using a haploscope (Fig. 3a) . In these experiments, the initial phase of gratings presented to one eye was fixed while the initial phase of the stimulus to the other eye was systematically varied in 60° increments (Fig. 3b) . First we presented the stimuli selectively to each eye alone. Changes in the initial phase of the stimulus to one eye led to almost identical changes in the phase of the corresponding monocular synaptic response (Fig. 3b,c) . We then presented the stimuli to both eyes together and studied how binocular synaptic responses integrate as a function of the interocular phase disparity (Fig. 3d) . At the neuron's preferred phase disparity, defined as the phase disparity that gave the largest suprathreshold (spiking) response (Fig. 3e,f, top) , the phase difference between monocular synaptic responses was smallest (Fig. 3e,f, bottom) and the extent of sublinear integration was greatest (Fig. 3g) . This observation, at the single-cell level, is essentially identical to that observed across the cell population when we examined binocular integration of monocular synaptic responses with different phase during presentation of the same visual stimulus to both eyes (see Fig. 2f ). In summary, these data show that the extent of sublinear integration is greatest at the neuron's preferred phase disparity, when monocular synaptic responses are in phase and binocular responses are of largest amplitude.
Membrane potential responses of simple cells to drifting gratings are commonly characterized by the mean voltage change during the stimulus and by the amplitude of sinusoidal modulation (Fig. 1b) . Previous work suggests that the cellular mechanisms underlying these components may be different and may encode different aspects of the stimulus 29 . We therefore investigated the integration of these different components during binocular stimulation (Fig. 4a) . The amplitude of both the mean and modulation components of the binocular response displayed weak orientation tuning (Fig. 4b,c) , with sinusoidal modulation having a higher orientation selectivity index (Fig. 4d) . To investigate how these different components of the synaptic response integrate during binocular stimulation, we compared the linear sum of each component during stimulation of each eye on its own to the response observed during stimulation of both eyes together (Fig. 4e,f) . Although there was substantial scatter around a line with slope of one (indicating linear integration), when the data were sorted on the basis of peak amplitude we observed sublinear integration of both modulation and mean components when the expected linear sum was large (Fig. 4g) .
Taken together, these results indicate that sublinear binocular integration is not triggered by a subset of incoming synaptic inputs encoding a specific aspect of the stimulus (for example, preferred versus nonpreferred phase disparity). Furthermore, sublinear integration is not restricted to a specific component of the response (mean or modulation). npg a r t I C l e S Instead, the extent of sublinear binocular integration depends exclusively on the amplitude of the responses evoked by stimulation of each eye on its own. We therefore conducted a point-by-point analysis of binocular integration in individual cells (Fig. 4h) . This analysis revealed a strong correlation between the extent of sublinear integration and the amplitude of the expected linear sum during a single visual stimulus (Fig. 4i) , with an average correlation coefficient of −0.51 ± 0.06 across all cells at the preferred orientation (40 responses, n = 20 cells; P < 0.05). Applying this point-by-point analysis across all simple cells at all 12 directions produced a stimulus-independent description of the dependence of sublinear binocular integration on the amplitude of the expected linear sum of contralateral and ipsilateral inputs (Fig. 4j) . Similar results were obtained in complex cells ( Supplementary Fig. 4d ,e).
Mechanisms underlying sublinear binocular integration
The observed sublinear integration of binocular synaptic potentials may have a presynaptic origin, due to a reduction in excitation or an increase in inhibition during large responses, or could occur postsynaptically as a result of nonlinear interactions in layer 2/3 pyramidal neurons. To address these possibilities we investigated how excitatory and inhibitory postsynaptic currents (EPSCs and IPSCs) sum during binocular stimulation using somatic whole-cell voltage-clamp recordings. Recordings were made at hyperpolarized (−80 mV; n = 12 cells) and depolarized (+20 to +30 mV; n = 10 cells) potentials to isolate the excitatory and inhibitory components of the binocular response, respectively 30, 31 . EPSCs recorded at the predicted reversal potential for inhibition (−80 mV) during stimulation of both eyes were orientation tuned (Fig. 5a,b) , consistent with previous data in mice during monocular stimulation 30, 31 . Notably, EPSCs evoked by stimulation of both eyes together were similar in magnitude to the linear sum of EPSCs evoked during stimulation of each eye alone (Fig. 5c) . Similarly, IPSCs recorded at depolarized potentials during stimulation of both eyes together were well predicted by the linear sum of IPSCs evoked by stimulation of each eye alone (Fig. 5d) . These data indicate that inhibitory and excitatory conductance changes sum essentially linearly, arguing against the idea that sublinear integration of voltage responses during binocular stimulation results from reduced excitation or increased inhibition. We next studied the relationship between excitation and inhibition in single cells during binocular stimulation at the preferred orientation. Excitatory (g e ) and inhibitory (g i ) conductances were estimated normalized to the response at the preferred phase disparity (Pref.) versus the relative stimulus phase disparity. Bottom: summary of phase difference between monocular synaptic responses versus the relative stimulus phase disparity. Box plots show the median (center bar), interquartile range (box) and range (whisker extent; n = 7 cells; *P < 0.05, **P < 0.01, one-way ANOVA, Bonferroni post-test). (g) Average V peak (± s.e.m.) of responses to stimulation of both eyes and the expected linear sum, plotted as a function of the relative stimulus phase disparity. Responses to 60° and 300° (−60°) stimulus phase disparity or to 120° and 240° (−120°) have been pooled. Data fitted with a linear regression (11 cells; variable stimulus presented to either the contralateral (n = 7) or ipsilateral eye (n = 4); *P < 0.05, **P < 0.01, two-way ANOVA, Bonferroni post-test). Both Linear sum npg a r t I C l e S using previously published methods 32, 33 . This analysis revealed that g e and g i in individual neurons increased in a proportional manner during stimulation of both eyes together ( Fig. 5e ; average correlation = 0.95 ± 0.01, n = 9 cells; P < 0.01). The ratio of inhibition to excitation (g i /g e ), estimated from the slope of linear fits to data from individual cells, indicated that inhibition and excitation were recruited in a balanced manner, with an average ratio close to 1 (1.12 ± 0.18; n = 9).
Consistent with this analysis, the average reversal potential of evoked synaptic currents during binocular stimulation was approximately halfway between the predicted reversal potential for excitation and inhibition (−45.8 ± 3.7 mV; n = 9). These data indicate that excitation and inhibition are recruited in a balanced manner during binocular visual input.
That EPSCs and IPSCs sum essentially linearly during binocular stimulation suggests that sublinear integration of binocular synaptic potentials has a postsynaptic origin. To investigate this further, we simulated visual responses in a morphologically realistic model of a layer 2/3 pyramidal neuron in which contralateral and ipsilateral excitatory and inhibitory inputs were recruited linearly in a balanced a r t I C l e S manner, to match our experimental observations (Fig. 5e) . We modeled two scenarios. In one scenario, contralateral and ipsilateral inputs converged upstream from layer 2/3, for example in layer 4 (Fig. 6a,  left) . In the second scenario, separate contralateral and ipsilateral inputs converged onto layer 2/3, either from layer 4 neurons with different ocular dominance (Fig. 6a, middle) 34 or through different thalamic or hemispheric pathways (Fig. 6a, right) 35 . To simulate these two scenarios, we sampled ipsilateral and contralateral excitatory inputs either from a common pool or from two segregated pools of synapses distributed randomly onto basal dendrites (Fig. 6b, top) . Inhibitory inputs were distributed randomly onto basal dendrites or placed at the soma (Fig. 6b, bottom) . We simulated our voltageclamp data (Fig. 5) using a realistic value of the somatic series resistance (35 MΩ) and adjusted the resting membrane properties of the model to match the average holding currents recorded at hyperpolarized and depolarized potentials. Excitatory and inhibitory inputs were randomly activated by means of sinusoidally modulated independent Poisson processes in a balanced manner so that the magnitude and ratio of inhibitory to excitatory synaptic conductances estimated from somatic voltage-clamp simulations was similar to that observed experimentally (Supplementary Fig. 5 ; compare with Fig. 5e ). As one would expect owing to space-clamp errors associated with voltage-clamping neurons with complex dendritic trees 36 , the real excitatory and inhibitory conductances required to match the experimental data were substantially larger than that estimated from somatic voltage-clamp, particularly in models with dendritic inhibition (Supplementary Fig. 5 ). Furthermore, proportionally more inhibition was required to simulate the experimentally recorded inhibitory-to-excitatory conductance ratio (g i /g e = 1.12) in models with dendritic inhibition, whereas the opposite situation was observed in models with somatic inhibition (Supplementary Fig. 5 ). These simulations highlight issues with the interpretation of excitatory and inhibitory conductance estimates from somatic voltage-clamp data in neurons with dendrites.
Linear recruitment of ipsilateral and contralateral excitatory inputs, separately or together in a balanced manner with inhibition, generated excitatory and inhibitory currents that summed in a manner similar to that observed experimentally (Fig. 6c) . Essentially no difference in voltage-clamp responses at the soma was observed in models with common compared to segregated ipsilateral and contralateral excitatory inputs (Fig. 6c) . These simulations predicted a small amount of sublinear summation of excitatory and inhibitory currents during large responses, which was absent in models with current-based synapses (Fig. 6d) , indicating that it results from poor voltage or space clamp. The capacity of this linear recruitment model to accurately predict our voltage-clamp data further substantiates our conclusion that sublinear integration of voltage responses arises postsynaptically and is not due to a decrease in excitatory drive or an increase in inhibitory drive during large binocular responses.
We next used these models to simulate voltage responses at the soma during stimulation of contralateral and ipsilateral inputs alone or together. In these simulations we adjusted the passive properties of the model to match those observed experimentally at the resting membrane potential during current-clamp recordings. These simulations accurately predicted the extent of sublinear integration of voltage responses observed experimentally during binocular stimulation (Fig. 6e,f) . Notably, we were not able to distinguish between models with common or segregated ipsilateral and contralateral input, indicating either model is valid. Furthermore, we could not distinguish between models with somatic or dendritic inhibition.
As the extent of sublinear summation depends on the relative location of synaptic inputs, we generated additional models with different npg a r t I C l e S spatial distributions of excitatory input: either dispersed randomly throughout the entire basal dendritic tree, partitioned into different basal dendritic regions or concentrated onto a single dendritic branch (Fig. 7a) . We omitted inhibition in these models to determine the extent with which nonlinear interactions between ipsilateral and contralateral excitatory inputs alone contributes to sublinear integration of binocular inputs. As observed experimentally, small contralateral and ipsilateral responses summed linearly, whereas larger responses summed sublinearly (Fig. 7b,c) . The extent of sublinear binocular integration was greatest when contralateral and ipsilateral synapses were concentrated onto a single dendritic branch; however, even in this extreme case, sublinear integration was substantially less than that observed experimentally (Fig. 7c) . Finally, we tested the impact of temporal correlations between excitatory inputs. Temporal correlations were made either within (monocular correlation) or between (binocular correlation) contralateral and ipsilateral inputs by using the same Poisson input train to drive multiple sets of synapses in the dispersed model (Fig. 7d) . We characterized the extent of these correlations by comparing the number of activated excitatory inputs in different time windows (Fig. 7e) . As expected, the introduction of temporal correlations increased the proportion of synapses that were simultaneously activated; however, the difference between uncorrelated and correlated models rapidly decayed when we considered correlations over longer time windows, still relevant for nonlinear interactions (Fig. 7e,f) . As a result, introduction of temporal correlations either within or between contralateral and ipsilateral inputs did not appreciably affect the degree of sublinear integration of excitatory inputs (Fig. 7g) . Together, these simulations reveal that nonlinear interactions between excitatory inputs alone are not sufficient to explain the extent of sublinear binocular integration observed experimentally, emphasizing the importance of balanced recruitment of inhibition.
Impact of sublinear integration on action potential output
What is the impact of sublinear binocular integration on action potential output? To address this issue, we first described the relationship between the underlying membrane potential and action potential output in individual cells using a previous model 19 (Fig. 8a) . Using this model, we could accurately predict, on the basis of medianfiltered voltage responses in single cells, the firing rate observed experimentally, confirming the model's validity (Fig. 8b) . We then used this model to predict action potential output assuming linear summation of synaptic responses and compared the predicted firing rate to that observed experimentally (Fig. 8c,d) . As expected from the highly nonlinear relationship between membrane potential and action potential output (Fig. 8a) , firing rates observed during stimulation of both eyes together were substantially lower than those predicted by the linear sum of synaptic potentials during stimulation of each eye separately (Fig. 8d) . Furthermore, when we plotted the observed and predicted firing rates against the linear sum of monocular responses, these data indicated that sublinear integration of binocular responses significantly reduces the gain of the binocular input/output relationship (Fig. 8e) . This reduction in gain acts to 'linearize' the output of binocular cells, such that the firing rate during binocular stimulation is equal to the linear sum of the firing rates during stimulation of each eye on its own ( Fig. 8f; linear fit to the observed spike rates: slope = 1.02 ± 0.06, r 2 = 0.6, P < 0.001). We observed a similar impact of sublinear binocular integration on the gain of the binocular input/output relationship in complex cells (Supplementary Fig. 4f ). 
a r t I C l e S
We next characterized the impact of sublinear integration on the tuning properties of individual neurons during stimulation with drifting gratings. Consistent with a divisive transformation of the input/ output relationship, firing rates were reduced significantly more at the preferred compared to the orthogonal orientation ( Fig. 8g; orthogonal reduction, 3.47 ± 0.97 spikes per second; preferred reduction, 6.81 ± 1.95 spikes per second; n = 20; P < 0.05, paired t-test). Analysis of tuning properties based on observed and predicted firing rates showed that, on average, sublinear binocular integration of synaptic responses did not alter direction selectivity (Fig. 8h) or tuning half width (Fig. 8i) , but enhanced orientation selectivity (Fig. 8j) . A similar impact of sublinear integration on orientation selectivity was observed in a subset of cells with 'in-phase' monocular responses at the preferred orientation (Supplementary Fig. 6 ), indicating that this is not due to a complex interaction between stimulus orientation and the relative phase of contralateral and ipsilateral responses.
DISCUSSION
Here we describe the integration of binocular synaptic inputs in layer 2/3 pyramidal neurons from mouse primary visual cortex. The main finding is that small inputs from the two eyes are integrated linearly, whereas large inputs are integrated sublinearly. Sublinear integration depends solely on the amplitude of the incoming inputs and is not restricted to information encoding particular aspects of the visual stimulus, such as orientation, direction, contrast or binocular phase disparity. Furthermore, sublinear binocular integration is not a result of network interactions upstream from layer 2/3 pyramidal neurons but occurs postsynaptically owing to nonlinear interactions between excitatory and inhibitory inputs recruited in a balanced manner. This amplitude-dependent sublinear integration reduces the gain of the input/output relationship of binocular neurons, linearizing action potential output and increasing orientation selectivity.
Previous work in vitro has indicated that neurons can integrate inputs in sublinear, linear and supralinear regimes 2, 3, 7, 8, 17, 18, [37] [38] [39] . Synaptic inputs in these studies were activated using non-physiological stimuli under artificial conditions. How the different types of integration observed in these in vitro studies relate to synaptic integration in vivo during encoding of physiologically relevant information is unclear. Integration of binocular visual input in the visual cortex provides an ideal system for studying this issue. In mice, as in higher mammals including humans, visual inputs from the two eyes terminate in distinct and well-defined areas of the thalamus before passing on to primary visual cortex, where they converge onto single neurons [40] [41] [42] . By presenting the two eyes with independently controlled visual stimuli, it is possible to see how distinct aspects of visual information are integrated at the single-cell level. Under our experimental conditions, we found that binocular inputs were integrated either linearly or sublinearly, but not supralinearly, suggesting that active dendritic mechanisms are not recruited during binocular integration. Notably, sublinear integration of binocular inputs depended exclusively on the amplitude of the incoming monocular responses and was not related to peculiar aspects of the visual information. It therefore represents a general mode of integration in these neurons that is likely to occur under a range of stimulus conditions. The linear L in e a r s u m B o t h npg a r t I C l e S and sublinear modes of dendritic integration that we observed are consistent with recent data showing that integration of visual information in layer 2/3 pyramidal neurons occurs by means of summation of distributed rather than clustered inputs 43 . In contrast, evidence exists for supralinear dendritic integration of somatosensory information in the dendrites of cortical layer 5 pyramidal [13] [14] [15] and layer 4 spiny stellate neurons 16 . Although it is well documented that the convergence of the inputs from the two eyes first happens at the level of the cortex [40] [41] [42] , whether this convergence happens at the level of layer 2/3 pyramidal neurons is not known. Preprocessing of binocular input upstream of layer 2/3 pyramidal neurons could, in principle, explain the observed sublinear integration. This could occur through a decrease in excitatory input from layer 4 during strong binocular input, as a result of increased inhibition within layer 4. Alternatively, there could be an increase in inhibitory input to layer 2/3 neurons during large binocular responses, as a result of enhanced recruitment of feed-forward inhibition. Our voltage-clamp data argue against these possibilities by showing that during binocular integration both excitatory and inhibitory currents sum linearly (Fig. 5c,d) . Furthermore, our voltage clamp data were well described by models using linear recruitment of excitatory and inhibitory input (Fig. 6c) . The capacity of this 'postsynaptic' model to accurately reproduce the extent of sublinear binocular integration observed experimentally (Fig. 6e,f ) strengthens the conclusion that sublinear integration is due to nonlinear interactions within layer 2/3 pyramidal neurons. Notably, this mechanism depends exclusively on the number of activated inputs and not on their origin. Indeed, our simulations showed that the extent of sublinear integration observed experimentally was independent of whether binocular inputs were integrated upstream of layer 2/3 neurons (common pool model) or arose through segregated ipsilateral and contralateral inputs (segregated model).
During binocular stimulation, we found that inhibition was recruited in a proportional manner with excitation, with an inhibitoryto-excitatory conductance ratio close to 1. Models with only excitatory synapses could not reproduce the extent of sublinear integration observed experimentally, even when we pushed these models using extreme scenarios with all excitatory inputs concentrated on the same branch or activated with high instantaneous temporal correlations. We conclude, therefore, that the recruitment of balanced inhibition is an essential component of binocular sublinear integration. Addition of inhibition makes the net reversal potential of the binocular response more hyperpolarized than with excitation alone. This increases the impact of changes in membrane potential on the driving force for current flow and thereby enhances sublinear integration. Together with other data 44, 45 , these findings provide further evidence that balanced recruitment of excitation and inhibition is critical for sensory processing. Moreover, our simulations show that postsynaptic sublinear integration is a robust mechanism that, in comparison to supralinear dendritic computations, is not very dependent on the precise location of incoming excitatory and inhibitory inputs.
One of the main computations thought to be performed by binocular neurons is the detection of binocular disparity, which presumably contributes to depth perception of the outside world 46, 47 . Our data contribute to an understanding of how interocular phase differences are integrated at the single-cell level. Numerous single-unit (extracellular) studies in cats have explored the way that binocular neurons combine monocular inputs to encode binocular disparity 24, 25, [46] [47] [48] . These studies have proposed that, for most cortical cells, integration of binocular inputs can be explained by linear summation of the neuronal signals received from each eye and is strongly dependent on the phase disparity of gratings presented to the eyes. As these studies are based on action potential output, they do not provide direct information on how subthreshold synaptic inputs are integrated. By recording intracellular voltage changes from layer 2/3 pyramidal neurons during presentation of stimuli with different binocular phase disparities, we found that, at the preferred phase disparity, the underlying synaptic responses are essentially in phase and are integrated sublinearly. Importantly, sublinear integration of monocular synaptic potentials leads to linear summation of monocular firing rates during binocular stimulation (Fig. 8f) , consistent with the linearity of binocular integration observed in earlier studies using extracellular recording 24, 25, 48 .
At the functional level, we find that sublinear integration of binocular inputs leads to a reduction in gain of the input/output relationship. This divisive transformation has a powerful suppressive effect on the firing rate, compressing the dynamic range of neuronal output without negatively affecting the tuning properties of binocular neurons. Indeed, compared to what would happen if monocular synaptic potentials summed linearly, neurons maintained their ability to discriminate between stimulus contrast and interocular phase disparity and showed enhanced orientation selectivity (Fig. 8i) . This latter result can be explained by considering the impact of sublinear integration on the firing output at non-preferred orientations 49 . Sublinear integration often caused the response to stimulation of both eyes at non-preferred orientations to be below action potential threshold, reducing the average firing rate at non-preferred orientations to baseline noise levels. This effect on firing rate at non-preferred orientations can explain the observed increase in the orientation selectivity index during binocular integration.
Finally, one of the key observations in our study is that inhibition is critical for sublinear integration of binocular inputs. Recent findings in mouse primary visual cortex have suggested that distinct subclasses of cortical interneurons, targeting specific neuronal compartments, are responsible for mediating different transformations of the input/output relationship of pyramidal neurons 31, 49, 50 . Although our simulations do not allow us to identify the location of inhibition recruited during binocular integration, the observed impact of binocular sublinear integration on orientation tuning is very similar to that found during optogenetic activation of parvalbuminexpressing interneurons 31 . This may suggest that inhibition recruited during binocular integration is largely somatic in origin. Future studies will be required to resolve the specific interneuron subtypes recruited during binocular integration and the functions of these neurons in depth perception and stereopsis.
METHODS
Methods and any associated references are available in the online version of the paper.
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