Abstract. We prove the existence of a local smooth Levi decomposition for smooth Poisson structures and Lie algebroids near a singular point.
Introduction
In the study of Poisson structures, in particular their local normal forms, one is led naturally to the problem of finding a semisimple subalgebra of the (infinitedimensional) Lie algebra of functions under the Poisson bracket. We call it the Levi decomposition problem, because it is an infinite-dimensional analog of the classical Levi decomposition for finite-dimensional Lie algebras.
Recall that, if l is a finite-dimensional Lie algebra and r is the solvable radical of l, then there is a semisimple subalgebra g of l such that l is a semi-direct product of g with r: l = g ⋉ r. This semidirect product is called the Levi decomposition of l, and g is called the Levi factor of l. The classical theorem of Levi and Malcev says that g exists and is unique up to conjugations in l, see, e.g., [Bou60] .
The Levi-Malcev theorem does not hold for infinite dimensional algebras in general. But a formal version of it holds for filtered pro-finite Lie algebras: if
and dim L/L i are finite, then the projective limit lim i→∞ L/L i admits a Levi factor (which is isomorphic to the Levi factor for L/L 1 ). The proof of this formal infinite dimensional Levi decomposition is absolutely similar to the proof of the classical Levi-Malcev theorem. And the formal Levi decomposition for singular foliations [Cer79] and Poisson structures [Wad97] are instances of this infinite dimensional formal Levi decomposition.
In [Zun03] , the second author obtained the local analytic Levi decomposition theorem for analytic Poisson structures which vanish at a point. This theorem generalizes Conn's linearization theorem for analytic Poisson structure with a semisimple linear part [Con84] , and is at the base of some new analytic linearization results for Poisson structures and Lie algebroids [Zun03, DZ02] .
The aim of this paper is to establish the local smooth Levi decomposition theorem for smooth Poisson structures and Lie algebroids which vanish at a point. Our main theorem (Theorem 1.1) is a generalization of Conn's smooth linearization theorem [Con85] for Poisson structures with a compact semisimple linear part, and provides a local smooth semi-linearization for any smooth Poisson structure whose linear part (when considered as a Lie algebra) contains a compact semisimple subalgebra. And as a particular case of our local Levi decomposition theorem for smooth Lie algebroids (Theorem 1.2), we obtain the following result, conjectured by A. Weinstein [Wei00] : any smooth Lie algebroid whose anchor vanishes at a point and whose corresponding Lie algebra at that point is compact semisimple is locally smoothly linearizable. Theorem 1.1. For each number p ∈ {1, 2, ..., ∞} (which may be finite or infinite) there is a number p ′ ∈ {1, 2, ..., ∞}, p ′ < ∞ if p < ∞, such that the following statement holds: Let Π be a C 
where F ij are C p -smooth functions. In other words, we have
For each number p ∈ {1, 2, ..., ∞} (which may be finite or infinite) there is a number p ′ ∈ {1, 2, ..., ∞}, p ′ < ∞ if p < ∞, such that the following statement holds: Let A be a local N -dimensional C p ′ -smooth Lie algebroid over (R n , 0) with the anchor map # : A → T R n , such that #a = 0 for any a ∈ A 0 , the fiber of A over point 0. Denote by l the N -dimensional Lie algebra in the linear part of A at 0, and by l = g + r a decomposition of l into a direct sum of a semisimple compact Lie algebra g and a subspace r which is invariant under the adjoint action of g. Then there exists a local C p -smooth system of coordinates (x
, and a local C p -smooth basis of sections (s
where m = dim g, such that we have : Remark that, compared to the analytic case, in the smooth case considered in [Con85] and in the present paper we need the additional condition of compactness on our semisimple Lie (sub)algebra g. In a sense, this compactness condition is necessary, due to the following result of Weinstein [Wei87] : any real semisimple Lie algebra of real rank at least 2 is smoothly degenerate, i.e. there is a smoothly nonlinearizable Poisson structure with a linear part corresponding to it.
We hope that the results of this paper will be useful for finding new smoothly nondegenerate Lie algebras (and Lie algebroids) in the sense of Weinstein [Wei83] . In particular, our smooth Levi decomposition is probably the first step in the study of smooth linearizability of Poisson structures whose linear part corresponds to a real semisimple Lie algebra of real rank 1.
Our proof of Theorem 1.1 is based on the Nash-Moser fast convergence method (see, e.g., [Ham82] ) applied to Fréchet spaces of smooth functions and vector fields. In particular, our algorithm for constructing a convergent sequence of smooth coordinate transformations, which is a combination of smoothing operators with the algorithm in [Zun03] for the analytic case, is inspired by Hamilton's "near projections" in his proof of the so-called Nash-Moser theorem for exact sequences [Ham77] . Besides smoothing operators for tame Fréchet spaces, we will need homotopy operators for certain Chevalley-Eilenberg complexes with vanishing first and second cohomologies. The homotopy operators and the smoothing operators are both already present in Conn's paper [Con85] , and in a sense the present paper is a further development of [Con85] .
Using the fact that Lie algebroids can be viewed as fiber-wise linear Poisson structures, one immediately deduces Theorem 1.2 from the proof given below of Theorem 1.1, simply by restricting some functional spaces, in a way absolutely similar to the analytic case (see Section 6 of [Zun03] ). That's why we will omit the proof of Theorem 1.2 in this paper.
The rest of this paper is devoted to the proof of Theorem 1.1, and is organized as follows. In Sections 2 and 3 we write down important inequalities involving homotopy operators and smoothing operators that will be used. Then in Section 4 we present our algorithm for constructing the required new systems of coordinates, and give a proof of Theorem 1.1 modulo some technical lemmas. These lemmas are proved in Section 5.
Homotopy operators
Similarly to the analytic case [Con84, Zun03] , in order to prove Theorem 1.1, we will need a normed version of Whitehead's lemma about the vanishing of cohomology of the semisimple algebra g, with respect to certain orthogonal modules of g constructed below. Our modules will be spaces of real functions or vector fields, equipped with Sobolev norms, and the action of g will preserve these norms.
Denote by (ξ 1 , . . . , ξ m ) a fixed basis of g, which is orthonormal with respect to a fixed positive definite invariant metric on g. Denote by c k ij the structural constants of g with respect to this basis:
since g is compact, we may extend (ξ 1 , . . . , ξ m ) to a basis (ξ 1 , . . . , ξ m , y 1 , ..., y n−m ) of l such that the corresponding Euclidean metric is preserved by the adjoint action of g. The algebra g acts on R n via the coadjoint action of l (recall that the space of linear functions on R n is identified with l, so R n is identified with the dual l * of l): ζ(z) := ad * ζ (z) for ζ ∈ g ⊂ l, z ∈ R n = l * . Denote by G the compact simply-connected Lie group whose Lie algebra is g. Then the above action of g on R n integrates into an action of G on R n (the coadjoint action). The action of G on R n preserves the Euclidean metric of R n given by
For each positive number r > 0, denote by B r the closed ball of radius r in R n centered at 0. The group G (and hence the algebra g) acts linearly on the space of functions on B r via its action on B r : for each function F and element g ∈ G we put
For each nonnegative integer k ≥ 0 and each pair of real-valued functions F 1 , F 2 on B r , we will define the Sobolev inner product of F 1 with F 2 with respect to the Sobolev H k -norm as follows:
We will denote by C r the subspace of the space C ∞ (B r ) of smooth real-valued functions on B r , which consists of functions vanishing at 0 whose first derivatives also vanish at 0. Then the action of G on C r defined by (2.1) preserves the Sobolev inner products (2.2).
Denote by Y r the space of smooth vector fields on B r of the type
such that u i vanish at 0 and their first derivatives also vanish at 0. Then Y r is a g-module under the following action :
where 
Then there is a chain of operators
Moreover, there exist a constant C > 0, which is independent of the radius r of B r , such that
Remark. Strictly speaking, Conn [Con85] only proved the above lemma in the case when g = l and for the module C r , but his proof is quite general and works perfectly in our situation without any modification.
For simplicity, in the sequel we will denote the homotopy operators h j in the above lemma simply by h. Homotopy relation (2.7) will be rewritten simply as follows:
The meaning of the last equality is as follows: if u is an 1-cocycle or 2-cocycle, then it is also a coboundary, and h(u) is an explicit primitive of u: δ(h(u)) = u. If u is a "near cocycle" then h(u) is also a "near primitive" for u.
For convenience, in the sequel, instead of Sobolev norms, we will use the following absolute forms:
for F ∈ C r , where the sup runs over all partial derivatives of degree |α| at most k.
The absolute norms . k,r are related to the Sobolev norms .
H k,r as follows:
for any F in C r or Y r and any k ≥ 0, where s = [ n 2 ] + 1 and C is a positive constant which does not depend on k. A priori, C depends on r, but later on we will always assume that 1 ≤ r ≤ 2, and so may assume C to be independent of r. The above inequality is a version of the classical Sobolev's lemma for Sobolev spaces. Combining it with Inequality (2.8), we obtain the following estimate for the homotopy operators h with respect to absolute norms:
for all k ≥ 0 and u ∈ W ⊗ ∧ j+1 g * where W = C r or Y r . Here s = [ n 2 ] + 1, C is a positive constant which does not depend on k (and r provided that 1 ≤ r ≤ 2).
Smoothing operators and some useful inequalities
We will refer to [Ham82] for the theory of tame Fréchet spaces used here. It is well-known that the space C ∞ (B r ) with absolute norms (2.10) is a tame Fréchet space. Since C r is a direct summand of C ∞ (B r ), it is also a tame Fréchet space. Similarly, Y r with absolute norms (2.11) is a tame Fréchet space as well. In particular, C r and Y r admit smoothing operators and interpolation inequalities:
For each t > 1 there is a linear operator S(t) = S r (t) from C r to itself, with the following properties:
for any F ∈ C r , where p, q are any nonnegative integers such that p ≥ q, I denotes the identity map, and C p,q denotes a constant which depends on p and q.
The second inequality means that S(t) is close to identity and tends to identity when t → ∞. The first inequality means that F becomes "smoother" when we apply S(t) to it. For these reasons, S(t) is called the smoothing operator.
Remark. Some authors write e t(p−q) and e t(q−p) instead of t (p−q) and t (p−q) in the above inequalities. The two conventions are related by a simple rescaling t = e τ . Remark. A priori, the constants C p,q also depend on the radius r. But later on, we will always have 1 ≤ r ≤ 2 and so we may choose C p,q to be independent of r.
There is a similar smoothing operator from Y r to itself, which by abuse of language we will also denote by S(t) or S r (t). We will assume that inequalities (3.1) and (3.2) are still satisfied when F is replaced by an element of Y r .
For any F in C r or Y r , and nonnegative integers p 1 ≥ p 2 ≥ p 3 , we have the following interpolation estimate:
where C p1,p2,p3 is a positive constant which may depend on p 1 , p 2 , p 3 .
In the proof of Theorem 1.1, we will use smooth local diffeomorphisms of R n of type id + χ where χ(0) = 0. The following lemmas give estimations of compositions of maps with this kind of diffeomorphisms. In these lemmas, we take two real numbers r and R with 0 < r < R. We denote by B r (resp. B R ) the closed ball of R n centered in 0 and of radius r (resp. R).
Lemma 3.1. [Con85] We consider two smooth maps
is a smooth mapping defined in B r and satisfies
where q k is a polynomial of degree k with vanishing constant term. 
where p K and q k are polynomials, of degree K and k respectively, with vanishing constant term.
Proof : We denote by θ the map id + χ. If I is a multiindex such that |I| ≤ K (|I| design the sum of the components of I), it is easy to show, by induction on |I|, that
where A α (θ) is of type
where θ u1 is the u 1 -component of θ and the a βu are nonnegative integers. Then, we may write
and the lemma follows.
Lemma 3.3.
[Con85] Let id + χ : B R → R n be a smooth map with χ(0) = 0. We suppose that χ 0,R ≤ (R − r)/ √ n and χ 1,R ≤ 1/2n. Then id + χ is a smooth local diffeomorphism which possesses an inverse of type id +χ withχ(0) = 0, which is of class C ∞ on B r , and we have the estimate for every k
Proof of Theorem 1.1
In order to prove Theorem 1.1, we will construct a sequence of local smooth coordinates systems (
, which converges to a local smooth coordinates system (
, in which the Poisson structure Π has the required form. Here (x 0 , y 0 ) = (x 1 , . . . , x m , y 1 , . . . , y n−m ) is the original coordinate system. For simplicity of exposition, we will assume that Π is C ∞ -smooth. However, in every step of the proof of Theorem 1.1, we will only use differentiability of Π up to some finite order, and that's why our proof will also work for finitely (sufficiently highly) differentiable Poisson structures.
We will denote by Θ d the local diffeomorphisms of (R n , 0) such that
where z denotes a point of (R n , 0).
Denote by Π d the Poisson structure obtained from Π by the diffeomorphism Θ d :
Of course, Π 0 = Π. Denote by {., .} d the Poisson bracket with respect to the Poisson structure Π d . Then we have
Assume that we have constructed (
. This construction consists of two steps : find an almost Levi factor i.e. coordinates x d+1 , and almost linear it i.e. almost linearize the corresponding vector fields. In fact, we will define a local diffeomorphism θ d+1 of (R n , 0) and then write Θ d+1 = θ d+1 • Θ d . In particular, we will have
Note that here and in the sequel we always denote by i, j, k the index corresponding to the variables x and α, β, γ the index corresponding to y.
We first consider the δ-2-cochain
where δ is the differential of the Chevalley-Eilenberg complex associated to the gmodule C r . We will denote (4.7)
where h is the homotopy operator corresponding to δ, S is the smoothing operator and the parameter t d is chosen as follows : We fix a real constant t 0 > 1 and define the sequence (t d ) d≥0 by t d+1 = t 3/2 d . In other words, we have
The above choice of smoothing parameter t d is a standard one in problems involving the Nash-Moser method, see, e.g., [Ham77, Ham82] . We can write
Next, we consider theδ-1-cochains
whereδ is the differential of the Chevalley-Eilenberg complex associated to the gmodule Y r . Put (4.11)
whereh is the homotopy operator corresponding toδ. We may write
Now define θ d+1 to be a local diffeomorphism of R n given by (4.12)
This finishes our construction of
For a technical reason, we have to make precise what is the radius r we use in defining C r and Y r . This r changes at each step of the construction of the sequence. For every integer d ≥ 0, we put r d = 1 + 1 d+1 . This r d corresponds to the construction of θ d+1 and we will see that we can arrange such that for each d ≥ 0, the map θ d+1 is a diffeomorphism from B r d onto its image and that B r d+1 is included in θ(B r d ) (see the proof of Lemma 4.4), using the following general lemma.
Lemma 4.1. Let r and η be two strictly positive real numbers (η < 1). We consider a smooth map θ : B r → R n of type id+χ with χ(0) = 0. We suppose that χ 1,r < η. Then we have
In order to show that the sequence of diffeomorphisms defined above converges to a smooth local diffeomorphism Θ ∞ and that the limit Poisson structure Θ ∞ * Π is in a Levi normal form, we will have to control the norm of δf andδĝ d . This will be done with the help of the two following easy lemmas : Lemma 4.2. For every i, j and k, we have
where is the cyclic sum.
Lemma 4.3. For every i, j and α, the coefficient of
where
The first lemma can be proved writing the Jacobi identity {x i , {x j ,
The second one, writing the Jacobi identity 
We then have, for instance,
A simple direct computation shows that
where (4.21)
Thus, if we put
we can write
The equality (2.9) allows us to give another expression of f d+1 and g d+1 which will be sometimes convenient :
Some parameters
Recall that we took s = [n/2] + 1, t 0 > 1, t d = exp((3/2) d ln t 0 ) and r d = 1 + 1 d+1 . Now, we fix A and ε such that A > 6s + 6, 0 < ε < 1 and (s − 1) − Aε > 0. We then consider two real numbers a and b which verify 0 < b < a < [(s − 1) − Aε] 2 1+2ε . We then have :
We can assume, considering if necessary a smaller ε, that
We also consider the sequence (η d ) defined by
Finally, we take an integer l > s such that 5s + 3 l − 2 < ε (4.29) and we put L = 2l − 2. All these conditions could seem mysterious but it will be cleared up later.
The two following lemmas will be usefull in the proof of Theorem 1.1.
Lemma 4.4. Suppose that Π is defined on B r0 and satisfies the following inequalities: 
Then there exists a constant C k+1 > 0 and an integer
Proof of Theorem 1.1. Assume for the moment that Π is sufficiently close to its linear part, more precisely, that the conditions of Lemma 4.4 are satisfied. Let k be a natural number greater or equal to l (such that Π is at least C 2k−2 -smooth). Applying Lemma 4.4 to Π, and then applying 4.5 repetitively, we get the following inequality: there exist an integer d k and a positive constant C k such that for every
The right hand side of the above inequality tends to 0 exponentially fast when d → ∞. This, together with Lemmas 3.1 and 3.3, implies that
where If Π does not satisfy the conditions of Lemmas 4.4 and 4.5, then we may use the following homothety trick: replace Π by Π t = 1 t G(t) * Π where G(t) : z → tz is a homothety, t > 0. The limit lim t→∞ Π t is equal to the linear part of Π. So by choosing t high enough, we may assume that Π t satisfies the conditions of Lemmas 4.4 and 4.5. If Φ is a required local diffeomorphism (coordinate transformation) for Π t , then G(1/t)• Φ• G(t) will be a required local smooth coordinate transformation for Π.
Proof of the technical lemmas
Proof of Lemma 4.1 : According to the hypotheses we have χ(x) < η x for every x in B r . Therefore, we can write θ(x) < (1 + η)r and so, θ(B r ) ⊂ B r(1+η) . Now, we consider the mapθ : B r(1+η) → B r(1+η) which is θ on B r and is defined on B r(1+η)
This map is continous and is the identity on the boundary of B r(1+η) . According to Brouwer's theorem, the image ofθ is B r(1+η) . Now, note that if z = λx + (1 − λ)x 1 with 0 ≤ λ ≤ 1 then we have
Therefore, θ (z) > r(1 − η). We deduce that if y is in B r(1−η) then, we have y =θ(z) (z is, a priori, in B r(1+η) ) and z must be in B r . Consequently, y is in the image of θ.
Proof of Lemma 4.4 :
In order to simplify the notations, we will use the letter M to denote a constant, which does not depend on d but which varies from inequality to inequality (i.e. it depends on the line where it appears). We prove this lemma by induction on d. For d = 0, we only have to verify the points (5 0 ) and (6 0 ).
Recall that ϕ 1 = −S(t 0 ) h(f 0 ) . We then have
by (2.13)
by (3.3)
On the other hand, we have
by (3.1) and (2.13)
By assumptions on the constants given above (in particular the inequality (4.28)), we then have ϕ In the same way, we have
Moreover,
and so Π d+1 will be well defined on B r d+1 .
• Proof of (1 d+1 ) : Recall the formula (4.25)
We then have, using lemmas 3.1 and 3.3
where q l is a polynomial function. Thus, we only have to estimate δ ϕ
Then, we have
After, we write
Finally, we have
And since
Now, the estimates (5.4), (5.5) and (5.6) and the inequalities (4.27) and (4.28), give f d+1 l,r d+1 < M t
−α d
where −α < − 3 2 a. We may choose t 0 large enough (in a way which depends on α but not on d) in order to obtain f d+1 l,r d+1 < t
• Proof of (2 d+1 ) : We will use Lemma 3.2, the formula (4.19)
. This inequality may be proved in the same way as for the case d = 0 above ((5.2)).
Let us estimate
It is clear, by inequalities (3.1) and (2.13), that
By the Leibniz formula of derivation of a product, we have
and we get
where p L and q l are polynomials functions. Therefore,
We have seen ((5.7) and (5.8)) that
. On the other hand, the term
, where D is a constant such that D < 3 2 A, and we can conclude as in the proof of (1 d+1 ).
• Proof of (3 d+1 ) : Recall the formula (4.26)
Using the inequality (3.3), we obtain
and then
We also have h (δĝ d ) l ≤ M δĝ d l+s , and using Lemma 4.3 and the interpolation inequality (3.3), we obtain
In the same way as in the proof of (5.5) one can show that
Now, using the property (3.2), we obtain
. This gives, by the interpolation inequatity,
and using again the inequality (3.3), we obtain
Now, the estimates (5.10), (5.11) and (5.12) allow us to conclude in the same way as for f d+1 , using inequalities (4.27) and (4.28).
• Proof of (4 d+1 ) : Now, we use the formula (4.20) :
In the same way as (5.9), this gives
) . Using (3.1) and (2.13), we get ϕ
On the other hand, using the Leibniz identity as for the estimate (
The rest of the proof is similar to that of (2 d+1 ).
• Proof of (8 d+1 ) : Recall that, due to the fact that
and similar formulas involving also y i -components. The estimates in Lemmas 3.1 and 3.3 give
, where p is a polynomial (which does not depend on d), and
Notice that Λ d+1 is equal to Π d plus terms which involve χ d+1 and the Π dbracket. Hence, by the Leibniz formula, we can write
which implies that
Similarly to the proof of (5 d+1 ), it is easy to see that χ Lemma 4.4 is proved.
Proof of Lemma 4.5 : In this proof, as in the proof of the previous lemma, we will denote by M k a positive constant which depends on k but not on d and which varies from inequality to inequality.
• Proof of (ii) :
by (3.1) and (3.1)
2k−2 by (3.3)
In the same way, we get .
We first estimate f d+1 2k,r d+1 . Applying Lemma 3.2 (with (5.26)) we obtain
where p k and q k are polynomials functions. Let us estimate
. Using (3.1) and (2.13), it is clear that ϕ . Moreover, we still have by the Leibniz formula,
On the other hand, using the estimate of ϕ d+1 k+1 and the definition of Q d , we have
. Therefore, we have 
. Using the properties (3.1) and (2.13) and the definition ofĝ d , it is easy to show that ψ . Moreover, by definition of T d and the Leibniz identity, we have
Therefore, as above, we can write
, and we can assume that M k t Finally, we estimate Π d+1 2k,r d+1 . Recall that we have
