There are two prevailing explanations for the foveal deficit in texture segmentation reported in previous works. One is based on the spatial and temporal properties of the stimuli, which means in terms of physiology a strong contribution of the Magnochannel. The other one is purely spatial and assigns filters of different bandwidths to each eccentricity in the visual field. We have challenged the first explanation experimentally by using isoluminant stimuli. The central performance drop persisted although the Magno-channel is known to respond weakly to stimuli with low luminance contrast. Therefore, we agreed with the spatial explanation. But instead of the abstract filter theories from previous works we propose a computational neural model assuming local lateral interactions in a cortical map model. The psychophysical performance measures could be directly related to geometric properties of the primary visual cortex concerning its mapping geometry and its intrinsic interaction width. Our model accounts quantitatively for our own psychophysical data as well as for others from literature. In general, we claim that the high foveal retinocortical magnification maps texture elements too far away from each other for being compared by local processes.
Introduction
The early visual system uses several features of the visual world to segregate it into supposed meaningful parts, e.g. a figure and its background. Here, we focus on one of these features, the orientation of texture lines. A difference between the orientation of artificial texture lines is sufficient for an immediate figure-background segmentation, giving the impression that the figure 'pops out'. The detection of a target with orientation contrast to its background can be performed generally without interference with a second task (Braun & Sagi, 1990) , and is believed to be computed in parallel at each position of the visual field. The detection rate increases with an increase of line element's density (Nothdurft, 1985) . A measure proposed in Nothdurft (1993) to explain the strength of the segmentation is the feature contrast, given by a differencing operator, since the border of pop-out figures typically has a very high feature contrast.
The central performance drop
As demonstrated in most other detection tasks, performance decreases toward the periphery of the visual field for several reasons, including optical properties of the eye, the photoreceptor spacing, and the retino-cortical magnification. As originally shown in Kehrer (1987) , there is also a significant performance drop in the central visual field. In these experiments a detection paradigm with fixation cross, short (40-50 ms) presentation time, and backward-masking was used. The target was a square consisting of nine oblique lines oriented orthogonal to the surrounding lines. It appeared with a probability p ¼ 0:5 at different positions on the horizontal meridian (similar to the upper part of Fig. 1 ). The detection rate drops significantly within the central 6 deg on the horizontal meridian. For further examination of this contraintuitive effect, the line spacing has been varied along with (Gurnsey, Day, & Pearson, 1996) and without (Kehrer, 1989) a similar variation of the line size. In both cases, narrowing the line elements counteracted the cpd, easing detection. In the case of Gurnsey et al. (1996) this simply means that zooming in the whole stimulus makes the detection task more difficult, which again is contraintuitive. In one condition (Joffe & Scialfa, 1995) , just the size of the target (not the size or the spacing of the single lines) has been varied by using a different number of lines constituting the target. There was no significant difference in the detection rate between two target sizes. In summary, not only the location of the target, but also the spacing of the line elements affect detection performance, while the size of the target (number of lines) does not.
Prevailing explanations
One possible explanation from signal-detection theory with a criterion outside the visual system has been ruled out by Gurnsey et al. (1996) and Kehrer (1989) , because the false-alarm rate is even higher at the central positions. Moreover, the cpd was also observed at a four-alternative forced choice paradigm (Joffe & Scialfa, 1995) . The two prevailing explanations focus on either the spatio-temporal (Joffe & Scialfa, 1995; Kehrer, 1997) or purely spatial (Gurnsey et al., 1996) properties of the early visual system. The first explanation draws upon several channels where each one has either a high temporal or a high spatial resolution. This model considers the transient character of presentation and is consistent with what is known about the early visual system being divided into the Parvo-and the Magno-channel (Livingstone & Hubel, 1988) . The Parvo-channel has smaller receptive fields and represents higher spatial frequencies than the Magno-channel. On the other hand, the Magnochannel has a higher temporal resolution and responds stronger on local changes in the visual field. In this explanation the Magno-channel is highly involved in the detection task. It is weak in the foveal area, where the density of retinal Magno-ganglion cells has been shown to be lower than in the extrafoveal area.
In the second explanation only the spatial match between stimulus and filter channel is causal for the performance. We agree with this explanation, and we will show below that the Magno-channel does not contribute substantially to the segmentation process. But unlike these filter theories, our model offers a direct link between visual performance and some anatomical measures through a computational theory.
M-scaling and cortical mapping
Several measures of visual performance become independent of the visual field position when stimulus sizes are scaled by a certain magnification factor reciprocal to eccentricity (Virsu & Rovamo, 1979) . Linking visual performance with the architecture that achieves this performance by neural representation and computation has actually succeeded in finding some correlations between performance and physiological or anatomical measures like densities of cones, retinal ganglion cells, or cell density in corresponding parts of cortical visual areas (cortical magnification). Nevertheless, the idea of a general single magnification function that compensates for size-effects covering a large variety of different visual tasks has been rejected (Saarinen, 1988) . However, the pure spatial explanation for the cpd is consistent with M-scaling. If we apply a cortical mapping function on the stimulus layout in a model, we will be able to argue in terms of cortical measures instead of visual angles. Most previous works that have used M-scaling have done so in order to compensate peripheral stimuli that are too small to be properly detected compared to others of the same size exposed to the fovea. In computational terms the reason for the peripheral performance deficit is a lack of corresponding coding units, presumed that they use an efficient code (Watson, 1987) . In contrast to the peripheral deficit the cortical mechanism responsible for the cpd cannot be this lack of spatial acuity. Instead we focus on lateral connections and the distances they have to bridge to achieve texture segmentation by neural computation.
Lateral connections
There is some evidence from electrophysiology and neuroimaging that lateral connections within area V1 are engaged in processing the orientation of adjacent stimuli, which is in fact a prerequisite for a feature contrast to be determined. Oriented stimuli outside the Fig. 1 . A typical stimulus causing a cpd and its representation in our model reflecting the geometry of area V1. In the case shown here, the target can be detected quite well, but at a more foveal position, the cortical distance between target lines and adjacent distractors will be too high. Parameters: a ¼ 0:6 deg, f ¼ 13:92 mm.
classical receptive field of a simple cell in V1 affect these cells' activities significantly in macaque monkey (Knierim & Van Essen, 1992) . These lateral connections extend over 6-8 mm (Gilbert, Das, Ito, Kapida, & Westheimer, 1996) . The cortical activity within area V1 induced by a visual stimulus extends the corresponding cortical stimulus size by 4 mm for a short time after stimulus onset, which has been measured by optical video imaging (Grinvald, Lieke, Frostig, & Hildesheim, 1994) . Functional magnetic resonance imaging yields similar values (3.5 mm) for human subjects (Engel, Glover, & Wandell, 1997) . These distances are too large to be explained simply by the spread of retino-cortical connections, and hence these effects have been attributed to lateral connections. The internal structure of V1 is quite homogeneous. But as the retino-cortical magnification is strongly dependent on the cortical position, this fact could account for inhomogeneities of preattentive tasks like figure-ground segmentation throughout the visual field.
Our hypothesis
We present evidence to show that the distance within the cortical representation of adjacent texture lines at the border of a figure determines the segmentation performance. Therefore, we (i) apply a V1 geometry model to explain the detection rate by the measures of cortical magnification and the range of cortical intrinsic interactions and (ii) experimentally challenge the Magno-channel explanation by using isoluminant stimuli.
The geometry model
We use a two-stage model with stage 1: a mapping of the visual field onto a neural map of V1, and stage 2: intrinsic local interaction within this map.
The first stage, which is a mapping onto a neural computational map with geometric properties like human area V1, is realised by the mapping model using the logpolar function logðz þ aÞ based on Mallot, von Seelen, and Giannakopoulos (1990) and Schwartz (1977) . This 2D mapping function is a generalisation of the common 1D approach to a magnification function and does establish point correspondence, line correspondence and area correspondence between both systems--the visual field and the cortical map. We introduce an additional parameter, a simple factor f, to logðz þ aÞ which can be determined to achieve an anatomically plausible size of the map. Finally, our mapping function
gives the position on a cortical map in millimetres for a given visual field position x ¼ ðx 1 ; x 2 Þ in visual angles. Fig. 1 gives an impression of such a mapping for a typical stimulus. Usually the 1D model
is used in psychophysics for the scaling factor F at eccentricity E. Unlike our model, this approach does not establish any of the correspondences mentioned above. Only magnification, or scaling respectively, is considered. On the horizontal meridian (x 2 ¼ 0 deg) the magnification of our mapping function (see Eq. (5) below) is reciprocal to F ðEÞ. Here, corresponding to (2), our parameters can be written as a ¼ E 2 , f ¼ E 2 =F 0 , and E ¼ kxk. The other meridians differ slightly if a 6 ¼ 0.
The second stage of our model formalises the range of intrinsic lateral connectivity within V1, which we presume to be space-invariant, isometric, and locally constrained in terms of cortical distances. As a nullhypothesis we use a non-normalised Gaussian function j r ðs c Þ ¼ e 
with the parameter r determining the interaction width. j r ðs c Þ is a measure of the strength of interaction between two cortical positions having the distance s c to each other. Both s c and r are given in millimetres of lateral distance. We have used the visual angle D ¼ kp t À p b k between the midpoint of a target line p t and of an adjacent background line p b as our relevant measure in the visual field. Using our log-polar mapping function C a;f ðxÞ given in (1) we get a corresponding cortical distance between points p t and p b by
Due to the differences between the projected measure d for each of the four neighbour candidates, an uncertainty remains regarding which one to chose for the model. An even more convenient and unambiguous infinitesimal measure of the cortical distance d 0 a;f ðp; DÞ is obtained by multiplying the visual field distance D by the cortical line magnification of (1) M l a;f ðpÞ with p p t . By
we get
On the horizontal meridian (p 2 ¼ 0 deg), where the target is placed in most experiments, this yields the simple form
The difference between d in (6) and d 0 in (7) is tolerable for the range of values used in this paper as we have found in numerical simulations. Therefore, the simplification is justified.
Using the strength of cortical interaction given by (3) and applying this equation to the cortical distance between two adjacent line elements calculated by (7) we get a measure for an effective orientation contrast l r;f ;a ðE; DÞ ¼ j r ðd 0 a;f ðE; DÞÞ ð8Þ
in our model. Here, E is the eccentricity on the horizontal meridian, which is equivalent to p 1 , if p 2 ¼ 0 deg. A direct connection from this model to psychophysical data is to use l r;f ;a ðE; DÞ for predicting the detection rate. It is shown below that this simple choice actually accounts for several experimental data. The simplicity is astonishing, because no further parameter has to be introduced and determined (Fig. 2 ).
Experiment 1
The experiments (numbered from 1 to 3 here) were carried out within a single session with the same three subjects. The subjects have done 10 (AK), 15 (OZ) and 18 (JB) sessions of nearly 1 h each. The experiments differ mainly in the stimuli that have been used and in the viewing distance. For experiment 2 we needed to determine isoluminance. We have developed a new technique especially designed for our experiment. This additional experiment is described in Appendix A. We present its results, because they can also be explained in terms of a cortical mapping model with a space invariant cortical mechanism.
Methods
The subjects were seated on a comfortable chair with head-rest in front of a computer monitor. The background illumination from fluorescent tubes was dimmed, and no irritating reflections have been observed on the screen. The background wall was painted grey. We have used an Apple Vision 1710 monitor and an Apple Macintosh PowerPC PM 8200/120 computer with a MacPicasso 520 video card which we used in a 1280 Â 1024 resolution mode with 75 frames/s. The luminance of the monitor has been measured for 256 RGB triples with a standard photometer (Hagener Universal Photometer S1), hence the luminance of each RGB value used in the experiment could be determined precisely. The subjects reported to have normal or corrected to normal vision. We have measured two of the authors and one doctoral student, who was naive with respect to the experiment. He was paid for his participation. All subjects were male, aged between 26 and 35. The subjects had to fixate a fixation cross in the middle of the screen, which was appearing there for 120 ms. Immediately afterwards, the target appeared for an individually chosen time (e.g. 27 ms) followed directly by a mask which remained on the screen until a key was pressed. In case of an error, a feedback was given by a sound and the target was shown again for 1200 ms. The software took 830 AE 50 ms to load the next sequence. During this period the screen was dark. Afterwards, the next trial started automatically. The target presentation time differed between the subjects. We were using four (AK), three (OZ), and two (JB) frames with 13 1 3 ms each, which we have ascertained in test sessions.
Experiment 1 was a reproduction of experiment 1 in Gurnsey et al. (1996) and similar to the experiment in Kehrer (1989) , but with a single line element only as target. We have chosen this single line target to get a rather similar cortical distance d both at the inner border (near fixation with a higher magnification) and the outer border (far from fixation with a lower magnification) of the target. These two values might differ considerably when using a more extended target like in Gurnsey et al. (1996) and Kehrer (1989) , especially at low E and hight D values. In order to avoid any a priori assumptions about how these particular parts of the border may contribute to the segmentation process, we have tried to keep the difference of cortical geometry between them as low as possible. As in Kehrer (1987) , we have used 54 Â 7 distractor lines all in the same oblique orientation (AE45 deg). The lines were white (113 cd/m 2 ) and the background was dark (11.3 cd/m 2 ). The positions were slightly jittered. The target line was at one of the central 48 positions on the horizontal meridian. This line was orthogonal to the distractor lines.
We also varied the viewing distance in a way that each session contained one block near (26 cm, D ¼ 1:09 deg), medium (56 cm, D ¼ 0:55 deg), and far (114 cm, D ¼ 0:27 deg) in random order. Each block contained 48 trials with a target and 48 trials without. The stimuli were corrected for perspective errors in order to get the valid angle distance D for the whole range of eccentricities E. The line length (in visual angle) was equal to D, the width was 1=10 D. We have used an anti-aliasing technique so that the lines need not be aligned with the pixel grid. The mask was a superposition of lines from both orientations (crosses), as in most previous works. The fixation cross was as small as possible, namely 3 pixels long and high. The task was to judge whether there was a target present or not by pressing either the yes-or the no-button. No further information (e.g. position) was demanded.
Results
The results (Fig. 3) confirm the presence of a central performance drop, and also its qualitative dependency on the line spacing: Narrow lines in the far condition counteract the cpd. Between the central and the peripheral drop, all subjects reached nearly a 100% rate. The false-alarm rate F was below 4.5% for each of the nine combinations subject Â distance.
We will now try to fit our model to these data by varying the two parameters, a and r, for each subject covering all three viewing distances at once. In addition to (8) we should also consider some signal-detection theory aspects and contain the false-alarm rate F in our model. Because the F values we have to consider are low and the detection rates reach nearly 100%, we have decided to use a simple non-parametric model instead of classical signal-detection theory. We use F as the baseline of the detection rate both for the non-target case, where it was actually measured, and for the target case. This introduces a shift in our model:
By doing this we assume that (i) the first order error that we have not measured is equal to the second order error F, and (ii) the compression of the full dynamic (0; 1) to (F ; 1 À F ) is a linear one. Both assumptions are reasonable, because they are the simplest choice. In order for the model to account for experimental results with high error-rates, or for different experimental paradigms like the forced choice paradigm, a more elaborated model of the decision criterion will be required. Such a model would require additional parameters that need to be carefully determined. For the experimental data that we are addressing Eq. (10) is sufficient and does not require an additional parameter to be determined. The scaling parameter f can be mathematically determined for a specific a value if the size of area V1 is given (von Berg, 1999) . We chose the average value of 2500 mm 2 for our model, because we have not been able to determine the subjects' exact cortical anatomy. However, f is not a free parameter and will not be varied within the optimisation process. We use m r;a to model the detection rate R. The v 2 -error to be minimised is v 2 a;r;s ¼ X n2Ss ðm r;a ðD n ; E n ; F n Þ À R n Þ 2 m r;a ðD n ; E n ; F n Þ ð12Þ
One set S s used for one optimisation covers all detection rates N of one subject s excluding the peripheral performance drop, which is outside the domain of the model. D and E are the independent variables (factors) and R (the detection rate) and F (the false-alarm rate) are the dependent variables. The goodness-of-fit can be calculated using N À 2 degrees of freedom. Fig. 4 shows the iso-error lines within the parameter-space and the pair (a; r) with minimal error for each subject (best fits). Left and right visual fields have not been distinguished, the absolute values of E have been used. In Fig. 6 , every target position included in the approximation is represented by one point. The curves depict the model's prediction. In the rightmost plot, all three viewing distances have been taken together. Here, the x co-ordinate does not denote the eccentricity E, but rather the cortical distance d 0 , calculated by (6) using the best-fitting parameters. This figure supports our hypothesis that the cortical distance alone determines the performance in a very impressive way. The three different curves per subject are almost identical, as the superposition in the rightmost plot reveals. In this figure, all data points are plotted, including the peripheral drop. It appears on the left-hand side of this representation because for their corresponding low cortical distances. Also this part of the data is projected nearly onto a single common curve, although these values have been excluded from the approximation. This means that also the mechanism responsible for the peripheral drop could be explained in terms of the same geometry of cortical representation that already explains the cpd. But in the periphery the performance decreases due to the low density of coding elements in area V1 dedicated to that part of the visual field. At least, this is our conclusion given the coincidence on both kinds of visual deficit. In this case, the cortical distances must have fallen below a critical value (number of cells, respectively) instead of exceeding a critical distance in case of the cpd.
Biological plausibility of the parameter values
The model is able to explain our data, if appropriate parameter values are chosen. As these parameters have a biological meaning, and since we know a plausibility range of their values, we can check these optimised fits against our psychophysical data for their biological plausibility. We have previously determined the a values for the macaque monkey to range between 0.3 and 0.86 deg from various sources. This range mainly reflects individual variations in the geometry of V1 (von Berg, 1999) . Given the relevant literature (Cowey & Rolls, 1974; Gr€ u usser, 1995; Horton & Hoyt, 1991; McFadzean, Brosnahan, Hadley, & Mutlukan, 1994) we receive higher values for human subjects. The results for our three subjects (0.9, 1.7, and 1.5 deg) therefore appear to be biologically plausible when compared to these values (Fig. 5) . The r values of our three subjects (7.5, 5.1, and 3.3 mm) are also in the range of cortical distances, which could be a plausible interaction width of a local process that makes use of lateral connections within area V1. Observations from literature were ranging between 3.5 and 8 mm, as reported above. 
Approximating data from literature
As the original data from Kehrer (1989) are still available, we have used them for a similar approximation that is also shown in Fig. 6 . In this case we obtain a ¼ 2:42 deg and r ¼ 1:97 mm.
Experiment 2
While experiment 1 was designed to experimentally validate our simple spatial interaction hypothesis, we also attempted to challenge the Magno-channel hypothesis by our experiment 2. If the Magno-channel was highly engaged in the segmentation process, the cpd should disappear when using isoluminant stimuli instead of those with a high luminance contrast. Isoluminance is able to reduce an impression of motion, or may even suppress it completely. The cells of the Magno layer of a macaque monkey's LGN slow down their activity when isoluminant colours are presented in the monkey's visual field, instead of high luminance contrast stimuli (Logothetis, Schiller, Charles, & Hurlbert, 1990) . The design of experiment 2 is similar to that of experiment 1, with one exception: we have used a green coloured (18.4 cd/m 2 ) background on the screen with a maximum saturation, and the stimulus was red with the same luminance for all lines. We have used a fourth experiment to determine this luminance of the stimulus to achieve subjective isoluminance for each condition, which is described in Appendix A. In experiment 2, longer target presentation intervals were necessary than in experiment 1.
Results
Although the detection rates differ from those of experiment 1, there is still a central performance drop in most conditions (see Fig. 7 ). Only in two conditions (JB near and JB medium) one can hardly speak of a cpd. Although the presentation time was longer, the task with isoluminant stimuli is in general harder than in the contrast condition, as supported by lower detection rates and higher false-alarm rates. In some conditions the detection rate reaches the false-alarm rate in the periphery.
Experiment 3
If different cortical distances determine the segmentation performance, thus why not trying to compensate for the distribution of magnification simultaneously over the whole visual field? In addition to the standard Mscaling procedure in experiment 1, where only the size of the stimulus was changed, but it otherwise remained the same, we have tried out a new technique by applying the inverse mapping function C À1 a;f to the stimulus. Fig. 8 shows the regular (but jittered) distribution of line elements in the V1 model with a cortical distance d ¼ 3:43 mm and a line length l ¼ 3:64 mm everywhere. We used an inverse mapping of this pattern as stimulus using a ¼ 0:6 deg and f ¼ 13:92 mm. Because all experiments were performed at once, we had to guess this a value. The whole geometry of the stimulus has been changed by this mapping, not only the sizes of the line elements. But at least the local environment of the target line looks quite similar to experiment 1. The most eccentric line (E % 17 deg) has a length l % 4:3 deg and the most central line (E % 0:11 deg) has l % 0:18 deg. This large range of scales exceeded the range between inner scale (pixel size) and outer scale (screen size) of our monitor. Therefore, we divided this experiment into two conditions with different viewing distances, namely total (41 cm) and central (114 cm). This corresponds to AE20 deg and AE7:5 deg of horizontal visual angle for the whole screen, respectively. The stimulus was designed to be equal in both conditions, in terms of visual angles, but in the total condition eccentric line elements have been visible while in the central condition central line elements could be resolved by the monitor resolution. Hence a certain part of the visual field was visible with a sufficient resolution in both conditions with an equal local stimulus layout around the target line. In the total condition only the outer 12 of 14 positions at each side have been used for the target and in the central condition all those, that are visible (10 at each side). This results in an overlap of eight positions tested in both conditions. In each session every position was taken twice for the target, which gives 96 trials in the total block, and 80 in the central block in 50% of which a target was present.
Results
The results do not meet our assumption that this kind of M-scaling compensates for the cpd. The data show a profound cpd and also a peripheral drop both reaching the false-alarm rate (Fig. 9) . But these data also show a significant difference between performance in both conditions in the overlap area, although the local conditions around the target line were the same, and only the global stimulus layout was different. This clearly means, that global properties of this stimulus influence the performance. Other mechanisms than segmentation by local orientation contrast must play a crucial role when performing this task. Obviously the pattern of distractors does not form a coherent background for the target line to get segregated from it. Perhaps the collinear line elements induce perceptual grouping effects, interfering with the segmentation process. In any case, although transforming the whole stimulus by the inverse mapping function is easily done with a 2D model, it seems not to be a suitable approach to the investigation of local segmentation by orientation contrast. The desired compensation of size is always accompanied by geometric Fig. 8 . The stimulus used in experiment 3 is designed to have a regular representation in the V1 model (top). Due to limited visualisation capabilities, only a subset of the desired stimulus could be presented in each of the two conditions, total (middle) and central (bottom).
distortions that are not negligible. We have also performed a combination of experiment 2 and experiment 3 with an isoluminant M-scaled stimulus. These results do not differ much from experiment 3. Also in this condition profound central and peripheral performance losses have been observed (von Berg, 1999) .
General discussion
The performance deficit in texture segmentation tasks within the central visual field, as reported in Kehrer (1987) and subsequent works, poses a question about the functional architecture of the visual system. This system obviously fails just in that particular part to which a large portion of its representational and computational architecture is dedicated to: the foveal area. One explanation approach focuses on the transient character of the stimulus presentation within the experimental paradigm. In this proposition, the Magnochannel, which is strongly involved in the detection of transient stimuli, is hypothesised to calculate the feature contrast. This channel is known to be weak in the foveal area, and it is not capable of resolving high spatial frequencies. Unfortunately, no experimental paradigm has been used until now to examine this effect without using a brief presentation. This is why we have introduced isoluminance in our experiment 2. The result is quite convincing. The central performance drop persists even at isoluminance.
For an alternative explanation that is consistent with a model of multiple filters correlating in their spatial extent with the eccentricity, we have introduced our two-stage model. Instead of linear filters, we use both a mapping of the visual field onto a cortical representation and a mutual lateral interaction within that representation. We have used the Gaussian function to describe the connectivity between two points on this map, depending only on the distance s c between them, and on a parameter r. This function turned out to be a good choice, because the model is able to allow for a fit to the observed data, although the function is simple and uses a single parameter only. This function corresponds to a decay of connectivity at increasing distance, as in processes of linear diffusion. Anisometries of the mapping or anisotropy of the connectivity, which could both be observed experimentally to a certain extent, have not been taken into account in this simple model.
Unlike popular linear filter models, the parameters of our model correspond to biological measures, because the model claims a structural equivalence to the part of the visual system which is believed to perform the texture segmentation--the area V1. On the other hand, we do not define the mechanism performing this task e.g. by interacting oscillators, shunting equations, etc. Instead, we evaluate the spatial properties of this mechanism regardless of its implementation. In Kehrer (1997) a two-stage filter model has been used to explain the experimental data in a numerical computer simulation. To establish different spatial filters in different runs, a scaling function sðEÞ ¼ 1 þ 0:3E has been used. According to (2) this is equal to E 2 ¼ 3:33 which means a ¼ 3:33 deg in our model. The simulation results correspond to the experimental findings for that parameterisation. Whereas our model is fully described by continuous mathematics, we can easily calculate the goodness of fit throughout the whole parameter space, and find the best fit by a standard optimisation method. This was done, giving values of a ¼ 2:42 deg rather than 3.33 deg. This mathematical foundation makes the model more powerful than pure simulation models. Another advantage of our approach over the filter model is its strict correspondence to geometrical properties of a process of neural computation that is supposed to achieve the observed visual performance. Although both models use M-scaling to explain the central performance drop, our explicit relationship to these anatomical measures together with a mathematical framework may encourage more interdisciplinary exchange in that area. Our modelling approach may not only be used for the explanation of psychophysical experimental findings by neural computation theory. It can also be a means to explore neural computation principles using psychophysical data.
The parameter values that we obtained by fitting the model to the psychophysical results are generally in the range of values one would expect from biology. The slight difference between the results of our experiment 1 and that of Kehrer (1989) may be explained by the different target layout. The approximated measure d 0 , that we have used as an average value is similar to the several variants of d values, if a single line is used as target. In the case of a 3 Â 3 target like in Kehrer (1989) , it is more difficult to define a single distance measure d due to considerable variations of magnification around the extended target's border. If the observed detection rate does not cover the full range from 0 to 1 we have to consider this in the model. In the two successfully approximated experiments ðex-periment 1 and that in Kehrer (1989) Þ our choice was a simple one. We have restricted the range at the upper and lower edge by the false-alarm rate of the experiment. For experiments with a poor discrimination, this approach may not be sufficient. A more elaborate model of signal-detection theory should be used then. When applied to a four-alternative forced choice paradigm once again a different approach is advised.
Our mathematical model gave us the ability to compensate virtually all retino-cortical magnification effects in a single session throughout the visual field by applying the inverse function on the whole stimulus. Unlike traditional M-scaling approaches, as in our first experiment, this affected not only the size of the target in our experiment 3, but the whole stimulus geometry. Although cortical distance is a good measure to explain the performance of local neural computation tasks, this does not hold for global properties of the stimulus. Here, the shape in the visual field is critical, not its cortical projection. Without a certain homogeneity of the distractor elements the paradigm does not seem to be valid for our purpose. We could even prove that the distorted shape of the overall stimulus in experiment 3 had an impact on performance. This is shown by the difference between the results of the two conditions. Both are equal in the local visual field area around the target, and differ only in their global settings.
By the correspondence between detection performance and anatomical measures stated in our model, we could predict these anatomical measures (a, f, and r) from our performance measures. Afterwards we were able to validate the values we have got using statements from literature. The a values for our three subjects (0.9, 1.7, and 1.5 deg) are in the range of observed parameters for the mapping function onto area V1 for human (Fig.  5) . Our r values (3.3, 5.1, and 7.5 mm) are also in the range of a plausible maximum distance to be bridged by lateral processes (3.5-8 mm). The error introduced by estimating the V1 size in our model to an average value of 2500 mm 2 by using the corresponding f value must result in an error of the r parameter value, if the real V1 size had been different for our subjects. If we allow a range of 1500-3700 mm 2 instead (McFadzean et al., 1994) , our r values vary by AE22%. So this is one reasonable explanation for the variability of the r values between our subjects, which surely does not explain the whole observed scatter.
M-scaling (a ¼ 0:6 deg, f ¼ 13:92 mm). We have not used a 2D mapping function like in experiment 3 for this stimulus, but just a simple linear function M l a;f ðEÞ ¼ f = ðE þ aÞ equally for all meridians. In this M-scaled case, the number of segments was fixed. This condition corresponds to the isoluminant version of experiment 3. In both conditions we have used six different values for the radius, only the smallest ring could not be figured in condition constant. Each session contained ð5 þ 6Þ Â 2 ¼ 22 trials in random order, because each condition was performed once with red luminance starting at 19.4 cd/m 2 (r < g) and once at 26.4 cd/m 2 (r > g). Both results of such a pair of trials have been averaged before the analysis.
A.2. How to use the results in experiments 2
The red luminance for experiment 2 has been calculated by linear interpolation using the target eccentricity and the two sampled eccentricity values next to it. At eccentricities higher than 11.8 deg, the value of the outmost ring has been taken, and the same has been done at too low eccentricities (E < 1:05 deg) with the innermost ring. This red luminance value was used for all stimulus lines in experiment 2, not only the target line. If no target was present, a random value was chosen. Experiment 4 was directly preceding experiment 2 and only the data of the running session have been used to calculate the isoluminance values for the red elements.
A.3. Results
The results confirm the interference of both eccentricity and spatial scale with isoluminance, which is shown in Fig. 11 . While the sensitivity for red colour with respect to that for green is decreasing with eccentricity in the constant condition (the subjects have chosen a higher red luminance for the larger rings), this reverses in the scaled condition. The difference between these two conditions is highly significant (correlated T-test: p < 0:001) for every subject and every eccentricity (except E ¼ 2:13 deg, where both conditions have been quite similar to each other, see Fig. 10 ). The low variation between sessions and even between subjects might be explained by the fact that in every session the subjects have been exposed to the same achromatic experiments 1 and 3 before doing experiment 4. So they always had adapted to identical controlled visual conditions for at least 20 min.
A.4. Discussion
There is in fact a specific contribution of both eccentricity and spatial scale to the generation of apparent motion in our experimental paradigm. We were able to take these two factors into account when using isoluminance in experiment 2. We cannot be sure at last that our method is really finding the desired isoluminance to 'switch off' the Magno-channel, but it is in any case better than simply using physical isoluminance or a single value used for the whole visual field, which is still common practice. The number of different samples with respect to position and size was quite small (11 combinations). Nevertheless, given our results, we do not expect the central performance drop to disappear through isoluminance.
Disregarding the use in experiment 2, the results give a proof of the importance of the spatial scale of a stimulus in colour vision. An M-scaled stimulus has already been used by Bilodeau and Faubert (1997) in a similar paradigm to compensate for the eccentricity effect. Bilodeau and Faubert (1997) have suspected a space-invariant retinal mechanism and have therefore used the cone spacing for their scaling function, which was not sufficient for compensation. Our magnification function (5) with a ¼ 0:6 deg, which we have defined before all the experiments, has been much steeper and was even over-compensating for the effect, reversing the results of the initial constant condition. We suppose that a scaling function between the shallow cone spacing and our steep magnification should compensate properly. The same function with a higher a value (e.g. a % 2 deg) would be a good guess. If this turns out to be true, also the computation of isoluminant colours in our experimental paradigm would be consistent with a model of local, space-invariant mechanism within V1 or a subsequent area with similar geometrical properties. Unlike the computation of orientation contrast, little is known by now about the neural coding of the input and output features of this process.
