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Abstract
The loop product is an operation in string topology. Cohen and Jones [15, 16] gave a
homotopy theoretic realization of the loop product as a classical ring spectrum LM−TM
for a manifold M . Using this, they presented a proof of the statement that the loop
product is isomorphic to the Gerstenhaber cup product on the Hochschild cohomology
HH
∗(C∗(M) ;C∗(M)) for simply connected M . However, some parts of their proof is
technically difficult to justify. The main aim of the present paper is to give detailed
modification to a geometric part of their proof. To do so, we set up an ”up to higher
homotopy” version of McClure-Smith’s cosimplicial product. We prove a structured
version of Cohen-Jones isomorphism in the category of symmetric spectra.
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1 Introduction
Throughout this paper, M denotes a smooth closed manifold of a finite dimension d. Let
LM denote the free loop space of M , i.e., LM is the space of all continuous maps from the
circle S1 to the manifold M with the compact-open topology.
String topology was initiated by Chas and Sullivan [10]. It is a study of certain alge-
braic structures on the homology of LM , which can be seen as a generalization of Goldman’s
Lie algebra for a Riemann surface. These structures are studied in many ways e.g., re-
lation to counting problem of closed geodesics (see Goresky-Hingston [27]), generalization
to Gorenstein spaces (see Fe´lix-Thomas [25], Kuribayashi-Menichi-Naito[35, 38], and Naito
[36]). Another interesting subject is the relationship between string topology operations and
intrinsic operations on Hochschild cohomology of the cochain due to Gerstenhaber [2] and
Jones [6]. Cohen and Jones [15, 16] gave a proof of the claim that there exists an isomorphism
between the loop product, a most basic string topology operation, and the Gerstenhaber cup
product on the Hochschild cohomology of the singular cochain algebra C∗(M) over a field k(
H∗−d(LM ; k), the loop product
)
∼=
(
HH∗(C∗(M);C∗(M)), the cup product
)
,
which we call the Cohen-Jones isomorphism. In the case of characteristic zero, Fe´lix and
Thomas [22] showed an isomorphism of BV-algebras. (In contrast, Menichi [28] showed non-
existence of such an isomorphism in characteristic 2.)
Though the idea of proof of Cohen-Jones isomorphism in [15, 16] is very interesting,
the author of the present paper encountered technical difficulties with their argument. The
difficulties can be divided to two parts. One is the comparison between the loop product and
a natural product on the topological Hochschild cohomology. The other is the comparison
between topological and chain level Hochschild cohomologies. The aim of the present paper
is to resolve the former part, which we consider the greater difficulty. We shall state the
main theorem. In [15] the loop product was realized as a product on a Thom spectrum
LM−TM in the stable homotopy category. By this product, we regard LM−TM as a classical
associative ring spectrum, i.e., a monoid in the stable homotopy category, and call it the
Cohen-Jones ring spectrum. The main result of the present paper is the following theorem,
which is regarded as a symmetric spectrum version of the Cohen-Jones isomorphism.
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Theorem 1.0.1. There exists a non-unital A∞-symmetric ring spectrum LM
−τ satisfying
the following two conditions.
(1) (Theorem 3.2.1) LM−τ is isomorphic to the Cohen-Jones ring spectrum LM−TM as a
classical non-unital associative ring spectrum.
(2) Suppose M is simply connected. Let Q be a fibrant cofibrant replacement of the func-
tion spectrum F (M) of M in a suitable model category (see Proposition 2.5.3). Then,
LM−τ and the topological Hochschild cohomology THC(Q ;Q) is weak equivalent as
non-unital A∞-symmetric ring spectra.
For terminologies, see subsection 1.1 and for topological Hochschild cohomology see 2.5.
The function spectrum F (M) is the spectrum of maps from the manifold with a disjoint base
pointM+ to the sphere spectrum. In other words, it is (a structured version of) the Spanier-
Whitehead dual of M+. F (M) is regarded as an analogue of the cochain algebra C
∗(M).
The equivalence in (2) or the isomorphism of Cohen-Jones is more or less a folklore (see also
Klein [19]), but it is important to have a detailed proof for further study of the relationship
between string topology and Hochschild cohomology. For works related to (1), Poirier and
Rounds [34] constructed a chain map which encodes string topology TQFT operations, and
Irie [40] constructed a chain-level BV-structure including the loop product over reals and
give applications to symplectic topology, based on Fukaya’s idea [18]
We shall look at the outline of the proof of the Cohen-Jones isomorphism in [15, 16] to
explain the main task in the present paper. The authors of [15] use two cosimplicial object
(LM )∗, CH
•
M .
(LM )∗ is the cosimplicial spectrum given by (LM )n = (M
×n
+ ) ∧M
−TM for each cosimplicial
degree n, where M−TM = Σ−NTh(ν) is the Thom spectrum for the normal bundle ν of a
fixed embedding M → RN . There is a weak equivalence LM−TM ≃ Tot(LM )∗, where Tot
denotes the totalization, see subsection 1.1. (In the present paper, we denote the cosimplicial
degree by the superscript • but here, for (LM )∗ we use the notation of [15].) CH•M is the
cosimplicial cochain complex given by CHnM = Hom(C
∗(M)⊗n, C∗(M)). The (normalized)
total complex of CH•M is the Hochschild complex CH
∗(C∗(M), C∗(M)). Though CH•M does
not appear in [15], it is used implicitly (see [16]). They use products on these cosimplicial
objects
(LM )p ∧ (LM )q → (LM )p+q, CH
p
M ⊗ CH
q
M → CH
p+q
M .
The first one is defined by using a natural product on M−TM and is claimed to induce the
loop product on Tot(LM )∗ ≃ LM−TM , and the second one is the product which induces
the Gerstenhaber cup product on the Hochschild complex. They define a degreewise quasi-
isomorphism C∗((LM )∗) ≃ CH•M of cosimplicial chain complexes, which preserves products,
using the Atiyah duality M−TM ≃ F (M) and a quasi-isomorphism C∗(F (M)) ≃ C∗(M).
(Here, C∗ is an unclear chain functor for symmetric spectra.) Using this quasi-isomorphism,
they essentially state that there is a zig-zag of quasi-isomorphisms
C∗(LM
−TM ) ≃ C∗(Tot(LM )∗) ≃ TotC∗((LM )∗) ≃ TotCH
•
M = CH
∗(C∗(M);C∗(M))
which sends the loop product to the cup product. (Here Tot denotes different two notions,
spectrum-level totalization and total complex.)
In the construction of the quasi-isomorphismC∗((LM )∗) ≃ CH•M , the topological Hochschild
cohomology for F (M) is used. The topological Hochschild is not well-defined in the classical
stable homotopy category since it is defined by using the symmetry of the monoidal structure
and the totalization of a cosimplicial object. It is well-defined in the category of symmetric
spectra [12, 13] since that category has a structure of a monoidal model category. In [16],
Cohen gives details of constructions of [15] in the category of symmetric spectra, especially
a very effective realization of the Thom spectrum M−TM which is also useful for other ap-
plication. Actually, the author of the present paper crucially applied it to a model for a knot
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space to construct a new cohomology spectral sequence in [43].
To explain our tasks, it is necessary to specify what the difficulty for the author is. It
is that the first and last coface operators d0, dn on (LM )n are not well-defined. In [16], the
coface operators are defined by using morphisms
∆r :M
−τ (e)→M−τ (e) ∧ (ν2ǫ(e)+), ∆l :M
−τ (e)→ (ν2ǫ(e)+) ∧M
−τ (e)
(see the paragraph under Theorem 6 of [16]), where M−τ (e) is a model of M−TM which
has a structure of unital commutative symmetric ring spectrum. These morphisms are not
well-defined morphisms of symmetric spectra since they do not commute with the action of
the sphere spectrum (see Remark 3.1.1 for an account). The author tried to modify this using
another model M−τ of M−TM introduced by Cohen in [16]. While M−τ is non-unital, the
morphisms analogous to ∆r and ∆l are well-defined morphisms of symmetric spectra for this
model. Unfortunately, this modification caused another problem. In order for a product on
a cosimplicial object to induce a product on the totalization, it must satisfy some condition.
The only sufficient condition which the author knows is the condition of McClure-Smith [17]
(for A∞-structure), which states some compatibility between coface and degeneracy operators
and the product. For example, CH•M satisfies this condition. The problem is that the non-
unital version of Cohen’s product on (LM )∗ does not satisfy the condition of McClure-Smith
(see Remark 3.1.1).
In the present paper, for a transparent proof, we give all involved constructions in the
category of symmetric spectra. Our constructions are based on the non-unital model of
Cohen. We define a product on a model of LM−TM which encodes the loop product in
the category of symmetric spectra as in (1) of Theorem 1.0.1, and a product on a modified
version of (LM )∗ (L
• in the notion of the present paper) which satisfies a slight generalization
of the McClure-Smith’s condition. The generalization is given as an action of a monad K˜ on
a cosimplicial object. This product is different from the above non-unital version of Cohen’s
product. We prove the product induced by the K˜-action on L• is isomorphic to the product
on LM−τ . Then we construct a zig-zag of weak equivalences
L
• ← IM• → THC•(A′, B)
where A′ and B are suitable (fibrant or cofibrant) models of F (M) and THC• is the cosimpli-
cial object the totalization of which is the topological Hochschild cohomology. As the action
of K˜ is a generalization of the McClure and Smith’s product, THC• has a natural action of
K˜. The author tried to connect L• and THC•(A′, B) by a zig-zag of weak equivalences which
preserve the action of K˜ but it turned out to be difficult. To avoid this difficulty, we need a
generalization of the McClure-Smith’s product, laxer than an action of K˜. We give such a
generalization as an action of another monad CK. The constructions of the monad CK and
the zig-zag of weak equivalences preserving the action of CK are main tasks in the present
paper.
The other main task is to establish an equivalence of two multiplicative objects defined
by McClure-Smith [17]. Recall from [17] the notion of homotopy totalization T˜ot, which is
the homotopy limit over the category of standard simplices ∆, see subsection 1.1 for the
definition. T˜ot has a better homotopy invariance than Tot and we need both of them. We
construct an explicit isomorphism LM−τ ∼= Tot(L•) while a CK-action induces an (A∞-)
product on T˜ot (not on Tot). In [17], a notion of Ξn-algebra structure on a cosimplicial
object was introduced and it was proved that a Ξn-structure induces En-operad actions both
on Tot and on T˜ot. Here, an En-operad is an operad weakly equivalent to the little n-cubes
operad. The Ξ1-structure is the McClure-Smith product mentioned above. We prove the
following theorem:
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Theorem 1.0.2 (Theorem 4.6.15). Let X• be a cosimplicial object over the category of
topological spaces or symmetric spectra, and suppose X• is equipped with a Ξn-structure
and suppose a canonical morphism f∗ : Tot(X•) → T˜ot(X•) (see subsection 1.1) is a weak
equivalence. Then, the En-actions on Tot(X
•) and T˜ot(X•) which are induced from the
Ξn-structure are equivalent.
We use the case of n = 1 of this theorem to prove Theorem 1.0.1 (2). As the both
En-actions have many applications [14, 20, 17, 39, 37], this theorem will be useful in other
context. Theorem 1.0.2 is not so trivial as it looks since the En-operad actions on Tot and
T˜ot are realized by different operads and there is no obvious morphism between them. The
key observation is that the two involved operads are naturally regarded as endomorphism
operads on two different objects contained in a colored operad.
There still exists a gap between Theorem 1.0.1 and the Cohen-Jones isomorphism. Let
H∗(THC(Q;Q)) = π∗(THC(Q;Q) ∧Hk) with Hk is the Eilenberg-MacLane spectrum for a
base field k. If there exists an isomorphism of algebras
H∗(THC(Q;Q)) ∼= HH
∗(C∗(M), C∗(M)) · · · · · · (∗),
where Q is the object in Theorem 1.0.1, we can complete the proof of Cohen-Jones isomor-
phism, combining the isomorphism (∗) with Theorem 1.0.1. The isomorphism (∗) is plausible
since the function spectrum is an analogy of the singular cochain (the fibrant cofibrant re-
placement is necessary for the topological Hochschild to have the right homotopy type).
Nevertheless, the construction of (∗) is non-trivial problem since it is related to comparison
of symmetry of monoidal structures of symmetric spectra and chain complexes. A similar
problem appeared in an earlier paper of Jones [6], which is modified by Unghretti [42]. Since
the construction of the isomorphism (∗) is a quite general homotopical algebraic problem, we
will resolve it in another paper.
An outline of this paper is as follows: In section 2, we recall basic definitions and known
results we use later. Nothing is essentially new. We review the Cohen-Jones ring spectrum
and (a slightly different version of) the realization of the Atiyah duality in symmetric spectra
due to [16]. We also recall a description of the Stasheff’s associahedral operad by trees and
the McClure-Smith’s product for A∞-structures and introduce a slight generalization of it,
which is applicable to the A∞-structure on LM
−τ . We also recall the definition of topological
Hochschild cohomology.
In section 3 we define the non-unital A∞-symmetric ring spectra LM
−τ and prove the
part (1) of Theorem 1.0.1.
In section 4, we prove the part (2) of Theorem 1.0.1. We construct a chain of equivalences
of non-unital A∞-symmetric ring spectra:
LM−τ
(A)
∼= Tot(L•)
(B)
≃ T˜ot(L•)
(C)
≃ T˜ot(IM•)
(D)
≃ T˜ot(THC•(A′, B))
(E)
≃ Tot(THC•(A′, B)) = THC(A′, B)
(F)
≃ THC(Q,Q)
For the definitions of A′, B and Q, see Proposition 2.5.4, and the equivalence (F) is proved
in the same proposition. THC denotes the topological Hochschild cohomology. In subsection
4.2, we define a cosimplical symmetric spectrum L• whose totalization is isomorphic to LM−τ
and prove the A∞-structure on LM
−τ comes from a (slight generalization of) McClure-Smith
product on L•, which implies the isomorphism (A). Equivalences (C) and (D) are induced
from morphisms between cosimplical symmetric spectra L•
p0
←− IM•
q¯2
−→ THC•(A′, B). In
subsection 4.3, we define IM• and the two morphisms p0, q¯2. In subsection 4.4, we introduce
the monad CK, and in subsection 4.5, we define an action of CK on IM•. We also need to
establish the equivalences of A∞-structures on Tot and T˜ot (B) and (E). We deal with the
main part of this problem in subsection 4.6. In the final subsection 4.7, we put the results of
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previous subsections together, and establish the whole equivalences.
Acknowledgements: The author is most grateful to Masana Harada for reading the
first draft of this paper and giving valuable comments. The author is partially supported by
JSPS KAKENHI Grant Number 26800037 and 17K14192.
1.1 Notation and terminology
• T OP denotes the category of all (unpointed) topological spaces and continuous maps.
CG denotes the full subcategory of T OP consisting of all compactly generated spaces
in the sense of [11, Definition 2.4.21]
• Our notion of a symmetric spectrum is that of Mandell-May-Schwede-Shipley[13] and
the category of symmetric spectra is denoted by SP . For a symmetric spectrum we
refer to the numbering of the underlying sequence as the level.
• In this paper, C denotes either of CG or SP . We regard C as a closed symmetric
monoidal category tensored and cotensored over CG. The monoidal product (resp.
external tensor) is denoted by ⊗ (resp. ⊗ˆ ). If C = CG, both ⊗ and ⊗ˆ are given by
the cartesian product. If C = SP , ⊗ is equal to the product ∧S defined in [13], and
⊗ˆ is given by (X ⊗ˆK)l = Xl ∧ (K+) for X ∈ SP , K ∈ CG, where K+ is the based
space made by adding a disjoint base point to K, and ∧ is the usual smash products
of pointed spaces. The unit of SP is denoted by S and called the sphere spectrum.
We denote by Map the internal hom, which is adjoint to ⊗, and by (−)K the cotensor,
which is adjoint to ⊗ˆK for each K ∈ CG. The function spectrum F (M) is defined as
S
M . (If C = CG, (−)K = Map(K,−) but we use the both notations to ease notations.)
Even when the category C is specified, we sometimes use the notation ⊗ instead of ×
or ∧S for simplicity.
• Our notion of a model category is that of [11]. In this paper, we mainly deal with the
following model categories.
– We endow CG the standard model structure, see [11, Theorem 2.4.25]
– For a cofibrantly generated model categoryM, we denote the category of cosimpli-
cial objects overM byM∆. We endow two model structures onM∆. One is the
termwise model structure whose fibrations and weak equivalences are termwise
ones. We call cofibrations in this model structure projective cofibrations. The
other is the Reedy model structure, see [11, Theorem 5.2.5] for the definition. We
abbreviate cosimplicial symmetric spectrum as cs-spectrum.
– We use two model structures on SP . One is the level model structure and the
other is the stable model structure, see [13] for the definition. Recall that a
morphism f : X∗ → Y∗ is called a π∗-isomorphism if it induces an isomorphism
between stable homotopy groups. If a morphism is a π∗-isomorphism, it is a weak
equivalence in the stable model structure but the converse is false in general.
To emphasize the model structure we consider, we sometimes prefix names of morphisms
with the name of model structure. For example, we say a morphism f : X•∗ → Y
•
∗
between cs-spectra is a termwise stable fibration if each morphism fn : Xn∗ → Y
n
∗ is a
fibration in the stable model structure. For the compatibility of model structures with
symmetric monoidal and tensor structures, see [11, 13].
• The homotopy category of SP with respect to the stable model structure is equivalent
to the classical stable homotopy category as symmetric monoidal categories. We mean
by a classical (associative) ring spectrum an associative monoid in this category.
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• Operad means non-symmetric (or non-Σ) operad (see [7, 33]) and the object at arity n
of an operadO is denoted byO(n). We mainly consider operads in CG or in the category
of posets (with the cartesian monoidal structure) and operads in CG is called topological
operads. Our notion of a A∞-operad is the non-unital version i.e., a topological operad
O is an A∞-operad if O(0) is empty and for each n ≥ 1 and i ≥ 0 πi(O(n)) ∼= ∗.
• Recall the notion of action of O or O-algebras (or algebras over O) for an operad
O and the notions of monads and algebras over a monad (see [7] where the case of
symmetric operad are considered but the case of non-symmetric operad are completely
analogous except for just not taking coinvariants for the symmetric groups). In this
paper, an A∞-sturucture means an action of an A∞-operad. For a monad or operadM
in the category C, we denote by ALGM (C) the category of algebras over M . There is a
canonical way to construct a monad from an operad (see [7]). With this construction,
algebras over an operad are the same as algebras over the corresponding monad. Let
X , Y be two objects on which two monads (or operads) M , N act respectively (in
some category). A morphism f : X → Y is said to be compatible with a morphism
F :M → N of monads (or operads) if the following square is commutative:
M(X)
F (f)
//

N(Y )

X
f
// Y
where the vertical morphisms are the actions of monads (or operads).
• Let F : CG → SP be the functor given by K 7→ S ⊗ˆK. For a topological operad O
we define an operad F(O) in SP by F(O)(n) = F(O(n)) with the naturally induced
composition. By abusing notation we mean by an O-algebra in SP an F(O)-algebra.
For an A∞-operad O, we call an O-algebra in SP a non-unital A∞-symmetric ring
spectrum (or nu-A∞-ring spectrum in short). Let X and Y be two symmetric spectra
on which two A∞-operads O, P act on respectively. A stable equivalence f : X → Y of
symmetric spectra is called a (weak) equivalence of nu-A∞-ring spectra if there exists a
morphism of operads g : O → P which is compatible with f . Two nu-A∞-ring spectra
are said to be (weakly) equivalent if they can be connected by a zig-zag of equivalences
of nu-A∞-ring spectra.
• Recall the notion of totalization Tot(X•) and its variant T˜ot(X•) for a cosimplicial
object X• over C from [17]. For a cosimplicial space K•, an object (X•)K
•
is defined
as the subobject of
∏
n(X
n)K
n
consisting of elements consistent with cosimplicial op-
erators (see Definition 18.3.2 of [24] for details, in which the corresponding notation is
hom∆(K,X)). Let ∆• denote the cosimplicial space of standard simplices. We fix a
projective cofibrant replacement of ∆• denoted by ∆˜• and a (termwise) weak equiva-
lence f : ∆˜• → ∆•. Tot(X•) is as usual, defined as (X•)∆
•
and T˜ot(X•) as (X•)∆˜
•
. A
morphism f∗ : Tot(X•)→ T˜ot(X•) is naturally induced by f . T˜ot has better homotopy
invariance than Tot. In practice, T˜ot is invariant under termwise equivalences between
termwise fibrant objects while Tot is invariant only under those between Reedy fibrant
objects (see Corollary 18.4.4 and Theorem 18.6.6 of [24]).
2 Preliminary
2.1 Cohen-Jones ring spectrum
In this subsection, we recall the definition of the Cohen-Jones ring spectrum, so we deal with
the classical spectra.
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Let e : M → Rk be a smooth embedding. For ǫ > 0, we denote by νǫ(e) the open
subset of Rk consisting of points whose Euclidean distance from e(M) are smaller than ǫ.
Let Le denote the minimum of 1 and the least upper bound of ǫ > 0 such that there exists a
retraction πe : νǫ(e)→ e(M) satisfying the following conditions:
1. For any x ∈ νǫ(e) and any y ∈ M , |πe(x) − x| ≤ |e(y) − x| and equality holds if and
only if r(x) = e(y). Here, | − | denotes the usual Euclid norm in Rk.
2. For any y ∈M , π−1e ({e(y)}) = Bǫ(e(y)) ∩ (e(y) + (TyM)
⊥). Here Bǫ(e(y)) is the open
ball with center e(y) and radius ǫ.
3. The closure ν¯ǫ(e) of νǫ(e) is a smooth submanifold of R
k with boundary.
(Such a retraction exists for a sufficiently small ǫ > 0 by a version of tubular neighborhood
theorem.) Note that the retraction πe satisfying the above three conditions is unique. We
also consider πe as a map to M by identifying M and e(M) so we have a disk bundle
πe : ν¯ǫ(e)→M over M .
In the rest of this paper, we fix an embedding e0 : M → Rk0 and for a linear injective
map φ : Rk0 → Rk, we abbreviate νǫ(φ ◦ e0) and πφ◦e0 as νǫ(φ) and πφ, respectively.
In this subsection, we fix a linear injective map φ0 : R
k0 → RN with N >> d. Let ǫ0 > 0
be sufficiently small number. Let ev∗νǫ0(φ0) be the pullback of the disk bundle νǫ0(φ0) by
the evaluation ev : LM → M at a fixed base point of S1. We define a (classical) spectrum
LM−TM (an object of the homotopy category Ho(SP)) by
LM−TM = Σ−NTh(ev∗νǫ0(φ0)).
Here, Th(−) denote the Thom space. Let E : ev∗νǫ0(φ0)× ev
∗νǫ0(φ0) −→ νǫ0(φ0)× νǫ0(φ0)
be the bundle map induced from the evaluation, and ev∞ : LM ×M LM −→ M be the
evaluation at the base point, considering LM ×M LM as the space of two loops which have
common base point.
We denote by φ0 × φ0 : Rk0 → R2N the linear map given by v 7→ (φ0(v), φ0(v)). ν¯ǫ0(φ0 ×
φ0) is a subspace of ν¯ǫ0(φ0)× ν¯ǫ0(φ0). To define a product on LM
−TM , we need the following
lemma whose proof is an easy excercise of differential topology.
Lemma 2.1.1. Under the above notations, there exists a homeomorphism
α : E−1(νǫ0(φ0 × φ0)) ∼= ev
∗
∞νǫ0(φ0 × φ0) which makes the following diagram commute:
LM ×M LM
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙

E−1(νǫ0(φ0 × φ0))
α
//
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
ev∗∞νǫ0(φ0 × φ0)

νǫ0(φ0 × φ0),
where the top vertical and slanting arrows are induced by the embedding φ0 × φ0 : M →
ν¯ǫ0(φ0×φ0) and the bottom arrows are natural bundle maps. Furthermore, a homeomorphism
which makes the above diagram commutative is unique up to isotopies.
We define a product on LM−TM as follows.
LM−TM ∧ LM−TM ∼= Σ−2NTh(ev∗νǫ0(φ0)× ev
∗νǫ0(φ0))
→ Σ−2N (E−1(νǫ0(φ0 × φ0)/E
−1∂νǫ0(φ0 × φ0))
(collapse the outside of νǫ0(φ0 × φ0) ⊂ νǫ0(φ0)× νǫ0(φ0))
∼= Σ−2N (Th(ev∗∞νǫ0(φ0 × φ0)) (by Lemma 2.1.1)
→ Σ−2N (Th(ev∗νǫ0(φ0 × φ0)) (concatenation)
∼= Σ−2N (ΣNTh(ev∗νǫ0(φ0)) ∼= Σ
−N (Th(ev∗νǫ0(φ0))
∼= LM−TM .
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Definition 2.1.2. We call the classical ring spectrum LM−TM equipped with the above
product the Cohen-Jones ring spectrum.
2.2 Atiyah duality for symmetric spectra
In this subsection, we exhibit a realization of Atiyah duality in the category of symmetric
spectra essentially due to Cohen [16]. We warn the reader that a symmetric spectrum M−τ
defined here is slightly different from the object of the same notation in [16].
For each k ≥ 0, we put
Vk =
{
φ : Rk0 → Rk
∣∣∣∣∣φ is a linear map such that∃c ≥ 1 ∀v ∈ Rk0 |φ(v)| = c|v|
}
.
Of course, if k < k0, Vk is empty. Vk is topologized as a subspace of the Euclidian space of
linear maps (see subsection 2.1 for notations).
We define a sequence of unpointed spaces {Mk}k≥0 by
Mk = {(φ, ǫ, v) | φ ∈ Vk, 0 < ǫ < Le/16, v ∈ ν¯ǫ(φ)}
and put V˜k = Vk × (0, Le/16). Mk is considered as a disk bundle over V˜k ×M with the
projection (φ, ǫ, v) 7→ (φ, ǫ, πφ(v)). We define a pointed space M
−τ
k as the Thom space asso-
ciated to Mk. The sequence M−τ = {M
−τ
k }k≥0 is equipped with a structure of symmetric
spectrum as follows: The action of Σk is induced by the permutation of the components of
R
k. The action of S is given by (φ, ǫ, v) 7→ (0 × φ, ǫ, (t, v)) for t ∈ S1 = R1 ∪ {∞}. As V˜k is
k/2− 1-connected, M−τ is isomorphic to the Thom spectra M−TM in [15] as objects of the
homotopy category of SP .
To connect M−τ and the function spectrum F (M) by π∗-isomorphisms, we define two
symmetric spectra Γ(M), Γ′(M) and three π∗-isomorphisms κ1, κ2, and ρ fitting into the
following diagram:
M−τ
ρ
−→ Γ(M)
κ2←− Γ′(M)
κ1−→ F (M).
We first define Γ(M). For (φ, ǫ) ∈ V˜k, let Bφ,ǫ be the trivial k-sphere bundle over M whose
fiber at x ∈M is B¯ǫ(φ(x))/∂B¯ǫ(φ(x)), where B¯ǫ(φ(x)) ⊂ Rk is the closed ball with radius ǫ
and center φ(x). Let Γφ,ǫ be the space of sections M → Bφ,ǫ. We put
Γ˜k(M) = {(φ, ǫ, s) | (φ, ǫ) ∈ V˜k, s ∈ Γφ,ǫ}.
We give Γφ,ǫ the compact-open topology and Γ˜k(M) the topology as a fiber bundle over V˜k.
The space Γk(M) at level k is obtained from Γ˜k(M) by collapsing the subspace {(φ, ǫ, σ∞) |
(φ, ǫ) ∈ V˜k} to one point, where σ∞ is the section consisting of the points represented by the
boundaries. The actions of S and Σk on the sequence Γ(M) = {Γk(M)}k is defined exactly
analogously to those on M−τ .
The definition of Γ′(M) is as follows: We put Γ′k(M) = {(φ, ǫ, f) | (φ, ǫ) ∈ V˜k, f ∈
F (M)k}/{(φ, ǫ, ∗)}, where ∗ is the base point of F (M)k, and the actions of S and Σk is
similar to those on Γ(M).
The morphism κ1 is given by the canonical projection and κ2 is the morphism induced
by collapsing map Sk → B¯ǫ(φ(x))/∂B¯ǫ(φ(x)). Finally, the morphism ρ is given by
ρ(〈φ, ǫ, v〉) = 〈φ, ǫ, sv〉, sv(y) =
{
v if |v − φ(y)| < ǫ
base point if |v − φ(y)| ≥ ǫ
for 〈φ, ǫ, v〉 ∈M−τk .
The following theorem is a realization of the Atiyah duality in symmetric spectra and
easily follows from the original Atiyah duality ([1, 16]) and the fact that V˜k is k/2 − 1-
connected.
Theorem 2.2.1. The morphisms κ1, κ2 and ρ defined above are π∗-isomorphisms.
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2.3 Stasheff’s associahedra
In this section we review the Stasheff’s associahedral operad. We define it as the geometric
realization of an operad in the category of posets. This definition is well-known, see Sinha
[29, 4.4] or Fiedrowicz-Gubkin-Vogt [30] for example. (In [30] the authors use “parenthized
words” instead of trees which we use here.) We will use the description of the associahedra
by trees, explained below, to construct a A∞-structure which governs the loop product. We
give a proof of the consistency of our description and the original Stasheff’s definition in some
detail since we use a similar argument in more complicated situation in subsections 4.4.2 and
4.4.3.
Definition 2.3.1. A tree is a finite connected acyclic graph. (We do not distinguish the
source or target from two endpoints of an edge at this point.) For an integer n ≥ 2, an
embedded n-tree is a pair (T, f) of a tree T and a continuous injective map f from the
geometric realization of T to the plane R × [0, 1] such that f(T ) ∩ R × {0} consists of a
unique vertex called the root, which is at least bivalent, and f(T ) ∩ R × {1} consists of
n univalent vertices called the leaves, and all vertices different from the root and leaves
are at least trivalent. An isotopy between two embedded n-trees (T0, f0) and (T1, f1) is
continuous family of homeomorphisms {gt : R × [0, 1] → R × [0, 1] | 0 ≤ t ≤ 1} such that
g0 = idR1×[0,1] and g1 maps f0(T0) homeomorphically onto f1(T1). An n-tree is an isotopy
class of embedded n-tree T . We label the leaves with the numbers 1, . . . , n according to the
usual order on R×{1} = R. The vertex of an edge which is farther from the root is called its
source, and the other vertex is called its target. For two numbers i, j with 1 ≤ i < j ≤ n, the
(i, j)-join is the first vertex at which the root paths from the i-th and j-th leaves join. Here
the root path is the unique shortest path to the root. The (i, j)-bunch is the vertex which is
the (k, l)-join for a pair (k, l) if and only if i ≤ k < l ≤ j. For a n-tree T the characteristic
set CH(T ) is the set of pairs (i, j) such that 1 ≤ i < j ≤ n and T has the (i, j)-bunch.
The set of all n-trees is denoted by T (n). T (0) and T (1) are defined as the empty set
and one point set respectively. We define a partial order on T (n) by declaring T ≤ T ′ if T
is obtained from T ′ by succesive contractions of internal edges (edges whose sources are not
leaves). We give the collection T = {T (n)}n a structure of operad over posets as follows.
Let T1 ∈ T (n1) and T2 ∈ T (n2) and 1 ≤ i ≤ n1. The n1 + n2 − 1-tree T1 ◦i T2 is obtained
by identifying the i-th leaf of T1 with the root of T2. When we consider T1 and T2 as a
subtree of T1 ◦i T2, The root of T1 ◦i T2 is the root of T1 and j-th leaf of T1 ◦i T2 is j-th leaf
of T1 if j ≤ i − 1, j − i + 1-th leaf of T2 if i ≤ j ≤ i + n2 − 1 and j − n2 + 1-th leaf of T1 if
i+ n2 ≤ j ≤ n1 + n2 − 1. Finally, we define a topological operad K by K(n) = |T (n)| with
the induced operad structure.
Note that for a given (i, j) a n-tree may not have the (i, j)-bunch but any vertex which
is not a leaf is the (i, j)-bunch for some (i, j). Clearly the function T (n) ∋ T 7→ CH(T ) ⊂
{(i, j) | 1 ≤ i < j ≤ n} is injective, and T ≤ T ′ if and only if CH(T ) ⊃ CH(T ′).
Let P be a poset and p ∈ P an elment. We denote by 〈p〉 the subposet {q ∈ P |q ≤ p}. The
codimension of p is the muximum of numbers N such that a chain p < p1 < · · · < pN ∈ P
exists. The following is the fundamental property of T . Verification is trivial.
Lemma 2.3.2. (1) For each n ≥ 1, T (n) has the muximum. We denote it by T (n). T is
generated by the set of maximum elements of arity ≥ 2 with operad composition.
(2) For each n1, n2 ≥ 1, and 1 ≤ i ≤ n1, the composition (− ◦i −) : T (n1) × T (n2) −→
T (n1 + n2 − 1) induces a bijection from T (n1)×T (n2) onto 〈T (n1) ◦i T (n2)〉.
(3) An element T of T (n) is of codimension one if and only if it is equal to a composition of
two maximum elements (of arity ≥ 2). T is of codimension two if and only if it is equal
to a composition of three maximum elements (of arity ≥ 2).
(4) Let T1 and T2 be two different elements of T (n) of codimension one. If 〈T1〉 ∩ 〈T2〉 is not
empty, there exists an element T3 of codimension two such that 〈T1〉 ∩ 〈T2〉 = 〈T3〉.
We shall show the operad K is isomorphic to the Stasheff’s associahedral operad using
these properties.
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Let T (n)1,2 be the subposet of T (n) consisting of elements of codimension one or two.
We define a diagram
Bn : T (n)1,2 −→ CG
as follows: An element of codimension one is uniquely presented as T1 ◦i T2 with T1, T2
muximum trees of arity ≥ 2 by (2) and (3) of Lemma 2.3.2. We put Bn(T1 ◦i T2) = K(n1)×
K(n2),where nt is the arity of Tt. Similary, an element of codimension two is uniquely
presented as (S1 ◦j S2) ◦k S3 with S1, S2, S3 muximul trees of arity ≥ 2, and j ≤ k. We put
Bn((S1 ◦j S2) ◦k S3) = K(m1)×K(m2)×K(m3), where mt is the arity of St.
On morphisms, suppose (S1 ◦j S2) ◦k S3 ≤ T1 ◦i T2. By (2) of Lemma2.3.2, only one of
the following three cases occurs.
1. S1 ◦j S2 ≤ T1, S3 = T2, k = i,
2. S1 = T1, S2 ◦k−j+1 S3 ≤ T2, j = i,
3. S1 ◦k−m2+1 S3 ≤ T1, S2 = T2, i = j.
Using these relations, we define the map Bn((S1 ◦j S2) ◦k S3)→ Bn(T1 ◦i T2). For example,
in the first case, we define the map as the following map
(− ◦j −)× id : K(m1)×K(m2)×K(m3)→ K(n1)×K(n2)
and similarly for the rest cases.
A natural transformation Bn ⇒ K(n) : T (n)1,2 −→ CG is defined by using the composi-
tion of K (the map Bn(T1◦iT2)→ K(n) is (−◦i−)). Here, K(n) is considered as the constant
diagram over T (n)1,2. So we obtain the induced map θn : colimT (n)1,2 Bn −→ K(n). The
image of θn is ∂K(n), the subcomplex spanned by all n-trees of codimension one.
A point ofK(n) is presented as t0T0+· · ·+tkTk with T0 < · · · < Tk ∈ T (n), t0+· · ·+tk = 1
and ti ≥ 0. Using this presentation, we define a map
θ˜n : Cone(colimBn) −→ K(n)
by θ˜n(t · u) = tθn(u) + (1 − t)T (n). Here, Cone(X) = [0, 1] × X/{0} × X and t · u is the
point represented by (t, u). Note that the construction Cone(colimBn) coincides with the
definition of the associahedra given by Stasheff [3].
Proposition 2.3.3. Under the above notations, the maps θn : colimBn → ∂K(n) and
θ˜n : Cone(colimBn)→ K(n) are homeomorphisms.
Proof. To ease the notations, let K(T ) denote the subspace |〈T 〉| ⊂ K(n). By (2) of Lemma
2.3.2, the map (−◦i−) : K(n1)×K(n2) −→ K(T (n1) ◦i T (n2)) is a homeomorphism for each
n1, n2 and i. Since K(T1) ∩ K(T2) = ∪T≤T1,T2K(T ), (3) and (4) of the same lemma imply
θn is a homeomorphism onto ∪T<T (n)K(T ) = ∂K(n). This fact and (1) of the same lemma
imply θ˜n is a homeomorphism.
2.4 McClure-Smith product
In this subsection, we review (non-unital version of) the McClure-Smith product for A∞-
structures.
Definition 2.4.1. Let X• be a cosimplicial object over C. A McClure-Smith product (MS
product, for short) on X• is a family of morphisms {µp,q : Xp ⊗ Xq → Xp+q | p, q ≥ 0}
which satisfy the following conditions:
di(x · y) =
{
(dix) · y if 0 ≤ i ≤ p
x · (di−py) if p+ 1 ≤ i ≤ p+ q + 1
(dp+1x) · y = x · (d0y)
si(x · y) =
{
(six) · y if 0 ≤ i ≤ p− 1
x · si−py if p ≤ i ≤ p+ q
x · (y · z) = (x · y) · z
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where p = deg x, q = deg y. Here, we denote µa,b(z ⊗ w) by z · w, and we interpret these
equations as equations of morphisms if C = SP .
We define a (non-symmetric) monoidal structure  on C∆ which is closely related to
MS-product. For X•, Y • ∈ C∆, we put
(X• Y •)r =
⊔
p+q=r
Xp ⊗ Y q/ ∼, dp+1x⊗ y ∼ x⊗ d0y.
The cosimplicial operators are defined similary to the above formulae of MS-conditions. We
call a semigroup (an object with associative product but without unit) with respect to the
monoidal product  a -object. The following is clear.
Proposition 2.4.2. Let X• be a cosimplicial object over C. MS-products on X• and struc-
tures of a -object on X• are in one to one correspondence.
We denote by B the co-endmorphism operad of the cosimplicial space ∆•, i.e., B(n) =
MapCG∆(∆
•, (∆•)n) with a natural composition product. The following is proved in [17]
Proposition 2.4.3. The operad B is an A∞-operad.
In fact, B(n) is homeomorphic to the space of weakly order preserving surjections from
the interval [0, 1] to itself. For later use, we shall describe such a homeomorphism explicitly.
We take a presentation of the standard topological simplex ∆n as
∆n = {(t1, . . . , tn) | 0 ≤ t1 ≤ · · · ≤ tn ≤ 1}.
We define a morphism of cosimplicial spaces ζn : ∆
• · · · ∆• → ∆• (n− 1-times ) by
[(t11, . . . , t1p1), . . . ,(tn,1, . . . tn,pn)]
7−→
(
t11
n
, . . . ,
t1p1
n
, . . . ,
n− 1 + tn,1
n
, . . . ,
n− 1 + tn,pn
n
)
The following is proved in [17].
Lemma 2.4.4 (Lemma 3.6 of[17]). ζn is an isomorphism of cosimplicial spaces.
Thus we obtain an identification
B(n)
(ζn)∗
∼= Map(∆•,∆•) ∼= {u : [0, 1]→ [0, 1] | u is a weakly monotone surjection }
The second homeomorphism is given by the natural projection Map(∆•,∆•)→ Map(∆1,∆1).
For an element f ∈ B(n), we denote by f the corresponding weakly monotone surjection.
We shall describe the composition product of B using this identification. For f ∈ B(n) and
g ∈ B(m),
f ◦i g(t) =

n
m+n−1 f(t) if t ∈ f
−1[0, i−1n ]
1
m+n−1 [i− 1 +mg(nf(t)− i+ 1) ] if t ∈ f
−1[ i−1n ,
i
n ]
1
m+n−1 [m− 1 + nf(t) ] if t ∈ f
−1[ in , 1]
The following is proved in [17].
Proposition 2.4.5 (Theorem 3.1 of [17]). For an -object X• over C, Tot(X•) has a natural
action of the operad B. In other words, Tot induces a functor from the category of -objects
to the category of B-algebras.
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2.4.1 Slight generalization of McClure-Smith product
We will use a straightforward generalization of MS-product described as follows.
In general, the monoidal product  is not symmetric but if one of variables is a constant
cosimplicial object, there exist obvious natural isomorphisms
c(X) c(Y ) ∼= c(X ⊗ Y ), c(X)Z• ∼= Z• c(X) ∼= X ⊗ Z•.
for X , Y ∈ C and Z• ∈ C∆. Here c(−) is the constant cosimplical object, and X⊗Z• denotes
the cosimplicial object defined by (X ⊗ Z•)n = X ⊗ Zn.
Recall that there is a canonical procedure which associate a monad to an operad in a
symmetric monoidal category. We shall define a monad K˜ over C∆ by a similar way. As a
functor K˜ : C∆ −→ C∆,
K˜(X•) =
⊔
n≥1
K(n)⊗ (X•)n,
and structure morphisms K˜ ◦ K˜ ⇒ K˜ and idC∆ ⇒ K˜ is defined by the same formula as in the
symmetric monoidal case by using the above commuting isomorphisms.
Definition 2.4.6. A topological operad B˜ is defined as follows: As a topological space,
B˜(n) = MapCG∆(∆
•, K(n)⊗ (∆•)n)
for each n. For an element (f, g1, . . . , gn) ∈ B′(n) × B′(m1) × · · · × B′(mn) the composition
product f ◦ (g1, . . . , gn) is given by
∆•
f
−→ K(n)⊗ (∆•)n
g1  ··· gn
−−−−−−−→ K(n)⊗
(
K(m1)⊗ (∆
•)m1
)
 · · · 
(
K(mn)⊗ (∆
•)mn
)
∼= K(n)⊗K(m1)⊗ · · · ⊗ K(mn)⊗ (∆
•)m1+···+mn
−◦−
−−−→ K(m1 + · · ·+mn)⊗ (∆
•)m1+···+mn .
Proposition 2.4.7. (1) As operads, B˜ ∼= B × K. In particular, B˜ is an A∞-operad.
(2) For a K˜-algebra X•, Tot(X•) has a natural action of the operad B˜. In other words, Tot
induces a functor ALGK˜(C
∆)→ ALGB˜(C).
Proof. (1) is clear. the isomorphism is induced by the natural projection to B and evaluation
at ∆0. For (2), the action of B˜ on Tot(X•) for a K˜-algebra X• is given by
B˜(n) ⊗ˆ Tot(X•)⊗n → B˜(n) ⊗ˆ MapC∆((∆
•)n, (X•)n)
→ B˜(n) ⊗ˆ MapC∆(K(n) ⊗ (∆
•)n, K(n) ⊗ˆ (X•)n)
→ MapC∆(∆
•, K(n) ⊗ˆ (X•)n)→ Tot(X•).
Here, the first morphism is induced by the monoidal structure , the second by the tensor
with the identity on K(n), and the third by the action of K˜. (Here we use the notation Map
instead of (−)(−) for simplicity.)
Finally, we state a similar claim for T˜ot (see subsection 1.1). Let B˜′ be an operad obtained
by replacing ∆• with ∆˜• in the definition of B˜ (see subsection 1.1).
Proposition 2.4.8. B˜′ is anA∞-operad, and T˜ot induces a functorALGK˜(C
∆)→ ALGB˜′(C).
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2.5 Topological Hochschild cohomology
Definition 2.5.1. Let A be a monoid in SP (i.e., an associative symmetric ring spectrum).
A A − A-bimodule in the category SP is as usual, an object M of SP with a morphism
A ⊗M ⊗ A → M called a (two-sided) action of A, which satisfies the usual associativity
and unity axioms. A morphism of A − A-bi-modules is a morphism in SP compatible with
actions of A. LetM be a A−A-bimodule over SP . We define a cs-spectrum THC•(A,M) by
THCp(A,M) = MapSP(A
⊗p,M) . The coface operator d0 : THCp(A,M)→ THCp+1(A,M)
is defined as the adjoint of the following composition
MapSP(A
⊗p,M)⊗A⊗p+1
∼=
→ A⊗MapSP(A
⊗p,M)⊗A⊗p → A⊗M →M,
where the first arrow is the transposition of the first component of A⊗p+1, the second arrow
is induced by the evaluation Map(X,Y ) ⊗ X → Y , and the third arrow is the left action
of A. The last coface operator dp is defined similarly by using the right action. The other
coface operators di (1 ≤ i ≤ p − 1) and the codegeneracy operators sj : THCp(A,M) →
THCp−1(A,M) (0 ≤ j ≤ p− 1) is defined as the pullback by the following morphisms
A⊗p+1 = A⊗i−1 ⊗ (A⊗A)⊗A⊗p−i → A⊗i−1 ⊗A⊗A⊗p−i = A⊗p
A⊗p−1 = A⊗j ⊗ S⊗Ap−j−1 → A⊗j ⊗A⊗A⊗p−j−1 = A⊗p
induced by the product and unit morphism of A, respectively. We call the totalization
Tot(THC•(A,M)) the topological Hochschild cohomology of A with coefficients in M and
denote it by THC(A,M).
Let A be a monoid in SP . Note that the category of A − A bimodules has natural
structure of (non-symmetric) monoidal category with its monoidal product given by usual
tensor over A of left and right A-modules. We consider semigroups in this monoidal category,
which we call non-unital A-algebras.
Lemma 2.5.2. Let A be a monoid in SP and B a non-unital A-algebra. THC•(A,B) has
a natural structure of a -object. In particular, THC(A,B) has an induced structure of
B-algebra (see Proposition 2.4.5).
Proof. The associative product is given as the adjoint of
Map(Ap, B)⊗Map(Aq, B)⊗Ap+q ∼= Map(Ap, B)⊗Ap⊗Map(Aq, B)⊗Aq
evaluation2
−−−−−−−→ B⊗B → B
Note that a -object is regarded as a K˜-algebra via the unique morphism from K to the
associative operad. Hence we may regard the cs-spectrum THC•(A,B) as a K˜-algebra using
the -object structure in Lemma 2.5.2.
In the rest of this subsection, we prepare some technical results used later . The part one
of the following is proved in [13] and the proof of part two is similar.
Proposition 2.5.3. (1) The category of monoids in SP has the model category structure
where a morphism is weak equivalence or fibration if and only if so it is as a morphism
of SP with the stable model structure.
(2) Let A be a monoid in SP . The category of non-unital A-algebras has a model category
structure where a morphism is a weak equivalence or fibration if and only if so it is as a
morphism of SP with the stable model structure.
Note that the function spectrum F (M) has a structure of monoid induced by that of
S. We define a structure of non-unital F (M)-algebra on Γ(M) as follows (see subsection
2.2 for the definition of Γ(M)): For 〈φ1, ǫ1, s1〉, 〈φ2, ǫ2, s2〉 ∈ Γ(M), we put 〈φ1, ǫ1, s1〉 ·
〈φ2, ǫ2, s2〉 = 〈φ1 × φ2,min{ǫ1, ǫ2}, s1 ∧ s2〉, where s1 ∧ s2 denotes the section taking x ∈ M
to the point represented by (s1(x), s2(x)). For f ∈ F (M) and 〈φ, ǫ, s〉 ∈ Γ(M), we put
f · (φ, ǫ, s) = (0× φ, ǫ, f ∧ s) where f ∧ s is understood similarly to s1 ∧ s2.
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Proposition 2.5.4. Let A′ → F (M) be a cofibrant replacement of F (M) as a monoid in
SP . We consider Γ(M) as a non-unital A′-algebra by pulling back the structure of F (M)-
algebra defined above. Let Γ(M) → B be a fibrant replacement of Γ(M) as A′-algebra and
Q be any fibrant cofibrant replacement of F (M) (as a monoid in SP). Then THC(Q,Q) and
THC(A′, B) is weak equivalent as nu-A∞-ring spectra. Here, all replacements are taken with
respect to the model structures in Proposition 2.5.3.
Proof. It is easy to see the weak equivalence class of THC(Q,Q) as a B-algebra is independent
of a fibrant-cofibrant replacement Q. So all we have to do is to prove the claim for one
particular Q. Take a trivial cofibration i : A′ → Q with Q fibrant in the category of monoids.
Clearly, Q is also cofibrant. We have a zig-zag of weak equivalences of non-unital A′-algebras
as follows:
Q← A′ → F (M)
κ1←− Γ′(M)
κ2−→ Γ(M)→ B
where κ1, κ2, and Γ
′(M) is defined in subsection 2.2, and the non-unital A′-algebra structure
on Γ′(M) is defined completely analogously to Γ(M). Using Proposition 2.5.3, we can replace
this chain by the following zig-zag of weak equivalences:
Q← B′ → B
where B′ is a fibrant object. From this and by homotopy invariance properties of ⊗ (and
Map) in [13], we obtain a zig-zag of termwise level equivalences of -objects:
THC•(Q,Q)→ THC•(A′, Q)← THC•(A′, B′)→ THC•(A′, B)
where the first map is induced by pullback by A′ → Q. Again by properties of ⊗ in [13], any
cs-spectra in this zig-zag are Reedy fibrant, so the application of Tot produces a zig-zag of
level equvalences between THC(Q,Q) and THC(A′, B) as B-algebras.
3 Non-unital A∞-symmetric ring spectrum in string topol-
ogy
In this section we refine the Cohen-Jones ring spectra recalled in subsection 2.1 to a nu-A∞-
ring spectrum. It is realized as an action of the operad B˜ defined in sub-subsection 2.4.1
on a symmetric spectrum LM−τ which is isomorphic to LM−TM in the homotopy category
Ho(SP). We begin by defining the symmetric spectrum LM−τ .
Definition 3.0.1. Recall from subsection 2.2 the definitions of V˜k, Mk, and M−τ . Let
ev : V˜k × LM → V˜k ×M denote the product of the identity and the evaluation at 0 ∈ S1
for each k ≥ 0. We define a space LM−τk as the Thom space associated to the pullback disk
bundle ev∗Mk. We endow the sequence LM−τ = {LM
−τ
k }k≥0 with a structure of symmetric
spectrum exactly analogous to that of M−τ .
Convention. In the rest of paper, the bold letter v (or vi) denotes an element of Mk,
and the components of v (or vi) are denoted by
(φ, ǫ, v) ( or (φi, ǫi, vi) )
where φ ∈ Vk, ǫ ∈ (0, Le/16), and v ∈ ν¯ǫ(φ) ( or φi ∈ Vk, ǫi ∈ (0, Le/16), and vi ∈ ν¯ǫi(φi) ).
Similarly, the bold letter c ( or ci ) denotes an element of ev
∗Mk. The components of c ( or
ci ) are denoted by
(φ, ǫ, c, v) ( or (φi, ǫi, ci, vi) )
where (φ, ǫ, v) ∈ Mk and c ∈ LM ( or (φi, ǫi, vi) ∈Mk and ci ∈ LM ).
For a sequence of spaces {Xk}k≥0 and an integer n ≥ 1 we put
X [k1, . . . , kn] = Xk1 × · · · ×Xkn .
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3.1 Action of B˜ on LM−τ
3.1.1 Outline
The action of B˜ on LM−τ which we will construct is denoted by Φ = {Φn}n≥1 where Φn is
a morphism
Φn : B˜(n) ⊗ˆ (LM
−τ )⊗n −→ LM−τ .
We first give an outline of the construction. We will define a continuous function
ǫ˜ = ǫ˜k1,...,kn : K(n)× V˜ [k1, . . . , kn] −→ (0, Le/16)
(which satisfies some conditions) for each k1 . . . kn ≥ 0. This function gives the upper bound
of the distance between base points of loops which the loop product do not collapse loops
to the base point We shall explain this more precisely. Let Dnk1,...,kn denote the subset of
K(n)×M[k1, . . . , kn] consisting of elements (u ;v1, . . . ,vn) which satisfy the condition
d((v1, . . . vn), φ(M) ) ≤ ǫ˜ (u ; (φ1, ǫ1), . . . , (φn, ǫn)),
where φ is the linear map φ1 × · · · × φn : Rk0 → Rk1+···+kn and d(−,−) is the Euclid
distance. We consider the space Dnk1,...,kn as a “ fiberwise tubular neighborhood of M ”
in the sense that the inverse image of a point (u ; (φ1, ǫ1), . . . , (φn, ǫn)) by the projection
p : Dnk1,...,kn → K(n) × V˜ [k1, . . . , kn] is a tubular neighberhood of φ(M) in R
k1+···+kn . For
elements u ∈ K(n) and c1, . . . , cn ∈ ev
∗M, if the vector (v1, . . . , vn) belongs to the tubular
neighborhoods which fibers over the element (u ; (φ1, ǫ1), . . . , (φn, ǫn)), we create a new loop
by concatenating c1, . . . , cn after perturbing them so that their base points (the images of
0 ∈ S1) coincide, and otherwise we collapse them to the base point of LM−τ .
To make precise the procedure“concatenation after perturbation”, we will define a con-
tinuous map
Φ˜k1,...,kn : B(n)× ev
∗Dnk1,...,kn −→ ev
∗Mk1+···+kn
Here, ev∗Dk1,...,kn is defined by the following pullback diagram
ev∗Dk1,...,kn //

Dk1,...,kn

K(n) × ev∗M[k1, . . . , kn] // K(n)×M[k1, . . . , kn],
where the right vertical arrow is the inclusion and the bottom horizontal arrow is the obvious
bundle map induced by ev. Assuming the existence of Φ˜, the action Φn : B˜(n) ⊗ˆ (LM−τ)⊗n −→
LM−τ is defined using Φ˜ and a collapsing map as follows: If the values of ǫ˜ are sufficiently
small, by Proposition2.4.7 (1), we may regard the space B(n)× ev∗Dk1,...,kn as a subspace of
B˜(n)× ev∗M[k1, . . . , kn] by
B(n)× ev∗Dk1,...,kn ⊂ B(n)×K(n)× ev
∗M[k1, . . . , kn] = B˜(n)× ev
∗M[k1, . . . , kn].
Using this inclusion, the morphism Φn is defined by the following composition
(B˜(n)+) ∧ LM
−τ
k1
∧ LM−τk2 ∧ · · · ∧ LM
−τ
kn
∼= (B˜(n)× ev∗M[k1, . . . , kn]) / B˜(n)× ∂(ev
∗M[k1, . . . , kn])
collapse
−−−−−→ (B(n)× ev∗Dk1,...,kn) / (B(n)× ∂ev
∗Dk1,...,kn)
Φ˜
−→ (ev∗Mk1+···+kn) / (∂ev
∗Mk1+···+kn) = LM
−τ
k1+···+kn
Here, B˜(n)+ denotes B˜(n) with disjoint base point, ∂ev∗Dk1,...,kn , ∂(ev
∗M[k1, . . . , kn]),
and ∂ev∗Mk1+···+kn (the total space of ) the boundary sphere bundles of ev
∗Dk1,...,kn ,
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ev∗M[k1, . . . , kn], and ev
∗Mk1+···+kn respectively.
For elements (f, u) ∈ B˜(n) = B(n)× K(n), ci ∈ ev
∗M, Φ˜(f, u ; c1, . . . , cn) will be of the
following form
(φ1 × · · · × φn, ǫ˜, c˜, (v1, . . . , vn) ) (1)
for some loop c˜ (ǫ˜ = ǫ˜ (u ; (φ1, ǫ1), . . . , (φn, ǫn))). To define c˜, we will need a continuous map
ψ = (ψ1, . . . , ψn) : Dk1,...,kn −→ Map(M,M)
×n.
for each k1, . . . , kn. This map encodes the perturbation procedure. Actually, ψ satisfy the
equality ψ1(d)(πφ1 (v1)) = ψ2(d)(πφ2 (v2)) = · · · = ψn(d)(πφn(vn)) = πφ1×···×φn(v1, . . . , vn)
for any d = (u ;v1, . . . ,vn) ∈ D. So if (u ; c1, . . . , cn) ∈ ev∗D, as ci(0) = πφi(vi), the n
loops ψ1(d) ◦ c1, . . . , ψn(d) ◦ cn has common base point πφ1×···×φn(v1, . . . , vn) and we can
concatenate these loops at the base point. Here, d is the image of (u ; c1, . . . , cn) by the
projection ev∗D → D. c˜ is defined as the loop created by concatenation of the loops rescaled
with the rate determined by an element f ∈ B(n). Precisely speaking, we put
c˜(t) = ψi(d) ◦ ci(nf(t)− i+ 1) for t ∈ f
−1
[
i− 1
n
,
i
n
]
, 1 ≤ i ≤ n. (2)
(Here we identify f with a weakly monotone surjection on [0, 1], see subsection 2.4.) In
summary, according to the decomposition B˜ = B×K of Proposition 2.4.7 (1), we may say K
controlls the purterbation and B the rescaling.
Thus, the construction of the action of B˜ on LM−τ is reduced to the construction of
maps ǫ˜ and ψ. In sub-subsection 3.1.2, we state conditions which ǫ˜ and ψ satisfy and prove
these conditions ensure the action Φ is well-defined. In sub-subsection 3.1.3, we construct
these maps. The construction is a standard inductive one using the cone presentation of the
associahedra given in subsection 2.3. An instructive explanation of essense of the inductive
construction is found in Adams[4].
Remark 3.1.1. Cohen described a multiplicative structure on a cs-spectrum which should
induce the loop product on the totalization in [16]. But it is unclear whether this structure
induces a product on its totalization and this is why we do not use it ( and this is a motivation
for writing the present paper). To complete the exposition, we explain this point more
precisely. In the rest of this remark, we follow the notations in [16]. Cohen gives two models
of M−TM both of which are slightly different from one given in the present paper. One is
unital and the other is non-unital. To define a cs-spectrum, he uses the unital model denoted
by M−τ (e) and define a map ∆r : M
−τ (e) −→ M−τ (e) ∧ (ν2ǫ(e)+) to define a coface map
but this map is not a morphism of symmetric spectra as it does not commute with the action
of the sphere spectrum. In fact, ∆r takes a point (φ, x) ∈ M−τ (e) to the point (φ, x) ∧ x1
where x1 ∈ ν2ǫ(e) is the point determined by the unique decomposition x = φ(x1) + x2 with
x2 ∈ Im(φ)
⊥, but x1 for (φ×∆m, (x, t)) is in general different from x1 for (φ, x). (One can
easily find a counter-example. See [16] for notations.)
If we replace the unital model with the non-unital one denoted by M−τ , a map defined
similarly to ∆r becomes a well-defined morphism of symmetric spectra and we obtain a
well-defined cosimplicial object. But even in this case, a kind of product on the cosimplicial
objects defined as in [16] does not satisfy the conditions of McClure-Smith because the
following square does not commute for a reason similarly to the unital case
M−τ ∧M−τ
µ
//
id∧∆r

M−τ
∆r

M−τ ∧M−τ ∧ (M+)
µ∧id
//M−τ ∧ (M+).
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3.1.2 Conditions which ǫ˜ and ψ satisfy
In this subsection, we list the conditions which ǫ˜ and ψ satisfy and prove the conditions en-
sure the formulae of the previous section give a well-defined operad action ( see Proposition
3.1.2). The construction is given in next subsection.
Conditions on ǫ˜. ǫ˜ satisfies the following five conditions (ǫ-1)- (ǫ-5) for any n, n1, n2 ≥ 1
and (u ; (φ1, ǫ1), . . . , (φn, ǫn)) ∈ K(n)× V˜ [k1, . . . , kn].
(ǫ-1) ǫ˜(u ; (φ1, ǫ1), . . . , (φn, ǫn)) = ǫ˜(u ; (φ1, ǫ1), . . . , (0×φi, ǫi), . . . , (φn, ǫn)), where 0×φi(x) =
(0, φi(x)) ∈ Rki+1.
(ǫ-2) For any permutations σ1, . . . , σn, ǫ˜(u ; (φ1, ǫ1), . . . , (φn, ǫn)) = ǫ˜(u ; (σ1φ1, ǫ1), . . . , (σnφn, ǫn)),
where σiφi is the composition of φi with the permutation of the component of R
ki as-
sociated to σi.
(ǫ-3) For an element (u1 ◦i u2 ; (φ1, ǫ1), . . . , (φn, ǫn)) such that us ∈ K(ns) (s = 0, 1) and
n1 + n2 − 1 = n, ǫ˜(u1 ◦i u2 ; (φ1, ǫ1), . . . , (φn, ǫn))
= ǫ˜(u1 ; (φ1, ǫ1), . . . , (φi−1, ǫi−1), (φ
′, ǫ′), (φi+n2 , ǫi+n2), . . . , (φn, ǫn) ),
where (φ′, ǫ′) = (φi × · · · × φi+n2−1, ǫ˜(u2 ; (φi, ǫi), . . . , (φi+n2−1, ǫi+n2−1)) ).
(ǫ-4) ǫ˜(u ; (φ1, ǫ1), . . . , (φn, ǫn)) ≤
1
10|φ1×···×φn|
2 min{ǫ1, . . . , ǫn}.
(ǫ-5) If u ∈ ∂K(n), ǫ˜(tu ; (φ1, ǫ1), . . . , (φn, ǫn)) ≤ ǫ˜(u ; (φ1, ǫ1), . . . , (φn, ǫn)) for any t ∈ [0, 1].
Note that the first three conditions are natural ones to ensure equivariance with the sphere
spectrum, with the symmetric group, and compatibility with the operad composition, respec-
tively. The last two conditions are ones to make the construction of ǫ˜ well-defined at each
inductive step.
Conditions on ψ. To state conditions which ψ satisfies, we need three maps:
αi :K(n) ×K(m)×M[k1, . . . , kn+m−1] −→ K(n)×M[k1, . . . , ki + · · ·+ ki+m−1, . . . , kn+m−1]
βi :K(n) ×K(m)×M[k1, . . . , kn+m−1] −→ K(n+m− 1)×M[k1, . . . , kn+m−1]
γi :K(n) ×K(m)×M[k1, . . . , kn+m−1] −→ K(m)×M[ki, . . . , ki+m−1]
defined by
αi(u1, u2 ;v1, . . . ,vn+m−1) = (u1 ;v1, . . . ,vi−1,v(i),vi+m, . . . ,vn+m−1).
βi = (− ◦i −)× id γi = proj2 × proji,...,i+m−1,
where v(i) = (φi×· · ·×φi+m−1, ǫ˜(u2 ; (φi, ǫi), . . . , (φi+m−1, ǫi+m−1)), (vi, . . . , vi+m−1)), and
proj2 and proji,...,i+m−1 are the usual projections to the components indicated by subscripts.
ψ satisfies the following five conditions (ψ-1)- (ψ-5).
(ψ-1) For t ∈ R and (u ;v1, . . . ,vn) ∈ Dn, if (u ;v1, . . . , t×vi, . . . ,vn) ∈ Dn, ψ(u ; . . . ,vi, . . . ) =
ψ(u ; . . . , t× vi, . . . ). Here t× vi denotes the element (0× φi, ǫi, (t, vi)).
(ψ-2) For σi ∈ Σki , ψ(u, σ1 · v1, . . . , σn · vn) = ψ(u,v1, . . . ,vn). Here, the k-th symmetric
group acts on Mk by permutations of components.
Cohen-Jones isomorphism 19
(ψ-3) The following diagram commutes for each n, m, and i:
β−1i D
n+m−1
k1,...,kn+m−1
αi×γi
//
βi

Dn...,ki+···+ki+m−1,... ×D
m
ki,...,ki+m−1
ψ×ψ

Map(M,M)n ×Map(M,M)m
Compi

Dn+m−1k1,...,kn+m−1
ψ
// Map(M,M)n+m−1.
Here, Compi is defined as follows:
Compi(g1, . . . , gn; f1, . . . , fm) = (g1, . . . , gi ◦ f1, . . . , gi ◦ fm, gi+1, . . . , gn).
(ψ-4) For (u,v1, . . . ,vn) ∈ D
n, ψi(u,v1, . . . ,vn)(πφi(vi)) = πφ1×···×φn(v1, . . . , vn).
(ψ-5) |ψ(u,v1, . . . ,vn)(y)−y| ≤ 6n2d(v, φ(M)) where v = (v1, . . . , vn), and φ = φ1×· · ·×φn,
and d(−,−) denotes the Euclid distance.
Note that by the conditions (ǫ-3)and (ǫ-4), we have
αi(β
−1
i D
n+m−1
k1,...,kn+m−1
) ⊂ Dnk1,...,ki+···+ki+m−1,ki+m,...,kn+m−1
γi(β
−1
i D
n+m−1
k1,...,kn+m−1
) ⊂ Dmki,...,ki+m−1 .
By these inclusions, the top horizontal map of (ψ-3) is well-defined.
The role of first three conditions are similar to those on ǫ˜.
Proposition 3.1.2. If ǫ˜ and ψ satisfy the conditions (ǫ-1), (ǫ-2), (ǫ-3), (ψ-1), (ψ-2), (ψ-3),
and (ψ-4), the formulae (1) and (2) in sub-subsection 3.1.1 define an action of B˜ on LM−τ .
Proof. By (ψ-4), c˜ is a well-defined loop (see sub-subsection 3.1.1). By conditions (ǫ-1)
and (ψ-1) (resp.(ǫ-2) and (ψ-2)) the map Φ : (B˜(n)+) ∧ LM
−τ
k1
∧ LM−τk2 ∧ · · · ∧ LM
−τ
kn
−→
LM−τk1+···+kn commutes with the action of S (resp. Σ∗) so defines a morphism of symmetric
spectra. The rest thing is compatibility of Φ and composition of B˜(= B × K). Let (f, u) ∈
B(n)×K(n) and (g, w) ∈ B(m)×K(m) be two elements. We must show
c˜(f ◦i g, u ◦i w ; c1, . . . , cn) = c˜(f, u ; c1, . . . , ci−1, c(i), ci+m, . . . , cn+m−1),
where c(i) = (φi × ·×φi+m−1, ǫ(i), c˜(g, w ; ci, . . . , ci+m−1), (vi, . . . , vi+m−1)) and we regard c˜
as a map B(n′) × ev∗D → LM . The compatibility with composition obviously follows from
this equality and the condition (ǫ-3). To prove the equality, note that
t ∈ (f ◦i g)
−1
[
k − 1
n+m− 1
,
k
n+m− 1
]
⇐⇒

t ∈ f−1[k−1n ,
k
n ] if k ≤ i− 1
nf(t)− i+ 1 ∈ g−1[k−im ,
k−i+1
m ] if i ≤ k ≤ i+m− 1
f−1[k−mn ,
k−m+1
n ] if i+m ≤ k ≤ n+m− 1
We shall show the equality in the case of i ≤ k ≤ i+m− 1. Proofs of other cases are similar.
By the above condition on t, t ∈ f−1[ i−1n ,
i
n ] so the right hand side of the above equation is
equal to
ψi(u) ◦ c(i)(nf(t)− i+ 1) = ψi(u) ◦ ψk−i+1(w)(ck [mg(nf(t)− i+ 1)− (k − i+ 1) + 1])
= ψk(u ◦i w)(ck((n+m− 1)f ◦i g(t)− k + 1)) (by (ψ-3))
= the right hand side.
Here, for example, ψi(u) is abbreviation of ψi(u ;v1, . . . ,v(i), . . .vn+m−1).
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3.1.3 Construction of ǫ˜ and ψ
We first describe construction of ǫ˜ and ψ, then verify well-definedness of the construction.
Construction of ǫ˜. We construct ǫ˜ by induction on the arity n. When n = 2, K(2) is
one point set {pt}. We put
ǫ˜(pt; (φ1, ǫ1), (φ2, ǫ2)) =
1
10|φ1×φ2|2
min{ǫ1, ǫ2}.
Suppose ǫ˜ is constructed up to n− 1 and satisfies conditions (ǫ-1) -(ǫ-5) as long as they make
sense. Let BV : T (n)1,2 −→ CG be the diagram given by
BV (T ) = Bn(T )× V˜ [k1, . . . , kn]
(see subsection 2.3). Let ∂K(n) denote the subspace of K(n) consisting of all faces of codi-
mension one. To define ǫ˜ on ∂K(n) × V˜ [k1, . . . , kn], we define a natural transformation
ǫˆ : BV → (0, Le/16), where (0, Le/16) denotes the constant functor taking the value on the
open interval. For an element T of codimension one, we define ǫˆT by the above equation of
conditon (ǫ-3). In other words, if T = T1 ◦i T2, and the arity of Tt is nt, we put
ǫˆT (u,w; (φ1, ǫ1), . . . , (φn1+n2−1, ǫn1+n2−1))
= ǫ˜(u ; (φ1, ǫ1), . . . , (φi−1, ǫi−1), (φ
′, ǫ′), (φi+n2 , ǫi+n2), . . . , (φn1+n2−1, ǫn1+n2−1)).
If T is of codimension two, we take an element T ′ of codimension one such that T ≤ T ′, and
define ǫˆT to be the composition
BV (T )→ BV (T
′)
ǫˆT ′−−→ (0, Le/16)
Well-definedness of ǫˆ is verified below. We define ǫ˜ on ∂K(n)×V˜ [k1, . . . , kn] as the composition
∂K(n)× V˜ [k1, . . . , kn] ∼= colim
T (n)1,2
BV
ǫˆ
−→ (0, Le/16),
where the homeomorphism ∼= is induced from the homeomorphism θn : colimBn ∼= ∂K(n).
Recall that any point of K(n) is of the form tu for some t ∈ [0, 1] and u ∈ ∂K(n). Using
ǫ˜|∂K(n)×V˜ [k1,...,kn], we put
ǫ˜(tu ; (φ1, ǫ1), . . . , (φn, ǫn))
= (1 − t) min
w∈∂K(n)
{ǫ˜(w; (φ1, ǫ1), . . . , (φn, ǫn))} + tǫ˜(u ; (φ1, ǫ1), . . . , (φn, ǫn)).
Construction of ψ. We also construct ψ by induction on the arity n. When n = 2, we
put
ψi(pt;v1,v2)(y) = πφ(ψ̂i(pt;v1,v2)(y)), where ψ̂i(pt;v1,v2)(y) = v + φ(y − πφi(vi)).
Here, φ = φ1 × φ2, v = (v1, v2), and sum and scalar multiplication are taken in R
k1+k2 .
Suppose ψ is constructed up to arity n − 1 and satisfies the conditions (ψ-1) -(ψ-5) as
long as they make sense. First, we shall construct ψ on
δDn = {(u,v1, . . . ,vn) ∈ D
n | u ∈ ∂K(n)}.
We define a diagram BD : T (n)1,2 −→ CG by
BD(T1 ◦i T2) = β
−1
i D
n, BD((S1 ◦j S2) ◦k S3) = β
−1
j,kD
n.
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s
s
s
ψi(tu)(y)ψi(u)(y)
ψ̂i(tu)(y)
t
1− t
v + φ(y − πφi(vi))
φ(M)
R
k1+···+kn
ψ(∂K(4))(y)
Figure 1: construction of ψ for n = 4 (ψi(u)(y) is the abbreviation of ψi(u;v1, . . . ,v4)(y),
ψi(tu)(y) and ψ̂i(tu)(y) are similar abbreviations.)
Here, T1◦iT2 denotes an element of codimension one and βi is the map given in the statement
of conditions on ψ. (S1 ◦j S2)◦k S3 denotes an element of codimension two and βj,k is defined
as follows:
βj,k :=((− ◦j −) ◦k −)× id :
K(m1)×K(m2)×K(m3)×M[k1, . . . , km1+m2+m3−2]
−→ K(m1 +m2 +m3 − 2)×M[k1, . . . , km1+m2+m3−2]
where mt is the arity of St. On morphisms, BD is defined by exactly same way as Bn.
Clearly θn in 2.3 induces a homeomorphism colimBD ∼= δDn. Similarly to the construction
of ǫ˜, we shall define a natural transformation ψ : BD −→ Map(M,M)n. Let T be an element
of T (n)1,2. If T is of codimension one, ψT is the composition of the top right angle in the
condition (ψ-3). If T is of codimension two, we take an element T ′ ≥ T of codimension one,
and define ψT to be the composition BD(T ) ⊂ BD(T
′)
ψT ′→ Map(M,M)n. Well-definedness of
ψ is verified bellow. Define ψ on δDn as the composition δDn ∼= colimBD
ψ
−→ Map(M,M)n
Let tu denote the element of K(n) with t ∈ [0, 1] and u ∈ ∂K(n). Using ψ|δDn , we put
ψi(tu ;v1, . . . ,vn)(y) = πφ(ψ̂i(tu ;v1, . . . ,vn)(y))
where ψ̂i(tu ;v1, . . . ,vn)(y) = (1− t)[v + φ(y − πφi(vi))] + tφ(ψi(u,v1, . . . ,vn)(y)).
Here, φ = φ1 × · · · × φn, v = (v1, . . . , vn), and sum and scalar multiplication are taken
in Rk1+···+kn , see Figure 1. (We will verify the image of ψ̂i belongs to the domain of πφ
below.)
Verifications on construction of ǫ˜ and ψ. (On ǫ˜) We shall verify the well-definedness
of the natural transformation ǫˆ. An element T of codimension two is presented as (S1◦jS2)◦k
S3 for unique 5-tuple (S1, S2, S3, j, k) such that j ≤ k. Let T ′ = T1 ◦i T2 be an element of
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codimension one such that T ≤ T ′. We must show the map ǫˆT is independent of a choice
of T ′. We shall consider the case of k ≤ j + m2 − 1 (mt is the arity of St). In this case
there are exactly two possibilities: (i) S1 ◦j S2 < T1, S3 = T2 and k = i, or (ii)S1 = T1,
S2◦k−j+1S3 < T2, and j = i. The values ǫˆT at (u1, u2, u3; (φ1, ǫ1), . . . , (φn, ǫn)) corresponding
to (i) and (ii) are
ǫ˜(u1 ◦j u2, (φ1, ǫ1), . . . , (φk × · · · × φk+m3−1, ǫ˜(u3; (φk, ǫk), . . . , (φk+m3−1, ǫk+m3−1)), . . . ) and
ǫ˜(u1; . . . , (φj × · · · × φj+m2+m3−2, ǫ˜(u2 ◦k−j+1 u3, (φj , ǫj), . . . , (φj+m2+m3−2, ǫj+m2+m3−2)), . . . )
respectively . Asmt ≤ n−2, using the inductive hypothesis concerning (ǫ-3), we can obviously
verify these two values are equal. We can also verify the case of k > j +m2 similarly.
The condition (ǫ-3) is satisfied by definition, and verification of the rest conditions is
straightforward.
(On ψ) We shall verify the natural transformation ψ is well-defined. Let T = (S1 ◦k
S2) ◦j S3 be an element of codimension two. We must verify the map ψT is independent of
a choice of an element T ′ = T1 ◦i T2 of codimension one with T ′ > T . We shall consider the
case of k ≤ j +m2 − 1. The maps ψT corresponding to the above two choices (i),(ii) in the
verification on ǫ˜ are compositions
β−1j,kD
n βj×id−−−−→ β−1k D
n αk×γk−−−−→ Dm1+m2−1 ×Dm3
Compk◦(ψ
2)
−−−−−−−−→ Map(M,M)n and
β−1j,kD
n id×βk−j+1−−−−−−−→ β−1j D
n αj×γj−−−−→ Dm1 ×Dm2+m3−1
Compj◦(ψ
2)
−−−−−−−−→ Map(M,M)n,
respectively. These two maps fit into the top-right and bottom-left corners of the following
diagram:
β−1j,kD
n
βj×id
//
α′×γ′
,,❨❨❨❨
❨❨❨❨
❨❨❨❨
❨❨❨❨
❨❨❨❨
❨❨❨❨
❨❨❨❨
❨❨❨❨
❨
id×βk−j+1

α′′×γ′′
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆
β−1k D
n αk×γk //
(A)
Dm12 ×Dm3
ψ2

β−1j D
m12 ×Dm3
βj×id
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
α×γj×id

(B)
β−1j D
n
αj×γj

(C)
Dm1 × β−1k D
m23
id×βk
}}④④
④④
④④
④④
④④
④④
④④
④④
④④
④④
id×α×γk−j+1
// Dm1 ×Dm2 ×Dm3
ψ3

(E)
Mapm1 ×Mapm2 ×Mapm3
id×Ck−j+1

Cj×id
// Mapm12 ×Mapm3
Ck

Dm1 ×Dm23
(D)
ψ2
// Mapm1 ×Mapm23
Cj
//
(F)
Mapn
Here,
• Map, mst, and Cl are abbreviations of Map(M,M), ms +mt − 1, and Compl,
• the maps α′, γ′, α′′, andγ′′ are defined by the following formulae: α′(u1, u2, u3,v1, . . .vn) =
(u1, u2,v1, . . . ,v(k), . . . ,vn), v(k) = (φ(k), ǫ(k), v(k)), φ(k) = φk × · · · × φk+m3−1, . . . ,
γ′(u1, u2, u3; . . . ) = (u3,vk, . . .vk+m3−1)
α′′(u1, u2, u3,v1, . . . ,vn) = (u1,v1 . . . ,v(j), . . .vn), and γ
′′(u1, u2, u3,v1, . . . ,vn) =
(u2, u3,vj , . . . ,vj+m2+m3−2).
Commutativity of this diagram is verified as follows: Commutativity of the triangles (A),
(C) and square (B) follows from the following obvious equalities.
α ◦ α′ = α′′, γ′ = γk−j+1 ◦ γ
′′, γj ◦ α
′ = α ◦ γ′′.
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Commutativity of the squares (D) and (E) follows from the inductive hypothesis concerning
(ψ-3) as ms,mst ≤ n− 2, and commutativity of (F) is clear. Thus, we have verified the map
ψT is independent of choices of T
′ for the case k ≤ j +m2 − 1. For the case k ≥ j +m2, we
can verify the well-definedness of ψT by a similar way.
To show ψi is well-defined on whole Dn, we must show values of ψ̂i belong to the domain
of πφ. In other words, we must show d(ψ̂i(tu ;v1, . . . ,vn)(y), φ(M)) < |φ|·Le. for any element
(tu ;v1, . . . ,vn) ∈ Dn, and y ∈M . By straightforward calculation, we have
|ψ̂i(tu)(y)− φ(y)| ≤ (1− t)|v − πφi(vi)|+ t|φ| · |ψi(u)(y)− y|.
Here, φ = φ1 × · · · × φn, v = (v1, . . . , vn), and for example, ψ̂i(tu)(y) is abbreviation of
ψ̂i(tu ;v1, . . . ,vn)(y). We can write u = u1 ◦j u2 for some u1, u2 with n1 = aru1 ≥ 2,
n2 = aru2 ≥ 2. By inductive hypothesis, we have
|ψi(u)(y)− y| ≤ |ψi1(u1)(ψi2 (u2)(y))− ψi2 (u2)(y) + ψi2(u2)(y)− y|
≤ (6n21 + 6n
2
2)d(v, φ(M)).
(i1, i2 are suitable integers.) We also have
|v − φπφi (vi)| ≤ |v − φπφ(v)| + |φπφ(v)− φπφi(vi)|
= d(v, φ(M)) + |φ| · |πφ(v)− πφi(vi)|
≤ d(v, φ(M)) +
|φ|
|φi|
(|φiπφ(v)− vi|+ |vi − φiπφi(vi)|)
≤ (1 + 2|φ|)d(v, φ(M)) (∵ |φi(πφ(v))− vi| ≤ |φ(πφ(v))− v|)
So we have
d(ψ̂i(tu ;v1, . . . ,vn)(y), φ(M)) ≤ |ψ̂i(tu)(y)− φ(y)|
≤ max{6(n21 + n
2
2)|φ|, 1 + 2|φ|} · d(v, φ(M))
≤
max{6(n21 + n
2
2)|φ|, 1 + 2|φ|}
10|φ|2
min{ǫ1, . . . , ǫn} (by (ǫ-4))
≤ |φ|Le.
(ψ-3) is satisfied by definition, and verification of (ψ-1), (ψ-2), (ψ-4) is trivial. We shall verify
the condition (ψ-5). We have
|ψ̂i(tu)(y)− φ(ψi(u)(y))| ≤ (1− t)|v − φπφi(vi)|+ (1− t)|φ| · |ψi(u)(y)− y|.
So with the above equalities, we have
|ψi(tu)(y)− y| ≤
1
|φ|
(|ψ̂i(tu)(y)− ψ(y)|+ |ψ̂i(tu)(y)− φ(ψi(u)(y))|)
≤
1
|φ|
(2(1− t)|v − φπφi (vi)|+ |φ| · |ψi(u)(y)− y|)
≤
1
|φ|
(2(1 + 2|φ|) + 6(n21 + n
2
2))d(v, φ(M))
≤ (6 + 6n21 + 6n
2
2) · d(v, φ(M)).
As n1, n2 ≥ 2 and n = n1 + n2 − 1,
6n2 − (6 + 6n21 + 6n
2
2) = −12n
2
1 + 12n · n1 + 12n1 − 12n− 8 = 12(n1 − 1)(n− n1)− 12 ≥ 0.
Thus, we have completed the construction of an action of B˜ on LM−τ .
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3.2 Comparison with Cohen-Jones spectrum
Note that the classical stable homotopy category is equivalent to the homotopy category
of symmetric spectra Ho(SP) as symmetric monoidal category, so the Cohen-Jones ring
spectrum LM−TM is considered as a monoid in Ho(SP).
Theorem 3.2.1. If we consider LM−τ as a semigroup in the homotopy category Ho(SP),
it is isomorphic to the Cohen-Jones ring spectrum. (A semigroup in a monoidal category is
an object equipped with an associative product (but without a unit))
Proof. Define a map α : E−1(νǫ1(φ0×φ0)) −→ ev
∗
∞νǫ1(φ0×φ0) as follows: (For the definitions
of E and ev∞, see subsection 2.1)
α((c1, v1), (c2, v2)) = ((c˜1, c˜2), (v1, v2)), c˜i(t) = ψi((φ0, v1), (φ0, v2))(ci(t)) (i = 1, 2).
Here, ψi is the one constructed in sub-subsection 3.1.3 and note that the formula of ψi does
not depends on ǫ so we omit it here. We shall prove α is homeomorphism for sufficiently
small ǫ1. First we show α is injective. Let ((c1, v1), (c2, v2)) and ((c
′
1, v
′
1), (c
′
2, v
′
2)) be two
elements of E−1(νǫ1(φ)) (φ = φ0 × φ0). If α((c1, v1), (c2, v2)) = α((c
′
1, v
′
1), (c
′
2, v
′
2)), we have
(v1, v2) = (v
′
1, v
′
2) and ψ̂i((φ0, v1), (φ0, v2))(ci(t)) and ψ̂i((φ0, v
′
1), (φ0, v
′
2))(c
′
i(t)) belong to
the same fiber of the tubular neighborhood of φ(M) for each t ∈ [0, 1], and i = 1, 2 (see the
construction of ψ in sub-subsection 3.1.3). It follows that
φ0(ci(t)− c
′
i(t)) ∈ Tφ(c˜i(t))(φ(M))
⊥.
If ǫ1 is sufficiently small, three points ci(t), c
′
i(t) and c˜i(t) belong to sufficiently small open
set of M which is approximated by the affine space φ(c˜i(t)) + Tφ(c˜i(T ))φ(M), so the above
relation can not occur if ci(t) 6= c′i(t). This implies α is injective.
Let (c¯1, c¯2, (v1, v2)) be an element of ev
∗
∞νǫ1(φ). We shall show there exists a unique
element ci(t) ∈ B10ǫ1(φ(c¯i(t))∩φ(M) such that ψ̂i((φ0, v0), (φ0, v0))(ci(t)) belongs to the fiber
over φ(c¯i(t)) of the tubular neighborhood of φ(M) for each i and t, where B10ǫ1(φ(c¯i(t))) is
the neighborhood of φ(c¯i(t)) with radius 10ǫ1. If ǫ1 is sufficiently small, the two points (v1, v2)
and φ(πφ0 (vi)) are sufficiently close, and the set B10ǫ1(φ(c¯i(t))) ∩ φ(M) is approximated by
the affine space φ(c¯i(t)) + Tφ(c¯i(t))φ(M). So the intersection
[φ(πφ0 (vi))− (v1, v2) + φ(c¯i(t)) + Tφ(c¯i(t))φ(M)
⊥] ∩ φ(M) ∩B10ǫ1(φ(c¯i(t)))
consists of exactly one point. We denote this point by φ(ci(t)), which is easily seen to satisfy
the above condition. It is easy to see ci(t) continuously depends on t. Thus we obtain an
element ((c1, v1), (c2, v2)) ∈ E
−1(νǫ1(φ0 × φ0)) with α((c1, v1), (c2, v2)) = (c¯1, c¯2, (v1, v2)).
It is also easy to see ci continuously depends on c¯i. So the left inverse (c¯1, c¯2, (v1, v2)) 7→
((c1, v1), (c2, v2)) is continuous and as α is injective, this is the continuous inverse of α .
This homeomorphism α makes the diagram in Lemma 2.1.1 commutative so by the same
lemma, we can use this homeomorphism in the definition of the Cohen-Jones ring spec-
trum. An isomorphism LM−TM ∼= LM−τ in the homotopy category of spectra is given
by Th(ev∗ν(φ0)) → LM
−τ
N , (c, v) 7→ (φ0, ǫ0, c, v). So what we have to prove is homotopy
commutativity of the following diagram:
Th(ev∗ν(φ0)× ev
∗ν(φ0)) //

LM−τN ∧ LM
−τ
N

SNTh(ev∗ν(φ0)) // LM
−τ
2N
But we can easily construct a homotopy for the commutativity using a linear isotopy R2N ×
I → R2N covering an isotopy RN × I → R2N between the diagonal and 0× id.
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4 Equivalence with topological Hochschild cohomology
4.1 Outline
To prove Theorem 1.0.1 (2), it is enough to prove LM−τ and THC(A′, B) are weak equivalent
as nu-A∞-ring spectra (see Proposition 2.5.4 for the definition of A
′ and B). We will prove
this claim by constructing a zig-zag of termwise weak equivalences between two cosimplicial
objects whose totalizations are isomorphic to LM−τ and THC(A′, B). In subsection 4.2, we
define a cs-spectrum L• with an action of the monad K˜ such that the totalization TotL•
is isomorphic to LM−τ as B˜-algebras (see sub-subsection 2.4.1 for K˜ and B˜). We want to
connect two cs-spectra L• and THC•(A′, B) by a zig-zag of termwise stable equivalences
which preserve actions of K˜, but this turns out difficult (see sub-subsection 4.4.1 for an
explanation). To avoid this difficulty, we define a monad CK over cosimplicial objects which
is considered as a ”up to homotoy coherency version” of K˜ and connect L• and THC•(A′, B)
by a zig-zag of termwise stable equivalences which preserve actions of CK as follows:
L
• p0←− IM•
q¯2
−→ THC•(A′, B),
where the actions of CK on the left and right are induced by a natural morphism U : CK → K˜
of monads, see subsections 4.3 and 4.5. In subsubsection 4.4.5, we prove an action of CK
induces an action of an A∞-operad on T˜ot, but we cannot prove it does on Tot. So we must
prove A∞-structures on Tot and T˜ot both induced by an action of K˜ are equivalent, and
this is done in subsections 4.6 and 4.7. The rest thing we have to prove is that the two
morphisms IM• → L• and IM• → THC•(A′, B) induce weak equivalences on T˜ot. for the
first morphism, this is clear as it is a termwise levelwise weak equivalence. For the latter
morphism, we need more care and prove it in subsection 4.7 (note that T˜ot is not always
homotopy invariant for symmetric spectra as the model category SP is not fibrant).
4.2 Cosimplicial model of LM−τ
We shall define a cs-spectrum L• such that Tot(L•) is isomorphic to LM−τ . We put
L
p = (M×p) ⊗ˆM−τ (= (M×p+ ) ∧M
−τ ).
(See subsection 2.2 for M−τ .) If 1 ≤ i ≤ p, the coface morphism di : Lp → Lp+1 is
defined as the morphism repeating the i-th component of M×p, and d0 and dp+1 are de-
fined as the ones taking an element (x1, . . . , xp, 〈φ, ǫ, v〉) to (πφ(v), x1, . . . , xp, 〈φ, ǫ, v〉) and
(x1, . . . , xp, πφ(v), 〈φ, ǫ, v〉) respectively. The codegeneracy morphism si : Lp → Lp−1 is the
one skipping the i+ 1-th component for each i = 0, . . . , p− 1.
Let ∆p = {(t1, . . . , tp) ∈ Rp | 0 ≤ t1 ≤ · · · ≤ tp ≤ 1} be the standard p-simplex for p ≥ 0.
We define a morphism
ϕp : ∆
p ⊗ˆLM−τ → Lp by [(t1, . . . , tp), 〈φ, ǫ, c, v〉] 7→ [c(t1), . . . c(tp), φ, ǫ, v].
As the collection {ϕp}p≥0 forms a morphism between cosimplicial spectra, by adjointness we
obtain a morphism ϕ : LM−τ → Tot(L•) ∈ SP . The following can be proved similarly to
the corresponding statement for the usual cosimplicial model of a free loop space.
Proposition 4.2.1. Under the above notations, ϕ : TotL• → LM−τ is an isomorphism in
SP .
We shall define an action of K˜ on L•. We define a morphism Ψ : K˜(L•) −→ L• by
Ψ(u ; (x11, . . . , x1p1 , 〈φ1, ǫ1, v1〉), . . . (xn,1, . . . , xn,pn , 〈φn, ǫn, vn〉)
= (ψ1(x11), . . . , ψ1(x1p1 ), . . . , ψn(xn,1), . . . , ψn(xn,pn), 〈φ1 × · · · × φn, ǫ˜, (v1, . . . , vn)〉),
where ψi and ǫ˜ mean ψi(u ; (φ1, ǫ1, v1), . . . , (φn, ǫn, vn)) and ǫ˜(u ; (φ1, ǫ1), . . . , (φn, ǫn)) respec-
tively, see subsection 3.1 for ψ and ǫ˜.
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Proposition 4.2.2. Ψ is an action of K˜.
Proof. Ψ actually factors through the quotient K˜(L•) because ψi(πφivi) = πφ(v1, . . . , vn) for
each i (see the condition (ψ-4) in sub-section 3.1.2). Verification of compatibility of Ψ with
coface and codegeneracy morphisms is a routine work. (Compatibility with the first and last
coface morphisms also follows from the identity ψi(πφivi) = πφ(v1, . . . , vn). ) Compatibility
with the product of the monad follows from the condition (ψ-3) stated in sub-subsection
3.1.2.
Proposition 4.2.3. The isomorphism ϕ : LM−τ → TotL• in Proposition 4.2.1 is compatible
with the actions of B˜. Here, the action on LM−τ is the one defined in subsection 3.1 and
the action on TotL• is the one induced by Ψ via Proposition 2.4.7.
Proof. We have to prove the following diagram is commutative
B˜(n) ⊗ˆ (LM−τ )⊗n //

LM−τ

B˜(n) ⊗ˆ (TotL•)⊗n // TotL•
Let (f, u) ∈ B˜(n) = B(n)×K(n), c1, . . . , cn ∈ LM−τ , and (t1, . . . tk) ∈ ∆k be elements. Let
[(t11, . . . , t1,k1), . . . , (tn,1, . . . , tn,kn)] ∈ (∆
•
 · · · ∆•)k
be a representative of f(t1, . . . tk) . The image of ((f, u) ; c1, . . . , cn) by the left-bottom corner
composition takes (t1, . . . , tk) to
ψ1(c1(t11)), . . . , ψ1(c1(t1,k1)), . . . , ψn(cn(tn,1)), . . . , ψn(cn(tn,kn)), φ1×· · ·×φn, ǫ˜, (v1, . . . , vn)).
Since (i− 1 + ti,l)/n = f(tL), where L =
∑i−1
j=1 kj + l, for each 1 ≤ i ≤ n and 1 ≤ l ≤ ki, by
the definition of c˜ in sub-subsection 3.1.1, the above value is equal to the image by right-top
composition.
4.3 Intermediate cosimplicial object
In this subsection, we define a cs-spectrum IM• which intermediates L• and THC•(A′, B)
(see subsection 4.1). In the rest of this paper, we fix A′ an B as in Proposition 2.5.4
4.3.1 Point-set description of hom-spectrum
To write down constructions efficiently in the following, we shall describe the internal hom
object Map in SP at the point-set level. This description is used in later (sub)sections
implicitly. Of course, the contents of this subsection is not new.
Let X1, . . . , Xn and Y be symmetric spectra. The k-th space of the spectrum Map(X1 ⊗
· · · ⊗Xn, Y ) consisting of sequences of continuous maps
fl :
⊔
l1+···+ln=l
(X1)l1 × · · · × (Xn)ln → Yl+k, l ≥ 0
which satisfy the following conditions.
1. For any (x1, . . . , xn) ∈ (X1)l1 × · · · × (Xn)ln , if at least one of xi is the base point,
fl(x1, . . . , xn) is also the base point.
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2. If the previous condition are satisfied, fl induces a map on the corresponding smash
product. Then the following diagram commutes
S1 ∧ (X1)l1 ∧ · · · ∧ (Xn)ln
T
//
fl

(X1)l1 ∧ · · · ∧ S
1 ∧ (Xi)li ∧ · · · ∧ (Xn)ln

S1 ∧ Yl+k

(X1)l1 ∧ · · · ∧ (Xi)li+1 ∧ · · · ∧ (Xn)ln
fl+1

Yl+k+1
σ·
// Yl+k+1
Here, T is the obvious transposition, and the permutation σ ∈ Σl+k+1 is the cyclic
permutation of the first l1+ · · ·+ li−1+k+1 letters which takes 1 to l1+ · · ·+ li−1+k+1
(the rest arrows are induced by the action of the sphere spectrum).
3. When we regard Σl1 × · · · × Σln ⊂ Σl ⊂ Σk+l (permutations on the last l-letters), the
map fl is Σl1 × · · · × Σln -equivariant.
4.3.2 Definition of intermediate cosimplicial object
Put
T
• = THC•(F (M),Γ(M))
(see subsection 2.2 for F (M) and Γ(M)). We define a morphism ρ˜p : Lp → Tp by
ρ˜p(x1, . . . , xp, 〈φ, ǫ, v〉)(f1, . . . , fp) = ρ(〈φ, ǫ, v〉) · f1(x1) · · · fp(xp).
(See subsection 2.2 for ρ and (− · −) denotes the action of the sphere spectrum.) A trouble
is that the collection {ρ˜p}p does not commutes with coface morphisms. To remedy this, we
introduce an intermediate cs-spectrum IM•.
Let p0 : (T
p)[0,2] → Tp be the evaluation at 0 and Lpk ×Tpk (T
p
k)
[0,2] be the pullback of the
diagram Lpk
ρ˜p
−→ Tpk
p0
←− (Tpk)
[0,2]. We define a subspace
IM
p
k ⊂ L
p
k ×Tpk (T
p
k)
[0,2]
as follows. A pair (λ, h) of λ ∈ Lpk and h ∈ (T
p
k)
[0,2] belongs to IMpk if and only if it satisfies
the following conditions:
1. If λ is the base point, h is also the base point, i.e., the constant path at the base point.
2. If λ is not the basepoint, λ is represented uniquely by an element (x1, . . . , xp, φ, ǫ, v) ∈
M×p ×Mk. Then for each l ≥ 0, t ∈ [0, 1], and f ∈ F (M)
×p
l , ht,l(f) ∈ Γ(M)k+l
is represented by an element of a form (0 × φ, ǫ, st) where the section st satisfies the
condition that |st,l(y)− φ(y)| ≥ |v − φ(y)| for each y ∈M and t ∈ [0, 1].
The collection {IMpk}k≥0 forms a symmetric spectrum, denoted by IM
p, whose structure
maps are the restrictions of those of Lp ×Tp (Tp)[0,2]. We shall define the coface morphisms.
Fix a map Hx,t :M →M depending on x ∈M and t ∈ [0, 2] continuosly such that
• Hx,0 takes B1/2Le(x) ∩M to the one point set {x}, and
• Hx,t is the identity on the whole M if 1 ≤ t ≤ 2.
For an element (λ, h) ∈ IMpk, (λ
i, hi) = di(λ, h) is defined as follows: λi = diλ, the coface of
L. If λ is the base point, hi is the base point, otherwise λ is represented by a unique element
(x1, . . . , xn, (φ, ǫ, v)) ∈M
×n ×Mk) and we put
hit,l(f1, . . . , fn+1) =

σl1,k ·H
∗
πφv,t
f1 · ht,l(f2, . . . , fn+1) (i = 0)
ht,l(f1, . . . , fi · fi+1, . . . , fn+1) (1 ≤ i ≤ n)
ht,l(f1, . . . , fn) ·H∗πφv,tfn+1 (i = n+ 1).
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Here, l1 is the level of f1 and σl1,k is a permutation which transposes the first l1 letters and
the next k letters (this is the natural permutation appearing when one transpose elements of
level k and l1). If |v − φ(y)| < ǫ, we have
|πφ(v)− y| =
1
|φ|
|φπφ(v)− φ(y)| ≤
1
|φ|
|φπφ(v)− v|+ |v − φ(y)| < 2ǫ < Le/2,
which implies H∗πφvf1(y) = f1(πφ(v)). This implies the above formulae of the first and last
coface maps actually defines maps between pullbacks. The above two defining conditions on
IM
• ensure that these cofaces are continuous and thus well-defined morphisms of symmetric
spectra. The codegeneracy operators on IM• is the one induced by those on L• and T• in a
component-wise manner. The verification of cosimplicial identity is trivial as it is equivalent
to verify the identity for THC•(F (M), H∗πφ(v),tΓ(M)), and we have completed the definition
of IM•.
Definition 4.3.1. We define a morphism p0 : IM
• → L• as the projection to the first factor
of the pullback and q2 : IM
• → T• as the evaluation at 2 ∈ [0, 2]. Fix weak equivalences
φ : A′ → F (M) and ϕ : Γ(M)→ B, and let ϕ∗ψ
∗ : T• → THC•(A′, B) denote the morphism
induced by the pushforward by ϕ and the pullback φ⊗n : (A′)⊗n → F (M)⊗n at the n-th
term for each n ≥ 0, and q¯2 : IM
• → THC•(A′, B) the composition ϕ∗ψ∗ ◦ q2.
The two defining conditions on IM• clearly imply the following lemma
Lemma 4.3.2. The morphism p0 is a termwise level equivalence.
4.4 Generalization of McClure-Smith product for A∞-structure
4.4.1 Motivation
In this subsection, we introduce a generalization of McClure-Smith product reviewed in
subsection 2.4. This is somewhat complicated so we first explain the motivation. It is ideal
that we could construct an action of K˜ on IM• such that the two morphisms IM• → L• and
IM
• → T• are compatible with the action. A most natural approach is as follows. Take a
map
ψ˜ : Dn × [0, 2] −→ Map(M,M)n
which satisfies some compatibility conditions analogous to those on ψ and the equalities
ψ˜0 = ψ, ψ˜2 = id
×n, then we define an action of K˜ on IM• by
Ψ˜ : (u ; (λ1, h1), . . . , (λn, hn)) 7→ (Ψ(u ;λ1, . . . , λn), h˜)
h˜t(f1, . . . , fp1+···+pn) = σ · (h1,t(ψ˜
∗
1,tf1, . . . ψ˜
∗
1,tfp1) · · ·hn,t(ψ˜
∗
n,tfp≤n−1+1, . . . , ψ˜
∗
n,tfp≤n)).
where Ψ is defined in subsection 4.2, and σ is a suitable permutation determined by the
level of hi’s and fj’s, and ψ˜i,t actually represents the value of ψ˜i,t at the element of Dn
representing (u ;λ1, . . . , λn) (and we use similar abbreviation in the following). The equality
ψ˜i,0 = ψi ensures that the image of Ψ˜ is contained in the fiber product L
• ×T• (T•)[0,2] and
that the projection IM• → L• is compatible with the monad action, and ψ˜i,2 = id
×n does
the compatibility of the evaluation IM• → T• at 2 with the action. Consider the case of arity
2. If the action is well-defined, Ψ˜ must satisfies the equation
d0(Ψ˜((λ1, h1), (λ2, h2))) = Ψ˜(d
0(λ1, h1), (λ2, h2)).
Unwinding this equation, we see the equation
Hπφ(v),t = ψ˜t,1 ◦Hπφ1(v1),t
,where we write λi = (x
i
1, . . . , x
i
pi ; 〈φi, ǫi, vi〉), φ = φ1 ×φ2 and v = (v1, v2), must be satisfied
for each t ∈ [0, 2] on the neighborhood {y ∈M | |v − φ(y)| < ǫ˜}, but it is difficult to define ψ˜
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(d0x)y
❅
❅❅
 
  
❜
d
d0(xy)
❅
❅❅
 
  
❜
d
❅
❅❅
 
  ❜
d
(dp+1x)y
❅
❅❅
 
  
❜
d
xd0y
❅
❅❅
 
  
❜
d
❅
❅❅
 
  
❜
h1
Figure 2: two components of T c(2) (p = |x|, ◦ represents the presence of a mark on the
vertex or edge)
to satisfy this equation. For example, we can choose Hy,t so that Hy,t takes a neighborhood
of y to {y} for each t ∈ [0, 1). But for such Hy,t, it is impossible to define ψ˜ to satisfy the
above equality as a single-valued map. On the contrary, we can choose Hy,t so that for any
t > 0, Hy,t is a homeomorphism on M . In this case, by the above equality ψ˜t is independent
of u ∈ K(n) for t > 0 and this is also impossible at least as far as we use ψ defined in
subsection 3.1.
Thus, it is difficult to construct an action of K˜ on IM•. To avoid this difficulty, we
introduce an ’up to homotopy coherency version’ of the McClure-Smith product. Practically
speaking, we relax the equalities
d0(x · y) = (d0x) · y, dp+q+1(x · y) = x · dq+1y, (dp+1x) · y = x · d0y (|x| = p, |y| = q)
by homotopy. We first define an operad which parametrize coherency homotopies concerning
these equations, and then we define a monad over cosimplicial objects by using the operad,
finally we prove an action of this monad induces an A∞-structure on T˜ot.
4.4.2 Cofacial trees
In this sub-subsection, we introduce an operad T c over posets. An element of T c(n), which
is called a cofacial n-tree, is an n-tree (see Definition 2.3.1) with some marks attached to its
vertices and edges. We consider three kinds of marks d, d, and hi. (i = 1, . . . , n − 1). d
represents the first coface map and d the last one. hi represents a homotopy
x1 · · · (dxi) · xi+1 · · ·xn ≃ x1 · · ·xi · (dxi+1) · · ·xn.
For example, a correspondence between cofacial trees and variables or homotopies are pre-
sented in Figures 2 and 3.
We impose the following rules on the attached marks.
• d and d can be attached to any vertex.
• d (resp. d) can be attached to an edge e if and only if it is the leftmost (resp. rightmost)
one among edges which have the same target as e.
• The only one vertex which hi can be attached to is the (i, i + 1)-join. hi cannot be
attached to any edge.
• If a mark can be attached to a vertex or edge, any number of copies of the mark can
be attached to it. The number of copies attached is called the multiplicity.
For example, trees with marks presented in Figures 2 and 3 satisfy the above rules. Another
example which satisfies the rules is the following:
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★
★
★
★
★
★
★
★
❇
❇
❇
❇
❇
❇
❇❇
❝
❝
❝
❝
❝
❝
❝
❝
✂
✂
✂
✂
✂
✂
✂✂
((d0x)y)z
(d0x)(yz)
d0(x(yz))
(d0(xy))z
d0((xy)z)
❅
❅❅
 
   
❜
d
❅
❅❅
 
  
❜
d
❅
❅❅
 
  ❅
❜
d
❅
❅❅
 
  ❅❜
d
❅
❅❅
 
  ❅
❜
d
❅
❅❅
 
  
❜
d
❅
❅❅
 
   
❜
d
❅
❅❅
 
   ❜
d
❅
❅❅
 
   
❜
d
❅
❅❅
 
   
❜
d
❅
❅❅
 
  ❜
d
★
★
★
★
★
★
★
★
❇
❇
❇
❇
❇
❇
❇❇
❝
❝
❝
❝
❝
❝
❝
❝
✂
✂
✂
✂
✂
✂
✂✂
((dp+1x)y)z
(dp+1x)(yz)
xd0(yz)
(xd0y)z
x((d0y)z)
❅
❅❅
 
   
❜
d
❅
❅❅
 
  
❜
d
❅
❅❅
 
  ❅
❜
d
❅
❅❅
 
  ❅
❜
h1
❅
❅❅
 
  ❅❜
d
❅
❅❅
 
  ❅
❜d
❅
❅❅
 
   ❜
h1
❅
❅❅
 
   
❜
d
❅
❅❅
 
  
❜
d
❅
❅❅
 
  ❅
❜
d
❅
❅❅
 
  
❜
h1
Figure 3: two components of T c(3)
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❅
❅❅
 
  ❅
❜
d
4
h51
❜
d
3
❜
d
3
❜
h2
❜d
2
❜
dd
Here, each superscript represents the multiplicity. For example, the multiplicity of d on the
root is 4 and that of h1 is 5. On the other hand, the following three trees with marks do not
satisfy the above rules:
❅
❅❅
 
  ❜
d ❅
❅❅
 
  ❜d
❅
❅❅
 
  
❜
h1
We introduce a partial order on T c(n). We define a relation ≤ on T c(n) for each n by
iteration of the following three kind of operations.
(o-1) Suppose a cofacial n-tree T has an edge where some marks are attached. We shift some
of the marks on the edge to one of its endpoints and denote the result by T ′. Then
T ′ ≤ T . (Examples of this operation are presented on the left line segment of Figure
2. If T is the tree at the middle of the segment, T ′ is each of those at the endpoints of
the segment.)
(o-2) Suppose T has the mark hi. We remove a part of copies of hi and add the same number
of d (resp. d) to the source of the edge which has the (i, i+ 1)-join as its target and is
on the root path from i+1-th leaf (resp. i-th leaf), and denote the result by T ′. Then
T ′ ≤ T . (Examples are on the right line segment of Figure 2. If T is the tree at the
middle of the segment, T ′ is each of those at the endpoints of the segment.)
(o-3) Suppose T ′ has an internal edge e which has neither d nor d. We contract e to a vertex
(so two endpoints of e are identified with the vertex), and if e has the mark d or d,
we shift all copies of them to one of edges incoming to the source of e (such an edge is
uniquely determined by the rules of attaching marks), and we carry the marks not on
e over to the new tree but it may not satisfy the rule in attaching marks. Concretely
speaking, d (resp. d) may be on an edge which is not rightmost (resp. leftmost). In this
case, say the mark is on the root path from the i-th leaf, then we remove all copies of
the mark and add the same number of hi−1 (resp. hi) to the created vertex. We denote
the result by T . Then T ′ ≤ T . (Examples are the relation between the trees T ′ at the
middle of the edges ((d0x)y)z−(d0(xy))z, (d0(xy))z−d0((xy)z), d0(x(yz))−(d0x)(yz),
((dp+1x)y)z− (xd0y)z, x((d0y)z)− xd0(yz), xd0(yz)− (dp+1x)(yz) in Figure 3 and the
tree T at the center of the pentagon to which the edge belongs. )
Example 4.4.1. In Figures 2 and 3 each cofacial tree at the middle of each edge is larger
than cofacial trees at its endpoints, and the one at the center of each pentagon is the largest
among those in the same pentagon.
We shall prepare some notations.
Definition 4.4.2. For a cofacial n-tree T we define a number mi(T ) for each i = 0, . . . , n
as follows. m0(T ) (resp. mn(T )) is the number of d’s on the root path of the first (resp.
last) leaf (counted with multiplicity). In the case 0 < i < n − 1, consider the shortest path
connecting the i-th and i + 1-th leaves. Starting from the i-th leaf, we count the number of
d’s on the path until we arrive at the (i, i + 1)-join. Next we count the number of hi’s on
the join and then we count the number of d’s from the join to the i+ 1-th leaf. (We do not
count d and d on the (i, i+ 1)-join.) mi(T ) is the total number. (See Figure 4.)
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We use the following trivial observation.
Lemma 4.4.3. If T ≤ T ′ in T c(n), mi(T ) = mi(T ′) for each i = 0, . . . , n.
Lemma 4.4.4. For n ≥ 2, the relation ≤ on T c(n) is a partial order. Each connected
component of T c(n) has the maximum of the following form :
❝
hm11 · · ·h
mn−1
n−1
❅
❅
❅
❅
❏
❏
❏
❏
✡
✡
✡
✡
 
 
 
 
❝
d
m0
❝
dmn
· · ·
whose underlying tree is the maximum of T (n). We denote this cofacial tree by T (m0, . . . ,mn).
(A connected component of a poset is an equivalence class of the relation generated by ≤.)
Proof. Clearly ≤ satisfies the transitivity and reflexivity lows. We shall show the anti-
symmetry low. Let T and T ′ be two cofacial n-tree with T ≤ T ′. Let CH(T ) denote the
characteristic set of the underlying n-tree of T (see Definition 2.3.1). As the set of vertices
of T is naturally bijective to the set CH(T ) ∪ {1, . . . , n}, we can identify the set of vertices
of T ′ with a subset of vertices of T by the inclusion CH(T ) ⊃ CH(T ′). The anti-symmetry
low immediately follows from the following observations.
1. The multiplicity of d and d at each vertex of T ′ is smaller than or equal to the multi-
plicity at the corresponding vertex of T ,
2. The multiplicity of hi on T
′ is larger than or equal to that on T for i = 1, . . . , n − 1,
and
3. The multiplicity of d and d at each incoming edge of each vertex of T ′ is larger than or
equal to the multiplicity at each incoming edge of the corresponding vertex of T .
For any cofacial n-tree T we can take a cofacial n-tree T ′ such that T ≤ T ′ and the multiplicity
of d and d on any vertex of T ′ are zero (using the operation (o-1)). Then we contract all
internal edges of T ′ and obtain an element of a form T (m0, . . . ,mn) with T
′ ≤ T (m0, . . . ,mn).
This and Lemma 4.4.3 imply T (m0, . . . ,mn) is the maximum of the connected component
containing T (and mi = mi(T )).
We denote by T c(m0, . . . ,mn) the component including T (m0, . . . ,mn). By definition
T c(1) is a descrete poset consisting of formal symbols d
m0
dm1 with m0,m1 ≥ 0. We denote
the one point set {d
m0
dm1} by T c(m0,m1).
Similarly to T , The collection T c = {T c(n)}n≥1 has a structure of an operad in the
category of posets. Let T1 ∈ T c(n) and T2 ∈ T c(m) be two cofacial trees. The underlying
tree of the composition T1 ◦i T2 is the composition of the underlying tree: U(T1 ◦i T2) =
U(T1) ◦i U(T2). Let T ′1 be an n-tree with marks obtained from T1 by replacing hj with
hj+m−1 for each j = i, . . . , n − 1 and T ′2 be an m-tree with marks obtained from T2 by
replacing hj with hj+i−1 for each j = 1, . . . ,m− 1. The marks on the vertex which connects
T1 and T2 is the union of the marks on i-th leaf of T
′
1 and on the root of T
′
2 (with taking
multiplicity into account). The marks on other vertices or edges are equal to the marks on
the corresponding vertices or edges of T ′1 or T
′
2. For example,
❅
❅❅
 
  
❜
h1
❜
d
◦1
❅
❅❅
 
  
❜
h1
=
❅
❅❅
 
   ❜
dh1 ❜
h2
The following property of T c is analogous to the property of T given in Lemma.2.3.2
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Lemma 4.4.5. (1) The map (− ◦i −) : T
c(m0, . . . ,mn1)× T
c(m′0, . . . ,m
′
n2) −→ T
c(n1 +
n2 − 1) is a monomorphism of sets.
(2) For three cofacial trees T1, T2, and T
′ with T ′ ≤ T1◦iT2 ∈ T c(n) there exist two elements
T ′1 and T
′
2 such that T
′
1 ≤ T1, T
′
2 ≤ T2 and T
′ = T ′1 ◦i T
′
2.
(3) Let n ≥ 2. Any element of T c(n) of codimension 1 is a composition of two irreducible
elements. Conversely, a composition of two irreducible elements is of codimension 1. If a
cofacial tree T is presented as T1 ◦i T2 with T1, T2 irreducible, the data (T1, T2, i) is unique.
Here a cofacial tree T is irreducible if T = T1 ◦i T2 implies T1 = 1 or T2 = 1.
(4) Let n ≥ 2. Any element of T c(n) of codimension 2 is a composition of three irreducible
elements. Conversely, a composition of three irreducible elements is of codimension 2. Sup-
pose a cofacial tree T is presented as (S1 ◦j S2) ◦k S3 with S1, S2, and S3 irreducible and
j ≤ k. Then
(a) if S2 6= S3 and ar(S2) = ar(S3) = 1 and j = k, there are exactly two choices of the data
(S1, S2, S3, j, k) and if we take one, the other is (S1, S3, S2, j, k),
(b) if S1 6= S2 and ar(S1) = ar(S2) = 1, there are exactly two choices of the data
(S1, S2, S3, j, k) and if we take one, the other is (S2, S1, S3, j, k),
(c) otherwise the data (S1, S2, S3, j, k) is unique.
(5) If T1 and T2 ∈ T c(n) are two different elements of codimension one such that 〈T1〉∩〈T2〉 6=
∅, there exists a (unique) T3 of codimension 2 such that 〈T1〉 ∩ 〈T2〉 = 〈T3〉.
Proof. (1) is clear. (2) We consider the case of ar(T2) ≥ 2. The case ar(T1) = 1 is similar
and easier. We put ar(T2) = n2. Both of T1 ◦i T2 and T
′ have the (i, i + n2 − 1)-bunch.
The point is that the operations which realize T ′ ≤ T1 ◦i T2 do not shift marks through the
(i, i+ n2 − 1)-bund. Precisely speaking, if we define numbers µˆ, µˇ, and m′l (0 ≤ l ≤ n2) by
1. µˆ (resp. µˇ) being the multiplicity of d (resp. d) on the (i, i+ n2 − 1)-bund,
2. m′0 (resp. m
′
n2) = the number of d’s (resp d’s) on the path in T
′ from the i-th (resp.
i+ n2 − 1-th) leaf to the (i, i+ n2 − 1)-bunch (counted with multiplicity),
3. for each 1 ≤ l ≤ n− 1, m′l = mi+l(T
′),
then we have
m′0 ≥ m0(T2) ≥ m
′
0 − µˆ, m
′
n2 ≥ mn2(T2) ≥ m
′
n2 − µˇ, m
′
i = mi(T2)(1 ≤ i ≤ n).
So we can take T ′1 and T
′
2 such that T
′ = T ′1 ◦i T
′
2 and mi(T
′
1) = mi(T1), mi(T
′
2) = mi(T2).
The operations which realize T ′ ≤ T1 ◦i T2 can be separated to operations on T ′1 and T
′
2 and
these two realize T ′1 ≤ T1 and T
′
2 ≤ T2. (3) and (4) are clear.
We shall prove (5). Let T and T ′ be two cofacial n-trees of codimension 1. Suppose
T = T1 ◦i T2 and T ′ = T ′1 ◦i′ T
′
2 such that Tk and T
′
k are irreducible for k = 1, 2. For
simplicity, we assume n2 = ar(T2) ≥ 2 and n′2 = ar(T
′
2) ≥ 2 and by symmetry we may
assume i ≤ i′. By the condition 〈T 〉 ∩ 〈T ′〉 6= ∅, one of the following two cases occurs. (i)
i′ + n′2 − 1 ≤ i + n2 − 1, (ii) i + n2 − 1 ≤ i
′. In the former case, the same condition and
Lemma 4.4.3 imply
mi′−i(T2) ≥m0(T
′
2), mi′−i+l(T2) = ml(T
′
2) (1 ≤ l ≤ n
′
2 − 1),
mi′−i+n′2(T2) ≥ mn′2(T
′
2).
By these inequalities, we can put
T ′′ := T (m0(T2), . . . ,mi′−i(T2)−m0(T
′
2),mi′−i+n′2(T2)−mn′2(T
′
2), . . . ,mn2(T2)) ∈ T
c(n2−n
′
2+1),
and (T1 ◦i T ′′)◦i′ T ′2 is the element of codimension 2 such that 〈T 〉∩ 〈T
′〉 = 〈(T1 ◦i T ′′)◦i′ T ′2〉.
The proof of the latter case (ii) is similar.
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We shall define maps on T c
dji :T
c(m0, . . . ,mi, . . . ,mn) −→ T
c(m0, . . . ,mi + 1, . . . ,mn),
sji :T
c(m0, . . . ,mi, . . . ,mn) −→ T
c(m0, . . . ,mi − 1, . . . ,mn)
which will be used to define the monad CK. ( i = 0, . . . , n. For dji , j = 0, . . . ,m0 if i = 0,
and j = 1, . . . ,mn + 1 if i = n, otherwise j = 1, . . . ,mi. For s
j
i , j = 0, . . . ,mi − 1. )
We first define dji ’s. We first consider the case of i = 0. In the case of j = 0, d
0
0 is the
map which increases the multiplicity of d on the root by one (and does not change the other
marks). In the case of j > 0, consider the root path of the first leaf. We count the number
of d on the path, starting from the root (taking the multiplicity into account). We define dj0
as the map which increases the multiplicity of d on the vertex or edge at which j-th d is, by
one.
In the case 0 < i < n− 1, We count the number of marks on the path connecting the i-th
and i + 1-th leaves as in Definition 4.4.2 (see also Figure 4). d¯ji is the map which increases
the multiplicity of the j-th mark by one.
In the case i = n, consider the root path the last leaf. We count the number of d on the
path from the last leaf. For 1 ≤ j ≤ mn, d
j
i is the map which increases the multiplicity of
the j-th d. For j = mn + 1, d
0
0 is the map which increases the multiplicity of d on the root.
For each j = 0, . . . , n, To define sji , we use the path used in defining d
j
i . s
j
i is the map
which decreases the j + 1-th mark.
Example 4.4.6. Let T be an element of T c(1, 2, 1) as follows.
❜
dh1
❜
d
❜
d
❅
❅❅
 
  
d00(T ), d
1
0(T ), d
1
1(T ), d
2
1(T ), d
1
2(T ), d
2
2(T ) are equal to
❜
ddh1
❜
d
❜
d
❅
❅❅
 
  
,
❜
dh1
❜
d
2
❜
d
❅
❅❅
 
  
,
❜
dh1
❜
d
❜
d2
❅
❅❅
 
  
,
❜
dh21
❜
d
❜
d
❅
❅❅
 
  
,
❜
d2h1
❜
d
❜
d
❅
❅❅
 
  
,
❜
d2h1
❜
d
❜
d
❅
❅❅
 
  
,
respectively. s00(T ), s
0
1(T ), s
1
1(T ), s
0
2(T ) are equal to
❜
dh1
❜
d
❅
❅❅
 
  
,
❜
dh1
❜
d ❅
❅❅
 
  
,
❜
d
❜
d
❜
d
❅
❅❅
 
  
,
❜
h1
❜
d
❜
d
❅
❅❅
 
  
.
The proof of the following lemma is routine.
Lemma 4.4.7. The maps sji and d
j
i satisfy the following identities:
djid
k
i = d
k
i d
j−1
i (k < j)
sjid
k
i = d
k
i s
j−1
i (k < j)
= id (k = j, j + 1)
= dk−1i s
j
i (k > j + 1)
sjis
k
i = s
k
i s
j
i (k > j)
djid
k
l = d
k
l d
j
i , s
j
id
k
l = d
k
l s
j
i , s
j
is
k
l = s
k
l s
j
i (i 6= l).
(Note that the first five identities have the same form as the cosimplicial identities.)
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❅
❅
❅
❅
❅
❅
❅
❅■
dj0
m0(T )
 
 
 
 
 
 
 
 ✠
dj3
m3(T )
❅
❅
❅
❅
❅
❅
❅ 
  
❅
❅
❅❅■
dj1
m1(T )
❅
❅
❅ 
 
 ✒
dj2
m2(T )
❅
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
 
 
❅
❅
❅
❅
Figure 4: paths used to define mi(T ) and {d
j
i}
4.4.3 Operad CK
Definition 4.4.8. We define a topological operad CK by CK(n) = |T c(n)| with the induced
composition. Let CK(m0, . . . ,mn) denote the connected component of CK(n) corresponding
to T c(m0, . . . ,mn) and d
j
i and s
j
i denote the maps on CK(m0, . . . ,mn) induced by d
j
i and
sji defined in sub-subsection 4.4.2 via the realization functor. U : CK → K denotes the
morphism of operads induced by the morphism : T c → T forgetting marks.
We shall give a description of CK analogous to the description of K given in subsection
2.3. Let T c(m0, . . . ,mn)1,2 be the subposet of T
c(m0, . . . ,mn) consisting of elements of
codimension one or two. We define a diagram Bc = Bcm0,...,mn : T
c(m0, . . . ,mn)1,2 −→ CG
as follows (compare with the definition of Bn in subsection 2.3). As an element of codimension
one is uniquely presented as T1◦iT2 by Lemma 4.4.5, we put Bc(T1◦iT2) = CK(T1)×CK(T2).
An element of codimension two is of the form (S1◦jS2)◦kS3. If this presentation is not unique,
we fix a presentation once and for all, and putBc((S1◦jS2)◦kS3) = CK(S1)×CK(S2)×CK(S3).
Suppose (S1 ◦j S2) ◦k S3 ≤ T1 ◦i T2. For example, in the case (a) of Lemma 4.4.5,(4), by (2)
of the same lemma, one of the following cases occurs.
1. S1 ◦j S2 ≤ T1, S3 = T2,
2. S1 ◦j S3 ≤ T1, S2 = T2.
In each case, we define a map Bc((S1◦jS2)◦kS3)→ Bc(T1◦iT2) using the composition of CK.
In the other cases (b),(c) of Lemma 4.4.5, we define a map Bc((S1 ◦jS2)◦kS3)→ Bc(T1◦iT2)
similarly.
A natural transformation Bc −→ CK(m0, . . . ,mn) is defined using the composition of CK.
Here, CK(m0, . . . ,mn) denotes the corresponding constant diagram. Thus we obtain a map
θc : colimBc −→ CK(m0, . . . ,mn). The image of θ
c is ∂CK(m0, . . . ,mn), the subcomplex
spanned by all cofacial n-trees of codimension one. A point of CK(m0, . . . ,mn) can be
presented as t0T0 + · · · tkTk with T0 < · · · < Tk ∈ T c(m0, . . . ,mn) and t0, . . . , tk ≥ 0,
t0 + · · ·+ tk = 1, . Using this presentation, we define a map
θ˜c : Cone(colimBc) −→ CK(m0, . . . ,mn)
by θ˜c(t · u) = tθc(u) + (1 − t)T (m0, . . . ,mn).
Proposition 4.4.9. With the above notations, the maps θc : colimBc → ∂CK(m0, . . . ,mn)
and θ˜c : Cone(colimBc)→ CK(m0, . . . ,mn) are homeomorphisms.
Proof. In view of Lemma.4.4.5, the proof is completely analogous to the proof of Proposition
2.3.3.
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4.4.4 Monad CK
Let C∆ be the category of cosimplicial objects over C (see subsection 1.1). In this sub-
subsection, we define a monad
CK : C∆ −→ C∆.
We first define a functor CKn : (C∆)×n −→ C∆. Let X1, . . . , Xn be objects of C∆. The object
of cosimplicial degree l of CKn(X1, . . . , Xn) is defined as follows.
CKn(X1, . . . , Xn)
l =
⊔
CK(m0, . . . ,mn) ⊗ˆX
p1
1 ⊗ · · · ⊗X
pn
n / ∼ .
Here, the sequence of non-negative integers m0, . . . ,mn, p1, . . . , pn ranges over sequences
satisfying m0 + · · ·+mn + p1 + · · ·+ pn = l, and in the point-set expression the equivalence
relation ∼ is generated by the following relations
(u ◦i d ;x1, · · · , xi, · · · , xn) ∼ (u ;x1, · · · , d
0xi, · · · , xn),
(u ◦i d ;x1, · · · , xi, · · · , xn) ∼ (u ;x1, · · · , d
pi+1xi, · · · , xn)
where u ∈ CK(m0, . . . ,mn), xj ∈ X
pj
j , and 1 ≤ i ≤ n, and d and d denote the elements d
1
d0
and d
0
d1 of CK(1) respectively.
We define the coface and codegeneracy morphisms on {CKn(X1, . . . , Xn)l}l by using the
corresponding maps of CK and Xi alternately. For example, for 0 ≤ j ≤ m0, dj is defined
using dj0 of CK, and for m0 + 1 ≤ j ≤ m0 + p1, d
j is defined using dj−m0 of X1, and for
m0+ p1+1 ≤ j ≤ m0+ p1+m1, dj is defined using d
j−m0−p1
1 of CK. Precisely speaking, we
put
dj(u ;x1, · · · , xn)
=

(dj0u ;x1, . . . , xn) (j = 0)
(dj1i u ;x1, . . . , xn) (m≤i−1 + p≤i + 1 ≤ j ≤ m≤i + p≤i, j1 = j −m≤i−1 − p≤i)
(u ;x1, . . . , d
j2xi, . . . , xn) (m≤i−1 + p≤i−1 + 1 ≤ j ≤ m≤i−1 + p≤i, j2 = j −m≤i−1 − p≤i−1)
(dmn+1n u ;x1, . . . , xn) (j = m≤n + p≤n + 1),
sj(u ;x1, · · · , xn)
=
{
(sj1i u ;x1, . . . , xn) (m≤i−1 + p≤i ≤ j ≤ m≤i + p≤i − 1, j1 = j −m≤i−1 − p≤i)
(u ;x1, . . . , s
j2xi, . . . , xn) (m≤i + p≤i ≤ j ≤ m≤i + p≤i+1 − 1, j2 = j −m≤i − p≤i)
where pi = |xi|, u ∈ CK(m0, . . . ,mn), 0 ≤ i ≤ n and m≤t = m0+ · · ·+mt and p≤t is similar,
and m≤−1 = p≤−1 = p≤0 = 0. The following lemma easily follows from Lemma 4.4.7 and
the definition of the equivalence relation ∼.
Lemma 4.4.10. The morphisms dj and sj defined above are well defined and satisfy the
cosimplicial identity.
Now, we put
CK(X) =
⊔
n≥1
CKn(X, . . . , X).
A unit id −→ CK and a product CK ◦ CK −→ CK are defined by using the unit and the
composition of CK. By definition, these natural transformations are compatible with cofaces
and codegeneracies and give a well-defined structure of a monad on the functor CK.
Definition 4.4.11. For objectsX1, . . . , Xn of C
∆, A morphism Un,X1,...,Xn : CKn(X1, . . . , Xn)→
K(n) ⊗ˆX1 · · · Xn is defined by
Un(u ;x1, . . . , xn) = (U(u), d
m0
x1, d
m1
x2, . . . , d
mn−1
dmnxn).
, see Definition 4.4.8 and d and d denote the first and last cofaces. It is easy to see this mor-
phism actually commutes with the cosimplicial operators. The collection {Un,X1,...,Xn}X1,...,Xn
defines a natural transformation Un : CKn ⇒ K(n) ⊗ˆ (−)n.
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Lemma 4.4.12. The natural transformation
U = ⊔n≥0Un : CK =⇒ K˜ : C
∆ → C∆
is a morphism of monads. (See sub-subsection 2.4.1 for K˜.)
Proof. The commutativity of the morphism U with the products follows from the fact that
U : CK → CK is a morphism of operads and the following cosimplicial identities: did
m
x =
d
m+1
x, d|x|+i+1dmx = dm+1x (m ≥ 0, 0 ≤ i ≤ m).
4.4.5 A∞-operad CB
In this sub-subsection, we define an A∞-operad CB which acts on T˜ot of an CK-algebra. We
define a morphism of cosimplicial objects
U¯n : CKn(X1, . . . , Xn) −→ X1 · · · Xn
as the composition of Un and the obvious morphismK(n) ⊗ˆX1 · · · Xn → X1 · · · Xn.
Lemma 4.4.13. Suppose C = CG. Let X1, . . . , Xn be Reedy cofibrant objects in C∆. Then
the map U¯n : CKn(X1, . . . , Xn) −→ X1 · · · Xn is a weak homotopy equivalence.
Proof. We first define a poset ˜ln. An object of ˜
l
n is a sequence of non-negative integers
(m0, . . . ,mn, p1, . . . , pn) such that m0 + · · ·+mn + p1 + · · ·+ pn = l. The partial order ≤ is
generated by
(m0, . . . ,mn, p1, . . . , pn) < (m0, . . . ,mi − 1, . . .mn, p1 . . . pi + 1 . . . , pn) (1 ≤ i ≤ n)
(m0, . . . ,mn, p1, . . . , pn) < (m0, . . . ,mi − 1, . . .mn, p1 . . . pi+1 + 1 . . . , pn) (0 ≤ i ≤ n− 1)
We define a functor
F : ˜ln −→ CG.
For each object (m0, . . . ,mn, p1, . . . , pn) ∈ ˜
l
n we put F (m0, . . . ,mn, p1, . . . , pn) = X
p1
1 ×· · ·×
Xpnn . We associate the map id
×i−1×d× id×n−i−1to the inequality (m0, . . . ,mn, p1, . . . , pn) <
(m0, . . . ,mi−1, . . . ,mn, p1 . . . pi+1 . . . , pn) (1 ≤ i ≤ n) and the map id
×i×d× id×n−i−2 to
the other generating inequality. It is easy to see there is a natural isomorphism colim
˜ln
F ∼=
(X1 · · · Xn)
l.
Fix a non-negative integer l and let l1, l2 be two integers such that 0 ≤ l1 ≤ l2 ≤ l.
˜(l1, l2) denote the subposet of ˜
l
n consisting of objects (m0, . . . ,mn, p1, . . . , pn) such that
l1 ≤
∑n
i=1 pi ≤ l2. Let l
′ be an integer with l′ ≤ l and put ˜(l′) = ˜(l′, l′) for simplicity.
The following diagram (P1) is a pushout diagram.⊔
(m0,...,pn)∈˜(l′)
(colim
˜(l′−2,l′−1)/(m0,...,pn)
F ) //

⊔
(m0,...,pn)∈˜(l′)
F (m0, . . . , pn)

colim
˜(0,l′−1) F
// colim
˜(0,l′) F
,
where ˜(l′−2, l′−1)/(m0, . . . , pn) denotes the subposet of elements smaller than (m0, . . . ,mn, p1, . . . , pn),
and the all arrows are induced by inclusions of posets. We shall define a similar pushout di-
agram for CKn(X1, . . . , Xn). Put
CKn(0, l
′) =
⊔
(m0,...,pn)∈˜(0,l′)
CK(m0, . . . ,mn)×X
p1
1 × · · · ×X
pn
n / ∼ .
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(∼ is the equivalence relation used to define CKn(X1, . . . , Xn).) Then, there exists a pushout
diagram (P2) as follows:⊔
(m0,...,pn)∈˜(l′)
(CK′ × colim
˜(l′−2,l′−1)/(m0,...,pn)
F ) //

⊔
(m0,...,pn)∈˜(l′)
CK′ × F (m0, . . . , pn)

CKn(0, l′ − 1) // CKn(0, l′),
where CK′ denotes CK(m0, . . . ,mn), and the left vertical map is induced by the inclusions
CK(m0, . . . ,mn)×F (m0, . . . ,mi + 1, . . . , pi − 1, . . . , pn)
∼= (CK(m0, . . . ,mn) ◦i d)× F (m0, . . . ,mi + 1, . . . , pi − 1, . . . , pn)
⊂ CK(m0, . . .mi + 1, . . . ,mn)× F (m0, . . . ,mi + 1, . . . , pi − 1, . . . , pn) (1 ≤ i ≤ n),
CK(m0, . . . ,mn)×F (m0, . . . ,mi + 1, . . . , pi+1 − 1, . . . , pn)
∼= (CK(m0, . . . ,mn) ◦i+1 d)× F (m0, . . . ,mi + 1, . . . , pi+1 − 1, . . . , pn)
⊂ CK(m0, . . . ,mi + 1, . . . ,mn)× F (m0, . . . ,mi + 1, . . . , pi+1 − 1 . . . , pn) (0 ≤ i ≤ n− 1),
and the other arrows are defined similarly to the corresponding arrows of (P1). We de-
fine a map of diagram P1 → P2 similarly to U¯n. The top horizontal arrow of (P1) :
colim
˜(l′−2,l′−1)/(m0,...,pn)
F → F (m0, . . . , pn) is a cofibration because each Xi is Reedy cofi-
brant and colim
˜(l′−2,l′−1)/(m0,...,pn)
F is the latching object modeled by ∪i∆p1×· · ·×(∆
pi
0 ∪
∆pipi+1) × · · · × ∆
pn (∆pk denotes the k-th face of ∆
p). This and the fact that CK′ is a cell
complex imply (P1) and (P2) are homotopy pushout diagrams. As CK
′ is contractible by
Lemma 4.4.4, the map P1 → P2 induces a weak equivalence between the resulting pushouts.
So by induction on l′, we have proved the assertion.
Now we define a topological operad CB. Let ∆˜• be a projective cofibrant replacement of
the cosimplicial space ∆• (see subsection 1.1). We put
CB(n) = MapCG∆(∆˜
•, CKn(∆˜
•, . . . , ∆˜•))
From the monad structure of CK, we define an operad structure on CB(n) by the way exactly
analogous to the definition of B˜ or B˜′ given in subsection 2.4. The morphism U : CK → K˜ in
Lemma 4.4.12 induces a morphism of operads
U : CB −→ B˜′.
Theorem 4.4.14. (1) U is weak equivalence of topological operads. In particular, CB is an
A∞-operad.
(2) T˜ot induces a functor ALGCK(C
∆) −→ ALGCB(C) which satisfy the following condi-
tion: Let X• be a K˜-algebra and Y • be a CK-algebra and let α : Y • → X• ∈ C∆ be a mor-
phism compatible with U : CK → K˜. Then the induced morphism T˜otα : T˜otY • → T˜otX• is
compatible with the morphism U : CB → B˜′. Here, T˜otX• is considered as a B˜′-algebra by
Proposition 2.4.8.
Proof. (1) follows from Lemma.4.4.13 and the standard fact that mapping space between
a projective cofibrant cosimplicial space and a termwise fibrant cosimplicial space is weak
homotopy invariant. (Note that a similar proof of a similar statement where ∆˜• is replaced
with ∆• does not work as CKn(∆•, . . . ,∆•) may not be Reedy fibrant). The proof of (2) is
similar to Proposition 2.4.7.
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4.5 Action of CK on IM•
In this subsection we prove the following theorem:
Theorem 4.5.1. There exists an action of the monad CK on IM• such that the both mor-
phisms p0 : IM
• → L• and q¯2 : IM
• → THC•(A′, B) defined in Definition 4.3.1 are compatible
with the morphism U : CK → K˜. Here, THC•(A′, B) are regared as K˜-algebra as explained
below Lemma 2.5.2. Hence p0 and q¯2 induce the morphisms
T˜ot(L•)
(p0)∗
←−−− T˜ot(IM•)
(q¯2)∗
−−−→ T˜ot(THC•(A′, B))
which is compatible with the morphism of A∞-operads U : CB → B˜′ by Theorem 4.4.14.
In subsection 4.7, we prove the two morphisms between T˜ot in the above theorem are
stable equivalences.
4.5.1 Outline
According to the natural decomposition Ln×Tn (T
n)[0,2] = Ln×Tn (T
n)[0,1]×Tn (T
n)[1,2], we
decompose IM• into two parts, IM
•
and I˜M
•
so that
IM
• ∼= IM
•
×T I˜M
•
.
More explicitly IM
n
is a subspectrum of Ln×Tn (Tn)[0,1] consisting of elements which satisfy
the the same conditions as IM• satisfies (see sub-subsection 4.3.2) and I˜M
•
= (T•)[1,2]. We
will define three actions of monads as follows:
1. an action of CK on IM
•
, Ω : CK(IM
•
) −→ IM
•
,
2. an action of K˜ on T•, Υ̂ : K˜(T•) −→ T•,
3. an action of K˜ on I˜M
•
, Υ˜ : K˜(I˜M
•
) −→ I˜M
•
.
We shall fix notations. T• regarded as a K˜-algebra as explained below Lemma 2.5.2 is denoted
by the same notation T• while we denote by T̂• the K˜-algebra (T, Υ̂).
The above three actions satisfy the following conditions:
1. p0 : IM
•
→ L• and p1 : IM
•
→ T̂• are compatible with the morphism CK → K˜,
2. q1 : I˜M
•
→ T̂• and q2 : I˜M
•
→ T• are compatible with the actions of K˜.
Here, pt and qt denote the evaluations at t ∈ [0, 2]. Using these three actions, the action of
CK on IM• is given by
CK(IM•)→ CK(IM
•
)×CK(T̂•) CK(I˜M
•
)→ CK(IM
•
)×K˜(T̂•) K˜(I˜M
•
)→ IM
•
×
T̂•
I˜M
• ∼= IM•,
where the first morphism is induced by the universal property of fiber products, the second
by the morphism U : CK → K˜, and the third by the three actions Ω, Υ̂ and Υ˜. As the
morphism ϕ∗φ
∗ defined in Definition 4.3.1 preserves -monoid structures, by the above two
conditions, it is obvious that the action of CK on IM• satisfies the condition of Theorem
4.5.1. Thus the proof of the theorem is reduced to the construction of Ω, Υ̂, and Υ˜.
The construction of Ω is lengthy and occupies most of this subsection (sub-subsections
4.5.2, 4.5.3, and 4.5.4) and the construction of Υ̂ and Υ˜ is very short (sub-subsection 4.5.5).
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4.5.2 Formula of Ω
We put
F˜k1,...,kn(m0, . . . ,mn)(= F˜(m0, . . . ,mn))
:= (U × id)−1Dnk1,...,kn ⊂ CK(m0, . . . ,mn)×M[k1, . . . , kn]
, where n ≥ 1, m0, . . . ,mn ≥ 0, and U : CK(m0, . . . ,mn) → K(n) is the forgetful morphism
and see sub-subsection 3.1.1 for Dnk1,...,kn . Put I = [0, 1]. To construct an action of CK on
IM
•, we will define the following three kind of data :
• maps ψ˜ = (ψ˜i) : Dn × I −→ Map(M,M)n (i = 1, . . . , n),
• maps ω = (ωji ) : F˜(m0, . . . ,mn) × I −→ Map(M,M)
m0+···+mn (i = 0, . . . , n, j =
1, . . . ,mi)
• maps z = (zji ) : F˜(m0, . . . ,mn) −→M
m0+···+mn (i = 0, . . . , n, j = 1, . . . ,mi)
Similarly to the construction of the A∞-action on LM
−τ in subsection 3.1, we first give
the formula for the action Ω in this sub-subsection, then state conditions on these maps
which ensure well-definedness of Ω in next sub-subsection, and finally construct them in
sub-subsection 4.5.4.
Using ψ˜, ω, and z, the structure map Ω : CK(IM
•
) −→ IM
•
is defined as follows. For
u ∈ CK(m0, . . . ,mn), (λi, hi) ∈ IM
pi
ki
,
(λ˜, h˜) = Ω(u ; (λ1, h1), . . . , (λn, hn)) ∈ IMm0+···+mn+p1+···+pnk1+···+kn
is defined as follows. We put λ˜ = Ψ(U(u);λ1, λ2, . . . , λn) (see subsection 4.2 for Ψ). Let
(f1, . . . , fm0+···+mn+p1+···+pn) be a seqence of elements of F (M). To write down h˜t(f1, . . . , fm0+···+pn)
we rename this sequence as
(g10 , . . . , g
m0
0 , f
1
1 , . . . , f
p1
1 , g
1
1, . . . , g
m1
1 , . . . , f
1
n, . . . , f
pn
n , g
1
n, . . . , g
mn
n ).
If (u ;λ1, . . . , λn) can not be represented by an element of F˜(m0, . . . ,mn), (λ˜, h˜) is the base
point. Suppose (u ;λ1, . . . , λn) is represented by d ∈ F˜(m0, . . . ,mn) (such d is unique by the
condition (ǫ-4) in sub-subsection 3.1.2. We abbreviate ψ˜i,s(U × id(d)), ω
j
i,s(d), and z
j
i (d) as
ψ˜i,s, ω
j
i,s, and z
j
i respectively in the following formulae (s ∈ I). We put
g¯i,s = (ω
1
i,s ◦Hz1i ,s)
∗g1i · · · (ω
mi
i,s ◦Hzmii ,s)
∗gmii (0 ≤ i ≤ n, s ∈ I),
h¯i,s = hi,s((ψ˜i,s)
∗f1i , . . . , (ψ˜i,s)
∗fpii ) (1 ≤ i ≤ n, s ∈ I).
Here H :M × I →M is the homotopy fixed in sub-subsection 4.3.2. Then, we put
h˜s(f1, . . . , fm0+···+pn) = σ
−1 · (g¯0,s · h¯1,s · g¯1,s · · · h¯n,s · g¯n,s). (3)
Here σ is the permutation corresponding to the transposition
h1, . . . , hn, g0, f1, . . . fn, gn 7−→ g0, h1, f1, g1, h2, f2, . . . hn, fn, gn
(for example, gi represents the sequence g
1
i , . . . , g
mi
i . fi is similar abbreviation.) More ex-
plicity, σ(i) = i +
∑
l≤k−1 lev gl + lev fl if
∑
l≤k−1 levhl + 1 ≤ i ≤
∑
l≤k lev hl for some k,
and otherwise σ(i) = i−
∑
k+1≤l≤n levhl. Here lev denotes the level.
Note that the formula (3) is somewhat analogous to the unsuccessful definition of an
action of K˜ on IM• given in sub-subsection 4.4.1.
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4.5.3 Conditions which ψ˜, z, and ω satisfy
Conditions on ψ˜. ψ˜ satisfies the following six conditions (ψ˜-1) - (ψ˜-6) for any n ≥ 0,
(u ;v1, . . . ,vn) ∈ Dn and s ∈ I. (These conditions are much analogous to those on ψ.)
(ψ˜-1) ψ˜s(1,v1) = idM (i is the unit of K).
(ψ˜-2) For a number t ∈ R if (u ;v1, . . . , t × vi, . . . ,vn) ∈ Dn, then ψ˜s(u ; . . . ,vi, . . . ) =
ψ˜s(u ; . . . , t× vi, . . . ). Here t× vi denotes the element (0 × φi, ǫi, (t, vi)).
(ψ˜-3) For σi ∈ Σki , ψ˜s(u ;σ1 · v1, . . . , σn · vn) = ψ˜s(u ;v1, . . . ,vn).
(ψ˜-4) ψ˜i0(u ;v1, . . . ,vn) = ψ
i(u ;v1, . . . ,vn) and ψ˜
i
1(u ;v1, . . . ,vn) = idM for each i.
(ψ˜-5) The following diagram commutes for each n, m, and i:
β−1i D
n+m−1
k1,...,kn+m−1
× I
τ◦(αi×γi×∆)
//
βi

(Dn...,ki+···+ki+m−1,..., × I)× (D
m
ki,...,ki+m−1
× I)
ψ˜×ψ˜

Map(M,M)n ×Map(M,M)m
Compi

Dn+m−1k1,...,kn+m−1 × I
ψ˜
// Map(M,M)n+m−1
Here, ∆ : I → I×I denotes the diagonal and τ denotes the transposition D×D×I×2 ∼=
D × I ×D × I.
(ψ˜-6) |ψ˜s(u ;v1, . . . ,vn)(y)− y| ≤ 6n2d((v1, . . . , vn), φ(M)) where φ = φ1 × · · · × φn.
Conditions on z. z satisfies the following conditions for any n ≥ 1, m0, . . . ,mn ≥ 0,
(u ;v1, . . . ,vn) ∈ Dn and s ∈ I.
(z-1) For t ∈ R if (u ; . . . , t×vi, . . . ) ∈ F˜(m0, . . . ,mn), then z(u ; . . . , t×vi, . . . ) = z(u ;v1, . . . ,vn).
(z-2) For (u ;v1, . . . ,vn) ∈ F˜(m0, . . . ,mn) and permutations σ1, . . . , σn, z(u ;σ1v1, . . . , σnvn) =
z(u ;v1, . . . ,vn).
(z-3) The following diagram is commutative for each n1, n2, i, m0, . . . ,mn1 ,m
′
0, . . . ,m
′
n2 :
β−1i F˜(. . . ,mi−1 +m
′
0, . . . ,m
′
n2 +mi, . . . )
αi×γi
//
βi

F˜(m0, . . . ,mn)× F˜(m′0, . . . ,m
′
n2)
T◦(z×z)

F˜(m0, . . . ,mi−1 +m′0, . . . ,m
′
n2 +mi, . . . )
z
// Mm0+···+mn1+m
′
0+···+m
′
n2
T is the transposition given by T (x10, . . . , x
m0
0 , . . . , x
mn1
n1 , y
1
0 , . . . , y
m′n2
n2 )
= (x10, . . . , x
mi
i , y
1
0 , . . . , y
m′n2
n2 , x
1
i+1, . . . , x
mn1
n1 ).
(z-4) The following diagrams are commutative for each i, j.
F˜(· · ·mi · · · )
dj
i
//
z

F˜(· · ·mi + 1 · · · )
z

Mm0+···+mn
δ¯j
i
// Mm0+···+mn+1
F˜(· · ·mi · · · )
sj
i
//
z

F˜(· · ·mi − 1 · · · )
z

Mm0+···+mn
σ¯j
i
// Mm0+···+mn−1
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Here, δ¯ji is the map repeating
∑i−1
k=0mk + j-th component if (i, j) 6= (0, 0), (n,mn+1),
and δ¯00 (resp. δ¯
mn+1
n ) is the map putting πφ1×···×φn(v1, . . . , vn) at the first (resp. the
last) component, and σ¯ji is the map skipping the
∑i−1
k=0mk + j + 1-th component.
(z-5) |v − φ(zji (u))| ≤ 4n|φ| · d(v, φ(M)) for each i, j, where v = (v1, . . . , vn) and φ =
φ1 × · · · × φn.
Conditions on ω. ω satisfies the following conditions for any n ≥ 1, m0, . . . ,mn ≥ 0,
(u ;v1, . . . ,vn) ∈ Dn and s ∈ I.
(ω-1) For t ∈ R, if (u ; . . . , t × vi, . . . ; s) ∈ F˜(m0, . . . ,mn) × I, then ωs(u ; . . . , t × vi, . . . ) =
ωs(u ; . . . ,vi . . . ).
(ω-2) For permutations σ1, . . . , σn, ωs(u ;σ1v1, . . . , σnvn) = ωs(u ;v1, . . . ,vn).
(ω-3) The following diagram is commutative for each n1, n2, i, m0, . . . ,mn1 ,m
′
0, . . . ,m
′
n2 :
β−1i F˜(m˜k)
n1+n2−1
k=0 × I
τ◦(αi×γi×∆)
//
βi

(F˜(mk)
n1
k=0 × I)× (F˜(m
′
k)
n2
k=0 × I)
ω×(ψ˜(−)◦ω)

Map(M,M)m0+···+mn1 ×Map(M,M)m
′
0+···+m
′
n2
T

F˜(m˜k)
n1+n2−1
k=0
ω
// Map(M,M)m0+···+mn+m
′
1+···+m
′
n2
Here, (m˜k)
n1+n2−1
k=0 = (m0, . . . ,mi−1+m
′
0, . . . ,m
′
n2+mi, . . .mn1), and for x ∈ F˜(mj)
n1
j=0×
I and y ∈ F˜(m′j)
n2
j=0×I, ω×(ψ˜(−)◦ω)(x, y) = ω(x)×(ψ˜i(x)◦ω
1
0(y), . . . , ψ˜i(x)◦ω
m′n2
n2 (y)).
τ and T are the transpositions defined by the same formula as in (ψ˜-5) and (z-3) above.
(ω-4) The following diagrams are commutative for each (i, j):
F˜(mk)nk=0 × I
dji
//
ω

F˜(· · ·mi + 1 · · · )× I
ω

Map(M,M)×m≤n
δj
i
// Map(M,M)×m≤n+1
F˜(mk)nk=0 × I
sji
//
ω

F˜(· · ·mi + 1 · · · )× I
ω

Map(M,M)×m≤n
σj
i
// Map(M,M)×m≤n+1
Here, δji is the map repeating the
∑i−1
k=0mk+ j-th component if (i, j) 6= (0, 0), (n,mn+
1), δ00 (resp. δ
mn+1
n ) is the map putting idM on the first component (resp. the last
component). σji is the map deleting the
∑i−1
k=0mk + j + 1-th component.
(ω-5) For each (i, j), the equalities ωji,0(u ;v1, . . . ,vn)(z
j
i (u ;v1, . . . ,vn)) = πφ1×···×φn(v1, . . . , vn),
and ωji,1(u ;v1, . . . ,vn) = idM hold.
Assuming the above conditions, we shall show
Proposition 4.5.2. Assuming the conditions (ψ˜-1), (ψ˜-2), (ψ˜-3), (ψ˜-5), (ψ˜-4), (z-1), (z-2),
(z-3), (z-4), (ω-1), (ω-2), (ω-3), (ω-4), (ω-5), the definition of the action of CK on IM
•
given
by the formula (3) in sub-subsection 4.5.2 is well-defined.
Proof. We must show the map
Ω : CK(m0, . . . ,mn)⊗ IM
p1
⊗ · · · ⊗ IM
pn
−→ IM
m0+···+mn+p1+···+pn
.
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is a well-defined map of symmetric spectra. Take elements u ∈ CK(m0, . . . ,mn) and (λi, hi) ∈
IM
pi
ki where λi ∈ L
pi
ki
and hi ∈ (TI)
pi
ki
. Put (λ˜, h˜) = Ω(u ; (λ1, h1), . . . , (λn, hn)). We begin
by proving (λ˜, h˜) belongs to the pullback L• ×T• (T•)I . Suppose (U(u), λ1, . . . , λn) is repre-
sented by an element d of Dn as otherwise (λ˜, h˜) is the base point. Let y ∈ M be a point
satisfying |v − φ(y)| ≤ ǫ˜. An easy calculation shows that |zji (d) − y| ≤ Le/2 holds. This
inequality and the condition (ω-5) imply ωji,0(d) ◦ Hzj
i
(d),0(y) = πφ(v). So for a sequence
(g10 , . . . , g
m0
0 , f
1
1 , . . . f
p1
1 , . . . ) of elements of F (M), we have
p0(h˜)(g0, f1, g1, . . . , gn)(y) = σ
−1(g0(πφ(v)) · h1,0(ψ
∗
1f1) · · ·hn,0(ψ
∗
nfn) · gn(πφ(v)))(y).
Here, we use abbreviations in the formulae in sub-subsection 4.5.2, and gi(πφ(v)) means
g1i (πφ(v)) · · · g
mi
i (πφ(v)) ∈ S. For y with |v − φ(y)| > ǫ˜, the above equality still holds as the
both sides are the base points by the definition of IM
•
. By straightforward calculation, the
left hand side is seen to be equal to ρ˜(λ˜)(y) and we have verified the assertion. It is obvious
that (λ˜, h˜) actually belongs to the sub-spectrum IM
•
⊂ L ×T TI . The equivariance with
spheres and symmetric groups follows from conditions (ψ˜-2), (z-1), (ω-1), (ψ˜-3), (z-2), (ω-2).
We shall check Ω(u ; . . . d(λi, hi), . . . ) = Ω(u◦i d; . . . , (λi, hi), . . . ). Unwinding the formula
of Ω, we see it is enough to show
H∗πφi (vi)
ψ˜i,s(u)
∗f = (ω
mi−1+1
i−1 (u ◦i d) ◦Hzmi−1+1
i−1 (u◦id)
)∗f.
(In view of the formula, f is presented as f i1 in the left hand side and as g
mi−1+1
i−1 in the right
hand side.) By the conditions (ω-3), (ω-4), (z-3), and (z-4), we have
ω
mi−1+1
i−1 (u ◦i d) = ψ˜i,s(u) ◦ id, z
mi−1+1
i−1 (u ◦i d) = πφi(vi).
So the assertion holds. Similarly we see the corresponding equality holds for d. Thus, we
have checked that Ω induces a morphism of symmetric spectra CK(IM)p −→ IM
p
. The
commutativity between Ω and cofaces and codegeneracies follows from the conditions (z-4)
and (ω-4) obviously.
Finally, we shall show commutativity with the monad product CK ◦ CK −→ CK. it is
enough to show
Ω(u1 ◦i u2; (λ1, h1), . . . , (λi−1, hi−1), (λ
′
1, h
′
1), . . . , (λ
′
l, h
′
l), (λi, hi), . . . , (λn−1, hn−1))
= Ω(u1; (λ1, h1), . . . , (λi−1, hi−1),Ω(u2; (λ
′
1, h1), . . . , (λ
′
l, h
′
l)), (λi, hi), . . . , (λn−1, hn−1))
for numbers n, l ≥ 1 and elements, u1 ∈ CK(m0, . . . ,mn), u2 ∈ CK(m′0, . . . ,m
′
l), (λ1, h1), . . . ,
(λn−1, hn−1), (λ
′
1, h
′
1), . . . , (λ
′
l, h
′
l) ∈ IM. Let
g10 , . . . , g
m0
0 , f
1
1 , . . . , f
p1
1 , . . . , g
mi−1
i−1 ,
g˜10 , . . . , g˜
m′0
0 ,f˜
1
1 , . . . , f˜
q1
1 , . . . g˜
m′l
l ,
g1i , . . . , g
mi
i , . . . , f
1
n−1, . . . , f
pn−1
n−1 , g
1
n, . . . , g
mn
n
be m≤n+m
′
≤l+p≤n−1+q≤l elements of F (M) (pk and qk are cosimplicial degrees of elements
(λk, hk) and (λ
′
k, h
′
k) respectively). Unwinding the formula of Ω, we have
Ω(u1; . . . ,Ω(u2; (λ
′
1, h
′
1), . . . , (λ
′
l, h
′
l)), . . . )(g
1
0 , . . . , g
mn
n )
= · · ·hi−1(ψ˜i−1(u1)
∗fi−1) · (ωi−1(u1) ◦Hzi−1(u1))
∗gi−1
·[Ω(u2; (λ
′
1, h
′
1), . . . , (λ
′
l, h
′
l))(ψ˜i(u1)
∗g˜10 , . . . , ψ˜i(u1)
∗g˜
m′l
l )]
· (ωi(u1) ◦Hzi(u1))
∗gi · hi(ψ˜i(u1)
∗fi) · · ·
= · · ·hi−1(ψ˜i−1(u1)
∗fi−1) · (ωi−1(u1) ◦Hzi−1(u1))
∗gi−1
·[(ω0(u2) ◦Hz0(u2))
∗ψ˜i(u1)
∗g˜0 · h
′
1(ψ˜1(u2)
∗ψ˜i(u1)
∗f˜1) · · · (ωl(u2) ◦Hzl(u2))
∗ψ˜i(u1)
∗g˜l]
· (ωi(u1) ◦Hzi(u1))
∗gi · hi(ψ˜i(u1)
∗fi) · · ·
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Here, we use the usual abbreviation, i.e., we write
hi′(ψ˜i′ (u1)
∗fi′) = hi′(ψ˜i′(u1)
∗f1i′ . . . ψ˜i′(u1)
∗f
mi′
i′ )
(ωi′(u1) ◦Hzi′(u1))
∗gi′ = (ω
1
i′(u1) ◦Hz1
i′
(u1))
∗g1i′ · · · (ω
mi′
i′ (u1) ◦Hzmi′
i′
(u1)
)∗g
mi′
i′
for notational simplicity. On the other hand, by definition, we have
Ω(u1 ◦i u2; (λ1, h1), . . . ,(λn−1, hn−1))(g
1
0 , . . . , g
mn
n )
= · · ·hi−1(ψ˜i−1(u1 ◦i u2)
∗fi−1) · (ωi−1(u1 ◦i u2) ◦Hzi−1(u1◦iu2))
∗gi−1
·[(ωi−1(u1 ◦i u2) ◦Hzi−1(u1◦iu2))
∗g˜0 · h
′
1(ψ˜i(u1 ◦i u2)
∗f˜1) · · · (ωi+l−1(u1 ◦ u2) ◦Hzi+l−1(u1◦iu2))
∗g˜l]
· (ωi+l−1(u1 ◦i u2) ◦Hzi+l−1(u1◦iu2))
∗gi · hi(ψ˜i+l(u1 ◦i u2)
∗fi) · · ·
In view of these expansions, using the conditions (ψ˜-5), (ω-3) and (z-3), we easily see the
desired equality holds (actually, these conditions are deduced from this equality).
4.5.4 Construction of ψ˜, z, and ω
Construction of ψ˜, z, and ω is much similar to that of ψ.
Construction of ψ˜. This is completely analogous to the construction of ψ given in
sub-subsection 3.1.3, so we only give a sketch here. When n = 1, ψ˜s(pt)(v) = idM .
When n = 2, we put
ψ˜i,s(v1,v2)(y) = πφ((1 − s)(v + φ(πφi (vi))) + φ(y)).
For general n, suppose we have constructed for ≤ n− 1. Then, we put
ψ˜i,s(tu ;v1, . . . ,vn)(y) = πφ((1 − t){(1− s)(v + φ(πφi (vj)) + φ(y)} + tψ˜i,s(u)(y).
Construction of z. We give the set
{(n,m0, . . . ,mn)|n ≥ 1,m0, . . . ,mn ≥ 0}
the lexicographical order. Construction of z proceeds on by induction on this ordered set.
For n = 1, we putzj0 = z
j
1 = πφ(v)
Suppose we have constructed zji for (l,m
′
0, . . . ,m
′
l) such that (l,m
′
0, . . . ,m
′
l) < (n,m0, . . . ,mn).
We define a diagram BF˜ : T
c(m0, . . . ,mn)1,2 −→ CG as follows. For an element
T ∈ T c(m0, . . . ,mn)1,2 we denote by βT the following composition:
Bc(T )×M[k1, . . . , kn]
Comp×id
−−−−−−→ CK(T )×M[k1, . . . , kn]
U×id
−−−→ K(n)×M[k1, . . . , kn].
See sub-subsection 4.4.3 for T c(m0, . . . ,mn)1,2 and B
c. We put BF˜ (T ) = (β
T )−1D. Then
we easily see there is a natural identification:
colimT c(m0,...,mn)1,2 BF˜
∼= δF˜ := {(u ;v1, . . . ,vn)|u ∈ ∂CK(m0, . . . ,mn)}
Using this identification, we define zji on δF˜ . More precisely, for T of codimension one,
z : BF˜ (T ) → Map(M,M)
m≤n by the composition in the diagram of the condition (z-3),
and by exactly analogous way to the case of ψ, we can prove these maps fit together to
Cohen-Jones isomorphism 45
define a natural transformation BF˜ ⇒ Map(M,M)
m≤n . Thus we get z on δF˜ . For a point
tu ∈ CK(m0, . . . ,mn) (t ∈ I and u ∈ CK(∂T (m0, . . . ,mn))), we put
zji (tu ;v1, . . . ,vn) = πφ(ẑ
j
i (tu ;v1, . . .vn))
ẑji (tu ;v1, . . .vn) =
{
(1− 2t)(v1, . . . , vn) + 2tz
j
i (u ;v1, . . . ,vn) (0 ≤ t ≤ 1/2)
zji (u ;v1, . . . ,vn) (1/2 ≤ t ≤ 1)
where φ = φ1×· · ·×φn. (The condition (z-5)is used to ensure that ẑ
j
i belongs to the domain
of πφ, see below.) We will see this formula satisfies the conditions on z below.
Construction of ω : Construction of ω is slightly more delicate. We actually construct
a map
ω̂ = (ω̂ji ) : F˜k1,...,kn(m0, . . . ,mn)× I −→ Map(M,R
k1+···+kn)m0+···+mn
by induction and put
ωji (u ;v1, . . . ,vn) = πφ(ω̂
j
i (u ;v1, . . . ,vn)). (4)
This is because the value |ω(u ;v1, . . . ,vn)(y)− y|, which we want to estimate would diverge
if we try to construct ω by induction. We first list the conditions which ω̂ satisfies. It is clear
that the following conditions on ω̂ implies the conditions (ω-3) - (ω-5) on ω defined by the
formula (4).
Conditions on ω̂. ω̂ satisfies the following conditions for any n ≥ 0, m0, . . . ,mn ≥ 0,
(u ;v1, . . . ,vn) ∈ D
n and s ∈ I.
(ω̂-1) For t ∈ R, if (u ; . . . ,vi × t, . . . ; s) ∈ F˜(m0, . . . ,mn) × I, then ω̂s(u ; . . . ,vi × t, . . . ) −
ω̂s(u ; . . . ,vi . . . ) ∈ Rek≤i+1. Here ej is the unit vector whose unique non-zero compo-
nents is j-th component.
(ω̂-2) For permutations σ1, . . . , σn, ω̂s(u ;σ1v1, . . . , σnvn) = σ(k1, . . . , kn) · ω̂s(u ;v1, . . . ,vn).
(ω̂-3) Let n1, n2, i, m0, . . . ,mn1 ,m
′
0, . . . ,m
′
n2 be non-negative integers such that 1 ≤ i ≤ n1.
If n1 ≥ 2, the following diagram is commutative:
β−1F˜(m˜k)
n1+n2−1
k=0 × I
τ◦(αi×γi×∆)
//
βi

(F˜(mk)
n1
k=0 × I)× (F˜(m
′
k)
n2
k=0 × I)
ω̂×(ψ˜′(−)◦ω)

Map(M,RK)m0+···+mn1 ×Map(M,RK)m
′
0+···+m
′
n2
T

F˜(m˜k)
n1+n2−1
k=0
ω
// Map(M,RK)m0+···+mn+m
′
1+···+m
′
n2
Here,
• (m˜k)
n1+n2−1
k=0 , τ and T are the transpositions defined by the same formula in (z-3)
above.
• when we write F˜(m˜k)
n1+n2−1
k=0 = F˜k1,...,kn1+n2−1(m˜k)
n1+n2−1
k=0 , we define the num-
ber K by K = k1 + · · ·+ kn1+n2−1,
• for x = (u1;v′1, . . . ,v
′
n1 ; t1) ∈ F˜(mj)
n1
j=0 × I and y ∈ F˜(m
′
j)
n2
j=0 × I, we put
ω × (ψ˜′(−) ◦ ω)(x, y) = ω(x)× (φ ◦ [ψ˜i(x)] ◦ ω
1
0(y), . . . , φ ◦ [ψ˜i(x)] ◦ ω
m′n2
n2 (y)),
where φ = φ′1 × · · · × φ
′
n1 .
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If n1 = 1, the following diagram is commutative:
β−1F˜(m0 +m
′
0, . . . ,m
′
n2 +m1)× I
τ◦(αi×γi)
//
βi

(F˜(m0,m1)× I)× (F˜(m
′
k)
n2
k=0 × I)
ω̂×ω̂

Map(M,RK)m0+m1 ×Map(M,RK)m
′
0+···+m
′
n2
T

F˜(m˜k)
n1+n2−1
k=0
ω̂
//Map(M,RK)m0+m1+m
′
0+···+m
′
n2
(ω̂-4) The following diagrams are commutative for each pair (i, j):
F˜(mk)
n
k=0 × I
dj
i
//
ω̂

F˜(· · ·mi + 1 · · · )× I
ω̂

Map(M,RK)×m≤n
δj
i
// Map(M,RK)×m≤n+1
F˜(mk)
n
k=0 × I
sj
i
//
ω̂

F˜(· · ·mi + 1 · · · )× I
ω̂

Map(M,RK)×m≤n
σj
i
// Map(M,RK)×m≤n+1
Here, δji and σ
j
i are the maps defined by the same formula in (ω-4).
(ω̂-5) For each i, j, ω̂ji,0(u ;v1, . . . ,vn)(z
j
i (u ;v1, . . . ,vn)) belongs to the fiber over πφ(v1, . . . , vn)
of the projection πφ, and ω̂
j
i,1(u ;v1, . . . ,vn) = φ.
(ω̂-6) |ω̂(u)(y)− φ(y)| ≤ 10n|φ| · d(v, φ(M)) for each y ∈M .
Construction of ω̂. The construction proceeds on by induction on the set {(n,m0, . . . ,mn)}
with the lexicographical order. For n = 1, we put ω̂j0,s = ω̂
j
1,s ≡ φ1.
Suppose we have constructed ω̂ji for (l,m
′
0, . . . ,m
′
l) < (n,m0, . . . ,mn). We define ω̂
j
i (u ;v1, . . . ,vn)
for (u ;v1, . . . ,vn) ∈ δF˜ similarly to construction of z. We put
ω̂ji,s(tu)(y) ={
(1 − s)[v + φ(y − zji (tu))] + s[(1− t)φ(y) + tω̂
j
i,s(u)(y)] (0 ≤ t ≤ 1/2)
(1 − s)[(2− 2t)(v + φ(y − zji (u))) + (2t− 1)ω̂
j
i,s(u)(y)] + s[(1− t)φ(y) + tω̂
j
i,s(u)(y)] (1/2 ≤ t ≤ 1)
for u ∈ δF˜ and t ∈ [0, 1]. Here, φ = φ1×· · ·×φn, v = (v1, . . . , vn) and ω̂(u) and ω̂(tu) denotes
ω̂(u ;v1, . . . ,vn) and ω̂(tu ;v1, . . . ,vn). We will see this formula satisfies the conditions on ω̂
below.@
Verification on construction of z and ω̂ : (On z) The condition (z-3) is satisfied by
definition. Verification of the conditions (z-1), (z-2) is trivial routine work.
We shall verify the condition (z-5) and the claim that ẑji belongs to the domain of πφ. We
shall show these condition and claim by induction on the same poset as we use in construction
of z. Let u ∈ ∂CK(m0, . . . ,mn) be an element. By definition, there exist two elements u1,
u2 which are not unit, such that u = u1 ◦i0 u2 for some i0. We first show z
j
i (u) satisfies the
inequality of the condition (z-5). By construction, zji (u) = z
j1
i1
(u1) or z
j
i (u) = z
j2
i2
(u2) for
some (i1, j1) or (i2, j2). In the former case, we observe
|v − φ(zji (u))| = |v − φ(z
j
i (u1))| ≤ 4n1|φ| · d(v, φ(M)) ≤ 4n|φ| · d(v, φ(M))
by inductive hypothesis. In the latter case,
|v−φ(zj2i2 (u2))| ≤ |v−φ(πφ(v))|+ |φ(πφ(v))−φ(πφ(i0)(v(i0)))|+ |φ(πφ(i0)(v(i0)))−φ(z
j2
i2
(u2))|
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Here, φ(i0) = φi0 × · · · × φi0+n2−1, and v(i0) = (vi0 , . . . , vi0+n2−1). We have
|φ(πφ(i0)(v(i0)))− φ(z
j2
i2
(u2))| ≤
|φ|
|φ(i0)|
· (|φ(i0)(π(i0)(v(i0)))− v(i0)|+ |v(i0) − φ(i0)(z
j2
i2
(u2))|)
≤
|φ|
|φ(i0)|
· [d(v, φ(M)) + 4n2|φ(i0)| · d(v, φ(M))],
|φ(πφ(v)) − φ(πφ(i0)(v(i0)))| ≤
|φ|
|φ(i0)|
· (|πφ(i0)(v(i0))− v(i0)|+ |v(i0) − πφ(v)|)
≤ 2
|φ|
|φ(i0)|
· d(v, φ(M)).
So we have
|v − φ(zj2i2 (u2))| ≤
(
1 + 3
|φ|
|φ(i0)|
+ 4n2|φ|
)
· d(v, φ(M)).
As |φ(i0)| ≥ 1, if n2 < n, we see |v − φ(z
j2
i2
(u2))| ≤ 4n|φ| · d(v, φ(M)). If n2 = n, as v = v(i0)
and φ = φ(i0), clearly, |v − φ(z
j2
i2
(u2))| ≤ 4n|φ| · d(v, φ(M)). Thus the inequality in the
condition (z-5) is satisfied for u ∈ ∂CK(m0, . . . ,mn).
Now we turn to prove that ẑji belongs to the domain of πφ. It is enough to prove d(ẑ
j
i , φ(M)) <
|φ|Le. By definition of ẑ
j
i , we have |v − ẑ
j
i (tu)| ≤ 2t|v − φ(z
j
i (u))| for t ∈ [0, 1] and u ∈
∂CK(m0, . . . ,mn). So
d(ẑji (tu), φ(M)) ≤ |ẑ
j
i (tu)− φ(πφ(v))| ≤ |ẑ
j
i (tu)− v|+ |v − φ(πφ(v))|
≤ 2t|v − φ(zji (u))|+ d(v, φ(M)) ≤ (8tn|φ|+ 1)d(v, φ(M))
≤ (8tn|φ|+ 1)ǫ˜ ≤ |φ|Le
by the conditions (ǫ-4) and (z-5) for u ∈ ∂CK(m0, . . . ,mn). We shall prove the condition
(z-5) for general element tu. We have
|ẑji (tu)− φ(z
j
i (tu))| ≤ |ẑ
j
i (tu)− φ(z
j
i (u))| ≤ (1− 2t)|v − φ(z
j
i (u))|.
So
|v − φ(zji (tu))| ≤ |v − ẑ
j
i (tu)|+ |ẑ
j
i (tu)− φ(z
j
i (tu))|
≤ |v − φ(zji (u))| ≤ 4n|φ| · d(v, φ(M)).
We shall prove the condition (z-4) is satisfied. We consider coface maps {djk}. We first
consider the case (k, j) 6= (0, 0), (n,mn). Let T = T1 ◦i T2 be a cofacial n-tree of codimension
1 with T1, T2 indecomposable. d
j
k(T ) is a composition of d
j′
k′ (T1) and T2 or T1 and d
j′′
k′′ (T2)
with appropriate (k′, j′) or (k′′, j′′). Consider the case of djk(T ) = d
j′
k′ (T1) ◦i T2. Under
the presentation: CK(m0, . . . ,mn) ∼= Cone(colimBc), d
j
k on B
c(T ) is equal to the following
composition.
Bc(T1 ◦i T2) = CK(T1)× CK(T2)
dj
′
k′
×id
−−−−→ CK(dj
′
k′ (T1))× CK(T2) ⊂ CK(T
′
1)× CK(T2),
where T ′1 is an indecomposable cofacial tree such that d
j
k(T1) ≤ T
′
1. Using this expression
and inductive hypothesis, we see z commutes with djk on δF˜ . For general point t · u ∈
Cone(colimBc) , we have djk(t · u) = td
j
k(u). By the construction, if z
j
i (u) = z
j+1
i (u),
then zji (tu) = z
j+1
i (tu) so the compatibility with d
j
k holds on the whole F˜ . The case of
djk(T ) = T1 ◦i d
j′′
k′′ (T2) is similarly verified. If (k, j) = (0, 0) or (n,mn + 1), d
j
k(T ) = d ◦ T
where d = d or d. So the compatibility with djk follows from the condition (z-3).
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(On ω̂) The condition (ω̂-3) is satisfied by definition. The verification of (ω̂-4) is com-
pletely analogous to that of (z-4). (ω̂-5) is easily verified using the formula of z given in the
construction. Verification of (ω̂-1) and (ω̂-2) is trivial.
We shall verify the condition (ω̂-6). We put
kωn = 10
n|φ|, kψn = 6n
2.
Let u = u1◦i0u2 ∈ ∂CK(m0, . . . ,mn) be an element and suppose ar(u1) ≥ 2. For 0 ≤ t ≤ 1/2,
by construction, we have
|ω̂ji,s(tu)(y)− φ(y)| ≤ (1 − s)|v − φ(z
j
i (tu)|+ st|ω̂
j
i,s(u)(y)− φ(y)|.
By the conditions (ω̂-3), (ψ˜-6) and inductive hypothesis, we have
|ω̂ji,s(u)(y)− φ(y)| = |φ ◦ ψ˜i,s(u1) ◦ ω
j
i,s(u2)(y)− φ(y)|
≤ |φ| · (|ψ˜i,s(u1)(ω
j
i,s(u2)(y)) − ω
j
i,s(u2)(y)|+ |ω
j
i,s(u2)(y)− y|)
≤ |φ| ·
(
kψn1d(v, φ(M)) + 2k
ω
n2
d(v(i0), φ(i0)(M))
|φ(i0)|
)
(
∵ |ωji,s(u2)(y)− y| ≤
2
|φ(i0)|
|ω̂ji,s(u2)(y)− φ(i0)(y)|
)
≤ |φ| ·
(
kψn1 +
2kωn2
|φ(i0)|
)
d(v, φ(M)).
So by the condition (z-5),
|ω̂ji,s(tu)(y)− φ(y)| ≤
[
(1− s)4n|φ|+ st|φ| ·
(
kψn1 +
2kωn2
|φ(i0)|
)]
d(v, φ(M))
≤ max
{
4n|φ|, |φ| ·
(
kψn1 + 2k
ω
n2
1
|φ(i0)|
)}
d(v, φ(M))
So it is enough to prove
|φ| ·
(
kψn1 + 2k
ω
n2
1
|φ(i0)|
)
≤ kωn (n = n1 + n2 − 1, n1 ≥ 2).
This inequality is equivalent to 10n − 2 · 10n2 − 6n21 ≥ 0. But this inequality is verified by
easy calculation.
The evaluation in the case 1/2 ≤ t ≤ 1 is much analogous: By construction, we have
|ω̂ji,s(tu)(y)− φ(y)| ≤ (1 − s)(2− 2t)|v − φ(z
j
i (u))|+ ((1− s)(2t− 1) + st)|ω̂
j
i,s(u)(y)− φ(y)|
≤ max
{
4n|φ|, |φ| ·
(
kψn1 + 2k
ω
n2
1
|φ(i0)|
)}
d(v, φ(M))
≤ kωnd(v, φ(M)).
as above. The evaluation of the case ar(u1) = 1 is much easier (so we omit it).
4.5.5 Construction of Υ̂ and Υ˜
In this sub-subsection, we construct the actions Υ̂ and Υ˜, see sub-subsection 4.5.1. This com-
pletes the proof of Theorem 4.5.1. Put J = [1, 2]. We first define a morphism of symmetric
spectra
Υn : (K(n) × J) ⊗ˆΓ(M)
⊗n −→ Γ(M)
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for each n ≥ 1 (see sub-section 2.2 for the definition of Γ(M)) Let u ∈ K(n), s ∈ J , and
〈φi, ǫi, si〉 ∈ Γ(M)ki be elements (i = 1, . . . , n). We put
Υn(u, s ; 〈φ1, ǫ1, s1〉, . . . , 〈φn, ǫn, sn〉) = 〈φ1 × · · · × φn, ǫ˜s, s1 ∧ · · · ∧ sn〉,
ǫ˜s = (2− s)ǫ˜(u ; (φ1, ǫ1), . . . , (φn, ǫn)) + (s− 1)min{ǫ1, . . . , ǫn}
(see sub-subsection 3.1.3 for the definition of ǫ˜). To define an action K˜(I˜M
•
) −→ I˜M
•
, we
shall define a morphism
Υ˜p1,...,pn : K(n) ⊗ˆ
n⊗
i=1
Map(F (M)⊗pi ,Γ(M))J −→ Map(F (M)⊗p1+···+pn ,Γ(M))J
for each n ≥ 1, p1, . . . , pn ≥ 0. By adjointness, this is equivalent to define a morphism
(K(n) × J) ⊗ˆ
n⊗
i=1
Map(F (M)⊗pi ,Γ(M))J ⊗ F (M)⊗p1+···+pn −→ Γ(M).
We define this morphism as the following composition:
(K(n) × J) ⊗ˆ
n⊗
i=1
Map(F (M)⊗pi ,Γ(M))J ⊗ F (M)⊗p1+···+pn
id×∆J×id−−−−−−−→(K(n) × J×n+1) ⊗ˆ
n⊗
i=1
Map(F (M)⊗pi ,Γ(M))J ⊗ F (M)⊗p1+···+pn
T
−→(K(n) × J) ⊗ˆ
n⊗
i=1
[J ⊗ˆ Map(F (M)⊗pi ,Γ(M))J ]⊗ F (M)⊗p1+···+pn
id×ev×n
J−−−−−−→(K(n) × J) ⊗ˆ
n⊗
i=1
Map(F (M)⊗pi ,Γ(M))⊗ F (M)⊗p1+···+pn
T
−→(K(n) × J) ⊗ˆ
⊗
[Map(F (M)⊗pi ,Γ(M))⊗ F (M)⊗pi ]
id×ev×n
F (M)
−−−−−−−→(K(n) × J) ⊗ˆΓ(M)⊗n
Υn−−→ Γ(M)
Here, ∆J : J → J×n+1 is the diagonal, and T is the appropriate transposition, and ev− is
the evaluation. We also define a morphism
Υ̂p1,...,pn : K(n) ⊗ˆ
n⊗
i=1
Map(F (M)⊗pi ,Γ(M)) −→ Map(F (M)⊗p1+···+pn ,Γ(M))
similarly to Υ˜ using the restriction of Υn to (K(n) × {1}) ⊗ˆΓ(M)⊗n.
Proposition 4.5.3. The collection {Υ˜p1,...,pn}n,p1,...,pn induce a well-defined action of K˜ on
I˜M
•
, which we denote by Υ˜, and the collection {Υ̂p1,...,pn}n,p1,...,pn induce a well-defined
action of K˜ on T•, which we denote by Υ̂. These two actions Υ˜, Υ̂ and the action Ω
constructed in sub-subsections 4.5.2, 4.5.4 satisfy the compatibility conditions 1,2 stated in
sub-subsection 4.5.1.
Proof. These are clear from the definition of Ω given in sub-subsections 4.5.2, 4.5.4 and the
conditions on ǫ˜, and (ψ˜-4), (ω-5).
If we replace ǫ˜s with min{ǫ1, . . . , ǫn} in the defintion of Υn, the action of K˜ on I˜M
•
becomes the one naturally induced by the associative product on T•.
By Proposition 4.5.3, we have completed the proof of Theorem 4.5.1.
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4.6 Comparison of A∞-structures on Tot and T˜ot
In this subsection, we prove Tot(X•) and T˜ot(X•) are weak equivalent as nu-A∞-ring spectra
for a cs-spectrum X• under some assumptions, see Corollary 4.6.3. To do this we use the
notion of colored operads. We mainly consider the case of non-symmetric operad as it is
enough for the A∞ or little 1-cubes case, but to prove Theorem 1.0.2 for general n, we need
to consider the symmetric case, which is completely analogous to the non-symmetric case.
In the last part of this subsection, we indicate the necessary changes for the symmetric case
and prove Theorem 1.0.2.
Definition 4.6.1. (1) A (non-symmetric topological) colored operad O consists of
1. a set Ob(O) whose elements we call objects (or colors) of O,
2. a family of spaces {O(c1, . . . , cn; d) ∈ CG | n ≥ 1, c1, . . . , cn, d ∈ Ob(O)},
3. a family of morphisms in CG,
(−◦−) : O(c1, . . . , cn; d)×
n∏
i=1
O(ei1, . . . , e
i
ki ; ci) −→ O(e
1
1, . . . , e
1
k1 , . . . , e
n
1 , . . . , e
n
kn ; d),
where c1, . . . , cn, d, e
i
1, . . . e
i
ki
∈ Ob(O), which we call the composition of O and
4. an element idc ∈ O(c; c) which we call the identity, for each c ∈ Ob(O),
which satisfy the associativity and unity lows which are exactly analogous to those of
operad. For a colored operad O and an object c ∈ Ob(O), we define an operad Oc by
Oc(n) = O(cn; c) with the composition induced by the composition of O. Here cn denotes
the n-tuple (c, c, . . . , c).
(2) Let O be a colored operad. An O-algebra X is a collection of objects of SP , {Xc}c∈Ob(O)
equipped with a morphism O(c1, . . . , cn; d) ⊗ˆ Xc1 ⊗ · · · ⊗ Xcn −→ Xd for each integer
n ≥ 1 and each tuple (c1, . . . , cn, d) ∈ Ob(O)n+1 which satisfies compatibility conditions
exactly analogous to those on algebras over an operad. For c ∈ Ob(O), we always regard
Xc as an Oc-algebra by the obvious way.
Theorem 4.6.2. Let O be a colored operad, and a, b two objects of O, and α ∈ O(a, b) an
element. Let X be an O-algebra. Then there exist
• a topological operad O˜ with two morphisms of operads ζa : O˜ → Oa, ζb : O˜ → Ob, and
• an O˜-algebra X˜ with two morphisms of symmetric spectra ηa : X˜ → Xa, ηb : X˜ → Xb
such that
1. ζc is compatible with ηc for c = a, b,
2. In Ho(CG) there exists an isomorphism O˜(n) ∼= Oa(n) ×hO(an; b) Ob(n) such that the
following diagram commutes for c = a, b:
O˜(n)
∼=
//
ζc
''P
PP
PP
PP
PP
PP
PP
Oa(n)×hO(an; b) Ob(n)
pc

Oc(n).
Here Oa(n)×hO(an; b) Ob(n) denotes the homotopy fiber product of the diagram:
Oa(n)
α◦−
−−−→ O(an; b)
−◦αn
←−−−− Ob(n), and pc the natural projection.
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3. ηa is a level equivalence and the following diagram commutes in Ho(SP):
X˜
ηa
//
ηb
  ❅
❅❅
❅❅
❅❅
❅ Xa
α∗

Xb
Here, α∗ is the evaluation of the structure morphism O(a; b) ⊗ˆ Xa −→ Xb at α.
Corollary 4.6.3. Let X• be a cs-spectrum. Suppose X• is given a structure of -object or
K˜-algebra. If the morphism Tot(X•)→ T˜ot(X•) induced by a weak equivalence f : ∆˜• → ∆•
is a stable equivalence, then Tot(X•) and T˜ot(X•) are equivalent as nu-A∞-ring spectra.
Proof of Corollary 4.6.3 assuming Theorem 4.6.2. We only prove the case of a-object. The
case of K˜-algebra is completely analogous.
We define a colored operad O as follows:
a = ∆•, b = ∆˜•,
O(c1, . . . , cn; d) = MapCG∆(d, c1 · · ·  cn),
where the composition is naturally defined using the composition of (CG∆)op. Clearly Oa = B
and Ob = B′. We put α = f . We define an O-algebra Y by Yc = MapCG∆(c,X
•) with
structure morphisms induced by the product on X•. Clearly Ya = Tot(X
•) and Yb =
T˜ot(X•). We apply Theorem 4.6.2 to (O, Y, α) and obtain an O˜-algebra Y˜ with morphisms
ηc : Y˜ → Yc (c = a, b). O˜ is an A∞-operad by the second condition of the theorem, and
the first and third conditions and the assumption of the corollary imply ηa and ηb are weak
equivalences of nu-A∞-ring spectra.
The rest of this subsection is devoted to the proof of Theorem 4.6.2. The main task
is the construction of the operad O˜. If the pullback Oa(n) ×O(an;b) Ob(n) has ’correct’
homotopy type, we may define the n-th space of O˜ as this pullback and the composition as
the component-wise composition. Our task is to construct a model of the homotopy pullback
Oa(n)×hO(an;b) Ob(n) which carries a unital and associative composition. O˜ is defined in the
part (5) of the following definition. It is something like ’multiple version’ of Moore’s loop
space. The reader who quickly wants to get some intuition may jump to Example 4.6.6.
Definition 4.6.4. Let O be a colored operad and a, b two objects of O, and α an ele-
ment of O(a ; b). Let R≥0 denote the space of non-negative real numbers with the usual
topology.
(1) We define an operad L as follows: Put L(n) = (R≥0)
×n. For l = (l1, . . . , ln) ∈ L(n)
and l′ = (l′1, . . . , l
′
m) ∈ L(m), the composition l ◦i l
′ ∈ L(n +m − 1) is given by l ◦i l′ =
(l1, . . . , li−1, li + l
′
1, . . . , li + l
′
m, li+1, . . . , ln). The unit is 0 ∈ R≥0.
(2) We give the set C := {a, b} an order b < a and give the n times product Cn the product
partial order. We regard Cn as a category in the usual manner. We define a functor
FO : C
n −→ CG as follows: We put FO(c) = O(c; b) for an element (object) c ∈ Cn, and
for two elements c = (c1, . . . , cn) and c
′ = (c′1, . . . , c
′
n) with c ≤ c
′, we put
FO(c ≤ c
′)(f) = f ◦ (β1, . . . , βn),
where βi = α if ci < c
′
i, and βi = id if ci = c
′
i.
(3) Let l ∈ L(n) and c = (c1, . . . , cn) ∈ Cn. We put
l0 = max{ li | i = 1, . . . , n}, l(c) =
{
0 if c = (a, a, . . . , a)
max{ li | ci = b} otherwise
.
We define a functor Gl : C
n −→ CG by Gl(c) = [ l(c), l0 ] and Gl(c ≤ c′) being the usual
inclusion (Note that l(c′) ≤ l(c) if c ≤ c′.)
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(4) For an element l ∈ L(n) let O¯(l) denote the set of all natural transformations Gl → FO.
So an element of O¯(l) is a collection {pc}c of paths pc : [l(c), l0] → O(c; b) which satisfy
certain compatibility condition. We define a space O(n) ∈ T OP as follows: As a set, we
put
O¯(n) =
∐
l∈L(n)
O¯(l).
The topology of O(n) is analogous to the compact-open topology of a mapping space.
The open subbasis is defined as follows: Let U be an open subset of L(n), K a compact
subset of R≥0 and {Vc}c∈Cn a collection of open subsets Vc of O(c; b). We put
B(U,K, {Vc}) = {(l, pc) ∈ O¯(n)| l ∈ U, pc(K ∩ [l(c), l0]) ⊂ Vc
∀c ∈ Cn}
The open sub-basis of O¯(n) is {B(U,K, {Vc})}U,K,{Vc}, where U (resp. K, Vc) runs
through all open sets (resp. compact sets, open sets). We define a map λn : O¯(n) →
O(an, b) by λn(l, {pc}c∈Cn) = pan(0). Clearly λn is continuous.
(5) We define an operad O˜ as follows: O˜(n) is the k-ification of the fiber product (in T OP)
of the following diagram:
Oa(n)
α◦−
−−−→ O(an, b)
λn←−− O¯(n),
Let (f ′, l′, {pc′}c′∈Cn) ∈ O˜(n), and (f ′′, l′′, {qc′′}c′′∈Cm) ∈ O˜(m). The i-th composition
(f, l, {rc}) = (f
′, l′, {pc′}) ◦i (f
′′, l′′, {qc′′})
is defined as follows: we put f = f ′ ◦i f ′′ and l = l′ ◦i l′′. For an element c =
(c1, . . . , cn+m−1) ∈ Cn+m−1, we define three elements c¯a, c¯b ∈ Cn, and c ∈ Cm by
c¯a = (c1, . . . , ci−1, a, ci+m, . . . , cn+m−1), c¯b = (c1, . . . , ci−1, b, ci+m, . . . , cn+m−1), and c =
(ci, . . . , ci+m−1). If l(c) ≤ l
′
i, we put
rc(t) =
{
pc¯a(t) ◦i f
′′ (l(c) ≤ t ≤ l′i)
pc¯b(t) ◦i qam(t− l
′
i) (l
′
i < t ≤ l0).
If l(c) > l′i, we put
rc(t) = pc¯b(t) ◦i qc(t− l
′
i).
Here, we regard pc¯a , pc¯b etc. as continuous maps from R by extending the domain using
constant maps if necessary.
(6) We define a morphism of operads ζa : O˜ → Oa as the projection to the first component,
and another morphism ζb : O˜ → Ob by (f, l, {pc}) 7−→ pbn(l0).
Remark 4.6.5. A more intuitive (but less convenient) description of O(l). Let L1 < · · · <
LN be the different values of l1, . . . , ln. Let cj be the minimum of c such that l(c) = Lj (so
cN = b
n). Then there is a natural bijection:
O(l) ∼= O(an; b)[0,L1] ×O(an;b) O(c1; b)
[L1,L2] ×O(c1;b) · · · ×O(cN−1;b) O(cN ; b).
Example 4.6.6 (O˜(1), O˜(2)). (1) An element of O˜(1) is a 4-tuple (f, l, p, q) consisting of
f ∈ O(a ; a), l ≥ 0, p ∈Map( [0, l ] ,O(a ; b)), q ∈ O(b ; b)
which satisfies α◦f = p(0) and p(l) = q◦α. For two elements (f, l, p, q), (f ′, l′, p′, q′) ∈ O˜(1),
the composition
(f¯ , l¯, p¯, q¯) = (f, l, p, q) ◦ (f ′, l′, p′, q′)
is defined as follows: We put f¯ = f ◦ f ′ and l¯ = l + l′, and define p¯ as in Figure (5). p¯
is actually continuous because p(l) ◦ f ′ = q ◦ α ◦ f ′ = q ◦ p′(0). Note that the definition
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of composition is similar to that of the product of Moore’s loop space. This composition is
clearly associative and the unit is (ida, 0, α, idb).
(2) An element of O˜(2) is (essentially) a 6-tuple (f, l1, l2, p, q, r) consisting of
f ∈ O(a2; a), l1 ≥ 0, l2 ≥ 0, p ∈Map([0, L1] ,O(a
2; b)),
q ∈Map([L1, L2] ,O(c1, c2 ; b)), r ∈ O(b
2; b),
where L1 is the smaller of l1, l2 and L2 is the larger, and (c1, c2) = (b, a) if l1 ≤ l2, and
(c1, c2) = (a, b) otherwise (see Figure 6). This 6-tuple is imposed the following conditions:
α ◦ f = p(0), p(l1) = q(l1) ◦1 α, q(l2) = r ◦2 α if l1 ≤ l2
α ◦ f = p(0), p(l2) = q(l2) ◦2 α, q(l2) = r ◦1 α otherwise.
For two elements (f, l1, l2, p, q, r) ∈ O˜(2), and(f ′, l′, p′, q′) ∈ O˜(1), the composition
(f¯ , l¯1, l¯2, p¯, q¯, r¯) = (f, l1, l2, p, q, r) ◦1 (f
′; l′, p′, q′)
is defined as follows: We put f¯ = f ◦ f ′, l¯1 = l1+ l′, l¯2 = l2, and r¯ = r ◦1 q′ and define p¯ and
q¯ as in Figure (7).
Now we shall define the O˜-algebra X˜ in Theorem 4.6.2.
Definition 4.6.7. Let O be a colored operad, and a, b two objects of O, and α ∈ O(a ; b).
Let X be an O-algebra.
(1) A symmetric spectrum X˜ is defined as follows: We first define a space X¯ ′k for each
k ≥ 0. An element of X¯ ′k is a pair (L, h) of non-negative number L ∈ R≥0 and a path
h : [0, L] → Xb,k. X¯ ′k is topologized analogously to O(n) in Definition 4.6.4. We define
X¯k as the k-ification of the quotient X¯
′
k/{(L, ∗L) | L ≥ 0} where ∗L denotes the constant
path at the base point, and regard the point represented by {(L, ∗L) | L ≥ 0} as the
base point of X¯k. The sequence X¯ = {X¯k}k is regarded as a symmetric spectrum in the
obvious manner. Then, we put
X˜ := Xa ×α,Xb,ev0 X¯,
where ev0 : X¯ → Xb is the evaluation at 0 ∈ [0, L]. We shall define an action of O˜ on X˜.
Let (f, l, {pc}) ∈ O˜(n) and (xi, 〈Li, hi〉) ∈ X˜ki (i = 1, . . . , n). The value of the structure
morphism O˜(n) ⊗ˆ X˜⊗n → X˜ ,
(x, 〈L, h〉) = (f, l, {pc})((x1, 〈L1, h1〉), . . . , (xn, 〈Ln, hn〉))
is defined as follows:
x = f(x1, . . . , xn),
L = max{l1 + L1, . . . , ln + Ln},
h(t) = pc(t)(h
′
1(t), . . . , h
′
n(t)).
In the last formula, we write c = min{ c′ | l(c′) ≤ t } and
h′i(t) =
{
xi t ≤ li
hi(t− li) otherwise,
and extend the domains of pc and h
′
i using constant maps if necessary.
(2) We define a morphism of symmetric spectra ηa : X˜ → Xa as the projection to the first
component, and another morphism ηb : →˜Xb by (x, 〈L, h〉) 7−→ h(L).
We shall show the definitions given above are well-defined.
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Lemma 4.6.8. For each n ≥ 0, the space O˜(n) is compactly generated.
Proof. It is enough to see the k-ification of O¯(n) is weak Hausdorff. We shall define a
continous monomorphism O¯(n) → L(n)×ˆ
∏ˆ
c
Map(R≥0,O(c, b)) by (l, {pc}) 7−→ (l, {p˜c}).
Here, p˜c is the extension of pc by a constant map and ×ˆ and
∏ˆ
denote the products in
T OP . Clearly, the k-ification of L(n)×ˆ
∏ˆ
c
Map(R≥0,O(c, b)) is weak Hausdorff and so is the
k-ification of O¯(n).
Lemma 4.6.9. The topological operad O˜ given in Definition 4.6.4, (5) is well-defined.
Proof. We use the notations in Definiton 4.6.4, (5). By naturality,
pc¯a(l
′
i) ◦i f
′′ = (pc¯b(l
′
i) ◦i α) ◦i f
′′ = pc¯b ◦i qam(0),
which implies rc : [l(c), l0] → O(c; b) is continuous. It is a trivial routine work to verify
{rc} forms a natural transformation and the composition of O˜ is associative. The unit is
(ida, l1 = 0, α, idb).
We shall show the composition is continuous. Let O˜′(n) denote the fiber product of the
diagram
Oa(n)
α◦−
−−−→ O(an, b)
λn←−− O¯(n),
in T OP . As the k-ification preserves products (see [11]), it is enough to show the map
(− ◦i −) : O˜
′(n)× O˜′(n) −→ O˜′(n+m− 1)
defined by the same formula as the composition of O˜ is continuous. Take elements (f ′, l′, {pc′}) ∈
O˜′(n) and (f ′′, l′′, {qc′′}) ∈ O˜′(m). Let R × B(U,K, {Vc}) be an open neighborhood of
(f, l, {rc}) := (f ′, l′, {pc′}) ◦i (f ′′, l′′, {qc′′}). Let L1 < · · · < LN be all the different values of
l1, . . . , ln+m−1. We put
Aj = {c ∈ C
n+m−1 | l(c) = Lj}.
Let j0 be the number such that Lj0 ≤ l
′
i < Lj0+1. Let j be a number with 1 ≤ j ≤ j0. By
an elementary argument, we see there exist
1. a number ǫj > 0,
2. an integer Mj ≥ 1,
3. a compact subset Kj,k ⊂ R≥0 for each k = 1, . . . ,Mj ,
4. an open subset W j,k(c¯b) ⊂ O(c¯b; b) for each k = 1, . . . ,Mj and c ∈ Aj ,
5. an open subset Xj,k(c) ⊂ O(c ; b) for each k = 1, . . . ,Mj and c ∈ Aj ,
6. an open subset Y j(c¯a) ⊂ O(c¯a; b) for each c ∈ Aj ,
7. an open subset Zj ⊂ Oa(n)
which satisfy the following conditions:
1. Kj,1 ∪ · · · ∪Kj,Mj = K ∩ [l′i , l0],
2. pc¯b(K
j,k
±ǫj) ⊂W
j,k(c¯b), qc(K
j,k
±ǫj − l
′
i) ⊂ X
j,k(c),
3. pc¯a(([Lj , l
′
i] ∩K)±ǫj) ⊂ Y
j(c¯a) and f
′′ ∈ Zj ,
4. (− ◦i −)(W j,k(c¯b)×Xj,k(c)) ⊂ Vc and (− ◦i −)(Y j(c¯a)× Zj) ⊂ Vc.
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Here, for a subset S ⊂ R≥0 and a number δ > 0, we use the following notations:
S±δ = {t ∈ R≥0 | [t− δ, t+ δ] ∩ S 6= ∅}, S − δ = {t | t+ δ ∈ S}.
Similarly, for a number j with j0 < j < N , we can take
1. a number ǫj > 0,
2. an integer Mj ≥ 1,
3. a compact subset Kj,k ⊂ R≥0 for each k = 1, . . . ,Mj ,
4. an open subset W j,k(c¯b) ⊂ O(c¯b; b) for each k = 1, . . . ,Mj and c ∈ Aj ,
5. an open subset Xj,k(c) ⊂ O(c; b) for each k = 1, . . . ,Mj and c ∈ Aj ,
satisfying conditions similar to the above first and second conditions (but in the first condi-
tion, l′i is replaced by Lj).
We put ǫ0 = min{|Lj − Lj′ | | j 6= j′} and put ǫ =
1
2 min{ǫ0, ǫ1, . . . , ǫN}. Let U1 × U2 ⊂
L(n) × L(m) be an open neighborhood of (l′, l′′) such that (− ◦i −)(U1 × U2) ⊂ U , and for
each (l¯′, l¯′′) ∈ U1×U2, max{|l¯′i− l
′
i|, |l¯
′′
i − l
′′
i |} < ǫ. Let R1×R2 ⊂ Oa(n)×Oa(m) be an open
neighborhood of (f ′, f ′′) such that (− ◦i −)(R1 ×R2) ⊂ R. We put
Dj,k = Kj,k±ǫj , E
j = ([Lj , l
′
i] ∩K)±ǫj ,
S1 = R1 ×
( N⋂
j=1
Mj⋂
k=1
B
(
U1, D
j,k, {W j,k(c¯b)|c ∈ Aj}
)
∩
⋂
j≤j0
B
(
U1, E
j , {Y j(c¯a)|c ∈ Aj}
))
⊂ O˜′(n)
S2 =
(
R2 ∩
⋂
j≤j0
Zj
)
×
N⋂
j=1
Mj⋂
k=1
B
(
U2, D
j,k, {Xj,k(c)|c ∈ Aj}
)
⊂ O˜′(m)
Here precisely speaking, {W j,k(c¯b)|c ∈ Aj} denotes the collection {W
j,k
c
′ }c′∈Cn defined by
W¯ j,k
c
′ =
{
W j,k(c¯b) if c
′ = c¯b for some c ∈ Aj
O(c′; b) otherwise
,
and {Y j(c¯a)|c ∈ Aj} and {Xj,k(c)|c ∈ Aj} are similarly understood.
By definition, (f ′, l′, {pc′}) ∈ S1 and (f ′′, l′′, {qc′′}) ∈ S2. We shall show (− ◦i −)(S1 ×
S2) ⊂ R × B(U,K, {Vc}). Take elements (f¯ ′, l¯′, {p¯′c′}) ∈ S1 and (f¯
′′, l¯′′, {q¯c′′}) ∈ S2 and
put (f¯ , l¯, {r¯c}) = (f¯ ′, l¯′, {p¯c′}) ◦i (f¯ ′′, l¯′′, {q¯c′′}). Take c ∈ Cn+m−1 and let l(c) = Lj . Then
l¯(c) ∈ (Lj − 2ǫ, Lj + 2ǫ). Take t ∈ [l¯(c), l¯0] ∩ K. If t ≤ l¯′i, as l¯
′
i < l
′
i + ǫ, we have t ∈ E
j ,
which implies r¯c(t) = p¯c¯a(t) ◦i f¯
′′ ∈ Vc. On the other hands, if t > l¯′i, as l¯
′
i ≥ l
′
i − ǫ, we have
t ∈ Dj,k and t − l′i − ǫ < t − l¯
′
i < t − l
′
i + ǫ, which imply p¯c¯b(t) ◦i q¯c(t − l¯
′
i) ∈ Vc. Thus, we
have (f¯ , l¯, {r¯c}) ∈ R×B(U,K, {Vc}).
Proof of the following lemma is similar to that of Lemma 4.6.9 and much easier so omitted.
Lemma 4.6.10. The O˜-algebra X˜ given in Definition 4.6.7, (1) is well-defined.
To prove Theorem 4.6.2, we need some lemmas. We shall define two continuous maps
F : O(n) −→ Ob(n), F ′ : Ob(n) −→ O(n) by F (l, {pc}) = pbn , and F ′(x) = (1n, {xc}), where
1n denotes (1, . . . , 1) ∈ L(n) and xc is defined by xc(t) = FO(bn ≤ c)(x).
Lemma 4.6.11. F and F ′ are homotopy equivalences which are homotopy inverse to each
other.
Proof. Clearly, F ◦F ′ is the identity, so it is enough to give a homotopy H : O(n)× [0, 2] −→
O(n) such that H0 = id and H2 = F ′ ◦ F . (ls, {psc}) = H(l, {pc}, s) is defined as follows.
When 0 ≤ s ≤ 1, we put ls(i) = (1−s)l(i)+sl(0), and ps
c
(t) = pc(t). (Note that l
s(i) ≥ l(i) so
this is possible.) When 1 ≤ s ≤ 2, we put ls(i) = (2− s)l(0)+ s− 1 and ps
c
(t) = pc(l(0)).
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Lemma 4.6.12. The map λn : O(n) −→ Oa(n) is a Serre fibration.
Proof. Consider a commutative diagram
Dk−1 × {1}
f
//
i1

O(n)
λn

Dk−1 × [0, 1]
g
// O(an, b)
We define a lift h : Dk−1 × [0, 1]→ O(n), Dk−1 × [0, 1] ∋ (u, s) 7→ (lu,s, pu,s
c
) by
(lu,1, {pu,1
c
}) = f(u), lu,s(i) = lu,1(i) + 1− s,
pu,s
c
(t) =
{
g(u, t) (0 ≤ t ≤ 1− s)
pc(t+ s− 1) (1− s ≤ t ≤ lu,s(i)).
Lemma 4.6.13. ηa defined in Definition 4.6.7,(2) is a level equivalence.
Proof. In fact, for each k ≥ 0, ηa,k : X˜k → Xa,k has a homotopy inverse: η′k : Xa,k →
X˜k, x 7→ (0, α(x)). A homotopy between η
′
k ◦ ηa,k and id is given by ((x, 〈L, h〉), s) 7→
(x, 〈sL, h|[0,sL]〉).
Proof of Theorem 4.6.2. The topological operad O˜ defined in Definition 4.6.4,(5) is well-
defined by Lemmas 4.6.8 and 4.6.9. Verification of the first condition of the theorem (com-
patibility of ζc with ηc) is trivial. The second condition easily follows from Lemmas 4.6.11,
4.6.12 and the equality λn ◦F
′ = αbn,an . The third condition also easily follows from Lemma
4.6.13.
Remark 4.6.14. It is straightforward to construct certain homotopy invariant version of
colored operad of morphisms by extending O˜. Here, the colored operad of morphisms of
a colored operad O is defined by saying that objects are 1-array morphisms of O and n-
array morphisms are pairs of n-array morphisms of O compatible with 1-array morphisms
at the sources and targets. In fact, O˜ will fit in it as the endomorphism operad of α. This
construction should be equivalent to a special case of internal hom-objects of dendoroidal
sets introduced by Moerdijk and Weiss [21]. Our construction is more intuitive and efficient
for our purpose i.e., we can easily determine the homotopy type of O˜(n) and construct the
accompanying algebra X˜.
We shall prove Theorem 1.0.2. We first state it more precisely. In [17] two operads Dn
and D˜n both of which are weak equivalent to the little n-cubes operads are introduced (see
sections 9 and 15 of [17]). In our notation, D1 = B and D˜1 = B˜. Let X• be a cosimplicial
space or symmetric spectrum. It is proved that a Ξn-algebra structure on X• (see Definition
4.5 and 8.4 of [17]) induces an action of Dn (resp. D˜n) on Tot(X•) (resp. T˜ot(X•)) in a
functorial way.
Theorem 4.6.15 (precise statement of Theorem 1.0.2). Let X• be a Ξn-algebra. Suppose
the morphism Tot(X•) → T˜ot(X•) induced from a weak equivalence ∆˜• → ∆• is a weak
equivalence. Then, there exist a symmetric operad O˜, O˜-algebra Y˜ , weak equivalences ζ1 :
O˜ → Dn, ζ2 : O˜ → D˜n of symmetric operads, and weak equivalences η1 : Y˜ → Tot(X•),
η2 : Y˜ → T˜ot(X•) such that ηi is compatible with ζi for i = 1, 2. Here a weak equivalence of
spaces or symmetric spectra means any of a weak homotopy equivalence, level equivalence,
or stable equivalence.
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Proof. A symmetric colored operad is a non-symmetric colored operad equipped with an
action of the k-th symmetric group Σk on each morphism spaceO(c1, . . . , ck; d) for each k ≥ 1.
Of course, this action and composition satisfy the compatibility analogous to (uncolored)
symmetric operads. If O is a symmetric colored operad, the space O˜(k) has a natural action
of Σk induced from that of O and permutations of components of L(k) = Rk≥0. Theorem
4.6.2 is still valid if we replace all morphisms of operads in the statement by morphisms of
symmetric operads. Now the proof of Theorem 4.6.15 is completely analougous to Corollary
4.6.3. The only necessary change is to replace c1 . . .  ck by Ξ
n
k (c1, . . . , ck) (see Definition
8.4 of [17]).
t
p¯(t) p(t) ◦ f q ◦ p′(t− l)
0 l l + l′
Figure 5: Composition of two elements (f, l, p, q), (f ′, l′, p′, q′) ∈ O˜(1)
p(t) ∈ O(a2; b) q(t) ∈ O(b, a; b)
0 l1 l2
(l1 ≤ l2)
p(t) ∈ O(a2; b) q(t) ∈ O(a, b; b)
0 l2 l1
(l1 > l2)
Figure 6: An element of O˜(2) (f ∈ Oa(2) and r ∈ Ob(2) are omitted)
4.7 Proof of Theorem 1.0.1 (2)
The following lemma easily follows from compatibility of totalization and homotopy pushout
in [5]
Lemma 4.7.1. The morphism Tot(L•)→ T˜ot(L•) induced by a weak equivalence ∆˜• → ∆•
is a level equivalence.
Let F : L• → X• be a term-wise stable fibrant replacement. We must prove the induced
morphism T˜ot(L•)→ T˜ot(X•) is a stable equivalence.
Definition 4.7.2. (1) We say a symmetric spectrum X is a strongly semi-stable object (
sss-object for short) if there exists a number α > 1 such that for sufficiently large k, the
canonical map πi(Xk)→ πi+1(Xk+1) is an isomorphism for 0 ≤ i ≤ αk.
(2) HZ ∈ SP denotes a fixed cofibrant model of the Eilenberg-MacLane spectrum of Z and
−⊗L HZ denotes the derived tensor product.
The first part of the following lemma trivially follows from the fact that stable fibrant
objects are Ω-spectra (in the sense of [12]) and the second part is proved in section 5.6 of[12].
Lemma 4.7.3 ([12]). (1) Any stable fibrant object is an sss-object.
(2) Any stable equivalence between sss-objects is a π∗-isomorphism.
Lemma 4.7.4. (1) A finite homotopy limit of sss-objects in the level model structure is also
a sss-object and is (weak equivalent to) the homotopy limit in the stable model structure.
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(2) If X is a sss-object, X ⊗L HZ is also a sss-object. (Note that X ⊗L HZ is well-defined
up to level equivalences, so this statement makes sense.)
(3) (−⊗L HZ) preserves finite homotopy limits in the stable model structure.
(4) For each p ≥ 0, Lp is a sss-object.
Proof. (1) follows from Lemma 4.7.3. (2) and (4) are trivial. (3) follows from the fact
that homotopy pullback squares and homotopy pushout squares coincide in the stable model
structure of SP .
Proposition 4.7.5. The morphism T˜ot(L•)→ T˜ot(X•) induced by F is a stable equivalence.
Proof. Let G : X• ⊗L HZ → Y • be a termwise stable fibrant replacement. (Note that we
must replace X• by a (stable) cofibrant object when we apply the derived tensor, but this
does not matter as a cofibrant replacement can be taken as a level equivalent object.)
We first prove the composition
T˜ot(X•)⊗L HZ −→ T˜ot(X• ⊗L HZ)
G∗−−→ T˜ot(Y •)
is a stable equivalence.
By Thom isomorphism, we have H˜t(L
s
k)
∼= Ht−k+d(M×n × (M × V˜k)) (d = dimM). So
NsH˜t(L
•
k) = 0 if t − k + d ≤ 2s. So N
sH˜St (L
•) = 0 if t ≤ 2s − d. Here Ns is the part of
degree s of the usual normalization and H˜St (X) = colimkHt+k(Xk). So we have
HSt (N
s(X•)) ∼= πSt ((N
sX•)⊗L HZ) ∼= πSt (N
s(X• ⊗L HZ))
∼= NsπSt (X
• ⊗L HZ) ∼= NsH˜St (L
•) = 0
if t ≤ 2s − d. (See [26] for Ns of a cosimplicial space and we apply it in the levelwise
manner.) Here, the first isomorphism is trivial, and the second one follows from Lemmas
4.7.3 and 4.7.4, (1),(2),(3) as Ns is a finite homotopy limit in the level model structure, and
the third is proved in [26], and the forth follows from Lemmas 4.7.3 and 4.7.4,(4). (For the
definition of Ns for cosimplicical spaces, see [26] and we apply it in a levelwise manner.) By
the Hurewicz theorem, this imply πSt (N
s(X•)) = 0 for t ≤ 2s− d. This and the homotopy
fiber sequence
ΩsNsX• → T˜ot
s
(X•)→ T˜ot
s−1
(X•)
(see [26]) implies T˜ot
s
(X•) → T˜ot
s−1
(X•) is s − d-connected. Here T˜ot
l
is the homotopy
limit of the restriction to the full subcategory of simplices of dimension ≤ l. Consider the
following diagram:
T˜ot(L•)⊗L HZ
F∗
//
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
T˜ot(X•)⊗L HZ //
G∗

T˜ot
s
(X•)⊗L HZ
G∗

T˜ot(Y •) // T˜ot
s
(Y •).
By the preceding argument and Hurewicz theorem, the top right arrow is s − d-connected.
Similarly, the right bottom arrow is also s− d-connected. As T˜ot
s
is a finite homotopy limit,
The right vertical arrow is a stable equivalence by Lemma 4.7.4 (3). Thus, the middle vertical
arrow is s− d-connected for all s ≥ 0 hence a stable equivalence. We easily see the slanting
arrow is also a stable equivalence using the homology spectral sequence of cosimplicial space.
Thus the top left horizontal arrow is also a stable equivalence. As the both object T˜ot(L•)
and T˜ot(X•) are connected, i.e., πSk = 0 for all sufficiently small k ∈ Z, and sss-objects by
Lemma 4.7.1, we see the morphism F∗ : T˜ot(L
•) → T˜ot(X•) is a stable equivalence by the
Hurewicz theorem.
Cohen-Jones isomorphism 59
We shall complete the proof of Theorem 1.0.1 (2). In fact, gathering results and construc-
tions we obtained by now, we have the following zig-zag of weak equivalences of nu-A∞-ring
spectra.
LM−τ
(A)
∼= Tot(L•)
(B)
≃ T˜ot(L•)
(C)
≃ T˜ot(IM•)
(D)
≃ T˜ot(THC•(A′, B))
(E)
≃ Tot(THC•(A′, B)) = THC(A′, B)
(F)
≃ THC(Q,Q)
The isomorphism (A) is given in subsection 4.2, and the equivalences (B) and (E) follow from
Corollary 4.6.3, Lemma 4.7.1 and the fact that THC•(A,B′) is a Reedy fibrant object ,which
implies the morphism Tot(THC•(A,B′))→ T˜ot(THC•(A,B′)) is a (level) equivalence.
By Lemma 4.3.2, the morphism p0 : IM
• → L• is a termwise level equivalence so induces
a level equivalence (p0)∗ : T˜ot(IM
•)→ T˜ot(L•). By the same lemma and the Atiyah duality
(Theorem 2.2.1 ), the morphism q¯2 in Definition 4.3.1 is a termwise stable equivalence. This
fact, Proposition 4.7.5, and the fact that THC•(A′, B) is termwise stable fibrant imply the
induced morphism (q¯2)∗ : T˜ot(IM
•) → T˜ot(THC•(A′, B)) is a stable equivalence. By these
facts and Theorem 4.5.1, the equivalences (C) and (D) hold. The equivalence (F) is proved in
Proposition 2.5.4. Thus, we have proved LM−τ and THC(Q,Q) are equivalent as nu-A∞-ring
spectra.
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(a) l1 + l
′ ≤ l2
t 0 l1 l1 + l
′ l2
p¯(t) p(t) ◦1 f
′ q(t) ◦1 p
′(t− l1)
q¯(t) q(t) ◦1 q′
(b) l1 ≤ l2 < l′ + l1
t 0 l1 l2 l1 + l
′
p¯(t) p(t) ◦1 f ′ q(t) ◦1 p′(t− l1)
q¯(t) r ◦1 p′(t− l1)
(c) l2 < l1
t 0 l2 l1 l1 + l
′
p¯(t) p(t) ◦1 f ′
q¯(t) q(t) ◦1 f ′ r ◦1 p′(t− l1)
Figure 7: Composition of (f ; l1, l2; p, q, r) ∈ O˜(2) and (f ′; l′; p′, q′) ∈ O˜(1)
