Abstract. Interval graphs are intersection graphs of closed intervals. A generalization of recognition called partial representation extension was introduced recently. The input gives an interval graph with a partial representation specifying some pre-drawn intervals. We ask whether we can add the remaining intervals and construct an extending representation. Two linear-time algorithms are known for solving this problem.
Introduction
The main motivation for graph drawing and geometric representations is finding ways to visualize some given data efficiently. The most famous representations are plane drawings, in which we draw a graph in the plane and we want to avoid (or minimize) crossings of edges. However, for certain types of graphs, intersection representations are more suitable. They represent each vertex by a geometrical object and encode the edges by intersections.
Interval Graphs. The most studied are interval graphs (INT), defined by Hájos [11] in 1957. An interval representation R is a collection of closed intervals { x : x ∈ V (G)} where x ∩ y = ∅ if and only if xy ∈ E(G). A graph is an interval graph if it has an interval representation; see Fig. 1a . Interval graphs have many applications. Already in 1959, Benzer [3] used them in his experimental study of DNA. For some time, interval graphs played an important role for the DNA hybridization [13] , in which short pieces of DNA are studied independently; currently the DNA is mostly analysed by direct scanning. Further applications include scheduling, psychology, archaeology, etc. [26, 24, 14] .
Interval graphs also have nice theoretical properties. They are perfect and closely related to path-width decompositions. They can be recognized in linear time [5, 9, 22] , and many hard combinatorial problems are polynomially solvable for interval graphs. Fulkerson and Gross [10] characterized them by consecutive orderings of maximal cliques (see Section 2 for details). This lead Booth and Lueker [5] to the construction of PQ-trees, which are an efficient data structure to deal with consecutive orderings, and have many other applications.
Chordal graphs (CHOR) are graphs having no induced cycle of length four or more, alternatively intersection graphs of subtrees of trees. Three vertices form an asteroidal triple if there exists a path between every pair of them avoiding the neighborhood of the third vertex. Asteroidal triple-free graphs (AT-FREE) are graphs containing no asteroidal triples. Lekkerkerker and Boland [21] characterized interval graphs as INT = CHOR∩AT-FREE. They described this characterization by minimal forbidden induced subgraphs which we call Lekkerkerker-Boland obstructions (LB); see Fig. 2 .
Partial Representation Extension. The partial representation extension problem was introduced by Klavík et al. [19] . For interval graphs, a partial representation R ′ is an interval representation { x ′ : x ∈ V (G ′ )} of an induced subgraph G ′ of G. The vertices of G ′ are called pre-drawn. A representation R of G extends R ′ if and only if it assigns the same intervals to the vertices of G ′ , i.e., x = x ′ for every x ∈ V (G ′ For interval graphs, the partial representation extension problem was solved in O(n 2 ) time in [19] , and currently there are two different linear-time algorithms [4, 18] for this problem. A linear-time algorithm for proper interval graphs and an almost quadratic-time algorithm for unit interval graphs are given in [16] . Polynomial-time algorithms are further known for circle graphs [7] , and permutation and function graphs [15] . The partial representation extension problems for chordal graphs [17] and contact representations of planar graphs [6] are NP-hard.
Partially embedded planar graphs can be extended in linear-time [1] . Even though every planar graph has a straight-line embedding, extension of such embeddings is NP-hard [23] . Kuratowski's characterization of minimal forbidden minors was extended to partially embedded planar graphs by Jelínek et al. [12] . (a) Our Results. In this paper, we generalize the characterization of Lekkerkerker and Boland [21] to describe extendible partial representations. We add two new classes of minimal obstructions: covered intersections (CI) and k-forced asteroidal triples (k-FAT). In a nutshell, the first class deals with situations where some interval w cannot be placed because its neighbors are completely covered by its non-neighbors (see Fig. 3a ). The second class deals with incorrect orderings of three disjoint intervals in which the middle interval blocks a part of the graph connecting the two outer intervals (see Fig. 3b and c). We formally define these obstructions in Section 4. We prove the following result: Theorem 1.1. A partial representation R ′ of G is extendible if and only if G and R ′ contain no LB, CI and k-FAT obstructions.
Our result is based on the characterization of extendible partial representations of [18] : a partial representation gives an interval ordering ⊳, and it is extendible if and only if there exists a consecutive ordering of the maximal cliques extending ⊳. We prove several structural results concerning PQ-trees and ⊳ using a modified version of PQ-trees introduced by Korte and Möhring [20] . Then, we get forbidden configurations of maximal cliques which we translate into minimal obstructions.
Since every minimal obstruction contains at most four pre-drawn intervals, we get the following Helly-type result as a straightforward corollary: Corollary 1.2. A partial representation is extendible if and only if every quadruple of predrawn intervals is extendible by itself while freeing the remaining pre-drawn intervals.
All previously known algorithms for partial representation extension are able to certify solvable instances by giving an extending representation. Using our minimal obstructions, we construct the first algorithm for partial representation extension certifying also non-extendible partial representations. Corollary 1.3. There exists an O(nm) certifying algorithm for the partial representation extension problem, where n is the number of vertices and m is the number of edges of the input graph. If the answer is "yes", it outputs an extending representation. If the answer is "no", it detects one of the minimal obstructions.
Structure. In Section 2, we describe minimal obstructions and introduce PQ-trees, which describe all interval representations of a graph. In Section 3, we state the characterization of extendible partial representations given in [18] . In Section 4, we formally define the minimal obstructions and show that every non-extendible partial representation contains one of the described minimal obstructions. We conclude the paper with two open problems.
Preliminaries
For a graph G, we denote by V (G) its vertices and by E(G) its edges. We denote the closed neighborhood of x by N [x]. Maximal cliques are denoted by the letters a to f , and vertices by the remaining letters. For an interval I, we denote its left endpoint by ℓ(I) and its right endpoint by r(I). An interval I is on the left of J if they are disjoint and r(I) ≤ ℓ(J). We sometimes interchange u and u .
Maximal Cliques. Fulkerson and Gross [10] proved the following fundamental characterization of interval graphs:
Lemma 2.1 (Fulkerson and Gross [10] ). A graph is an interval graph if and only if there exists a linear ordering < of its maximal cliques such that, for each vertex, the maximal cliques containing this vertex appear consecutively.
Proof (Sketch). See Fig. 4 for an example. The ordering < from the statement is obtained by sweeping an interval representation from left to right. By the Helly property, the intervals of every maximal clique have a non-empty intersection. For all maximal cliques, these intersections are disjoint and ordered from left to right. In the intersection of the intervals of a maximal clique a, we pick one point which we call a clique-point cp(a). The left-to-right ordering of these clique-points gives <.
To show the converse, we place the clique-points from left to right according to < and construct an interval representation by placing each interval on top of its clique-points and no others. This can be done, since the ordering places the maximal cliques containing each of the vertices consecutively.
⊓ ⊔
We call an ordering of the maximal cliques satisfying the statement of Lemma 2.1 as a consecutive ordering. We note that each interval graph has O(n) maximal cliques of total size O(n + m), and that they can be found in linear time [25] . Booth and Lueker [5] invented a data structure called PQ-trees which can efficiently work with consecutive orderings, and thus solved a long-standing open problem to recognize interval graphs in linear time.
PQ-trees.
A PQ-tree T is a rooted tree. Its leaves are in one-to-one correspondence with the maximal cliques. Its inner nodes are of two types: P-nodes and Q-nodes. Each P-node has at least two children, and each Q-node has at least three. Further, for every inner node, the ordering of its children is fixed. Every PQ-tree T represents one linear ordering < T of the maximal cliques called the frontier of T which is the ordering of the leaves from left to right.
Every PQ-tree T further represents other linear orderings. These orderings are frontiers of equivalent PQ-trees. A PQ-tree T ′ is equivalent to T if it can be constructed from T by a sequence of equivalent transformations of two types: (i) an arbitrary reordering of the children of a P-node, and (ii) a reversal of the order of the children of a Q-node. Figure 5a depicts two equivalent PQ-trees corresponding to the interval graph from Fig. 4 .
Booth and Lueker proved that, for every interval graph, there exists up to an equivalence transformation a unique PQ-tree representing all consecutive orderings of the maximal cliques. In other words, this tree describes all possible interval representations of this interval graph.
MPQ-trees.
For the purpose of this paper, we need more information about the way in which the vertices of the interval graph are related to the structure of the PQ-tree. This additional information is contained in the modified PQ-tree (MPQ-tree), introduced by Korte and Möhring [20] . We note that the same idea is already present in the paper of Colbourn and Booth [8] . The MPQ-tree is an augmentation of the PQ-tree in which the nodes of T have assigned subsets of V (G) called sections. To a leaf representing a clique a, we assign one section s(a). Similarly, to each P-node P , we assign one section s(P ). For a Q-node Q with subtrees T 1 , . . . , T n , we have n sections s 1 (Q), . . . , s n (Q), each corresponding to one subtree.
The section s(a) has all vertices contained in the maximal clique a and no other maximal clique. The section s(P ) of a P-node P has all vertices that are contained in all maximal cliques of the subtree rooted at P and in no other maximal clique. Sections of Q-nodes are more complicated. Let Q be a Q-node with subtrees T 1 , . . . , T n . Let x be a vertex contained only in maximal cliques of the subtree rooted at Q, and suppose that it is contained in maximal cliques of at least two subtrees. Then x is contained in every section s i (Q) such that some maximal clique of T i contains x. Korte and Möhring [20] state the following properties:
-Every vertex x is placed in the sections of exactly one node of T . In the case of a Q-node, it is placed in consecutive sections of this node. -For a Q-node Q, if x is placed in a section s i (Q), then x is contained in all cliques of T i .
-Every section of a Q-node is non-empty. Moreover, two consecutive sections have a nonempty intersection. -A maximal clique contains exactly those vertices contained in the sections encountered when we traverse the tree from the corresponding leaf to the root.
, then we could exchange T i and T j and we would obtain a valid MPQ-tree for G. Since n ≥ 3, this yields a contradiction with the fact that the only possible transformation of a Q-node is reverting the order of its children.
⊓ ⊔
Let N be a node of the MPQ-tree. By G[N ] we denote the subgraph induced by all the vertices in the sections of the subtree rooted at N . Similarly, for a subtree T ′ , we denote the subgraph induced by the vertices in its sections by
Lemma 2.3. Let N be an inner node of an MPQ-tree.
is not connected, we can swap the components arbitrarily.
Since N has at least three children, this would contradict only two possible orderings of the subtrees. Alternatively, it follows from the facts that the vertices in any section form a clique, and that any two consecutive sections of N have non-empty intersection.
(ii) The first statement is clear. For the second part, notice that if G[T i ] is not connected, we can permute the connected components of T i arbitrarily with the other children of N . Therefore T i would not be a child of N , but there would be a child for each of its connected components.
⊓ ⊔ Let Q be a Q-node and i < j. Suppose x and y be two vertices of
, where x is either in T i or s i (Q) and y either in T j or s j (Q). A path between x and y is called Q-monotone if all inner vertices of this path belong to the sections of Q, and their leftmost/rightmost sections strictly increase.
Lemma 2.4. Let C be any induced subgraph of G[Q]. As defined above, every shortest path from x to y in C is Q-monotone.
Proof. If a shortest path from x to y would not be monotone, then we could shorten it. ⊓ ⊔
Characterizing Extendible Partial Representations
In this section, we restate a characterization of extendible partial representations due to Klavík et al. [18] which generalizes the theorem of Fulkerson and Gross [10] . The characterization derives from R ′ a partial ordering ⊳ such that the consecutive ordering of the maximal cliques of any extending representation R extends ⊳.
Restricting Clique-points. Suppose that there exists a representation R extending R ′ . Then R gives some ordering < of the maximal cliques from left to right. We want to show that pre-drawn intervals give some constraints which partially specify this ordering. For a maximal clique a, let P (a) denote the set of all pre-drawn intervals that are contained in a. Recall that a clique-point cp(a) is some point chosen from the intersection of all intervals of a in an interval representation. Then P (a) restricts the possible position of the clique-point cp(a) to only those points x of the real line which are covered in R ′ by the pre-drawn intervals of P (a) and no others. We denote this by ↓ a and formally: See Fig. 6 . Equivalently, ↓ a is defined in [2] as
We are interested in the extremal points of ↓ a . By (a) (resp. (a)), we denote the infimum (resp. the supremum) of ↓ a . We use an open interval I a = ( (a), (a)) to represent ↓ a . This does not imply that cp(a) can be placed to all points between (a) and (a) (see ↓ b in Fig. 6 ).
The Interval Order ⊳. In this paper, we extend these results by showing an additional property of ⊳. We say that a pair of intervals I a and I b single overlaps if both I a \ I b and I b \ I a are non-empty. There are two reasons for the position of (a). Either some pre-drawn interval of P (a) ends in (a), or a sequence of pre-drawn intervals not in P (a) covers everything between (a) and the leftmost right endpoint of some interval of P (a). In the former case, P (b) is superset of P (a), so this pre-drawn interval also ends for P (b) and (b) ≤ (a). In the latter case, this sequence cannot be placed in P (b) since all intervals of P (b) already appear to the left of (a), so again (b) ≤ (a).
⊓ ⊔
If no single overlaps are allowed, every pair of intervals is either disjoint, or one interval is contained in the other (possibly the intervals are equal). This type of interval orderings is very simple and has not been much studied. We note that graphs having interval representations with no single overlaps are called trivially perfect. By examining the above proof, we get the following useful dichotomy: Lemma 3.3. Let I a and I b be two intervals:
-If I a and I b are disjoint, then P (a) \ P (b) and P (b) \ P (a) are non-empty.
-If I a is contained in I b , then P (a) ⊇ P (b). Strict containments correspond to strict inclusions. ⊓ ⊔
Minimal Obstructions for Partial Representations
In this section, we describe minimal obstructions which make a partial representation nonextendible. Then we use PQ-trees and the characterization described in Section 3 to show that every non-extendible partial representation contains one such obstruction.
Minimal Obstructions. Every obstruction consists of a graph H and a non-extendible partial representation R ′ H . We describe H using finitely many vertices and induced paths. For inner vertices of the induced paths, we specify their adjacencies with the remainder of H. Since these induced paths do not have fixed lengths, each description having at least one induced path defines an infinite class of forbidden subgraphs H.
An obstruction consisting of H and R ′ H is contained in G and R ′ if (i) H is an induced subgraph of G, (ii) the pre-drawn vertices of H are mapped to pre-drawn vertices of G, and (iii) the endpoints in R ′ H are ordered the same as the endpoints of the corresponding predrawn vertices in R ′ . An obstruction is minimal if it becomes extendible if any vertex or induced path is removed, or some pre-drawn interval is made free by removing it from the partial representation R ′ H . Aside the already described the minimal LB obstructions of [21] with R ′ H = ∅, given in Fig. 2 , we have two other classes we describe now.
CI obstructions. A class of covered intersection obstructions, each described by at most 5 vertices, at most one induced path and at most 4 pre-drawn vertices; see Fig. 3a . Let u and v be two pre-drawn vertices such that ℓ(u) ≤ ℓ(v) ≤ r(u) ≤ r(v) (possibly u = v). Further, let x and y be two pre-drawn vertices such that x covers ℓ(v) and y covers r(u) (again, possibly x = y).
The vertices x and y, if x = y, are connected by an induced path P . Another vertex w is non-adjacent to x, y and the inner vertices in P , but adjacent to u and v. The vertices u and v are adjacent to x, y and the inner vertices in P . These obstructions are called CI because the entire intersection of u and v is covered by x, y and P , so w cannot be represented.
Some of the defined CI obstructions are not minimal. For instance, if entire u is covered by x, we do not need v, y, and P . To get minimal obstructions, we prune the CI obstructions and we ignore those which are not minimal. Figure 7 depicts all minimal CI obstructions.
k -FAT obstructions. A class of forced asteroidal triple obstructions consists of obstructions containing 3 pre-drawn vertices and k induced paths P 1 , . . . , P k . The obstructions are defined inductively; the first two obstructions 1-FAT and 2-FAT are depicted in Fig. 3b and c, respectively.
The 1-FAT obstruction consists of three pre-drawn non-adjacent vertices x 1 , y 1 and z 1 such that y 1 is between x 1 and z 1 . Further, x 1 and z 1 are connected by an induced path P 1 and y 1 is non-adjacent to the inner vertices of P 1 .
Let H k−1 be a graph for (k − 1)-FAT. To get k-FAT, we add to H k−1 two vertices x k and v k connected by an induced path P k . We name y k = z k−1 and z k = y k−1 . Concerning edges, v k is adjacent to all vertices of H k−1 , except for x k−1 . All vertices of H k−1 are non-adjacent to x k and to the inner vertices of P k . Further, for k > 1, we allow P 1 to be just a single edge, so x 1 can be adjacent to z 1 . The graph H k has exactly 3 pre-drawn vertices x k , y k and z k such that y k is placed in R ′ H k between x k and z k . The role of x k , P k and v k is to force x k−1 to be placed on the other side of z k = y k−1 than y k = z k−1 , thus forcing the (k − 1)-FAT obstruction of H k−1 . Proof. Non-extendibility is trivial for CI and 1-FAT. For k-FAT, in any representation v k covers y k . Therefore x k−1 has to be placed in such a way that y k−1 is between z k−1 and x k−1 . To the rest, we just use the induction hypothesis that a partial representation containing (k − 1)-FAT is non-extendible.
The minimality of CI follows from the pruning, and the minimality of 1-FAT can be easily argued. Concerning k-FAT, we prove its minimality by analysing cases. If we free one predrawn interval, the intervals x k , y k , z k can be placed so that y k is not between them, which makes the partial representation extendible; this can be proved by induction. If we remove one of the vertices or induced paths, it is easy to observe that this makes the obstruction extendible.
⊓ ⊔ Testing Extendibility. For any two disjoint subtrees T i and T j of the PQ-tree T , we write T i ⊳ T j if and only if there exist cliques a ∈ T i and b ∈ T j such that a ⊳ b. This means that ⊳ forces all maximal cliques of T i to appear on the left of the maximal cliques of T j . Fig. 8 . This example is from [18] . We show from left to right how the reordering algorithm works. We depict comparable pairs of maximal cliques by directed edges. The processed trees are contracted into a vertex. First, we reorder the highlighted P-node on the left. The subdigraph induced by a, b and c has the topological sort b → a → c. We contract this subtree T1 into a vertex. Next, we keep the order of the highlighted Q-node and contract its subtree T2 into a vertex. When we reorder the root P-node, the algorithm finds a two-cycle between T1 and T2, and outputs "no". Notice that the original digraph ⊳ is acyclic, just not compatibly with the structure of the PQ-tree.
For a given interval graph G, a PQ-tree T represents all feasible orderings of the maximal cliques. By Lemma 3.1, a partial representation is extendible if and only if there exists a reordering T ′ of T such that the frontier of T ′ extends ⊳. The paper [18] gives two algorithms for this: one for an arbitrary partial ordering ⊳, and a faster one for interval orders. For our purpose, it is sufficient to describe the former simpler one.
The algorithm processes the PQ-tree T from the bottom to the root. When a P-node is processed, we test whether there exists a linear extension of ⊳ on its subtrees. It exists if and only if ⊳ induced on its subtrees is acyclic. If there exists a cycle, the PQ-tree cannot be reordered according to ⊳. When a Q-node is processed, there are two possible orderings of its subtrees, and we just check whether one of them is compatible with ⊳.
If a partial representation is not extendible, we know that this reordering fails in some node of T . See Fig. 8 for an example. A node which cannot be reordered is called obstructed. A set of maximal cliques creates an obstruction if the ordering of this set in ⊳ already makes the node obstructed.
This result is key for our characterization of minimal obstructions. We can divide the argument according to the type of an obstructed node of T .
Obstructed leaves -unplaceable clique-points
Suppose that some clique-point a cannot be placed at all, so ↓ a = ∅. Then (a) = ∞ and (a) = −∞. In terms of ⊳, we get a ⊳ a. Since ⊳ is a strict partial ordering, this already makes the partial representation non-extendible.
Lemma 4.2 (The leaf case).
If a leaf is obstructed, G and R ′ contain a CI obstruction.
Proof. We name the vertices as in the definition of the CI obstructions. Suppose that the leaf corresponds to a maximal clique a such that a ⊳ a, so ↓ a = ∅. We know that I a is a subinterval of ∩ z∈P (a) z ′ . To describe this intersection, we consider two extremal intervals of P (a). Let u ∈ P (a) be an interval with the left-most right endpoint r(u) and let v ∈ P (a) be an interval with the right-most left endpoint ℓ(v) (possibly u = v). We know that
Since ↓ a = ∅, there is a finite set of pre-drawn intervals not contained in P (a) covering [ℓ(v), r(u)]. Let x be one such interval covering ℓ(v) and let y be one such interval covering r(u) (again, possibly x = y). Let P be a shortest path from x to y consisting of pre-drawn intervals not in P (a).
We claim that the relative pre-drawn position of u, v, x, and y already makes the partial representation non-extendible. The maximal clique a does not contain any vertex of P . Since G is an interval graph, consider any of its interval representations. This representation places all intervals of P to one side of cp(a), say to the right. Let w ∈ a be an interval with the leftmost right endpoint. Since a is a maximal clique, w is non-adjacent to all vertices of P . (Otherwise all vertices of a would be adjacent to some vertex of P , making a not maximal.)
It follows that these at most five vertices together with P create a CI obstruction. We note that this obstruction might not be minimal, but we can remove some vertices and get a minimal CI obstruction in G and R ′ . ⊓ ⊔
Obstructed P-nodes
Suppose that the reordering algorithm fails for a P-node. Then we have some cycle T 1 , . . . , T n on its subtrees such that
We start by showing that the specific structure of ⊳ forces the existence of a two-cycle.
Lemma 4.3. If a P-node is obstructed, then it has two subtrees T 1 and T 2 such that
Proof. The proof is illustrated in Fig. 9a . Let T 1 , . . . , T n be a shortest cycle for the obstructed P-node. To get a contradiction, we assume n ≥ 3. Since T 1 ⊳ T 2 , there exist a ∈ T 1 and b ∈ T 2 such that a ⊳ b. Similarly, there exist c ∈ T 2 and d ∈ T 3 such that c ⊳ d. We know that I a is on the left of I b , and I c is on the left of I d . We analyze the remaining relative positions. First, I d cannot be on the right of I a , since otherwise we would have T 1 ⊳ T 3 and we would get a shorter cycle. Also, I d cannot be on the left of I b , since we would get T 3 ⊳ T 2 , so T 2 and T 3 would form a two-cycle. According to Lemma 3.2, the only remaining case is that I d contains both I a and I b . Therefore, I c is on the left of I a , so T 2 ⊳ T 1 and we get a two-cycle. In all cases, we find a shorter cycle, contradicting our assumption.
⊓ ⊔ For a two-cycle, we know that at most four cliques are sufficient to create this cycle. So far, aside from Lemma 3.2, we have not yet used that ⊳ arises from a partial interval representation. By additional structural properties of the MPQ-tree, we can show that three cliques always suffice to create a cycle. It remains to put these results together and characterize the only possible obstruction for a P-node. Lemma 4.5 (The P-node case). If a P-node is obstructed, G and R ′ contain a 1-FAT obstruction.
Proof. According to Lemma 4.3, the obstructed P-node has a two-cycle in ⊳. By Lemma 4.4, there are three cliques defining this cycle. Let a ∈ T 1 and b, c ∈ T 2 such that c ⊳ a ⊳ b. Thus we have three non-intersecting intervals I c , I a and I b ordered as in Fig. 10 . To construct a 1-FAT, we need to relate them to three pre-drawn intervals x 1 , y 1 and z 1 .
By Lemma 3.3, there exist x 1 ∈ P (c) \ P (a) and z 1 ∈ P (b) \ P (a). Both x 1 and z 1 are contained in the sections of T 2 , so x 1 is pre-drawn on the left of I a , and z 1 is pre-drawn on the right of I a . Similarly, there exists some y 1 ∈ P (a) \ P (c). Thus, y 1 is contained in the sections of T 1 , and it does not intersect x 1 and z 1 . Since G[T 2 ] is connected by Lemma 2.3(i), there exists a path P 1 from x 1 to z 1 such that all inner vertices are non-adjacent to y 1 . We get a 1-FAT obstruction.
⊓ ⊔
Obstructed Q-nodes
We start by introducing some terminology: We say that we flip the partial representation vertically when we map every x ∈ R to −x. This reverses the ordering ⊳. Clearly, there exists Suppose that a Q-node with subtrees T 1 , . . . , T n is obstructed. This means that the two possible orderings of this Q-node are not compatible with ⊳. Notice that there are at most four cliques creating this obstruction. As in the case of obstructed P-nodes, we first prove that three cliques are sufficient to create an obstruction. Proof. Suppose that an obstruction is created by four cliques a ∈ T α , b ∈ T β , c ∈ T γ and d ∈ T δ such that α < β, γ < δ, a ⊳ b, and c ⊲ d. We know that I a is on the left of I b and I c is on the right of I d . We show that one of the four cliques can be ignored and the remaining three already create an obstruction.
The four subtrees T α , T β , T γ and T δ are not necessarily distinct. We consider all possible orderings < of the four indexes α, β, γ and δ. We classify them in three general cases: α < γ < δ, γ < α < β, and α = γ. In the first two cases, a and c belong to different subtrees, while in the last case they belong to the same subtree.
Case 1: α < γ < δ (see Fig. 11a Case 2: γ < α < β. By flipping the real line vertically, we revert ⊳ and we get Case 1 for a swapped with c, and b swapped with d. We already know that one of the four cliques can be ignored, and by flipping back we can ignore the same clique in Case 2.
Case 3: α = γ (see Fig. 11b ). If I c does not intersect I b , or I d does not intersect I a , it is easy to see that we can ignore one of the four cliques. Suppose next that these intersections occur. Then d ⊳ b. If δ < β or β < δ, we can again ignore one clique. It only remains to consider the case where α = γ < β = δ.
The rest is exactly the same as in the proof of Lemma 4.4. The intervals I c and I a are non-intersecting and belong to the same subtree. Therefore, by Lemma 3.3, there exist x ∈ P (a) \ P (c) and y ∈ P (c) \ P (a). These vertices belong to sections of T α , so P (a) ⊆ P (d) and P (c) ⊆ P (b). By Lemma 3.3, this implies that I c is strictly contained in I b and I a is Fig. 12 . On the left, the derived pre-drawn intervals x, y and z. On the right, the situation for si(Q) sj(Q).
strictly contained in I d . But the same argument holds for a swapped with b and c swapped with d. We obtain a contradiction.
⊓ ⊔
By the previous lemma, we can assume that a minimal obstruction involves only three cliques a, b and c. These three cliques belong to either three or two different subtrees. We first deal with the latter case, which is simpler and similar to Lemma 4.5.
Lemma 4.7 (The Q-node case A). If the three cliques creating the obstruction belong to two different subtrees, then G and R ′ contain a 1-FAT or a 2-FAT obstruction.
Proof. We can assume, up to renaming and reversing the Q-node, that a ⊳ b ⊳ c, and for some i < j we have a, c ∈ T i and b ∈ T j . Therefore, we get that I a is on the left of I b , which is on the left of I c . Since I a is not intersecting I c , we have by Lemma 3.3 that there exist x ∈ P (a) \ P (c) and z ∈ P (c) \ P (a). Therefore, both x and z are in sections of T i , not in s i (Q), and therefore not in P (b). Thus, x is pre-drawn on the left of I b and z is pre-drawn on the right of I b . Similarly for b, we get y ∈ P (b) \ P (a). Therefore, y is not in s i (Q), and so y / ∈ P (c). It follows that y lies between x and z. See Fig. 12 on the left. By Lemma 2.2, we know that s i (Q) = s j (Q). If s i (Q) ⊆ s j (Q), then there exists some w such that w ∈ s i (Q) and w / ∈ s j (Q). Therefore, wx, wz ∈ E(G) and wy / ∈ E(G), and so x 1 = x, y 1 = y, z 1 = z and P 1 = xwz form a 1-FAT obstruction. It remains to deal with the case where s i (Q) s j (Q), which leads to a 2-FAT obstruction; see Fig. 12 on the right.
Consider the set W = s j (Q) ∩ s i (Q). Let v 2 be a vertex of W which ends in the sections of the Q-node, most to the left, i.e., v 2 minimizes the value max w∈s k (Q) k among all w ∈ W . Let C be the component of G[Q] \ W containing y. Since s j (Q) \ W is non-empty, C consists of the vertices of at least two subtrees of the Q-node. If v 2 is adjacent to all vertices of C, we can flip the ordering of this component which contradicts only two possible orderings for the Q-node. Therefore v 2 is not adjacent to all vertices of C. We choose x 1 ∈ C \ N [v 2 ] such that it is a neighbor of some vertex of N [v 2 ]. Then there exists a path P 1 from y to x 1 whose inner vertices are adjacent to v 2 . It follows that x 2 = x, y 2 = y, z 2 = z, P 2 = x 2 v 2 , v 2 , x 1 , and P 1 define a 2-FAT obstruction.
For three different subtrees, the situation is more complex. The fundemantal idea for the proof is contained in the last paragraph of the previous proof. We apply it repeatedly, which leads to some k-FAT obstruction. are done. Otherwise, we recurse on a smaller part of the Q-node where we find an almost (k − 1)-FAT obstruction, with the only difference that the vertex x k−1 is free. Together with some vertices in the remainder of the Q-node, we obtain a k-FAT obstruction. Let k be some yet unspecified integer, determined by the recursion. Throughout the proof, we denote the vertices as in the definition of k-FAT.
We have three cliques a ∈ T α , b ∈ T β and c ∈ T γ such that α < β < γ. In principle there are four cases, but all of them can be reduced to one by flipping the partial representation and using the transitivity of ⊳; see Fig. 13 . Therefore, it is sufficient to solve the following single case in which a ⊳ b ⊲ c. We get a k-FAT obstruction having x k on the left of y k . For the flipped configurations (in the bottom of Fig. 13 ), we get this k-FAT obstruction flipped, placing x k to the right of y k .
Since a ⊳ b ⊲ c, both I a and I c appear on the left of I b . Therefore, there exist x k ∈ P (a)\P (b) and y k ∈ P (c)\P (b). Both x k and y k are not contained in s β (Q), thus x k y k / ∈ E(G) and we get x k / ∈ P (a) and y k / ∈ P (c). Consequently, I a and I c are disjoint. Without loss of generality, we assume that I a is on the left of I c , otherwise we flip the Q-node and swap a with c. Further, there exists z k ∈ P (b) \ P (a), on the right of y k . Similarly as in the proof of Lemma 4.7, we get three disjoint pre-drawn intervals x k , y k and z k ordered as in Fig. 14 on the left.
We want to argue that this ordering is incorrect, since in every representation z k has to be placed between x k and y k . We find a k-FAT obstruction in G [Q] . Suppose that there exists a path from x k to z k such that all inner vertices are non-adjacent to y k . Then k = 1 and we get a 1-FAT obstruction. It remains to deal with the harder case where no such path exists.
Let C(x k ) be the connected component of
We denote by W k the subset of N [y k ] adjacent to some vertex of C(x k ); see
14. On the left, the derived position of the pre-drawn intervals x k , y k and z k . In the middle, the construc-
. On the right, the Q-node with the three considered subtrees and the intervals of W k depicted in its sections.
Fig. 14 in the middle. It follows that every vertex of W k is also adjacent to z k since the vertices of C(x k ) appear only in sections and subtrees to the left of β. Therefore, every vertex of W k has to be in the sections of Q and stretches from the left of s β (Q) to s γ (Q), so it is in s β (Q) and intersects z k ; see Fig. 14 on the right. In other words, W k ⊆ s β (Q) ∩ s γ (Q). Next, we describe some structural properties. Let C be a connected component of G[Q] \ W k . If it contains a vertex from some section of Q, then C consists of at least two consecutive sections of Q and their subtrees, and we call C big. Otherwise, it consists of some vertices of some subtree of Q, and we call it small. The section above a subtree containing a small component is a subset of W k . In particular, if two small components are placed in two different subtrees, the two sections above these subtrees are necessarily different.
As in the proof of Lemma 4.7, let v k be a vertex of W k which ends in the sections of the Q-node most to the left, i.e., v k minimizes the value max w∈s i (Q) i among all w ∈ W k . Let P k be a shortest path from x k to v k , with all inner vertices in C(x k ); see Fig. 14 on the right.
The graph G[Q]\W k is disconnected, specifically x k and z k belong to different components. Let us denote the connected component containing y k by C(y k ), and the one containing z k by C(z k ). There are two possible cases: Either C(y k ) = C(z k ), or C(y k ) = C(z k ). Both components C(y k ) and C(z k ) cannot be small, since otherwise we would get s β (Q) = W k = s γ (Q) which is impossible by Lemma 2.2.
Case 1: Suppose that C(y k ) = C(z k ). This case is very similar to the proof of Lemma 4.7 and we get a 2-FAT obstruction; so k = 2. Every vertex of W k is adjacent to some vertex of C(x k ) and to some vertex of C(y k ). Therefore, it has to be adjacent to every vertex of C(z k ). If C(z k ) is big, then we can reverse its sections in the Q-node. This would give further orderings of the maximal cliques, compatible with the interval graph, but not feasible for Q. Therefore C(z k ) has to be small, and so C(y k ) has to be big.
Let us set y k−1 = z k and z k−1 = y k . The vertex v k cannot be universal for C(y k ), since otherwise every vertex of W k would be universal and we could similarly reverse C(y k ) in Q. So v k is contained in some rightmost section s i (Q), and consider the next section s i+1 (Q). If some vertex of s i+1 (Q) is non-adjacent to v k , we choose it as x k−1 . Otherwise, we choose x k−1 to be a vertex from a section of T i+1 . Let P k−1 be a shortest path from x k−1 to z k−1 in C(y k ). By Lemma 2.4, all inner vertices of P k−1 are adjacent to v k . Since this path is entirely in C(y k ), the inner vertices are non-adjacent to y k−1 , x k and P k . We have constructed a 2-FAT obstruction.
Case 2: We know that C(y k ) = C(z k ) and this component is certainly big. Therefore, similarly as above, v k cannot be universal for this component. In the same way as in Case 1, we put y k−1 = z k and z k−1 = y k , and choose x k−1 ∈ C(y k ). Again, every shortest path from x k−1 to z k−1 has all inner vertices adjacent to v k . Since all vertices of C(y k ) are non-adjacent to x k and P k , every shortest path satisfies this as well. Further, x k−1 is a non-neighbor of y k−1 , since otherwise it would be a neighbor of v k . There certainly exists a shortest path from x k−1 to z k−1 in C(y k ), but we cannot guarantee that the inner vertices of this path are non-adjacent to y k−1 . We solve this issue by applying the entire argument of this proof recursively to C(y k ).
In every representation extending the partial representation, we know that the intervals of C(x k ) form a connected subset of the real line placed to the left of y k . Therefore, v k stretches from C(x k ) to z k , completely covering y k . So x k−1 has to be placed to the right of z k = y k−1 in every extending representation. Again, y k−1 has to be placed in between of x k−1 and z k−1 . We assume that x k−1 is pre-drawn on the right of y k−1 and repeat the same argument for the graph induced by C(y k ), where the role of x k , y k and z k is played by x k−1 , y k−1 and z k−1 , respectively. (The ordering of the pre-drawn intervals is flipped.)
Formally, we prove the statement by induction on, say, the size of C(y k ) and this entire proof shows the induction step. By the induction hypothesis, we find a (k−1)-FAT obstruction. By making x k−1 free and adding x k , v k and P k , we get a k-FAT obstruction in the original partial representation. Clearly v k is adjacent to the entire (k − 1)-FAT obstruction with the exception of x k−1 , since all further vertices appear in C(y k ) to the left of x k−1 . By the same reason, they are non-adjacent to the inner vertices of P k and to x k , as required.
To make the argument complete, we should check that all the assumptions used throughout the proof apply recursively, in particular the arguments concerning non-universality of v k−1 and reversing big components. This is true because both components C(y k−1 ) and C(z k−1 ) of C(y k ) \ W k−1 appear to the left of x k−1 , so v k and the other vertices of W k are universal for them. This property is preserved throughout the recursion, so C(y ℓ ) and C(z ℓ ) are completely adjacent to all vertices of W k , W k−1 , . . . , W ℓ+1 . Similarly, the rest of the inductive proof can be formalized.
Proof of the Main Theorem
Now, we are ready to put all results together to prove the main theorem. It states that a partial representation R ′ of G is extendible if and only if G and R ′ contain no LB, CI and a k-FAT obstructions.
Proof (Theorem 1.1). If G and R ′ contain one of the obstructions, clearly R ′ is not extendible. It remains to prove the converse. If G is not an interval graph, it contains an LB obstruction [21] . Otherwise, G is an interval graph and there exists an MPQ-tree T for it. By Lemma 3.1, we know that a partial representation R ′ is extendible if and only if T can be reordered according to ⊳. If it cannot be reordered, the reordering algorithm fails in some node of T . If this reordering fails in a leaf, we get a CI obstruction by Lemma 4.2. If it fails in a P-node, we get a 1-FAT obstruction by Lemma 4.5. And if it fails in a Q-node, we get a k-FAT obstruction by Lemmas 4.6, 4.7, and 4.8.
⊓ ⊔
Next, we show that a partial representation R ′ is extendible if and only if every quadruple of pre-drawn intervals is extendible by itself, while freeing the remaining intervals.
Proof (Corollary 1.2). Every obstruction contains at most four pre-drawn intervals, so it follows by Theorem 1.1.
Since obstructions are built constructively, we get a certifying algorithm for the partial representation extension problem:
Proof (Corollary:1.3). We construct the maximal cliques and build the MPQ-tree T in time O(n + m). We compute ⊳ and run, say, the bottom-up reordering algorithm for T and ⊳, in time O(n 2 ). If reordering fails, we get a node for which reordering is impossible. Depending on its type:
-If it is a leaf, we can output a CI obstruction in time O(n).
-If it is a P-node P , we find a two-cycle ensured by Lemma 4. -If it is a Q-node Q, finding a k-FAT obstruction is the bottleneck of the algorithm. We first find three cliques creating the obstruction, again in time O(n 2 ). Then we find k-FAT obstructions according to Lemmas 4.7 and 4.8, each involving searching the graph k times, each search in time O(n + m). So the total running time is O(k(n + m)) with k = O(n).
Thus, the total running time is O(nm), assuming m ≥ n. ⊓ ⊔
Open Problems
We conclude with two open problems. The first one is to characterize minimal obstructions for other graph classes. We select those classes for which polynomial-time algorithms are known [7, 15, 16] . Circle graphs (CIRCLE) are intersection graphs of chords of a circle. 
