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Abstract
The paper has two main parts: First we make the connection between monotone modal logic and
the general theory of coalgebras precise by deﬁning functors UpP : Set → Set and UpV : Stone→
Stone such that UpP- and UpV-coalgebras correspond to monotone neighbourhood frames and
descriptive general monotone frames, respectively. Then we investigate the relationship between
the coalgebraic notions of equivalence and monotone bisimulation. In particular, we show that
the UpP-functor does not preserve weak pullbacks, and we prove interpolation for a number of
monotone modal logics using results on UpP-bisimulations.
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1 Introduction
There is an obvious connection between coalgebra and modal logic: Coalgebras
for an endofunctor T can be seen as abstract dynamic systems or transition
systems and modal logic seems to be the natural speciﬁcation language to talk
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about these systems. The main beneﬁt which can be expected from deﬁning
coalgebraic semantics for modal logic is to obtain results for diﬀerent types of
modal logics in a uniform way. Here the type of a modal logic is determined
by the endofunctor T . Research in this direction has been carried out for
the inductively deﬁned Kripke polynomial functors (cf. [10,13,30]) but also for
arbitrary endofunctors T (see [24,19,26,27]).
In normal modal logic, a modal operator  is ﬁnite meet preserving (ex-
pressed by  ↔  and (p ∧ q) ↔ p ∧q). Monotone modal logic gener-
alises normal modal logic by weakening this requirement for  to monotonicity
(p → q/p → q). This entails that Kripke frames no longer constitute an ad-
equate semantics; instead (non-normal) monotone modal logics are interpreted
over monotone neighbourhood frames of the form (W, ν : W → P(P(W )))
where ν(w) is upwards closed. Monotone modal logics arise naturally in the
modelling of open systems and game-like situations (see [25,2,29]), where the
ability of an agent to achieve an outcome where ϕ holds is expressed as ϕ. In
such a formalisation, ϕ∧ψ → (ϕ ∧ ψ) need no longer be valid, since the
agent may need to use diﬀerent actions/strategies to achieve ϕ, respectively
ψ. However, monotonicity is clearly a valid principle.
One aim of this paper is to show that monotone modal logics fall under the
scope of the above sketched coalgebraic approach to modal logic. This will be
achieved in Section 3 by ﬁrst deﬁning a functor UpP on Set such that UpP-
coalgebras correspond to monotone neighbourhood frames. Similar to what
has been done for normal modal logic (cf. [17]) we also deﬁne a functor UpV on
the category Stone of Stone spaces such that the category of UpV-coalgebras
is dual to the category BAM of monotone Boolean algebra expansions, which
form the algebraic semantics for monotone modal logic.
In Section 4 we then take a look at the diﬀerent notions of equivalence for
UpP-coalgebras, namely UpP-bisimilarity as deﬁned by Aczel and Mendler [1]
and behavioural equivalence. It is well known that if the functor T is weak
pullback preserving, then T -bisimilarity and behavioural equivalence are the
same (cf. [31]). It turns out however that the two notions diﬀer for our UpP-
functor. This means that UpP does not preserve weak pullbacks despite the
fact that it is very similar to the weak pullback preserving ﬁlter functor deﬁned
in Gumm [11]. The two standard examples for functors with this property are
the (-)32-functor deﬁned by Aczel and Mendler in [1] and the contravariant
powerset functor composed with itself (cf. [31]). However, the UpP-functor
has the advantage that its deﬁntion arises naturally by translating monotone
neighbourhood frames into the coalgebraic setting. Furthermore, we argue
that behavioural equivalence is the better notion for studying UpP-coalgebras
as it coincides with bisimulation between monotone neighbourhood frames.
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In Section 5 we use UpP-bisimulations to deﬁne the bisimulation prod-
uct of two monotone neighbourhood frames, thereby generalising bisimulation
products of Kripke frames (cf. Marx [23]). We then use bisimulation products
to prove Craig Interpolation for some monotone modal logics, following the
proof idea in [23] for interpolation in normal modal logics.
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2 Preliminaries
2.1 Topological preliminaries
As we are going to deﬁne an endofunctor on the category of Stone spaces we
will brieﬂy state the deﬁnition of a Stone space and the well-known Stone
duality. For the basic notions of general topology that are needed we refer the
reader to [6]. Given a topological space X = (X, τ) we use K(X), O(X) and
Clp(X) to denote the collections of closed, open and clopen subsets, respec-
tively.
Deﬁnition 2.1 (Stone) Let X = (X, τ) be a topological space. Then X is a
Stone space if X is compact, Hausdorﬀ and has a basis of clopen subsets. With
Stone we will denote the category with Stone spaces as objects and continuous
maps as morphisms between them.
Deﬁnition 2.2 (Vietoris topology) Let X = (X, τ) ∈ Stone. Furthermore
we deﬁne for a clopen U ⊆ X, []U := {F ∈ K(X) | F ⊆ U}, 〈〉U :=
{F ∈ K(X) | F ∩ U = ∅} and let τυ be the topology on K(X) generated by
{[]U | U ∈ Clp(X)} ∪ {〈〉U | U ∈ Clp(X)}. Then VX := (K(X), τυ) is called
the Vietoris space over X.
Fact 2.3 (Vietoris functor) We can deﬁne a functor V : Stone → Stone by
X →VX
(f : X → Y) → f [ ] : VX → VY
For information about the Vietoris topology and the Vietoris functor we refer
the reader to [14], Section III.4.
Fact 2.4 The categories BA of Boolean algebras and Stone are dually equiva-
lent. We denote the well-known functors witnessing this fact by Clp : Stoneop →
H.H. Hansen, C. Kupke / Electronic Notes in Theoretical Computer Science 106 (2004) 121–143 123
BA and Sp : BA → Stoneop.
2.2 Coalgebraic preliminiaries
We assume that the reader is familiar with the basic notions of category theory.
As a standard reference we refer to [20].
Deﬁnition 2.5 (Coalg(T )) Let C be a category and T : C → C be an
endofuntor over C. Then a T -coalgebra, or T -system, is a pair (X, γ : X →
TX) where X denotes an object of C and γ denotes a morphism in C. An
arrow f : X1 → X2 ∈ C is a T -coalgebra morphism between two T -coalgebras
(X1, γ1) and (X2, γ2) if γ2 ◦ f = Tf ◦ γ1. The category of T -coalgebras and
T -coalgebra morphisms is denoted by Coalg(T ).
Coalgebras are closely related to the Kripke semantics of (normal) modal
logic.
Example 2.6 (Coalgebras and modal logic) The category Coalg(P) of co-
algebras for the powerset functor P : Set → Set is (trivially) isomorphic to the
category of Kripke frames and bounded morphisms between them. A slightly
more complicated example is the category of coalgebras for the Vietoris func-
tor V : Stone → Stone (cf. Fact 2.3) which corresponds to the category of
descriptive general Kripke frames [17].
There are two standard notions of equivalence for systems: bisimilarity
and behavioural equivalence. It is however a well known fact that for most
choices of the functor T these two notions coincide (namely if T preserves
weak pullbacks). We will now introduce these two notions and see later on
that the functor we are deﬁning is a natural example of a functor for which
bisimilarity is stronger than behavioural equivalence.
Deﬁnition 2.7 (T -bisimulation) Let T : Set → Set be a functor, and
(X1, γ1), (X2, γ2) ∈ Coalg(T ). Then we call a relation Z ⊆ X1 × X2 a T -
bisimulation if there is a function γ : Z → TZ such that the following diagram
commutes
X1
γ1

Z
π1 π2 
γ


 X2
γ2

TX1 TZTπ1

Tπ2
X2
Points x1 ∈ X1 and x2 ∈ X2, such that x1Zx2 for a T -bisimulation Z, are
called T -bisimilar.
Deﬁnition 2.8 (Behavioural equivalence) Let T : Set → Set be a functor,
and (X1, γ1), (X2, γ2) ∈ Coalg(T ). Then two states x1 ∈ X1 and x2 ∈ X2
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are called behaviourally equivalent if there is an (X, γ) and morphisms fi :
(Xi, γi) → (X, γ) in Coalg(T ) such that f1(x1) = f2(x2). The T -coalgebras
(X1, γ1) and (X2, γ2) are behaviourally equivalent if there is a T -coalgebra
(X, γ) and surjective morphisms fi : (Xi, γi) (X, γ) ∈ Coalg(T ).
2.3 Monotone modal logic
We assume the reader is familiar with normal modal logic [4] and refer to
[5,12] for non-normal modal logic. In this subsection, we ﬁx our modal setting
and introduce the basic semantic structures.
For simplicity we will work in a modal language L with only one modal
operator. Let prop be a set of proposition letters. Then the set of well-formed
L-formulas is given by
ϕ ::= ⊥ | p | ¬ϕ | ϕ ∨ ϕ | ϕ where p ∈ prop.
,∧,→ and ↔ are deﬁned as the usual abbreviations, and  abbreviates
¬¬. A set Λ of L-formulas is a monotone modal logic if Λ contains all
propositional tautologies, and Λ is closed under the rules modus ponens (p, p →
q/q), uniform substitution and monotonicity (p → q/p → q). The smallest
monotone modal logic will be called M, and in section 5 we will consider
various extensions of M with one or more of the axioms in the box below.
If Σ is a set of L-formulas, then M.Σ denotes the smallest monotone modal
logic containing Σ.
N  4 p → p T p → p
P ¬⊥ 4’ p → p D p → p
The semantics of monotone modal logic is formulated in terms of monotone
neighbourhood frames. We will deﬁne these structures together with their
morphisms as a category MNF.
Deﬁnition 2.9 (MNF) A monotone (neighbourhood) frame (for the language
L) is a pair F = (W, ν) where W is a non-empty set (of worlds) and ν :
W → P(P(W )) is a neighbourhood function which is upwards closed, i.e.,
∀w ∈ W, ∀X, Y ∈ P(W ) : X ⊆ Y,X ∈ ν(w) ⇒ Y ∈ ν(w). Let F = (W, ν)
and F′ = (W ′, ν ′) be monotone frames. A function f : W → W ′ is a bounded
morphism from F to F′ (notation: f : F → F′) if
(BM1) X ∈ ν(w) =⇒ f [X] ∈ ν ′(f(w)).
(BM2) X ′ ∈ ν ′(f(w)) =⇒ ∃X ⊆ W : f [X] ⊆ X ′ & X ∈ ν(w).
The category MNF consists of monotone neighbourhood frames and bounded
morphisms.
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In some cases it is more convenient to work with a deﬁnition of bounded
morphism formulated for the inverse image map instead of the image map, and
it is easy to show that (BM1) and (BM2) are equivalent with the following
condition: For all X ′ ⊆ W ′,
f−1[X ′] ∈ ν(x) iﬀ X ′ ∈ ν ′(f(x)). (1)
Similarly to Kripke semantics, a neighbourhood function ν deﬁnes a map
mν : P(W )→ P(W ):
mν(X) = {w ∈ W | X ∈ ν(w)} . (2)
Note that mν is monotone whenever ν is upwards closed.
Finally, a monotone model is a triple (W, ν, V ) where (W, ν) is a monotone
frame, and V : prop→ P(W ) is a valuation of the proposition letters. We can
now deﬁne the set of states [[ϕ]] where an L-formula ϕ is true in a monotone
model M = (W, ν, V ) as follows:
[[⊥]] = ∅ ; [[p]] = V (p) ; [[¬ϕ]] = W \ [[ϕ]] ; [[ϕ∨ψ]] = [[ϕ]]∪ [[ψ]] ; [[ϕ]] =
mν([[ϕ]]).
2.4 Algebra and duality
We will brieﬂy introduce the main concepts and results from the algebraic
duality theory of monotone modal logic. Apart from ﬁxing notation, the
purpose of this section is to provide the reader with some insight into the
relationship between algebraic duality and the UpV-functor of section 3.2.
We assume familiarity with the algebraic duality theory of normal modal
logic [32,8,9], in particular with descriptive (Kripke) frames, Boolean algebras
with operators and Stone representation [15,16]. For a detailed account of the
algebraic duality for monotone modal logic we refer to [12].
2.4.1 Basic notions
A monotone Boolean algebra expansion (bam) is an algebraic structure A =
(A,+,−, 0, f) where BlA = (A,+,−, 0) is a Boolean algebra and f : A → A is
a monotone map, i.e., a ≤ b implies f(a) ≤ f(b), for all a, b ∈ A, where a ≤ b
iﬀ b = a + b. Thus a Boolean algebra with operator(s) (bao) can be seen as
a bam in which f is normal and additive. If A1 = (A1,+,−, 0, f1) and A2 =
(A2,+,−, 0, f2) are bams, then a map η : A1 → A2 is a bam-homomorphism
if η is a Boolean homomorphism, and for all a1 ∈ A1, η(f1(a1)) = f2(η(a1)).
We deﬁne the category of bams and bam-homomorphisms as BAM.
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For basic duality we obtain a bam from a monotone frame F = (W, ν) by
taking the full complex algebra F+ = (P(W ),∪, \, ∅, mν). In the other direc-
tion, we will use Stone duality. Given a bam A, we let SpA = (Uf A, Â) denote
the dual Stone space of BlA, where Uf A is the set of ultraﬁlters of BlA, and
Â is the image of A under the Stone representation map r : A → P(Uf A)
deﬁned by r(a) = â = {u ∈ Uf A | a ∈ u}. Recall that Â is a clopen basis
for SpA. We now deﬁne the ultraﬁlter frame of A by A+ = (Uf A, ν+) where
ν+(u) is deﬁned as follows for the diﬀerent types of subsets of SpA,
(clopen) ∀â ∈ Â: â ∈ ν+(u) iﬀ f(a) ∈ u .
(closed) ∀C ∈ K(SpA): C ∈ ν+(u) iﬀ ∀a ∈ A : C ⊆ â → f(a) ∈ u.
(arbitrary) ∀X ⊆ Uf A: X ∈ ν+(u) iﬀ ∃C ∈ K(SpA) :
C ⊆ X & C ∈ ν+(u).
A general monotone frame is a structure G = (W, ν,A), where (W, ν) is
a monotone frame and A ⊆ P(W ) is a collection of subsets which contains ∅
and is closed under complementation in W , ﬁnite unions and the map mν . If
G1 = (W1, ν1, A1) and G2 = (W2, ν2, A2) are two general monotone frames, and
θ : W1 → W2 a map, then θ is a general frame bounded morphism between G1
and G2 if θ is a bounded morphism between the monotone frames (W1, ν1) and
(W2, ν2), and θ also satisﬁes the following condition: θ
−1[a2] ∈ A1 for all a2 ∈
A2. The category GMF consists of general monotone frames and general frame
bounded morphisms.
The basic duality between general monotone frames and bams is ob-
tained via the following constructions. Given a general monotone frame
G = (W, ν,A), we deﬁne the underlying bam of G as G∗ = (A,∪, \, ∅, mν).
Given a bam A, the general ultraﬁlter frame of A is deﬁned as A∗ = (A+, Â).
Let A be a bam. Then we deﬁne the canonical extension of A by (A+)
+. A
class K of bams is canonical if K is closed under taking canonical extensions. A
monotone modal logic Λ is canonical if the variety VΛ deﬁned by Λ is canonical.
2.4.2 Descriptive general frames
In the algebraic duality theory of normal modal logic, descriptive (Kripke)
frames were introduced to obtain a categorical equivalence with baos [8,9].
The descriptive general monotone frames we are about to deﬁne serve the same
purpose for the category BAM. More precisely, descriptive general monotone
frames will be deﬁned such that G is descriptive iﬀ G ∼= (G∗)∗. First recall
that in a general monotone frame G = (W, ν,A), the admissible sets A may
be taken as the basis for a topology τA on W . We will refer to W = (W, τA)
as the topological space of G. Let G = (W, ν,A) be a general monotone frame.
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Then G is called diﬀerentiated if for all w, v ∈ W : w = v iﬀ ∀a ∈ A(w ∈ a ⇔
v ∈ a); compact if for all A′ ⊆ A, ⋂A′ = ∅ if A′ has the ﬁnite intersection
property; tight if for all w ∈ W , all C ∈ K(W) and all X ⊆ W ,
C ∈ ν(w) iﬀ ∀a ∈ A(C ⊆ a → a ∈ ν(w)),
X ∈ ν(w) iﬀ ∃C ∈ K(W)(C ⊆ X & C ∈ ν(w)).
Finally, G is descriptive if G is diﬀerentiated, compact and tight.
For brevity, we will refer to descriptive general monotone frames simply as
descriptive monotone frames. Note that the tightness condition is a natural
requirement if one wishes to show that G ∼= (G∗)∗ for a general monotone
frame G, since the neighbourhood function in the general ultraﬁlter frame of
G∗ will be of this form. Furthermore, the conditions of diﬀerentiation and
compactness are the same as for general Kripke frames, hence we have the
following fact.
Fact 2.10 Let G be a general monotone frame. Then G is diﬀerentiated and
compact iﬀ W is a Stone space in which A forms a clopen basis.
Let DMF be the category of descriptive monotone frames with general
frame bounded morphisms. In [12] the following fundamental result is proved.
Theorem 2.11 The categories DMF and BAM are dually equivalent.
3 Coalgebras for monotone modal logic
3.1 Monotone frames as UpP-coalgebras
It is not diﬃcult to see that monotone frames are coalgebras: A monotone
frame is a pair of the type (X, ν : X → 22X ). However not every 22(-)-
coalgebra corresponds to a monotone frame. The aim of this section is now to
deﬁne a functor UpP : Set → Set such that the UpP-coalgebras and monotone
frames are the same.
Deﬁnition 3.1 (UpP on objects) Let X be a set, then the set UpPX is
deﬁned as the set of all upward closed sets of subsets of X:
UpPX := {W ⊆ PX | ∀U1, U2 ∈ PX.(U1 ⊆ U2 ∧ U1 ∈ W )⇒ U2 ∈ W}
Furthermore we deﬁne for an arbitrary W ⊆ PX its upward closure ↑(W ) as
follows
↑(W ) := {U ∈ PX | ∃U ′ ∈ W.U ′ ⊆ U} .
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Lemma and Deﬁnition 3.2 The following mapping deﬁnes a functor UpP :
Set → Set:
X →UpPX
(f : X → Y ) →UpPf := (f−1)−1[ ]
Proof. We ﬁrst check whether the mapping is well-deﬁned on morphisms.
Let f : X → Y be a function and suppose W ∈ UpPX, then we have to
show that V := (f−1)−1[W ] ∈ UpPY . It is easy to see that V ∈ PPY , so
it suﬃces to show that V is upward closed. To that aim take an arbitrary
U1 ∈ V and a U2 ∈ PY such that U1 ⊆ U2. Then by the deﬁnition of V we
know that f−1[U1] ∈ W . Furthermore we know that f−1[U1] ⊆ f−1[U2] and
by the fact that W was upwards closed we get f−1[U2] ∈ W . But then also
U2 ∈ V . That UpP satisﬁes the functorial laws, is not diﬃcult to see and it
follows immediately from the fact that it is a subfunctor of 22
(-)
. 
Before we establish the obvious connection between the categories MNF
and Coalg(UpP), we ﬁrst want to get a better understanding of how UpP acts
on morphisms.
Lemma 3.3 Let f : X → Y and suppose W ∈ UpPX. Then
UpPf(W ) = ↑({f [U ′] | U ′ ∈ W}).
Proof. Easy to check. 
It is clear that monotone frames (W, ν) and UpP-coalgebras are the same
mathematical structures. Furthermore it is easy to show that bounded mor-
phisms are UpP-coalgebra morphisms and vice versa.
Lemma 3.4 The categories Coalg(UpP) and MNF are isomorphic.
Proof. For a detailed proof we refer the reader to [12]. 
In the following we will not make any distinction between the notions UpP-
coalgebras and monotone frames and between UpP-coalgebra morphisms and
bounded morphisms.
Remark 3.5 One might ask why we do not consider the category of 22
(-)
-
coalgebras as the coalgebraic analogue of monotone frames. Indeed this would
work well on objects: Given a 22
(-)
-coalgebra (W, ν : W → 22W ) the corre-
sponding monotone frame would be the pair (W, ν ′ := ↑ ◦ ν). Morphisms
of the category Coalg(22
(-)
) would however no longer correspond to bounded
morphisms.
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3.2 Descriptive monotone frames as UpV-coalgebras
In [17] it has been argued that coalgebras for a functor T : Stone → Stone are
interesting from a normal modal logic perspective. This will also turn out to
be true in the case of monotone modal logic. We will ﬁrst deﬁne a functor
UpV : Stone → Stone and then show that the category of descriptive monotone
frames is isomorphic to the category Coalg(UpV). As corollaries we obtain a
duality between the categories Coalg(UpV) and BAM, a representation of bams
as algebras for a functor and the existence of the ﬁnal UpV-coalgebra.
Deﬁnition 3.6 (UpV on objects) Let X = (X, τ) ∈ Stone, and let U ⊆
K(X), then U is upwards closed (upc) if for all F, F ′ ∈ K(X) such that F ⊆ F ′,
F ∈ U implies F ′ ∈ U . U is called []-closed if F belongs to U for all closed
sets F satisfying a ∈ U for all clopens a ⊇ F . We deﬁne UpV(X, τ) := {U ∈
K(VX) | U is upc and []-closed }.
Remark 3.7 The requirement for all sets to be []-closed is one half of the
tightness condition for a general monotone frame. The terminology []-closed
has been chosen because a set U is []-closed iﬀ for all F ∈ −U there is an
a ∈ Clp(X) such that F ∈ []a and U ∩ []a = ∅.
It is clear that UpVX ⊆ VVX. Thus if we can show that UpVX is a closed
subset in VVX, then it follows that UpVX is a Stone space with the relative
topology.
Lemma 3.8 Let X = (X, τ) ∈ Stone. Then UpVX is a closed subset in VVX.
Proof. The proof uses only standard techniques from general topology and
has to be omitted here for lack of space. 
Deﬁnition 3.9 (UpV-functor) The map UpV : Stone → Stone is deﬁned as
follows. For a Stone space X = (X, τ),
UpVX = ({U ∈ K(VX) | U is upc and []-closed }, τ ′)
where τ ′ is the relative topology induced by the topology on VVX. For a
continuous function f : X → Y,
UpVf : UpVX → UpVY
U → UpVf(U) = (f−1)−1[U ] = 22f (U)
= {D ∈ K(Y) | f−1[D] ∈ U}
It follows from Lemma 3.8 that UpV is well-deﬁned on objects. The next
two lemmas show that UpVf is also well-deﬁned on morphisms.
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Lemma 3.10 Let f : X → Y ∈ Stone, where X = (X, τX), Y = (Y, τY ), and
U ∈ UpVX. Then UpVf(U) ∈ UpVY.
Proof. That UpVf(U) is upc is easy to check. It remains to show that
UpVf(U) = (f−1)−1[U ] is []-closed. The proof uses a standard compact-
ness argument and is left out due to lack of space. 
Lemma 3.11 The function UpVf : UpVX → UpVY is continuous.
Proof. For completeness reasons we provide the rather technical proof. Read-
ers who are not interested in the technical details are advised to skip it. It
suﬃces to show that (UpVf)−1 [[]b] and (UpVf)−1 [〈〉b] is clopen for an ar-
bitrary clopen subset b of VY. We are only going to consider the case in which
we are dealing with a set of the form []b. The 〈〉-case can be treated in a
similar way. Note that if b ∈ Clp(VY) then there is a suitable family of clopen
sets aki ∈ Clp(Y) such that b =
⋂n
k=1
⋃mk
i=1 M
k
i a
k
i where M
k
i ∈ {[], 〈〉}. Be-
cause [] distributes over meets we get: []b = ⋂nk=1[]⋃mki=1 Mki aki . Hence it
suﬃces to look at a set b of the form
⋃m′
i=1 Miai (Mi ∈ {[], 〈〉}). Because
〈〉 distributes over joins this set is of the form ⋃mi=1[]ai ∪ 〈〉a. So to sum
it up we have to show that
Z := (UpVf)−1
[
[]
m⋃
i=1
[]ai ∪ 〈〉a
]
= (UpVf)−1 [{U ∈ UpVY | ∀F ∈ U.(∃i.F ⊆ ai) or F ∩ a = ∅}]
is clopen for arbitrary ai, a ∈ Clp(Y). First we ﬁx for any i ∈ {1, . . . , m} a set
Ui ∈ {U ∈ UpVY | ∀F ∈ U.(∃i.F ⊆ ai) or F ∩ a = ∅} and a set Fi ∈ Ui such
that Fi ⊆ ai and Fi ∩ a = ∅. We may assume that this is possible because
suppose that for one i′ there is no such Ui′ and Fi′. Then
{U ∈ UpVY | ∀F ∈ U.(∃i.F ⊆ ai) or F ∩ a = ∅} =
{U ∈ UpVY | ∀F ∈ U.(∃i.i = i′&F ⊆ ai) or F ∩ a = ∅}
and we can forget about the ai′ . We now claim that
Z
(∗)
= {V ∈ UpVX | ∀G ∈ V.(∃i.f [G] ⊆ ai) or f [G] ∩ a = ∅}
= []
m⋃
i=1
[]f−1[ai] ∪ 〈〉f−1[a]
and the last set is clearly a clopen subset of UpVX. It remains to show that (∗)
is indeed true. The ⊆-part of the equation is easy to check. So we will focus on
the ⊇-part. Let V ∈ {V ∈ UpVX | ∀G ∈ V.(∃i.f [G] ⊆ ai) or f [G] ∩ a = ∅} .
We have to prove that
UpVf [V ] ∈ {U ∈ UpVY | ∀F ∈ U.(∃i.F ⊆ ai) or F ∩ a = ∅} .
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Let F ′ ∈ UpVf [V ], i.e. there is a G ∈ V such that f [G] ⊆ F ′.
Case: f [G] ∩ a = ∅. Then clearly also F ′ ∩ a = ∅.
Case: f [G] ⊆ ai for some i. Suppose for a contradiction that for all i ∈
{1, . . . , m} we have F ′ ⊆ ai and that F ′ ∩ a = ∅. We now deﬁne F¯ :=
F ′ ∪ Fi. Then F¯ ∈ Ui as Ui is upwards closed. Furthermore F¯ ⊆ ai′ for
all i′ ∈ {1, . . . , m} (otherwise F ′ ⊆ ai′). As F¯ ∈ Ui we therefore must have
F¯ ∩ a = ∅. But this implies F ′ ∩ a = ∅ as Fi ∩ a = ∅ and we have arrived
at a contradiction. 
Now that we have deﬁned the functor UpV we are able to prove the main
result of this section.
Theorem 3.12 The category DMF of descriptive monotone frames is isomor-
phic to the category Coalg(UpV).
Proof. We just deﬁne the functors Coa : DMF → Coalg(UpV) and Dmf :
Coalg(UpV) → DMF which induce the isomorphism between the categories.
The proof that we have an isomorphism is merely spelling out the deﬁnitions
and is omitted.
We ﬁrst deﬁne the functor Coa:
Coa(W, ν,A) := (W, ν : W → UpVW) Coaf := f
where W = (W, τA) and ν(w) := {F ⊆ W | F ∈ K(W) and F ∈ ν(w)}. The
map ν is well-deﬁned because the tightness condition on (W, ν,A) ensures
that ν(w) is []-closed. Fact 2.10 gives us that the functor is well-deﬁned on
objects. Let us now deﬁne Dmf:
Dmf(W, ν) := (W, ν,Clp(W)) Dmff := f
where ν(w) = {U ⊆ W | ∃F ∈ ν(w).F ⊆ U}. Again Fact 2.10 gives us
that (W, ν,Clp(W)) is diﬀerentiated and compact. Tightness follows from the
[]-closedness of ν(w).
Furthermore, it is straightforward to prove that a bounded morphism f ∈ DMF
is also an UpV-coalgebra morphism and vice versa, a fact which is needed in
the deﬁnition both of Coa and Dmf. 
To round up the section we state some immediate consequences of the
theorem.
Corollary 3.13 The categories BAM and Coalg(UpV) are dually equivalent.
Proof. Follows directly from the duality between BAM and DMF (cf. Theorem
2.11) and Theorem 3.12. 
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Corollary 3.14 There is a functor L : BA → BA such that Alg(L) ∼= BAM.
Proof. An immediate consequence of Coalg(UpV)op ∼= BAM and Stone dual-
ity. 
Corollary 3.15 The category Coalg(UpV) has cofree coalgebras, in particular
the ﬁnal UpV-coalgebra exists.
Proof. Consequence of the duality and the fact that the forgetful functor
from BAM to BA has a left adjoint. 
4 Equivalence notions
In section 3 we established the equivalence between UpP-coalgebras and mono-
tone frames, and we will now investigate the relationship between the various
equivalence notions associated with these two perspectives on monotone modal
logic.
In subsection 4.1 we will show that coalgebraic UpP-bisimulation is strictly
stronger than the logical notion of monotone bisimulation (Deﬁnition 4.1),
and in subsection 4.2 the main result states that behavioural equivalence is
equivalent with monotone bisimilarity. These results allow us to conclude that
the UpP-functor does not preserve weak pullbacks (Corollary 4.10).
4.1 Bisimulation
The central notion of model equivalence in modal logic is that of bisimula-
tion. Bisimulations for Kripke models were introduced by van Benthem in
[3], where one also ﬁnds the well-known characterisation result which states
that (normal) modal logic is the (Kripke) bisimulation invariant fragment of
ﬁrst-order logic.
For monotone (neighbourhood) models, monotone bisimulations have been
presented in Pauly [28], which also contains a number of results on the rela-
tionship between Kripke and monotone bisimulations together with a version
of the van Benthem characterisation theorem for monotone modal logic. This
last result, which is also included in [12], is a strong argument for monotone
bisimulation being the correct logical notion of model equivalence.
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Deﬁnition 4.1 (Monotone bisimulation) Let (X1, ν1), (X2, ν2) ∈ MNF. A
non-empty relation Z ⊆ X1×X2 is a monotone bisimulation between (X1, ν1)
and (X2, ν2) if for all x1 ∈ X1 and x2 ∈ X2 such that x1Zx2, the following two
conditions are satisﬁed.
(forth) ∀C1 ∈ ν1(x1).∃C2 ∈ ν2(x2) such that (∀c2 ∈ C2.∃c1 ∈ C1 : c1Zc2).
(back) ∀C2 ∈ ν2(x2).∃C1 ∈ ν1(x1) such that (∀c1 ∈ C1.∃c2 ∈ C2 : c1Zc2).
If dom(Z) = X1 and ran(Z) = X2, then we will call Z a full monotone
bisimulation. Two monotone frames (X1, ν1) and (X2, ν2) are said to be (full)
monotone bisimilar if there is a (full) monotone bisimulation between them,
and two states x1 ∈ X1 and x2 ∈ X2 are called (full) monotone bisimilar states
if there is a (full) monotone bisimulation Z between (X1, ν1) and (X2, ν2) such
that x1Zx2.
For the UpP-functor, UpP-bisimulation amounts to the following.
Deﬁnition 4.2 (UpP-bisimulation) Let (X1, ν1), (X2, ν2) ∈ Coalg(UpP). A
non-empty relation Z ⊆ X1×X2 is an UpP-bisimulation between (X1, ν1) and
(X2, ν2) if there is a function µ : Z → UpPZ such that: ν1 ◦ π1 = UpPπ1 ◦ µ
and ν2 ◦ π2 = UpPπ2 ◦ µ.
X1
ν1

Z
π1 π2 
µ


 X2
ν2

UpPX1 UpPZUpPπ1 UpPπ2UpPX2
We will say that (X1, ν1) and (X2, ν2) are UpP-bisimilar via (Z, µ), if µ makes
the above diagram commute. If πi : Z  Xi, i ∈ {1, 2}, that is, the projections
are surjective, then Z is called a full UpP-bisimulation.
Thus in order to show that Z is an UpP-bisimulation between two UpP-
coalgebras (X1, ν1) and (X2, ν2), we must be able to endow Z with a coalge-
braic structure µ in such a way that the projections πi : (Z, µ)→ (Xi, νi) are
bounded morphisms. For i ∈ {1, 2}, πi is a bounded morphism if and only if
∀Ci ⊆ Xi.(Ci ∈ νi(xi) ⇐⇒ π−1i [Ci] ∈ µ(x1, x2)). (3)
Or equivalently, for all Y ⊆ Z, Ci ⊆ Xi,
(BM1) Y ∈ µ(x1, x2) implies πi[Y ] ∈ νi(xi),
(BM2) Ci ∈ νi(xi) implies π−1i [Ci] ∈ µ(x1, x2).
These conditions provide us with concrete constraints that µ : Z → UpPZ
must satisfy in addition to upwards closure. Condition (BM1) tells us when we
are allowed to add some Y ⊆ Z to µ(x1, x2), namely when both π1[Y ] ∈ ν1(x1)
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and π2[Y ] ∈ ν2(x2). That is (BM1) gives rise to a largest µ. On the other
hand, (BM2) tells us when we must add some Y to µ(x1, x2), namely when
π−1i [Ci] ⊆ Y for some Ci ∈ νi(xi) and some i ∈ {1, 2}, thus giving rise to a
smallest µ. We now give a formal deﬁnition.
Deﬁnition 4.3 (µs and µl) Let (X1, ν1), (X2, ν2) ∈ Coalg(UpP), and ∅ =
Z ⊆ X1 ×X2 be given. Then we deﬁne µs, µl : Z → UpPZ as follows.
Y ∈ µs(x1, x2) iﬀ ∃C1 ∈ ν1(x1).π−11 [C1] ⊆ Y or ∃C2 ∈ ν2(x2).π−12 [C2] ⊆ Y.
(4)
Y ∈ µl(x1, x2) iﬀ π1[Y ] ∈ ν1(x1) and π2[Y ] ∈ ν2(x2). (5)
It should be clear from the deﬁnition that both µs and µl are upwards
closed, and for any µ satisfying (3), we have µs(x1, x2) ⊆ µ(x1, x2) ⊆ µl(x1, x2).
There is, of course, no guarantee that µs and µl themselves will satisfy both
bounded morphism conditions. The next proposition tells us when this is the
case.
Proposition 4.4 Let (X1, ν1), (X2, ν2) ∈ Coalg(UpP), and ∅ = Z ⊆ X1×X2.
Then Z is an UpP-bisimulation between (X1, ν1) and (X2, ν2) if and only if Z
satisﬁes the following two conditions for all (x1, x2) ∈ Z.
(UpP-forth) ∀C1 ∈ ν1(x1).∃C2 ∈ ν2(x2) such that
∀c2 ∈ C2.∃c1 ∈ C1 s.t. c1Zc2 and Z−1[C2] ∩ C1 ∈ ν1(x1).
(UpP-back) ∀C2 ∈ ν2(x2).∃C1 ∈ ν1(x1) such that
∀c1 ∈ C1.∃c2 ∈ C2 s.t. c1Zc2 and Z[C1] ∩ C2 ∈ ν2(x2).
Proof. We only sketch the proof. For the direction from left to right, it is
straightforward to check that the (UpP-forth) and (UpP-back) conditions
hold for an UpP-bisimulation. For the direction from right to left, one can
show that when Z satisﬁes the (UpP-forth) and (UpP-back) conditions then
(X1, ν1) and (X2, ν2) are UpP-bisimilar via both (Z, µs) and (Z, µl). 
Due to the above characterisation, the next corollary is immediate.
Corollary 4.5 If Z is an UpP-bisimulation, then Z is also a monotone bisim-
ulation.
As we announced at the beginning of this subsection, UpP-bisimulations
are a strict subset of monotone bisimulations. This is shown by the following
example.
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Example 4.6 Consider the monotone frames F1 = ({s1, t1, u1, v1}, ν1) where
ν1(s1) = ↑({{t1}, {u1, v1}}), ν1(u1) = ↑({{u1}}) and ν1(t1) = ν1(v1) = ∅;
and F2 = ({s2, t2}, ν2) where ν2(s2) = ↑({{t2}}) and ν2(t2) = ∅. Then Z =
{(s1, s2), (t1, t2), (v1, t2)} is a monotone bisimulation. In fact, Z is the maximal
monotone bisimulation on F1 and F2. But Z does not satisfy (UpP-forth)
for the neighbourhood {u1, v1} ∈ ν1(s1), since Z−1[{t2}] ∩ {u1, v1} = {v1} /∈
ν1(s1). This problem will occur for any monotone bisimulation linking s1 and
s2, since u1 is not monotone bisimilar with any state in F2, thus s1 and s2 are
monotone bisimilar, but not UpP-bisimilar.
The (UpP-forth)-condition will fail for a monotone bisimulation Z if, for
example, Y1 ∈ ν1(x1), Y1 ⊆ dom(Z) and for all X1  Y1, X1 /∈ ν1(x1), since
then Z−1[Y2] ∩ Y1  Y1 for any Y2, and hence Z−1[Y2] ∩ Y1 /∈ ν1(x1). This
failure can be eliminated if we consider full monotone bisimulations. We leave
the easy proof of the following lemma to the reader.
Lemma 4.7 Let (X1, ν1), (X2, ν2) ∈ Coalg(UpP), and Z ⊆ X1 × X2. Then
the following holds: If Z is a full monotone bisimulation, then Z is an UpP-
bisimulation.
The next example shows that UpP-bisimulations need not be full.
Example 4.8 Let F1 = ({s1, t1, u1}, ν1) and F2 = ({s2, t2}) where νi(si) =
↑({{ti}}), νi(ti) = ∅, for i ∈ {1, 2}, and ν1(u1) = ↑({{u1}}). Then Z =
{(s1, s2), (t1, t2)} is a (maximal) UpP-bisimulation, but Z is clearly not full.
4.2 Behavioural equivalence
As it turns out, the concept of behavioural equivalence ties in better with
the frame theoretic notion of bisimulation, and we will now show that two
states are monotone bisimilar if and only if they are behaviourally equivalent
(Theorem 4.9).
Recall from Deﬁnition 2.8 that for two UpP-coalgebras (X1, ν1) and (X2, ν2),
two states s1 ∈ X1 and s2 ∈ X2 are behaviourally equivalent if they can be
identiﬁed via two bounded morphisms fi : Xi → Y , i ∈ {1, 2}, in some UpP-
coalgebra (Y, δ). The behavioural equivalence induces a relation on X1 ×X2,
pb(f1, f2) = {(x1, x2) ∈ X1 ×X2 | f1(x1) = f2(x2)},
and it is well-known that (pb(f1, f2), π1, π2) is the pullback of f1 and f2 (in
Set), and π1 ◦ f1 = π2 ◦ f2. It is straightforward to show that the pb(f1, f2)-
relation is, in fact, a monotone bisimulation. Thus behavioural equivalence
between states implies monotone bisimilarity. The main result of this section
states that the other implication holds as well.
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Theorem 4.9 (State equivalence) Let (X1, ν1), (X2, ν2) be in Coalg(UpP).
Two states s1 ∈ X1 and s2 ∈ X2 are behaviourally equivalent if and only if s1
and s2 are monotone bisimilar.
Proof. Due to lack of space we only sketch the proof, which may be found in
[12] together with the deﬁnition of disjoint union and bisimulation quotient
which are the two basic constructions needed for the proof. For the direc-
tion from left to right one can show that pb-relations are monotone bisimu-
lations. For the other direction, we must construct a monotone frame into
which (X1, ν1) and (X2, ν2) can be embedded. We do so by ﬁrst forming the
disjoint union (X1 + X2, ν1+2) of (X1, ν1) and (X2, ν2). Then the inclusion
maps κi : Xi → X1 + X2, i ∈ {1, 2}, are bounded morphisms. Furthermore,
Z is contained in the maximal bisimulation ZM on (X1 + X2, ν1+2), and by
taking the bisimulation quotient (Y, γ) := (X1 + X2, ν1+2)/ZM , the natural
map ε : (X1 + X2) → Y = (X1 + X2)/ZM is a bounded morphism. Now
deﬁne fi := ε ◦ κi,then it follows that fi : Xi → Y , i ∈ {1, 2}, are bounded
morphisms and f1(s1) = f2(s2). 
Rutten [31] shows that for functors T which preserve weak pullbacks, the
pb(f1, f2)-relations are also T -bisimulations.
Since we know that UpP-bisimulation really is a stronger concept than
monotone bisimulation, we obtain the following corollary from Theorem 4.9.
Corollary 4.10 The functor UpP does not preserve weak pullbacks.
Example 4.11 As a speciﬁc example of a pb(f1, f2)-relation which is not an
UpP-bisimulation, consider again the frames F1 and F2 from Example 4.6
together with the following isomorphic copy of F2: G = (Y, µ) where Y =
{x, y}, µ(x) = ↑({{y}}), µ(y) = ∅. Let fi : Wi → Y , i ∈ {1, 2}, be deﬁned by
f1(s1) = f2(s2) = x and f1(u1) = f1(v1) = f2(t2) = y. Then f1 and f2 are
bounded morphisms and pb(f1, f2) = Z = {(s1, s2), (t1, t2), (v1, t2)}. But as
we already know, there is no UpP-bisimulation linking s1 and s2.
The distinction between behavioural equivalence and UpP-bisimilarity fades
when we look at system equivalence rather than equivalence between states.
Theorem 4.12 (System equivalence) Let (X1, ν1), (X2, ν2) ∈ Coalg(UpP).
Then the following are equivalent.
(i) (X1, ν1) and (X2, ν2) are behaviourally equivalent systems.
(ii) There exists a full UpP-bisimulation between (X1, ν1) and (X2, ν2).
Proof. Again, we only provide a sketch.
(i) ⇒ (ii): Behavioural equivalence of two systems requires that the systems
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can be surjectively mapped onto a third system, hence the obtained pb(f1, f2)-
relation is a full monotone bisimulation, which is also a full UpP-bisimulation
by Lemma 4.7.
(ii) ⇒ (i): This can be proved similarly to Theorem 4.9. All we need to
observe is that the constructed fi = ε ◦ κi are surjective, since the maximal
bisimulation on (X1 + X2, ν1+2) is full. 
5 Interpolation
In this section, we will demonstrate how our results on bisimulations can
be combined with algebraic duality into a general test for interpolation (via
superamalgamation) in monotone modal logics (Lemma 5.4).
Superamalgamation (SUPAP) of varieties has provided algebraic charac-
terizations of the Craig Interpolation Property (CIP) for a large class of modal
logics, where it is possible to show that: Λ has CIP iﬀ VΛ has SUPAP. However,
we have found only little in the literature regarding interpolation in monotone
modal logics or superamalgamation in bam-varieties. One of the few sources is
Madara´sz [21] who generalises results for bao-varieties to varieties of Boolean
algebras expanded with an operation f which is non-normal, i.e. f(0) = 0,
but still additive. Madara´sz [22] also provides some results on the limitations
of the CIP-SUPAP relationship.
We start by recalling the deﬁnitions of Craig interpolation and superamal-
gamation. For an L-formula ϕ, let fv(ϕ) denote the set of proposition letters
occurring in ϕ. A modal logic Λ over the language L has the Craig Interpola-
tion Property (CIP) if for any L-formulas ϕ, ψ such that ϕ → ψ ∈ Λ, there is
an L-formula θ such that fv(θ) ⊆ fv(ϕ)∩fv(ψ) and ϕ → θ ∈ Λ, θ → ψ ∈ Λ.
θ is called an interpolant.
Let K be a class of algebras such that each A ∈ K has a partial ordering.
K has the superamalgamation property (SUPAP) if, for any A0,A1,A2 ∈ K
and embeddings e1, e2 such that A1
e1 A0
e2 A2, there exists an A ∈ K and
embeddings g1, g2 such that
1. A1
g1 A
g2 A2.
2. g1 ◦ e1 = g2 ◦ e2.
3. ∀x1 ∈ A1, ∀x2 ∈ A2,
g1(x1) ≤ g2(x2) ⇒ ∃x0 ∈ A0 : x1 ≤ e1(x0) and e2(x0) ≤ x2
g2(x2) ≤ g1(x1) ⇒ ∃x0 ∈ A0 : x2 ≤ e2(x0) and e1(x0) ≤ x1.
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Showing that Λ has CIP under the assumption that VΛ has SUPAP can be
done under very general circumstances (see [12]), but we formulate the result
for monotone modal logic.
Theorem 5.1 (SUPAP ⇒ CIP) Let Λ be a monotone modal logic over the
language L, and VΛ the variety of bams deﬁned by Λ. Then Λ has CIP if VΛ
has SUPAP.
Marx [23] provides suﬃcient conditions for SUPAP formulated in terms
of Kripke frames, and here we will prove a version for monotone frames, or
equivalently for UpP-coalgebras, in Lemma 5.4. The construction involves
bisimulation products, which we introduce now.
Deﬁnition 5.2 (Bisimulation product) Let (X1, ν1) and (X2, ν2) be UpP-
coalgebras, Z ⊆ X1 ×X2, and µ : Z → UpPZ. Then (Z, µ) is a bisimulation
product of (X1, ν1) and (X2, ν2) if (X1, ν1) and (X2, ν2) are full UpP-bisimilar
via (Z, µ).
From Proposition 4.4 and Lemma 4.7 we know that when (X1, ν1) and
(X2, ν2) are behaviourally equivalent systems via the surjections f1 and f2,
then bisimulation products of (X1, ν1) and (X2, ν2) exist. Namely, by taking
Z = pb(f1, f2), then (Z, µs) and (Z, µl) are both bisimulation products of
(X1, ν1) and (X2, ν2), and for µ ∈ {µs, µl}, the diagram below commutes.
(Z, µ)
π2  
π1

(X2, ν2)
f2

(X1, ν1) f1
  (Y, γ)
For a class F of monotone frames, we will say that F has bisimulation prod-
ucts if for any F1,F2 ∈ F, such that F1 and F2 are behaviourally equivalent
systems via the surjections f1 and f2, there is a µ : pb(f1, f2)→ UpPpb(f1, f2)
such that (pb(f1, f2), µ) ∈ F. That is, we must be able to choose the neighbour-
hood function µ such that the full UpP-bisimulation induced by the system
equivalence equipped with this µ is in F. Thus, in particular, one can show
that µs or µl turns pb(f1, f2) into a frame of the right kind, and we will say
that F has smallest bisimulation products if (pb(f1, f2), µs) ∈ F, and F has
largest bisimulation products if (pb(f1, f2), µl) ∈ F.
Remark 5.3 At ﬁrst glance, bisimulation products look similar to (weak)
pullbacks in the category Coalg(UpP). However, in general, bisimulation prod-
ucts need not be weak pullbacks. To see this, consider the frames Fi = (Wi, νi)
where Wi = {si, ti} and νi(si) = νi(ti) = {Wi}, i ∈ {1, 2}, and let Z =
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W1 ×W2. Then both (Z, µs) and (Z, µl) are bisimulation products of F1 and
F2, but it can be checked that neither is a (weak) pullback in Coalg(UpP).
Before we state the main result of this section, recall the following from
subsection 2.4. F+ denotes the full complex algebra of a monotone frame F,
and A+ denotes the ultraﬁlter frame of a bam A.
Lemma 5.4 (Bisimulation product lemma) Let K be a class of bams
and F a class of monotone frames. Then K has SUPAP if the following three
conditions are satisﬁed:
(i) F has bisimulation products.
(ii) For all F in F: F+ ∈ K.
(iii) For all A in K: A+ ∈ F.
Proof. The proof of this lemma is virtually identical to that of Lemma 5.2.6
in Marx [23], which relies only on the Kripke version of bisimulation products
and the basic duality between Kripke frames and baos. These analogues for
monotone frames and bams are shown in [12]. 
Note that if K is a canonical variety and F = {F | F+ ∈ K}, then conditions
(ii) and (iii) in the Bisimulation product lemma always hold, since then A ∈ K
implies that the canonical extension (A+)
+ is in K, and hence A+ ∈ F. From
[12] (Theorem 7.13, Corollary 10.35) we have the following canonicity result.
Proposition 5.5 (Canonical logics) Let M denote the smallest monotone
modal logic. If Γ ⊆ {N,P,4’,T,D}, then Λ = M.Γ is canonical.
It is straightforward to show the next proposition (a proof may be found
in [12]).
Proposition 5.6 The following frame classes have smallest bisimulation pro-
ducts:
(M) The class M of all monotone frames.
(N) The class N of monotone frames satisfying (n) ∀w ∈ W : W ∈ ν(w).
(P) The class P of monotone frames satisfying (p) ∀w ∈ W : ∅ /∈ ν(w).
(4’) The class 4′ of monotone frames satisfying
(iv’) ∀w ∈ W ∀X ⊆ W : X ∈ ν(w) → mν(X) ∈ ν(w).
(T) The class T of monotone frames satisfying
(t) ∀w ∈ W ∀X ⊆ W : X ∈ ν(w) → w ∈ X.
(D) The class D of monotone frames satisfying
(d) ∀w ∈ W ∀X ⊆ W : X ∈ ν(w) → W \X /∈ ν(w).
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Together with the Bisimulation product lemma 5.4, Propositions 5.5 and
5.6 provide us with the following theorem.
Theorem 5.7 If Γ ⊆ {N,P,T,4’,D} then Λ = M.Γ has CIP.
Remark 5.8 The algebraic duality presented in this paper is built up around
the notion of σ-canonicity [15,7]. However, there is a second (dual) way of
constructing canonical extensions, and hence ultraﬁlter frames and descriptive
monotone frames, which is referred to as π-canonicity, for which the same
duality with monotone frames hold. Thus the Bisimulation product lemma
5.4 could equally have been formulated for the notion of π-ultraﬁlter frame.
Furthermore, one can show that when Γ ⊆ {N,P,4} and Λ = M.Γ then VΛ is
π-canonical and, similarly to the proof of Proposition 5.6, the class of frames
for Λ has largest bisimulation products. Hence it follows that Λ has CIP. See
[12] for details.
6 Conclusions and Further Research
We hope to have demonstrated that coalgebra oﬀers an interesting perspective
on monotone modal logic, and vice versa, that monotone modal logic can oﬀer
new angles on coalgebraic results. There are a number of directions in which
the work of this paper can be extended.
First one can now easily see monotone modal logic as a coalgebraic modal
logic in the style of Pattinson and prove soundness and completeness for the
basic monotone modal logic in the same way as it was proven for normal modal
logic in [27]. It might be possible to obtain further results about normal modal
logic and monotone modal logic in a uniform way.
Another question is whether behavioural equivalence is more suitable than
T -bisimilarity for studying coalgebras for functors that are not weak pullback
preserving. This has already been suggested in Kurz [18, Sec. 1.2] and Wolter
[33]. Our UpP-functor also supports this idea, but one has to provide further
arguments.
In Marx [23] the connection between bisimulation products (zigzag prod-
ucts) of Kripke frames, various degrees of amalgamation, and preservation of
ﬁrst-order validities under the bisimulation product construction are investi-
gated. Although our deﬁnition of bisimulation products is slightly diﬀerent
than the approach in [23], one could try to generalize these results to monotone
modal logic by using our bisimulation products.
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