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Capitolo 1
Introduzione
Tradizionalmente, quando si parla di ricostruzione di segnali digitali a partire da
misurazioni effettuate, si tiene sempre in considerazione il noto teorema di campio-
namento di Nyquist-Shannon [25], che afferma che la frequenza di campionamento
deve essere almeno il doppio della frequenza più elevata che compare nel segnale
in ingresso. In modo analogo l’algebra lineare di base suggerisce che il numero di
campioni (misurazioni) di un segnale discreto di dimensione finita (cioè che contiene
un numero finito di frequenze, oppure può essere in qualche modo rappresentato
tramite una combinazione lineare finita) deve essere almeno pari alla sua dimensione
per garantire una corretta ricostruzione.
Questi fatti stanno alla base di molti dispositivi tecnologici attuali e suggeriscono,
in un certo senso, che ci sia bisogno di un numero “elevato” di campioni per ottenere
una rappresentazione accurata di un dato segnale. La teoria del compressive sensing
(CS) [18] sviluppa un approccio fondamentalmente diverso per l’acquisizione di dati
e la loro analisi e cerca di superare l’idea comune della necessità di molti campioni.
Il compressive sensing permette di recuperare alcuni tipi di segnali o immagini
da un numero di misurazioni (informazioni) che prima era considerato largamente
insufficiente.
Il compressive sensing si basa sull’osservazione empirica del fatto che molti tipi
di segnali possono essere ben approssimati da un’espansione sparsa (cioè con pochi
coefficienti non nulli) rispetto a una opportuna base. Questa fatto è noto da tempo,
e infatti è la chiave per molti sistemi di compressione con perdita di informazione,
come ad esempio il JPEG, l’MP3 e molti altri. La compressione del segnale si
ottiene conservando soltanto i coefficienti più grandi, dopodiché la ricostruzione
viene effettuata semplicemente ponendo a zero i rimanenti coefficienti. Questa
strategia è certamente ragionevole quando si ha a disposizione la conoscenza completa
dell’informazione. Tuttavia, quando il segnale deve prima essere acquisito mediante
una procedura in qualche senso costosa, lunga o difficoltosa, questo modo di procedere
sembra uno spreco di risorse: inizialmente si compiono notevoli sforzi per acquisire
il segnale nella sua interezza e in seguito la maggior parte dell’informazione viene
eliminata nel processo di compressione. Ci si può chiedere se ci sia un modo ingegnoso
1
Capitolo 1. Introduzione
per ottenere la versione compressa in modo più diretto, facendo soltanto un numero
ridotto di misurazioni del segnale, ma questo non è per niente ovvio, in quanto
misurare direttamente i coefficienti più grandi richiede di conoscerne a priori la
posizione.
Il compressive sensing fornisce sorprendentemente un modo di ricostruire una
versione compressa del segnale originale facendo soltanto un numero ridotto di
misurazioni lineari e non adattive. Il numero esatto di misurazioni richieste risulta
essere comparabile alla dimensione del segnale compresso.
Chiaramente il processo di misurazione deve essere opportunamente progettato.
Inoltre è interessante osservare come tutte le “buone” matrici di misurazione ideate
finora siano matrici casuali: per questa ragione la teoria del compressive sensing
utilizza molti strumenti della teoria della probabilità.
Più in generale il compressive sensing può essere applicato nei contesti applicativi
più disparati, non necessariamente inerenti alla teoria dei segnali. Nella sezione 2.2
esporremo due di queste possibili applicazioni, la prima riguarda la risoluzione di
equazioni differenziali in forma debole, la seconda, che prende il nome di tomografia
di reti, concerne l’analisi delle proprietà degli archi di una rete.
Un punto fondamentale del compressive sensing è l’ideazione di algoritmi efficienti.
Poiché siamo interessati al caso in cui il numero di campioni è molto sottodimensionato,
il sistema lineare che descrive il processo di misurazione sarà sottodeterminato e
avrà perciò infinite soluzioni. L’idea chiave a questo punto è la sparsità, che ci aiuta
ad isolare il vettore originale. Un algoritmo efficiente deve perciò essere in grado
di risolvere il sistema lineare promuovendo le soluzioni più sparse. L’approccio più
immediato consiste semplicemente nella ricerca di un algoritmo che calcoli il vettore
con più componenti nulle che verifichi il sistema lineare. Questo modo di procedere
tuttavia conduce al problema (2.2), che si rivela essere NP-hard [18, sezione 2.3] nel
caso generale (è intuitivamente un problema combinatorio).
Per ovviare a questa difficoltà uno dei possibili approcci è quello basato sulla
minimizzazione `1, vedi (2.3). Aggiungendo opportune ipotesi sulla matrice del
sistema (essenzialmente la proprietà del nucleo o la proprietà di isometria ristretta)
si dimostra che la minimizzazione `1 riesce effettivamente a ricostruire la soluzione
sparsa originale. È qui che entrano in gioco gli strumenti probabilistici, perché si
rivela abbastanza difficile esaminare queste proprietà per matrici deterministiche,
mentre si ottengono ottimi risultati per matrici aleatorie. Tra le classi di matrici che
sono risultate buone matrici di misurazione sono comprese le matrici gaussiane, di
Bernoulli e le matrici di Fourier parzialmente casuali.
In questa tesi si analizza il problema del compressive sensing, illustrando alcune
delle proprietà più significative ad esso correlate nel capitolo 2. Dopodiché, nel
capitolo 3, si illustrano tre possibili algoritmi di risoluzione: il metodo di omotopia
(sezione 3.1), l’algoritmo primale-duale Newton-gradiente coniugato (sezione 3.2) e il
metodo del punto interno (sezione 3.3). Infine, nel capitolo 4, si presentano i risultati
di alcune sperimentazioni numeriche effettuate per lo studio dei tre metodi proposti,
applicati a problemi di compressive sensing.
2
1.1. Notazioni
1.1 Notazioni
Nel corso del documento saranno usate le seguenti notazioni.
Indicheremo con [N ] l’insieme di indici {1, . . . , N}. Per un sottoinsieme T ⊆ [N ]
e un vettore x ∈ CN indicheremo con xT il vettore che coincide con x per gli indici
in T ed è zero altrove. In modo analogo AT indica la sottomatrice di A ottenuta
selezionando le colonne indicizzate da T .
Date due matrici quadrate reali simmetriche A e B, la scrittura A ≺ B indica che
B −A è una matrice definita positiva, mentre con A  B intenderemo che B −A è
semidefinita positiva. Per analogia sono definite le scritture A  B e A  B.
La lettera I indicherà sempre la matrice identità, mentre e sarà sempre il vettore
in cui ogni componente è uguale a 1.
L’operatore diag(v) : CN → CN×N restituisce una matrice diagonale la cui
diagonale contiene le entrate di v:
(
diag(v)
)
i,j
= 0 se i 6= j e (diag(v))
i,j
= vi se
i = j.
In RN o CN indicheremo con ‖v‖p la norma p del vettore v, con 1 ≤ p ≤ ∞. Nei
casi in cui non sia presente l’indice p è da intendersi che stiamo utilizzando la norma
2: ‖v‖ = ‖v‖2. Chiameremo inoltre BNp la palla unitaria rispetto alla norma p, con
1 ≤ p ≤ ∞. In modo analogo, indicheremo anche BN = BN2 .
Data una funzione f : RN → R convessa su un insieme D ⊆ RN convesso e dato
un punto x ∈ D, un vettore x ∈ RN si dice sottogradiente di f in x se
f(y) ≥ f(x) + 〈s, y − x〉 per ogni x ∈ D.
Indicheremo con ∂f(x) il sottodifferenziale di f in x, ovvero l’insieme di tutti i
sottogradienti di f in x:
Dato un insieme C ⊆ RN e un punto x ∈ C, indicheremo con N(C, x) il cono
normale a C in x:
N(C, x) = {z ∈ RN | 〈z, c− x〉 ≤ 0 ∀c ∈ C}
3

Capitolo 2
Compressive Sensing
Il compressive sensing è basato sull’osservazione empirica che molti tipi di segnali
del mondo reale hanno una espansione sparsa (o sparsificabile) in termini di una
base opportuna. Questo vuol dire che l’espansione ha solo un numero piccolo di
termini significativi o, in altre parole che il vettore dei coefficienti può essere ben
approssimato da un vettore con solo poche componenti non nulle.
Il supporto di un vettore x è denotato con supp(x) = {j | xj 6= 0} e definiamo
‖x‖0 = |supp(x)|.
È diventata prassi comune chiamare ‖ · ‖ la norma `0 anche se non è nemmeno una
quasinorma. Un vettore x è detto k-sparso se ‖x‖0 ≤ k. Per k ∈ [N ] indichiamo con
Σk = {x ∈ CN | ‖x‖0 ≤ k}
l’insieme dei vettori k-sparsi. Definiamo anche il miglior errore di approssimazione
con k coefficienti di un vettore x ∈ CN in `p come
σk(x)p = inf
z∈Σk
‖x− z‖p.
Se σk(x) decresce rapidamente quando k cresce, allora x è detto comprimibile o anche
sparsificabile.
Per comprimere x si potrebbero semplicemente mantenere solo i k coefficienti più
grandi e, nel processo di ricostruzione, porre a zero tutte le altre componenti. In
questo modo l’errore di ricostruzione è σk(x)p. È importante sottolineare a questo
punto che questa procedura di compressione è adattiva e non lineare perché richiede
la ricerca della componente più grande di x in modulo. In particolare la posizione
degli elementi non nulli è un tipo di informazione non lineare.
La miglior approssimazione con k coefficienti si può ottenere usando il riordina-
mento non crescente r(x) = (|xi1 |, . . . , |xiN |)T dove ij denota una permutazione degli
indici tale che |xij | ≥ |xij+1 | per j = 1, . . . , N − 1. Adesso è ovvio che
σk(x)p =
 N∑
j=k+1
rj(x)
p
1/p per 0 < p <∞,
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e che il vettore x[k] ottenuto mettendo a zero tutte le N − k componenti più piccole è
la miglior approssimazione con k coefficienti,
x[k] = arg min
x∈Σk
‖x− z‖p per 0 < p ≤ ∞.
2.1 L’approccio al problema
Si può utilizzare la strategia esposta sopra per comprimere un segnale quando si ha a
disposizione l’informazione completa sul vettore x. Tuttavia, quando l’acquisizione
di x è in un qualche senso costosa, si vorrebbe evitare di compiere molti sforzi
per acquisire x e poi eliminare la maggior parte dell’informazione nel processo di
compressione. Idealmente si vorrebbe ottenere la versione compressa in modo più
diretto, facendo soltanto un numero ridotto di misurazioni lineari e non-adattive
del segnale, ma questo non è per niente ovvio, in quanto misurare direttamente i
coefficienti più grandi richiede di conoscerne a priori la posizione. Il compressive
sensing si pone come obiettivo quello di ricostruire il segnale originale facendo soltanto
un numero ridotto di misurazioni.
Prendere m misurazioni lineari di un segnale x corrisponde ad applicare una
matrice A ∈ Cm×N (la matrice di misurazione) al vettore x ∈ CN :
Ax = b. (2.1)
Il vettore b ∈ Cm è chiamato vettore di misurazione. Il nostro interesse principale è
riposto nel caso ampiamente sotto-campionato m N . Senza ulteriori informazioni
è ovviamente impossibile ricostruire x da b poiché il sistema (2.1) è sottodeterminato
ed ha perciò infinite soluzioni. Tuttavia, se si fa l’ulteriore assunzione che il vettore x
sia k-sparso, la situazione cambia drasticamente come vedremo in seguito.
Il primo approccio che viene in mente è quello di cercare il vettore x più sparso
possibile che soddisfi il sistema (2.1). Questo conduce al problema di minimizzazione
`0
min
x∈RN
‖x‖0 con Ax = b. (2.2)
Sfortunatamente questo problema combinatorio di minimizzazione è NP-hard in
generale, vedi [18, sezione 2.3]. In altre parole, un algoritmo che risolva (2.2) per
ogni matrice A e per ogni termine noto b è necessariamente intrattabile computa-
zionalmente. Nel compressive sensing tuttavia si considerano matrici A e vettori b
con opportune proprietà, grazie alle quali è possibile sviluppare algoritmi in grado di
risolvere questo problema in modo soddisfacente.
Uno dei possibili approcci per trattare il problema (2.2) è quello di un rilassamento
convesso che conduce al problema di minimizzazione `1:
min
x∈RN
‖x‖1 con Ax = b. (2.3)
Come vedremo nel seguito si possono dare condizioni sulla matrice A e sulla sparsità
‖x‖0 che garantiscono che la soluzione di (2.3) coincida con quella di (2.2). Non
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c’è contraddizione con il fatto che il problema (2.2) sia NP-hard, in quanto questi
risultati valgono per una particolare sottoclasse di matrici A e vettori b.
La figura 2.1 fornisce un’intuizione del perché la minimizzazione `1 promuova la
sparsità della soluzione. Nel caso in esame si ha N = 2 e m = 1, in questo modo
l’insieme delle soluzioni F(b) = {x | Ax = b} è una retta in R2. La particolare
geometria della palla B21 = {x | ‖x‖1 ≤ 1} fa sì che la soluzione ottenuta dalla
minimizzazione `1 coincida con una soluzione sparsa. I risultati presentati nel seguito
renderanno più rigorosa questa intuizione.
B21
x∗
Ax = b
Figura 2.1: Il vettore x∗ di minima norma 1 che risolve il sistema Ax = b è sparso.
Nei contesti applicativi derivati dal mondo reale, il lato destro di (2.1) è spesso
sporcato da un certo rumore. Matematicamente possiamo interpretare questo fatto
sostituendo la (2.1) con
Ax = b˜ = b+ ξ, (2.4)
dove sul vettore ξ ∈ Rm si possono fare diverse ipotesi a seconda delle informazioni
che abbiamo a disposizione nello specifico caso in esame (ad esempio si potrebbe
supporre che ciascuna componente ξi abbia una distribuzione normale N(0, σ2)). Con
questa piccola variazione, il problema (2.3) viene sostituito da
min
x∈RN
‖x‖1 con ‖Ax− b‖22 ≤ ε1, (2.5)
con ε1 > 0. In letteratura sono spesso utilizzate alcune formulazioni alternative per
questo tipo di problemi. Una delle più usate è
min
x∈RN
τ‖x‖1 + ‖Ax− b‖22, (2.6)
7
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con τ > 0, ma non è raro incontrare anche la seguente:
min
x∈RN
‖Ax− b‖22 con ‖x‖1 ≤ ε2, (2.7)
con ε2 > 0.
Utilizzando il teorema 27.4 di [27] possiamo riformulare l’ottimalità per i tre
problemi sopra definiti in questo modo:
1. x∗ è soluzione ottima di (2.5) se e solo se
0 ∈ ∂‖x∗‖1 +N({x | ‖Ax− b‖22 ≤ ε1}, x∗); (2.8)
2. x∗ è soluzione ottima di (2.6) se e solo se
0 ∈ τ∂‖x∗‖1 + 2AT (Ax∗ − b); (2.9)
3. x∗ è soluzione ottima di (2.7) se e solo se
0 ∈ 2AT (Ax∗ − b) +N({x | ‖x‖1 ≤ ε2}, x∗). (2.10)
Dimostriamo adesso l’equivalenza tra la formulazione (2.5) e la (2.6), dopodiché
analizzeremo quali siano i legami tra queste due scritture e la formulazione (2.7).
Queste formulazioni esposte sopra dipendono da parametri e le equivalenze che
dimostreremo devono tenerne conto. Quello che faremo sarà infatti provare che,
se selezioniamo uno dei due problemi (2.5) o (2.6), ne fissiamo il parametro e ne
scegliamo una soluzione x∗, allora esiste un valore del parametro dell’altro problema
(che dipenderà sia dal parametro del primo problema sia dalla soluzione x∗) tale che
x∗ è soluzione anche di tale problema. Per le dimostrazioni di equivalenza utilizzeremo
il teorema VI.1.3.5 di [23], che riportiamo qui sotto.
Teorema 2.1. Sia f : RN → R convessa e supponiamo 0 /∈ ∂f(x). Allora
N({y | f(y) ≤ f(x)}, x) = {sd | s ∈ R+, d ∈ ∂f(x)} = R+∂f(x).
Adesso abbiamo a disposizione tutti gli strumenti necessari per la dimostrazione
dell’equivalenza dei due problemi.
1⇒2) Iniziamo provando che, data una soluzione x∗ di (2.5), esiste un τ > 0 tale
che x∗ è soluzione di (2.6) per quell’opportuno τ . A tal fine sia quindi ε1 > 0
fissato e sia x∗ soluzione ottima di (2.5). Se ‖Ax∗ − b‖22 < ε1 allora è vero che
N({x | ‖Ax− b‖22 ≤ ε1}, x∗) = {0},
perciò necessariamente 0 ∈ ∂‖x∗‖1 e questo è possibile solo se x∗ = 0. In questo
caso, che certamente non è di grande interesse da un punto di vista applicativo,
basta prendere τ sufficientemente grande (più precisamente basta τ ≥ ‖AT b‖∞,
come mostreremo nella sezione 3.1) per far sì che x∗ = 0 sia anche soluzione
8
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della seconda formulazione. Supponiamo invece che ‖Ax∗ − b‖22 = ε1. In questo
caso, grazie al teorema 2.1, abbiamo che
N({x | ‖Ax− b‖22 ≤ ε1}, x∗) = R+∂
(‖Ax∗ − b‖22) = R+AT (Ax∗ − b),
ma allora, poiché x∗ è soluzione ottima di (2.5) e verifica perciò la condizione
(2.8), possiamo affermare che esistono d∗ ∈ ∂‖x∗‖1 e s∗ ≥ 0 tali che
0 = d∗ + s∗AT (Ax∗ − b).
Se s∗ = 0 allora d∗ = 0, ovvero 0 ∈ ∂‖x∗‖1, e quindi siamo nuovamente nel caso
precedente in cui x∗ = 0. Se invece s∗ > 0 possiamo porre τ = 2/s∗ trovando
ovviamente che
0 = τd∗ + 2AT (Ax∗ − b),
ovvero
0 ∈ τ∂‖x∗‖1 + 2AT (Ax∗ − b),
cioè x∗ è soluzione anche di (2.6), poiché verifica la condizione (2.9).
2⇒1) Supponiamo che x∗ sia soluzione di (2.6). Allora, grazie alla condizione (2.9),
esiste d∗ ∈ ∂‖x∗‖1 tale che
0 = τd∗ + 2AT (Ax∗ − b)
e quindi, poiché τ > 0, anche
0 = d∗ +
2
τ
AT (Ax∗ − b).
Prendendo ora ε1 = ‖Ax∗− b‖22 otteniamo quindi, con un ragionamento analogo
a quanto fatto nella dimostrazione dell’altra implicazione, che x∗ è soluzione
anche di (2.5). Infatti, con questa scelta di ε1, le condizioni di ottimalità (2.8)
per il problema (2.5) possono essere riscritte, mediante il teorema 2.1, come
0 ∈ ∂‖x‖1 + R+AT (Ax− b).
Abbiamo appena mostrato che x = x∗ verifica queste condizioni ed è perciò
soluzione anche della formulazione (2.5).
Cosa possiamo dire invece del rapporto tra la terza formulazione (2.7) e le prime
due? Poiché abbiamo appena provato che (2.5) e (2.6) sono equivalenti (nel senso
inteso sopra), è sufficiente analizzare le relazioni tra il problema (2.7) e una delle due
formulazioni: per comodità sceglieremo la (2.6).
Possiamo provare che, per una opportuna scelta del parametro ε2, una soluzione
x∗ del problema (2.6) è anche soluzione del problema (2.7). Infatti, dato un valore
τ > 0 tale che sia x∗ soluzione di (2.6), dalla condizione (2.9) deduciamo che esiste
d∗ ∈ ∂‖x∗‖1 tale che 0 = τd∗ + 2AT (Ax∗ − b). Ponendo ε2 = ‖x∗‖1 possiamo usare
9
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di nuovo il teorema 2.1 per affermare che τd∗ ∈ N({x | ‖x‖1 ≤ ε2}, x∗) e ottenere
perciò che x∗ è soluzione di (2.7).
Analizziamo adesso l’implicazione inversa. Fissiamo un valore ε2 > 0 e consideria-
mo una soluzione x∗ del problema (2.7). Per tale soluzione ricordiamo che abbiamo,
per la condizione (2.10),
0 ∈ 2AT (Ax∗ − b) +N({x | ‖x‖1 ≤ ε2}, x∗).
A questo punto abbiamo due casi.
• Se ‖x∗‖1 < ε2, cioè la soluzione x∗ appartiene alla parte interna della regione
ammissibile del problema (2.7), allora deduciamo che AT (Ax∗−b) = 0. A questo
punto x∗ può essere soluzione del problema (2.6) se e solo se x∗ = 0 e AT b = 0:
infatti, se x∗ fosse soluzione di (2.6), allora, poiché AT (Ax∗−b) = 0, deve essere
0 ∈ τ∂‖x∗‖1, che è possibile se solo se x∗ = 0 (in quanto τ > 0). La condizione
AT b = 0 segue ovviamente dalla sostituzione di x∗ = 0 in AT (Ax∗ − b) = 0.
• Se ‖x∗‖1 = ε2 allora, usando ancora il teorema 2.1, possiamo dedurre che
esistono s∗ ≥ 0 e d∗ ∈ ∂‖x∗‖1 tali che
0 = 2AT (Ax∗ − b) + s∗d∗.
Distinguiamo due ulteriori sottocasi:
– se s∗ > 0 allora basta prendere τ = s∗ per ottenere che x∗ è anche soluzione
del problema (2.6);
– se invece s∗ = 0 otteniamo nuovamente che AT (Ax∗ − b) = 0, e quindi,
supponendo che x∗ sia soluzione anche del problema (2.6) e usando lo
stesso ragionamento fatto sopra, otteniamo che x∗ deve essere nullo, ma
questo è assurdo perché stiamo supponendo ‖x∗‖1 = ε2 > 0. In questo
caso perciò x∗ non può mai essere soluzione anche del problema (2.6).
2.2 Applicazioni
Esponiamo adesso alcune possibili applicazioni del compressive sensing: proponendo
un approccio piuttosto generale, questa metodologia di lavoro si presta ad essere
utilizzata in problemi applicativi di vario genere.
2.2.1 Risoluzione di equazioni differenziali
Dati due spazi di Hilbert U e V (a priori distinti), supponiamo di voler risolvere
un’equazione differenziale che sia esprimibile mediante la seguente formulazione
debole:
calcolare u ∈ U tale che a(u, v) = F (v) ∀v ∈ V, (2.11)
dove a : U ×V → R è una forma bilineare e F ∈ V ∗ è un funzionale lineare e continuo
nel duale di V . Il caso in cui U = V identifica la formulazione debole classica, la cui
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risolubilità, sotto opportune ipotesi, è garantita dal teorema di Lax-Milgram [4]. La
scelta più generale U 6= V conduce ad una formulazione non-standard [1].
Discretizziamo la formulazione debole (2.11) approssimando U e V mediante due
sottospazi di dimensione finita, UN ⊂ U e Vm ⊂ V , rispettivamente di dimensione
N ed m. Supponiamo che questi due sottospazi siano generati rispettivamente da
una base di funzioni trial {ψ1, . . . , ψN} e di funzioni test {ϕ1, . . . , ϕm}. La versione
discreta del problema (2.11) è perciò
calcolare u ∈ UN tale che a(u, v) = F (v) ∀v ∈ Vm, (2.12)
cioè, poiché Vm = span{ϕ1, . . . ϕm},
calcolare u ∈ UN tale che a(u, ϕi) = F (ϕi) ∀i ∈ [m]. (2.13)
Se espandiamo u ∈ UN in termini della base delle funzioni trial ψ1, . . . ψN , il problema
(2.13) può essere riformulato come la risoluzione del sistema lineare
Ax = b, (2.14)
dove la matrice A ∈ Rm×N rappresenta la forma bilineare a(u, v) rispetto alle basi
{ψj} e {ϕi} e il vettore b ∈ Rm contiene le valutazioni del funzionale F nelle ϕi:
Aij = a(ψj , ϕi), bi = F (ϕi). (2.15)
Il vettore x ∈ RN contiene i coefficienti della soluzione del problema discretizzato
(2.12) u rispetto alla base delle funzioni trial ψ1, . . . ψN .
Tramite una scelta opportuna della base di UN possiamo far sì che la soluzione u
risulti sparsificabile rispetto a quella base: potremo quindi applicare le tecniche di
risoluzione sparsa che esporremo nel seguito per calcolare una soluzione x del sistema
lineare con poche componenti non nulle.
Questo approccio prende il nome di CORSING (COmpRessed SolvING) ed è stato
utilizzato per la risoluzione di equazioni differenziali ellittiche alle derivate parziali,
in particolare per lo studio di problemi di avvezione-diffusione-reazione [6] [5].
2.2.2 Tomografia di reti
Con la sempre crescente richiesta di strumenti efficaci per la gestione di reti (elettriche,
informatiche, stradali o di qualsiasi tipo), è di cruciale importanza la possibilità di
monitorare le proprietà dei collegamenti tra i nodi. Ad esempio, il riconoscimento
di congestioni o errori in una rete informatica o il controllo del traffico per una rete
stradale sono un utile supporto per l’analisi, la manutenzione e il miglioramento della
rete stessa. Nel lavoro di Vardi del 1996 [30] fu introdotta per la prima volta la
terminologia tomografia di reti (network tomography), per indicare una classe di metodi
per la stima dei parametri dei collegamenti tra nodi di una rete e l’identificazione
delle congestioni.
Consideriamo una rete in cui è definito un bordo, ossia un sottoinsieme di nodi tale
che sia possibile interagire soltanto con i nodi di questo insieme, detti appunto nodi
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di bordo, e non con i rimanenti, detti nodi interni. Questa situazione è abbastanza
frequente per le reti informatiche, in cui spesso è più difficile (o addirittura impossibile)
interagire con i nodi interni rispetto ai nodi terminali. Il nostro obiettivo è riuscire
a ricavare informazioni agendo soltanto sui nodi di bordo. Un modo per farlo è far
sì che un nodo di bordo invii dei pacchetti di test verso alcuni o tutti gli altri nodi
di bordo e misuri così gli attributi del collegamento tra nodi end-to-end, come ad
esempio il ritardo accumulato o la percentuale di pacchetti persi. L’informazione così
ottenuta dipende perciò dalle proprietà di tutti i collegamenti intermedi attraversati
dai pacchetti di test durante il tragitto tra i due nodi di bordo. Ad esempio, nel caso
in cui siamo interessati a misurare il ritardo accumulato dal pacchetto, esso sarà la
somma dei singoli ritardi accumulati durante il transito lungo ciascuno dei collegamenti
attraversati nel percorso. Come già accennato, lo scopo della tomografia di reti è
quello di recuperare informazioni riguardanti lo stato dei singoli collegamenti, anche
tra nodi interni, avendo a disposizione soltanto le informazioni ottenute mediante
questa procedura di test tra nodi di bordo.
Per semplicità concentriamoci sul caso di una rete informatica, in cui un am-
ministratore di rete sia interessato all’identificazione di eventuali collegamenti con-
gestionati. Schematizziamo matematicamente questa situazione con un grafo non
orientato N = (V,E), dove V è l’insieme dei nodi (alcuni di bordo, alcuni interni) ed
E l’insieme degli archi, con cardinalità |E| = N . Supponiamo di avere, per ciascun
arco `j , una stima pj del ritardo medio accumulato da un pacchetto che transita
su quell’arco. L’amministratore di rete sceglierà m cammini tra nodi di bordo su
cui testare la rete: tale scelta può essere modellizzata con una matrice R ∈ Rm×N ,
detta matrice di routing, in cui ciascuna riga corrisponde ad un cammino e ciascuna
colonna corrisponde ad un arco della rete. In questa rappresentazione la componente
rij della matrice assume valore 1 se l’arco `j appartiene al cammino i-esimo, 0 se non
vi appartiene.
Esempio 2.2. Consideriamo la schematizzazione di una rete giocattolo mediante il
grafo non orientato in figura 2.2: esso è formato da 4 nodi di bordo (n1, n2, n5 e n6),
due nodi interni (n3 e n4, rappresentati con un cerchio tratteggiato) e 5 archi.
n1
n2
n3 n4
n5
n6
`1
`2
`3
`4
`5
Figura 2.2: Una rete con 4 nodi di bordo, 2 nodi interni e 5 collegamenti.
L’amministratore di rete sceglie di testare la rete su 3 cammini: n1  n6, n2  n5
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e n1  n2. La matrice di routing R corrispondente sarà
R =
1 0 1 0 10 1 1 0 1
1 1 0 0 0
 .
Osserviamo come la matrice di rounting non sia completa, ovvero non contenga tutti
i possibili cammini tra tutte le possibili coppie di nodi di bordo.
L’amministratore invierà dei pacchetti di test su ciascun cammino scelto, misuran-
do la differenza yi tra il ritardo effettivo accumulato dal pacchetto lungo il tragitto
e il ritardo previsto attraverso le stime pj dei ritardi medi di ciascun arco che ha
percorso. Chiamando xj la differenza tra il ritardo effettivo sull’arco j-esimo e il
ritardo stimato sullo stesso arco, il vettore y con componenti yi corrisponderà perciò
al prodotto tra la matrice R e il vettore x:
Rx = y. (2.16)
Osserviamo adesso come il sistema (2.16) sia in generale sottodeterminato: il
numero di archi N in una rete sufficientemente complessa è molto superiore al numero
di nodi, ed eseguire quindi un numero di misurazioni pari ad N per ottenere un
sistema lineare quadrato risulterebbe troppo dispendioso, per cui avremo che m N .
Ci aspettiamo però anche che le componenti non nulle della soluzione desiderata x
siano in numero ridotto, in quanto è ragionevole ritenere che solo un piccolo numero
di archi presenti problemi di congestione in un dato istante. Queste due osservazioni
riconducono il problema della risoluzione del sistema lineare (2.16) all’interno della
cornice del compressive sensing: possiamo infatti riformularlo come
min‖x‖0 con Rx = y. (2.17)
A questa formulazione si applicano quindi tutte le tecniche relative a problemi di
compressive sensing.
2.2.3 Soluzioni sparse di problemi più generali
Nel compressive sensing interpretiamo la risoluzione del sistema lineare Ax = b
come il recupero di un segnale sparso o sparsificabile a partire da un numero ridotto
di misurazioni: in questo modo possiamo vedere ciascuna riga della matrice di
misurazione A come una procedura di misurazione che, applicata al vettore x tramite
un prodotto scalare, restituisce in output un elemento del vettore di misurazione
b. Questo approccio fa sì che la matrice A abbia più colonne che righe; il sistema
Ax = b risulta quindi sottodeterminato.
Ci sono tuttavia molte altre applicazioni, provenienti dai più svariati ambiti, come
ad esempio il machine learning, l’ottimizzazione su big data e la statistica, in cui non
necessariamente il sistema lineare che vogliamo risolvere promuovendo la sparsità
della soluzione sia sottodeterminato. Alcuni esempi si trovano in [8] e [24]. In questi
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casi la matrice del sistema ha più righe che colonne e il sistema lineare che ne risulta
è sovradeterminato.
In altri scenari, come ad esempio in [32] o anche in [26], si considerano invece
problemi formulati in modo ancora più generale, generalizzando la (2.6) come
min
x∈RN
fτ (x) = τ‖x‖1 + ϕ(x), (2.18)
in cui ϕ(x) è una generica funzione su cui si possono fare ulteriori ipotesi. Prendendo
ϕ(x) = ‖Ax− b‖22 riotteniamo il problema (2.6).
L’algoritmo pdNCG, che analizzeremo nella sezione 3.2, è in grado di trattare
problemi nella forma (2.18), con opportune ipotesi sulla funzione ϕ(x). In particolare
ci permette di risolvere problemi in cui ϕ(x) = ‖Ax− b‖22 in cui la matrice A presenta
più righe che colonne.
2.3 La proprietà del nucleo
Dopo questo breve elenco di possibili applicazioni, torniamo a concentrarci sul
compressive sensing nella sua generalità, e procediamo con l’analisi di alcune delle
proprietà salienti che si incontrano nell’analisi teorica. Una delle più importanti è
sicuramente la proprietà del nucleo.
Definizione 2.3. Una matrice A ∈ Cm×N soddisfa la proprietà del nucleo (null space
property, NSP) di ordine k con costante γ ∈ (0, 1) se
‖ηT ‖1 ≤ γ‖ηT c‖1, (2.19)
per ogni η ∈ kerA e per ogni insieme T ⊂ {1, . . . , N} con #T ≤ k.
Il seguente risultato è basato su questa definizione.
Teorema 2.4. Sia A ∈ Cm×N che soddisfa la proprietà del nucleo di ordine k con
costante γ ∈ (0, 1). Siano x ∈ CN , b = Ax e x∗ una soluzione del problema di
minimizzazione `1 (2.3). Allora
‖x− x∗‖1 ≤
2(1 + γ)
1− γ σk(x)1.
In particolare, se x è k-sparso, allora x = x∗.
Dimostrazione. Sia η = x∗ − x. Allora η ∈ kerA e ‖x∗‖1 ≤ ‖x‖1 perché x∗ è una
soluzione del problema (2.3). Sia T l’insieme dei k coefficienti di x di modulo maggiore.
Si ha
‖x∗T ‖1 + ‖x∗T c‖1 = ‖x∗‖1 ≤ ‖x‖1 = ‖xT ‖1 + ‖xT c‖1.
Dalla disuguaglianza triangolare e da x∗ = η + x segue che
‖x∗T ‖1 + ‖x∗T c‖1 ≥ ‖xT ‖1 − ‖ηT ‖1 + ‖ηT c‖1 − ‖xT c‖1.
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Usando queste due disuguaglianze e la proprietà del nucleo possiamo dedurre quindi
che
‖ηT c‖1 ≤ ‖ηT ‖1 + 2‖xT c‖1 ≤ γ‖ηT c‖1 + 2σk(x)1,
o, equivalentemente,
‖ηT c‖ ≤ 2
1− γ σk(x)1.
Possiamo quindi concludere che
‖x− x∗‖1 = ‖ηT ‖1 + ‖ηT c‖1 ≤ (γ + 1)‖ηT c‖1 ≤
2(1 + γ)
1− γ σk(x)1
2.4 La proprietà di isometria ristretta
La proprietà del nucleo si rivela essere abbastanza difficoltosa da provare direttamente.
La proprietà di isometria ristretta è meno difficile da verificare.
Definizione 2.5. La costante di isometria ristretta δk di una matrice A ∈ Cm×N è
il più piccolo numero tale che
(1− δk)‖z‖22 ≤ ‖Az‖22 ≤ (1 + δk)‖z‖22 per ogni z ∈ Σk. (2.20)
Una matrice A soddisfa la proprietà di isometria ristretta (restricted isometry property,
RIP) di ordine k con costante δk se la costante di isometria ristretta di A verifica
δk ∈ (0, 1).
Il nome di questa proprietà deriva dall’osservazione che, se avessimo m = N e A
fosse un’isometria, avremmo ovviamente δk = 0. Una matrice che non è un’isometria
perciò avrà un δk non nullo.
Osserviamo come, poiché Σk−1 ⊆ Σk per ogni k, ovviamente si avrà anche che
δk−1 ≤ δk per ogni k.
Si può dare una definizione equivalente per la costante di isometria ristretta. Per
farlo abbiamo prima bisogno di un lemma tecnico.
Lemma 2.6. Sia M ∈ CN×N una matrice hermitiana. Allora
max
z∈CN\{0}
|〈Mz, z〉|
‖z‖22
= ‖M‖2,
Dimostrazione. Poiché M è hermitiana può essere decomposta come M = Q∗DQ,
dove Q è una matrice unitaria e D = diag(d1, . . . , dN ) è una matrice diagonale con
gli autovalori di M sulla diagonale. Supponiamo che |d1| ≥ · · · ≥ |dN |. Possiamo
scrivere, per ogni z,
|〈Mz, z〉|
‖z‖22
=
|z∗QDQ∗z|
z∗QQ∗z
=
|w∗Dw|
w∗w
≤
∑|di||wi|2∑|wi|2 ≤ |d1|,
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perciò chiaramente
max
z∈CN\{0}
|〈Mz, z〉|
‖z‖22
≤ |d1|.
Se adesso consideriamo z = q1, dove q1 è la prima colonna di Q, osserviamo come
tale scelta di z realizzi il massimo, per cui la disuguaglianza precedente è in realtà
una uguaglianza. Per concludere basta osservare che ‖M‖2 = ρ(M) = |d1|.
Proposizione 2.7. La costante δk può essere definita in modo equivalente come
δk = max
T⊂[N ], #T≤k
‖A∗TAT − I‖2. (2.21)
Dimostrazione. Osserviamo inizialmente che, per un generico δ, (2.20) è equivalente
a
|‖AT z‖22 − ‖z‖22| ≤ δ‖z‖22 per ogni T ⊂ [N ], #T ≤ k e z ∈ C#T .
Dopodiché osserviamo che
‖AT z‖22 − ‖z‖22 = 〈AT z,AT z〉 − 〈z, z〉 = 〈(A∗TAT − I)z, z〉.
Applicando il Lemma 2.6 alla matrice M = A∗TAT − Id (che è hermitiana), otteniamo
max
z∈C#T \{0}
|〈(A∗TAT − I)z, z〉|
‖z‖22
= ‖A∗TAT − Id‖2.
In questo modo abbiamo dimostrato che (2.20) è equivalente a
max
T⊂[N ], #T≤k
‖A∗TAT − I‖2 ≤ δ.
Poiché δk è, per definizione, il più piccolo δ che la verifica, abbiamo ottenuto
l’equivalenza tra le due definizioni.
La proprietà di isometria ristretta implica la proprietà del nucleo nel modo
evidenziato dal seguente lemma.
Lemma 2.8. Supponiamo che A ∈ Cm×N soddisfi la RIP di ordine K = k + h con
costante δK ∈ (0, 1). Allora A verifica la condizione (2.19) di ordine k con costante
γ =
√
k
h
1+δK
1−δK .
Dimostrazione. Sia η ∈ N = kerA e T ⊂ {1, . . . , N}, #T ≤ k. Definiamo T0 = T e
consideriamo T1, T2, . . . , Ts insiemi disgiunti di indici di cardinalità al più h associati
ad un riordinamento non crescente dei coefficienti di η ∈ N , ovvero
|ηj | ≥ |ηi| per ogni j ∈ Th, i ∈ Tk, 1 ≤ h ≤ k. (2.22)
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Osserviamo come Aη = 0 implichi AηT0∪T1 = −
∑s
j=2AηTj . Utilizzando la disugua-
glianza di Cauchy-Schwarz, la proprietà di isometria ristretta e la disuguaglianza
triangolare possiamo dedurre questa sequenza di disuguaglianze:
‖ηT ‖1 ≤
√
k‖ηT ‖2 ≤
√
k‖ηT0∪T1‖2
≤
√
k
1− δK ‖AηT0∪T1‖2 =
√
k
1− δK ‖AηT2∪T3∪···∪Ts‖2
≤
√
k
1− δK
s∑
j=2
‖AηTj‖2 ≤
√
1 + δK
1− δK
√
k
s∑
j=2
‖ηTj‖2. (2.23)
Dalla (2.22) segue che |ηi| ≤ |η`| per ogni i ∈ Tj+1 e ` ∈ Tj . Sommando su ` ∈ Tj
otteniamo
∑
`∈Tj |ηi| ≤ ‖ηTj‖1 e quindi |ηi| ≤ h−1‖ηTj‖1. Prendendo adesso la norma
`2 su i ∈ Tj+1 troviamo
‖ηTj+1‖2 ≤ h−1/2‖ηTj‖1. (2.24)
Usando questa stima in (2.23) si trova
‖ηT ‖1 ≤
√
1 + δK
1− δK
k
h
s−1∑
j=1
‖ηTj‖1 ≤
√
1 + δK
1− δK
k
h
‖ηT c‖1, (2.25)
e la tesi è dimostrata.
Osservazione 2.9. Prendendo h = 2k nel lemma precedente si vede che, se A
soddisfa la RIP di ordine K = k + h = 3k con costante δ3k < 1/3, allora A ha
la proprietà del nucleo con costante γ < 1. Il teorema 2.4 ci garantisce quindi la
ricostruzione dei vettori k-sparsi attraverso la minimizzazione `1.
2.5 Coerenza
Definizione 2.10. Data una matrice A = (a1|a2| · · · |aN ) ∈ Cm×N con colonne
normalizzate ‖ai‖2 = 1 la coerenza è definita come
µ = max
i 6=j
|〈ai, aj〉|. (2.26)
Applicando il teorema dei cerchi di Gershgorin a A∗TAT − I con #T = k e
utilizzando la Proposizione 2.7 si prova che
δk ≤ (k − 1)µ. (2.27)
Sono noti diversi esempi espliciti di matrici con coerenza piccola µ = O(1/√m). Un
caso semplice è la concatenazione A = (I | F ) ∈ Cm×2m dell’identità e la matrice
di Fourier unitaria m×m Fj,k = m−1/2e2piijk/m. In questo caso si prova facilmente
che µ = 1/
√
m. Inoltre, si trovano molte altre classi di matrici (vedi [29]) la cui
coerenza verifica µ = O(1/√m) e per cui, di conseguenza, vale che δk ≤ C k√m per
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qualche costante C. Combinando questa stima con l’Osservazione 2.9 si mostra che
tutti i vettori k-sparsi x possono essere ricostruiti dal sistema Ax = b mediante la
minimizzazione `1 se si prova che
m ≥ Ck2 (2.28)
per una opportuna costante C. A prima vista ci si potrebbe ritenere soddisfatti
da questa condizione perché, se k è molto piccolo rispetto a N , possiamo ancora
scegliere m < N e tutti i vettori k-sparsi possono essere ricostruiti dalla misurazione
sottocampionata b = Ax. Ciononostante si vorrebbe migliorare la (2.28), in particolare
si potrebbe sperare che sia sufficiente una riscalatura lineare di m rispetto a k per
garantire la ricostruzione di vettori k-sparsi a partire da m misurazioni. Si può
dimostrare che esistono classi di matrici che hanno proprietà di ricostruzione che
richiedono una condizione della forma m ≥ Ck logα(N) con un opportuno α ≥ 1.
Purtroppo questi risultati non possono essere dimostrati usando semplicemente la
coerenza (seguendo quindi un metodo simile a quanto esposto sopra) a causa del
vincolo generale (vedi [29] per la dimostrazione)
µ ≥
√
N −m
m(N − 1) ∼
1√
m
(N sufficientemente grande). (2.29)
Per superare questo “collo di bottiglia quadratico” è necessario analizzare anche
le cancellazioni che si verificano nella matrice A∗TAT − I (vedi Proposizione 2.7) e
questo compito sembra alquanto complesso usando metodi deterministici. È invece
più semplice analizzare le cancellazioni utilizzando tecniche probabilistiche, ed è
per questo motivo che i risultati più importanti nel compressive sensing si hanno
proprio per opportune classi di matrici casuali. Ci limitiamo adesso a menzionare tre
importanti classi fra queste:
• Matrici Gaussiane: le componenti di A sono realizzazioni indipendenti di
variabili gaussiane con media 0 e varianza 1/m.
• Matrici di Bernoulli: in questo caso invece le entrate di A assumono i valori
+1/
√
m oppure −1/√m con uguale probabilità, in modo indipendente l’una
dall’altra.
• Matrici aleatorie parziali di Fourier: una matrice aleatoria parziale di
Fourier A ∈ Cm×N si ottiene selezionando m righe da una matrice di Fourier
F ∈ CN×N in modo uniformemente casuale.
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Metodi risolutivi
Abbiamo visto come la minimizzazione `1 sia una possibile formulazione del nostro
problema iniziale (2.2) che ci permette in molti casi di recuperare la soluzione sparsa
che desideriamo. Adesso è importante analizzare metodi efficienti per la sua risoluzione
numerica.
In prima battuta osserviamo che il problema di minimizzazione `1 (2.3) sia
equivalente, nel caso reale, al problema di programmazione lineare
min
2N∑
j=1
vj
[A | −A]v = b
v ≥ 0.
(3.1)
Una soluzione x∗ di (2.3) si ottiene da una soluzione v∗ di (3.1) semplicemente ponendo
x∗ = [I | −I]v∗. Possiamo quindi applicare un qualsiasi metodo di programmazione
lineare e ottenere la soluzione. Tuttavia ci aspettiamo che un metodo sviluppato
appositamente per il problema (2.3) abbia delle prestazioni superiori ad un metodo
generale per la programmazione lineare. Spesso inoltre i software di carattere generale
disponibili richiedono in input l’intera matrice A e non ne sfruttano eventuali proprietà
di moltiplicazione veloce, che sono disponibili, ad esempio, nel caso di matrici aleatorie
parziali di Fourier. È perciò utile sviluppare algoritmi specializzati per il nostro
problema.
3.1 Il metodo di omotopia
Il metodo di omotopia [18] [17] calcola un minimo del nostro problema di minimizza-
zione `1 (2.3) nel caso reale A ∈ Rm×N e b ∈ Rm.
Consideriamo, per λ > 0, la funzione
Fλ(x) =
1
2
‖Ax− b‖22 + λ‖x‖1, x ∈ RN , (3.2)
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e indichiamo con xλ un minimo di Fλ(x). La proposizione seguente fornisce una
giustificazione per il metodo di omotopia.
Proposizione 3.1. Supponiamo che Ax = b ammetta soluzione. Allora la funzione
λ 7→ xλ è limitata in norma e ogni punto di accumulazione di xλj con λj → 0+ è un
minimo di (2.3). Se inoltre il minimo x] di (2.3) è unico, allora
lim
λ→0+
xλ = x
].
Dimostrazione. Sia λ > 0 e sia xλ un minimo di Fλ. Allora
λ‖xλ‖1 ≤
1
2
‖Axλ − b‖22 + λ‖xλ‖1 = Fλ(xλ) ≤ Fλ(x]) = λ‖x]‖1,
cioè ‖xλ‖1 ≤ ‖x]‖1. Abbiamo ottenuto quindi che xλ è limitata e xλj possiede quindi
un punto di accumulazione x′. Dalla disuguaglianza precedente possiamo anche
ottenere 12‖Axλ− b‖22 ≤ λ‖x]‖1. Facendo tendere λ a zero si trova che ‖Ax′− b‖ = 0,
cioè Ax′ = b. Sempre dalla disuguaglianza precedente e sempre per λ→ 0 abbiamo
che ‖x′‖1 ≤ ‖x]‖1, perciò, per definizione di x], segue che ‖x′‖1 = ‖x]‖1. Ma allora
abbiamo provato che anche x′ è soluzione di (2.3).
Se tale soluzione è unica segue ovviamente che x′ = x], ovvero ogni sottosuccessione
di xλj converge a x
], e quindi tutta la successione xλj converge a x
].
Osserviamo che, se λ = λ̂ è molto grande, allora x
λ̂
= 0. Questa osservazione (la
cui giustificazione segue dalle condizioni di ottimalità (3.3) e (3.4) per la minimizza-
zione di Fλ(x)) e la proposizione precedente forniscono l’idea alla base dell’algoritmo
di omotopia: al primo passo si sceglie un λ(0) opportunamente grande in modo da
avere che x(0) = xλ(0) = 0 sia un minimo di Fλ(0)(x), dopodiché si segue la soluzione
da x(0) = 0 a x] riducendo progressivamente il parametro λ. In [28] si dimostra
come il cammino λ 7→ xλ sia lineare a tratti: è perciò sufficiente tracciare i punti di
raccordo tra le varie sezioni lineari.
Poiché la funzione Fλ(x) è convessa, sappiamo che un vettore x è minimo di
Fλ(x) se e solo se 0 ∈ ∂Fλ(x), dove ∂Fλ(x) indica il sottodifferenziale di Fλ in x. Il
sottodifferenziale di Fλ è
∂Fλ(x) = A
T (Ax− b) + λ∂‖x‖1,
dove il sottodifferenziale della norma `1 è
∂‖x‖1 = {v ∈ RN | vi ∈ ∂|xi|, i ∈ [N ]}.
Proseguendo nel calcolo, il sottodifferenziale del valore assoluto è dato da
∂|z| =
{
{sgn(z)} se z 6= 0,
[−1, 1] se z = 0.
Possiamo quindi affermare che un vettore x è un minimo di Fλ se e solo se
(AT (Ax− b))i = −λ sgn(xi) se xi 6= 0 (3.3)
|(AT (Ax− b))i| ≤ λ se xi = 0 (3.4)
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3.1.1 L’algoritmo
Il metodo di omotopia inizia con x(0) = xλ = 0. Per la condizione (3.4) il corrispon-
dente λ è λ = λ(0) = ‖AT b‖∞. Nei passi successivi l’algoritmo varia λ (cercando di
ridurlo) e calcola i corrispondenti minimi x(1), x(2), . . . . Tiene inoltre traccia dell’in-
sieme Sj degli indici attivi, cioè gli indici i tali che la componente i-esima di x(j) è
non nulla: Sj = {i ∈ [N ] | x(j)i 6= 0}. Indichiamo con
c(j) = AT (Ax(j−1) − b)
il vettore dei residui al passo j e con a1, . . . , aN le colonne della matrice A. Con
queste notazioni siamo pronti per descrivere nel dettaglio i vari passi dell’algoritmo.
Passo j = 1. Abbiamo x(0) = 0 e S0 = ∅. Poniamo
i(1) = arg max
i∈[N ]
|(AT b)i| = arg max
i∈[N ]
|c(1)i |. (3.5)
L’indice i(1) rappresenta, in un certo senso, l’indice di maggior violazione del vincolo
(3.4), perché indica la componente di c(1) di modulo maggiore che ha determinato
quindi la scelta del valore di λ(0). L’idea è quella di modificare x(0)
i(1)
in modo da poter
ridurre il parametro λ.
Per facilitare l’esposizione, assumeremo qui e nel seguito che il massimo sia
raggiunto da un solo valore i. Il caso generale in cui il massimo viene raggiunto da
più indici necessita di ulteriore analisi e sarà trattato nel seguito (vedi Osservazione
3.2).
Poniamo S1 = {i(1)} e introduciamo il vettore d(1) ∈ RN che descrive la direzione
del cammino (omotopia) della soluzione:
d
(1)
i =
{
‖ai(1)‖−22 sgn((AT b)i(1)) se i = i(1),
0 se i 6= i(1).
(3.6)
La prima sezione lineare del cammino della soluzione assume la forma
x(γ) = x(0) + γd(1) = γd(1), γ ∈ (0, γ(1)], (3.7)
per qualche γ(1) da determinare. Proviamo adesso che x(γ) verifica la (3.3) per ogni
λ(γ) = λ(0) − γ con γ ∈ (0, λ(0)]. Infatti, per la definizione di d(1), x(γ)i 6= 0 solo per
i = i(1) e quindi
(AT (Ax(γ)− b))i(1) = (AT (Aγd(1) − b))i(1) = γ(ATAd(1))i(1) − (AT b)i(1)
=
(
γ‖ai(1)‖−22 sgn((AT b)i(1))
)
(ATai(1))i(1) − sgn((AT b)i(1))|(AT b)i(1) |
= γ‖ai(1)‖−22 sgn((AT b)i(1))‖ai(1)‖22 − sgn((AT b)i(1))λ(0)
= −(λ(0) − γ) sgn((AT b)i(1))
che è proprio la condizione (3.3).
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Dobbiamo adesso calcolare il massimo γ = γ(1) > 0 per cui è verificata anche la
condizione (3.4). Utilizzando i termini correnti ed esplicitando il modulo, possiamo
riscriverla come
γ − λ(0) ≤ (AT (γAd(1) − b))i ≤ λ(0) − γ per i 6= i(1).
Adesso, separando le due disuguaglianze e ricavando γ, troviamo che devono essere
verificate entrambe le disuguaglianze seguenti:{
γ(1 + (ATAd(1))i) ≤ λ(0) + (AT b)i = λ(0) − c(1)i
γ(1− (ATAd(1))i) ≤ λ(0) − (AT b)i = λ(0) + c(1)i
per ogni i 6= i(1).
Osserviamo che, poiché λ(0) = ‖AT b‖∞, entrambi i lati destri sono necessariamente
non negativi. Di conseguenza possiamo ignorare quelle disuguaglianze per cui si
verifica che 1 + (ATAd(1))i ≤ 0 oppure 1− (ATAd(1))i ≤ 0, dal momento che saranno
verificate per ogni scelta di γ > 0. Abbiamo inoltre supposto che il massimo in (3.5)
sia unico: questa ipotesi ci assicura in aggiunta che non ci siano lati destri nulli, per
cui non accadrà mai che γ(1) = 0. Grazie a queste considerazioni, possiamo affermare
che
γ(1) =
+
min
i 6=i(1)
{
λ(0) − c(1)i
1 + (ATAd(1))i
,
λ(0) + c
(1)
i
1− (ATAd(1))i
}
, (3.8)
dove il simbolo
+
min indica che il minimo è preso solo fra i valori positivi:
+
min{α | α ∈ A} = min{α | α ∈ A, α > 0}.
Abbiamo quindi che x(1) = x(γ(1)) = γ(1)d(1) è il successivo minimo di Fλ per
λ = λ(1) = λ(0) − γ(1). Per costruzione λ(1) verifica λ(1) = ‖c(2)‖∞ e l’indice i(2) per
cui si raggiunge il minimo nella (3.8) diventa l’indice di maggior violazione al passo
attuale delle condizioni (3.4). Per questo motivo lo aggiungiamo all’insieme degli
indici attivi ponendo S2 = {i(1), i(2)} per cercare di ottenere una riduzione del valore
di λ nei passi successivi.
Passo j ≥ 2. Dal passo precedente abbiamo l’ultimo punto del cammino x(j−1)
e l’insieme Sj che contiene gli indici delle componenti di x(j) diverse da zero. Poiché
sappiamo che il cammino λ 7→ xλ è lineare a tratti, cerchiamo la direzione d(j) e
il massimo valore γ(j) > 0 tali che x(j) = x(j−1) + γ(j)d(j) sia il successivo punto
estremo del segmento lineare. Poiché sappiamo già dal passo precedente che le
componenti x(j)i per i /∈ Sj devono essere nulle, dobbiamo determinare soltanto d(j)i
per i ∈ Sj . Preliminarmente osserviamo che, applicando la funzione segno alla (3.3)
con x = x(j−1), troviamo che
sgn(c
(j)
Sj−1) = − sgn(x
(j−1)
Sj−1 ). (3.9)
Applicando questa osservazione di nuovo alla (3.3) otteniamo che
(AT (Ax(j−1) − b))i = λ(j−1) sgn(c(j)i ) per ogni i ∈ Sj−1. (3.10)
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Vogliamo provare che questa uguaglianza vale anche per tutti gli indici i ∈ Sj . Come
vedremo nel seguito ci sono due possibilità.
1. Un indice i è stato aggiunto a Sj , cioè Sj = Sj−1∪{i}. In questo caso osserviamo
che la (3.4) per x = x(j−1) implica |c(j)i | = λ(j−1) per l’indice i che è stato
aggiunto a Sj , perciò, per tale indice, abbiamo
c
(j)
i = (A
T (Ax(j−1) − b))i = |c(j)i | sgn(c(j)i ) = λ(j−1) sgn(c(j)i ).
2. Un indice i è stato tolto da Sj . In questo caso non c’è niente da dimostrare,
perché la (3.10) vale ugualmente per un sottoinsieme di indici Sj ⊂ Sj−1.
Possiamo quindi affermare che
c
(j)
i = λ
(j−1) sgn(c(j)i ) per ogni i ∈ Sj . (3.11)
Adesso parametrizziamo come x(γ) = x(j−1) + γd il generico segmento che parte
da x(j−1) lungo la direzione d e imponiamo che x(γ) verifichi le condizioni di ottimalità
(3.3) e (3.4) per λ = λ(j−1)−γ per qualche γ > 0; in questo modo otterremo condizioni
su d(j). Possiamo scrivere
(AT (Ax(γ)− b))i = c(j)i + γ(ATAd)i = −(λ(j−1) − γ) sgn(x(γ)i) ∀i ∈ Sj , (3.12)
dove la seconda uguaglianza deriva dall’imporre la condizione (3.3). Osserviamo
adesso che, per ogni i ∈ Sj , la quantità sgn(x(γ)i) è costante rispetto a γ per
tutti i valori γ ∈ (0, ε) per qualche ε > 0. Perciò, passando al limite per γ → 0
nell’uguaglianza precedente, otteniamo
c
(j)
i = −λ(j−1) sgn(x(γ)i) per ogni i ∈ Sj .
Usando adesso la (3.11) e dividendo per λ(j−1), troviamo
sgn(c
(j)
i ) = − sgn(x(γ)i) per ogni i ∈ Sj . (3.13)
Applicando questa osservazione di nuovo alla (3.12) otteniamo adesso la condizione
su d che cercavamo: la direzione d(j) che determina il successivo tratto lineare del
cammino λ 7→ xλ è tale che d(j)Scj = 0 e d
(j)
Sj
è soluzione del sistema
(ASj )
TASjd
(j)
Sj
= − sgn(c(j)Sj ). (3.14)
Una volta ottenuta la direzione d(j) dobbiamo occuparci del calcolo di γ(j). Per farlo,
andiamo nuovamente ad analizzare le condizioni di ottimalità (3.3) e (3.4) alla luce
delle nuove informazioni sulla direzione. Mantenendo la (3.4) inalterata, le condizioni
che dobbiamo verificare sono quindi
sgn(c
(j)
i ) = − sgn(x(γ)i) se i ∈ Sj , (3.15)
|(AT (Ax(γ)− b))i| ≤ λ(j−1) − γ se i /∈ Sj . (3.16)
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Il nostro scopo è calcolare il massimo valore γ = γ(j) tale che entrambe queste
condizioni siano verificate per tutti i γ ∈ (0, γ(j)].
Con lo stesso ragionamento fatto per il passo j = 1, si prova che la (3.16) è
verificata per ogni γ ∈ (0, γ(j)+ ] dove
γ
(j)
+ =
+
min
i/∈Sj
{
λ(j−1) + c(j)i
1− (ATAd(j))i
,
λ(j−1) − c(j)i
1 + (ATAd(j))i
}
. (3.17)
Per la (3.15) invece dobbiamo controllare per quali γ vale c(j)i x(γ)i < 0 per
ogni i ∈ Sj . Osserviamo che, se al passo precedente ho aggiunto l’indice i0 a Sj−1
per ottenere Sj = Sj−1 ∪ {i0}, la corrispondente disuguaglianza c(j)i0 x(γ)i0 < 0 non
impone alcuna condizione su γ ed è automaticamente verificata per ogni γ: infatti
la corrispondente componente di x(γ) è x(γ)i0 = γd
(j)
i0
poiché x(j−1)i0 = 0 in quanto
i0 /∈ Sj−1. La disuguaglianza diventa perciò semplicemente γc(j)i0 d
(j)
i0
< 0, e la sua
validità non dipende da γ > 0, ma è garantita dalla scelta della direzione d(j) che
garantisce che x(γ) verifichi le condizioni di ottimalità. Possiamo quindi limitarci ad
analizzare le condizioni derivanti dalle disuguaglianze relative ai soli indici in Sj−1.
Ci sono due casi:
1. se c(j)i > 0 devo provare che x(γ)i < 0;
2. se c(j)i < 0 devo provare che x(γ)i > 0.
Per il caso 1 si deve avere che x(j−1)i + γd
(j)
i < 0, cioè γd
(j)
i < −x(j−1)i . Poiché siamo
nel caso c(j)i > 0, dalla (3.9) deduciamo che il lato destro della disuguaglianza è
positivo. Perciò, nel caso in cui fosse d(j)i < 0, non otteniamo alcun vincolo su γ,
mentre, nel caso in cui fosse d(j)i > 0, abbiamo la condizione
γ <
−x(j−1)i
d
(j)
i
.
Il caso 2 è simile, basta fare attenzione al cambio di segno: se d(j)i > 0 non abbiamo
vincoli su γ, se invece d(j)i < 0 otteniamo di nuovo la condizione precedente. Abbiamo
quindi provato che la (3.15) è verificata per ogni γ ∈ (0, γ(j)− ] dove
γ
(j)
− =
+
min
i∈Sj ,d(j)i 6=0
{
−x(j−1)i
d
(j)
i
}
, (3.18)
dove poniamo convenzionalmente γ(j)− = +∞ nel caso in cui non ci siano argomenti
positivi fra gli argomenti del minimo.
A questo punto poniamo
γ(j) = min{γ(j)+ , γ(j)− } (3.19)
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in modo da poter affermare che l’estremo del segmento lineare del cammino che
stiamo considerando è x(j) = x(γ(j)) = x(j−1) + γ(j)d(j).
Se nella (3.19) è γ(j)+ a determinare il minimo, allora l’indice i+ che determina
il minimo nella (3.17) viene aggiunto a Sj : Sj+1 = Sj ∪ {i+}. Se invece γ(j) = γ(j)− ,
allora l’indice i− che determina il minimo nella (3.18) viene rimosso da Sj , in quanto,
per definizione di γ(j)− , adesso x
(j)
i− = 0. Perciò in questo caso Sj+1 = Sj \ {i−}.
Aggiorniamo anche λ(j) = λ(j−1) − γ(j) cosicché λ(j) = ‖c(j+1)‖∞.
Osservazione 3.2. Se il minimo nella (3.17) o nella (3.18) è raggiunto da più di
un indice è necessario un ulteriore sforzo computazionale per calcolare il prossimo
insieme di indici attivi Sj+1. Supponiamo che γ(j) = γ
(j)
+ e chiamiamo T+ ⊂ [N ] \ Sj
l’insieme degli indici per cui si raggiunge il minimo nella (3.17). Esploriamo tutte le
possibili scelte di sottoinsiemi L ⊂ T+ e verifichiamo se Sj+1 = Sj ∪ L è un insieme
valido di indici attivi per il passo successivo: ciò significa risolvere il corrispondente
sistema (3.14) per ottenere la direzione d(j) e controllare se le condizioni di ottimalità
(3.3) e (3.4) sono verificate per una potenziale soluzione x(γ) = x(j−1) + γd(j) e
λ = λ(j−1) − γ con qualche γ > 0.
Se invece γ(j) = γ(j)− il procedimento è analogo: si considera il sottoinsieme
T− ⊂ Sj degli indici che ottengono il minimo nella (3.18) e, per ogni sottoinsieme
K ⊂ T− controlliamo se Sj−1 = Sj \K è un valido insieme di supporto per il passo
successivo.
Infine, se accade che γ(j) = γ(j)+ = γ
(j)
− , dobbiamo adottare un approccio misto:
per ogni sottoinsieme L ⊂ T+ e per ogni sottoinsieme K ⊂ T− dobbiamo controllare
se Sj+1 = Sj ∪ L \K è un valido insieme di indici attivi per il passo successivo.
Osservazione 3.3. Osserviamo che, per costruzione dell’algoritmo, il sistema lineare
(3.14) ammette sempre soluzione. Tale soluzione è generalmente anche unica, ma,
se il minimo di Fλ per il corrispondente λ non è unico, allora non lo sarà nemmeno
la soluzione del sistema. In questo caso basta scegliere un qualsiasi d(j) che soddisfi
(3.14) (si veda [17]).
Il metodo termina quando λ(j) = ‖c(j+1)‖∞ = 0, cioè il residuo si annulla, e
restituisce x] = x(j). Riassumiamo questo algoritmo nel codice 1.
3.1.2 Convergenza
Teorema 3.4. Supponiamo che il problema (2.3) abbia un’unica soluzione x] e che
l’indice i che viene aggiunto o rimosso da Sj ad ogni passo sia unico. Allora il metodo
di omotopia restituisce x].
Dimostrazione. Seguendo la descrizione data sopra basta dimostrare che l’algoritmo
termina. In tal caso avremo λ(j) = 0 e di conseguenza x(j) = x] grazie alla Proposi-
zione 3.1. Per farlo osserviamo che i vettori dei segni dei punti calcolati dall’algoritmo
devono sempre essere a due a due diversi. Supponiamo per assurdo che non lo siano,
ovvero che vi siano due punti x(h) e x(k), relativi alle iterazioni h e k con h < k, tali
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Algoritmo 1 Metodo di omotopia
Input: Tolleranza ε > 0.
1: Inizializzo x(0) = 0, λ(0) = ‖AT b‖∞, c(1) = AT (Ax(0) − b) e S0 = ∅.
2: Pongo S1 = {i(1)} dove, secondo la (3.5),
i(1) = arg max
i∈[N ]
|(AT b)i| = arg max
i∈[N ]
|c(1)i |.
3: Pongo d(1)
i(1)
= ‖ai(1)‖−22 sgn((AT b)i(1)) e d(1)i = 0 per i 6= i(1), come in (3.6).
4: Calcolo γ(1) come nella (3.8)
γ(1) =
+
min
i 6=i(1)
{
λ(0) + c
(1)
i
1− (ATAd(1))i
,
λ(0) − c(1)i
1 + (ATAd(1))i
}
e memorizzo l’indice i(2) che realizza il minimo, ponendo poi S2 = S1 ∪ {i(2)}.
5: Pongo x(1) = x(0) + γ(1)d(1) e aggiorno λ(1) = λ(0) − γ(1).
6: for j = 2, 3, . . . do
7: Calcolo la direzione d(j) come in (3.14), ponendo d(j)i = 0 per i /∈ Sj e
(ASj )
TASjd
(j)
Sj
= − sgn(c(j)Sj )
8: Calcolo γ(j)+ come in (3.17)
γ
(j)
+ =
+
min
i/∈Sj
{
λ(j−1) + c(j)i
1− (ATAd(j))i
,
λ(j−1) − c(j)i
1 + (ATAd(j))i
}
memorizzando l’indice i(j)+ che realizza il minimo.
9: Calcolo γ(j)− come in (3.18)
γ
(j)
− =
+
min
i∈Sj ,d(j)i 6=0
{
−x(j−1)i
d
(j)
i
}
.
memorizzando l’indice i(j)− che realizza il minimo.
10: Pongo γ(j) = min{γ(j)+ , γ(j)− } come in (3.19).
11: if γ(j) = γ(j)+ then
12: Sj+1 = Sj ∪ {i(j)+ }
13: else
14: Sj+1 = Sj \ {i(j)− }
15: end if
16: Pongo x(j+1) = x(j) + γ(j)d(j) e aggiorno λ(j+1) = λ(j) − γ(j).
17: Termino quando λ(j+1) < ε.
18: end for
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che sgn(x(h)) = sgn(x(k)) e chiamiamo λh e λk i valori del parametro λ relativi a
questi due punti. Ovviamente avremo λh > λk. Consideriamo adesso il segmento che
congiunge x(h) e x(k), ovvero
x(λ) =
λ− λk
λh − λk x
(h) +
λh − λ
λh − λk x
(k), λk ≤ λ ≤ λh.
Abbiamo scelto questa parametrizzazione in modo tale da avere x(λh) = x(h) e
x(λk) = x
(k) e, di conseguenza, anche sgn(x(h)) = sgn(x(k)) = sgn(x(λ)) per ogni λ.
Verifichiamo ora che x(λ) è il minimo di Fλ(x) definita in (3.2) per ogni λ ∈ [λk, λh].
Controlliamo cioè che x(λ) soddisfi le condizioni (3.3) e (3.4). Osserviamo intanto
che, per gli indici i tali che x(λ)i 6= 0, anche x(h)i 6= 0 e x(k)i 6= 0. Possiamo quindi
verificare la prima condizione:
(AT (Ax(λ)− b))i = λ− λk
λh − λk (A
T (Ax(h) − b))i + λh − λ
λh − λk (A
T (Ax(k) − b))i
=
λ− λk
λh − λk (−λh sgn(x
(h)
i )) +
λh − λ
λh − λk (−λk sgn(x
(k)
i ))
= −λ sgn(x(λ)i).
Per la seconda condizione abbiamo invece
|(AT (Ax(λ)− b))i| ≤ λ− λk
λh − λk |(A
T (Ax(h) − b))i|+ λh − λ
λh − λk |(A
T (Ax(k) − b))i|
≤ λ− λk
λh − λkλh +
λh − λ
λh − λkλk = λ.
Abbiamo quindi dimostrato che tutti i punti x(λ) del segmento che congiunge x(h)
e x(k) sono minimi di Fλ(x) per il corrispondente valore di λ. Poiché sappiamo che
la funzione λ 7→ x(λ) è lineare a tratti, necessariamente deve essere k = h+ 1, cioè
x(k) è il punto calcolato dall’algoritmo al passo immediatamente successivo a quello
di x(h). Tuttavia questo contraddice l’ipotesi assurda sgn(x(h)) = sgn(x(k)) poiché
dopo ogni iterazione il metodo aggiunge o rimuove almeno un indice dall’insieme degli
indici attivi, perciò non può accadere che due punti qualsiasi calcolati dall’algoritmo
abbiano lo stesso vettore dei segni.
Poiché il numero di possibili vettori dei segni è finito, ne deduciamo che l’algoritmo
necessariamente termina.
3.2 L’algoritmo primale-duale Newton-gradiente coniu-
gato
Come già discusso nella sottosezione 2.2.3, esistono applicazioni in cui si è interessati
a risolvere problemi con formulazioni alternative. Una di queste è la (2.18), che
riportiamo nuovamente
min
x∈RN
fτ (x),
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dove abbiamo definito
fτ (x) = τ‖x‖1 + ϕ(x).
L’algoritmo primale-duale Newton-gradiente coniugato (pdNCG) che esponiamo in
questa sezione risolve questo problema nel caso in cui τ > 0 e ϕ sia una funzione da
RN in R con le seguenti proprietà:
1. è differenziabile due volte;
2. è fortemente convessa ovunque, che implica che per ogni x vale
λmI  ∇2ϕ(x)  λ1I, (3.20)
per opportuni 0 < λm ≤ λ1;
3. ∇2ϕ è lipschitziana, cioè
‖∇2ϕ(x1)−∇2ϕ(x2)‖2 ≤ L‖x1 − x2‖2. (3.21)
Osservazione 3.5. Per usare questo algoritmo per risolvere problemi di compressive
sensing potremmo prendere ϕ(x) = 12‖Ax−b‖22. Tuttavia, per problemi di compressive
sensing, A ∈ Rm×N con m < N , perciò la funzione ϕ(x) non può essere fortemente
convessa, in quanto è una funzione quadratica con matrice hessiana di dimensione
N ×N uguale a ATA che è soltanto semidefinita positiva. Ci occuperemo di questo
problema nella sottosezione 3.2.5; per adesso tratteremo l’algoritmo nella sua versione
originale, supponendo quindi di utilizzare una funzione ϕ(x) fortemente convessa.
L’idea principale del metodo pdNCG è quella di utilizzare un metodo di Newton-
gradiente coniugato (cioè utilizzare il metodo del gradiente coniugato per risolvere il
sistema lineare di Newton ad ogni passo) per trovare i punti in cui si annulla ∇fτ . In
questo modo però è necessario che la funzione fτ sia differenziabile due volte ma, a
causa del termine ‖x‖1, quest’ipotesi non è soddisfatta. Per superare questa difficoltà
si sostituisce il termine ‖x‖1 con una sua regolarizzazione: la funzione pseudo-Huber
ψµ(x), definita come
ψµ(x) =
N∑
i=1
(
(µ2 + x2i )
1
2 − µ
)
. (3.22)
Il parametro µ > 0 controlla il livello di approssimazione: si verifica che, per ogni
x ∈ RN ,
lim
µ→0
ψµ(x) = ‖x‖1.
La funzione pseudo-Huber ammette derivate di ogni ordine: in particolare
∇ψµ(x) =
[
x1(µ
2 + x21)
− 1
2 , . . . , xN (µ
2 + x2N )
− 1
2
]T
, (3.23)
∇2ψµ(x) = µ2 diag
([
(µ2 + x21)
− 3
2 , . . . , (µ2 + x2N )
− 3
2
])
. (3.24)
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Abbiamo perciò approssimato il problema (2.18) con il problema regolarizzato
min
x∈RN
fµτ (x), (3.25)
dove adesso
fµτ (x) = τψµ(x) + ϕ(x).
3.2.1 Condizioni di ottimalità
Le condizioni di ottimalità del prim’ordine per il problema (3.25) sono
∇fµτ (x) = τ∇ψµ(x) +∇ϕ(x) = 0.
Si potrebbe perciò applicare direttamente il metodo Newton-CG a questo sistema
di equazioni per trovare un punto stazionario. Tuttavia è stato osservato in [9] e
[10] che lo sviluppo di Taylor al prim’ordine di ∇ψµ(x), che coinvolge quindi solo il
termine di secondo grado ∇2ψµ(x), per il metodo Newton-CG potrebbe essere una
cattiva approssimazione di ∇ψµ(x) vicino alla soluzione ottima, perciò il metodo
si potrebbe comportare male. Una possibile soluzione a questo problema consiste
in una riformulazione delle condizioni di ottimalità del prim’ordine: chiamando
y = ∇ψµ(x) e osservando che, per ogni x, vale ‖∇ψµ(x)‖∞ ≤ 1, possiamo riscriverle
equivalentemente come
τy +∇ϕ(x) = 0
D−1y − x = 0
‖y‖∞ ≤ 1
(3.26)
dove D è una matrice diagonale, la cui dipendenza da x sarà omessa per semplicità
di notazione, con elementi
Dii = (µ
2 + x2i )
− 1
2 ∀i ∈ [N ]. (3.27)
Chiameremo le variabili x variabili primali, mentre le variabili y variabili duali.
L’idea di questa riformulazione viene dall’osservazione che la linearizzazione delle
seconde equazioni di (3.26), cioè di yi/(D)ii−xi = 0, è migliore della linearizzazione di
ψµ(x) per µ ≈ 0 e xi ≈ 0, uno scenario inevitabile dato che, per µ piccolo, la soluzione
ottima tenderà ad essere sparsa. Per intuire perché questo è vero osserviamo che, per µ
e xi piccoli, il gradiente ∇ψµ(x) tende ad essere singolare, perciò la sua linearizzazione
tende ad essere inaccurata. Invece yi/(D)ii − xi = yi(µ2 + x2i )1/2 − xi non ha una
singolarità per µ ≈ 0 e xi ≈ 0: ci aspettiamo perciò che la sua linearizzazione sia più
precisa.
3.2.2 Riformulazione primale-duale
Mostriamo adesso che le condizioni di ottimalità alternative (3.26) corrispondono a
una riformulazione primale-duale del problema (3.25). Ciò spiega inoltre l’origine del
prefisso “primale-duale” nel nome del metodo.
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Ogni i-esimo termine |xi|µ = (µ2 + x2i )1/2 − µ della funzione pseudo-Huber (3.22)
approssima il valore assoluto |xi|. Il termine |xi|µ può essere ottenuto regolarizzando
la formulazione duale di |xi|, cioè
|xi| = sup
|yi|≤1
xiyi dove yi ∈ R,
mediante il termine µ(1− y2i )1/2 per ottenere
|xi|µ = sup|yi|≤1
xiyi + µ(1− y2i )1/2 − µ.
Perciò la funzione pseudo-Huber (3.22) ha la seguente formulazione duale
ψµ(x) =
N∑
i=1
sup
|yi|≤1
xiyi + µ(1− y2i )1/2 − µ.
Il problema (3.25) è quindi equivalente alla formulazione primale-duale
min
x
sup
‖y‖∞≤1
τ(xT y + µ
N∑
i=1
(1− y2i )1/2 −Nµ) + ϕ(x)
dove y ∈ RN denota le variabili duali. Le condizioni di ottimalità del prim’ordine di
questa formulazione primale-duale sono
τy +∇ϕ(x) = 0
xi − µyi(1− y2i )−1/2 = 0 ∀i ∈ [N ]
‖y‖∞ ≤ 1.
(3.28)
Si può dimostrare che le condizioni di ottimalità del prim’ordine (3.28) della formula-
zione primale-duale sono equivalenti alle condizioni (3.26) (vedi [19]).
3.2.3 L’algoritmo
Il nostro obiettivo è quindi quello di risolvere le equazioni (3.26): per farlo, applichiamo
il metodo di Newton ma con opportune modifiche.
Chiamando F (x, y) : R2N → R2N la funzione
F (x, y) =
[
τy +∇ϕ(x)
D−1y − x
]
le due equazioni in (3.26) si riscrivono semplicemente come F (x, y) = 0. Perciò, dati i
punti x(j) e y(j) calcolati all’iterazione precedente j−1, al passo j il metodo di Newton
applicato a questa equazione prevede la risoluzione del sistema ∇F (x(j), y(j))d =
−F (x(j), y(j)) per calcolare la direzione corrente. Svolgendo i calcoli si trova che
∇F (x, y) =
[ ∇2ϕ(x) τI
D diag(x) diag(y)− I D−1
]
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e, chiamando dx (direzione primale) e dy (direzione duale) rispettivamente i vettori
delle prime N e delle ultime N componenti di d, il sistema di Newton al passo j
diventa {
∇2ϕ(x(j))dx + τdy = −(τy(j) +∇ϕ(x(j)))
(D diag(x(j)) diag(y(j))− I)dx +D−1dy = −(D−1y(j) − x(j)).
Arrivati a questo punto, se si utilizzasse il metodo di Newton-CG classico si dovrebbe
risolvere questo sistema mediante gradiente coniugato per ottenere d e dy, dopodiché
si calcolerebbero i nuovi punti con x(j+1) = x(j) + dx e y(j+1) = y(j) + dy. In questo
particolare algoritmo tuttavia si segue una strada diversa, modificando in parte
l’iterazione di Newton.
Intanto ricaviamo dy dalla seconda equazione e sostituiamolo nella prima, per
trovare{(∇2ϕ(x(j)) + τD(I −D diag(x(j)) diag(y(j)))dx = −(∇ϕ(x(j)) + τDx(j))
dy = −(y(j) −Dx(j)) +D(I −D diag(x(j)) diag(y(j)))dx,
e osserviamo come il termine noto della prima equazione sia proprio uguale a
−∇fµτ (x(j)). Denotiamo inoltre la matrice del sistema della prima equazione con
H(x, y) = ∇2ϕ(x) + τD(I −D diag(x) diag(y)). (3.29)
Riscriviamo perciò semplicemente la prima equazione come
H(x(j), y(j))dx = −∇fµτ (x(j)) (3.30)
e chiamiamo semplicemente d(j) ∈ RN la sua soluzione. Risolviamo quindi il sistema
(3.30) in modo approssimato con il metodo del gradiente coniugato con punto iniziale
zero, terminando prematuramente l’iterazione quando si verifica un opportuno criterio
di terminazione che discuteremo nel seguito. Una volta calcolato d(j) in questo modo,
dalla seconda equazione ricaviamo
d(j)y = −(y(j) −Dx(j)) +D(I −D diag(x(j)) diag(y(j)))d(j). (3.31)
Adesso possiamo finalmente calcolare i punti successivi.
• Poniamo y˜(j+1) = y(j) + d(j)y e calcoliamo
y(j+1) = PBN∞(y˜(j+1)) (3.32)
dove PBN∞ è la proiezione sulla palla unitaria rispetto alla norma infinito. Questa
proiezione ci permette di garantire sempre la condizione ‖y‖∞ ≤ 1 di (3.26).
• Effettuiamo una ricerca lineare a partire da x(j) lungo la direzione d(j) per
calcolare il nuovo punto x(j+1). A tal fine scegliamo due costanti 0 < c2 < 1/2
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e 0 < c3 < 1, prendiamo il più piccolo intero h∗ tale che f
µ
τ (x) decresca
sufficientemente lungo d(j), cioè
h∗ = min
{
h ∈ N | fµτ (x(j) + ch3d(j)) ≤ fµτ (x(j))− c2ch3‖d(j)‖2x(j)
}
, (3.33)
e poniamo α = ch∗3 . Dopodiché ovviamente si pone x(j+1) = x(j) + αd(j).
Abbiamo utilizzato la norma ‖·‖x(j) definita come
‖v‖x(j) =
√
vTH(x(j), y(j))v. (3.34)
Come dimostreremo nel Lemma 3.9, la matrice H(x(j), y(j)) è definita positiva grazie
all’assunzione ‖y‖∞ ≤ 1, perciò questa norma è ben definita. Possiamo riassumere la
procedura descritta nello pseudocodice 2.
Algoritmo 2 Algoritmo primale-duale Newton-CG (pdNCG)
Input: Punti iniziali x0 e y0 e tolleranza tol.
1: for j = 0, 1, 2, . . . do
2: Risolvo in modo approssimato il sistema (3.30) con il gradiente coniugato (con
o senza precondizionamento) per ottenere d(j):
H(x(j), y(j))d = −∇fµτ (x(j)).
3: Calcolo d(j)y con la (3.31):
d(j)y = −(y(j) −Dx(j)) +D(I −D diag(x(j)) diag(y(j)))d(j).
4: Pongo y˜(j+1) = y(j) + d(j)y e calcolo y(j+1) con la (3.32):
y(j+1) = PBN∞(y˜(j+1)).
5: Eseguo la ricerca lineare (3.33):
h∗ = min
{
h ∈ N | fµτ (x(j) + ch3d(j)) ≤ fµτ (x(j))− c2ch3‖d(j)‖2x(j)
}
.
6: Calcolo x(j+1) = x(j) + ch∗3 d(j).
7: Termino quando ‖d(j)‖x(j) ≤ tol.
8: end for
I seguenti due lemmi, relativi a due proprietà del metodo del gradiente coniugato,
ci permettono di osservare che, in realtà, la strategia di ricerca lineare che abbiamo
utilizzato non è nient’altro che la regola di Armijo [3].
Lemma 3.6. Consideriamo il sistema lineare Mz = w con M ∈ RN×N matrice
simmetrica definita positiva. Supponiamo di risolvere questo sistema con il metodo
del gradiente coniugato e indichiamo con z(h), d(h) e α(h) rispettivamente le iterate, le
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direzioni e i passi prodotti dal metodo applicato a questo sistema all’iterazione h-esima,
in modo che z(h+1) = z(h) + α(h)d(h). Allora, definendo ϕ(z) = 12z
TMz − zTw, per
ogni h vale
z(h) = arg min
{
ϕ(z) | z ∈ z(0) + Eh
}
dove Eh = span
(
v(0), . . . , v(h−1)
)
.
Dimostrazione. Chiamando gh(α0, . . . , αh−1) = ϕ(z(0) + α0v(0) + · · ·+ αh−1v(h−1)),
la minimizzazione di ϕ(z) sul sottospazio affine z(0) + Eh può essere riformulata
equivalentemente come il seguente problema non vincolato:
arg min
{
gh(α0, . . . , αh−1) | α0, . . . , αh−1 ∈ R
}
.
Scriviamo esplicitamente
gh(α0, . . . , αh−1) = ϕ(z(0)) +
h−1∑
i=0
α2i
2
(v(i))TMv(i) − αi(v(i))T (w −Mz(0))
e calcoliamo le derivate parziali rispetto agli αi:
∂gh
∂αi
(α0, . . . , αh−1) = αi(v(i))TMv(i) − (v(i))T (w −Mz(0)).
Osserviamo adesso che tutte queste derivate parziali si annullano se e solo se αi =
(v(i))T (w−Mz(0))/(v(i))TMv(i) = α(i) e perciò z(0) +α0v(0) + · · ·+αh−1v(h−1) = z(h)
minimizza ϕ(z) su z(0) + Eh.
Lemma 3.7. Consideriamo il sistema lineare Mz = w con M ∈ RN×N matrice
simmetrica definita positiva. Supponiamo di risolvere questo sistema con il metodo del
gradiente coniugato e utilizziamo le stesse notazioni del lemma precedente. Allora, se
il gradiente coniugato è inizializzato con z(0) = 0, il punto z(h) calcolato all’iterazione
h-esima soddisfa
(z(h))TMz(h) = (z(h))Tw per ogni h.
Lo stesso risultato vale per il metodo del gradiente coniugato con precondizionamento.
Dimostrazione. Dal Lemma 3.6 sappiamo che, per il metodo del gradiente coniugato
inizializzato con z(0) = 0, vale
z(h) = arg min
z∈RN
{
1
2
zTMz − zTw | z ∈ Eh
}
, Eh = span
(
w,Mw, . . . ,Mh−1w
)
.
Poiché z(h) è il minimo di 12z
TMz − zTw su Eh, la derivata direzionale lungo una
qualsiasi direzione p ∈ Eh deve necessariamente essere zero in z(h), cioè
d
dt
(
1
2
(z(h) + tp)TM(z(h) + tp)− (z(h) + tp)Tw
)
=
(
Mz(h) − w)T p = 0.
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Poiché anche z(h) ∈ Eh, in particolare, per p = z(h), vale(
Mz(h) − w)T z(h) = 0 ⇐⇒ (z(h))TMz(h) = (z(h))Tw,
e questo completa la prima parte della dimostrazione. Nel caso in cui si utilizzi un pre-
condizionamento mediante la matrice simmetrica definita positiva P = EET , applicare
il gradiente coniugato precondizionato al sistema originale è equivalente ad applicare
il gradiente coniugato senza precondizionamento al sistema E−1M(E−1)T ξ = E−1w e
poi calcolare z(h) = (E−1)T ξ(h). Perciò, utilizzando quanto già dimostrato, troviamo
che (ξ(h))TE−1M(E−1)T ξ(h) = (ξ(h))TE−1w e sostituendo ξ(h) = ETx(h) otteniamo
la seconda parte della tesi del teorema.
Osservazione 3.8. Grazie al lemma precedente possiamo dire che
‖d(j)‖2x(j) = (d(j))TH(x(j), y(j))d(j) = −∇fµτ (x(j))Td(j)
perciò la condizione di sufficiente decrescita e il relativo metodo di calcolo di h∗ che
compaiono nell’equazione (3.33) sono proprio le stesse della procedura di Armijo
per il calcolo del passo in una ricerca lineare. Il fatto che d(j) sia una direzione di
discesa per fµτ (x) in x(j) è garantito dall’utilizzo del metodo del gradiente coniugato
inizializzato a zero. Per verificarlo ci basta provare che 〈∇fµτ (x(j)), d(j)〉 < 0, ma
questo è ovvio per quanto osservato sopra:
∇fµτ (x(j))Td(j) = −‖d(j)‖2x(j) < 0.
La risoluzione del sistema lineare in (3.30) viene realizzata mediante il gradiente
coniugato (CG) (o la sua variante precondizionata (PCG)) inizializzato con il vettore
nullo, ma l’iterazione viene arrestata prematuramente non appena si verifica la
condizione
‖rµτ (x(j), y(j))‖ ≤ ηj‖∇fµτ (x(j))‖, (3.35)
dove, detto di il vettore calcolato dopo i iterazioni del gradiente coniugato, la quantità
rµτ (x(j), y(j)) = H(x(j), y(j))di +∇f(x(j)) è il residuo del gradiente coniugato dopo i
iterazioni e 0 ≤ ηj < 1 è una costante scelta dall’utente. Se non abbiamo raggiunto
l’ottimo (cioè ∇f(x(j)) 6= 0), osserviamo come, poiché ηj < 1, non potremo mai avere
come output del gradiente coniugato il vettore zero, perché, almeno per i = 0 e d0 = 0,
la condizione precedente non è verificata. Di conseguenza, il gradiente coniugato farà
sempre almeno un’iterazione e la direzione restituita in output non sarà mai nulla.
L’analisi teorica verrà condotta con la scelta
ηj = min
{
1
2
, ‖∇fµτ (x(j))‖
}
. (3.36)
3.2.4 Convergenza
Presentiamo adesso alcuni risultati sulla convergenza di questo metodo. Saranno
enunciati per il caso in cui si utilizzi il gradiente coniugato per risolvere il sistema
(3.30), ma, grazie al Lemma 3.7, possono essere facilmente estesi al caso in cui si
utilizzi invece il gradiente coniugato precondizionato.
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Lemma 3.9. Se ‖y‖∞ ≤ 1, allora
λmI ≺ H(x, y) 
(
2τ
µ
+ λ1
)
I,
dove le costanti λ1 e λm sono le stesse di (3.20).
Dimostrazione. Riprendiamo la definizione (3.29) della matrice
H(x, y) = ∇2ϕ(x) + τD(I −D diag(x) diag(y))
e concentriamoci sul secondo addendo. Osserviamo che è una matrice diagonale e che
(
D(I −D diag(x) diag(y)))
ii
=
1
(x2i + µ
2)1/2
(
1− xiyi
(x2i + µ
2)1/2
)
.
Grazie all’ipotesi ‖y‖∞ ≤ 1 possiamo dire che∣∣∣∣ xiyi(x2i + µ2)1/2
∣∣∣∣ ≤ |xi|(x2i + µ2)1/2 < 1,
perciò
0 <
(
D(I −D diag(x) diag(y)))
ii
<
2
µ
.
Grazie a questo risultato, è immediato verificare che, se ‖y‖∞ ≤ 1, l’equivalenza
della norma euclidea e della norma che abbiamo introdotto in (3.34) è data dalle
disuguaglianze
λ
1
2
m‖d‖2 ≤ ‖d‖x ≤
(
2τ
µ
+ λ1
) 1
2
‖d‖2. (3.37)
Indicheremo con λ˜1 = 2τ/µ+ λ1 (limitazione superiore per gli autovalori di H(x, y))
e con κ = λ˜1/λm (limitazione superiore per il numero di condizionamento di H(x, y)).
Per alleggerire la notazione, nelle pagine seguenti trascureremo gli indici τ e µ per la
funzione fµτ , che sarà indicata semplicemente come f .
Proposizione 3.10. Sia x ∈ RN l’iterata corrente del metodo pdNCG e sia d ∈ RN
la direzione per le variabili x calcolata mediante CG. Se x non è il minimo del
problema (3.25), cioè ∇f(x) 6= 0, allora la ricerca lineare del metodo pdNCG calcolerà
un valore α tale che
α ≥ c3λm
λ˜1
= c3
1
κ
, κ =
2τ/µ+ λ1
λm
, .
Ponendo x(α) = x+ αd, per α = α vale che
f(x)− f(x(α)) > c4‖d‖2x,
dove c4 = c2c3/κ.
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Dimostrazione. Sviluppando f(x) al second’ordine si trova che
f(x(α)) = f(x) + α∇f(x)Td+ α
2
2
dT∇2f(x)d ≤ f(x) + α∇f(x)Td+ α
2
2
λ˜1‖d‖22.
Grazie al Lemma 3.7 sappiamo che
dTH(x, y)d = −dT∇f(x),
perciò la disuguaglianza precedente diventa
f(x(α)) ≤ f(x)− α‖d‖2x +
α2
2
λ˜1‖d‖22.
Usando la (3.37) troviamo
f(x(α)) ≤ f(x)− α‖d‖2x +
α2
2
λ˜1
λm
‖d‖2x.
Il lato destro di questa disuguaglianza è minimizzato da α∗ = λm/λ˜1. Perciò,
valutando per α = α∗, si trova
f(x(α∗)) ≤ f(x)− 1
2
λm
λ˜1
‖d‖2x.
Osserviamo come, per questa scelta del passo α∗, la condizione di sufficiente decrescita
per la ricerca lineare in (3.33) è verificata, in quanto
f(x(α∗)) = f(x+ α∗d) ≤ f(x)− 1
2
λm
λ˜1
‖d‖2x < f(x)− c2
λm
λ˜1
‖d‖2x = f(x)− c2α∗‖d‖2x,
perciò il passo α restituito dalla procedura di ricerca lineare dell’algoritmo pdNCG è
limitato da
α > c3
λm
λ˜1
in quanto, non appena la ricerca lineare raggiunge un α tale che α∗ < α ≤ α∗/c3,
basterà un ulteriore passo (una moltiplicazione per c3) per ottenere c3α∗ < c3α ≤ α∗.
La seconda disuguaglianza ci assicura che il passo α ottenga una decrescita sufficiente
della f (e quindi la ricerca lineare termina restituendo questo valore α = c3α), mentre
la prima ci fornisce la limitazione dal basso evidenziata sopra. Si ottiene quindi una
decrescita della f pari a
f(x)− f(x(α)) > c2c3λm
λ˜1
‖d‖2x = c2c3
1
κ
‖d‖2x.
Il seguente teorema stabilisce la convergenza globale delle variabili x(j). Il teo-
rema successivo si occuperà delle variabili y(j), per cui è necessario un differente
ragionamento.
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Teorema 3.11. Sia x(j) una successione di variabili primali generata dal metodo
pdNCG. Allora x(j) converge al punto di minimo x∗ del problema (3.25).
Dimostrazione. Come già osservato, il gradiente coniugato restituisce la direzione
nulla se e solo se ∇f(x(j)) = 0. Inoltre, dalla Proposizione 3.10, sappiamo che,
se ∇f(x(j)) 6= 0, il passo α(j) è sempre lontano da zero e la funzione f decresce
strettamente quando ci muoviamo con x(j+1) = x(j) +α(j)d(j). Poiché f è limitata dal
basso e decresce strettamente ad ogni passo, necessariamente la successione f(x(j))
converge ad un limite finito e quindi f(x(j)) − f(x(j+1)) → 0. La monotonia della
successione f(x(j)) implica anche che, dato un qualsiasi punto iniziale x(0) tale che
f(x(0)) <∞, tutta la successione x(j) appartiene all’insieme di sottolivello Sf (x(0)) =
{x | f(x) ≤ f(x(0))}. Poiché f è fortemente convessa, e quindi coerciva, tutti i suoi
sottolivelli sono compatti; la successione x(j) ammette quindi una sottosuccessione
convergente ad un certo punto x∗. Usando la Proposizione 3.10 e il fatto che
f(x(j))− f(x(j+1))→ 0, troviamo che ‖d(j)‖x(j) → 0, perciò, grazie alla (3.37), anche
‖d(j)‖2 → 0, e quindi d(j) → 0. Grazie all’osservazione iniziale sull’annullamento del
gradiente, segue che anche ∇f(x(j))→ 0, e questo ci garantisce che x∗ è un minimo
per f(x).
Applicando adesso questo stesso ragionamento ad una qualsiasi sottosuccessione
di x(j) otteniamo che da ogni sottosuccessione si può estrarre una ulteriore sotto-
successione convergente allo stesso limite x∗. Questo ci assicura quindi che tutta la
successione x(j) converge a x∗.
Teorema 3.12. Sia y(j) una successione di variabili duali generata dal metodo
pdNCG. Allora y(j) converge a Dx∗, dove x∗ è la soluzione ottima del problema (3.25)
e la matrice D è definita come in (3.27) ma per x = x∗. Questo implica inoltre che le
iterate primali-duali del metodo pdNCG convergono alla soluzione del sistema (3.26).
Dimostrazione. Dal teorema precedente abbiamo che d(j) → 0 e che x(j) → x∗. Perciò,
dalla definizione (3.31) di d(j)y e da y˜(j+1) = y(j) + d
(j)
y , troviamo che y˜(j) → Dx∗. Di
conseguenza, per continuità della proiezione e osservando che ‖Dx∗‖∞ ≤ 1, troviamo
y(j) = PBN∞(y˜(j))→ PBN∞(Dx∗) = Dx∗
Con un’immediata verifica si prova anche che i valori x∗ e y∗ risolvono le condizioni
di ottimalità del sistema (3.26).
3.2.5 Estensione per il compressive sensing
Riprendiamo adesso l’Osservazione 3.5 e ricordiamo come questo metodo non possa
essere applicato, nella sua versione originale, a problemi in cui ϕ(x) = 12‖Ax− b‖22
se A ha più colonne che righe, in quanto, in questo caso, la funzione ϕ(x) non è
fortemente convessa. Per estendere perciò questo algoritmo anche a problemi di
compressive sensing dobbiamo capire dove interviene l’ipotesi di forte convessità e
come modificare l’algoritmo per renderlo applicabile anche ai problemi di nostro
interesse.
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Il primo punto critico che incontriamo è la risoluzione del sistema (3.30): per
la matrice H definita in (3.29) non vale più il Lemma 3.9 che ci assicurava che
tale matrice fosse definita positiva, perciò non possiamo più utilizzare il metodo del
gradiente coniugato, in quanto tale metodo si applica soltanto a sistemi lineari con
matrice definita positiva.
Per risolvere questo problema aggiungiamo alla matrice H(x, y) un multiplo
positivo dell’identità: scegliamo δ > 0 e sostituiamo il sistema (3.30) con
Hδ(x
(j), y(j))d = (H(x(j), y(j)) + δI)d = −∇fµτ (x(j)). (3.38)
In questo modo abbiamo garantito che la matrice del sistema sia definita positiva e
possiamo quindi applicare il gradiente coniugato.
Il secondo punto critico da analizzare è la definizione (3.34) di v 7→ ‖v‖x: poiché
la matrice H non è più definita positiva, tale funzione non è più una norma, in quanto
può accadere che si annulli anche se calcolata in un vettore non nullo (basta prendere
v ∈ kerH \ {0} 6= ∅ e allora ‖v‖x = 0). Anche qui sostituiamo la matrice H con Hδ
e ridefiniamo
‖v‖δ,x =
√
vTHδ(x, y)v. (3.39)
Così facendo, la funzione v 7→ ‖v‖δ,x è di nuovo una norma.
Osserviamo come, se sostituiamo H con Hδ e ‖v‖x con ‖v‖δ,x, gli enunciati 3.6,
3.7 e 3.8 continuino ad essere validi: i due lemmi 3.6 e 3.7 descrivono proprietà del
gradiente coniugato che sono indipendenti dalla particolare scelta della matrice del
sistema, e l’Osservazione 3.8 ne è una immediata conseguenza. Dobbiamo invece
modificare il Lemma 3.9, che ovviamente non vale più, con la stessa formulazione,
per la matrice Hδ.
Lemma 3.13. Se ‖y‖∞ ≤ 1, allora
δI ≺ Hδ(x, y) 
(
2τ
µ
+ λ1 + δ
)
I,
dove λ1 è il massimo autovalore di ATA.
Utilizzando il Lemma 3.13 al posto del Lemma 3.9, possiamo ripetere una dimo-
strazione analoga a quella della Proposizione 3.10 in cui però si sostituisce λm con δ,
λ˜1 con λ˜1 + δ e, di conseguenza, κ con κδ =
2τ/µ+λ1+δ
δ . L’enunciato diventa quindi il
seguente.
Proposizione 3.14. Sia x ∈ RN l’iterata corrente del metodo pdNCG e sia d ∈ RN
la direzione per le variabili x calcolata mediante gradiente coniugato applicato al
sistema (3.38). Se x non è il minimo del problema (3.25), cioè ∇f(x) 6= 0, allora la
ricerca lineare del metodo pdNCG calcolerà un valore α tale che
α ≥ c3 δ
2τ/µ+ λ1 + δ
= c3
1
κδ
.
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Ponendo x(α) = x+ αd, per α = α vale che
f(x)− f(x(α)) > c4‖d‖2δ,x,
dove c4 = c2c3/κδ.
Sostituendo perciò questa proposizione alla Proposizione 3.10 possiamo dimostrare
esattamente allo stesso modo due teoremi di convergenza analoghi ai Teoremi 3.11 e
3.12, per cui otteniamo ugualmente la convergenza del metodo pdNCG, lievemente
modificato, nel caso di problemi in cui la matrice A abbia più colonne che righe.
3.3 Il metodo del punto interno
I metodi del punto interno sono stati inizialmente sviluppati per la risoluzione di
problemi di programmazione lineare. Recentemente ne sono state proposte estensioni
anche a problemi più generali: nel seguito esporremo l’utilizzo di un metodo primale-
duale del punto interno applicato alla risoluzione del problema (2.6), che riformuleremo
come un problema di ottimizzazione quadratica vincolata.
Definiamo nuove variabili u, v ∈ RN tali che |xi| = ui + vi per ogni i ∈ [N ],
cioè ui = max(xi, 0) e vi = max(−xi, 0). In questo modo possiamo riscrivere la
norma `1 come ‖x‖1 = eTu+ eT v e riformulare perciò il problema (2.6) in una forma
regolarizzata, in cui però abbiamo raddoppiato il numero di variabili e aggiunto dei
vincoli di disuguaglianza:
min
z∈R2N
τeT z +
1
2
‖F T z − b‖22 con z ≥ 0, (3.40)
dove z = [ uv ] e F T =
[
A −A]. Una volta risolto questo problema e calcolati u e v,
possiamo ricostruire il vettore x semplicemente tramite la relazione x = u− v.
Prima di introdurre il metodo del punto interno in questo specifico caso cerchiamo
di darne una giustificazione intuitiva. Utilizzando la teoria della dualità lagrangiana
[3], scriviamo inizialmente il problema duale di (3.40):
max
z,s∈R2N
−1
2
zTFF T z con c+ FF T z − s = 0 e z, s ≥ 0, (3.41)
dove c =
[
τe−AT b
τe+AT b
]
∈ R2N . La lagrangiana di questo problema è L(z, s) = τeT z +
1
2‖F T z− b‖22− zT s; le condizioni KKT sono ∇zL(z, s) = 0 e gli scarti complementari
zT s = 0, a cui vanno aggiunte l’ammissibilità primale z ≥ 0 e duale s ≥ 0. In sintesi
c+ FF T z − s = 0
ZSe = 0
z ≥ 0, s ≥ 0
(3.42)
dove Z = diag(z) e S = diag(s).
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Per applicare adesso un metodo del punto interno riscriviamo il problema (3.40)
scegliendo un valore µ > 0 e utilizzando una barriera logaritmica per i vincoli di
disuguaglianza z ≥ 0, così da ottenere il problema non vincolato
min
z∈R2N
τeT z +
1
2
‖F T z − b‖22 − µ
2N∑
i=1
log(zi). (3.43)
Osservazione 3.15. L’aggiunta del termine barriera non ci permetterebbe, da un
punto di vista strettamente teorico, di eliminare i vincoli z ≥ 0, in quanto la funzione
logaritmo è definita soltanto per valori strettamente positivi. Nella pratica però è
proprio la barriera logaritmica che impedisce a un qualunque metodo di minimizzazione
di uscire dall’ortante z ≥ 0, perché, non appena l’iterata si avvicina al bordo della
regione z ≥ 0, il valore della funzione −∑ log(zi) (e quindi di tutta la funzione
obiettivo) tende a più infinito.
La lagrangiana del problema (3.43) adesso dipende solo dalle variabili primali ed
è uguale alla funzione obiettivo:
L(z) = τeT z + 1
2
‖F T z − b‖22 − µ
2N∑
i=1
log(zi).
Con le nostre notazioni, le condizioni KKT sono semplicemente
∇zL(z) = c+ FF T z − µZ−1e = 0.
Introducendo una nuova variabile s = µZ−1e, cioè ZSe = µe, otteniamo il sistema
c+ FF T z − s = 0
ZSe = µe
z ≥ 0, s ≥ 0.
(3.44)
È interessante adesso confrontare le condizioni (3.44) con le (3.42) e notare che l’unica
differenza è data dalla perturbazione degli scarti complementari: in (3.42) avevamo
zT s = 0, mentre adesso abbiamo zT s = 2Nµ > 0. L’introduzione del termine barriera
fa sì che tutti i prodotti zisi assumano lo stesso valore positivo µ. La seguente
definizione aiuta ad enfatizzare l’importanza di questa quantità.
Definizione 3.16. Chiameremo gap di complementarietà la quantità
zT s = 2Nµ > 0. (3.45)
Il seguente enunciato collega il gap di dualità alla condizione degli scarti comple-
mentari, mostrando come il gap di complementarietà sia legato all’ottimalità della
soluzione.
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Proposizione 3.17. Se z e s sono rispettivamente primali e duali ammissibili, allora
il gap di dualità per i problemi (3.40) e (3.41) coincide, a meno di una costante, con
il gap di complementarietà per z e s, cioè
τeT z +
1
2
‖F T z − b‖22 +
1
2
zTFF T z = zT s+
1
2
bT b. (3.46)
Dimostrazione. Per l’ammissibilità sappiamo che vale FF T z = s − c. Inoltre c =
τe− Fb, perciò FF T z = s− τe+ Fb e quindi
τeT z +
1
2
‖F T z − b‖22 +
1
2
zTFF T z = τeT z + zTFF T z − zTFb+ 1
2
bT b = zT s+
1
2
bT b.
La costante 12b
T b proviene dalla funzione obiettivo del problema (3.40): per eliminarla
si potrebbe semplicemente ridefinire la funzione obiettivo sottraendo questo termine
costante.
A meno di una costante possiamo quindi affermare che, per valori z e s rispet-
tivamente primali e duali ammissibili, il gap di dualità è proprio uguale al gap di
complementarietà zT s = 2Nµ. Proprio questo fatto motiva l’idea di base dell’algorit-
mo del punto interno: scegliere in modo opportuno una successione µ(j) che tende
a zero, applicare il metodo di Newton alla risoluzione del sistema (3.44) e iterare
fino ad ottenere gap di dualità nullo (nella pratica si termina l’algoritmo quando il
gap è minore di una certa soglia fissata). Inizialmente, valori grandi di µ promuove-
ranno la centralità, cioè impediranno alle componenti di z ed s di diventare troppo
piccole mantenendole ben all’interno della regione ammissibile; successivamente la
progressiva riduzione di µ tenderà a favorire invece l’ottimalità dei punti, consentendo
all’algoritmo di avvicinarsi alla soluzione del problema, che potrebbe trovarsi (e nei
casi di programmazione lineare si trova sempre) sul bordo della regione ammissibile.
Ad ogni passo del metodo del punto interno primale duale si cerca quindi di
ridurre il valore di µ: fissato un σ ∈ (0, 1) si tenta di passare µ(j) a σµ(j). Per farlo,
si applica il metodo di Newton al sistema (3.44) in cui però il termine noto della
seconda equazione viene modificato proprio per gestire la riduzione del parametro µ.
Esplicitando la dipendenza delle quantità in gioco dall’indice j, al passo j si calcolano
le direzioni di Newton ∆z e ∆s risolvendo[
FF T −I
S(j) Z(j)
] [
∆z
∆s
]
=
[
f
(j)
z
f
(j)
s
]
(3.47)
dove
f (j)z = s
(j) − c− FF T z(j), f (j)s = σµ(j)e− Z(j)S(j)e.
Il parametro µ(j) viene calcolato all’inizio dell’iterazione e poi considerato indipendente
da z e s: all’inizio del passo j si pone µ(j) = (z(j))T s(j)/(2N) e si utilizza questo
valore di µ per tutta l’iterazione j-esima.
Una volta risolto il sistema (3.47) e calcolati ∆z e ∆s, facciamo un solo passo
del metodo di Newton, calcolando cioè z(j+1) = z(j) + α∆z e s(j+1) = s(j) + α∆s
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per un opportuno α eventualmente più piccolo di 1 (analizzeremo la scelta di α
nel dettaglio nella prossima sottosezione). Dopodiché aggiorniamo il valore di µ
ponendo µ(j+1) = (z(j+1))T s(j+1)/(2N) e ripetiamo l’iterazione. Riassumiamo questa
procedura nell’algoritmo 3.
Algoritmo 3 Metodo del punto interno
Input: Punto iniziale (z0, s0), σ ∈ (0, 1), passo α e tolleranza tol.
1: while gap di dualità tra (3.40) e (3.41) ≥ tol do
2: Calcolo il gap di complementarietà medio
µ(j) =
(z(j))T s(j)
2N
.
3: Risolvo il sistema (3.47)[
FF T −I2N
S(j) Z(j)
] [
∆z
∆s
]
=
[
f
(j)
z
f
(j)
s
]
con f (j)z = s(j) − c− FF T z(j) e f (j)s = σµ(j)e− Z(j)S(j)e per ottenere ∆z e ∆s.
4: Calcolo z(j+1) = z(j) + α∆z e s(j+1) = s(j) + α∆s.
5: end while
3.3.1 Convergenza e complessità computazionale
Dopo aver delineato l’algoritmo ci occupiamo ora di analizzarne la convergenza e
la complessità computazionale. Per farlo abbiamo bisogno di aggiungere opportune
ipotesi sulle iterate calcolate dall’algoritmo. Queste ipotesi aggiuntive nella pratica
vengono spesso rilassate per migliorare le prestazioni dei metodi, rinunciando però
alla possibilità di avere a disposizione una solida base teorica sull’algoritmo.
Per alleggerire la notazione, abbandoniamo l’indice j del passo attuale. Effettuando
un passo incompleto di Newton, osserviamo che nel nuovo punto (z, s) = (z+α∆z, s+
α∆s) il gap di complementarietà è
zT s = (z + α∆z)T (s+ α∆s) = zT s+ α(sT∆z + zT∆s) + α2∆zT∆s
= (1− α(1− σ))zT s+ α2∆zT∆s, (3.48)
dove nell’ultima uguaglianza abbiamo sfruttato la seconda equazione del sistema
(3.47) moltiplicandola a sinistra per eT2N :
sT∆z + zT∆s = σµeT e− zT s = (σ − 1)zT s.
Dalla (3.48) deduciamo quindi che, se riusciamo a rendere piccolo il termine di secondo
grado ∆zT∆s, il nuovo gap sarà più piccolo del precedente. Ciò è facile da dimostrare
se analizziamo l’algoritmo del punto interno nel caso in cui le iterate siano forzate
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ad appartenere ad un opportuno intorno del cammino centrale. Indicando con F0
l’insieme dei punti strettamente ammissibili, cioè
F0 = {(z, s) | s− c− FF T z = 0, z > 0, s > 0}, (3.49)
supponiamo che tutti i punti calcolati dal metodo del punto interno appartengano
all’insieme
N2(θ) = {(z, s) ∈ F0 | ‖ZSe− µe‖2 ≤ θµ}, (3.50)
dove θ ∈ (0, 1) è un parametro arbitrario e µ = zT s/(2N). Osserviamo come questa
definizione implichi che la grandezza di questo intorno del cammino centrale diminuisca
nell’avvicinarsi alla soluzione ottima, perché µ sta tendendo a zero.
Il nostro obiettivo è quello di dimostrare che la riduzione del termine barriera ad
ogni passo soddisfa la condizione µ(j+1) ≤ σµ(j) con σ = 1 − β/√2N per qualche
0 < β < 1. Osserviamo che, non appena N è sufficientemente grande, il valore di σ è
appena inferiore ad 1; osserviamo anche però che, con questa scelta, dopo un numero
j di passi dell’ordine di
√
2N la riduzione del gap di complementarietà è pari a
µ(j)
µ(0)
=
(
1− β√
2N
)√2N
≈ exp(−β),
e quindi, dopo circa C
√
2N iterazioni, la riduzione diventa exp(−Cβ). Con un
C opportunamente grande possiamo quindi garantire che l’algoritmo produce una
soluzione di accuratezza arbitraria in O(√2N) iterazioni. Per ottenere questo risultato
abbiamo prima bisogno di una serie di lemmi tecnici.
Lemma 3.18. La direzione di Newton definita dal sistema[
FF T −I2N
S Z
] [
∆z
∆s
]
=
[
0
σµe2N − ZSe2N
]
(3.51)
è tale che
∆zT∆s = ∆zFF T∆s ≥ 0 (3.52)
Osserviamo come il sistema (3.51) coincida con il sistema (3.47) nel caso in cui
l’iterata corrente (z, s) sia ammissibile.
Dimostrazione. La prima equazione di (3.51) ci dice che ∆s = FF T∆z, perciò
∆zT∆s = ∆zTFF T∆z ≥ 0
perché la matrice FF T è semidefinita positiva.
I risultati seguenti ci serviranno per garantire una limitazione al termine di
secondo grado nella (3.48). Per chiarezza e semplicità ometteremo spesso di indicare
la dimensione del vettore di tutti uni e: tale dimensione sarà implicita nel contesto.
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Lemma 3.19. Siano u, v ∈ Rk tali che uT v ≥ 0. Allora
‖diag(u) diag(v)e‖2 ≤ 2−3/2‖u+ v‖22
Dimostrazione. Partizioniamo gli indici 1 ≤ j ≤ k in base al segno dei prodotti ujvj :
P = {j | ujvj ≥ 0}, N = {j | ujvj ≤ 0}
e osserviamo che
0 ≤ uT v =
∑
j∈P
ujvj +
∑
j∈N
ujvj =
∑
j∈P
|ujvj | −
∑
j∈N
|ujvj |,
cioè
‖[ujvj ]j∈P‖1 ≥ ‖[ujvj ]j∈N ‖1.
Possiamo ora scrivere
‖diag(u) diag(v)ek‖2 =
(
‖[ujvj ]j∈P‖22 + ‖[ujvj ]j∈N ‖22
)1/2
≤
(
‖[ujvj ]j∈P‖21 + ‖[ujvj ]j∈N ‖21
)1/2 ≤ (2‖[ujvj ]j∈P‖21)1/2
≤ 2−3/2‖[(uj + vj)2]j∈P‖1 = 2−3/2
∑
j∈P
(uj + vj)
2
≤ 2−3/2
k∑
j=1
(uj + vj)
2 = 2−3/2‖u+ v‖22.
Lemma 3.20. Se (z, s) ∈ N2(θ) per qualche 0 < θ < 1 allora (1 − θ)µ ≤ zjsj ≤
(1 + θ)µ per ogni j.
Dimostrazione. Poiché ‖z‖∞ ≤ ‖z‖2, dalla definizione (3.50) di N2(θ) deduciamo che
‖ZSe− µe‖∞ ≤ ‖ZSe− µe‖2 ≤ θµ
perciò
|zjsj − µ| ≤ θµ per ogni j.
Lemma 3.21. Se (z, s) ∈ N2(θ) per qualche 0 < θ < 1 allora
‖ZSe− σµe‖22 ≤ (θ2 + 2N(1− σ)2)µ2.
Dimostrazione. Osserviamo inizialmente che eT2N (ZSe− µe) = zT s− µeT e = 2Nµ−
2Nµ = 0. Perciò
‖ZSe− σµe‖2 = ‖(ZSe− µe) + (1− σ)µe‖2 = ‖ZSe− µe‖2+
+ 2(1− σ)µeT (ZSe− µe) + (1− σ)2µ2eT e ≤
≤ θ2µ2 + (1− σ)2µ2(2N).
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Lemma 3.22. Se (z, s) ∈ N2(θ) per qualche 0 < θ < 1 allora
‖∆Z∆Se‖2 ≤
θ2 + 2N(1− σ)2
23/2(1− θ) µ.
Dimostrazione. Moltiplicando la seconda equazione del sistema (3.51) per (ZS)−1/2
otteniamo
Z−1/2S1/2∆z + Z1/2S−1/2∆s = (ZS)−1/2(−ZSe+ σµe).
Applicando il Lemma 3.19 per u = Z−1/2S1/2∆z e v = Z1/2S−1/2∆s (con uT v ≥ 0
grazie al Lemma 3.18) troviamo
‖∆Z∆Se‖ = ‖(Z−1/2S1/2∆Z)(Z1/2S−1/2∆S)e‖
≤ 2−3/2‖Z−1/2S1/2∆z + Z1/2S−1/2∆s‖2
= 2−3/2‖Z−1/2S−1/2(−ZSe+ σµe)‖2
= 2−3/2
2N∑
j=1
(−zjsj + σµ)2
xjsj
≤ 2−3/2 ‖ZSe− σµe‖
2
minj xjsj
≤ θ
2 + 2N(1− σ)2
23/2(1− θ) µ,
dove le espressioni al numeratore e al denominatore dell’ultima disuguaglianza
provengono rispettivamente dai lemmi 3.21 e 3.20.
Ricordiamo ora che σ = 1− β/√2N , perciò n(1− σ)2 = β2 e quindi, scegliendo
costanti sufficientemente piccole (ad esempio θ = 0.1 e β = 0.1), otteniamo facilmente
θ2 + 2N(1− σ)2
23/2(1− θ) ≤
1
2
σθ.
In questo modo la limitazione fornita dal Lemma 3.22 può essere semplificata in
‖∆Z∆Se‖ ≤ 1
2
σθµ. (3.53)
Questi risultati tecnici ci permetteranno di dimostrare che, se l’iterata corrente
appartiene all’intorno N2(θ) del cammino centrale e se utilizziamo σ = 1− β/
√
2N
(con θ = 0.1 e β = 0.1), allora il passo completo di Newton (z, s) = (z, s) + (∆z,∆s) è
ammissibile e la nuova iterata appartiene ancora all’intornoN2(θ). In realtà riusciremo
a dimostrare qualcosa di leggermente più forte: proveremo che per ogni α ∈ (0, 1] la
successiva iterata del metodo
(z(α), s(α)) = (z, s) + α(∆z,∆s) (3.54)
è primale-duale ammissibile e appartiene all’intorno N2(θ). Iniziamo osservando che
la somma delle componenti della seconda equazione del sistema di Newton (3.51) è
eT (S∆z + Z∆s) = sT∆z + zT∆s = −eTZSe+ σµeT e = −zT s(1− σ).
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Come abbiamo già osservato nella (3.48), facendo un passo α lungo la direzione di
Newton, il nuovo gap di complementarietà diventa
z(α)T s(α) = (1− α(1− σ))zT s+ α2∆zT∆s
perciò il nuovo gap di complementarietà medio è
µ(α) =
z(α)T s(α)
2N
= (1− α(1− σ))µ+ α2 ∆z
T∆s
2N
. (3.55)
Scrivendo la (3.51) per la componente j-esima troviamo sj∆zj + zj∆sj = σµ− zjsj .
Perciò, utilizzando quanto osservato finora, possiamo scrivere
zj(α)sj(α)− µ(α) = (zj + α∆zj)(sj + α∆sj)− µ(α)
= zjsj + α(sj∆zj + zj∆sj) + α
2∆zj∆sj − µ(α)
= (1− α)zjsj + ασµ+ α2∆zj∆sj − (1− α)µ− ασµ− α2 ∆z
T∆s
2N
= (1− α)(zjsj − µ) + α2
(
∆zj∆sj − ∆z
T∆s
2N
)
.
Perciò la misura di prossimità del punto (z(α), s(α)) diventa
‖Z(α)S(α)e− µ(α)e‖ ≤ (1− α)‖ZSe− µe‖+ α2
∥∥∥∥∆Z∆Se− ∆zT∆s2N e
∥∥∥∥. (3.56)
Lemma 3.23. Supponiamo che l’iterata corrente (z, s) appartenga all’intorno N2(θ)
e sia (∆z,∆s) la direzione di Newton (cioè la soluzione del sistema (3.51)). Poniamo
θ = 0.1 e β = 0.1 e definiamo la nuova iterata come in (3.54) dopo un passo α lungo
tale direzione e il nuovo gap di complementarietà come in (3.55). Per ogni α ∈ (0, 1]
vale
‖Z(α)S(α)e− µ(α)e‖ ≤ θµ(α) (3.57)
Dimostrazione. Calcoliamo inizialmente∥∥∥∥∆Z∆Se− ∆zT∆s2N e
∥∥∥∥2 = ‖∆Z∆Se‖2 + (∆zT∆s2N
)2
eT e− 2∆z
T∆s
2N
eT∆Z∆Se
= ‖∆Z∆Se‖2 − (∆z
T∆s)2
2N
≤ ‖∆Z∆Se‖2 ≤
(
1
2
σθµ
)2
,
dove nell’ultima disuguaglianza abbiamo usato la (3.53). Adesso, usando la definizione
di N2(θ) e la disuguaglianza precedente nella (3.56), otteniamo
‖Z(α)S(α)e− µ(α)e‖ ≤ (1− α)θµ+ 1
2
α2σθµ.
Poiché α ∈ (0, 1], allora vale che α2/2 ≤ α. Ricordando anche che il Lemma 3.19 ci
garantisce che ∆zT∆s ≥ 0, possiamo proseguire con la disuguaglianza precedente e
scrivere
‖Z(α)S(α)e−µ(α)e‖ ≤ θ(1−α(1−σ))µ ≤ θ
[
(1− α(1− σ))µ+ α2 ∆z
T∆s
2N
]
= θµ(α)
che è la tesi grazie alla (3.55).
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È immediato provare che, se l’iterata attuale è ammissibile, l’iterata successiva
continua a verificare il vincolo di uguaglianza, cioè la prima uguaglianza della (3.44):
(s+ α∆s)− c− FF T (z + α∆z) = s− c− FF T z + α(∆s− FF T∆z) = 0
dove l’uguaglianza a zero segue dall’ammissibilità dell’iterata attuale e dalla prima
equazione di (3.51). Le due condizioni di stretta positività z > 0 e s > 0 e l’apparte-
nenza all’intorno del cammino centrale N2(θ) seguono invece dal Lemma 3.23. Per la
positività usiamo la (3.57) per dedurre che, per ogni indice j,
|zj(α)sj(α)− µ(α)| ≤ θµ(α)
e quindi
zj(α)sj(α) ≥ (1− θ)µ(α) > 0
perché θ ∈ (0, 1). L’appartenenza a N2(θ) a questo punto segue ovviamente dal-
l’appartenenza a F0 e dal Lemma 3.23. Supponiamo perciò di utilizzare il passo di
Newton completo α = 1: la nuova iterata sarà quindi
(z, s) = (z, s) + (∆z,∆s)
e il nuovo valore del gap di complementarietà medio (3.55) diventa
µ = σµ+
∆zT∆s
2N
.
Utilizzando la disuguaglianza di Cauchy-Schwartz e la (3.53) otteniamo
∆zT∆s = (∆Z∆Se)T e ≤ ‖∆Z∆Se‖2‖e‖2 ≤
1
2
θσµ
√
2N
perciò
µ ≤ σµ+ 1
2
√
2N
θσµ ≤
(
1 +
θ
2
√
2N
)
σµ.
Con le nostre scelte σ = 1− β/(2N) e θ = 0.1, β = 0.1 deduciamo che(
1 +
θ
2
√
2N
)
≤ σ = 1− β
2
√
2N
e quindi anche
µ ≤
(
1− β
2
√
2N
)
µ = σµ.
Possiamo adesso dimostrare il risultato sulla convergenza e la complessità computa-
zionale di questo metodo.
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Teorema 3.24. Siano ε > 0, θ = 0.1, σ = 1− β/√2N con β = 0.1. Dato un punto
iniziale (z(0), s(0)) ∈ N2(θ) tale che
(z(0))T s(0)
2N
= µ(0) ≤ 1
εk
per qualche k > 0, allora esiste un indice L con
L = O
(√
(2N) ln
(
1
ε
))
tale che µ(`) ≤ ε per ogni ` ≥ L.
Dimostrazione. Chiamando ` l’indice dell’iterazione `-esima, abbiamo appena di-
mostrato che µ(`) ≤ σµ(`−1). Applicando il logaritmo ad entrambi i lati della
disuguaglianza troviamo lnµ(`) ≤ lnσ + lnµ(`−1). Utilizzando ripetutamente questa
disuguaglianza per ` = 1, 2, . . . e grazie all’ipotesi µ(0) ≤ 1/εk abbiamo
lnµ(`) ≤ ` lnσ + lnµ(0) ≤ ` ln
(
1− β
2
√
2N
)
+ k ln
(
1
ε
)
≤ ` −β
2
√
2N
+ k ln
(
1
ε
)
,
dove l’ultima disuguaglianza segue dal fatto che, per ogni x > −1, vale ln(1 + x) ≤ x.
Per avere adesso µ(`) ≤ ε ci basta quindi garantire che
`
−β
2
√
2N
+ k ln
(
1
ε
)
≤ ln ε.
Questa disuguaglianza è vera per ogni ` ≥ L dove
L = 2
k + 1
β
√
2N ln
(
1
ε
)
(3.58)
che è la tesi.
Questo risultato ci garantisce perciò la convergenza del metodo ad una soluzione
ε-accurata in un numero di passi proporzionale alla radice quadrata della dimensione
del problema. Inoltre, come funzione dell’accuratezza, la complessità computazionale
va come il logaritmo dell’inverso della precisione richiesta, una proprietà utile nel
caso in cui siamo interessati ad ottenere soluzioni molto accurate.
3.3.2 Gradiente coniugato precondizionato
Nel caso di nostro interesse eliminiamo le variabili ∆s dal sistema (3.47) per ottenere(
Θ−1 + FF T
)
∆z = fz + Z
−1fs (3.59)
∆s = Z−1fs −Θ−1∆z (3.60)
dove Θ = S−1Z ∈ R2N . A questo punto osserviamo che la matrice del sistema (3.59) è
simmetrica e definita positiva, perciò possiamo risolvere tale sistema, chiamato sistema
di Newton aumentato, con il metodo del gradiente coniugato, a cui applicheremo un
opportuno precondizionamento.
Facciamo le seguenti due ipotesi sulla matrice A:
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• P1: esiste un δ piccolo tale che
‖AAT − Im‖2 ≤ δ. (3.61)
Questa proprietà è utilizzata spesso nelle applicazioni legate al compressive
sensing in cui il segnale da recuperare risulta sparso rispetto ad una base diversa
da quella utilizzata per effettuare le misurazioni, vedi [7].
• P2: per ogni sottoinsieme di indici S ∈ [N ] con cardinalità #T = k  m, la
sottomatrice AS , ottenuta da A selezionando le k colonne corrispondenti agli
indici in S, verifica ∥∥∥∥NmATSAS − I
∥∥∥∥
2
≤ δk. (3.62)
Questa proprietà è una versione rilassata della proprietà di isometria ristretta,
che permette di includere ulteriori classi di matrici aleatorie nell’analisi.
Utilizzeremo queste ipotesi per costruire un’efficace matrice di precondizionamento.
Ricordiamo come le variabili s siano le variabili duali associate alla condizione di non
negatività z ≥ 0. All’ottimo avremo zisi = 0 per ogni i ∈ [2N ]. Il metodo del punto
interno forza la convergenza perturbando questa condizione zisi = µ e riducendo
gradualmente µ verso zero. All’ottimo gli indici i ∈ [2N ] saranno partizionati in due
insiemi disgiunti
B = {i | zi → z∗i > 0, si → s∗i = 0},
N = {i | zi → z∗i = 0, si → s∗i > 0}.
(3.63)
Questo partizionamento degli indici ci permette di evidenziare il comportamento
problematico degli elementi Θi della matrice diagonale Θ = S−1Z quando ci si
avvicina alla soluzione: per gli indici i ∈ B Θi tende a infinito, mentre per gli indici
i ∈ N Θi tende a zero. Ricordiamo che z = [ uv ] e u e v erano rispettivamente la
parte positiva e negativa della soluzione x del problema (2.6). Per soluzioni x sparse,
cioè con k  N , avremo quindi che la cardinalità di B sarà k, una volta raggiunto
l’ottimo. Perciò, per le iterazioni finali del metodo, avremo che
Θi  1 ∀i ∈ B, #B = k,
Θi  1 ∀i ∈ N , #N = 2N − k.
È chiaro che, per le iterazioni finali del metodo, la matrice Θ−1 avrà molti elementi
di modulo grande e solo pochi elementi di modulo piccolo. Fissiamo un valore C  1
per separare le componenti di Θ−1 a seconda del loro modulo:
#{i | Θ−1i < C} = l. (3.64)
Il valore l rappresenta qui soltanto il numero di elementi piccoli di Θ−1 e potrebbe in
generale differire dalla sparsità k della soluzione ottima. Ricordando che la matrice
del sistema (3.59) è
H = Θ−1 + FF T ,
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possiamo quindi osservare che, nel caso in cuil < m, la matrice FF T si comporta come
una perturbazione di rango basso della matrice Θ−1. Poiché la matrice Θ−1 domina
il secondo termine FF T in norma di Frobenius, costruiamo il precondizionatore
sostituendo la matrice FF T con una sua semplice approssimazione. Scriviamo
esplicitamente H nella sua forma a blocchi, sfruttando il fatto che Θ = diag(Θu,Θv)
e che F T =
[
A −A]:
H =
[
Θ−1u
Θ−1v
]
+
[
ATA −ATA
−ATA ATA
]
. (3.65)
Il precondizionatore che useremo è basato sulla miglior approssimazione (in norma di
Frobenius) della matrice ATA mediante un multiplo dell’identità, che è data da ρIN ,
dove ρ = m/n. Per giustificare questa affermazione, osserviamo che
‖ATA− ρIN‖2F =
m∑
i=1
(
σ2i − ρ
)2
+ (N −m)ρ2,
dove i σi sono i valori singolari di A. Uguagliando a zero la derivata rispetto a ρ
otteniamo
−2
m∑
i=1
(
σ2i − ρ
)
+ 2(N −m)ρ = 0 ⇐⇒ ρ = 1
N
m∑
i=1
σ2i .
Utilizzando l’ipotesi P1 sulla quasi ortonormalità delle righe di A otteniamo che
σ2i ≈ 1, perciò ρ ≈ m/N .
Definiamo quindi la matrice di precondizionamento P come
P =
[
Θ−1u + ρIN −ρIN
−ρIN Θ−1v + ρIN
]
(3.66)
e risolviamo quindi il sistema lineare (3.59) precondizionando con P .
Per studiare le proprietà di questo precondizionamento, iniziamo ad analizzare le
proprietà spettrali della matrice P−1H nel caso non a blocchi.
Teorema 3.25. Definiamo la matrice H come H = Θ−1 +ATA dove A è una matrice
m × N con m ≤ N/2 e Θ = diag(Θ1, . . . ,ΘN ), con Θi > 0. Sia C una costante
positiva e l definita come in (3.64). Supponiamo inoltre che A soddisfi la proprietà
P2 per k = l con una qualche costante δl. Se la matrice A ha righe ortonormali,
cioè AAT = IN , allora gli autovalori di P−1H con P = Θ−1 + ρIN , ρ = m/N sono
clusterizzati intorno a 1, cioè
|λ− 1| ≤ δl + (3− ρ)
2
4ρδlC
per ogni λ autovalore di P−1H.
Se invece A ha righe quasi ortonormali, cioè soddisfa la proprietà P1 per un certo δ,
allora
|λ− 1| ≤ δl + (1 + δ − ρ+ 2
√
1 + δ)2
4ρδlC
per ogni λ autovalore di P−1H.
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Da questo enunciato relativo al caso non a blocchi segue facilmente il caso generale
di nostro interesse.
Teorema 3.26. Siano H e P le matrici a blocchi definite in (3.65) e (3.66) e
supponiamo le stesse ipotesi del teorema precedente. Possiamo affermare che
1. la matrice precondizionata P−1H ha N autovalori pari a 1;
2. i suoi rimanenti N autovalori coincidono con quelli del teorema precedente in
cui Θ = Θu + Θv, e ne ereditano quindi le proprietà di clusterizzazione.
Dimostrazione. Sia v un autovettore di P−1H relativo all’autovalore λ. Allora
Hv = λPv. Spezzando v in v1 e v2 e scrivendo esplicitamente questa relazione
otteniamo([
Θ−1u
Θ−1v
]
+
[
ATA −ATA
−ATA ATA
])[
v1
v2
]
= λ
[
Θ−1u + ρIN −ρIN
−ρIN Θ−1v + ρIN
] [
v1
v2
]
e, separando le due equazioni a blocchi,{
Θ−1u v1 +A
TAv1 −ATAv2 = λ
(
Θ−1u v1 + ρv1 − ρv2
)
Θ−1v v2 −ATAv1 +ATAv2 = λ
(
Θ−1v v2 − ρv1 + ρv2
)
.
(3.67)
Osserviamo allora che, se λ = 1, le equazioni sono soddisfatte da qualsiasi coppia di
vettori v1 = v2, e questo è proprio quanto affermato dal punto 1.
Se invece λ 6= 1, sommiamo le due equazioni per ottenere
(1− λ)Θ−1u v1 + (1− λ)Θ−1v v2 = 0
e, poiché 1− λ 6= 0,
Θ−1u v1 + Θ
−1
v v2 = 0.
Moltiplicando adesso le equazioni (3.67) rispettivamente per Θu e Θv e sottraendo
poi la seconda dalla prima, otteniamo(
I + (Θu + Θv)A
TA
)
(v1 − v2) = λ(I + ρ(Θu + Θv))(v1 − v2).
Se chiamiamo w = v1 − v2 e moltiplichiamo per (Θu + Θv)−1, troviamo
((Θu + Θv)
−1 +ATA)w = λ((Θu + Θv)−1 + ρI)w,
cioè λ è autovalore di P−1H dove P = Θ−1 + ρI e H = Θ−1 +ATA sono proprio le
matrici definite nel teorema precedente.
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Capitolo 4
Sperimentazione numerica
Abbiamo analizzato i tre algoritmi esposti nel capitolo precedente da un punto di vista
computazionale, e in questo capitolo presentiamo i risultati ottenuti. Ricordiamo
come il metodo pdNCG (nella sua versione estesa presentata nella sottosezione 3.2.5)
e il metodo del punto interno risolvano entrambi la formulazione (2.6). Il metodo
di omotopia restituisce invece la soluzione del problema (2.3), ma per farlo segue il
cammino lineare a tratti formato dalle soluzioni del problema (2.6) per λ che va da
un valore opportunamente grande λmax a 0.
Nella parte iniziale della sperimentazione ci siamo occupati della calibrazione dei
parametri per i metodi pdNCG e del punto interno, dopodiché si è effettuato uno
studio sulla sensitività rispetto alla scelta del parametro τ . Una volta scelti dei valori
per i parametri e per τ , nell’ultima parte abbiamo confrontato fra di loro i tre metodi.
Tutte le sperimentazioni sono state svolte su un sistema con processore Intel Core
i5 750 usando MATLAB 64-bit nella versione 2015b. Descriveremo nel seguito i
dettagli dell’implementazione di ciascun solutore.
4.1 Dettagli implementativi e considerazioni preliminari
4.1.1 Problemi utilizzati e quantità di controllo misurate
Le tipologie di problemi che abbiamo utilizzato in questa analisi sperimentale sono
tre.
• Problemi sintetici nella forma (2.6): dati m, N , k e τ , abbiamo generato una
matrice A ∈ Rm×N con elementi gaussiani di media 0 e varianza 1/m e x∗ ∈ RN
un vettore con esattamente k componenti non nulle posizionate casualmente e
di modulo casuale compreso tra 1 e 3. Il vettore b ∈ Rm è stato scelto in modo
da verificare le condizioni di ottimalità
0 ∈ τ∂‖x∗‖1 + 2AT (Ax∗ − b)
con il valore di τ prescelto. Per poterle verificare dobbiamo trovare b ∈ Rm e
d∗ ∈ ∂‖x∗‖1 tali che
0 = τd∗ + 2AT (Ax∗ − b).
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Avendo già calcolato x∗ nel modo descritto sopra, chiamiamo S l’insieme degli
indici i tali che x∗i 6= 0 e osserviamo che le componenti di d∗ con indice in S
sono fissate e uguali a +1 o −1 (vale infatti d∗i = sgn(x∗i ) per gli indici i ∈ S),
mentre le componenti con indice in R = Sc possono assumere qualsiasi valore
nell’intervallo [−1, 1]. Guidati da questa osservazione, partizioniamo gli elementi
del vettore d∗ nei due vettori d∗S ∈ Rk e d∗R ∈ RN−k corrispondenti agli indici
rispettivamente in S e in R = Sc e indichiamo con AS ∈ Rm×k e AR ∈ Rm×N−k
le sottomatrici ottenute da A selezionando le colonne rispettivamente in S o in
R = Sc. Con queste notazioni riscriviamo le condizioni di ottimalità come
2ATS b = 2A
T
SAx
∗ + τd∗S
2ATRb− τd∗R = 2ATRAx∗
|d∗R| ≤ 1
dove le incognite sono b e d∗R. Questo problema viene risolto numericamente con-
siderandolo come un problema di programmazione lineare con funzione obiettivo
costante. La sua risoluzione non sarà quindi esatta ma solo approssimata.
• Problemi sintetici nella forma (2.2): abbiamo generato A e x∗ come nella
generazione di problemi nella forma (2.6), dopodiché abbiamo calcolato il
vettore dei termini noti b semplicemente come b = Ax∗.
• Problemi della suite Sparco: per testare i tre metodi proposti su problemi
reali abbiamo scelto di utilizzare il pacchetto Sparco, contenente vari problemi,
disponibile all’indirizzo http://www.cs.ubc.ca/labs/scl/sparco/. Questo
pacchetto mette a disposizione un totale di 26 problemi, 6 dei quali sono a
valori complessi e 20 a valori reali. I 6 problemi a valori complessi sono stati
scartati in quanto gli algoritmi qui presentati manipolano soltanto dati reali.
Dei 20 rimanenti, 8 sono stati impossibili da generare, in quanto il software per
la generazione si arrestava producendo un errore. Dei restanti 12, 4 problemi
sono stati ulteriormente scartati perché di dimensioni troppo grandi per essere
trattati con l’hardware a nostra disposizione. Gli 8 problemi rimanenti sono
quelli con ID 3, 5, 7, 9, 10, 11, 902 e 903. Per questi problemi il pacchetto
mette anche a disposizione la soluzione esatta x∗.
La suite Sparco si concentra principalmente sul problema (2.2), e le soluzioni
x∗ che vengono fornite dal pacchetto riflettono questo approccio. Dobbiamo
perciò tenere conto che i nostri metodi non stanno risolvendo esattamente lo
stesso problema.
In tutti e tre i casi esposti sopra abbiamo a disposizione il vettore x∗ che sperimental-
mente risulta l’unica soluzione esatta del problema che stiamo risolvendo: questo ci
permette di analizzare con precisione il comportamento dei vari metodi.
Le quantità che abbiamo utilizzato per misurare l’efficacia dei metodi sono:
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• ∆S, la differenza tra il numero di elementi non nulli della soluzione x calcolata
da ciascun metodo e il numero degli elementi non nulli della soluzione esatta
x∗, relativamente al numero di elementi non nulli della soluzione esatta:
∆S =
‖x‖0 − ‖x∗‖0
‖x∗‖0
,
considerando però nulle tutte le componenti di modulo minore di 10−2;
• t, il tempo di esecuzione di ciascun metodo in secondi;
• ε, l’errore relativo in norma 2:
ε =
‖x− x∗‖2
‖x∗‖2
;
• F , lo scarto relativo tra il valore della funzione obiettivo f(x) = τ‖x‖1 + 12‖Ax−
b‖2 in x e quello della funzione obiettivo nella soluzione esatta x∗:
F =
f(x)− f(x∗)
f(x∗)
.
Nel caso in cui tuttavia si generino istanze nella forma (2.2) abbiamo utilizzato
come funzione obiettivo g(x) = 12‖Ax−b‖2. Con questa scelta, poiché g(x∗) = 0,
consideriamo F = g(x).
4.1.2 Metodo di omotopia
Ci siamo basati sull’implementazione del metodo di omotopia disponibile all’indirizzo
http://sparselab.stanford.edu, modificando la procedura seguita nel caso in cui
ci fossero più indici candidati ad essere aggiunti o rimossi dall’insieme degli indici
attivi (come descriveremo nel seguito). Come già osservato nella sezione 3.1, al passo
j questo metodo deve risolvere un sistema lineare di dimensione al più j × j; poiché
inoltre tipicamente si aggiunge o si rimuove soltanto un indice alla volta dall’insieme
degli indici attivi, ci aspettiamo che il numero di passi del metodo sia proporzionale
alla sparsità della soluzione. Nell’implementazione utilizzata la risoluzione del sistema
lineare viene effettuata mediante fattorizzazione di Cholesky: questa scelta, seppur
non beneficiando di eventuali strutture della matrice A che potrebbero consentire
moltiplicazioni matrice-vettore a basso costo, consente di evitare di ricalcolare ad
ogni passo l’intera fattorizzazione della matrice del sistema, in quanto è possibile
aggiornare la precedente semplicemente tenendo conto dell’aggiunta o della rimozione
degli indici ad ogni passo.
Nel caso in cui, al passo j, il minimo nella (3.19) sia γ(j)+ ma il minimo della (3.17)
sia raggiunto da più di un valore, è necessario uno sforzo ulteriore per il calcolo del
successivo insieme degli indici attivi Sj+1. La procedura implementata nella pratica
è in realtà leggermente diversa rispetto a quella esposta nell’Osservazione 3.2.
55
Capitolo 4. Sperimentazione numerica
Chiamiamo T+ = {i1, . . . ih} l’insieme degli indici per cui si raggiunge il minimo
nella (3.17) e indichiamo con Sj,1, . . . , Sj,h gli insiemi ottenuti aggiungendo a Sj il
singoletto formato dal rispettivo indice i1, . . . , ih di T+:
Sj,r = Sj ∪ {ir} per ogni r = 1, . . . , h.
Per ogni r calcoliamo la direzione dr risolvendo il sistema (3.14) ottenuto selezionando
le colonne di A corrispondenti agli indici in Sj,r, dopodiché calcoliamo, mediante
la (3.17), anche il valore di γr che si otterrebbe utilizzando questa scelta di indici.
Confrontiamo infine le norme ‖γrdr‖2 e selezioniamo l’indice r che massimizza questo
valore. Poniamo infine Sj+1 = Sj ∪ {ir} e proseguiamo con l’iterazione successiva. In
questo modo ci siamo assicurati di aver inserito nell’insieme degli indici attivi quello
che ci fornisce il massimo spostamento possibile da x(j) a x(j+1).
Nel caso in cui sia il minimo dell’equazione (3.18) a non essere unico la procedura
è analoga a quella appena esposta: si considera l’insieme T− e si calcola qual è l’indice
di T− da rimuovere da Sj per ottenere il maggior spostamento possibile da x(j) a
x(j+1).
4.1.3 Algoritmo pdNCG
Abbiamo visto nell’Osservazione 3.5 come il metodo pdNCG nella sua versione
originale non può essere applicato a problemi di compressive sensing, in cui la ma-
trice A presenta più colonne che righe. Nella sottosezione 3.2.5 abbiamo proposto
una possibile modifica per rendere utilizzabile il metodo anche per questi proble-
mi. Come base di partenza abbiamo utilizzato il codice disponibile all’indirizzo
http://www.maths.ed.ac.uk/ERGO/pdNCG/, modificandolo ove necessario.
Abbiamo studiato il comportamento del metodo al variare del valore δ introdotto
nella sottosezione 3.2.5 per garantire buone proprietà di convergenza. È stato inoltre
necessario scegliere con attenzione anche i parametri tol e tolpcg che controllano
rispettivamente la tolleranza sul criterio d’arresto del metodo e quella dell’iterazione
interna svolta mediante gradiente coniugato. Più precisamente il parametro tol
corrisponde al valore utilizzato nello pseudocodice 2, mentre tolpcg è il parametro di
tolleranza per il gradiente coniugato nella sua implementazione standard disponibile
in Matlab.
4.1.4 Metodo del punto interno
Nella sezione 3.3 abbiamo descritto il metodo del punto interno, analizzandone la
convergenza nel caso in cui le iterate fossero ammissibili e appartenessero all’intorno del
cammino centrale N2(θ) definito nella (3.50). Abbiamo inoltre visto come, una volta
che un’iterata appartiene a N2(θ), anche tutte le successive vi apparterranno. Perciò
ovviamente sarebbe sufficiente calcolare un punto iniziale (z, s) che vi appartenga e
avremmo quindi garantita la convergenza del metodo. Tuttavia, per calcolare tale
punto iniziale, dovremmo risolvere, rispetto alle incognite z ed s, il seguente problema
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iniziale
s− c− FF T z = 0
‖ZSe2N − µe2N‖2 ≤ θµ
z > 0, s > 0.
(4.1)
Risolvere numericamente questo problema è un compito non facile, a tal punto da
invalidare l’utilità del metodo nel suo complesso: il tempo speso per il calcolo del
punto iniziale risulta superiore a quello necessario per il calcolo di tutte le iterate
seguenti.
Nella pratica in realtà non è necessario imporre l’ammissibilità delle iterate o
l’appartenenza all’intorno (molto piccolo) N2(θ) del cammino centrale. L’implemen-
tazione disponibile all’indirizzo http://www.maths.ed.ac.uk/ERGO/mfipmcs/, che
abbiamo usato per questa sperimentazione, segue proprio questo approccio. I metodi
del punto interno di questo tipo sono detti non ammissibili, proprio perché non
richiedono l’ammissibilità delle iterate, e lasciano perciò uno spazio di manovra più
ampio all’algoritmo.
Anche per questo metodo abbiamo dovuto scegliere con cura i parametri tol e
tolpcg, che hanno ruoli analoghi ai loro omonimi per l’algoritmo pdNCG: il primo è
il parametro per il criterio d’arresto usato nello pseudocodice 3, il secondo controlla
la tolleranza del metodo del gradiente coniugato di Matlab.
4.2 Scelta dei parametri
Per i test effettuati per la scelta dei parametri descritti nel seguito abbiamo generato
100 problemi sintetici nella forma (2.6) o (2.2) (a seconda della situazione) e lanciato
i vari metodi su ciascuna delle 100 istanze. I valori presentati nella tabelle successive
sono ottenuti come medie aritmetiche delle rispettive quantità sulle 100 istanze
generate.
4.2.1 Algoritmo pdNCG
Questo metodo mette a disposizione dell’utente vari parametri. Come già detto, i
più significativi sono sicuramente i parametri δ (parametro di regolarizzazione per
il caso in cui ϕ(x) non è fortemente convessa, vedi la sottosezione 3.2.5), tol e
tolpcg. Per la loro analisi abbiamo scelto di utilizzare problemi generati nella forma
(2.6): in questo modo ci possiamo concentrare sulla qualità del metodo applicato
alla risoluzione del problema per cui è stato ideato, evitando di introdurre anche la
necessità di scegliere opportunamente il parametro τ (analizzeremo questo aspetto nel
seguito). Il parametro di smoothing µ, che compare nella definizione della funzione
pseudo-Huber (3.22), è stato legato al parametro tol, impostandolo ogni volta come
µ = tol/10; poiché µ controlla l’errore che commettiamo nel sostituire la norma `1
con la sua regolarizzazione tramite la funzione pseudo-Huber, è sembrato ragionevole
utilizzare questo legame, in quanto sarebbe stato troppo ottimistico chiedere di
calcolare soluzioni sufficientemente accurate (impostando cioè valori di tol piccoli)
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senza contemporaneamente migliorare la precisione dell’approssimazione della norma
`1.
Inizialmente ci siamo concentrati sulla scelta di δ: fissati i parametri τ = 10−5,
tol = 10−9 e tolpcg = 10−3, abbiamo fatto variare δ tra 1 e 10−20, considerando
anche il caso δ = 0. Dai risultati, riassunti nella tabella 4.1, possiamo osservare che,
per valori troppo piccoli o troppo grandi di δ, non si riesce ad ottenere una buona
soluzione. Una buona scelta sembra perciò essere quella di δ = 10−6: con questa scelta
si riesce ad ottenere una soluzione accurata mantenendo basso il tempo di esecuzione.
Come valore standard per i test successivi abbiamo perciò scelto δ = 10−6.
δ ∆S t ε F
1 18.33 0.167 7.05 · 10−01 1.43 · 10+00
10−02 18.25 0.082 7.03 · 10−01 1.26 · 10+00
10−04 0.00 3.40 8.97 · 10−07 5.50 · 10−04
10−06 0.00 1.17 6.31 · 10−07 2.40 · 10−04
10−08 0.00 3.94 6.39 · 10−07 3.32 · 10−04
10−10 0.00 6.10 6.53 · 10−07 3.10 · 10−04
10−12 0.00 8.21 6.63 · 10−07 2.99 · 10−04
10−14 0.00 11.71 6.08 · 10−07 2.62 · 10−04
10−16 0.00 13.21 6.78 · 10−07 3.19 · 10−04
10−18 18.35 1.03 7.06 · 10−01 1.29 · 10+00
10−20 18.35 1.27 7.06 · 10−01 1.29 · 10+00
0 18.30 0.80 7.06 · 10−01 1.31 · 10+00
Tabella 4.1: Test per pdNCG su δ con τ = 10−5, tol = 10−9 e tolpcg = 10−3. A di
dimensione 500× 1000, ‖x∗‖0 = 50.
Siamo quindi passati all’analisi della sensibilità del metodo rispetto ai due para-
metri tol e tolpcg. A causa della loro analogia, abbiamo preferito analizzare i due
parametri contemporaneamente, facendo variare tol da 10−2 a 10−12 e tolpcg da
10−2 a 10−5. In questo modo abbiamo ottenuto una tabella per ciascuna delle quantità
prese in esame: i dati sono sintetizzati nelle sottotabelle di 4.2. La sottotabella 4.2c
riassume i risultati per gli indicatori ε e F : per ogni coppia di parametri tol e tolpcg
il valore in alto corrisponde a ε, quello in basso a F .
Osserviamo come la qualità della soluzione fornita dal metodo sia fondamentalmen-
te indipendente dalla variazione del parametro tolpcg. Esso controlla la precisione
con cui risolviamo il sistema lineare (3.30) mediante gradiente coniugato, ma, dai
dati ottenuti, possiamo dedurre che non è importante calcolare una direzione molto
precisa ad ogni passo per ottenere una buona soluzione globale. Diminuendo infatti
il valore di tolpcg da 10−2 a 10−5 si ottiene una soluzione più precisa mediamente
di soli 1-2 ordini di grandezza, mentre i tempi di esecuzione tendono mediamente a
raddoppiare.
Evidenziamo anche un comportamento apparentemente strano del metodo: i
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tolpcg
10−02 10−03 10−04 10−05
to
l
10−02 18.33 18.73 18.66 18.57
10−03 18.68 18.58 18.57 18.84
10−04 18.53 18.52 18.51 18.86
10−05 0.00 0.00 0.00 0.00
10−06 0.00 0.00 0.00 0.00
10−07 0.00 0.00 0.00 0.00
10−08 0.00 0.00 0.00 0.00
10−09 0.00 0.00 0.00 0.00
10−10 0.00 0.00 0.00 0.00
10−11 0.00 0.00 0.00 0.00
10−12 0.00 0.00 0.00 0.00
(a) Valori di ∆S.
tolpcg
10−02 10−03 10−04 10−05
to
l
10−02 0.0192 0.225 0.427 0.865
10−03 0.187 0.266 0.381 0.554
10−04 0.305 0.347 0.584 0.462
10−05 1.39 1.78 2.68 3.29
10−06 1.41 1.77 2.75 3.32
10−07 1.40 1.78 2.75 3.31
10−08 1.01 1.12 1.69 2.03
10−09 1.01 1.17 1.89 2.13
10−10 1.02 1.25 2.23 2.33
10−11 1.04 1.38 2.58 2.44
10−12 1.08 1.57 3.13 2.67
(b) Tempi di esecuzione t.
tolpcg
10−02 10−03 10−04 10−05
to
l
10−02 7.07 · 10
−1 4.00 · 100 3.99 · 100 5.47 · 100
1.66 · 100 1.80 · 10+1 1.45 · 10+1 1.83 · 10+1
10−04 4.08 · 10
0 3.62 · 100 3.62 · 100 6.56 · 100
1.47 · 10+1 1.65 · 10+1 1.25 · 10+1 2.23 · 10+1
10−06 1.77 · 10
−5 2.76 · 10−5 2.78 · 10−5 2.83 · 10−5
1.92 · 10−2 1.57 · 10−2 1.57 · 10−2 1.91 · 10−2
10−08 3.12 · 10
−6 3.11 · 10−6 3.13 · 10−6 6.46 · 10−6
3.74 · 10−3 3.68 · 10−3 3.63 · 10−3 1.10 · 10−3
10−10 8.05 · 10
−8 6.88 · 10−8 7.08 · 10−8 4.45 · 10−8
−1.15 · 10−5 1.01 · 10−5 5.46 · 10−6 −3.68 · 10−5
10−12 5.39 · 10
−9 1.48 · 10−9 2.22 · 10−10 6.45 · 10−11
−1.21 · 10−6 8.76 · 10−7 6.79 · 10−8 −1.71 · 10−8
(c) Errore relativo ε (valore in alto) e scarto relativo della funzione obiettivo F (valore in
basso).
Tabella 4.2: Test per pdNCG su tol e tolpcg con δ = 10−6 e τ = 10−5. A di
dimensione 500× 1000, ‖x∗‖0 = 50.
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tempi di esecuzione per valori di tol più grandi (10−5, 10−6 e 10−7) sono superiori
ai tempi ottenuti con valori di tol più piccoli (≤ 108). Questo comportamento si
spiega ricordando come abbiamo legato a tol anche il parametro di smoothing µ:
modificando anche questo valore non abbiamo perciò nessuna garanzia che i tempi di
esecuzione del metodo siano crescenti al decrescere del valore di tol, in quanto stiamo
cambiando non solo il criterio d’arresto, ma anche la precisione dell’approssimazione
tramite la funzione pseudo-Huber.
Ricordiamo inoltre che il calcolo del termine noto b per il problema (2.6) viene
effettuato in modo approssimato, come descritto in 4.1.1: questo permette di spiegare
la comparsa di valori negativi, seppur piccoli, per la funzione obiettivo nei risultati
proposti.
4.2.2 Metodo del punto interno
Analogamente a quanto visto per l’algoritmo pdNCG, il metodo del punto interno
presenta gli stessi parametri tol e tolpcg. Le modalità di test sono state perciò
identiche a quelle del metodo precedente. I risultati sono riassunti nella tabella 4.3.
Anche in questo caso osserviamo come la maggiore precisione nell’iterazione interna
(ottenuta mediante la diminuzione di tolpcg) non porti sostanziali vantaggi al metodo:
i tempi aumentano e la precisione della soluzione non migliora apprezzabilmente.
Osserviamo inoltre come, se per il metodo pdNCG si iniziavano ad ottenere risultati di
buona qualità già con valori di tol dell’ordine di 10−5, per il metodo del punto interno
è necessario scegliere un valore di tol al più pari a 10−7, altrimenti la soluzione
prodotta è molto lontana dalla soluzione esatta.
4.2.3 Parametro per la sparsità τ
Una volta calibrati i parametri specifici dell’algoritmo pdNCG e del metodo del punto
interno dobbiamo occuparci della scelta del parametro τ . Ricordiamo infatti come
entrambi questi metodi risolvano il problema (2.6), che riportiamo:
min
x∈RN
τ‖x‖1 + ‖Ax− b‖22,
mentre il problema iniziale del compressive sensing è
min
x∈RN
‖x‖0 con Ax = b,
in cui abbiamo sostituito ‖x‖0 con ‖x‖1, per ottenere il problema (2.3)
min
x∈RN
‖x‖1 con Ax = b.
Dalla Proposizione 3.1 sappiamo che, chiamando xτ la soluzione del problema (2.6),
si ha che xτ converge a x∗, dove x∗ è la soluzione del problema (2.3). Ci aspettiamo
perciò che, per τ sufficientemente piccolo, la soluzione fornita dagli algoritmi pdNCG
e del punto interno si avvicini alla soluzione x∗.
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tolpcg
10−02 10−03 10−04 10−05
to
l
10−02 18.29 18.34 18.31 18.31
10−03 18.29 18.34 18.31 18.31
10−04 18.29 18.30 18.30 18.30
10−05 18.36 18.36 18.36 18.36
10−06 15.77 16.20 16.23 16.23
10−07 0.29 0.25 0.31 0.32
10−08 0.00 0.00 0.00 0.00
10−09 0.00 0.00 0.00 0.00
10−10 0.00 0.00 0.00 0.00
10−11 0.00 0.00 0.00 0.00
10−12 0.00 0.00 0.00 0.00
(a) Valori di ∆S.
tolpcg
10−02 10−03 10−04 10−05
to
l
10−02 0.0321 0.0544 0.0908 0.14
10−03 0.0309 0.0551 0.091 0.144
10−04 0.0404 0.0915 0.159 0.246
10−05 0.0601 0.117 0.198 0.303
10−06 0.156 0.250 0.379 0.534
10−07 0.268 0.413 0.599 0.809
10−08 0.309 0.470 0.670 0.897
10−09 0.333 0.498 0.713 0.954
10−10 0.344 0.516 0.733 0.973
10−11 0.347 0.519 0.740 0.986
10−12 0.351 0.526 0.747 1.001
(b) Tempi di esecuzione t.
tolpcg
10−02 10−03 10−04 10−05
to
l
10−02 6.96 · 10
−1 7.13 · 10−1 7.04 · 10−1 7.04 · 10−1
1.34 · 100 1.37 · 100 1.35 · 100 1.35 · 100
10−04 6.96 · 10
−1 6.73 · 10−1 6.79 · 10−1 6.79 · 10−1
1.14 · 100 1.10 · 100 1.10 · 100 1.10 · 100
10−06 2.39 · 10
−1 2.80 · 10−1 2.85 · 10−1 2.85 · 10−1
3.62 · 10−1 4.26 · 10−1 4.33 · 10−1 4.33 · 10−1
10−08 6.41 · 10
−4 5.68 · 10−4 6.37 · 10−4 6.17 · 10−4
2.81 · 10−3 2.71 · 10−3 2.79 · 10−3 2.76 · 10−3
10−10 6.56 · 10
−6 5.53 · 10−6 5.51 · 10−6 5.52 · 10−6
9.92 · 10−4 9.62 · 10−4 9.50 · 10−4 9.51 · 10−4
10−12 1.41 · 10
−7 8.78 · 10−8 8.92 · 10−8 8.93 · 10−8
1.03 · 10−4 1.97 · 10−5 2.00 · 10−5 2.00 · 10−5
(c) Errore relativo ε (valore in alto) e scarto relativo della funzione obiettivo F (valore in
basso).
Tabella 4.3: Test per IPM su tol e tolpcg con τ = 10−5. A di dimensione 500×1000,
‖x∗‖0 = 50.
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Per scegliere quindi un valore di τ ottimale abbiamo generato istanze di problemi
sintetici nella forma (2.2), come descritto in 4.1.1, dopodiché abbiamo lanciato i
due metodi facendo variare il valore di τ da 1 a 10−12. I risultati sono riassunti
rispettivamente nella tabella 4.4a per il metodo pdNCG e nella tabella 4.4b per il
metodo del punto interno. Ricordiamo come, poiché la funzione obiettivo in questo
caso è g(x) = 12‖Ax− b‖2, la quantità di controllo F è definita come F = g(x).
τ ∆S t ε F
1 −0.56 0.036 8.56 · 10−01 4.21 · 10+00
10−01 0.04 0.0468 1.15 · 10−01 5.28 · 10−01
10−02 0.00 2.28 1.15 · 10−02 5.28 · 10−02
10−03 0.00 1.35 1.15 · 10−03 5.28 · 10−03
10−04 0.00 3.90 1.15 · 10−04 5.28 · 10−04
10−05 0.00 1.10 1.17 · 10−05 5.30 · 10−05
10−06 0.00 1.53 3.16 · 10−06 9.86 · 10−06
10−07 0.00 15.60 1.54 · 10−05 1.54 · 10−06
10−08 18.05 0.067 7.01 · 10−01 1.82 · 10−07
10−09 18.33 0.0411 7.08 · 10−01 1.87 · 10−08
10−10 18.36 0.0289 7.09 · 10−01 3.65 · 10−09
10−11 18.35 0.031 7.08 · 10−01 3.17 · 10−09
10−12 18.36 0.0315 7.09 · 10−01 3.10 · 10−09
(a) Test per pdNCG.
τ ∆S t ε F
1 −0.55 0.0464 8.58 · 10−01 4.26 · 10+00
10−01 0.03 0.0897 1.13 · 10−01 5.28 · 10−01
10−02 0.00 0.162 1.13 · 10−02 5.28 · 10−02
10−03 0.00 0.251 1.14 · 10−03 5.28 · 10−03
10−04 0.00 0.349 1.43 · 10−04 5.40 · 10−04
10−05 0.00 0.498 1.13 · 10−04 7.53 · 10−05
10−06 0.00 0.563 7.20 · 10−04 6.50 · 10−06
10−07 0.32 0.590 7.33 · 10−03 8.30 · 10−07
10−08 17.36 0.359 3.50 · 10−01 7.36 · 10−08
10−09 18.25 0.269 6.21 · 10−01 2.58 · 10−09
10−10 18.28 0.260 6.54 · 10−01 3.96 · 10−10
10−11 18.28 0.212 6.95 · 10−01 4.07 · 10−11
10−12 18.30 0.220 7.01 · 10−01 8.72 · 10−11
(b) Test per IPM.
Tabella 4.4: Test su τ con δ = 10−6, tol = 10−9 e tolpcg = 10−3. A di dimensione
500× 1000, ‖x∗‖0 = 50.
Dai dati ottenuti possiamo osservare come, per valori di τ dell’ordine dell’unità, i
metodi producano soluzioni con un numero di elementi non nulli addirittura minore
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di quello della soluzione esatta x∗. Questo si spiega ripensando al ruolo del parametro
τ nella funzione obiettivo del problema (2.6): valori grandi di τ aumentano il peso
della funzione ‖x‖1 nella funzione obiettivo, deputata a promuovere la sparsità della
soluzione. Così facendo la soluzione proposta ha sì un ridotto numero di componenti
non nulle, ma non riesce a ridurre sufficientemente il residuo ‖Ax− b‖22, che, come si
può osservare dalla colonna relativa ai valori di F , rimane grande.
Analizzando invece i risultati relativi a valori di τ troppo piccoli osserviamo come
si verifichi il fenomeno opposto: la soluzione calcolata dai metodi è piena ma il valore
della funzione obiettivo continua a diminuire. Questo comportamento è speculare
rispetto a quanto detto sopra, in quanto valori piccoli di τ tendono a far diventare
trascurabile la norma 1 in confronto al residuo ‖Ax − b‖22. I valori ottenuti sono
quindi indice di una buona qualità dei metodi analizzati, che riescono comunque a
ridurre la funzione obiettivo fino a valori molto piccoli.
Per quanto riguarda invece i valori accettabili di τ , essi variano da 10−2 a 10−7.
Un valore equilibrato da scegliere per questo tipo di problemi sembra perciò essere
τ = 10−5.
4.3 Confronto dei metodi
Una volta calibrati i parametri dell’algoritmo pdNCG e del metodo del punto interno,
possiamo confrontare tra di loro tutti e tre i metodi proposti nel capitolo 3. Abbiamo
nuovamente generato problemi sintetici nella forma (2.2) e calcolato le quantità di
controllo definite in 4.1.1 per tutti e tre i metodi. I risultati sono presentati nella
tabella 4.5.
Dai risultati ottenuti possiamo osservare come il metodo di omotopia abbia delle
prestazioni nettamente superiori agli altri due algoritmi: impiegando un tempo
di esecuzione di 1-2 ordini di grandezza inferiore rispetto agli altri due algoritmi,
riesce a restituire una soluzione praticamente esatta. Questo comportamento si
spiega ricordando come questo metodo risolva direttamente il problema (2.3), che,
sotto opportune condizioni, sappiamo essere equivalente al problema (2.2). I metodi
pdNCG e del punto interno invece seguono una strada più indiretta: risolvono il
problema (2.6), che, per τ piccolo, approssima il problema (2.6). Questo secondo tipo
di approccio non sembra essere quindi preferibile nel caso in cui vogliamo risolvere
problemi di questo tipo.
4.3.1 Problemi Sparco
Una volta scelti i parametri, abbiamo testato i tre algoritmi su alcuni problemi della
suite Sparco, selezionati come già esposto sopra. I risultati completi sono riportati
nelle tabelle 4.6 e 4.7, mentre una loro sintesi è disponibile nella tabella 4.8.
Constatiamo ancora come il metodo di omotopia risulti preferibile in tutti i casi.
Confrontando invece il metodo pdNCG e il metodo del punto interno possiamo
osservare come il primo riesca a raggiungere una precisione spesso maggiore, seppur
impiegando dei tempi di esecuzione a volte nettamente superiori rispetto al secondo.
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∆S t ε F
Omotopia 0.00 0.0238 5.62 · 10−14 2.58 · 10−13
pdNCG 0.00 1.11 1.15 · 10−05 5.27 · 10−05
IPM 0.00 0.494 1.12 · 10−04 7.56 · 10−05
(a) A di dimensione 500× 1000, ‖x∗‖0 = 50.
∆S t ε F
Omotopia 0.00 0.21 2.08 · 10−13 1.36 · 10−12
pdNCG 0.00 10.9 1.15 · 10−05 7.46 · 10−05
IPM 0.00 3.19 7.47 · 10−05 1.03 · 10−04
(b) A di dimensione 1000× 2000, ‖x∗‖0 = 100.
∆S t ε F
Omotopia 0.00 1.51 5.53 · 10−13 5.17 · 10−12
pdNCG 0.00 56.4 1.15 · 10−05 1.06 · 10−04
IPM 0.00 11.6 6.62 · 10−05 1.45 · 10−04
(c) A di dimensione 2000× 4000, ‖x∗‖0 = 200.
Tabella 4.5: Confronto dei tre metodi.
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∆S t ε F
Omotopia 0.00 0.281 1.69 · 10−14 8.44 · 10−13
pdNCG 15.92 0.108 9.47 · 10−01 1.26 · 10−04
IPM 0.00 0.733 1.60 · 10−05 5.58 · 10−05
(a) ID Sparco 3: A di dimensione 1024× 2048, ‖x∗‖0 = 122.
∆S t ε F
Omotopia 0.00 0.271 2.48 · 10−13 4.41 · 10−12
pdNCG 1.03 167 2.35 · 10−03 8.77 · 10−05
IPM 0.00 4.46 1.02 · 10−03 5.23 · 10−05
(b) ID Sparco 5: A di dimensione 300× 2048, ‖x∗‖0 = 63.
∆S t ε F
Omotopia 0.00 0.0344 1.17 · 10−15 1.17 · 10−15
pdNCG 0.00 8.16 4.50 · 10−05 4.68 · 10−05
IPM 0.00 0.397 3.21 · 10−04 4.68 · 10−05
(c) ID Sparco 7: A di dimensione 600× 2560, ‖x∗‖0 = 20.
∆S t ε F
Omotopia 0.00 0.0174 1.22 · 10−12 7.45 · 10−12
pdNCG 0.00 0.037 4.24 · 10−06 1.92 · 10−05
IPM 0.00 0.0754 5.91 · 10−06 2.24 · 10−05
(d) ID Sparco 9: A di dimensione 128× 128, ‖x∗‖0 = 12.
Tabella 4.6: Confronto dei tre metodi sui problemi Sparco con ID 3, 5, 7 e 9.
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∆S t ε F
Omotopia 0.00 0.0157 7.00 · 10−10 1.15 · 10−08
pdNCG 0.00 1.82 2.77 · 10−05 1.74 · 10−04
IPM 0.00 3.53 3.50 · 10−05 2.06 · 10−04
(a) ID Sparco 10: A di dimensione 1024× 1024, ‖x∗‖0 = 12.
∆S t ε F
Omotopia 0.00 0.0278 2.28 · 10−14 8.53 · 10−13
pdNCG 0.00 8.45 5.14 · 10−08 2.10 · 10−06
IPM 0.00 0.827 3.80 · 10−04 2.14 · 10−06
(b) ID Sparco 11: A di dimensione 256× 1024, ‖x∗‖0 = 32.
∆S t ε F
Omotopia 0.00 0.002 38 4.93 · 10−16 1.22 · 10−16
pdNCG 0.00 3.17 7.98 · 10−05 1.92 · 10−05
IPM 0.00 0.0382 4.06 · 10−04 1.92 · 10−05
(c) ID Sparco 902: A di dimensione 200× 1000, ‖x∗‖0 = 3.
∆S t ε F
Omotopia 0.00 0.137 2.88 · 10−11 1.21 · 10−10
pdNCG 0.00 1.73 2.73 · 10−06 9.35 · 10−06
IPM 0.00 2.72 1.92 · 10−05 2.49 · 10−05
(d) ID Sparco 903: A di dimensione 1024× 1024, ‖x∗‖0 = 12.
Tabella 4.7: Confronto dei tre metodi sui problemi Sparco con ID 10, 11, 902 e 903.
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ID m N ‖x∗‖0 Hom pdNCG IPM
3 1024 2048 122 1.69 · 10
−14 9.47 · 10−01 1.60 · 10−05
0.281 0.108 0.733
5 300 2048 63 2.48 · 10
−13 2.35 · 10−03 1.02 · 10−03
0.271 167 4.46
7 600 2560 20 1.17 · 10
−15 4.50 · 10−05 3.21 · 10−04
0.0344 8.16 0.397
9 128 128 12 1.22 · 10
−12 4.24 · 10−06 5.91 · 10−06
0.0174 0.037 0.0754
10 1024 1024 12 7.00 · 10
−10 2.77 · 10−05 3.50 · 10−05
0.0157 1.82 3.53
11 256 1024 32 2.28 · 10
−14 5.14 · 10−08 3.80 · 10−04
0.0278 8.45 0.827
902 200 1000 3 4.93 · 10
−16 7.98 · 10−05 4.06 · 10−04
0.00238 3.17 0.0382
903 1024 1024 12 2.88 · 10
−11 2.73 · 10−06 1.92 · 10−05
0.137 1.73 2.72
Tabella 4.8: Confronto sui problemi Sparco: per ogni metodo sono indicati l’errore
relativo ε (valore in alto) e il tempo di esecuzione t (valore in basso).
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4.3.2 Aggiunta di rumore
Se i dati del problema provengono da applicazioni reali, il vettore b è probabilmente
corrotto da rumore. Per simulare questa eventualità abbiamo generato problemi nella
forma (2.2), aggiungendo però al vettore di misurazione b un vettore di errore ξ le
cui componenti hanno distribuzione normale con media 0 e deviazione standard σ
crescente, da σ = 10−5 a σ = 10−1. I risultati sono riassunti nella tabella 4.9.
σ ∆S t ε F
10−05 0.00 2.71 3.09 · 10−05 5.34 · 10−09
10−04 0.00 2.77 3.08 · 10−04 9.26 · 10−10
10−03 0.00 2.74 3.11 · 10−03 6.87 · 10−10
10−02 4.98 2.75 3.08 · 10−02 1.27 · 10−10
10−01 8.53 2.74 3.09 · 10−01 7.51 · 10−11
(a) Metodo di omotopia.
σ ∆S t ε F
10−05 0.00 1.11 1.84 · 10−05 9.87 · 10−05
10−04 0.00 1.32 2.63 · 10−04 1.95 · 10−04
10−03 4.36 19.5 6.59 · 10−02 2.52 · 10−04
10−02 8.70 36.3 1.36 · 10−01 2.55 · 10−04
10−01 12.00 53.4 4.64 · 10−01 2.54 · 10−04
(b) Algoritmo pdNCG.
σ ∆S t ε F
10−05 0.00 0.494 1.20 · 10−04 7.60 · 10−05
10−04 0.00 0.515 2.91 · 10−04 9.42 · 10−05
10−03 0.00 0.631 2.86 · 10−03 1.91 · 10−04
10−02 4.89 1.28 3.05 · 10−02 2.16 · 10−04
10−01 8.88 1.94 3.09 · 10−01 2.20 · 10−04
(c) Metodo del punto interno.
Tabella 4.9: Confronto dei tre metodi al crescere del rumore: A di dimensione
500× 1000, ‖x∗‖0 = 50.
Possiamo osservare come, in presenza di rumore, il metodo di omotopia rallenti
in modo rilevante: in questo caso perciò gli altri metodi, in particolare il metodo
del punto interno, diventano preferibili in quanto riescono a calcolare soluzioni di
accuratezza paragonabile ma con tempi di calcolo inferiori. Osserviamo anche come
tutti e tre i metodi non riescano a garantire buona precisione nel caso in cui il rumore
diventi eccessivamente grande (gli elementi del vettore b sono dell’ordine dell’unità,
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perciò per valori di σ = 10−2, 10−3 il rumore diventa troppo intenso per permettere il
recupero della soluzione esatta).
Il rallentamento del metodo di omotopia può essere trattato introducendo un
controllo sul residuo: arrestiamo il metodo di omotopia quando ‖Ax(j)−b‖ ≤ resStop.
Questo criterio d’arresto è particolarmente efficace quando si hanno informazioni a
priori sul tipo di errore presente, che ci consentono di calibrare il parametro resStop
in modo opportuno. Abbiamo lanciato nuovamente il metodo di omotopia utilizzando
il valore resStop = 10−2, e i risultati ottenuti sono presentati nella tabella 4.10.
σ ∆S t ε F
10−05 0.00 0.0245 2.31 · 10−04 1.07 · 10−03
10−04 0.00 0.0236 7.87 · 10−04 3.79 · 10−03
10−03 0.00 0.461 2.05 · 10−03 4.98 · 10−03
10−02 4.70 2.13 2.95 · 10−02 4.94 · 10−03
10−01 8.52 2.66 3.08 · 10−01 4.65 · 10−03
Tabella 4.10: Metodo di omotopia al crescere del rumore con resStop = 10−2.
4.3.3 Proprietà di recupero della soluzione
Alla fine della sezione 2.5 abbiamo riportato brevemente alcuni risultati che legano fra
di loro il numero N di variabili (pari al numero di colonne di A), il numero m di righe
di A e la sparsità k della soluzione esatta (cioè il numero di componenti non nulle)
per garantire il recupero di una soluzione k-sparsa del sistema Ax = b attraverso la
minimizzazione `1. Sebbene in letteratura questi risultati vengano continuamente
raffinati, essi ci forniscono comunque un’informazione qualitativa: una volta fissata
la dimensione N non possiamo aspettarci di recuperare una soluzione k-sparsa per
qualsiasi scelta di m e k. Questa affermazione è ragionevole, in quanto, al crescere del
numero k di componenti non nulle (che rappresenta in un certo senso la “dimensione”
della soluzione x∗) ci aspettiamo di aver bisogno di un numero di misurazioni m
crescente, altrimenti il sistema sarebbe troppo sottodeterminato per permettere una
accurata identificazione della soluzione sparsa desiderata.
Fissato N = 1000, abbiamo generato problemi nella forma (2.2) facendo variare k
e m da 50 a 1000, in modo analogo a quanto fatto in [31]. Per ciascuna combinazione
possibile di k ed m abbiamo generato 100 problemi e registrato la percentuale di
successo dei vari metodi, ovvero abbiamo misurato quante volte ciascun metodo
riuscisse a calcolare la soluzione con buona precisione. Come criterio di decisione
abbiamo considerato esatta una soluzione con errore relativo ε < 10−3. Nella figura 4.1
abbiamo riportato tre curve, una per ciascun metodo: per coppie di valori m e k al di
sotto di una curva abbiamo verificato, per il metodo corrispondente a quella curva, il
recupero della soluzione in almeno il 95% dei casi. Basandoci su quanto esposto nella
sezione 2.5, abbiamo inoltre aggiunto al grafico una linea tratteggiata a punti fini che
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Figura 4.1: Ciascuna curva rappresenta la soglia sotto la quale abbiamo verificato il
recupero della soluzione esatta in almeno il 95% dei casi.
rappresenta una limitazione della forma m ≥ k log(N), molto migliore degli attuali
risultati teorici disponibili in letteratura, che sono della forma m ≥ Ckα logβ(N) per
C ≥ 1, α ≥ 1 e β ≥ 1. Nonostante abbiamo utilizzato questa limitazione indebolita, i
metodi esibiscono comunque delle proprietà di recupero molto migliori nella pratica
di quanto ci si potrebbe aspettare dalla teoria. Questo comportamento deve ancora
essere spiegato dalla teoria e rimane un problema tuttora aperto.
Possiamo inoltre osservare come il comportamento dei tre metodi sia qualita-
tivamente molto simile, e questo corrisponde a quanto ci aspettiamo dalla teoria:
la limitazione che abbiamo esposto nella sezione 2.5, seppur probabilmente troppo
stringente, è infatti indipendente dall’algoritmo usato ed è invece insita nella natura
del problema.
Nella figura 4.2 abbiamo riportato un’immagine in cui abbiamo rappresentato
graficamente le percentuali di recupero del metodo di omotopia (praticamente identiche
al metodo pdNCG e di poco superiori rispetto al metodo del punto interno) per ogni
coppia di valori m (sull’asse delle ascisse) e k (sull’asse delle ordinate).
4.3.4 Tempi di esecuzione
Abbiamo misurato i tempi di esecuzione dei tre algoritmi al variare del numero di righe
m della matrice A e del numero di componenti non nulle della soluzione esatta x∗,
generando problemi opportuni nella forma (2.2). Per il primo test abbiamo generato
matrici A con 1000 colonne e soluzioni con ‖x∗‖0 = 50, facendo variare il numero
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Figura 4.2: Rappresentazione grafica delle percentuali di recupero del metodo di
omotopia, A con N = 1000 righe. Il colore nero corrisponde al 100% di soluzioni
recuperate, il bianco allo 0%.
di righe di A da 400 a 900. Per il secondo test abbiamo fissato le dimensioni di A,
generando sempre matrici con 750 righe e 1000 colonne, e abbiamo fatto variare il
numero di componenti non nulle della soluzione esatta x∗ da 50 a 250. Queste scelte
sono state calibrate in modo da garantire il recupero della soluzione sparsa, come
descritto precedentemente. Abbiamo riassunto i risultati del primo test (al variare di
m) nella figura 4.3, quelli del secondo test (al variare di k) nella figura 4.4.
Possiamo osservare come il metodo pdNCG e il metodo del punto interno rallentino
in modo evidente al crescere del numero di righe della matrice del sistema. Questi due
metodi infatti risolvono ad ogni passo un sistema di dimensione N ×N : la matrice
di tale sistema dipende dal termine ATA, il cui calcolo costa progressivamente di
più al crescere di m. Al contrario, il metodo di omotopia è praticamente insensibile
all’aumento del numero di righe.
Tale metodo invece è molto più sensibile all’aumento del numero di componenti
non nulle della soluzione: il motivo è da ricercarsi nel fatto che questo metodo risolve,
ad ogni passo, un sistema lineare le cui dimensioni sono proporzionali al numero di
componenti non nulle dell’attuale iterata x(j), perciò, all’aumentare di ‖x∗‖0, questo
metodo necessita di un numero di passi maggiore, il cui costo cresce via via che
si aggiungono componenti non nulle. Gli altri due metodi invece esibiscono una
sensibilità inferiore rispetto all’aumento delle componenti non nulle.
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Figura 4.3: Tempi di esecuzione dei metodi, al variare del numero di righe m.
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Figura 4.4: Tempi di esecuzione dei metodi, al variare della sparsità k.
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