(albumin-globulins), it isquite misleading. These examples support the need for multiple, independent samples from each individual to assure a valid estimate of the average intra-individual correlation between two variables.
Additional Keyphrases: calcium-total protein and albumin-globulin correlations as xamples #{149} intra-and interindividual variation #{149} discriminant function analysis #{149} biological and analytical variance
Correlations between clinical variables, in patients or normal volunteers, are almost always estimated from "single-sample" distributions of observationsthat is, one pair of measurements of the variables x1 and X2 in each of a large number of persons. The statistical characteristics of a single-sample distribution of one variable have been shown (1) to depend on the distributions of intra-individual means and variances across the population of individuals sampled. The characteristics of bivariate and multivariate singlesample distributions, in particular the correlations between variables, are also affected by intra-and interindividual variations. This report will attempt to describe some of these effects and their implications for the study of such correlations.
The variance of a single-sample distribution of one variable is the sum of the average intra-individual variance and the variance among individual means. Similarly, the covariance between two variables, estimated from a single pair of measurements on each individual, can be shown to be the sum of two terms: the average intra-individual covariance and the covariance between individual mean values across the population.
Therefore, the "expected" (or true mean) value of a correlation coefficient from paired single-sample measurements may be written,
where the subscript i refers to an individual; E signifies expected value; 11E2 and a212 represent the variances of x1 and x2 within the ith individual; and /L2j denote the means of these variables in the ith individual, and Even when the two "true" correlations are equal, a single-sample correlation coefficient will be biased because of the attenuating effect of analytic "noise" on the estimate of E pz(Xi,
X2)
contained implicitly in the single-sample coefficient. (This is in addition to the downward bias introduced by the mathematical factor mentioned in Footnote 2.) The extent of this attenuation because of "noise" depends on the ratio of analytic variance to total intra-individual variance:
analytic plus biological (see examples below). The estimated value of p(141, 142), also contained within the single-sample coefficient, is unaffected by analytic variance, assuming that the latter is independent of the true value of the variable being measured. This may be seen more clearly when a series of paired measurements of x1 and x2 in each individual are analyzed, as in the examples below. Then the interindividual correlation p(izi, 1L2) may be separately estimated by a ratio of covariance and variance components from which analytic variance has already been deducted.
Thus, analytic variance reduces the expression of E p,(xi, x2), but not of p(.si, 142), within the single-sample correlation coefficient. The single-sample coefficient, a hybrid of the two correlations, is not a reliable estimator of either one. Now, if E pj(xi, X2) is in fact equal to p(Mi, 142), then it can be shown by a simple algebraic argument based on Equation 1 that a correction for attenuation will make the single-sample correlation coefficient a closer estimator of E pj(Xi, X2). However, the hypothesis that the two correlations are equal cannot be tested when only one sample is obtained from each subject. 
Examples and Discussion
The following examples, based on a study of 68 normal individuals (2), may help to clarify these ideas. Blood samples were collected weekly for 8-12
weeks and sera analyzed in duplicate immediately after collection.
The data used here are weekly means of duplicates.
From such multi-sample data, separate estimates of interindividual and average intra-individual correlation coefficients may be obtained. To estimate the former quantity, analyses of covariance and variance "among" and "within" individuals are performed with respect to the two Se was weighted by the number of samples collected. In Figure 2 , the 68 observed mean values of calcium and total protein are plotted against each other. Figure 3 shows This example confirms that when the true interindividual correlation p(#4i, #42) is weaker than the average intra-individual correlation, the correlation coefficient estimated from single-sample data will understate the latter even when the single-sample estimate is "corrected"
for attenuation due to analytic variance.
The opposite situation is shown in Figure la . Here, the single-sample correlation coefficient will be pulled upward by the influence of a relatively strong interindividual correlation. When the true average intra-individual correlation is close to zero, any upward adjustment of the observed correlation by an attenuation factor will only serve to in5That the average observed correlation between albumin and globulinconcentrations in these data must be negative is apparent from the statistics in This is a good rule to follow if one wants to be sure to reject weak correlations. Since neither the intra-nor the interindividual correlation can exceed unity, an observed singlesample correlation of 1.81undoubtedly reflects a high degree of both kinds of correlation, and, in particular, implies the situation shown in Figure 1 b in practice and will soon be abandoned. Discriminant function analysis thus serves a more pragmatic purpose than does the estimation of intra-individual correlation.
It is more concerned with defining the boundaries separating groups of individuals than with measuring how much two variables affect each other within one individual.
