The authors discuss prior distributions that are conjugate to the multivariate normal likelihood when some of the observations are incomplete. They present a general class of priors for incorporating information about unidentified parameters in the covariance matrix. They analyze the special case of monotone patterns of missing data, providing an explicit recursive form for the posterior distribution resulting from a conjugate prior distribution. They develop an importance sampling and a Gibbs sampling approach to sample from a general posterior distribution and compare the two methods.
INTRODUCTION
In this article, we discuss conjugate prior distributions for the mean and covariance matrix of a multivariate normal sample, when some of the observed data vectors are incomplete. We present a general class of priors, encompassing existing proposals, and suggest algorithms for sampling from the resulting posterior distributions.
Incomplete data problems are common, and their analysis can be challenging. Little & Rubin (1987) and Tanner (1991) provide overviews of the extensive literature. Among the available methods, Bayesian approaches have proven successful in fully addressing uncertainty deriving from incomplete observations (Tanner & Wong 1987; Gelfand et al. 1990; . Conjugate prior distributions (Raiffa & Schleifer 1961) are commonly used in Bayesian parametric inference, because of their computational convenience and relative ease of elicitation and interpretation. While recent progress in simulation methods has opened several opportunities for useful non-conjugate distributions (cf. Carlin & Polson 1991) , a significant amount of applied work still makes use of conjugate priors. For example, parameters characterizing components of complex models are often assigned conjugate priors to obtain easy-to-sample full conditional distributions.
In missing data problems, popular approaches are based on noninformative priors or on prior distributions that would be conjugate if the data were complete. However, these are not conjugate to the incomplete data problem, in the sense that the marginal posterior distribution of the mean and covariance matrix after integrating out the missing variables is not of the same form as the prior distribution. Kadane & Trader (1988) derived the form of the conjugate prior distribution for a general pattern of missing data in the normal case. They conclude that "conjugate prior analysis for multivariate normal data missing at random is an important but under studied topic" and that "further work is suggested so that a complete Bayesian analysis ultimately can be performed." The goal of this article is to make further progress towards this objective. The plan of the article is as follows.
In Section 2, after establishing the notation and briefly reviewing conjugate analysis, we define a general family of conjugate priors, extending the Kadane and Trader family to allow incorporation of information about unidentified parameters in the covariance matrix within a conjugate setting. Prior distributions that are conjugate to the full data, as well as many standard noninformative choices, are special cases of the extended family.
In Section 3, we analyze the important special case of monotone patterns of missing data. We provide an explicit recursive form for the posterior distribution resulting from an informative conjugate prior. We derive the relationship between the prior hyperparameters in the Kadane and Trader formulation and the hyperparameters in the recursive factorization of the prior distribution. In the monotone case, the prior and posterior distributions of the covariance matrix turn out to belong to a family proposed by Brown et al. (1994) and Polson (1993) as a generalization of the inverse Wishart distribution.
In Section 4, we develop algorithms for sampling from the posterior distribution, taking advantage of the conjugate prior. In the monotone case, a conjugate analysis leads to direct sampling from the posterior distribution. Direct sampling provides an attractive alternative to the data augmentation strategies currently in use, as pointed out by Rubin & Schafer (1990) and Liu (1993) . We build on the monotone case results to propose strategies for efficient importance sampling in the general case, providing ways of sampling from the Kadane and Trader family and its generalization.
In Section 5, we present a numerical example to illustrate and compare importance sampling and Gibbs sampling approaches to approximate the posterior distribution of the covariance matrix under a general pattern of missing data.
CONJUGATE ANALYSIS

Notation and Preliminaries.
We consider data on k variables observed jointly n times. Observations may be incomplete, i.e., they may not include the value of all k variables. Without loss of generality, we assume that each variable appears at least once and that each observation includes at least one variable. It is convenient to divide the observations into G ≤ n groups each including all the observations for which a specific subset of variables is observed. This grouping is unique. We denote by I g the set of subscripts of the observations belonging to group 1 ≤ g ≤ G. The number of observations in each group is n g with
The sets of subscripts of the variables observed in group g is denoted by J g . Group g includes observations on k g variables, with k g ≤ k. The collection of sets J g identifies a so-called pattern of missing data. It is convenient to represent the pattern by the sequence of k g × k matrices M g . If J g = {j 1 , . . . , j kg }, the i-th row of the matrix M g is a k-dimensional vector whose elements are 1 in location j i and 0 elsewhere. For example, suppose k = 3 and only variables 1 and 3 are observed in group g. Then k g = 2, J g = {1, 3}, j 1 = 1 and j 2 = 3 and
Similarly, we define the matrices M C g that identify the variables that are not observed in group g. If this set is {j 1 , . . . , j k−kg }, the i-th row of the matrix M C g is a k-dimensional vector whose elements are 1 in location j i and 0 elsewhere.
Depending on the application, the pattern may be fixed by design or random. For example, if data were collected using two sets of instruments, one of which were equipped to measure a larger number of variables than the other, then the pattern would be set by the design. On the other hand, if data were missing also because of unanticipated failures of the instruments, the pattern would be random.
If data were complete, observation rows x i would have independent k-dimensional normal distributions, conditional on the mean parameter µ and the covariance matrix Σ. We use the notation x i |µ, Σ ∼ N k (µ, Σ). The marginal distribution of the observed portion M g x i of the i-th row of the data matrix is then
. Calling X the observed portion of the data, the sampling distribution is
Expression (1) incorporates the assumption of data missing at random as defined by Rubin (1976) . It is useful to introduce a notation for the group specific statistics:
Using standard algebraic manipulation, the sampling distribution for the statistics m 1 , . . . , m G , S 1 , . . . , S G can be written as
The overall dimensionality of the statistics defined in (2) is
. This depends on the number of groups and on the pattern, but not on the assignment of observations to groups. The statistics m g and S g , 1 ≤ g ≤ G are not in general minimal sufficient. However, no reduction in dimensionality can be achieved without making specific assumptions on the pattern.
Prior Distributions.
Ando & Kaufman (1965) point out that in k-dimensional multivariate normal data with complete observations, a conjugate prior can be specified by
where a is a k-dimensional vector and q is a scalar. IW k (b, B) denotes the inverse Wishart distribution with parameter b and scale matrix B, a k × k positive definite matrix, whose density is proportional to
Under this parameterization, E(Σ) = B/(b−2)
. Hannula (1976) and other authors have used prior (5) in the analysis of incomplete normal data. However, (5) is not closed under sampling when data are incomplete. Kadane & Trader (1988) propose a conjugate prior distribution for the incomplete data defined by
where a g are k g -dimensional vectors, B g are k g × k g matrices and b g and q g are scalars. Within group g, this specification mimics the natural conjugate prior for the k g -dimensional problem of inference on the variables in group g. If none of the G groups is complete, it may occur that two variables, say X i and X j , are never observed together. Then σ ij , the (i, j)-element of Σ, is unidentified in the likelihood. As a result, the kernel of the conjugate prior is independent of the unidentified parameters. In such cases, the support of the conjugate prior distribution is that of µ and of the identified parameters in Σ.
In specific applications, it may be appealing to use the Bayesian approach to incorporate a priori information about unidentified parameters such as σ ij . One way to do this is to consider an augmented conjugate family, defined by
where k 0 = k and M 0 = I k . The term for g = 0 corresponds to the kernel of the conjugate prior distribution for the complete observations. If there is a complete group of observations, this is already included, and we set q 0 = 0, b 0 = −2k −1 and B g = 0 elementwise. The remaining terms in expression (7) can be viewed as being proportional to a product of likelihoods arising from prior samples with missing data. The hyperparameters can be interpreted as the sufficient statistics for each group, as in the usual interpretation of the Normal-Wishart distribution. Under our parameterization of the inverse Wishart distribution, the quantity b g + 2k g + 1 (and not b g ) for the groups with incomplete data may be interpreted as a "prior sample size" for the inverse Wishart term. We will consider three prior families motivated by conjugacy: family (5) is conjugate to the full data; family (6) is conjugate to the specific pattern at hand; and family (7) is augmented to encompass both of the previous families. Family (5) is a special case of (7) (6) and the augmented conjugate family (7) are the same and also (5) is a special case of (6). Finally, family (5) includes a number of default and noninformative priors frequently utilized in applications. It can be shown that the set of hyperparameter values leading to a proper prior distribution is nonempty, irrespective of the pattern.
More concretely, assume that it is of interest to investigate the relationship between two variables Y and X, the latter is measured with error, using either one of two different methods, producing measurements Z 1 or Z 2 , respectively. Here k = 3 and either Z 1 or Z 2 is missing from every observation, leading to g = 2. In this situation, family (7) allows one to incorporate both: a) prior information about the correlation between the two surrogate measures Z 1 and Z 2 ; b) differential prior uncertainty about the variances of Y , Z 1 and Z 2 .
Using (5) one can handle a) but not b). Using (6) one can handle b) but not a).
Given that there are missing data in the likelihood, the computational burden is the same under all three priors.
Posterior Distributions.
In this section, we give the posterior and predictive distributions based on the conjugate priors discussed. Results are in terms of the augmented conjugate prior distributions (7), as all other cases can be obtained as special cases. We begin with the joint posterior distribution of µ and Σ, which is given by
Here, n 0 = 0 if there are no complete observations. The posterior hyperparameters arem
When using a prior from family (7) or (5) in the case of no complete observations, the marginal posterior distribution on the unidentified parameters need not be the same as the prior. In fact in the Wishart component for g = 0, the unidentified parameters are not independent from the other parameters, because of the positive definiteness restriction. It is useful to factor distribution (8) into the conditional posterior distribution of µ given Σ and the marginal posterior distribution of Σ. The first is a normal distribution, viz.
The marginal posterior distribution of Σ is then
The analysis conducted so far is based on integrating out the unobserved part of the data. The distribution of such unobserved part conditional on the observed part and the parameters can be of interest. Consider
with
Observations are exchangeable, so conditional on µ and Σ, they can be generated independently. Based on decomposition (10), we can approach posterior inference about the parameters of interest by sampling Σ and then sampling µ given Σ from (9). The second step is straightforward, and sometimes can be avoided altogether via RaoBlackwellization. Sampling values of Σ from the posterior is more complicated. In the special case of monotone patterns, considered next, sampling can be done directly from the posterior distribution. In Section 4, we will use the results for the monotone case to develop a simulation procedure to generate a sample from (10) in the general case.
MONOTONE PATTERNS
Definitions.
Several missing data problems present a so-called monotone pattern. A data set is said to have a monotone pattern of missing data if the variables and observations can be ordered in such a way that a variable is present in the first group whenever it is present in the second group and so forth. The sets of variables that are measured in the g-th group of observations but not in the (g − 1)-th is called V g . The variables in V 1 are recorded in every observation. This defines a partitioning of the variables into G sets. Figure illus , trates a monotone pattern with G = 4. (cf also Little & Rubin 1987) . In a monotone pattern, there is always a complete group of observations, so the group g = 0 is not necessary. n j = n. In a monotone pattern, it is convenient to partition the matrices M g from Section 2 by the sequence
The starting point for the distributional results of this section is a recursive factorization of the sampling distribution, of the type used by Anderson (1957) and Hocking & Smith (1968) to derive closed-form maximum likelihood estimators for the monotone pattern case. cf. also Press (1972) . In a problem with two groups, the approach consists of factoring the sampling distribution into 1) the marginal distribution of the fully observed variables and 2) the conditional distribution of the partially observed variables given the fully observed variables. To carry out this plan with more than two groups, we will recursively partition both the likelihood and the prior distribution from Section 2, beginning with the complete group of observations. In Bayesian applications, the likelihood factorization of Anderson (1957) has been used by Chen (1986) , who handles the two group case, and by Rubin & Schafer (1990) . Results in the two-group case do not extend directly to the general case, which presents additional terms. Liu (1993 Liu ( , 1996 determines posterior distributions using a noninformative prior on the mean and an inverse Wishart prior or a Jeffreys prior on the covariance matrix. The approach in Liu (1993) is based on reparameterizing the covariance matrix via a Cholesky decomposition.
Prior Distribution.
We consider the following parameterization:
We use the parameterization in (6), and re-express the hyperparameters as follows. Let
By transforming µ and Σ to the parameterization (), the joint prior distribution is
where
and N k×p (M, V ⊗ Σ) represents the matrix normal distribution with parameters M and V ⊗ Σ, and density
The specification for the distribution of Σ in (12) is in the family of distributions proposed by Brown et al. (1994) and Polson (1993) as an alternative to the inverse Wishart distribution.
Partitioning of the Likelihood Function.
Sufficient statistics for the monotone pattern can be expressed as
Using this, the density of X can be partitioned as
Posterior Distribution.
The posterior distribution also has the same product form as the prior distribution and can be represented as the product of the conditional distribution of µ given Σ and the marginal distribution of Σ. The posterior distribution of µ given X and Σ is normal and defined using the conditional distributions
wheret =g = r g c =g + t =g andt <g = r g c <g + t <g . For g = 1, we have
This can be rearranged to obtain the joint posterior distribution of µ conditionally on Σ, which is multivariate normal with location parameterc G and covariance matrix F G , which are defined as follows. For g = 1 we havec 1 =t =1 /(N 1 + r 1 ) and F 1 = (N 1 + r 1 ) −1 Σ 11 , where in this case Σ 11 is the covariance matrix of the group of variables for which there are complete observations. For 2 ≤ g ≤ G, the parameters are defined recursively using
and
The posterior distribution of Σ can be represented as the product of matrix normal and inverse Wishart distributions of the same form as the prior, where
and the updated parameters are defined as
Under a noninformative prior distribution on µ and Σ, where
for some constant p, we obtain
For G = 2, this coincides with the maximum likelihood estimator obtained by Anderson (1987) , termed the regression estimate in double sampling.
SAMPLING
There are several strategies for sampling from posterior distributions in the presence of missing data. One approach is data augmentation, based on treating the missing values as unknown latent variables and using Markov Chain methods to generate from the joint distribution of the missing values and the parameters given the observed values. These algorithms generate samples of the missing values, and conditional on the missing values, generate samples from the posterior distribution of µ and Σ. Following work of Tanner & Wong (1987) and Gelfand et al. (1990) , these methods have become standard in Bayesian inference. (cf., e.g., Thomas et al. 1992) . More recent efforts have concentrated on improving efficiency of sampling, for example, by the sequential importance sampling method . Results of and MacEachern (1994) suggest that using sampling schemes obtained by collapsing the parameter space over which the sampler runs, results in faster convergence and improved mixing. In the context of sequential importance sampling, MacEachern et al. (1994) prove that collapsing the parameter space results in a substantial increase in the effective sample size of the sampler. In missing data problems, a natural target for collapsing the dimensionality of the Markov Chain is to integrate out the missing values rather than imputing them.
Under the conjugate specification adopted here, conditional on Σ, the posterior distribution of µ is multivariate normal in both the monotone and non-monotone missing data patterns. Thus it is straightforward to sample from the conditional posterior distribution for µ without having to impute the missing values. If one could sample directly from the posterior distribution of Σ, one would expect this approach to result in improved convergence over Markov chain methods or sequential importance sampling methods that impute the missing values. In the case of monotone patterns of missing values discussed in Section 3, we can sample directly from the posterior distribution of Σ, so there is no reason to impute any of the missing values. We describe first how to sample directly from the posterior on Σ in the monotone case, and proceed with algorithms for sampling in the more general pattern of missing values using the monotone algorithm as the basis for importance sampling.
Monotone Patterns.
The partitioning of the likelihood discussed in Section 3.3 leads to a recursive method for defining the posterior distribution on Σ under a monotone pattern of missing data. The recursive definition allows for simple generation of independent Monte Carlo samples from the posterior distribution. This avoids not only imputation but also Markov chains altogether. The algorithm is the following:
Step 1.
Given Σ <2 <2 = Σ 11 and Σ 22·<2 , generate
A sample of Σ <3 <3 is obtained by recombining the three blocks, Σ <2<2 , Σ <2 2 and Σ 22 , viz.
Step g.
and set
Repeat the last step until all the blocks of Σ are complete, to draw one sample of Σ from the posterior distribution. It is not necessary to invert the entire matrix Σ <g<g at each step since the methods for calculating the inverse of a partitioned matrix (cf. Anderson 1984) can be used to build up the result sequentially. At each step, the terms Σ <g<g , Σ <gg , and Σ −1 <g<g used to evaluate the posterior mean,c G and posterior covariance matrix F G of µ are all available as a by-product of the generation of Σ.
General Patterns.
In the case of a general pattern of missing values, we cannot sample directly from the marginal posterior distribution on Σ, but instead can use importance sampling methods or Markov chain Monte Carlo methods to generate samples. Importance sampling is suited to making inferences about specific functions of interest, say (·).
If p(µ|Σ, X)p(Σ|X) ∝ p(µ|Σ, X)f(Σ|X) is the posterior distribution of µ and Σ, and h(Σ)
is the importance sampling density, then for draws 1 ≤ r ≤ R,
We do not need the unknown normalizing constants from the posterior distribution of Σ to compute the importance sampling weights. If is a function of µ only, and if E{ (µ)|Σ, X} can be calculated analytically, we can often obtain a reduction in variance using a Rao-Blackwellized estimator, based on replacing (µ) by E{ (µ)|Σ, X}.
There are several options for an importance sampling distribution h for Σ. In some situations, it may be feasible to delete a group of observations so that a monotone or complete pattern is obtained in the remaining data. Denote this subset as X d . The posterior distribution of Σ given the subset X d , p(Σ|X d ) is available in closed form from Section 3 and it is straightforward to generate samples from it. Thus we can take h(Σ) = p(Σ|X d ) to use as an importance sampling distribution.
Deletion leads to overstating the variability in the proposal distribution, and can therefore generate attractively conservative proposals. The efficiency will depend on the amount of deleted observations. Alternatively, one can impute values for some of the missing observations, until a monotone patterns is obtained, similar to the monotone data augmentation algorithm of Rubin & Schafer (1990) . These methods can affect the variability of the importance sampling weights, and thus the efficiency of the importance sampling estimator.
An Augmentation-Deletion Algorithm.
Here we propose to construct an importance sampling density by a combination of deletion and augmentation. The goal is to find a monotone pattern that is close to the observed pattern. One approach is outlined below:
1. Rearrange the data matrix as follows: sort the observations from top to bottom by decreasing number of observed variables; sort the variables from left to right by decreasing number of observations. The data with the most complete cases and variables are in the upper left part of the data matrix.
The results should look similar to Figure 1 with "gaps" above the "monotone boundary" and observations below the "monotone boundary."
2. Consider each missing entry in the data matrix, and determine whether it is to be imputed or not. Begin at the lower right corner and proceed by rows. For missing observation in row i, column j compute: Here, c is a tuning constant that can be used to control the proportions of augmentations and deletions.
This step is one practical proposal for identifying a "monotone boundary," filling the gaps above it and deleting the observations below it.
3. Delete the data marked for deletion. Impute the data marked for augmentation. The imputation can be carried out in several ways. Some approaches are discussed by Little & Rubin (1987) and Press & Scott (1976) . We describe an approach that approximates the predictive mean of x ij , a point marked for augmentation, given the data not marked for deletion. The procedure is based on two steps: i) begin by replacing the x ij by the unconditional means; ii) use the resulting monotone pattern to simulate a moderate size sample of values of µ and Σ as in Section 3. For each simulated value, compute the conditional expectation of the missing values to be filled, given the observed value in the same row and the parameters. This can be done analytically via expression (11), by setting M C g to be a 1 × k vector with a 1 in the j-th position and 0 elsewhere. The result is a Monte Carlo sample for the conditional mean of each of x ij given the observed data in row i and the simulated parameters. The imputed value is the average of these conditional means.
If the resulting data matrix is denoted by X ad , the importance sampling distribution h will be p(Σ|X ad ). The importance sampling weights are calculated using (14) and will depend on the entire set of observations. Analysis is therefore still based on the true posterior.
As an alternative to importance sampling, we can simulate µ and Σ by implementing a Gibbs sampler.
A Gibbs Sampler Algorithm.
If we had a prior distribution that was conjugate for the complete data, and no missing data, then sampling from the posterior distribution for µ and Σ would be straightforward. The Gibbs sampler proceeds by filling in the missing or latent variable parts of the prior and data by generating values from their conditional distributions given µ and Σ. Given the completed prior and data we can simulate values of µ and Σ, and then iterate these two steps to provide samples from the posterior distribution. To simplify notation, we describe this Gibbs sampler in terms of the prior distribution (7). Because of conjugacy, the same approach can be used to sample from the posterior distribution (8) by replacing the prior hyperparameters with the posterior hyperparameters defined in Section 2.3. Note that because of conjugacy, we do not have to actually generate the missing observations but just the posterior hyperparameters.
Step 1. Generate the complete hyperparameters
Let a * g denote the k-dimensional "completed" mean for group g, where a * g is partitioned into the observed portion a * g o = M g a * g = a g and the missing portion a * g
, and M g and M C g are as defined in Section 2. The subscripts m and o denote the missing and observed variables in a group, respectively. Similarly, let B * g denote the k × k "completed" scale matrix for group g, where B * g is partitioned into the observed block B * g
, and unobserved blocks
) . We generate the missing components of a * g and B * g given µ and Σ using the decomposition of the joint distribution, viz.
µ and Σ are partitioned in the same manner as a * g and B * g for group g.
Step one is repeated for each g until we have complete hyperparameters a * g and B * g for all groups g = 1, . . . , G. For g = 0, we set a * 0 = a 0 and B * 0 = B 0 .
Step 2. Generate µ and Σ. We generate µ and Σ given the complete hyperparameters a * g and B * g for g = 0, . . . , G using the factorization of the joint distribution
Sampling proceeds by drawing from these distributions B * g and a * g for each g in turn, and then updating µ and Σ. Once the Markov chain has converged to the stationary distribution, draws represent a dependent sample from the posterior distribution of µ and Σ.
ILLUSTRATION
In this section, we present a numerical example to illustrate the situation described at the end of Section 2.2. We are interested in investigating the relation between a response Y and a predictor which is measured, with error, using either one of two different instruments. Instrument 1 produce values Z 1 and instrument 2 produces values Z 2 . In this scenario, we discuss prior elicitation, and we compare the performance of importance sampling and a latent-variable Gibbs sampling approach for generating samples of Σ from the augmented posterior distribution (8).
We simulated 60 complete observations from the multivariate normal distribution: 
Prior Elicitation.
Let us imagine that the properties of instrument 1 are better understood than those of instrument 2. Then it may be appropriate to incorporate more precise prior information on the distribution of Z 1 than on that of Z 2 . Also, in view of the design, it is desirable to include into the analysis some information on the expected similarity of the instruments' measurements. An appealing feature of the augmented conjugate family (7) is the possibility of incorporating prior information with differential prior uncertainty about the variances of Y , Z 1 and Z 2 , and about unidentified parameters such as Σ 23 .
To do so, we need to elicit prior hyperparameters for the three groups, g = 0, 1, 2. Our elicitation is done via hypothetical experiments. More specifically, our prior distribution is the product of: 1) a Multivariate Normal Inverse Wishart distribution for the term g = 0, corresponding to the complete group; 2) the likelihood function of µ 1 , µ 2 and Σ 11 , Σ 22 , Σ 12 for a hypothetical experiment with Y and Z 1 , and 3) the likelihood function of µ 1 , µ 3 and Σ 11 , Σ 33 , Σ 13 for a hypothetical experiment with Y and Z 2 . Elicitation for group 0 incorporates information on all the parameters, and is the only vehicle for incorporating knowledge about Σ 23 . We set q 0 = 11 and b 0 = 4, values that correspond to moderate knowledge. We choose prior mean a 0 = (0, 10.5, 10.5) , and prior covariance matrix:
Elicitation of groups 1 and 2 reflects knowledge on the joint distributions of Y, Z 1 , and Y, Z 2 , in addition to that already expressed in the element g = 0. This information further defines the prior on all parameters except Σ 23 . When this elicitation is done on the basis of hypothetical experiments, the contribution of group g to the prior has to be proportional to the appropriate likelihood function. This requires a correspondence between the q's and b's, namely b g = q g − 2k g − 1. To reflect the fact that we have more experience with instrument 1 than 2, we select a larger prior sample size for group 1 than for groups 0 and 2. Specifically, we choose q 1 = 26 and q 2 = 11, resulting in b 1 = 21 and b 2 = 6. To complete our elicitation, we specify the hypothetical experiments so that the observed means and covariances have the same values as in group 0. In group 1, B 1 /(b 1 − 2) is equal to the (1, 2) block of B 0 /(b 0 − 2), and a 1 = (0, 10.5) , while in group 2 B 2 /(b 2 −2) equal to the (1, 3) block of B 0 /(b 0 −2) and a 2 = (0, 10.5) . This choice enforces internal consistency of the different subgroups. In this example, the main added feature of the generalized prior is to allow for flexibility in the choice of degrees of freedom.
Comparison of Sampling Methods.
Using the example above, we illustrate sampling from (8) using a) importance sampling and b) Gibbs sampling. To implement importance sampling we first create a monotone pattern in the data and prior by deleting group 2 from both the prior and the likelihood. Using this subset, we obtain a monotone proposal distribution for Σ.
We ran both methods for N = 5000 iterations. For Gibbs sampling, while convergence to the posterior distribution appears to be immediate, we ignore the first 100 draws.
We compare the two methods in terms of: 1) autocorrelation in the sampled draws of Σ; 2) efficiency; and 3) number of function evaluations at each iteration. Regarding autocorrelation, importance sampling leads to independent draws by definition, while Gibbs sampling leads to correlated draws. For Gibbs sampling, the autocorrelation of the posterior samples of Σ 22 and Σ 33 are negligible only at lag 20, indicating that independence-based inferences can be made on a subchain of every 20-th draw, at least (cf. top of Figure 2 ). On the other hand, the efficiency in the importance sampling, defined as N/{1 − var(N w)}, where w are the importance weights defined in (14) is 20%, or approximately one every 5 draws. In this example, the pattern of missing data is not monotone and a large fraction of data needs to be imputed or deleted to obtain a monotone pattern proposal distribution for importance sampling. Our proposal removes about 30% of the data. In this sense, this is not an ideal situation for importance sampling. Yet the comparison with the Gibbs sampler is favourable. Looking at the number of functions that need to be evaluated at each iteration, importance sampling is more parsimonious, because in the Gibbs sampler we have to generate the missing parts of the prior and data, as well as the means µ, in addition to Σ. For the importance sampler with augmentation, missing data are only imputed once (if at all) in order to construct the proposal distribution. Generating the means, µ, is not necessary if expectations of µ can be calculated by Rao-Blackwellization. For this example, the importance sampler is more efficient than the Gibbs sampler which imputes latent variables.
In general, in choosing a sampling method it is helpful to examine the pattern of missing data. If the pattern is close to monotone, we suggest using importance sampling and deciding how long to let it run by looking at the efficiency. If the pattern of missing data is very different from a monotone pattern, we suggest trying importance sampling first, and only if the efficiency is unacceptable, using Gibbs sampling. If we decide to implement the Gibbs sampler, the MCMC diagnostic package CODA (Best et al. 1995) can be used to guide the choice of the number of iterations needed for burn-in and to get approximately independent samples from the posterior. 
DISCUSSION
In this article, we discussed prior distributions that are conjugate to the multivariate normal likelihood when some of the observations are incomplete. We proposed an extension of the Kadane and Trader family to allow incorporation of information about unidentified parameters in the covariance matrix. In the monotone case, we provided explicit recursive forms for the posterior distribution and for its relationship with the Kadane and Trader formulation. We also developed algorithms for sampling from the posterior distribution, that take advantage of the conjugate structure. The conjugate family of distributions of this paper is a generalization of the complete data conjugate family and the generalizations of the inverse Wishart given by Brown et al. (1994) . It allows for increased flexibility in incorporating information, at virtually no additional cost in terms of computations, because the posterior distribution would have the same form even under much simpler prior specifications. A question that arises naturally regarding the incomplete-data conjugate prior family is why should the form of the prior depend on a pattern of missing data. We need to distinguish between two situations. When the pattern of missing data is not known prior to the experiment, we recommend using a prior that does not depend upon it, such as the complete-data conjugate prior. However, when the pattern of missing data is known ahead of time, the opportunity arises to exploit the increased flexibility of the incomplete-data conjugate priors in useful ways. Let's consider two related examples.
First, data with the same pattern as the experiment being modeled (or with a pattern containing a subset of the groups) may already be available. An example is sequential updating of information from several environmental monitoring stations, each recording a different set of variables. In this case, the use of such historical data naturally leads to a prior belonging to the incomplete-data conjugate prior family.
Second, imagine a situation in which there is some information about the variability in X 1 , but variability in X 2 and the correlation between X 1 and X 2 are less accurately known. When using an inverse Wishart distribution, all elements of the main diagonal have the same number of degrees of freedom. An attractive feature of the incomplete-data conjugate priors is the option of relaxing this constraint. It is common to elicit information from an experts by asking him or her to depict an imaginary sample, or the resulting sufficient statistics. This sample reflects the expert's knowledge about the experiment (Diaconis & Ylvisaker 1979) . In our case, one could ask the expert to depict a larger imaginary sample for X 1 , and a smaller one for X 1 and X 2 jointly. Elicitation of imaginary samples involving subsets of the variables can be used modularly to elicit the potentially overwhelming number of hyperparameters. Naturally, not all the G groups (or the associated hyperparameters) need to be elicited every time. Our second example suggests that the incomplete-data conjugate family could provide a practical way of incorporating prior information in a broader context than missing data.
