Abstract. A well-known theorem by Kirszbraun implies that all 1-Lipschitz functions f : A ⊂ R n −→ R n with the Euclidean metric have a 1-Lipschitz extension to R n . For metric spaces X, Y we say that Y is X-Kirszbraun if all 1-Lipschitz functions f : A ⊂ X −→ Y have a 1-Lipschitz extension to X. In this paper we focus on X and Y being graphs with the usual path metric; in particular, we characterize Z d -Kirszbraun graphs using some curious Helly-type properties.
Introduction
Let l 2 denote the usual Euclidean metric on R n for all n. Given a metric space X and a subset A we will write A ⊂ X to mean the subset A endowed with the restricted metric from X. Our story begins with two well-known theorems by Kirszbraun and Helly. Kirszbraun proved in [6] that for all Lipschitz functions f : A ⊂ (R n , l 2 ) −→ (R n , l 2 ) there is an extension to a Lipschitz function on R n with the same Lipschitz constant. One of the ways to prove the Kirszbraun theorem (as in [11] ) uses the result by Helly [5, 3] : Given a collection of convex sets B 1 , B 2 , . . . , B k if every n + 1 subcollection has a non-empty intersection then ∩B i = ∅. The relationship between these two theorems is well-known; in this paper we bring it forth in the context of graphs.
Given metric spaces X and Y , we say that Y is X-Kirszbraun if all 1-Lipschitz maps f : A ⊂ X −→ Y have a 1-Lipschitz extension to X. The Kirszbraun theorem says that R n is R n -Kirszbraun.
For m ∈ N and n ∈ N ∪ {∞}; n > m, a metric space X has the (n, m)-Helly property if for a collection of closed balls B 1 , B 2 , . . . , B n (if n = ∞ and any finite collection otherwise) of radius bigger than or equal to one we have that every subcollection of cardinality m has a non-empty intersection, then ∩ n i=1 B i = ∅. Since balls in R n with the Euclidean metric are convex, Helly's theorem can be restated to say that R n is (∞, n + 1)-Helly.
Given a graph H, we endow the set of vertices (also denoted by H) with the path metric. By Z d we will mean the Cayley graph of the group Z d with respect to standard generators. All graphs in this paper are non-empty, connected and undirected without multiple edges and self-loops. The following is the main theorem of this paper. the other hand, it is easy to construct Z d−1 -Kirszbraun graphs which are not Z d -Kirszbraun: The d-octahedron (or the cocktail-party graph) is the graph obtained by removing a perfect matching from the complete graph K 2d ; let us denote it by K d×2 . It is (2d − 1, 2)-Helly but not (2d, 2)-Helly: Let B 1 , B 2 , . . . , B 2d−1 be balls of radius bigger than or equal to one. Then for all 1 ≤ i ≤ 2d − 1,
proving that it is (2d − 1, 2)-Helly however if B (1) , B (2) , . . . , B (2d) are distinct balls of radius one in K d×2 then they mutually intersect but
thus it is not (2d, 2)-Helly.
Motivation and Previously Known Results
A graph homomorphism from a graph G to a graph H is an adjacency preserving map between the respective vertices; let Hom(G, H) denote the set of all graph homomorphisms from G to H. We draw our motivation from two very distinct sources:
(1) Finding 'fast' algorithms to determine whether a given graph homomorphism on the boundary of a box in Z d to H extends to the entire box (look at [9] for problems of a similar nature and Proposition 5.2). (2) Finding a natural parametrisation of the so-called ergodic Gibbs measures on space of graph homomorphisms Hom(Z d , H) [10, 8] . For both these problems, the Z d -Kirszbraun property of the graph H (or a related graph) is critical and motivates this line of research; the space of 1-Lipschitz maps is the same as the space of graph homomorphisms if and only if H is reflexive, that is, every vertex has a self-loop. The study of Kirszbraun-type theorems among metric spaces and its relationship to Helly-like properties is an old one and goes back to the original paper by Kirszbraun [6] ; for a short and readable proof one may consider [4, Page 201] . This was later rediscovered in [11] where it was generalised to the cases where the domain and the range are spheres in the Euclidean space or Hilbert spaces. The effort of understanding which metric spaces satisfy Kirszbraun properties culminated in the theorem by Lang and Schroeder ( [7] ) which identified the right curvature assumptions on the underlying spaces for which the theorem holds.
Among graphs, research has focused mostly on a certain universality: A graph is called Helly if it is (∞, 2)-Helly. An easy deduction (for instance following the discussion in [3, Page 153] ) shows that H is Helly if and only if for all graphs G, H is G-Kirszbraun. Some nice characterisations of Helly graphs can be found in the survey [1, Section 3] . However, we are not aware of any other study of G-Kirszbraun graphs for fixed graphs G. 
we say that p starts at v 0 and ends at v k . A geodesic from vertex v to w in a graph G is a walk from v to w of the shortest length.
Given a graph H, a subset A ⊂ G and b ∈ G \ A, the geodesic culling of A with respect to b is Cull(A, b) := {a ∈ A : there is no geodesic from a to b which passes through a vertex in A \ {a}}
are elements of the same quadrant, then |i| > |k| if and only if |j| < |l|. 
To prove thatf is 1-Lipschitz we need to verify that for all
. From the hypothesis it follows for a ∈ Cull(A, b). Now suppose a ∈ A \ Cull(A, b). Then there exists a ′ ∈ Cull(A, b) such that there exists a geodesic from a to b passing through a ′ . This implies that
By the triangle inequality, the proof is complete.
Given a graph H, a vertex v ∈ H and n ∈ N denote by B H n (v), the ball of radius n in H centered at v. We will now interpret the (n, 2)-Helly property in a different light. Proof. Consider the extension of f to A ∪ {b},f wheref (b) is any vertex in
the intersection is non-empty because |Cull(A, b)| ≤ n and for all a, a ′ ∈ Cull(A, b),
The functionf | Cull(A,b)∪{b} is 1-Lipschitz; Proposition 3.2 completes the proof.
Let C n and P n denote the cycle graph and the path graph with n vertices respectively. Corollary 3.4. All graphs are P n , C n and Z-Kirszbraun.
In the case when G = P n , C n or Z we have for all A ⊂ G and b ∈ G \ A, |Cull(A, b)| ≤ 2; the corollary follows from Proposition 3.3 and the fact that all graphs are (2, 2)-Helly.
Given r 1 , r 2 , . . . r n ∈ N, denote by T (r 1 ,r 2 ,...rn) the star-shaped tree with a central vertex and n disjoint walks of lengths (r i ) 1≤i≤n emanating from it. This follows from the fact that for all A ⊂ T (r 1 ,r 2 ,r 3 ,...,rn) and b ∈ T (r 1 ,r 2 ,r 3 ,...,rn) \{A}; |Cull(A, b)| ≤ n. Now we are prepared to prove the main theorem of the paper.
Proof of Theorem 1.1. We will first prove the forward direction. Let H be a graph which is Z dKirszbraun. For all r ∈ N 2d there is an isometry from T r to Z d mapping the walks emanating from the central vertex to the coordinate axes. Hence H is T r -Kirszbraun for all r ∈ N 2d . By Corollary 3.5, we have proved the (2d, 2)-Helly's property for H. Now let us prove the backward direction. Let H have the (2d, 2)-Helly's property. We want to prove that for all 1-Lipschitz maps f : A ⊂ Z d −→ H, there is a 1-Lipschitz extension. It is sufficient to prove this for finite subsets A. We will proceed by induction on |A|, viz., we will prove St(n):
The function f has a 1-Lipschitz extension to A ∪ {b}.
We know St(n) for n ≤ 2d by the (2d, 2)-Helly's property. Let us assume St(n) for some n ≥ 2d; we want to prove St(n + 1). Let f : A ⊂ Z d −→ H be 1-Lipschitz with |A| = n + 1 and b ∈ Z d \ A. Without loss of generality assume that b = 0. Also assume that Cull(A, 0) = A; otherwise we can use the induction hypothesis and Proposition 3.2 to obtain the required extension to A ∪ { 0}.
We will prove that there exists a setÃ ⊂ Z d and a 1-Lipschitz functionf :Ã −→ H such that (1) Iff has an extension toÃ ∪ { 0} then f has an extension to A ∪ { 0}.
(2) Either the setÃ is contained in the coordinate axes of Z d or |Ã| ≤ 2d. By Remark 3.1 and the (2d, 2)-Helly's property for H this is sufficient to complete the proof.
Since |A| ≥ n + 1 > 2d, there exists i, j ∈ A and a coordinate 1 ≤ k ≤ d such that i k , j k are non-zero and have the same sign. Suppose i k ≤ j k . Then there is a geodesic from j to i − i k e k which passes through i. Since A = Cull(A, 0) we have that
Thus j / ∈ Cull(A, i − i k e k ) and hence |Cull(A, i − i k e k )| ≤ n. By St(n) there exists a 1-Lipschitz extension of f | Cull(A, i−i k e k ) to Cull(A, i−i k e k )∪{ i−i k e k }. By Proposition 3.2 there is a 1-Lipschitz extension of f to f ′ : A ∪ { i − i k e k } −→ H. But there is a geodesic from i to 0 which passes through 
Extensions of Theorem 1.1
There are two immediate extensions of the theorem; the proofs of these extensions are very similar and are left to the reader. The first extension deals with other Lipschitz constants; since we are interested in Lipschitz maps between graphs we restrict our attention to integral Lipschitz constants. In particular, if H is a Z d -Kirszbraun graph then all t-Lipschitz maps f : A ⊂ Z d −→ H have a t-Lipschitz extension. However it is easy to construct graphs G and H for which G is H-Kirszbraun but there exists a 2-Lipschitz map f : A ⊂ G −→ H which does not have a 2-Lipschitz extension. But before we state the example we need the following simple proposition. Proposition 4.2. Let G be a finite graph with diameter n and H be a connected graph such that (a) ) is G-Kirszbraun the result follows. Since trees are Helly graphs, we have as an immediate application of the above that C n is GKirszbraun if diameter(G) ≤ n − 1. For instance C 6 is T (1,1,1,1,1,1 ) -Kirszbraun. Label the leaves of T (1,1,1,1,1,1) as a i ; 1 ≤ i ≤ 6 respectively and consider the map f : {a 1 , a 2 , a 3 , a 4 , a 5 , a 6 } ⊂ T (1,1,1,1,1,1 ) −→ C 6 given by f (a i ) := i.
The function f is 2-Lipschitz but it has no 2-Lipschitz extension to T (1,1,1,1,1,1) .
In the study of Helly graphs it is well-known (look for instance at [1, Section 3.2]) that results which are true with regard to 1-Lipschitz extensions usually carry forward to graph homomorphisms in the bipartite case after some small technical modifications. This is also true in our case.
A bipartite graph H is called bipartite (n, m)-Helly if for balls B 1 , B 2 , B 3 , . . . , B n (if n = ∞ and any finite collection otherwise) and a partite class H 1 , we have that any subcollection of size m among
Let G, H be bipartite graphs with partite classes G 1 , G 2 and H 1 , H 2 respectively. The graph H is called bipartite G-Kirszbraun if for all 1-Lipschitz maps f : As noted at the end of Section 1, as a consequence of Theorem 1.1, the graph Z 2 is not (4, 2)-Helly. However it is bipartite (∞, 2)-Helly; this will follow from the discussion after Proposition 4.4. Given a graph H we say that v ∼ H w to mean that (v, w) form an edge in the graph. Let H 1 , H 2 be graphs with vertex sets V 1 , V 2 respectively, we denote:
(1) Their strong product by H 1 ⊠ H 2 . It is the graph with the vertex set V 1 × V 2 and edges given by
(2) Their tensor product by H 1 × H 2 . It is the graph with the vertex set V 1 × V 2 and edges given by 
The recognition and the hole filling problem
In this section we will give a polynomial time algorithm to decide whether a given graph is Z d -Kirszbraun and give a simple application. In the following by being given a graph we mean that we are given the adjacency matrix of the graph.
Proposition 5.1. There is a polynomial time algorithm for the recognition problem of (n, m)-Helly graphs and bipartite (n, m)-Helly graphs where n, m ∈ N.
The case for n = ∞, m = 2 this has been proven in [2] .
Proof. Let us seek the algorithm in the case of (n, m)-Helly graphs; as always, the bipartite case is similar. In the following, for a function θ : R → R by t = O(θ(|H|)) we mean t ≤ kθ(|H|) where k is independent of |H| but might depend on m, n.
(1) Determine the distance between the vertices of the graph. This take time O(|H| 2 ). We will end this section with a simple application (also look at the motivations mentioned in Section 2). Fix d ≥ 2. By a box B n in Z d we mean a subgraph {0, 1, . . . , n} d and by the boundary ∂ n we mean the internal vertex boundary of B n , that is, vertices of B n where at least one of the coordinates is either 0 or n. The hole-filling problem asks: Given a graph H and a graph homomorphism f ∈ Hom(∂ n , H), does it extend to a graph homomorphismf ∈ Hom(B n , H)? Proposition 5.2. Let H be a finite bipartite (2d, 2)-Helly graph. Then there is a polynomial (in the size of the box and |H|) time algorithm for the hole-filling problem.
The same holds true in the context of 1-Lipschitz maps for (2d, 2)-Helly graphs; the algorithm is similar. In general without the assumption that H is (2d, 2)-Helly the crude upper bound for the problem is exponential.
Proof. In the following, for a function θ : R 2 → R, by t = O(θ(|H|, n)) we mean t ≤ kθ(|H|, n) where k is independent of |H| and n. Let f ∈ Hom(∂ n , H) be given. Since H is bipartite (2d, 2)-Helly graph, by Theorem 1.1, f extends to B n if and only if f is 1-Lipschitz. Thus to decide the hole-filling problem we need to determine whether or not f is 1-Lipschitz. This can be decided in polynomial time:
(1) Determine the distance between the vertices of the graph. This take time O(|H| 2 ).
(2) For each pair of vertices in the graph ∂ n , determine the distance between the pair and their image under f and verify the Lipschitz condition. This take O(n 2d−2 ). The total time taken is O(n 2d−2 + |H| 2 ).
For boxes in Z 2 and H = Z this algorithm can be improved as in [9] to obtain the optimal complexity of n log n.
Further problems
(1) In the view of our motivation, we focused on the Z d -Kirszbraun property. It will be interesting to find characterizations for other domain graphs like the triangular or the hexagonal lattice. (2) Give a sharper time bound on the recognition problem as in Proposition 5.1.
