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0 Strong Gaussian approximation for cumulative processes with
heavy tails
Elena Bashtova∗, Alexey Shashkin
1 Introduction
This paper is a continuation of work [1] devoted to establishment of the convergence rate in the strong
invariance principle for cumulative processes. Cumulative processes were introduced by Smith [13] and
attract much attention in queueing systems theory, see discussion in [1]. Here we consider the case
when the regeneration periods and increments over them have the moments of order p > 2. It is well-
known (see, e.g., the survey [15]) that under power-type conditions one can be interested in two types of
approximation by etalon Wiener process: the rate of convergence in the Strassen’s invariance principle
and the estimation of probability that random process deviates from the approximating one. That is,
given a stationary centered sequence {Xi, i ≥ 1} and setting Sn = X1 + . . . +Xn, n ≥ 1, we can try to
construct the approximating scaled Wiener process {σWt, t ≥ 0} (σ2 being the asymptotic variance of
Sn) such that either
|Sn − σWn| = o(f(n)) a.s. (1)
for some function f : N→ R+ growing slowly enough, or
P
(
sup
k≤n
|Sk − σWk| ≥ x
)
≤ a0nx−p (2)
for a non-random a0 > 0 and x lying in some domain depending on the value of t. Note that when the
Xi are i.i.d. satisfying the Crame´r condition, one can obtain the exponential inequality of the type (2)
which implies (1) with f(n) ∼ logn. However under the conditions of the type EH(X1) < ∞ with even
and regularly varying H, these two properties typically need to be established separately. We confine
ourselves to the case H(x) = |x|p with p > 2, since in that case one can hope to get the non-improvable
rate (1) with f(n) ∼ n1/p.
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We study a Rd−valued random process S = {S(t), t ≥ 0} = {(S1(t), . . . , Sd(t)), t ≥ 0} which is
assumed to be separable. For a vector z ∈ Rd, by |z| we denote the maximal norm. The principal
condition we will require is:
Condition (A). There exists an a.s. increasing random sequence {Tk, k ≥ 0} such that T0 = 0 and
random elements {(
Tj − Tj−1, S(Tj−1 + t)− S(Tj−1), t ∈ (0, Tj − Tj−1]
)
, j ≥ 1
}
are i.i.d.
We need the following notation.
• τk = Tk − Tk−1, k ≥ 1; ξk = (ξk1, . . . , ξkd) = S(Tk)− S(Tk−1), k ≥ 1;
• m(t) = max{k ∈ Z+ : Tk ≤ t}, t ≥ 0, i.e. m = {m(t), t ≥ 0} is the renewal process built by
sequence {τk, k ≥ 1};
• ηk = max
0<t≤Tk−Tk−1
|S(Tk−1 + t)− S(Tk−1)|, k ≥ 1;
• µ = Eτ1, κ = µ−1Eξ1; σ2 = µ−1(Var(ξ1)− 2cov(ξ1, τ1)κT + κκTVar(τ1)),
•
β =
(
Var(τ1)
)−1
cov(ξ1, τ1), v
2 = Var(ξ1 − βτ1), γ = Var(τ1)
µ
, λ =
µ2
Var(τ1)
, α = β − κ. (3)
where cov(ξ1, τ1) := (cov(ξ11, τ1), . . . , cov(ξ1d, τ1)). We write σ for the usual square root of the matrix σ
2.
Next we invite the moment condition.
Condition (Bp). There is p > 2 such that Eτp1 <∞ and Eηp1 <∞.
2 Main results
Theorem 1. Suppose that {S(t), t ≥ 0} satisfies conditions (A) and (Bp). Then one can redefine it on
a probability space (Ω,F ,P) supporting also a standard d-dimensional Wiener process {Wt, t ≥ 0} such
that the relation
sup
u≤t
∣∣S(u)− κu − σWu∣∣ = o(t1/p) (4)
holds as t→∞ with probability one.
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Theorem 2. Suppose that {S(t), t ≥ 0} satisfies conditions (A) and (Bp). Then one can redefine it on
a probability space (Ω,F ,P) supporting also a standard d-dimensional Wiener process {Wt, t ≥ 0} such
that for some positive constant a and all t ≥ 1, x > 0 one has
P
(
sup
u≤t
∣∣S(u)− κu− σWu∣∣ ≥ x) ≤ atx−p. (5)
Proof. We will start proving both theorems simultaneously, discussing the differences in the proofs where
it is appropriate. While working on both types of strong approximation, we will use the same notation
for a Wiener process approximating a given sequence in both senses, even though it cannot be claimed
that assertions of both types can be satisfied using one process only. Also, clearly we can consider t ≥ e.
Without loss of generality we can make the following assumptions:
• Var(τ1) > 0 as otherwise the statements would be easily derived from the Komlo´s-Major-Tusna´dy
results for i.i.d. summands [9, Theorems 2 and 4];
• for proving Theorem 2 assume that x ≥ ct1/p, with c > 0 a fixed constant to be chosen later, as for
other x the estimate is trivial.
We will use positive constants ai, i ≥ 1, when we want to write an auxiliary estimate of the type (5).
Note that the choice of β implies that cov(ξki − βiτk, τk) = 0, i = 1, . . . , d. Applying Einmahl’s
[2, 5] and Zaitsev’s [15] theorems to a (d + 1)-dimensional sequence {(ξk − βτk + αµ, τk − µ), k ≥ 1} we
can infer (redefining the initial process on a larger probability space if necessary) that there exist two
independent Wiener processes {Bt, t ≥ 0}, {B˜t, t ≥ 0}, the former being d−dimensional, such that for
any pair (t, x) ∈ [1,∞)× (0,∞)
sup
k≤t
∣∣S(Tk) + αkµ− βTk − vBk∣∣ = o(t1/p), sup
k≤t
∣∣Tk − kµ−√Var(τ1)B˜k∣∣ = o(t1/p) a.s., (6)
P
(
sup
k≤t
∣∣S(Tk) + αkµ− βTk − vBk∣∣ ≥ x) ≤ a1t
xp
, P
(
sup
k≤t
∣∣Tk − kµ−√Var(τ1)B˜k∣∣ ≥ x) ≤ a1t
xp
, (7)
with some a1 > 0.
Remark 1. Note that given a random process {Zt, t ≥ 0} and a bound
P
(
sup
u≤t
|Zu| ≥ C log t+ z
)
≤ Ae−Bz
holding for some A,B,C > 0 and all t ≥ 1, z ≥ 0, by adjusting the factor c (namely, letting c ≥ Cp)
we can always infer that an estimate like in (5) is valid for x ≥ ct1/p. Also, same bound implies that
supu≤t |Zu| is O(log t) as t→∞, with probability one.
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Consequently, applying formula (5) from [1] (following the idea of [11]), we can construct Poisson
process {N(t), t ≥ 0} with parameter λ, measurable with respect to the σ−algebra generated by B˜ and
such that the following relations hold:
sup
u≤t
∣∣γNu − uµ−√Var(τ1)B˜u∣∣ = o(t1/p), sup
u≤t
∣∣γNu − T[u]∣∣ = o(t1/p) a.s., (8)
P
(
sup
u≤t
∣∣γNu − uµ−√Var(τ1)B˜u∣∣ ≥ x) ≤ a2tx−p, P(sup
u≤t
∣∣γNu − T[u]∣∣ ≥ x) ≤ a2tx−p (9)
with some a2 > 0.
Further, we denote y(u) = N−1(u/γ). Then, process m is the inverse of process T and y is the inverse
of γN . Therefore in view of the paper of Cso¨rgo˝, Horva´th and Steinebach [3] and particular Theorems 3.2
and 4.1 there, and of (6)–(9), one can construct (enlarging the probability space if necessary) a standard
Wiener process W˜ = {W˜t, t ≥ 0} such that:
sup
u≤t
∣∣∣∣m(u)− uµ − 1λ√γ W˜u
∣∣∣∣ = o(t1/p), sup
u≤t
∣∣∣∣y(u)− uµ − 1λ√γ W˜u
∣∣∣∣ = o(t1/p) a.s., (10)
sup
u≤t
|m(u)− y(u)| = o(t1/p) a.s., (11)
P
(
sup
u≤t
∣∣∣∣m(u)− uµ − 1λ√γ W˜u
∣∣∣∣ ≥ x) ≤ a3tx−p, P(sup
u≤t
∣∣∣∣y(u)− uµ − 1λ√γ W˜u
∣∣∣∣ ≥ x) ≤ a3tx−p, (12)
and
P
(
sup
u≤t
|m(u)− y(u)| ≥ x
)
≤ a3tx−p, (13)
with some a3 > 0 and x ∈ [ct1/p, t/ log t]. Here, depending on which of the Theorems 1 and 2 is being
proved, either (10)–(11) or (12)–(13) are simultaneously true. Moreover, process W˜ is measurable with
respect to a σ-algebra generated by B˜ plus some random element V independent from all ones considered
above.
By Lemmas 2 and 3 in [1] and Remark 1, one can construct a standard d-dimensional Wiener process
W ∗ = {W ∗t , t ≥ 0} such that
sup
u≤t
∣∣∣∣Bu − W ∗N(u)√λ
∣∣∣∣ = O(log t) a.s., (14)
P
(
sup
u≤t
∣∣∣∣Bu − W ∗N(u)√λ
∣∣∣∣ ≥ x) ≤ a4tx−p (15)
with some a4 > 0 and all t ≥ e, x ≥ ct1/p; this process is determined by the process B plus some random
element V ∗ which is independent from all other random elements considered above. In particular, W ∗ is
independent from B˜ and N .
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By construction, standard Wiener processes {W˜t, t ≥ 0}, {W ∗t , t ≥ 0}, the latter being d-dimensional,
are independent.
Let W ◦ = {W ◦t , t ≥ 0} be a standard d-dimensional Wiener process independent from (W ∗, W˜ ).
Define a Gaussian process
Wt = σ
+
(
λ−1/2vW ∗t/γ − λ−1γ−1/2µαW˜t
)
+ (Id − σ+σ)W ◦t , (16)
where v is the square root of the covariance matrix v2, and σ+ stands for the Moore-Penrose pseudo-
inverse matrix to σ. By Lemma 4 in [1] W is a standard d-dimensional Wiener process.
Denoting y = y(u) = N−1(u/γ) and using relations σσ+v = v, σσ+α = α we write, for u ≥ 0,
S(u)− κu − σWu = S(u)− κu − σσ+ v√
λ
W ∗u/γ + σσ
+α
µ
λ
√
γ
W˜u =
= S(u)− κu− v√
λ
W ∗u/γ − αµ
(
N−1(u/γ)− u
λγ
− W˜u
λ
√
γ
)
+ αµ
(
N−1(u/γ)− u
λγ
)
=
= (S(u)− S(Tm(u))) + (S(Tm(u))− S(T[y])) +
(
S(T[y])− βT[y] + αµy − vBy
)
+
+ β(T[y] − γN(y))− αµ
(
y − u
λγ
− W˜u
λ
√
γ
)
+ v
(
By − λ−1/2W ∗N(y)
)
+
+ λ−1/2v
(
W ∗N(y) −W ∗u/γ
)
+ β(γ[u/γ] + γ − u) =:
8∑
q=1
Φq(u). (17)
Now we will proof Theorem 1. Note that by strong law of large numbers m(t) ∼ t/µ and N−1(t/γ) ∼
t/µ a.s. when t→∞. We need to show that supu≤t |Φq(u)| = o(t1/p) a.s. for each q = 1, . . . , 8. For q = 1
this follows from the estimate
lim sup
t→∞
t−1/p sup
u≤t
|S(u)− S(Tm(u))| ≤ lim sup
t→∞
t−1/p max
k≤2t/µ
ηk = 0
by the condition (Bp) and standard bound for maxima, see e.g. Embrechts, Klu¨ppelberg and Mikosch
[6, Theorem 3.5.1]. For q = 2, using (6) and (11), for any fixed ε > 0 we get
lim sup
t→∞
t−1/p|Φ2(t)| ≤ lim sup
t→∞
t−1/p max
j≤2t/µ
max
k≤εt1/p
|S(Tj+k)− S(Tj)| =
= lim sup
t→∞
t−1/p max
j≤2t/µ
max
k≤εt1/p
|S(Tj+k)− S(Tj)| =
= lim sup
t→∞
t−1/p max
j≤2t/µ
max
k≤εt1/p
∣∣∣κkµ+ v(Bj+k −Bj) + β√Varτ1(B˜j+k − B˜j)∣∣∣.
Due to the Cso¨rgo˝-Re´ve´sz law for Wiener process [4] the last upper limit equals εκµ, and since ε was
arbitrary, the desired relation holds. For q = 3, 4, 5, 6 the statement follows from (6), (8), (10) and (14)
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respectively. For q = 7 one should e.g. again use the Cso¨rgo˝-Re´ve´sz law noting that |N(y) − u/γ| ≤ 1,
and finally, Φ8 is uniformly bounded. Theorem 1 is proved.
Let us now prove Theorem 2. From this point till Lemma 7, we always consider pairs (t, x) such that
x ≤ t
log t
. (18)
Lemma 1. We have
P
(
N−1(t/γ) ≥ 2t/µ) ≤ 2(e/2)−x/γ,
for (t, x) satisfying (18).
Proof. N−1(t/γ) is the sum of [t/γ] + 1 i.i.d. exponential random variables with parameter λ, hence
P(N−1(t/γ) ≥ 2t/µ) ≤ e−t/γ2[t/γ]+1,
and it remains to use the inequality (18).
Lemma 2. There is a5 > 0 such that for q = 3, . . . , 8 we have
P
(
sup
u≤t
|Φq(u)|I{N−1(t/γ) ≤ 2t/µ} > x
)
≤ a5tx−p,
for all (t, x) satisfying (18).
Proof. For q = 3 one should apply (7) and the estimate
P(sup
u≤t
|Bu −B[u]| ≥ x) ≤ 4(t+ 1)e−x
2/2. (19)
For q = 4, 5, 6 the corresponding statements directly follow from (9), (12), (15) respectively. For q = 7,
using that |u/γ −N(y)| ≤ 1, the estimate follows analogously to (19), and Φ8 is uniformly bounded.
Lemma 3. There is a6 > 0 such that
P
(
m(t) >
2t
µ
)
≤ a6tx−p, for all (t, x) satisfying (18).
Proof. Picking b > 0 such that E exp{b(µ/2− τ1)} < 1 we have
P
(
m(t) >
2t
µ
)
≤ P (−T[2t/µ] <= −t) ≤ ebt(Ee−bτ1)[2t/µ] ≤ 1
Ee−bτ1
(E exp{b(µ/2− τ1)})2x/µ .
Lemma 4. There is a7 > 0 such that
P
(
sup
u≤t
|Φ1(u)| ≥ x
)
≤ a7tx−p, for all (t, x) satisfying (18).
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Proof. Note that supu≤t |Φ1(u)| ≤ maxk≤m(t)+1 ηk, since m(u) is the last renewal point of T happening
before u, u ≤ t. Consequently, by Lemma 3 we have
P
(
sup
u≤t
|Φ1(u)| ≥ x
)
≤ P
(
m(t) >
2t
µ
)
+ P
(
max
k≤2t/µ+1
ηk ≥ x
)
≤ a6tx−p + 2t+ µ
µ
Eηp1x
−p.
To handle Φ2 we need the following two lemmas.
Lemma 5. Suppose that c > 0 and X1, X2, . . . are i.i.d. centered random variables such that E|X1|p <∞
for some p > 2, and let Qn =
∑n
j=1Xj (Q0 = 0). Then there exist a8 = a8(X1, c) > 0 such that for any
n ∈ N and all x ≥ cn1/p, x ≤ n, one has
P
(
max
j≤n
max
k≤x,j+k≤n
(Qj+k −Qj) ≥ x
)
≤ a8nx−p.
Proof. We can assume that [x] ≥ 1. Divide the set {1, . . . , n} into consecutive blocksD1, . . . , DM where all
the blocks except for the last one have length [x] and the last one is not longer than [x]. Form ∈ {1, . . . , n}
let ϕ(m) = max{q[x] : q ∈ Z+, q[x] < m}. We have
P
(
max
j≤n
max
k≤x,j+k≤n
(Qj+k −Qj) ≥ x
)
=
= P
(
max
j≤n
max
k≤x,j+k≤n
(Qj+k −Qϕ(j+k) +Qϕ(j+k) −Qϕ(j) +Qϕ(j) −Qj) ≥ x
)
≤
≤ P
(
max
j=1,...,M
max
k≤x
|Qk −Qϕ(k)| ≥
x
3
)
≤MP
(
max
k≤x
|Qk| ≥ x
3
)
≤ 3
(
n
[x]
+ 1
)
max
k≤x
P
(
|Qk| ≥ x
9
)
by the Le´vy-Ottaviani inequality [7, Prop. 1.1.2], and it remains to apply the Nagaev inequality [12].
Lemma 6. There is a9 > 0 such that
P
(
sup
u≤t
|Φ2(u)| ≥ x
)
≤ a9tx−p, for all (t, x) satisfying (18).
Proof.
P
(
sup
u≤t
|Φ2(u)| ≥ x
)
= P
(
sup
u≤t
|S(Tm(u))− S(T[y])| ≥ x
)
≤ P(N−1(u/γ) > 2t/µ) + P(m(t) > 2t/µ)+
+P
(
sup
u≤t
|m(u)− y(u)| > x− 1
)
+ P
(
sup
k,m≤2t/µ,|k−m|≤x
|S(Tk)− S(Tm)| ≥ x
)
.
First three summands are estimated by Lemma 1, Lemma 3 and the relation (13) respectively. The fourth
summand is estimated by Lemma 5 for all (t, x) such that x ≤ [2t/µ], which is satisfied for all t large
enough due to (18).
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Consider now the case when x lies in a domain of large deviations. We need the following analog of
Nagaev inequality for random sums.
Lemma 7. Let X1, X2, . . . be a sequence of centered random vectors such that {(Xn, τn), n ≥ 1} are i.i.d.
and E|X1|p <∞, and let Qn =
∑n
j=1Xj (Q0 = 0). Then there exists a10 = a10(X1, τ1) > 0 depending on
the distribution of (X1, τ1) such that for any t ≥ e and x ≥ t/ log t one has
P
(
max
k≤m(t)+1
|Qk| > x
)
≤ a10tx−p.
Proof. Let M0 ≥ 1 be a fixed integer such that (Ee−τ1)M0/2 < 1/e. We have
P
(
max
k≤m(t)+1
|Qk| > x
)
≤ P
(
max
k≤M0t+1
|Qk| > x
)
+
+
∞∑
M=M0
x−pE max
k≤(M+2)t
|Qk|p I{Mt < m(t)} =: R0 + x−p
∞∑
M=M0
RM .
Due to the Le´vy-Ottaviani and Nagaev inequalities there exists a11 > 0 such that R0 ≤ a11tx−p. To
estimate RM (M ≥M0) write, using Ho¨lder inequality,
RM ≤ E
( ∑
k≤(M+2)t
|Xk|
)p
I{Mt < m(t)} ≤ ((M + 2)t)p−1
∑
k≤(M+2)t
E|Xk|pI
{−T[Mt] ≥ −t} ≤
≤ ((M + 2)t)p−1
∑
k≤(M+2)t
E|Xk|p exp
t−
[Mt]∑
i=1
τi
 .
Note that for each k, the random vector Xk is independent of all τi’s (i = 1, . . . , [Mt]) except for at most
one. Consequently,
∞∑
M=M0
RM ≤
∞∑
M=M0
(M + 2)ptpE|X1|pet(E exp{−τ1})[Mt]
which is a bounded function in t ≥ 1.
Lemma 8. The relation (5) holds for all x > t/ log t.
Proof. First, by standard properties of Brownian motion one has
P
(
sup
u≤t
|Wu| > x
2
)
≤ 4de−x/(16 log x) ≤ a12x−p
for any x and some absolute constant a12 > 0, provided that the pair (x, t) satisfies Lemma’s condition.
Next, write
P
(
sup
u≤t
|S(u)− κu| > x
2
)
≤ P
(
sup
k≤m(t)
|S(Tk)− κTk| > x
6
)
+
8
+P
(
sup
u≤t
|S(Tm(u))− S(u)| >
x
6
)
+ P
(
sup
u≤t
|κ||Tm(u) − u| >
x
6
)
≤
≤ P
(
sup
k≤m(t)
|S(Tk)− κTk| > x
6
)
+ P
(
sup
k≤m(t)+1
ηk >
x
6
)
+ P
(
sup
k≤m(t)+1
τk >
x
6|κ|
)
=:
3∑
q=1
R3.
Lemma 7 implies that R1 ≤ 6pa10(ξ1−κτ1, τ1)tx−p. Furthermore, let t be large enough so that x/12 > Eη1
for any x ≥ t/ log t. Then applying Lemma 7 to the sequence {ηk − Eηk, k ≥ 1} one has
R2 ≤ 12pa10(η1 − Eη1, τ1)tx−p,
and R3 is estimated analogously.
Theorem now follows from Lemmas 1, 2, 4, 6, 8.
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