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Abstract. In the context of the Industrial Internet of Things (IIoT),
image and object recognition has become an important factor. Camera
systems provide information to realize sophisticated monitoring applica-
tions, quality control solutions, or reliable prediction approaches. During
the last years, the evolution of smart glasses has enabled new technical
solutions as they can be seen as mobile and ubiquitous cameras. As an
important aspect in this context, the recognition of objects from images
must be reliably solved to realize the previously mentioned solutions.
Therefore, algorithms need to be trained with labeled input to recog-
nize differences in input images. We simplify this labeling process using
voice commands in Mixed Reality. The generated input from the mixed-
reality labeling is put into a convolutional neural network. The latter is
trained to classify the images with different objects. In this work, we de-
scribe the development of this mixed-reality prototype with its backend
architecture. Furthermore, we test the classification robustness with im-
age distortion filters. We validated our approach with format parts from
a blister machine provided by a pharmaceutical packaging company in
Germany. Our results indicate that the proposed architecture is at least
suitable for small classification problems and not sensitive to distortions.
Keywords: Mixed Realiy · Image Recognition · Convolutional Neural
Networks
1 Introduction
Image recognition [2] has become an important factor in the digitalization of
industrial factories. Camera systems support the industrial production, e.g., by
automatically detecting faulty parts of a machine. The current development of
smart glasses [13] offers the possibility to utilize them as mobile cameras, with re-
duced resolution and expected noise due to the users’ movements. Smart glasses
offer the further possibility of location independent image classification. Interest-
ingly, a paradigm change in the field of image classification could be observed in
the last years. The excellent classification rates of convolutional neural networks
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(CNNs) outperformed traditional approaches in many use cases [7]. The tradi-
tional approaches rely on the explicit definition of image features, while CNNs
offer a more generic approach and are able to find complex relationships in im-
ages. In the broader context of supervised learning approaches like CNNs, each
image needs a label to be classified. To tackle the labeling problem, in this work,
we generate the labels by mapping voice commands to the smart glasses video
stream. More specifically, three technical parts of a machine from an industrial
company are classified, whereas the classification process is afterwards tested
by using image distortion filters (i.e., blur, noise, and overexposure filters) and
measuring the effect on the classification accuracy. In general, our approach tries
to provide a simplified image recognition from scratch, for which a user scans
his or her environment and all objects during a calibration/labeling phase. This
input is processed in a machine learning pipeline using CNNs and, eventually,
presented to the user through a web service for live classification.
The remainder of the paper is structured as follows: Section 2 discusses re-
lated work, while Section 3 introduces relevant background information for im-
age recognition, mixed reality, and convolutional neural networks. In Section 4,
the developed prototype is presented, in which the mixed-reality application, the
processing pipeline, and the classification algorithm are presented. The results
of the distortion algorithms are shown in Section 5. Threats to validity are pre-
sented in Section 6, whereas Section 7 concludes the paper with a summary and
an outlook.
2 Related Work
Convolutional neural networks (CNN) are widely used in the field of image recog-
nition. CNNs have been successfully tested in the context of face recognition
with a high variability in recognizing details of a face [8]. Even though CNNs
are widely used for image recognition, they can also be applied to other use
cases, such as speech recognition and time series prediction [9]. Since the train-
ing of neural network is very time intensive, but the execution time is rather low,
CNNs are also suitable for real-time object recognition [10]. Object recognition
for augmented reality is mostly performed in a marker-based manner [14], which
means that markers (e.g., barcodes) support the recognition process. Standard
architectures for CNNs have been proposed, e.g., by AlexNet [7], GoogleNet [16],
or InceptionResnet [15]. In large scale scenarios, deep convolutional neural net-
works incorporate millions of parameters and hundreds of thousands neurons[7],
and therefore need an efficient GPU implementation. Furthermore, an evolving
topic in the field of image recognition using CNNs is denoted as transfer learning
[12]. Hereby, image representations from large-scale data sets are transferred to
other tasks to limit the necessary training data. In general, not only the content
of the image can be learned, but also the image style [3]. The latter offers the
possibility of high level image manipulation. The aforementioned techniques de-
note a promising extension level of our approach. However, these techniques are,
in our opinion, not suitable for a small scenario, as a larger computational power
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would be necessary. To the best of our knowledge, existing works do not combine
image recognition, mixed reality, and voice commands as we have realized for
the solution presented in the work at hand.
3 Fundamentals
3.1 Convolutional Neural Networks
In general, neural networks are mathematical models for optimization problems,
for which the influence of each neuron is expressed with a weight. The network
constitutes a construct build from neurons that receive an input and compute its
output via an activation function (e.g., sigmoid). A stack of neurons in a single
line is denoted as a layer. The first layer constitutes the input, the last layer
is called output and all layers in between are denoted as hidden layers. In the
case of a Convolutional Neural Network (CNN), the neurons form convolutional
layers. The most important parameter in a convolutional layer is the filter size,
which denotes the window size of the convolution. Each convolution reduces the
input’s size, so that we use - for the example of image recognition - a padding
at the image borders to keep the images dimensions. To reduce the spatial size,
a pooling layer is applied. The most common pooling operation is denoted as
max pooling, where a filter applies the maximum function on the image. The
combined information of the neural network is denoted as model. Hereby, the
prediction accuracy represents the quality of the model. To keep the computation
simple, not all training data is loaded into the network at once. Instead, small
batches with a predefined batch-size are used in each training iteration. In one
epoch, the model is fed with all the training images. In general, three types of
data sets exist: Training data, validation data and the test set. The model is
trained with the training data and tested with the validation data. The test
set consists of images from a separate data set to test the generalization of the
network and prevent overfitting [4]. CNNs are classified as a supervised learning
method, which means that they need a label that assigns the correct output for
each input. In our approach, we try to simplify this labeling process via voice
commands. Finally, the speed of the learning progress can be influenced via the
learning rate, where a high learning rate enables the model to adapt the weight
of each neuron quickly.
3.2 Mixed Reality
Mixed Reality tries to achieve the highest overlapping of reality and virtuality in
the reality-virtuality continuum [11]. When using the Microsoft HoloLens, then,
the latter performs spatial mapping [5] to generate a virtual model. Therefore,
virtual objects can be placed in the real world and stay in a fixed position through
tracking features. The HoloLens is equipped with various sensors, including a
RGB camera, a depth sensor, and a Mixed Reality capture feature. Furthermore,
the HoloLens offers the usage of individual speech commands based on natural
language processing.
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4 Prototype
4.1 Workflow of the Approach
In general, our approach (see Fig. 1) aims at a simple labeling for the image
recognition. The first step is to define all names of the objects to be recognized.
When starting the mixed-reality application, the HoloLens loads these names
from the database and defines speech commands for these terms. Then, the
labeling phase starts by recording a video. When an object enters the user’s
field of view, the user says its name. Thereby, the HoloLens logs the current
timestamp and the name of the object into a file. The same procedure takes
place when the objects leaves the user’s field of view.
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Fig. 1. Workflow of the Approach
As the next step, we generate a mapping of images to objects, defined by
the period of time between the start and the end voice command. At the end of
the labeling phase, the resulting video and log file are sent to an offline applica-
tion. This latter divides the video into frames and separates all frames into the
corresponding folders with images for each object or background. The images
are chosen randomly to have the same number of images for each object class.
Using the deep learning framework Tensorflow [1], the neural network is being
trained (i.e., learning phase). As a very simple architecture is used, the network
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can be trained by using a normal CPU. The image input is automatically split
up into 80% training data and 20% validation data. After the learning process
is finished, the network is accessible via a RESTful API using a python server.
Practically, the user operates with the smart glass, puts the focus to an object,
and says the voice commands classify. The image is then sent to the server,
predicted by the use of the network, and the prediction result is eventually sent
back. Note that we needed to include a manual correction into the labeling pro-
cess. Theoretically, the timestamp t of a voice command should fit exactly to the
video frame where the user has seen the object. Unfortunately, there is a calcu-
lation time before the voice command gets recognized. We measured this delay
and calculated a mean difference between timestamp and frame of 1.16 seconds
with a variance of 0.13 seconds. Therefore, we included this delay as a static
threshold in the processing pipeline. Altogether, the following technologies were
used to realize this approach. As a database for all possible objects, we chose
the document-based NoSQL database MongoDB. The web interface is provided
by the python webserver Flask. All machine learning operations are provided by
Tensorflow, which uses the image library OpenCV for image processing. We de-
veloped the mixed-reality application in Unity and used the Java library JCodec
to split the video and map the recorded timestamps. Finally, all distortion filters
were generated using the software Matlab.
4.2 Convolutional Neural Network
The network is implemented using a simple CNN structure (see Fig. 2). The
input consists of a 4D tensor, with the dimensions number of images, width,
height, and number of color channels. The weight of the neurons, that will be
adapted during the training through back propagation, are initialized with a
random normal distribution. As an optimizer, we use the Adam algorithm [6]
for gradient calculation and weight optimization. We choose 0.0001 as a learning
rate and a batch size of sixteen. After each convolution step with 32 filters, a
max pooling is applied to the result.
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Fig. 2. Used CNN Architecture
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4.3 Distortion Filters
To test the effects of bad image quality in our approach, we tested the three
distortion filters blurring, noise, and overexposure (see Fig. 3). We applied one
filter each time and tested the resulting images with our model in terms of
accuracy. For the blurring, we used a box filter with dimensions 11x11. Moreover,
a salt & pepper noise with a density of 0.2 is applied and, lastly, the brightness
effect is achieved by increasing the RGB value by fifty.
Fig. 3. Distortion Filters
5 Results
The prototype was tested with 500 images per class (i.e., 2000 images in total).
Each object to be detected (three in total) and the background are represented by
a training class. In general, the training process was stopped after five epochs to
measure the accuracy. The training process of the images without any distortion
revealed a validation accuracy of 90.6% (see Fig. 4). The noise on the image led
to an accuracy of 86.2%, the blurring lowered the accuracy to 85.6% and, lastly,
the images with an increase brightness were classified with an accuracy of 81.0%.
Therefore, when performing image recognition in Mixed Reality, attention should
be paid to a good illumination. The blurring effect, likely caused by fast head
movements, was not critical for the classification. In general, the distortion filters
did not disrupt the classification significantly.
6 Threats to Validity
Our approach is tested in only one room and with a low number of objects.
The higher the number of objects is, the more likely it is that the classification
accuracy will decrease. Moreover, as every user is responsible for the labeling
process him- or herself, the classification will fail if the objects were not focused
precisely or the voice commands are not correctly synchronized with the gaze.
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Fig. 4. Learning Progress
Furthermore, neural networks are not a transparent method of machine learning.
Therefore, it will be hard to find failure reasons in case of a low classification
rate. Despite these limitations, we consider our approach as an easy-to-use object
recognition process with high accuracy rates on small data sets.
7 Summary and Outlook
We provided an approach in Mixed Reality that allows users to train objects by
labeling frames in the recorded video via voice commands. The generated output
is then processed and put into a convolutional neural network. The classification
of an image during the use of the HoloLens is achieved by sending the image
to a web server. Here, the image is classified with the previously trained model
and the response is sent back to the HoloLens. This information can further on
be used to monitor additional information for the recognized object. New types
of mixed-reality glasses might introduce new possibilities for object recognition
(e.g., better image resolution) and could improve this approach. Furthermore,
the approach could be tested versus approaches, for which the objects are labeled
manually. Moreover, the scalability of this approach should be further investi-
gated. The neural network architecture is conceived in such a way that everyone
can provide the computational power for the training phase. When tackling more
complex problems, more convolutional layers could be introduced. Currently, the
workflow demands that the user names all objects at the beginning. However, the
user may consider some objects as more important than others and concentrate
on them first. Hence, a future step could be to have the user add labels gradually.
This would turn the static learning task into a stream learning task, in which
the CNN must be adapted to new classes. In conclusion, we consider convolu-
tional neural networks in combination with a labeling based on voice commands
in Mixed Reality as an appropriate approach for object detection, especially for
scenarios in the context of the Industrial Internet of Things (IIoT).
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