INTRODUCTION
existence grid approach, based quite closely upon [5] , but with likelihood functions carefully designed for our acoustic The application of particle filtering to speech source locali-localisation framework. This existence grid is a low resolusation and tracking (AST) is an increasingly active area of tion grid overlayed on the surveillance region and updated at research. A seemingly simple problem at the outset, AST i1 each iteration to reflect our belief in the existence of target (s) complicated by the existence of noise sources, reverberation, in each of the cells of the grid. Other speech sources and -possibly most challenging of allEvaluating the SBF function using a low band of frequenthe non-stationarity of speech.
cies, in this case Q e [100, 400]Hz, reduces the peaked nature
The field has developed very recently from tracking of the underlying surface, as discussed in [6] . As a result a low single-source recordings in synthetic environments [1] , to resolution grid, with J cells with cell dimensions in the order tracking in real and challenging environments [2] , and re-of 60-120cm across, can provide a coarse estimate of regional cently to tracking multi-source recordings [3] . However these activity for the current frame of audio. p(zj of = 1) = cl ((zj; 1, o-l) + ql), 0 < zj < 1
Within our framework we propose also to model the p(zj o = 0) = co(JV(zj; 0 oo) + qo) 0 < zj <1() random appearance ('birth') and disappearance ('death') of speakers. For simplicity we will assume at most one target where qi and qo allow some heavy-tailed behaviour in both may appear or disappear at each time step: active and inactive cases. co and cl are the normalising con-T T stants necessary to normalise the pdfs in the interval [0, 11. k Tk1 + 6k (3) zj is the (CDF-transformed) low frequency steered response and will do so with a prior probability distribution ference between the variances used -which illustrates that an active source measurement is deemed to be much more inforwhere hb and hd are probabilities of incrementing and decremative than an inactive source measurement. menting the number of targets, respectively. In general hb and The whole procedure produces, at each time frame k and hd will be set equal, except when Tk1 is equal to 0 or Tmax.
for each cell j, a probability gj for activity of targets. These
The prior state distribution of new target births, p0(aK), values, in association with the configuration of active targets may be chosen to reflect areas of the room in which new within particles at the previous time frame, are used to prospeakers are more likely to appear -such as near the doorpose target initiations and deletions within the particle filter, ways of a room. To maintain the generality of our approach which is now described.
no such information will be used at this stage and the prior distribution of the location parameters will be set to be uniform across the cell, po(Xt, yt) Uts(xt, yk), where S will be the volume of the entire surveillance region. Secondly, the prior distribution of the velocity components p0(4t, y) will
The tracking system will utilise a variable-dimension partie t n cle filter to keep track of the time-varying number of sources present in the room. The strategy is similar to the framework Po (i6k po(xk, yk ) x po (±k, y) (5) of [7] , combined with an activity grid-based target proposal method similar to [5] . The number of targets, Tk, within each Thus the overall prior distribution of the full state vector, Ak, individual particle may vary in the range {0, ... , Tmax}, rep-can be stated as follows resenting the number of speakers deemed to be active at any given timek. Tmax is the maximum number of simultaneously P(Ak Ak-i) = (akT akfi,Tk,Tk )PT (Tk Tk1) (6 HTk1-(k la 1) if Tk =Tk (7) will contain position and velocity components in the X and
Y-dimensions, K = (xt, y, zt, y). The aim of particle filtering is to update the posterior probability density for the and t' is the target removed at time k. entire vector given in (2) using information drawn from the current measurement set, Zk 3.2. Sequential Monte Carlo Methods
Data Model
As mentioned above our goal is to estimate the joint posterior distribution of the target states recursively, and we adopt the Each active target within the state-space system will be modstandard two step Bayesian update rule. However for many elled to evolve according to a nonlinear state transition equamodels of interest the evaluation of the integral and update tion based on the Langevin dynamical model which has been steps is intractable. As a result Sequential Monte Carlo methused previously in this field, see [1, 2, 3] . This will allow us ods have been proposed to approximate the recursion for such to form the dynamic model in for a target K which has been complex measurement or dynamical models. The basic idea active in frames k-l1 and k. In terms of probability densities is that a complex probability distribution can be represented as a set of weighted Monte Carlo importance samples, see [8] detected the correct object position in an earlier time frame, for a recent survey. Having determined the particle set for current iteration, the According to (8), we first propose the new target numimportance weights will be updated using ber in time-frame k by first removing unsupported targets and u usn then adding targets to newly active regions of the existence Okk-1 k-1 where the target is located in cell t and Zt is derived from the steered response power of the SBF steered to the centre of that 2. Initiation of new targets: In a similar manner to the cell in the same way as (1). This likelihood ratio is the same above a set of relative probabilities for the addition of a new as was used in [3] . Note that this ratio iS a special case of the target are evaluated 1, .
... , K j and the sum of the these prob-likelihoods of the form found in 1 with uo =i =N and abilities is /Ck. A decision is then made ql = qo = 0.
Finally it should be noted that because of the temporal q(Tk 1Tkr( ) Pr(Ek = 1) =1 ck discontinuity of speech, for multiple acoustic source tracking it is necessary to trade off the better tracking accuracy where (1-/Ck) is the (normalised) probability of adding no of a dominant source against improved tracking stability of new targets. Should a new target addition be decided upon, weaker, less active sources. This trade-off involves careful a random draw is made to chose a cell in which it should be choice of the likelihood parameters and judicious use of reinitiated.
sampling strategy parameters.
Having selected the cell, the target position is initialised using a weighted combination of a uniform distribution within 4. EXPERIMENTS the physical region of cell, Sj, and a normal distribution centred on the weighted mean of any particle states currently exTo test the algorithm, a set of recordings were made in a typisting in that cell, the idea being that some particles may have ical office room with twelve microphones spaced around a roughly 5m x 5m space and illustrated in 2. The setup and other details were identical to that used in [3] . 500 particles 2 o o were used in iterations which allowed for in realtime operation in MATLAB on a typical PC. lustrate an ability to track more than one source simultane- [8] 0. Cappe, S.J. Godsill, and E. Moulines, "An overview of ously and in real-time. The main limitation of the algorithm eitn ehd n eetavne nsqeta ot is a maximum number of simultaneous active sources, could carlo," IEEE Proceedings, , no. 5, 2007. perhaps be improved by notch filtering of dominant speakers.
