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A theory of approximation to measurable sets and measurable functions based on the 
concepts of recursion theory and discrete complexity theory is developed. The approximation 
method uses a model of oracle Turing machines, and so the computational complexity may be 
defined in a natural way. This complexity measure may be viewed as a formulation of the 
average-case complexity of real functions-in contrast to the more restrictive worst-case 
complexity. The relationship between these two complexity measures is further studied and 
compared with the notion of the distribution-free probabilistic computation. The computational 
complexity of the Lebesgue integral of polynomial-time approximable functions is studied and 
related to the question “FP = #P?“. 
1. Introduction 
Recursive analysis, the study of the computability problems in real analysis, has 
been pursued by many researchers, for example, Grzegorczyk [6,7] Lacombe [ 14, 
151, Mostowski [ 18, 193, Shepherdson [29] and Pour-El and Richards [20,21,22, 
231. The main issues in this study include the formulation of recursive continuous 
functions, the computability of basic operations in real analysis, such as differenti- 
ation and integration, and the relationship between computational properties and 
analytical properties of computable real functions (see [22] for an overview). 
Recently, as the research direction in the area of computational complexity has 
drifted from effective computability to efficient computability, more work on 
subrecursive analysis, in particular, at the polynomial level, has been produced. 
Miller [ 171 investigated the primitive recursiveness of recursive ordinary differen- 
tial equations. Kreitz and Weihrauch [13] extended Blum’s axiomatic complexity 
theory [2] to recursive real numbers and functions. Ko and Friedman developed a 
computational complexity theory of real functions, and used the relatively new 
concept of nondeterministic computation to characterize the complexity of some 
basic operations in real analysis [3, 9, 10, 111. 
This paper continues the study of computational complexity of real functions 
along the line of Ko and Friedman [ 111. The main theme here is the computa- 
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tional complexity of measurable sets and measurable functions. We extend the 
notion of computational complexity of recursive continuous functions to recur- 
sively measurable functions, and apply the concepts of nondeterministic and 
probabilistic computation to characterize the complexity of two basis questions 
about the class of ‘polynomial-time approximable functions’. (Its defintion will be 
given later .) 
It is well-known in the theory of recursive analysis that only continuous 
functions are computable [6, 11, 141. Thus, the concepts of computable measura- 
ble functions and the computation of the Lebesgue integral have to be defined in 
a weaker sense. Two natural, equivalent definitions of recursively measurable sets 
have been given by Kreisel and Lacombe [12] and Sanin [27, 281. They also 
introduced the notions of the constructive Lebesgue integral and the constructive 
absolute continuous functions in the setting of recursive function theory. (Note 
that Sanin’s definition was given within a more constructive theory (than Kreisel 
and Lacombe’s), in which the domain of the constructive real functions consists of 
only constructive real numbers rather then the set of all real numbers, as in the 
theory of Kreisel, Lacombe and Grzegorczyk. However, his idea can easily be 
formulated in the less constructive framework of Grzegorczyk and Lacombe.) Our 
complexity theory of measurable functions is an extension of their work to the 
polynomial-level computation. We use, following [ 111, the oracle Turing machine 
(oracle TM) as a computational model for computable measurable functions, and 
use the natural computational complexity measures of oracle TMs to define the 
complexity of computable measurable functions. We define the class of recursively 
approximable (polynomial-time approximable) functions as the class of functions 
which can be computed by a (polynomial-time) oracle TM which is allowed to 
make a recursively (polynomially) bounded size of errors. (The error size is 
measured in terms of the Lebesgue measure on the real line.) The class of 
recursively approximable sets (sets whose characteristic functions are recursively 
approximable) is shown to be equivalent to Kreisel-Lacombe and Sanin’s recur- 
sively measurable sets. Other characterizations, which are natural from the 
analytical point of view, of these complexity-bounded classes are also given to 
demonstrate their naturalness. 
We then restrict our attention to the class of polynomial-time approximable 
functions, and consider two basic questions on this class of functions. The first 
question deals with the relationship between the notions of polynomial-time 
computability and polynomial-time approximability. Since the oracle TM which 
approximates a real function may make a bounded size of errors, our approxima- 
tion scheme may be viewed as an average-case complexity measure - in contrast 
to the worst-case complexity measure of the theory of Ko and Friedman [ 111. 
Thus, our first question is actually a special case of the more general question of 
worst-case versus average-case analysis of algorithms. Here, we use the relatively 
new concept of probabilistic computation to attack this question. In discrete 
complexity theory, probabilistic algorithms which make stochastic moves in the 
computation have found interesting applications [5, 24, 301. Particularly interest- 
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ing is that the error size in such an algorithm is controlled by the algorithm itself 
and is independent of the probability distribution of the inputs. A major open 
question in discrete complexity theory, in connection with probabilistic al- 
gorithms, is whether polynomial-time probabilistic TMs are more powerful than 
polynomial-time deterministic TMs. This question is usually formulated as 
P = BPP. (See [5] for a detailed discussion on the question P A BPP.) We show 
that our question of whether polynomial-time approximation of real functions is 
more powerful than polynomial-time computation of real functions (formulated as 
P ’ PA,) can be reduced to the question P A BPP and one of its variation, 
P 
R”, 
m + BPPRF. (The subscript RF denotes the class of real functions. See Section 5 
for formal definitions.) We remark that the general relationship between the 
distribution-dependent average-case complexity and the distribution-independent 
probabilistic complexity is an important question in discrete complexity theory. 
Very few results are known about the two complexity measures (cf. [34]). We feel 
our result is interesting because it ties up the two complexity measures in the 
context of polynomial-time computation of real functions. 
The second question we consider is the worst-case complexity of the Lebesgue 
integrals of polynomial-time approximable functions. Friedman [ 31 has proved 
that the (Riemann) integrals of polynomial-time computable real functions on 
[0, l] are always polynomial-time computable if and only if FP = #P, where FP 
denotes the set of integer functions computable in polynomial time and #P 
denotes the set of integer functions which count the number of nondeterministic 
accepting computations of polynomial-time nondeterministic TMs. The question 
FP L #P is also a well-known open question in discrete complexity theory [32, 
331. We follow Friedman’s technique to show that the Lebesgue integrals of 
polynomial-time approximable functions are always polynomial-time computable 
if and only if FP = #P. In particular, if FP # #P (a commonly accepted conjec- 
ture), then the Lebesgue measures of polynomial-time approximable sets are not 
necessarily polynomial-time computable. Since Kreisel and Lacombe’s definition 
of recursively measurable sets is based on the computability of their Lebesgue 
measures, the above result, like many others, indicates that such a definition, 
probably being natural at the recursive level, cannot be translated directly to 
subrecursive levels. 
We review the definitions and notations of [ll] in Section 2. In particular, we 
define the class of polynomial-time computable real functions and give its 
characterizations. Computational complexity of measurable sets and measurable 
functions is defined in Sections 3 and 4. Sections 5 and 6 discuss the above 
mentioned two questions. Some final remarks are given in Section 7. 
2. Preliminaries 
We assume that the reader is familiar with the basic notions in recursive 
function theory and discrete complexity theory, such as Turing machines (TM), 
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oracle Turing machines, and time complexity functions. The reader who is not 
familiar with these notions is referred to the standard textbooks of Rogers [25] 
and Hopcroft and Ullman [8]. The reader is also assumed to be familiar with basic 
concepts in measure theory, as introduced by Rudin [26]. Some knowledge about 
the relationship among the complexity-bounded classes of languages, such as P, 
NP, BPP and #P is helpful. Gary and Johnson [4] is an excellent source book of 
problems in these classes. 
The notation will follow that of Ko and Friedman [ 111. The set D = 
{m/2” : m E Z, n EN} of all dyadic rational numbers, instead of the set of rational 
numbers, is used as a basis of approximation to real numbers, because the length 
of the binary representation of a dyadic rational number is a natural measure of 
its complexity. Dyadic rationals in D will be represented by binary strings with 
sign and the binary point. Let r = (+ ( -)(O ( 1)” . (0 ( 1)“. We define a mapping 
6:r-D by 
L(+ d, . . . d,d, . e, . . . e,) = * i di2’ + f 
( 
ei2-’ 
) 
. 
i=O i=l 
Let s be a string in r. We write lth(s) to denote the length of s and prec(s) to 
denote the number of bits of s to the right of its binary point. (prec(s) means the 
‘precision’ of s.) Unless it is necessary, we shall not try to distinguish a dyadic 
rational d from its representations. We sometimes say the length or the precision 
of a dyadic rational to mean the length or the precision, respectively, of its 
shortest representation. Let S be a set, we let xs denote its characteristic function. 
If S is a set of real numbers, let m*(S) be the outer measure of S. If S is 
measurable, then let m(S) be the Lebesgue measure of S. Let 5% be the class of all 
sets of finite unions of open intervals with dyadic rational endpoints in [0, 11. Let 
POLY be the set of all polynomials with nonnegative coefficients. 
A real number x is recursive if there is a recursive function 4 : N + D such 
that, for all II 2 0, I+(n) - x] < 2-“. In this case, we say C$ binary converges to x and 
write 4 E BIN(x). If the precision of 4(n) is n and +(n)sx <4(n)+2-” for all 
n 2 0, then we say that 4 is the standard binary function for x and denote it by 4,. 
We let 93 denote UxaR BIN(x). The computational complexity of a real number x 
is defined by the functions which binary converge to x. In particular, we say that x 
is polynomial-time computable if there is a function C$ EBIN(x) such that 4 is 
polynomial-time computable when the input is written in unary notation [ 10, 111. 
Our definition of recursive real functions is the one given by Grzegorczyk [6] 
and Lacombe [14], except that we take a computational approach and use the 
oracle TM as a model. An oracle TM A4 uses a function oracle 4, takes an integer 
input n E N and outputs a dyadic rational d = M&(n). (If 4 is the standard binary 
function for some x, then we may write the output as M”(n).) We say that such an 
oracle TM M computes a real function f :[O, 11-R if, for every x E [0, 11, every 
4 E BIN(x) and for every n 2 0, /M+(n) - f(x)1 ,i 2-“. A real function f: [0, 11-R 
is recursive if there is an oracle TM which computes it. (For the reason of 
simplicity, we only consider functions whose domain is [0, 11.) 
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The computational complexity of a real function is defined by that of the oracle 
TMs which compute it. First, for each oracle TM M, we define a time measure 
function TM : 94 X N-+N a s o f 11 ows. For each C$ E 93 and n EN, TM(+, n) = the 
number of steps in the computation of M on input n with oracle 4, where the 
number of steps of querying 4(k) is k + 1 (k steps for setting up Ok as input to + 
on the query tape and one step to query). In other words, the inputs to both the 
oracle function C#J and the oracle TM M are written in the unary form. (To 
emphasize this, we sometimes write 0” to represent the integer n.) Using this time 
measure function, we define the class of polynomial-time computable real func- 
tions as the class of functions f for which there is an oracle TM M computing it, 
and a polynomial p E POLY, such that 
(V4 E 933) Em (Vn > no) Td4, n) s p(n). 
It is well-known that a recursive real function f on [0, l] must be continuous. In 
addition, it must have a recursive modulus function; that is, there is a recursive 
(integer) function (Y such that for all n Z= 0, If(x) - f(y)1 G 2~” whenever x, y E [O, 11 
and (x - y ) =S 2-“‘“‘. Furthermore, if f is polynomial-time computable, then it has a 
modulus fuction (Y in POLY. 
Two basic characterizations of recursive and polynomial time computable 
functions are the following. 
Proposition 2.1. A real function f : [0, l]+ R is recursive if and only if there is a 
sequence of piecewise linear functions cf,} and a recursive function (Y such that 
(i) (simple piecewise linearity) (Vn) the break points of f,, are dyadic ration& 
of precision <a(n). 
(ii) (uniform modulus) (Vn) (Vd, prec(d) c a(n), d # 1) If,,(d) - f,,(d + 2~“‘“‘)\ s 
2_“. 
(iii) (uniform convergence (Vn) (Vx E [0, 11) If”(x) - f(x)1 s 2-“. 
(iv) (uniform computability) The discrete function 
sb, 4 = 
f,,(d) if p=(d) s a(n), 
0 otherwise 
is recursive. 
Proposition 2.2. A real function f : [0, 11 + R is polynomial time computable if and 
only if there exists a sequence of piecewise linear functions cf,}, and a polynomial 
(Y E POLY such that 
(i), (ii), (iii) (as in Proposition 2.1) and 
(iv’) There is a polynomial p EPOLY such that the function g(n, d) defined in 
(iv) of Proposition 2.1 is computable in time SD(n). 
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3. Approximation to measurable sets 
We first study the approximation to measurable sets. In the next section, the 
approximation to measurable functions is studied as an extension. We restrict 
ourselves to subsets of the unit interval [0, 11. Extension of the definition to 
bounded measurable sets is straightforward. The definition needs a little modifica- 
tion for unbounded sets. 
Intuitively, we say a set S G [0, l] is computable if there is an algorithm M such 
that, for any Cauchy sequence representation + of x in [0, 11, M outputs “Yes” if 
x E S, and “No” if x& S. However, it is well known that such an algorithm must 
compute a continuous characteristic function [ 111, and hence the only computable 
sets contained in [0, l] are fl and [0, 11. Therefore, we must allow some errors in 
M and be content with an approximation algorithm. More specifically, we require 
that, in addition to the Cauchy sequence 4, the algorithm M accepts an a priori 
error bound e and outputs “Yes” or “No” with an error probability less than e. 
For example, for the set S = [0, i], the algorithm M works as follows. For any 
given Cauchy sequnce 4 E BIN(x) and error bound e, we get an estimate r of x 
with Ir - XI < e/2, and output “Yes” if 15; and “No” if r > 4. Error occurs only 
when (x - +I <e/2. Thus the chance of making an error is less than e. We formulate 
this notion in the following. 
Definition 3.1. A set S G [0, 11 is recursively approximble if there is an oracle 
Turing machine M, which uses a function oracle 4 and accepts an integer input n, 
such that 
(i) (Vx E [0, l])(Vn)(V4 EBIN(x))M’(~) = 0 or 1, 
(ii) (Vn)m*{x E [O, 11: (34 EBIN(x))M’(~) # xs(x)}~2-“. 
If M satisfies conditions (i) and (ii), then we say M approximates S. 
Note that M does not necessarily compute a continuous function, because for 
two equivalent functions 4 and +, both in BIN(x) for some x, M&(n) may not be 
equal to M’(n). 
If M approximates S, then we denote the set {xE[O, 1]:(34~BIN(x)) 
M4(n)#xs(x)} by E,.,(n). When M and S are understood, we may just write 
E(n). 
We now consider Sanin’s recursively measurable sets [28]. Let JI% be the class of 
all measurable sets contained in [0, 11. A metric function 6 :Ju x &z-t[O, l] may 
be defined as follows: 6(A, B)= m(A fl ES), where A n B is the symmetric 
difference of the sets A and B (i.e. A LJ B = (A - B)U (B - A)). It is easy to 
check that 6 is a pseudometric, and the natural equivalence relation induced by 6 
is the relation ‘almost everywhere’. The class 9 of all finite unions of open 
intervals with dyadic rational endpoints in [0, 11, then, is a denumerable dense 
subspace in the space (A, 6). Also, with a standard representation system for 9, 
61% is a computable function. This provides a natural definition of recursively 
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measurable sets: 
Definition 3.2. We say a set SEA is recursively measurable if there exists a 
sequence {S,,} of sets in 9 such that 
(i) There exists a recursive function 8 such that 0(n) = (a,, bl, . . . , ak,, bk,) 
where ai<biGai+,for all i=l,...,k,-1, and S,,=U,%l(ai,bi). 
(ii) (Vn) m(S A S,) G 2-“. 
Remark. Condition (ii) may be replaced by a seemingly weaker but equivalent 
condition: (ii’) There exists a recursive function I+/J such that, for all II and n’, 
n’~~(n)jm(SaS,,)~2-“. 
We show that Definitions 3.1 and 3.2 are equivalent. 
Theorem 3.1. Let S be a subset of [0, 11. Then, S is recursively approximable if and 
only if S is recursively measurable. 
Proof. First assume that S is recursively measurable. Let {S,} be a sequence of 
sets in 9 which satisfies conditions (i) and (ii) in Definition 3.2. 
Our oracle TM M works as follows. 
For oracle 4 and input n, the machine M first computes the endpoints of S,,,,. 
Let Sn+l have k endpoints. Then, M queries 4 to get a dyadic rational d = 
b(k + n +2). Finally it outputs 1 if d E S,,+l, and 0 if d$ S,,,. 
It is obvious that for any real x E [0, 11, if (34 E BIN(x))[M’(n) # xs,+,(x)], then 
there must be an endpoint a of S,,+l such that lx - al G 2--(k-tns2). This implies that 
m*(EM,s,+,(n)> = m*{x E [O, 11: (3+ E BIN(x))M*(n) # x~,+,(x)]G 2-(“+l). 
Therefore, 
m*@,,(n)) c m*(Elll,%+,(n)) + m*(S A %+I) s 2-“. 
Conversely, we assume that M is an oracle TM which recursively approximates 
S. Then, for any dyadic rational d in [0, 11, and for any n > 0, let t(d, n) be the 
number of steps Md(n) takes before it halts. (Note that the fixed standard binary 
function for d is used as an oracle.) Let us fix n. If x E[O, l] and I~-dl~2-‘(~~“‘, 
then there exists a 4 EBIN(x) which agrees with the standard binary function &j 
for d on inputs i < t(d, n). In other words, Ix - dl~2-“d,“) implies that 34 E 
BIN(x) [M+(n) = M”(n)]. 
Consider the class {(d - 2- t(d.n) d + 2FCd3”)) n [0, 11: d E D}. By the Heine-Bore1 
Theorem, it has a finite subcove>ing for [0, 11. By enumerating dyadic rationals 
and simulating Md(n), we may find such a finite covering, say, C1, . . , ck, where 
each Ci is (d, - 2Pt(d9’), di + 2Pt(d9’)) n[O, 11. Now define S, to be 
U {Ci : Md(n) = 1; i = 1, . . . , k}. It is clear that S, is a finite union of open 
intervals with dyadic rational endpoints. Also, the Heine-Bore1 Theorem guaran- 
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tees that the above algorithm always halts, and so {S,} satisfies condition (i) of 
Definition 3.2. 
We claim that m*(S a S,,) G 2-“. First note that x E S, implies that there is a 
dyadic rational d such that Ix - d ( s 2pt(d,n) and Md(n) = 1. Therefore, there exists 
a 4 E BIN(x) such that M*(n) = 1. So, x E S, -S j x is in the set E(n). Similarly, 
S - S, E E(n). So, m*(S A S,) < m*(E(n)) s 27. Since each S, is a finite union of 
open intervals, the fact m*(S a S,)< 2” implies that S is measurable and 
m (S a S,) < 2”. This completes the proof. q 
Kreisel and Lacombe [ 121 also defined a class of recursively measurable sets as 
follows. A measurable set S E [0, l] is recursively measurable if for all recursive 
real numbers x in [0, 11, m(S fl[O, x]) is recursive. Since the function g,(x) = 
m(S n [0, x]) is actually the integral function of S, we will discuss this definition in 
Section 6. 
Now we show some examples of recursively approximable sets. 
Example 1. Let 0 6 a < b 6 1 and S = (a, b). Then S is recursively approximable if 
and only if both a and b are recursive real numbers. 
It is obvious that a and b being recursive implies (a, b) recursively approxima- 
ble. Conversely, assume that (a, b) is recursively approximable, and assume that 
b -a>2-“. Let Sn+2 be a finite union of open intervals with dyadic rational 
endpoints such that m ((a, b) A S,,+J =z 2-(“+*). Then we have m(S,,+J > 2-(“+‘). 
Assume that Sn+2= ~~~=1(ai,bi)andbi~ai+,foralli=1,...,k-1.Firstfindj, 
1 G j s k, such that C{1: (bi - ai) < 2-(“+” but Ci=i (bi - ai) 2 2-(“+‘). Then find d in 
(ai, bj] such that xi=: (bi - ai) + (d -q) = 2-(“+‘). We claim that a G d G a + 2-“. 
Proof of the Claim. By way of contradiction, assume that d <a or d > a + 2T”. 
We consider three cases: d < a, b cd, and a + 27 <d s b. In the first case, d <a 
implies that (U {z: (a, bi)) U (uj, d) is contained in Snt2- (a, b), and its measure is 
2-(n+l, 
> 2-(“+*) This is a contradiction. 
In the second case, if d > b, then S,,+2tl (a, b) c (Uil: (a,, bi)) U (a,, d), and so 
Sn+2 n (a, b) has measure ~2~(“+‘) This is a contradiction. .
Finally, if d > a + 2-“, and d G b, then (a, d) - (IJ iI: (ai, bi)) U (aj, d) has meas- 
ure >2@+‘), and this is a contradiction. (End of proof of the claim). 
Thus, for all n such that 2? <b -a, we may find a dyadic rational d such that 
Id - ~(62~“. Hence a is recursive. We may show that b is recursive similarly. 
Example 2. If S G [0, l] has measure 0, then S is recursively approximable. Thus 
the Cantor ternary set [26] is recursively approximable. 
Example 3. The following generalized Cantor set is an example of nowhere dense 
recursively approximable set with measure = 4. 
Let I1 be an open interval with center 22’ and length 2-*. 
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Assume that after stage n, we have a collection {II, . . . , I,,} such that Uycl Ii is a 
union of 2” - 1 many open intervals such that its complement consists of 2” 
disjoint closed intervals, each having the same length 2~(“+1)+2~(2”+1). Define 
I nil to be the union of 2” open intervals, each having a center of the above closed 
intervals as the center and having a length 2p(2n+2). 
It is not hard to verify that the above inductive definition for {I,} is well- 
defined. Let C = UT=1 Ii. Then 
m(C)= m ()- fi Ii = c 2-l. 2-2nF2-1. i=l n=l 
To see that C is recursively approximable, we observe that the endpoints of 1”‘s 
are computable and, for all II, m(l,,) = 2- (n+l) Therefore, letting S,, = U yZ1 Ii, we .
have m (S, a C) G 27. Thus, C is recursively measurable. 
Since our definition of recursively approximable sets uses the oracle Turing 
machines, the time complexity of recursively approximable sets can naturally be 
defined using the notion of the time complexity of oracle TMs. (See Section 2 for 
the time measure function TM of an oracle TM.) 
Definition 3.3. We say that a recursively approximable set S c [0, l] has time 
complexity St(n), if there is an oracle TM M which recursively approximates S 
such that, for any oracle function 4 and input n, T,(+, n) < t(n) (i.e. M*(O”) 
halts in <t(n) steps). 
Remark. In the theory of discrete complexity, the time complexity of a TM A4 is 
usually defined to be =~t(n) if M(s) halts in t(n) steps for all strings s of length n. 
That is, the complexity function is defined on the length of the input, instead of 
the input itself. To make our definition agree with this convention, we assume that 
our input is written in unary notation, and write 0” to represent n. 
We now define the class of polynomial time approximable sets. 
Definition 3.4. A recursively approximable set S is called polynomi&-time ap- 
proximable if there is a polynomial p E POLY such that S has time complexity 
<p(n). 
Similar to the class of recursively approximable sets, the class of polynomial- 
time approximable sets has a natural characterization as limits of sequences of sets 
in B which converge in a polynomial speed. 
Definition 3.5. A sequence {S,} of finite unions of open intervals in .FF is 
polynomial-time computable if there is a polynomial-time TM M such that for all 
na0 and dEDn[O,l), 
1, if d is an interior point of S,,, 
M(On, d) = -1, if d is an endpoint of S,, 
0, otherwise. 
182 Ker-I Ko 
Theorem 3.2. A set S c [O, l] is polynomial-time approximable if and only if S is 
measurable and there is a sequence {S,,} of sets in 9 such that 
(i) m (S a S,) s 2-“. 
(ii) There is a polynomial p EPOLY such that the endpoints of S, are of 
precision <p(n). 
(iii) {S,} is polynomial-time computable. 
Proof. Assume that S is polynomial-time approximable. Then it is recursively 
measureable and hence measurable. Let M be an oracle TM which approximates 
S in time p(n) for some polynomial p. Note that M*(n) halts in p(n) steps for all 
oracle functions 4. Therefore, for every x E [0, 11, there is a dyadic rational d of 
length p(n) such that M+=(n) = Md(n), where 4, is the standard binary function 
for x. This fact suggests that we define 
S, = U {(d _ 2--(P(n)+l), d + 2-(*(“)+‘)) :lth(d) = p(n), Md(n) = 1). 
We check conditions (i) and (iii) in the following. 
(i) Note that if x E S,, then (34 EBIN(~))M*(~) = 1 and if x$ S,, then 
(34 E BIN(x))@‘(n) = 0. So, x E S,, n S implies (34 EBIN(x))[M*(n) # xs(x)]. 
Hence m (S, .A S) < 2-“. 
(iii) We describe a polynomial-time algorithm to recognize the interior points 
and boundary points of {S,}. For input (On, d), consider three cases. 
Case 1. If d has a binary representation of precision Gp(n), then simulate and 
output Md(n). 
Case 2. If the shortest binary representation of d has precision >p(n) + 1, then 
first find a dyadic rational e of precision p(n) and (e-d\ <2P(p(n)+L). Then 
simulate and output M”(n). 
Case 3. If the shortest binary representation of d has precision = p(n) + 1, then 
simulate both Mdl(n) and Mdz(n) where dI = d - 2--(p(n)t’) and d2 = d + 2-(p(n’+“. 
If Md$n) = 1 or Md2(n) = 1 then output -1; otherwise output 0. 
The correctness of the algorithm is easy to check. 
Conversely, assume that {SJ is a sequence of sets in 9 which satisfies 
conditions (i)-(iii). Let q E POLY be a polynomial such that all endpoints of S,, are 
of precision Gq(n), and there is a TM M which determines whether a dyadic 
rational number is an interior point, a boundary point, or an exterior point of S, 
in time q(n). 
Consider the following oracle TM M, :For oracle 4 and input n, let d = 
+(q(n) + n + 1). Output 1 if d is an interior point of S,,+,; 0 otherwise. 
Note that errors occur only when x E S a Sn+l, or when x is close to an 
endpoint of S,,, with distance <2-(“+‘). Thus the total error probability is ~2-“. 
Also, the runtime is ==q(q(n) + n + l)+ c for some constant c. q 
It is easy to see that the sets in Examples 2 and 3 are polynomial-time 
approximable. 
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Using the above characterization and following the argument used in Example 
1, we can show that a nonempty open interval (a, b) c [0, l] is polynomial-time 
approximable if and only if,both a and b are polynomial-time computable real 
numbers. 
4. Approximation to measurable functions 
In this section we extend the concept of approximation to measurable functions. 
We give three equivalent definitions of recursively approximable real functions, 
one from the computational point of view and the other two from the analytical 
point of view. We only consider functions defined on [0, 11. 
Deli&ion 4.1. A real function f :[O, l]+R is recursiveEy approximable if there is 
an oracle TM A4 such that 
(i) (Vx E [O,l])(V4 E BIN(x))(Vn)M’(n) E D, 
(ii) (Vn)m*{x E [0, 11: 34 E BIN(x)[lM*(n)- f(x)l>2-“]}=S2-“. 
Immediately, the characteristic functions of recursively approximable sets are 
recursively approximable. Also, all recursive (continuous) functions are recur- 
sively approximable. 
We give two characterizations of recursively approximable functions, first using 
simple step functions and then using simple piecewise linear functions. 
Definition 4.2. A real function f : [0, l] + R is a simple step function if there is a 
partition of [0, 11, 0 = x,, < x1 < - * - <xc,, = 1, such that 
(i) (Vi,OSiSn)xiED, 
(ii) (Vi, 1 s i G n) there is a dyadic rational yi E D such that for all x E (.Q__~, .q), 
f(x) = yi, and 
(iii) (Vi,lSiSn-l)f(&)=y, or yi+l; f(Xo)=yl; f(&)=Y,. 
Theorem 4.1. A real function f :[0, 11-R is recurisvely approximable if and only 
if there is a sequence cf,} of simplete step functions such that 
(i) (cf,} is an r.e. sequence) There is a recursive function 8 such that 8(n)= 
(%,x,,...,x,;Y*,..., y,) where f,, is determined by (x0,. . . ,x,; yl,. . . , y,) as 
defined in Definition 4.2. 
(ii) (cf,} binary converges to f in measure) m*{x E [0, 11: If,(x) - f(x)\ > 2-“}C 
2_“. 
Proof. The proof is similar to that of Theorem 3.1. Assume that cf,} is an r.e. 
sequence of simple step functions which binary converges to f in measure. Then 
an oracle TM M can be constructed so that for oracle C#I E BIN(x) and input n, 
M+(n) outputs f,+,(d) where d = b(k) for some k > n + 1 and k > the number of 
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endpoints of fntl. Errors can occur only when x is close to an endpoint of f,,+l, or 
when If,,+l(x) -f(x)1 > 2- (ni1) These errors are easy to control. . 
Conversely, we observe that for any d E D n[O, 51 and n 30, if Md(n) halts 
in t(d, n) steps, then for all x in (d -2-t(d,n), d +2-r(d,n)), (34 E BIN(x)) 
[Mm(n) = Md(n)]. By the above observation and the Heine-Bore1 Theorem, we 
may find a finite partition of the interval [0, l] such that, on each subinterval 
(d _ 2-t(d.n), d +2-t(d.n) 
), Md(n) is close to f(x) for all x in the subinterval with a 
probability >l - 2~“. Thus, a simple step function f,, can be defined such that, 
with a probability > 1 - 2-“, If,,(x) -f(x)] G 2-“. We leave the details of the proof 
to the reader. 0 
It is straightforward to construct a simple piecewise linear continuous function 
from a simple step function by connecting endpoints by almost vertical line 
segments. Thus we have the following characterization by piecewise linear func- 
tions, which is similar to the characterization of computable real functions given 
by Shepherdson [29]. 
Definition 4.3. A simple piecewise linear function f on [0, l] is a piecewise linear 
continuous function on [0, 11 whose breakpoints are dyadic rationals (i.e. in 
DxD). 
Corollary 4.1. A real function f : [0, l]-+ R is recursively approximable if and only 
if there is an r.e. sequence cf,} of simple piecewise linear functions which binary 
converges to f in measure. 
The concept of time complexity of oracle TMs provides a natural definition of 
time complexity of recursively approximable functions. We simply define the class 
of polynomial-time approximable functions. 
Definition 4.4. A function f : [0, l]-+ R is polynomial- time approximable if there 
is an oracle TM M, and a polynomial p E POLY, such that 
(i) (Vx E [0, l])(V4 E BIN(x))(Vn)M’(O”) E D, 
(ii) (Vn)m*{x E[O, 11: (34 ~BIN(x))[lM~(O”)-f(x)l>2-~]}~2~“, and 
(iii) (V4 E 93)(Vn)T,(+, On) s p(n). 
Equivalent definitions may be given using simple step functions or simple 
piecewise linear functions to approximate these functions. Although these charac- 
terizations do not seem very natural, they are useful in construction of 
polynomial-time approximable functions (see the proof of Theorem 5.3). 
Theorem 4.2. A function f : [0, l]-+ R is polynomial time approximable if and only 
if there is a sequence cf,} of simple step functions such that 
(i) All the endpoints off,, are in D and have length <p(n) for some polynomial 
p E POLY. 
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(ii) (cf,} is polynomial time computable) There is a polynomial time TMM 
such that M(O”, d) = f,(d) if d is not an endpoint off,,; and = # if d is an endpoint 
of fit. 
(iii) For each n 20, m*{x E[O, l]:If,,(x)-f(~)j>2-“}~2~“. 
Proof. The proof is similar to that of Theorem 3.2. We omit it here. El 
Corollary 4.2. A function f : LO, 11 -+R is polynomial time approximable if and only 
if there is a sequence cf,} of simple piecewise linear functions such that 
(i) The breakpoints off,, are in D and have length Cp(n) for some polynomial 
p EPOLY. 
(ii) (cf,} is polynomial time computable) There is a polynomial time TMM such 
that M(O”, d) = f,,(d) for all n EN and d ED. 
(iii) For each n30, m*{xE[O, 1]:Ifn(x)-f(x)I>2-“}~2-“. 
In classical analysis, a measurable function may be defined as a function f such 
that for all x, the set {y :f(y)> x} is a measureable set. Is there a similar 
characterization for recursively approximable functions? For example, if f is 
recursively approximable, and a is a recursive real number, is the set {x :f(x)> a} 
always recursively approximable? We give a negative answer in the following. 
Theorem 4.3. There exists a recursive real function f such that the set S = 
{x : f(x) > 0} is not recursively approximable. 
Proof. Let KEN be an r.e. but nonrecursive set. Let $ be a one-to-one, total 
recursive function such that range I+!I = K. We define f as follows. 
First, for each k, fk is a piecewise linear function whose breakpoints are the 
following: 
fk (0) = 0, fkW Wc) _ 2-(Wd+l)) =0, fk(2-Wd) = 2-M+k, 
fk(2-dN + 2-‘2Nk”l’) = 0 fk(l) = 0. 
Then let f = I:=1 fk. That is, for all $(k), at a small neighbourhood of 2-‘L’k’, f is a 
small A-shaped function; and f is equal to zero otherwise. 
Note that these neighbourhoods are so small that they are pairwise disjoint. 
That is, let Tk = the support of fk = {x :fk(x)> 0). Then the Tk’s are pairwise 
disjoint, because each Tk is an open interval of half-length 2-2GL’k’. Also note that, 
for all nal, \C;=1fk(x)-f(x)(==2-n for all xE[O, 11, because xLZ1fk(x)#f(x)+ 
x E Ti for some j > n, and x E ‘I; 3 If(x)\ < 2-j. Therefore, f is a recursive function 
by Proposition 2.1. 
We claim that S = {x :f(x)> 0} is not recursively approximable. By way of 
contradiction, assume that S is recursively approximable. Then there is an r.e. 
sequence {Sk} which binary converges to S (Theorem 3.1). We consider the 
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following algorithm for K: 
For input n, compute d = m(S,,+, II (2-” - 2--(*“+l), 2~“+ 2-(*“+I))). If d < 
2-(“‘+*) then output 0, else output 1. \ 
The correctness of this algorithm is easy to verify: Let B, = 
(2-n _ 2-_(2n+l), 2-n + 2-(2n+l9. If n E K, then f(x) >O for all x E B,, and so 
m (S fl B,) = 2-‘“. Thus m ( SZnt2 n B,) 3 m (S n B,) - 2-(*“+*) > 2-(2n+1). On the 
other hand, if n+! K, then S Cl B, = fl and so rn(S*,,+* OB,) < 2-(2n+2). 
Therefore we get a recursive algorithm for the nonrecursive set K. This is a 
contradiction. q 
The above example can be modified to show that even a polynomial-time 
computable function f does not necessarily have a recursively approximable 
support. 
Theorem 4.4. There exists a polynomial-time computable function g such that 
S = {x E [0, l] : g(x) > 0} is not recursively approximable. 
Proof. The definition of g is similar to that of f in the proof of Theorem 4.3. Let 
K and (lr be defined as in the proof of Theorem 4.3. Let M be a TM enumerator 
for the partial recursive function 4. That is, the machine &f, when operating on 
empty string (as input), prints the set K = {4(n) : $(n) is defined}. Let t(k) be the 
number of steps used by M to enumerate 9(k). (We assume that all k and q(k) 
are written in unary notation so that 4(k)< t(k) for all k.) Now define 
Tk = (2- &(k)_ 2-‘2ab’k’+“, 2-@(k) + 2-‘*+‘k’+“) > 
and gk to be a A-shaped function with support Tk and gk(2p+‘k’) = 2-(‘(k)+t(k)). 
Define g = Cr=i gk. 
Since the support S = {x E [0, l] : g(x) > 0} of g is exactly the support of f in proof 
of Theorem 4.3, S is not recursively approximable. We need only to check that g 
is polynomial-time computable. We consider the following algorithm for g. 
Algorithm for g. Assume that we want to compute g(x) correct to within 2?. 
First we get a dED such that \d-x1<2- (“+l) Then we simulate TM M for n + 1 .
steps. 
Case 1. If for some G(k) enumerated by M in n + 1 steps, d E Tk, then 
compute and output g,(d) from its definition. 
Case 2. If for all G(k) enumerated by M in n + 1 steps, d$ Tk, output 0. 
(End of Algorithm). 
First note that if +9(k) is not enumerated by M in n + 1 steps, then t(k)> n + 1, 
and so ]gk(x)] <2- (n+l) for all x E [O 11. This shows that the output 0 from the 
above algorithm is always correct. dn the other hand, if t(k) G n + 1 and d E Tk, 
then Igk(d)- g(x)ls2-” because gk has a linear modulus function. So the above 
algorithm is correct. Finally we check that both “d E Tk” and gk(d) can be 
computed in p(lth(d) + t(k)) steps for some p E POLY. Thus the above algorithm 
operates in polynomial time. This completes the proof. 0 
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5. Approximation and probabilistic computation 
In this section we investigage the relationship between approximable functions 
and computable functions. We only consider bounded functions f:[O, l]+[O, 11. 
First we discuss the relationship at the recursive level. 
It is obvious that recursively approximable real functions form a bigger class 
than the class of recursive real functions because there are noncontinuous 
functions which are recursively approximable. In the following we show (1) that 
there exists a nonrecursive continuous function which is recursively approximable, 
and (2) that if a recursively approximable function is continuous and has a 
recursive modulus function then it is recursive. 
Theorem 5.1. There exists a continuous function f:[O, l]-+[O, l] which is recur- 
sively approximable but not recursive. 
Proof. Let y be a left r.e. but nonrecursive real number in [0, 11. That is, the left 
cut of y, L, = {d E I3 : 0 6 d < y}, is r.e but nonrecursive [lo]. Let h : N+D be a 
recursive function whose range is L,,. We define g : N-+D as follows. g(0) = h(0); 
g(n + 1) = max{g(n), h(n + 1)) ( w h ere max is defined with respect to the natural 
order in D). Then g is an increasing function such that lim,, g(n) = y. 
Now define f:[O, l]+[O, l] as follows. For each n > 0, f(2-“) = g(n) and f is 
piecewise linear on (2-(n+1), 2-“); f(0) = y. 
Since lim,, g(n) = y, it is obvious that f is a continuous function. Also, f is not 
recursive, because f(0) = y is not recursive. 
It is left to show that f is recursively approximable. We define f,, as follows. 
fn(x) = 
i 
f(x), if x 2 2-“, 
g(n), if x <2-“. 
Since g is a recursive function, cf,} is an r.e. sequence of simple piecewise linear 
functions. Also, it is clear that f,,(x) #f(x>+x <2-“, and so m{x E[O, 11: 
If,(x) -f(x)\ > 2-n}< 2-“. By Corollary 4.1, f is recursively approximable. 0 
Definition 5.1. A function 8 : N+ N is said to be a uniform modulus function for 
f:[O,l]-+[O,l] if for all x,yE[O, 11, Jx-y(~2P’“‘implies If(x)-f(y)Is2-“. 
Theorem 5.2. If a recursively approximable function f has a recursive uniform 
modulus function, then f is recursive. 
Remark. The converse is obviously true [ 111. 
Proof. Let cf,} be an r.e. sequence of simple step functions which binary 
converges to f in measure. Also let 6 be a recursive modulus function for f. 
Assume, without loss of generality, that 6(n + 1) > s(n) 2 n for all n 2 0. For a 
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given oracle function C$ E BIN(x), and input n, we describe how to find a dyadic 
rational e such that ]e -f(x)] c 2~“. 
First, we get d = 4(6(n + 4)) and d, = d - 2-sC”+?‘-1 and dz = d + 2--S(nt3)-1. 
Thus x E [d,, dJ Let k = 6(n + 3) + n +4. Then get the endpoints of fk in [d,, d2]. 
Assume that the endpoints of fk in [d,, d2] are dl = xo<xl <. * * <x, = dz, and fk 
on (xi--l, xi) is a constant yiy for i = 1,. . . , t, where all xi’s and yi’s are dyadic 
rational numbers. Now choose the smallest y among yr, . . . , yr such that the sum 
1 {xi -xi-r: (yi - y(> 2-(“+‘), i = 1,. . , , t} is ~2~~. (We will show that such an y 
exists.) Output this y. 
We first show that the algorithm is well-defined. That is, there is an y among 
Yl,..., yt such that 
m*{z E (d,, d,): Ifk(z)- yI> 2--(n+2)}~2-k. (*) 
First we pick a z,, in (d,, d2) such that Ifk(zo)- f(zo)]c2-k. This can be done 
because d,-d,> 2pk. Let y = fk(zcJ). We claim that this y satisfies the above 
condition (*). 
Since 6 is a modulus function for f and Id, - d,J = 2-S(n+3), we have 
If(z)-~(~If(z)-f(z,)l+If(z,)-yl~2-’”+~’+2-’ for all z~(d~,dJ. 
Therefore 
So, 
lfk(zj-yI>2-(n+2) 3 ]fk(z)-f(z)]>2- (n+Z) _ (2-:“+3) + 2-k) > 2-k. 
m{z E (d,, dJ: (fk(z?- y[> 2p(n+2)} 
Next we show that if m{z~(d,, d,):Jfk(z)-yJ>2--(n+2’)~2-k, then \f(x)-v\~ 
2-“. We observe that if Ifk(z)- yl G2-‘“+2’, Ifk(z)- f(z)1 62pk for some z E 
(d,,d,), then we have (f(x)-y(<2-” because (f(x)-ff(z)]d2-(“+3). From 
the assumption, m{ZE(dl,d2):lfk(Z)-YI>2~‘n+2’ Or If&)-f(Z)I>2-k}c 
2-k +2-k = 2--(k-1)< d2- dl. The existence of such a z follows immediately. 0 
At the polynomial level, our result is weaker but perhaps more interesting. First 
recall that a polynomial-time computable function must have a modulus function 
in POLY. Also, it is noted in [ 1 l] that there is a polynomial-time approximable, 
continuous function which does not have a modulus function in POLY. Thus, 
there is a polynomial-time approximable function which is continuous but is not 
polynomial-time computable. Now consider the class of polynomial-time ap- 
proximable functions which possess polynomial modulus functions (denoted by 
PA,). Does it coincide with the class of polynomial-time computable functions 
(denoted by Pm)? We are not able to answer this question directly. Instead, we 
will reduce this question to well known open questions in discrete complexity 
theory, namely the question P L BPP and its variations. In order to state our result 
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clearly, we need to define probabilistic Turing machines and introduce some 
notation. 
A probabilistic Turing machine (PTM) is a TM equipped with a random state. 
When the machine enters the random state, it tosses an unbiased coin to decide 
between the two possible next states. For simplicity, we only consider polynomial- 
time bounded PTMs. It is convenient to view a polynomial-time PTM M in terms 
of a function of two variables. One variable is the usual input s to the PTM; the 
other is a random binary string (Y of length t(lth(s)), where t is the time 
complexity function of kf. We assume that M tosses a coin at each step (and 
ignores it if M is not at the random state), and thus M determines a two-variable 
function 6f: 
&f(s, cu) = the output of M on input s with the nth coin-toss determined 
by the nth bit of CY. 
With this notation, we may define the following complexity-bounded class of 
integer sets. In the rest of this section, we let #A denote the cardinality of a finite 
set A. 
Definition 5.2. Let B c (0, l}*. We say that B E BPP if there is a polynomial-time 
PTM M with a time complexity function p E POLY, and a constant e < 4, such that 
for any s E (0, l}* of length n, 
#{a E (0, 1)” : lth(a) = p(n) and &cz, s) # xs (s)} < e . 2p(n). 
Let P be the class of integer sets which are computable in polynomial time. It is 
obvious that P G BPP. Whether or not P = BPP is one of the major open questions 
in discrete complexity theory. (See, for example, [5] for a detailed discussion on 
the relations among the complexity-bounded classes P, NP and BPP.) 
We now extend the concept of probabilistic computation to real functions. First, 
we extend the PTM to the oracle PTM, which, in addition to the regular states 
and the random state, has a query state and a query tape to perform queries. The 
formal definition of the oracle PTM and the definition of the time complexity of 
an oracle PTM are straightforward and we omit them here. 
Definition 5.3. Let f : [0, l]+R be a real function. We say that f E BPP, if there 
is an oracle PTM M, a polynomial p E POLY, and a constant e < ?, such that 
(i) (Vx E [0, ~]>(VC$ E BIN(x)) (Vn)(Va!, lth(a!) = p(n>>&f’(O”, (II> always halts and 
outputs a string d in p(n) moves, and 
(ii) (Vxs[O, l])(V4 E BIN(x))(Vn) #{cX E (0, l}*: Ith(a) = p(n) and 
]iCf’(O”, (u) -f(x)] > 2-“} G e * 2p(n). 
Now we may state our result as follows. 
Theorem 5.3. (a) PA,E BPPm; that is, Pm = BPP, implies Pm = PA,. 
(b) PRF = PAR, implies P = BPP. 
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proof. (4 Let f~ PA,. Then, there is a sequence cfk} of simple step functions 
which satisfies the conditions (i)-(iii) of Theorem 4.2. That is, there is a polyno- 
mial p EPOLY such that for any d ED n[O, 11, fk(d) may be computed in 
<p(k + lth(d)) steps; there is a polynomial r E POLY such that endpoints of fk are 
of precision <r(k); m*{x E[O, 11: Ifk(x)-f(x)l>2-“}~2-” for all k 20. Further- 
more, we assume that q EPOLY is a modulus function for f. Without loss of 
generality, we assume that q(n)2 n and r(n) 2 n for all n 2 0. 
We now construct an oracle PTM M for f. For any oracle 4 E 93 and input 0”, it 
first gets a dyadic rational d = $(q(n + 2)). Let k = prec(d) + q(n + 2) + 2. It then 
generates a random string s E (0, 1)" of length r(k) - k + 2, and let d’ be the dyadic 
rational whose binary representation is the concatenation of d, 04(“+*), s and 1. 
(Note that prec(d’) = r(k) + 1 and d’ ends with 1. Therefore, d’ is not an endpoint 
of fk.) Finally, M computes and outputs fk(d’). 
It is easy to see that M runs in polynomial time: We verify that M computes f 
in the sense of Definition 5.3. 
First we claim that for at most 2”k’-k many strings s, we may have (fk(d’)- 
f(d’)J > 2-(nt1) where d’ = dO”(“‘*) sl. Note that for all y~[0, l] such that (y-d’\< 
2-(r(k)+1), we have fk(d’) = fk(y) and If(d’) -f(y)1 G 2-(“+*). Therefore, if 
Ifk(d’)-f(d’)l>2-(“+‘) then l&(y)-f(y)I> 2-(“+2)>2-k for all y E 
(d _ 2-(r(k)+l), d +2P(r(k)s’)). Also note that if two strings s1 and s2, both of length 
r(k)-k+2, are not equal, then the corresponding dyadic rationals d; = 
dOq(“+*)sll and d$_ = dOq(“+*) s21 have distance Id; - d;( 2 2TCk). Therefore, 
m*{x : Ifk(x)-f(x)\ > 2-k}~ 2pk implies that there are at most 2r(k)pks’~ such that 
lfk(d’)-f(d’)l> 2-(“+l) where d’= dOq(“+*)sl. 
Next we claim that if \fk(d’)-f(d’)l S2-(“+l) then Ifk(d’)-f(x)( C 2?. Since 
lx - $1 c 2--qcn+*), we have If(x) -f(d’)( s 2-(“+*). Also k > q(n + 2) > II + 2. So, 
Ifk(d’)-f(X)lcjfk(d’)-f(d’)l+ If(d’)-f(x)l~2-‘““‘+ 2@+*)<2-“. 
Finally we observe that in the above probabilistic algorithm, there are 2r(k)-k+2 
many possible choices of the random string s. Among them, at most 2r(k)pk many 
may cause ‘wrong’ outputs. Thus, the error probability is <$. 
(b) We will show that for each set B E BPP, there is a function f E PA= such 
that fEPRF if and only if B E P. It follows that P, = PARFj P = BPP. We first 
state a lemma about the error probability of a set B E BPP. The proof of the 
lemma is elementary and is included in the Appendix. 
Lemma 5.1. Let B be in BPP. Then, there is a (deterministic) 7MM such that 
(i) there are polynomials p and q E POLY such that, for s, t ~(0, 1)” with 
lth(s) = n and lth(t) = q(k + n), M(k, s, t) runs in time cp(k + n); 
(ii) for all s with lth(s) = n, #{tE{O, l}* : lth(t) = q(k + n), M(k, s, t) # xs(s)}c 
2 . q(k+n)-k 
Let C be the generalized Cantor set described in Example 3 of Section 3. That 
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is, C = UzZ1 I,, where I,, is a union of 2”-’ many open intervals each of length 
2-‘“. The set C is not only polynomial-time approximable but also ‘polynomial- 
time enumerable’ in the following sense. Define a function h : (0, l}*+D such 
that if lth(s) = n, and s is the binary representation of integer k (ignoring the 
leading zeroes), then h(s) is the center of the (k + 1)st interval of I,,+1. Then h is 
polynomial-time computable. 
Proof that h is polynomial-time computable. For input s of length n, we may 
write s=a,...a,, ai ~(0, l}, i = 1, . . . , n. We compute h(s) by computing 
Ma,), h(a,a,), . . . , h(alaz. . - a,,) sequentially. Note that for any i < n, if ai+l = 0, 
then h(a,. . . a,a,+,)< h(a, . . . a,), and if ai+1 = 1, then h(a, . * . aiai+l)> 
h(a, . . * a,). Also, the intervals in C which are centered at h(a, . * * ai) and 
h(a, * * * ai+l) are two immediate neighbors in li+1 U Iis2. So the following al- 
gorithm finds h(a, . * 1 a,,) correctly. 
Algorithm. Let h,:=O.l, lb:=O.O, and rb:= 1. 
Repeat the following for i := 1 to n: 
If ai = 0, then reset rb := hi_l - 2p(2it1) and let hi : = (lb + rb)/2; else reset 
lb : = hipI + 2--(2i+‘) and let hi := (lb + rb)/2. (Note that 2p(2it1) is the half-length of 
an interval in I-,.) 
It is clear that the above algorithm runs in polynomial time. Furthermore, it is 
easy to prove that prec(h(s))<2 lth(s)+2 (by induction). 
We next claim that there is a polynomial-time computable function g such 
that, for input d and O”, if there is an s of length in such that d is in the interval 
with center h(s), then g(d, 0”) = s; otherwise, g(d, 0”) = -1. The value g(d, 0”) 
can be found by a binary search because of the fact that h(a, . . . ai) > 
h(a, . . . ai+J if and only if ai+1 = 0, for all a,, . . , ai E (0, 1). 
Now we are ready to define the function f. f is a piecewise linear function on 
each open interval of C, and f(x) = 0 for all x$ C. 
Let lth(s) = IE. On the left half of the sth interval of C (i.e., on (h(s)- 
2p(2n+3), h(s)), 
f(x) = 
x-(h(s)-2- (2”+3)) if s E B, 
0 otherwise; 
and on the right half of the sth interval of C (i.e., on (h(s), h(s)+2p(2”t3))). 
if s E B, 
otherwise. 
That is, f(x) is /\-shaped on the sth interval of C if s E B, and is identical to zero 
on the sth interval of C if s $ B. 
It is obvious that f has a polynomial modulus function. We claim that f is 
polynomial-time computable if and only if B E P. 
Proof of the Claim. If f is polynomial-time computable, then for each s E{O, l}* 
of length n we may find a dyadic rational d such that Id - f(h(s))l S 2p(2n-rs) in 
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time p(n) for some polynomial p. (Note that h has been proved to be polynomial- 
time computable.) Since f(h(s)) = 2--(2”t3) if SEB, and =0 if s$ B, we have 
s E Bed > 2p(2nt4). So, we have proved B EP. 
Conversely, if B E P, then we may compute f(x) as follows. First, for given 
precision II, we find a dyadic rational d such that Id - x 1 c 2-(2n+2). Then, compute 
g(d, 0”) in polynomial time. If g(d, 0”) = s for some s of length Ken (i.e. 
d E Iktl), then consider the following cases: 
Case 1. s E B. Then output d - (h(s) - 2-‘2k+3’) or h(s) + 2--(2k-c3)- d depending 
upon d s h(s) or d > h(s), respectively. 
Case 2. s$ B. Then output 0. 
If g(d, 0”) = -1 (i.e. d+! U YZt Ii) then output 0. Since d& UyZi Ii implies 
f(d)<2-“, the above algorithm is correct. (End of the proof of the claim). 
Finally we show that f is polynomial-time approximable. Let M be an TM and 
p and q be polynomials in POLY which satisfy conditions (i) and (ii) of Lemma 5.1. 
We are going to construct a sequence cf,,} of simple step functions which satisfies 
conditions (i)-(iii) of Theorem 4.2. 
We let fn(X)=O if X$! U:=IIi. 
For each s with lth(s) = k < n, we define f,, on the sth interval, i.e. (h(s)- 
2h2k+3), hcs) + 2+2k+3)), as follows. For each d in the sth interval, which is of 
precision <2k + 3+q(n + k), we write d = 0 _ uu where lth(u) = 2k + 3, and 
lth(u)= q(n+ k) (adding trailing zeros, if necessary), and define fn(x), for x E 
[d, d+2- W+3+c((n+W) to be 
i 
d-(h(s)-2-‘2k+3)) if d <h(s) and M(n, s, u)= 1, 
h(s) + 2-‘2k+3)_ d if d > h(s) and M(n, s, u) = 1, 
0 if M(n, s, u) = 0. 
We need to verify that (1) cf,} binary converges to f in measure, and (2) cf,} is 
polynomial-time computable. 
(1) Since f(x) < 27 for all X$ U := 1 Ii, If,,(x) - f(x)1 s 2-” on lJ y= 1 Ii. On the s th 
interval (where lth(s) = k < n) of C, by Lemma 5.1, we have 
#{v E (0, l)cl(k+n): M(n, s, V) # /YB(S)} 5 2q(n+k)-n. 
so, rn”{XE[O, 1]:]f,(X,-f(X)]>2-“}~2-n. 
(2) Using the function g, we may find out whether a given dyadic rational d is 
in lJ y=r Ii or not, and, if d E U yzl Ii, we can find s such that d is in the sth 
interval. Thus, f,,(d) may be found by finding this s and simulating M(n, s, v) 
where v is the substring of d consisting of the (2k +4)th to (2k + 3 + q(k + n))th 
bits to the right of the binary point of d (where k = lth(s)). We leave the details to 
the reader to verify. This completes the proof of the theorem. Cl 
Rema&. (1) In the above, we have proved that PRF = BPPm+ P, = PA,+ 
P = BPP. However, the question of whether P = BPP+ P, = BPP, is left open. 
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The main difference between the two statements is that the computation of an 
oracle PTM for a function in BPP, may produce more than one ‘good’ outputs, 
whereas the computation of a PTM for a function in BPP can produce at most 
one ‘good’ output. To be more precise, we consider the following question about 
the relationship between probabilistic algorithms and deterministic algorithms. Let 
FBPPm be the class of multi-valued functions g for which there is a polynomial- 
time PTMM such that for any input s, Pr{M(s) outputs one of the values of 
g(s)} > c for some fixed c > i. Also let FP,, be the class of multivalued functions 
g for which there is a polynomial-time PTM M such that for any input s, every 
output of M(s) is a value of g(s). It seems that the question FP- L FBPP,, is 
more closely related to the question P, L BPP,. Also, it is not known whether 
P = BPP implies FP,, = FBPPm. (Note that this is a purely discrete question.) 
(2) As mentioned in Section 1, there are two approaches to probabilistic 
analysis of computational complexity. One approach is to use the PTM model to 
perform a distribution-independent probabilistic analysis. The other approach is 
to use the (deterministic) TM model and to analyze the average-case complexity 
of the TM based on a specific probability distribution of the problem instances. 
The general relationship between these two different approaches to probabilistic 
computation is an important issue in discrete complexity theory, which has not yet 
been fully explored (cf. [ 34 I). Theorem 5.3 established an interestingrelationbetween 
a distribution-dependent average-case complexity (under the uniform distribution 
on [0, l] and allowing bounded errors) and the distribution-independent prob- 
abilistic complexity of real functions. Since our proof is based on the concept of 
continuity of functions in PA,, it does not seem to extend easily to discrete 
functions. Still, it seems to indicate a close connection between the two ap- 
proaches. We hope that further investigation along this line may lead to more 
general results. 
6. The Lebesgue integral 
In this section we consider the computational complexity of the Lebesgue 
integrals of recursively and polynomial-time approximable functions. Let US 
review the related results on the Riemann integrals first. It is known that if f is a 
recursive real function on [0, 11, the J: f(x) d x is a recursive real number and the 
function g(x) = j;I f(t) dt is a recursive real function. To discuss the computational 
complexity of the integral of a polynomial-time computable real function, we 
need to introduce some more notation. 
We define FP to be the class of (integer) functions computable in polynomial 
time, and #P to be the class of (integer) functions which count the number of 
distinct accepting computations of polynomial-time nondeterministic TMs 
[32,33]. More precisely, f :{O, l>* +{O, l}* E#P if there is a nondeterminstic 
TM M, and a polynomial p EPOLY, such that for all s E (0, l}*, all accepting 
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computations of M(s) halts in p(lth(s)) moves, and the number of accepting 
computations is precisely f(s) (in binary form). Furthermore, let FP, (and #PI) be 
the subclass of functions in FP (and #P) whose domains are 0”. The question of 
whether FP=#P is another interesting open question in discrete complexity 
theory. It is known that P = PSPACEj FP = #P+P = NP. (See [32, 331 for more 
discussions on the questions FP 2 #P and FP, = #P,). 
The questions FP p #P and FP, L#P, are closely related to the integration 
problem. Friedman [3] has proved that (i) [for all polynomial-time computable 
real functions f on [0, 11, $, f(x) dx is polynomial-time computable] if and only if 
[FP, = #P,], and (ii) [for all polynomial-time computable real functions f on 
[0, 11, the function g(x) = JG f(t) dt is polynomial-time computable] if and only if 
[FP = #PI. 
In this section we show similar results for the Lebesgue integrals. 
Theorem 6.1. If f is recursively approximable, then the function g defined by 
g(x) = j; f is a recursive function. 
Proof. From Theorem 4.1, there is a recursive function 8 which computes the 
endpoints of a sequence cf,,} of simple step functions such that m*{x E 
[0, 11: If(x)-f,(x)\> 2?‘}~2-“. To get an approximate d to g(x) such that 
)d - g(x)\ c 2-k, we may first find e such that )e -x) s 2--(kt1), and then use 13(k + 2) 
to compute JGfkt2. It is easy to check that 1st fk+z-jG fl s 2-k. 0 
Corollary 6.1. If S is a recurisvely approximable set, then the function h,(x) = 
m (S fl [0, x)] is a recursive function. 
Kreisel and Lacombe [12] actually used the above function h, to define the 
recursively measurable sets: A measurable set S is recursively measurable if and 
only if hs is recursive. It may be verified that this definition is equivalent to 
Definitions 3.1 and 3.2 [16]. 
Theorem 6.2. The following are equivalent 
(i) If f is a polynomial -time approximable function, then $A f is polynomial-time 
computable. 
(ii) If S is a polynomial-time approximable set, then m(S) is polynomial time 
computable. 
(iii) If B s {0, 1)” is polynomial-time computable, then the function gB(On) = 
cardinality of (I3 n (0, 1)“) is polynomial-time computable. 
(iv) FP, = #PI. 
Proof. (iii) @ (iv) is well known from the definition of #PI. 
(i) j (ii). Immediate. 
(ii)+ (iii). Let B E P. We will construct a set S such that the first (n + 2)* bits of 
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the binary representation of m(S) encode the values bo, bl, . . . , b,, where bt = 
8,(0’) for all i = 0, 1, . . . , n. 
We shall construct a sequence of pairwise disjoint sets {S,,} such that (a) 
S = lJ z-1 S, is polynomial-time computable and (b) m(S,,) = b, . 2~(n+2)*+2+ 
2p(“f2)2. Note that 0 6 b, < 2” for all n 2 0, and so b, * 2~~“~2~2f2~2~~n2-t3n~2~< 
2-(“+l)*. Thus (a) and (b) together imply that the substring of the binary represen- 
tation of m(S), from the ((n + l)“+ 1)st bit to ((n + 2)‘- 2)nd bit (to the right of 
the binary point), is the binary representation of b,. Also, by adding 2-(nt2)2 to 
m(S,,), we make sure that we may extract the above bits exactly from an 
approximation d to m(S) with an error ~2-((~+*)~+‘). Therefore, if (a) and (b) are 
satisfied by {S,,}, then (ii)+ (iii). 
For each string t E (0, l)“, let d, = O.O”lOlt. Define 
s, = (U {(d, - 2-((n+2)2-1), d, + 2p((n+2)2-1)) : lth(t) = ~1, t E B}) 
u (d’, d’+ 2~(“+*)*), 
where d’= O.O”ll. 
First note that prec(d,) = 2n + 3 < (n + 2)* - 2, and so, all the above intervals are 
disjoint. Thus m(S,,) = b, * 2-((n+2)2-2)+ 2--(“+‘)‘. Also, S, G (2-(“+l), 2?), and so 
the S,,‘s are pairwise disjoint. 
It is left to show that S is polynomial-time approximable. Let T,, = U Fzl S,. It 
suffices to show that {7”} is polynomial-time computable (by Theorem 3.2). This 
fact is easy to verify from our construction of S,,, because B is polynomial-time 
computable. so the proof of (ii)+ (iii) is completed. 
(iv) + (i). Let f be polynomial-time approximable, and cfk} be a sequence of 
simple step functions which converges to f in the sense of Theorem 4.2. Since 
m*{X:If,(X)-ff(X)I>2-n}g2-n, we need only to show that the discrete function 
0(0”) = 5; f,, is polynomial-time computable. 
Assume that p is a polynomial such that all endpoints of f,, and all values of 
f,,(x) are dyadic rationals of precision <p(n). Then 
I u1 f,, = 1 u,(d) : d E D, d has precision p(n) + 1, 
and d ends with 1). 2-p(n). 
We show that g(0”) = (Ji f,,) . 22p(n) is a function in #PI. 
Consider the following nondeterministic TM M. M(On) works as follows. First, 
it nondeterministically gets a string s of length p(n). Let d be the dyadic rational 
whose binary representation is 0.~1. Then it, again, nondeterministically gets a 
string t of length p(n). Now, M computes f,(d), and accepts 0” if and only if the 
dyadic rational number e represented by 0.t is Sf,,(d). This polynomial-time 
nondeterminstic TM M has C Cf,(d) * 2 p(n): d has precision p(n)+ 1 and d ends 
with l} many accepting paths, That is, g(0”) is the number of accepting paths of 
M, and so g is in #PI. 0 
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Theorem 6.3. The following are equivalent. 
(i) If f is polynomial-time approximable, then the function If(x) = 5; f is 
polynomial-time computable. 
(ii) If T is a polynomial-time approximable set, then the function h,(x) = 
m (T n [0, x]) is polynomial-time computable. 
(iii) If B G (0, l}* x (0, l}* is polynomialltime computable, and p is a polynomial 
in POLY, then the function 0, :{O, l}*+{O, l}“, defined by 0,(s) = the binary 
representation of the cardinal&y of {t ~(0, l}*:lth(t) = p(lth(s)) and (s, t)EB} is 
polynomial-time computable. 
(iv) FP = #P. 
Proof. (iii)@(iv) is well known from the definition of #P. 
(i) 3 (ii) is immediate. 
(ii) + (iii). Let B and p be given as specified in (iii). We will construct a set 
Tc_ [0, 11 such that the value 0,(s) may be extracted from h,(x)- hT(y) for some 
x and y which are computable from s in polynomial time. 
More specifically, for each s ~(0, l}“, let d, = O.O”ls, and e, = O.O”lsll. We 
note that if s, # s2 then (d,,, e,,) n(dS2, e,J = 53. We will make m(Tn(d,, e,)) = 
f&(s) . 2- (p(n)+Zn+3) + 2-(p(n)+2n+5). So, if h, is polynomial time computable, then 
we can compute an approximate value of h,(e,)- h,(d,) and, from the first 
p(n) + 2n + 3 bits of h,(e,) - h,(d,), we can find 0,(s) in polynomial time. 
To satisfy the above requirement, we define, for each t E (0, l}* with lth(t) = 
p(n), an interval 
J,,, = (O.OnIsOlt -2-(p(n)+zn+4), 0~0~~~0~ t + 2-(p(n)+2n+49, 
and let J,,, be in T if and only if (s, t)E B. Also let the interval 
(O.O”lsl, O.O”lsl+ 2-(p(“)-t2”ts)) be in T. Then 
m (T n (d,, e,)) = ,j, (s) . 2-(Ph)+2n+3) +2-(P(n)+h+5). 
It is left to show that T is polynomial-time approximable. Let T,, = Tn[2-“, 11. 
We claim that {T,} satisfies conditions (i)-(iii) of Theorem 3.2. First, it is obvious 
that m(T,, A T) ~2~“. Secondly, all endpoints of T,, are of precision <p(n)+2n + 
5. Finally, for any given dyadic rational d 2 27, we can first find s such that 
d E (d,, e,) and then determine t such that d EJ,,, (or, d$ (d,, e,) for all s, or 
d E (d,, e,) but dq! J,,, for all t, in which cases, we know that d $ T,,). Since B is 
polynomial-time computable, whether d E T,, or not can be reduced to the 
question of whether (s, t) E B or not, and may be determined in polynomial time. So 
T is polynomial-time approximable. 
(iv)+ (i). Let f be polynomial-time approximable and cf,} be a sequence of 
simple step functions which satisfies conditions (i)-(iii) of Theorem 4.2. We will 
show that the function g :{O, l}*+{O, l}* defined by g(d) = Jf fprecCdj is in ##P. 
Thus, FP = #P implies that g is in P, and hence the function 1, is polynomial-time 
computable, because m*{xE[O, 1]:Ifn(x)-f(x)J>2-“}~2Pn. 
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Assume that all the endpoints of f,, and all values fn(x) are of precision <p(n). 
We consider a nondeterministic TM M. M works on d ~(0, l}* as follows. Let 
prec(d) = n. First it nondeterministically generates a string s of length p(n), and 
verifies that s <d. Then M computes f,,(e) where e = 0.~1. Then, it nondeter- 
ministically generated a string t of length p(n), and verifies that O.t<f,,(e). M 
accepts d if the strings s and t generated satisfy the conditions that s <d and 
O.tsf,(O.sl). 
For each d of length II, there are exactly 1 Cf,(e) : e ED, prec(e) = p(n) + 1, e 
ends with 1 and e <d} . 2p(n) many accepting paths for M(d). Thus, g(d). 2p(n) = 
the number of accepting paths for M(d), and hence in #P. 0 
The above result indicates that the Kreise-Lacombe definition of recursively 
measurable sets, that S is recursively measurable if the function h,(x) = 
m(S n [0, x]) is recursive, is not appropriate at the polynomial level, in view of the 
common belief that FP # #P_ 
7. Concluding remarks 
In this paper we developed a complexity theory of measurable functions, and 
defined the class of polynomial-time approximable functions as a simple formula- 
tion of ‘feasibly computable’ measurable functions. We studied the question of the 
relationship between polynomial-time approximability and polynomial-time com- 
putability, and the question of the computational complexity of the Lebesgue 
integrals of polynomial-time approximable functions. The results we obtained 
revealed a close connection between the polynomial-time analysis and the 
polynomial-level discrete complexity theory (or, as it is well known, the NP 
theory). In particular, the concepts of nondeterministic and probabilistic computa- 
tion have found interesting applications in the study of polynomial-time analysis. 
We observe that the questions studied in this paper have simple answers at the 
recursive level. In fact, a complete classification of the computability of linear 
operators in analysis is possible [23]. On the other hand, these questions, when 
formulated at the polynomial-time level, have been shown to be equivalent to 
some major open questions in the NP theory, and thus cannot be completely 
solved without a major breakthrough in discrete complexity theory. It is hoped that 
the study of polynomial-time analysis, through the use of the new concepts in the 
NP theory, not only increases our understanding of the intrinsic difficulty of 
various numerical operations, but also provides new insight into the relationship 
between continuous and discrete computation. To reach these goals, further 
investigations of polynomial-time analysis must be carried over. One of the 
possible approach, directly related to the questions considered in this paper, is to 
consider other types of approximation definitions and investigate the computa- 
tional complexity of numerical operations in the new setting. For instance, Kreitz 
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and Weihrauch [ 131 has defined a class of partial computable real functions which 
are weaker than partial computable real functions considered in Ko and Friedman 
[ 1 l] but are stronger than recursively approximable functions defined in Section 
4. Another possible extension of our theory is to follow Pour-El and Richards’s 
approach [23] to give an axiomatic treatment of the computational complexity on 
Banach spaces and L*-spaces. The abstract approach may be a little weak in 
classifying the precise complexity of operators in analysis, but it can show more 
clearly the relationship between continuous and discrete computation, as well as 
the complexity-theoretic and analytical properties in the abstract spaces. 
Appendix 
In this appendix, we sketch a proof of Lemma 5.1. First note that a polynomial- 
time probabilistic TM M, may be simulated by a deterministic TMM, in the 
following sense. Let s be the input to MI and lth(s) = n. M2 operates on two 
inputs: s and t ~(0, l)p(“), where p is a polynomial bound of the running time of 
MI. With inputs s and t, M2 simulates the computation of MI on input s, using t 
as a random string. That is, if M, enters a probabilistic state at the kth step, M2 
uses the kth bit of t to determine the new state of MI. The relationship between 
M, and M, is the following: For each s ~(0, l}*, lth(s) = n, 
Pr{M1 accepts s) . 2p(n) = cardinality {t E (0, 1)p’“’ : Mz accepts (s, t)}. 
Now we observe the following two facts. 
Fact 1. If M, is a polynomial-time probabilistic TM which accepts B with an error 
bound e, <$, then there is a polynomial-time probabilistic TMM, which accepts B 
with an error bound e3 CA. (Just simulate MI many times and take the majority 
result.) 
Fact 2. If the probability of a single event E is 5, then in a sequence of (2k + 1) 
repeated independent trials, the probability of having at least k + 1 occurrences of E 
is >l- 2-k. (A simple combinatorial result which may be proved by using the 
Stirling approximation formula to k ! .) 
From Facts 1 and 2, we claim that if B E BPP then there is a probabilistic 
TM M4 which operates on two inputs k and s such that (i) M,(k, s) operates in 
<q(k + lth(s)) steps for some polynomial p, and (ii) Pr{M,(k, s) # x~(s)}<~-~. 
Now we use a deterministic TM M5 to simulate M4_ We have that for each s of 
length n, 
Cardinality {t ~(0, l}* :lth(t) = q(k + n), M,(k, s, t) # xs(s)}S 2q(kf”)-k. 0 
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