A scheme is called schurian if it is isomorphic to G//H for some group G and some subgroup H of G. The search for sufficient conditions for schemes (not only for schemes of finite valency) to be schurian is one of the major challenges in abstract scheme theory. Jacques Tits' main result on buildings of spherical type can be considered as one of the earliest results in this direction; cf. [6] and [8] .
It is easy to see that thin schemes are schurian. In fact, thin schemes are exactly the schurian schemes with H = {1}. Thus, it seems to be natural to ask whether schemes with thin thin residue are still schurian. In general, this is not the case; cf. [1] or [5] .
In [3, Theorem C] , it was shown that schemes S of finite valency are schurian if O ϑ (S) is thin and the set of all normal closed subsets of O ϑ (S) is linearly ordered with respect to set-theoretic inclusion. More recently, Mitsugu Hirasaka gave a far reaching sufficient condition for schemes S of finite valency and with thin thin residue to have an automorphism group acting transitively on the underlying set (of vertices) of S; cf. [2, Theorem 1.2]. Referring to both of these results we obtain the following theorem as the main result of the present note.
Theorem. Let S be a scheme of finite valency. Assume that O ϑ (S) is the direct product of two thin simple closed subsets of different order. Then S is schurian.
The condition that the two thin simple closed subsets of O ϑ (S) have different order cannot be omitted. There exists a non-schurian scheme of valency 28 in which the thin residue is an elementary abelian group of order 4; cf. [5] .
In Appendix A, we give a complete analysis of the schurian schemes of finite valency the thin residue of which is the direct product of two thin simple closed subsets of different order; cf. Theorem A.4 and Theorem A.5. Roughly speaking these schemes arise from maximal normal subgroups of minimal normal subgroups of finite groups.
Preliminaries
Let X be a set. We write 1 X to denote the set of all pairs (x, x) with x ∈ X . For each subset r of the cartesian product X × X , we define r * to be the set of all pairs (y, z) with (z, y) ∈ r. Whenever x stands for an element in X and r for a subset of X × X , we define xr to be the set of all elements y in X such that (x, y) ∈ r.
Let S be a partition of X × X with 1 X ∈ S, and assume that, for each element s in S, s * ∈ S. The set S is called an association scheme or simply a scheme on X if, for any three elements p, q, and r in S, there exists an integer a pqr such that, for any two elements y in X and z in yr, |yp ∩ zq * | = a pqr .
Until the end of Section 5, the letter X will now stand for a finite set, the letter S for a scheme on X . Instead of 1 X we shall write 1.
For each element s in S, we set n s := a ss * 1 and call this integer the valency of s. It is easy to see that n s * = n s for each element s in S; cf. [ 
For a proof of the following lemma the reader is referred to [7 For any two nonempty subsets P and Q of S, we define P Q to be the set of all elements s in S for which there exist elements p in P and q in Q satisfying 1 a pqs . For each nonempty subset R of S, we define R * to be the set of all elements r * with r ∈ R. Lemma 1.2. Let P and Q be nonempty subsets of S. Then the following hold. Let R be a nonempty subset of S. We define n R to be the sum of the integers n r with r ∈ R. The integer n R is called the valency of R.
(i) For each nonempty subset R of S, we have (P
The following lemma is [7, Lemma 1.4.4(i)].
Lemma 1.5. For any two nonempty subsets P and Q of S, we have n Q n P Q .
Let T be a closed subset of S. For each element x in X , we define xT to be the union of the sets xt with t ∈ T . We set
Given an element s in S and a nonempty subset R of S, we set Rs := R{s} and sR := {s}R. We
The following lemma is a consequence of [7 Let X be a finite set, and let S be a scheme on X . A bijective map φ from X to X is called an isomorphism from S to S if there exists a map σ from S to S such that (xs)φ ⊆ (xφ) (sσ ) for any two elements x in X and s in S.
Two schemes are called isomorphic if there exists an isomorphism from one to the other one.
for any two elements x in X and s in S. Proposition 1.9 says that S is schurian if and only if the automorphism group G of S acts transitively on X and the one-point stabilizer G x of an element x in G acts transitively on xs for each element s in S.
For a proof of Proposition 1.9 the reader is referred to [7, Theorem 6.3 .1].
General consequences of the condition O ϑ (S) ⊆ O ϑ (S)
In this section, we assume that
(S), and we set T := O ϑ (S).
Let s be an element in S. Then we have |st| = 1 for each element t in T ; cf. Lemma 1.4. We define
Since spq = sq = {s} for any two elements p and q in T s , T s is closed. Moreover, if s in T , T s = {1}.
Lemma 2.1. Let s be an element in S.
Then the following conditions hold.
Recall also that we are assuming that O ϑ (S) ⊆ T . Thus, as t ∈ s * s, t is thin. Thus, by Lemma 1.4 that |st| = 1.
From s ∈ st and |st| = 1 we obtain st = {s}, and that means that t ∈ T s . Conversely, let t be an element in T s . Then, by definition, s ∈ st. Thus, by Lemma 1.3(ii), t ∈ s * s.
(ii) Considering (i) this follows from the definition of T s .
(iii) From (i) and (ii) we obtain s * T s * s = s * ss * s = T s .
(iv) From Lemma 1.5 we obtain n s n s * s n ss * s . Thus, the claim follows from (ii).
(v) From Lemma 1.8(ii) we know that s * s ⊆ O ϑ (S). Thus, as we are assuming that O ϑ (S) ⊆ T , s * s is thin. It follows that |s * s| = n s * s . On the other hand, we obtain from (i) that |s * s| = |T s |, so that the claim follows from (iv). 2
Lemma 2.2. Let s be an element in S. Then the following conditions hold. (i) Let U be a closed subset of T with s ∈ N S (U ). Then U ⊆ K S (T s ). (ii) We have T s P O ϑ (S).
Proof. (i) Considering Lemma 2.1(i) this follows from Lemma 1.7.
(ii) From Lemma 1.
On the other hand, we know from Lemma 1.
We shall now look at products of elements in S. In Lemma 2.3, we consider products in general, in Lemma 2.4 products pq with T p ⊆ T q * . Proof. (i) Let y be an element in X , and let z be an element in yr. Then, as we are assuming that r ∈ pq, z ∈ ypq. Thus, there exists an element w in yp such that z ∈ wq. From w ∈ yp we obtain y ∈ wp * , from z ∈ wq we obtain w ∈ zq * .
Lemma 2.3. Let p and q be elements in S, and let r be an element in pq. Then the following hold.
Let x be an element in wp * p ∩ wqq * . From x ∈ wp * p and w ∈ yp we obtain x ∈ ypp * p. However, from Lemma 2.1(ii) we know that {p} = pp * p. Thus, x ∈ yp. Similarly we obtain from x ∈ wqq * and w ∈ zq * that x ∈ zq * . Thus, x ∈ yp ∩ zq * .
Conversely, let x be an element in yp ∩ zq * . Then, as y ∈ wp * and z ∈ wq, x ∈ wp * p ∩ wqq * .
Thus, we have seen that
and that proves the statement.
(ii) Let s be an element in pq. (iv) Let s be an element in pq. Then, by (ii), s ∈ rT q . Thus, there exists an element t in T q such that s ∈ rt. Thus, as t is thin, rt = {s}; cf. Lemma 1.4. Thus,
On the other hand, referring to Lemma 2.2(ii) we obtain 
Thus, as we are assuming that
On the other hand, we know from Lemma 2.
(ii) Recall from Lemma 2.3(vii) that n pq = |pq|n r for each element r in pq. Thus, by (i), n pq = n q .
(iii) Let r be an element in pq. Then, by Lemma 2.3(vii), n pq = |pq|n r and, by Lemma 2.3(iii),
From (ii) we know that n pq = n q , from Lemma 2.1(v) that |T q | = n q . Thus, we have n r = |T q ∩ T r |. We are assuming that r ∈ N S (E). Thus, Er = r E. Thus, as f ∈ E, there exists an element e in E such that f r = re.
From f r = re and f r = sg we obtain re = sg. Thus, by Lemma 1.2(iii), r * s ∩ eg * is not empty. Thus, as |eg * | = 1,
cf. Lemma 2.1(iii) for the last equation.
On the other hand, we have e ∈ E and g ∈ E. Thus, as E is assumed to be closed, eg * ⊆ E. Thus, as eg * ⊆ T q and T q ∩ E = {1}, eg * = {1}. Thus, e = g.
From e = g and f r = re we obtain f r = rg. 2
Lemma 3.2. For any two elements s in N S (E) with T s ∩ E = {1} and e in E, there exists exactly one element f in E such that es = sf .

Proof. Let s be an element in N S (E)
satisfying T s ∩ E = {1}, and let e be an element in E. From s ∈ N S (E) we obtain es ⊆ Es = sE.
Thus, E possesses an element f such that es = sf . In order to prove uniqueness we fix an element g in E satisfying es = sg. From es = sf and es = sg we obtain sf = sg. Thus, sf g * = {s}, and this means that f g * ⊆ T s .
On the other hand, we have f ∈ E and g ∈ E. Thus, as E is assumed to be closed, f g * ⊆ E. It follows that f g * ⊆ T s ∩ E = {1}. Thus, f g * = {1}, and that means that f = g. 2
For any two elements s in N S (E) with T s ∩ E = {1} and e in E, we define e s to be the uniquely determined element f in E which we found in Lemma 3.2 to satisfy es = sf . Thus, we have es = se s . 
Lemma 3.3. Let p, q, and r be elements in N S (E) such that T p ∩
E = {1}, T q ∩ E = {1}, T r ∩ E = {1},
Automorphisms
In this section, we assume that O ϑ (S) ⊆ O ϑ (S) and that O ϑ (S) is direct product of two simple
closed subsets of different order. We call these two simple closed subsets C and D. 
(S).
Define U to be the set of all elements s in S with T s = {1} or T s = C , define V as the set of all elements s in S with T s = {1} or T s = D. 
(ii) We have U ⊆ N S (D) and V ⊆ N S (C).
Proof. (i) We show that U is closed. That V is closed follows similarly.
Let p and q be elements in U , and let r be an element in p * q. We have to show that r ∈ U . From p ∈ U we obtain T p ⊆ C . Similarly, as q ∈ U , T q ⊆ C . From Lemma 2.5(ii) we also know that T p * = T p and that T q * = T q . Thus, we must have T p * ⊆ T q * or T q * ⊆ T p * . In the first case, we obtain T r ⊆ T q , in the second case, T r * ⊆ T p ; cf. Lemma 2.4(iii). Thus, as T r * = T r , we have T r ⊆ C in both cases, and that means that r ∈ U .
(ii) We show that U ⊆ N S (D). That V ⊆ N S (C) follows similarly. Let u be an element in U . We have to show that u ∈ N S (D). For each element x in X \ zU , we define xφ := x. For each element x in zU , we define xφ to be the uniquely determined element in xd r where r is the uniquely determined element in U satisfying
is the unique determined element in zd. Thus, as z ∈ zd, zφ = z . In order to show that φ is an automorphism of S, we fix elements v and w in X , and we denote by r the uniquely determined element in S satisfying w ∈ vr. We shall be done if we succeed in showing that wφ ∈ vφr.
(a) If v / ∈ zU and w / ∈ zU , wφ = w ∈ vr = vφr, so that we are done in this case.
(b) Assume that v / ∈ zU and that w ∈ zU . From v / ∈ zU we obtain vφ = v. From w ∈ zU we obtain wφ ∈ w D.
Suppose that r ∈ U . Then, as w ∈ vr, w ∈ vU . Thus, as w ∈ zU , v ∈ zU ; cf. Lemma 1.6(i) and recall that, by Lemma 4.1(i), U is closed. This contradiction proves r / ∈ U . Since r / ∈ U , T r = {1} and T r = C . Thus,
and we are done.
(c) If v ∈ zU and w / ∈ zU , one obtains vφ ∈ wφr * in exactly the same way as one obtains wφ ∈ vφr in case (b). One just has to replace v, w, and r with w, v, and r * . The condition vφ ∈ wφr * , however, is equivalent to wφ ∈ vφr.
(d) Assume, finally, that v ∈ zU and that w ∈ zU . Since v ∈ zU , U possesses an element p such that v ∈ zp. Similarly, as w ∈ zU , U possesses an element q such that w ∈ zq. Thus, by definition, vφ ∈ vd p and wφ ∈ wd q .
From w ∈ vr and v ∈ zp we obtain w ∈ zpr. Thus, as w ∈ zq, q ∈ pr. From p, q ∈ U and q ∈ pr we obtain r ∈ U . From Lemma 4.1(ii) we know that
If r is not thin, we obtain from r ∈ U that T r = C . Thus, T r * = C ; cf. Lemma 2.5(ii). Thus, as Proof. Since z ∈ ys, y ∈ zs * . Thus, as z ∈ ys, z ∈ zs * s. Thus, as
We are assuming that O ϑ (S) = U . Thus, U possesses an element p such that T p = C . From Lemma 2.1(i) we also know that p * p = T p . Thus, p * p = C . Thus, as z ∈ zC , z ∈ zp * p. Thus, zp * possesses an element v with z ∈ vp. From v ∈ zp * we obtain z ∈ vp. Thus, as p ∈ U , S possesses an automorphism χ such that xχ = x for each element x in X \ zV and zχ = z ; cf. Lemma 4.2.
From Lemma 4.1(i) we know that V is closed. Thus, as s ∈ S \ V , s * ∈ S \ V . On the other hand, as z ∈ ys, y ∈ zs * . Thus, y ∈ X \ zV . Thus, yχ = y.
Similarly, one obtains from O ϑ (S) = V an automorphism ψ of S such that yψ = y and z ψ = z .
Thus, setting φ := χ ψ , we obtain yφ = y and zφ = z . 2
Proof of the theorem
Assume that O ϑ (S) is direct product of two thin simple closed subsets C and D of different order.
We shall prove that S is schurian. Suppose that i = 1 and j = 1, and assume, by way of contradiction, that Thus, as 
Similarly,
(ii) Let i be an element in {1, . . . ,k}. Then 
If N/N 1 is commutative, we obtain from [4, 1.6.4] that N/M 1 is the direct product of simple groups isomorphic to N/N 1 . If N/N 1 is not commutative, the same conclusion follows from Lemma A.2.
(ii) From (i) we know that N/M 1 is the direct product of simple groups isomorphic to N/N 1 . Similarly, we obtain that N/M 2 is the direct product of simple groups isomorphic to N/N 2 . Thus, as 
Thus, the claim follows from the fact that N/N 2 is assumed to be simple. 
and then 
G//H ∼ = (G/K )//(H/K ).
Thus, we may assume that K = {1}.
We 
This proves the theorem. 2
