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Abstract---Complex path-indepcmdent integrals have been extensively used in applied mathematics 
for the location of zeros and poles of analytic and meromorphlc functions, but also in applied me- 
chanics for the computation of stress intensity factors and the location of simple cracks and related 
discontinuity intervals of sectionally analytic functions, as well as for the computation of stress in- 
tensity factors. Here we generallze this approach to the problem of location of discontinuity intervals 
corresponding to interface cracks in plane elasticity (or to ordinary cracks, but under mixed load- 
hag conditions). The general case of this problem is also considered. The computer algebra system 
DERIVE was found appropriate for use in the formal (symbolic) computations of the present paper. 
1. INTRODUCTION 
Complex path-independent i egrals have been repeatedly used for the location of zeros of an- 
alytic functions or zeros and poles of meromorphic functions in the complex plane. A rather 
complete review of the related results can be found in [1]. The case of essential singularities was 
studied in [2]. On the other hand, an analogous class of integrals was used in plane elasticity for 
the computation of stress intensity factors in crack problems and additional quantities of practical 
interest (see, e.g., [3] and the references there). A generalization tothe case of straight discontinu- 
ity intervals with an application to crack problems is described in [4], where a numerical method 
is proposed. If a sectionally analytic function has a boundary contour or a discontinuity arc of 
completely known shape and under completely known boundary conditions, then the method 
of [5], based also on complex path-independent i egrals, can also easily be used. Furthermore, 
an approach for the location of one or two straight crack tips was proposed in [6], whereas for 
the location of a whole simple straight crack in [7]. 
Here we will consider a more general case than that of [7]. More explicitly, we will assume 
that the sectionally analytic function F(z) possesses orders of singularity -g  and g - 1 (possibly 
complex) at the tips of its discontinuity interval [a, b], being of the form 
Coz + C~ 
F(z) = (z - a)g(z - b)l-g Jr G(z), 0 < Keg < 1 (1) 
where G(z) is assumed to be an analytic function without poles or discontinuity intervals. This 
form of F(z) is much more general than that having been considered in [7], since g is arbitrary 
and not equal to -1 /2  as was assumed in [7] (for the first and the second fundamental problems 
for cracks [8, pp. 504-511]). 
The aim of this paper is to consider the complex path-independent i egrals for the problem 
of location of the discontinuity interval [a, b] of F(z) (a and b may be complex numbers as 
well). This is a nontrivial generalization of the results of [7]. Moreover, we wish to show the 
effectiveness of computer algebra systems and we present below some results having been obtained 
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by DERIVE [9], which is a rather elementary computer algebra system. More powerful systems, 
like MATHEMATICA [10], can also be successfully used although they are not available to this 
author now. In any case, the use of computer for the necessary complicated formal (symbolic) 
computations seems to be a recommended possibility. 
The above-described situation for F(z)  finds direct applications to crack problems. More 
explicitly, such applications concern the classical interface crack problem (see, e.g., [11, pp. 76- 
89] and the literature reported there or [12,13]) and the simple crack, but under mixed boundary 
conditions (see, e.g., [8, pp. 511-513]; [11, pp. 48-50]). Beyond the theoretical importance of 
the present problem, its practical interest in the theory of elasticity is also obvious especially if 
we take into account that the location of cracks by using data on a closed contour C far away 
from the crack is, in our opinion, a challenging possibility in nondestructive t sting. Of course, 
it will become obvious from our results, to be presented in the next section, that the analytical 
formulae become frequently extremely complicated even for computer algebra systems. In such 
cases, the analytical results should be accompanied by powerful numerical techniques for systems 
of nonlinear equations. 
2. SYMBOLIC  COMPUTATIONS 
In Table 1 we display the formulae in our problem (already having been described in section 1) 
having used DERIVE ~] for the necessary symbolic computations (slightly edited). (We notice 
that the symbols" and i are used as the continuation sign and the imaginary unit, respectively, 
in DERIVE's notation. Moreover, we denote the equations of "l~ble 1 by the symbol D in front 
of their number.) Of course, our results are based on the formula (1) for the sectionally analytic 
function F(z) .  
Table 1. Symbolic results from DERIVE 1.56 for the loc~tlon of the discontinuity 
int~'val [a, b]. 
DI:  
D2 : 
D3 : 
D4 : 
D5 : 
D6 : 
D7 : 
D8 : 
D9 : 
FO(z, c, h) := TAYLOR ((I - cz) h, z, 0, 5) 
F0(z,  c, h) := -cShzS(h  - 4)(h - 3)(h - 2)(h - 1)/12 
~, 0 % c4hz4(h - 3)(h - 2)(h - 1)/24 - c3hzS(h - 2)(h 
-1 ) /6  + c2hzS(h - 1)/2 - chz + 1 
P6(z) := TAYLOR (zF0(z,  a, -g )F0(z ,  b, g - 1), z, 0, 6) 
P6(z) := ze(aS9(g + 1)(g + 2)(9 + 3)(9 + 4) - 5a4bg 
(g - 1)(9 + 1)(9 + 2)(g + 3) + lOaSb~g(g - 2)(g - 1)(~ 
g + 1)(9 + 2) - lOaSb3g(g - 3)(g - 2)(g - 1)(9 ÷ 1)+ 
5ab4g(g  - 4)(g - 3)(g - 2)(9 - 1) + b5(5 - g)(g - 4) 
= (g - 3)(g - 2)(g - 1))/120 + zS(a4g(g + 1)(g + 2)(g+ 
3) - 4aSbg(g - 1)(9 + 1)(g + 2) + 6aSbSg(g  - 2)(g 
-1) (g  + 1) - 4ab3g(g - 3)(9 - 2)(g - 1) + b4(g - 4)(~ 
g - 3)(9 - 2)(g - 1))/24 + z4(aSg(g + 1)(9 + 2) - 3a 2 
bg(9 - 1)(9 + 1) + 3abSg(g - 2)(9 - 1) + bS(3 - 9)(~ 
g - 2)(g - 1))/6 + zS(a2g(g + 1) - 2abg(9 - 1) + b ~ 
(g - 2)(9 - 1))/2 + zS(ag + b(1 - g)) + z 
A0(a, b) := 1 
Al(a, b) := ag + b(1 - g) 
A2(a, b) := (a=g(g % 1) - 2abg(g - 1) + bS(g - 2)(g-  "~ 
1))/2 
A3(a, b) := (a39(g + 1)(g + 2) - 3a2bg(g - 1)(g + 1) 
+3abSg(g  - 2)(9 - 1) + bS(3 - g)(g - 2)(g - 1))/6 
A4(a, b) := (a49(9 + 1)(g + 2)(9 -{- 3) - 4a3bg(g - 1) 
(g -t- 1)(g + 2) + 6a2bSg(9 - 2)(9 - 1)(g + 1) - 4abS9 
(g - 3)(9 - 2)(9 - 1) + b4(g - 4)(9 - 3)(g - 2)(g - 1)) 
/24 
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D10 : 
D l l  : 
D12 : 
D13 : 
D14 : 
D15 : 
D16 : 
D17 : 
D18 : 
D19 : 
D20 : 
D21 : 
D22 : 
D23 : 
D24 : 
D25 : 
D26 : 
D27 : 
D28 : 
D29 : 
D30 : 
D31 : 
D32 : 
D33 : 
D34 : 
D35 : 
D36 : 
D37 : 
D38 : 
D39 : 
D40 : 
D41 : 
D42 : 
D43 : 
Table 1, cont'd. 
A5(a, b) := (aSg(g + 1)(g + 2)(g + 3)(g + 4) - 5a4bg = 
(g - 1)(g + 1)(g + 2)(g + 3) + lOaab~g(g - 2)(g - 1)(~ 
g + 1)(g + 2) - lOa~bSg(g - 3)(g - 2)(g - 1)(g + 1)+ 
,m 5ab4g(g - 4)(g - 3)(g - 2)(g - 1) + bS(5 - g)(g - 4) 
(g - 3)(g - 2)(g - 1 ) ) /120  
AO(a, b)z + Al(a, b)z 2 + A2(a, b)z s + A3(a, b)z 4 + A4 
(a, b)x s + A5(a, b)x 6 - P6(=) 
0 
"F IRST  APPL ICAT ION - cl only" 
iO = AO(a, b)cl 
i l  = A l (a ,b )c l  
i2 = A2(a, b)cl 
i3 = A3(a, b)cl 
i4 = A4(a, b)cl 
i5 -- A5(a, b)cl 
SOLVE (i0 = AO(a, b)cl, cl)  
c l  := i0 
SOLVE ( i l  = Al(a, b)cl, b) 
B := (agiO - il)/(iO(g - 1)) 
SOLVE (i2 = A2(a, B)c l ,  a) 
[a = il/iO - V~/( i0 i2  - i12)V /~ - 1) ] (v~i0) ,  a = i l/iO 
~, +vf f tx / ( i0 i2  - i12)~/(dyiO)] 
A := i l/iO - V~/( i0 i2  - i l~)v /~/ (v r~ iO)  
B := i l/iO - ~/~/ ( i0 i2  - i l2)/(iOv/-~ - 1)) 
A := i l l iO + v~/ ( i0 i2  - i12)V /~ - 1 ) / (v~i0  )
B := i l/iO + V~V~X/ ( i0 i2  - i l 2 ) ] ( iO~)  
"SECOND APPL ICAT ION-  both c0 and el ,  but known in advance" 
iO = Al(  a, b)cO + AO(a, b)cl 
i l  = A2(a, b)cO + Al(a, b)cl 
i2 = A3(a, b)cO + A2(a, b)cl 
i3 = A4(a, b)cO + A3(a, b)cl 
i4 = A5(a, b)cO + A4(a, b)cl 
SOLVE (iO = Al(a, b)cO + AO(a, b)cl, b) 
B := (acOg + cl - iO)/(cO(g - 1)) 
SOLVE ( i l  = A2(a, B)c0 + Al(a, B)c l ,  a) 
[a = (i0 - c l ) /c0  - v t~~X/ (c0 i l  + cliO - i02)1("~ 
C0V~), a = (i0 - e l ) I t0  + Vt2~~~/(c0 i l  + el i0 - i 
o2)/(cOv )] 
A := (i0 - cl)/cO - Vt '~~~/(c0 i l  + el i0 - i02)/(~ 
cOve) 
B := (i0 - cl)/cO - V~v/ f f~/ (c0 i l  + i0(cl  - iO))'/(cOx/~ 
- 1)) 
A := (i0 - cl)/cO + V~~k/ (C0 i l  + cliO - i02)/(~ 
cOv~ ) 
B := (i0 - cl)lcO + v/2;V/ffX/(c0il + i0(cl  - i0 ) ) / (C0v~ 
-9 - I ) )  
More explicitly, in (D1) we request the Maclaurin series for (1 - cz) h as a quintic polynomial  
in z. (The variable z is used instead of 1/z in the formulae of Table 1.) The  result is given by 
(D2),  having been obtained using the TAYLOR command of DERIVE  [9] in (D1). This result, 
(D2),  is used in (D3) so that  we can obtain in (D4) the Maclaurin series (in x) or, better,  the 
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Laurent series (in z = 1/z) of the sectionally analytic function 
t t ( z )  - (11z) (1  - a lz ) -g (1  - blz)  g - l ,  x - l lz or z - l l z  (2 )  
which corresponds to the denominator in [1]. This polynomialis denoted by P6(z) in (D3) and 
(D4). The coefficients of this polynomial, Aj(a, b)(j = 0(1)5), are displayed in (D5) to (D10), 
respectively. A verification of the accuracy of these coefficients i made in (Dl l )  with the result 
(D12). These coefficients are given as functions of the unknown quantities a and b for the positions 
of the ends of the discontinuity interval Is, b] of F(z) or, equivalently, H(z). 
Now, if we consider the following complex path-independent i egrals (analogous to those 
having been used in [7]) on a sectionally smooth closed contour C surrounding Is, b] 
1 /c zJK(z)dz (3) 
Ij = 27ri 
where j is an integer (frequently a nonnegative one), we observe directly from the classical residue 
theorem in complex analysis [14, pp. 170-173] that 
Ij = Aj for K(z) = H(z) (4) 
Therefore, two of these integrals are sufficient in principle for the initial computation ofa and b. 
Next, one or two more of Ij can be used for the verification of the obtained results. 
Let us describe the approach in some more detail. We assume that Co is zero in (1) and that 
the value of C1 is not known in advance. Then we have three unknown quantities: C1, a and b. 
In this case, 
F(z) = ClH(z) + G(z) (5) 
as is clear from (1) and (2). In this particular case, (4) take the slightly more complicated forms 
(O14) to (O19) for j = 0(1)5. From (O14) we determine directly C1 on the basis of I0 because 
of (D5). This is described in (D20) and (021). Next, we have to determine a and b. By solving 
(O15) in (022), we get b as a function of a in (023). Next, by using (023), we solve (O16) in 
(D24) and we get two values for a in (D25). From (023) we get the corresponding values of 
b. These results are displayed in (D26) and (D27) for the first solution (a, b) and in (D28) and 
(D29) for the second solution. The complex path-independent i tegrals I0, /1 and I2 are the 
only used in these formulae. Of course, in reality, only one of these solutions is acceptable. This 
solution can be found by using (D17) or (D18) or (D19). More than one of these equations can 
also be used for the verification of the correct solution. Because of (3), with K(z) given by F(z) 
in (5) in the present application, the same values of this sectionally analytic function are required 
for the computation of the whole set of complex path-independent i egrals Ij; no additional 
functional evaluations or just measurements on C are necessary for any one of these integrals. 
As a second application, we consider the general case (1) for F(z), but we assume that Co and 
C1 are known in advance. In this case, we easily get the formulae (031) to (D35) for the complex 
path-independent i tegrals Ij(j = 0(1)4). (These formulae are analogous to the corresponding 
formulae in [7], but obviously, here the expressions for Aj (j = 1(1)5) are much more complicated 
than in [7]; these expressions are given here by (D6) to (D10) as was already mentioned.) We 
follow an approach similar to that in the previous paragraph. In (D36) and (D37) we solve (D31) 
with respect o b (as a function of a). Next, in (D38) and (D39) we use (D37) in (D32) and we 
find two solutions for a. Furthermore, because of (D37), we are now able to display in (D40) and 
(D41), as well as in (D42) and (043) the two pairs of solutions (a, b) in our application. The 
complex path-independent i tegrals I0 and I1 are used in these formulae. Of course, we should 
next use one or more of (D33), (D34) and (D35) in order to find which one of the two above 
solutions is the really correct one and, further, to verify this solution. 
3. CRACK PROBLEMS 
We consider at first the third (mixed) fundamental crack problem in the theory of plane 
elasticity [8, pp. 511-513]; [11, pp. 48-50]. In this problem, we use the sectionally analytic 
functions 
F(=) = ¢(z) ~ ( i /~)~(z )  (6) 
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where @(z) and ~(z) denote the classical complex potentials for crack problems in plane isotropic 
elasticity [8, pp. 504-505] and h the Muskhelishvili constant [8, p. 112]. In practice, we have zero 
loading on the upper edge of the crack and, further, zero displacements on the lower edge of the 
crack. This important case is considered in detail in [8, p. 513]. From the resulting formulae, we 
observe asily that the present problem reduces directly to the first application of the previous 
section, described in Table 1: (D13) to (D29). From these results we conclude that if we have 
available the above complex potentials on the closed contour C, then we can determine both a 
and b without any difficulty by using (6) and the explicit results of the previous ection for the 
present application. Moreover, we can determine also the magnitude P0 of the resultant of the 
external forces on the lower edge of the crack as is clear from the formulae in [8, p. 513]. (This 
quantity is proportional to C1 in our notation.) 
Much more important is the case of the interface crack (see, e.g., [11, pp. 76-89] and the ref- 
erences therein or [12,13]). The crack is assumed unloaded with loading at infinity only. Taking 
into account he formulae in [11-13], we observe that we have available in advance both constants 
Co and C1 in our problem (in terms of the constants describing the loading at infinity and, obvi- 
ously, the elastic constants) and we can use the corresponding complex potential H(z) [11, p. 84] 
or additional complex potentials in our application. The constant g in (1) is equal to [11, p. 84] 
g = 1/2 + ilog m/(2,0 (T) 
where m is an appropriate bielastic onstant. This problem is exactly the second application of 
the previous ection, described in Table 1: (D30) to (D34). We will not proceed to additional 
related details. 
4. DISCUSSION 
The above examples from the crack problems in plane elasticity show us clearly that measure- 
ments far away from the cracks themselves permit us to determine at first the proposed complex 
path-independent i tegrals Ij and, next, the crack tips a and b. We have available an infinity 
of equations from the residue theorem [14, pp. 170-173] in complex analysis. Of course, these 
equations become complicated as we use greater values of j in (3) (in spite of the fact that no 
additional functional evaluations are required). This is clear from the expressions (Db) to (D10), 
which show us that Aj are polynomials of degree j in a and b. 
Of course, computer algebra systems (like DERIVE [9] or MATHEMATICA [10]) can construct 
the corresponding equations for Aj for high values of j without any difficulty even if these 
expressions require several pages during printing. The difficulty arises only during the solution of 
the systems of symbolic equations by the SOLVE command. The computer algebra systems can 
solve easily the quadratic and sufficiently easily the cubic equations ymbolically. The solution 
is extremely complicated for the quartic equation (although available ven in DERIVE), but for 
quintic (or even higher degree) equations algebra does not provide explicit closed-form solutions. 
Then numerical techniques for systems of nonlinear equations can be used. 
In this way, we can determine not only the ends of discontinuity interval [a, b] (the crack 
tips, for example, in the applications of the previous ection), but also additional quantities of 
interest and not available in advance as well (like P0 in the third (mixed) fundamental crack 
problem having been considered previously). In this respect, we cannot exclude even elastic 
constants, bielastic onstants, etc. in crack problems and, more generally, the order of singularity 
g, provided, of course, that these constants enter into the expressions for the complex path- 
independent integrals Ij. (For g this is always the case because of the formulae (D6) to (D10) 
for the coefficients Aj.) 
Sometimes, appropriate devices prove useful. For example, in the second of our applications 
((D30) to (D43) in Table 1), we can use the negative value -1 for j in (3). Then we obtain easily 
(because of (Db)) that 
I0 = Co (8) 
and, therefore, this quantity need not be known in advance. 
Finally, we can use a polynomial of higher degree in the numerator of (1) for F(z). The formal 
computations by computer algebra systems will have no difficulty with such a generalization, but 
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the aforementioned restrictions of algebra for the closed-form solutions of polynomial equations 
will make necessary for us to resort to numerical techniques for the determination of a and b, This 
is, for example, the case of more than one crack in the two applications of the previous section. 
Evidently, the present results are also applicable to additional problems (beyond crack problems in 
the mathematical theory of plane elasticity) in science and engineering where sectionally analytic 
functions appear. 
Unfortunately, we have been unable to suggest a method applicable, even in principle, when the 
numerator in ( i ) for F(z) is an arbitrary analytic function. In this case, the approach suggested 
here seems to fail 
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