Frequently, covariates used in a logistic regression are measured with error. The authors previously described the correction of logistic regression relative risk estimates for measurement error in one or more covariates when a "gold standard" is available for exposure assessment. For some exposures (e.g., serum cholesterol), no gold standard exists, and one must assess measurement error via a reproducibility substudy. In this paper, the authors present measurement error methods for logistic regression when there is error (possibly correlated) in one or more covariates and one has data from both a main study and a reproducibility substudy. Confidence intervals from this procedure reflect error in parameter estimates from both studies. These methods are applied to the Framingham Heart Study, where the 10-year incidence of coronary heart disease is related to several coronary risk factors among 1,731 men disease-free at examination 4. Reproducibility data are obtained from the subgroup of 1,346 men seen at examinations 2 and 3. Estimated odds ratios comparing extreme quintiles for risk factors with substantial error were increased after correction for measurement error (serum cholesterol, 2.2 vs. 2.9; serum glucose, 1.3 vs. 1.5; systolic blood pressure, 2.8 vs. 3.8), but were generally decreased or unchanged for risk factors with little or no error (body mass index, 1.6 vs. 1.6; age 65-69 years vs. 35-44 years, 4.3 vs. 3.8; smoking, 1.7 vs. 1.7). Am J Epidemiol 1992;136:1400-13. biometry; epidemiologic methods; reliability One or more covariates used in a logistic regression model are often measured with error. If only a single variable (X) is measured with error, and that variable is uncorrelated with other risk factors, then its estimated effect will usually be attenuated, but the estimated effect of other covariates will not be influenced by measurement error. However, if X is correlated with other risk factors, or if more than one covariate is measured with error, then the estimates of any of the covariate effects may be influenced by measurement error (1-3).
One or more covariates used in a logistic regression model are often measured with error. If only a single variable (X) is measured with error, and that variable is uncorrelated with other risk factors, then its estimated effect will usually be attenuated, but the estimated effect of other covariates will not be influenced by measurement error. However, if X is correlated with other risk factors, or if more than one covariate is measured with error, then the estimates of any of the covariate effects may be influenced by measurement error (1) (2) (3) .
We have previously (4) discussed the cor-
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rection of logistic regression relative risk estimates for measurement error in one or more covariates when a "gold standard" is available for exposure assessment. In the context of nutritional epidemiology, nutrient scores are often estimated in large populations using an easily administered instrument such as a food frequency questionnaire. The gold standard is often considered to be the diet record, a methodology that is very expensive to administer. A validation study can be performed with a small representative sample to provide a comparison between the surrogate (food frequency) and true (diet record) measurements. Based on information from the main study relating the surrogate to disease outcome and the validation study relating true and surrogate exposure, one can obtain point and interval estimates of logistic regression coefficients corrected for measurement error (4) . For many exposures, there is no clear gold standard. Any single measurement is subject to random within-person variability, due to measurement error, intrinsic biologic variation, or a combination of both. In this case, the average of a large (infinite) number of individual measurements, that is, the individual's true mean, can be considered to be the gold standard. The assumption is thus that error is strictly the result of random within-person variation. For example, for systolic blood pressure, a reasonable conceptual gold standard would be the average of many blood pressure readings over a large number of visits (X) over a specified period METHODS of time (e.g., several weeks or months). One method for indirectly assessing the relation between the observed systolic blood pressure (Z) based on a single (or a small number of) visits and the true systolic blood pressure (X) is to conduct a reproducibility substudy on a random sample of main study participants, each of whom would have replicate blood pressure determinations at two or more visits. This is an internal reproducibility study. Another approach would be to use reproducibility data collected in another study, that is, an external reproducibility study.
In this paper, we will consider methods for obtaining corrected logistic regression coefficients and confidence intervals that are corrected for error in one or more independent variables using results from the main study and from the reproducibility study. Error in both studies is considered in constructing the confidence intervals. These methods generalize previous measurement error analyses of the Framingham Heart Study data by Carroll et al. (5) , who corrected probit regression model coefficients for error in one or more covariates, assuming the reproducibility parameters of the study were known without error, and by MacMahon et al. (6) , who assumed that only a single covariate (blood pressure) was measured with error in the context of logistic regression. Estimation of confidence intervals was not considered in either of these previous works.
Let Z be a k x 1 vector of observed (surrogate) exposure variables measured with error, and X a corresponding k x 1 vector of true exposure variables, which consists of variables measured with (X\) and (possibly) without (X 2 ) error, and has k x 1 mean vector n x and k x k covariance matrix 2*. X\ is assumed to have a multivariate normal distribution; X 2 can be either continuous or discrete and have arbitrary distribution. We also assume that the distribution of X\ given X 2 is multivariate normal. Let D be a dichotomous disease outcome variable and assume that a logistic regression model relates D to X via the k x 1 vector of regression coefficients /3*, whereby logit[Pr(£> = 1 | X)] = a* + (1) Furthermore, suppose we fit a logistic model with the vector of surrogate variables (Z) of the form where B is a k x I vector of regression coefficients corresponding to Z. Finally, we assume that the random within-person measurement error model
holds, where € is a k x I vector of random errors independent of X, which are distributed multivariate normal with a k x 1 mean vector 0 and a k x k covariance matrix 2. Together with the assumption that X is multivariate normal, this model implies that Z is also distributed multivariate normal with k x 1 mean vector fi x and k x k covariance matrix 2z = Sx + 2. For the variables measured without error, the corresponding diagonal and offdiagonal elements of 2 will be zero. Our objective is to use our estimates of B and of the reproducibility study parameters to estimate the "true" regression parameters B* as well as the associated confidence intervals. A derivation of the multivariate linear approximation estimator is given in Appendix 1, and a derivation of the associated confidence intervals is given in Appendix 2. The procedure is given as follows:
Step 1. Perform a logistic regression using the main study data of D on Z to obtain estimates of the uncorrected logistic regression coefficients denoted by J3.
Step 2. Using the reproducibility study data, estimate the within-person covariance matrix 2. Using the main study data, estimate the total covariance matrix 2 Z , and derive an estimate of the between-person covariance matrix, 2*, from 2*= 2 Z -2. Computational formulas are given in equation A4.
Step 3. Obtain the estimate of the true logistic regression coefficients given by
where R = 2^(2* + 2)~' = 2A-2 Z~' is the multivariate reliability coefficient.
Step 4. The variance-covariance matrix for the vector of true regression coefficients consists of two components. The first indicates the contribution to the variance due to the estimation of /3, and the second indicates the contribution to the variance due to the estimation of the multivariate reliability coefficient, R. The variance-covariance matrix of P* is estimated by
Ji, J2) = Covtfl $*)
where 2^ is the k x k variance-covariance matrix obtained from the main study logistic regression from equation 2, A = 22A-" 1 , R~X = I + A, and "SAJ,^ is the k x k variancecovariance matrix relating the elements in thejith and 72th columns of A as given in equation A5, as derived from the between-person (2^-) and within-person (2) variance-covariance matrices computed in step 2.
Step 5. A two-sided 100(1 -a) percent confidence interval for the 7th true regression coefficient P*,j = 1, ..., k, is given approximately by V,
where Var(/3/) is obtained from 2 /s »( -/,v) in equation 5 and Zi_ a/2 is the upper a/2 percentile of an /V(0,l) distribution. Also, a 100(1 -a) percent confidence interval for the associated odds ratio is given by
For models with more than one covariate, calculations are complex, particularly in steps 2-4. To implement these procedures, we have developed user-friendly software in FORTRAN and SAS that can be obtained by writing to the authors. Some important assumptions made in deriving the point and interval estimates for B* are
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I) the disease under study is rare; 2) the reproducibility study sample is drawn such that the underlying multivariate reliability coefficient R is the same for the main and the reproducibility study populations (random sampling from the main study is one way to insure that this assumption is met); and 3) the main study and validation study sample sizes are sufficiently large to insure that the sampling distribution of 4* is approximately normal.
RESULTS
We have applied these methods to data from the Framingham Heart Study. The Framingham Heart Study began in 1950 by enrolling 2,282 men and 2,845 women aged 30-59 years, who have been followed up to the present (7) . Coronary risk factor information was obtained at biannual examinations of cohort members. Our goal was to look at the role of measurement error in assessing the relation between the incidence of coronary heart disease and selected risk factors including age, sex, serum cholesterol, serum glucose, body mass index, systolic blood pressure, and cigarette smoking. For the main study analysis, we chose men who were free of coronary heart disease (either nonfatal myocardial infarction or fatal coronary heart disease) at examination 4 and for whom all risk factor information from examination 4 was available. In this analysis, the cohort was assessed for the development of coronary heart disease over the next 10 years (examinations 5-9). There were 1,731 men who satisfied these criteria and constitute the main study cohort. The baseline characteristics of the main study population are presented in table 1. Subjects were 50 years of age on average and exhibited a wide range for each of the coronary heart disease risk factors.
To estimate the within-person components of variance, we used the subset of this cohort who were seen at both examinations 2 and 3 (4 and 2 years prior to the baseline examination, respectively), and for whom all risk factor information from these examinations was available. There were 1,346 men who satisfied these criteria and constitute the reproducibility study population. Within-person components of variance (2) were computed for the risk factors we assumed were measured with error (serum cholesterol, serum glucose, body mass index, and systolic blood pressure). In addition, the total variance (2 Z ) based on the main study data at examination 4 (n = 1,731) was com- • The subjects were 1,731 men who were seen at examination 4 and were free of coronary heart disease at or before examination t Based on the Abell-Kendall method (8) . t Based on a casual specimen of the subject's whole blood, using the Nelson method (9) § Average of two replicate measurements at examination 4, using a standard mercury sphygmomanometer. || A current smoker is defined as a person who smoked within the last year.
puted for all risk factors. The level of reproducibiiity of risk factors measured with error is provided in table 2. We note that the mean level of the risk factors measured with error was similar at examinations 2 and 3. In exploratory analyses, we found that the within-person variance increased with the mean level for each of the risk factors measured with error. To unlink the dependency of the variance upon the mean, log transformations were used for each of the risk factors measured with error. With regard to reproducibiiity, three of the four risk factors (serum cholesterol, serum glucose, and systolic blood pressure) have substantial amounts of measurement error as assessed by variability over a 2-year period. In this paper, we regard random within-person variability as equivalent to technical measurement error due to instrumentation inaccuracy; all sources of withinperson variability are treated as measurement error. In this example, the true level of all risk factors is considered to be the same over a 2-year period.
For serum cholesterol and systolic blood pressure, approximately 25 percent of the total variance is attributable to withinperson variability. Serum glucose is the most variable of the risk factors considered; within-person variability makes up nearly 50 percent of the total variance. Body mass index had only modest variability, with only 5 percent of its total variance attributable to within-person variation. The within-person variation found over a 2-year period in the Framingham Heart Study data is comparable to levels of reproducibiiity reported in the literature for serum cholesterol over a I-year period (10) and for systolic blood pressure over a I -month period (11) . In each instance, the Framingham Heart Study reproducibiiity estimates are slightly larger, perhaps due to the longer period between measurements. For reference purposes, the covariance and corresponding correlation matrices for the risk factors in the log scale corresponding to between-(2^) and withinperson (2) variation are given in Appendix tables 1 and 2. The within-person correlation matrix displayed in Appendix table 1 indicates that the random errors of some variables (e.g., serum cholesterol and body mass index, systolic blood pressure and body mass index) are correlated, while others are essentially independent of one another (e.g., the random variability in serum glucose, although substantial, is essentially independent of the fluctuations in the other variables).
We have obtained the uncorrected logistic regression relating the 10-year incidence of coronary heart disease (either nonfatal myocardial infarction or fatal coronary heart disease) to risk factors determined at examination 4, and have applied the methods in (10) .
% Percentage of within-person variance = 100% x within-person variance/total variance. The within-person variance is based on a subset of 1,346 of the 1,731 men who were subjects in the main study. This subset comprised men seen at both examinations 2 and 3 for whom no data on the listed risk factors was missing. The total variance was estimated from the 1,731 subjects in the mam study. * All risk factors were assessed at baseline (examination 4). All subjects were free of coronary disease at or before examination 4.
f Either nonfatal myocardial infarction or fatal coronary heart disease (no. of events = 163). The subjects were 1,731 men who were seen at examinations 4-9 of the Framingham Heart Study.
$ SE, standard error; OR, odds ratio; Cl, confidence interval. equations 4-7 to obtain the corresponding corrected logistic regression coefficients based on the reproducibility data from examination 2 versus that from examination 3 of the Framingham Heart Study. The results are given in table 3 . We note that for the risk factors with a large amount of measurement error, there is substantial deattenuation after correction for measurement error. Specifically, if one compares individuals at the 90th and 10th percentiles of the observed distribution of specific risk factors at examination 4, then the uncorrected and corrected odds ratios are 2.21 versus 2.93 for serum cholesterol, 1.27 versus 1.51 for serum glucose, and 2.80 versus 3.78 for systolic blood pressure, with a corresponding widening and shift of the midpoint of the associated 95 percent confidence intervals. For the risk factors measured with little (body mass index) or no (age) measurement error that are correlated with the risk factors measured with error, the corrected odds ratios are generally lower than the uncorrected odds ratios (body mass index: uncorrected odds ratio (OR) = 1.64, corrected OR = 1.58; age 65-69 years vs. 35-44 years: uncorrected OR = 4.30, corrected OR = 3.78). The uncorrected and corrected regression coefficients are the same for cigarette smoking, since it was measured without error and was only weakly correlated with the other risk factors. As noted elsewhere (12) , the interpretation of the coefficient for body mass index in a model also including blood pressure and blood glucose should be interpreted cautiously, because the latter variables represent mechanisms that mediate the effect of obesity. In this example, the reduced coefficient for body mass index after correction can be interpreted as meaning that the confounding effects of blood pressure and blood glucose are only partially accounted for if one does not correct for measurement error.
DISCUSSION
We have presented a method for obtaining relative risk estimates from a logistic regression model after correction for reproducibility error in one or more covariates. Corrected relative risk estimates, standard errors, and confidence intervals that account for error both in the estimation of the main study logistic regression coefficients as well as error in the reproducibility study parameters are derived. One notable feature of our methodology is that simple random withinperson error is assumed, whereby it is not necessary to have data from a gold standard for exposures measured with error. Instead, the only requirement is that replicate data be available for such covariates. Ideally, the reproducibility study data should come from a random subsample of the main study population. However, in principle, reproducibility data from the literature could be used instead, as long as one is confident that the within-person measurement error observed among the subjects in the reproducibility sample is representative of that which would be observed in the reference population for the main study. Use of reproducibility data from the literature is most feasible if only a single covariate is measured with error. If more than one covariate is measured with error, one may have to use different literature sources for estimates of reproducibility of different risk factors. In this case, to use the methodology in this paper, one would have to assume that measurement error for different risk factors in the same individual are independent of one another (i.e., 2 is a diagonal matrix).
We investigated the validity of this assumption in the context of the data from the Framingham Heart Study. Specifically, we computed the corrected regression coefficients and odds ratio estimates corresponding to the percentiles used in table 3 under the assumption of independent measurement error components. In some cases, when we assumed independent measurement error, the deattenuation of the point estimates generally decreased (cholesterol, 2.84 vs. 2.93; body mass index, 1.49 vs. 1.58; systolic blood pressure, 3.69 vs. 3.78). Variances of these corrected estimates were also slightly smaller, owing to the usual dependency of the variance on the magnitude of the point estimate in logistic regression models. For the other variables considered in this example, no change in point estimates or their standard errors resulted from making the assumption of independent errors. However, only weak correlations (<0.22) were found for measurement error in the major coronary risk factors in the Framingham Heart Study, and the assumption of independent measurement error components may not be appropriate in other settings. Finally, if only a single variable is measured with error, and no literature sources are available to estimate the degree of measurement error, one could perform a sensitivity analysis based on equations 4-7, using a range of likely values for the measurement error parameters.
In the Framingham Heart Study, the number of subjects in the reliability study (n R = 1,346) was large relative to the size of the main study sample (n = 1,731). We investigated the effect of n R , the number of subjects in the reliability study, and r, the number of replicates per reliability study subject, on the standard error of the corrected estimates of effect corresponding to selected variables in our study (see figure 1) , using the values of 2 and 2\-obtained in the present study.
The standard error of the estimator de-clines by about 17 percent for glucose, 10-12 percent for serum cholesterol and systolic blood pressure and about 1-2 percent for body mass index with increasing n R , with most of the decrease accomplished by reliability studies of size greater than 100. Increasing the number of replicates decreases the standard error of the estimator substantially when n R is small, but makes little difference for larger reliability substudies (i.e., when n R > 100). When n R is large (s 100), SE(/3*) reaches an asymptote, indicating that the variance of 2 makes a minimal contribution to the overall variance of the estimator after this point. Increasing the number of replicates provides the biggest reduction in the variance of those estimators corresponding to variables with larger reliability coefficients. Although there is a small decrease in variance from a larger number of replicates when n R is small, the relative decrease in the variance of estimates corresponding to variables measured without error is minimal. The between-person variance components, 2* = 2 Z -2, can be derived from an estimate of 2 Z obtained from the main study or from an estimate of 2 Z obtained from the reliability study. It is best to estimate 2 Z from the main study data, as was done in step 2 above, from the point of view of both bias and efficiency. The multivariate reliability coefficient needs to reflect the degree of bias due to measurement error that has occurred in the main study, which is a function of the between-person variance components, 2*, in the main study as well as of the within-person variance components, 2.
In addition, when the reliability substudy is small, the multivariate reliability coefficient and, hence, the estimated relative risks will be estimated more efficiently, often substantially so, if the total variance (2 Z ) is estimated from the main study. Figure I can also be used to determine the penalty in ignoring the second component of variance of the corrected estimators (i.e., assuming n R = oo). At riR = 10, the standard error of the corrected estimate for cholesterol and systolic blood pressure would be 10-12 percent greater than the calculated value; for glucose, it would be 17 percent greater. For the variables measured without error, the standard errors do not change appreciably when the second component is ignored. Please note from table 3, however, that the standard error of the corrected estimator, even when the reliability study is large, is not identical to that corresponding to the uncorrected estimator, but is considerably larger.
It is of interest to note that even in the case where replicate measurements are available for all subjects in the main study, relative risk estimates based on subjects' individual sample means, averaged over all available replicates, will not, in general, adequately correct for attenuation due to measurement error. If there are r replicates for each subject, and there is only a single covariate x, which is measured with error, then the regression coefficient estimated in this manner will still be biased by the factor (5) used a measurement error correction procedure based on probit regression to address the relation between logtransformed systolic blood pressure and the 10-year incidence of coronary heart disease in a group of 589 men aged 45-54 years. Using a measurement error correction procedure similar to equation A3, they reported substantial deattenuation of the coefficient estimate for log(systolic blood pressure) upon using their measurement error correction. Their methods are also applicable if more than one variable is measured with error and are not restricted by the rare disease assumption. However, they assumed that measures of reproducibility are known without error and did not consider the construction of confidence intervals. Furthermore, probit regression coefficients, unlike logistic regression coefficients, are difficult to interpret in a familiar odds ratio setting, although coefficient estimates from the two models tend to be similar.
MacMahon et al. (6) have performed a meta-analysis of seven large prospective observational studies addressing the association between the true level of diastolic blood pressure and the incidence of stroke and coronary heart disease. Corrections for measurement error are obtained from the Framingham Heart Study cohort (which was also one of the seven studies) by stratification of this cohort according to mean diastolic blood pressure at baseline (<79, 80-89, 90-99, 100-109, and >110 mmHg). and comparing the mean difference in diastolic blood pressure between different strata at baseline vs. the corresponding differences 4 years (two examinations) later. Differences at 4 years are interpreted as "true" differences in mean diastolic blood pressure between the strata defined at baseline.
Several limitations of the methods in this From equation A3, we obtain equation 5 upon using the multivariate delta method (15) . Note that in equation 5, we have assumed that parameter estimates from the main and reproducibility studies are independent random variables. If the main study and reproducibility study consist of distinct subjects (i.e., we have an external reproducibility study), then the estimate of/3 will be independent of 2. Furthermore, /? will be independent of 2 Z , since /? depends on the mean level of the risk factors in the main study and not on their variability. In some instances, a subset of the subjects in the main study are enrolled in a reproducibility substudy (i.e., we have an internal reproducibility study), where several replicates obtained over a short period of time are used to estimate 2. If the reproducibility study is conducted relatively close in time to the main study, then /? will only relate to the mean level of the risk factors at the time of the reproducibility study and not to their variability. In the example from the Framingham Heart Study in this paper, differences in the levels of the risk factors at examinations 2 and 3 are used to estimate reproducibility over a 2-year period. In this case, 2 based on levels at examinations 2 and 3 will be independent of the mean level at examinations 2 and 3. Furthermore, if a compound symmetry correlation structure holds for the risk factors measured with error, (i.e., if the correlation between risk factor levels for each pair of examinations is the same), then the mean level of the risk factors at examinations 2 and 3 will be a sufficient statistic (i.e., will contain all the information available at examinations 2 and 3) for level at examination 4 only. In this case, 2 based on levels at examinations 2 and 3 will be independent of level at examination 4. In Appendix table 3, we present correlations between risk factor levels at examinations 2, 3, and 4 for the risk factors measured with error based on the 1,346 men in the reproducibility study; it is seen that the assumption of a compound symmetry correlation structure over examinations 2, 3, and 4 is reasonable for this dataset.
To where Cov( £,*>/, 2x, g h) can be estimated using both the main and reproducibility study data from
+ (± eg ± fh + ± eh ± gf )/[n R {r -1)].
Finally, we can compute the last two terms in equation A5 using the multivariate delta method and the result from Searle (17) that for any parameter y, the k x k matrices dC/dy, dix/dy are related by dC/dy = -C(d2 x /dy)C, whereby
Upon using equations A5-A9, we obtain the result given by equation 5. 
