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Chapter 1
Introduction
Descriptive set theory deals with the definable subsets of a Polish space, a separable,
completely metrizable topological space. It has a large variety of applications in ergodic
theory, functional analysis, the theory of group actions and mathematical logic, among
others.
One of the main areas of descriptive set theory studies the complexity of subsets and
functions. The most important notion in this area is the notion of a Borel set: a subset
B of a Polish space X is a Borel set if it is contained in the σ-algebra generated by the
open subsets of X. The Borel hierarchy arranges the Borel sets in classes according to
their complexity. We define the elements of the Borel hierarchy by transfinite induction:
Σ01(X) is the collection of open subsets of X,
and for ξ < ω1,
Π0ξ(X) = {X \G : G ∈ Σ0ξ(X)},
and
Σ0ξ(X) =
{⋃
n
Fn : Fn ∈ Π0ξn(X) for some ξn < ξ
}
.
It is well-known that a subset is Borel iff it is contained in the above hierarchy.
A real-valued function defined on the Polish space is called Borel measurable (or Borel)
if the inverse image of every open set is Borel. Similarly to the above hierarchy, one can
define the Baire hierarchy of Borel measurable, real-valued functions defined on X the
following way. A function f : X → R is of Baire class 0 if it is continuous. And for
ξ < ω1, f is of Baire class ξ, if it is the pointwise limit of functions from smaller classes. It
is well-known that a function is Borel measurable iff it is of Baire class ξ for some ordinal
ξ < ω1, and it is of Baire class ξ iff the inverse image of every open subset of R is in
Σ0ξ+1(X). We denote by Bξ(X) the family of Baire class ξ functions with domain X.
A rank defined on a family of functions is a map assigning a countable ordinal to each
element of the family, typically measuring its complexity. We could interpret the Baire
hierarchy as a rank function on the Borel measurable functions: for a Borel measurable
function f , assign the smallest ordinal ξ such that f is of Baire class ξ. In this way, a rank
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function defined on the family of Baire class ξ functions can be interpreted as a refinement
of the Baire hierarchy.
The theory of ranks of Baire class 1 functions defined on a compact metric space was
developed by Kechris and Louveau [27]. In Chapter 2 we generalize most of their results
to the family of Baire class ξ functions defined on an arbitrary Polish space. We use these
ranks to answer a question of Elekes and Laczkovich [13] concerning the solvability cardinal
of a system of difference equations, an area that is connected to paradoxical geometric
decompositions. We also show that, surprisingly, some of the natural generalizations of
the Baire class 1 ranks fail to have nice properties. The results of this chapter are partly
joint with M. Elekes and Z. Vidnyánszky [12], [29].
Another important area of descriptive set theory deals with natural σ-ideals that help
measuring the size of subsets of Polish spaces. In Chapter 3 we investigate the structure of
the random element of Polish groups. Since such a group is not necessarily locally compact,
there is no natural translation invariant measure on it. However, following Christensen [5],
one can define the σ-ideal of Haar null sets which is a generalization of the Haar measure
zero sets from the locally compact case to the general Polish case. Roughly speaking, a
subset of a Polish group G is Haar null, if every translate of it is of measure zero with
respect to a Borel probability measure defined on G. Since we are primarily interested
in homeomorphism and automorphism groups, and in these groups conjugate elements
are considered isomorphic, we are only interested in conjugate invariant properties of the
elements. We characterize the size of conjugacy classes of certain Polish groups with
respect to the σ-ideal of Haar null sets. We also show that a large number of Polish
groups can be partitioned into the union of a Haar null and a meager set. These results
are joint with U. B. Darji, M. Elekes, K. Kalina and Z. Vidnyánszky [9], [8].
Chapter 2
Ranks on Baire class ξ functions
2.1 Introduction
A real-valued function defined on a complete metric space is called Baire class 1 if it is
the pointwise limit of a sequence of continuous functions. It is well-known that a function
is of Baire class 1 iff the inverse image of every open set is Fσ iff there is a point of
continuity relative to every non-empty closed set [26]. Baire class 1 functions play a
central role in various branches of mathematics, most notably in Banach space theory,
see e.g. [1] or [22]. A fundamental tool in the analysis of Baire class 1 functions is the
theory of ranks, that is, maps assigning countable ordinals to Baire class 1 functions,
typically measuring their complexity. In their seminal paper [27], Kechris and Louveau
systematically investigated three very important ranks on the Baire class 1 functions. We
will recall the definitions in Section 2.3 below, and only note here that they correspond to
above three equivalent definitions of Baire class 1 functions. One can easily see that the
theory has no straightforward generalization to the case of Baire class ξ functions. (Recall
that f is of Baire class ξ if there exist sequences ξn < ξ and fn such that fn is of Baire
class ξn and fn → f pointwise.)
Hence the following very natural but somewhat vague question arises.
Question 2.1.1. Is there a natural extension of the theory of Kechris and Louveau to the
case of Baire class ξ functions?
There is actually a very concrete version of this question that was raised by Elekes and
Laczkovich in [13]. In order to be able to formulate this we need some preparation. For
θ, θ′ < ω1 let us define the relation θ . θ′ if θ′ ≤ ωη =⇒ θ ≤ ωη for every 1 ≤ η < ω1
(we use ordinal exponentiation here). Note that θ ≤ θ′ implies θ . θ′, while θ . θ′, θ′ > 0
implies θ ≤ θ′ · ω. We will also use the notation θ ≈ θ′ if θ . θ′ and θ′ . θ. Then ≈ is
an equivalence relation. Let us denote the set of Baire class ξ functions defined on R by
Bξ(R). The characteristic function of a set H is denoted by χH . A set is called perfect
if it is closed and has no isolated points. Define the translation map Tt : R → R by
Tt(x) = x+ t for every x ∈ R.
Question 2.1.2 ([13, Question 6.7]). Is there a map ρ : Bξ(R)→ ω1 such that
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• ρ is unbounded in ω1, moreover, for every non-empty perfect set P ⊂ R and ordinal
ζ < ω1 there is a function f ∈ Bξ(R) such that f is 0 outside of P and ρ(f) ≥ ζ,
• ρ is translation-invariant, i.e., ρ(f ◦ Tt) = ρ(f) for every f ∈ Bξ(R) and t ∈ R,
• ρ is essentially linear, i.e., ρ(cf) ≈ ρ(f) and ρ(f + g) . max{ρ(f), ρ(g)} for every
f, g ∈ Bξ(R) and c ∈ R \ {0},
• ρ(f · χF ) . ρ(f) for every closed set F ⊂ R and f ∈ Bξ(R)?
The problem is not formulated in this exact form in [13], but a careful examination of
the proofs there reveals that this is what they need for their results to go through. Actually,
there are numerous equivalent formulations, for example we may simply replace . by ≤
(indeed, just replace ρ satisfying the above properties by ρ′(f) = min{ωη : ρ(f) ≤ ωη}).
However, it turns out, as it was already also the case in [27], that . is more natural here.
Their original motivation came from the theory of paradoxical geometric decomposi-
tions (like the Banach-Tarski paradox, Tarski’s problem of circling the square, etc.). It
has turned out that the solvability of certain systems of difference equations plays a key
role in this theory.
Definition 2.1.3. Let RR denote the set of functions from R to R. A difference operator
is a mapping D : RR → RR of the form
(Df)(x) =
n∑
i=1
aif(x+ bi),
where ai and bi are fixed real numbers.
Definition 2.1.4. A difference equation is a functional equation
Df = g,
where D is a difference operator, g is a given function and f is the unknown.
Definition 2.1.5. A system of difference equations is
Dif = gi (i ∈ I),
where I is an arbitrary set of indices.
It is not very hard to show that a system of difference equations is solvable iff every
finite subsystem is solvable. But if we are interested in continuous solutions then this result
is no longer true. However, if every countable subsystem of a system has a continuous
solution the the whole system has a continuous solution as well. This motivates the
following definition, which has turned out to be a very useful tool for finding necessary
conditions for the existence of certain solutions.
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Definition 2.1.6. Let F ⊂ RR be a class of real functions. The solvability cardinal of F
is the minimal cardinal sc(F) with the property that if every subsystem of size less than
sc(F) of a system of difference equations has a solution in F then the whole system has a
solution in F .
It was shown in [13] that the behavior of sc(F) is rather erratic. For example,
sc(polynomials) = 3 but sc(trigonometric polynomials) = ω1, sc({f : f is continuous
}) = ω1 but sc({f : f is Darboux}) = (2ω)+, and sc(RR) = ω.
It is also proved in their paper that ω2 ≤ sc({f : f is Borel}) ≤ (2ω)+, therefore if
we assume the Continuum Hypothesis then sc({f : f is Borel}) = ω2. Moreover, they
obtained that sc(Bξ) ≤ (2ω)+ for every 2 ≤ ξ < ω1, and asked if ω2 ≤ sc(Bξ). They noted
that a positive answer to Question 2.1.2 would yield a positive answer here.
For more information on the connection between ranks, solvability cardinals, systems
of difference equations, liftings, and paradoxical decompositions consult [13], [32], [31] and
the references therein.
In order to be able to answer the above questions we need to address one more problem.
This is slightly unfortunate for us, but Kechris and Louveau have only worked out their
theory in compact metric spaces, while it is really essential for our purposes to be able to
apply the results in arbitrary Polish spaces.
Question 2.1.7. Does the theory of Kechris and Louveau generalize from compact metric
spaces to arbitrary Polish spaces?
Now we describe our results and say a few words about the organization of this chapter.
First we review the results of Kechris and Louveau in quite some detail in Section 2.3, and
also answer Question 2.1.7 in the affirmative. Most of the results in this section are not
considered to be new, we only have to check that the proofs in [27] work in non-compact
Polish spaces as well. A notable exception is Theorem 2.3.37 stating that the three ranks
essentially coincide for bounded Baire class 1 functions, since our highly non-trivial proof
for the case of general Polish spaces required completely new ideas. We also needed new
ideas to prove the results concerning bounded Baire class 1 function in Section 2.3.5.
The result of Kechris and Louveau describing a method of generating functions from
functions of smaller ranks even fails for general Polish spaces, hence Theorem 2.3.55 is
stated differently as in [27].
Next, in Section 2.4, we propose numerous very natural ranks on the Baire class ξ
functions that surprisingly turn out to be bounded in ω1! Then we answer Question 2.1.1
and Question 2.1.2 in the affirmative in Section 2.5. We define four ranks on every Bξ, but
two of these turn out to be essentially equal, and the resulting three ranks are very good
analogues of the original ranks of Kechris and Louveau. We are actually able to generalize
most of their results to these new ranks. As a corollary, we also obtain that ω2 ≤ sc(Bξ),
and hence if we assume the Continuum Hypothesis then sc(Bξ) = ω2 for every 2 ≤ ξ < ω1.
In Section 2.6 we prove that if a rank has certain natural properties then it essentially
coincides with α, β and γ on the bounded Baire class 1 functions. We also indicate how
one could generalize this to the bounded Baire class ξ case.
Finally, we collect the open questions in Section 2.8.
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2.2 Preliminaries
Most of the following notations and facts can be found in [26].
Throughout this chapter, let (X, τ) be an uncountable Polish space, that is, a separable
and completely metrizable topological space. We denote a compatible, complete metric
for (X, τ) by d. A Polish group is a topological group whose topology is Polish.
Σ0ξ , Π0ξ and ∆0ξ stand for the ξth additive, multiplicative and ambiguous classes of the
Borel hierarchy. We say that a set H is ambiguous if H ∈∆02.
For a function f : X → R we write ‖f‖ = supx∈X |f(x)|, whereas |f | denotes the
function x 7→ |f(x)|. If c ∈ R then we let {f < c} = {x ∈ X : f(x) < c}. We use the
notations {f > c}, {f ≤ c} and {f ≥ c} similarly.
We denote the family of real valued functions defined on X that are of Baire class ξ
by Bξ. It is well-known that a function f is of Baire class ξ iff f−1(U) ∈ Σ0ξ+1 for every
U ⊂ R open iff {f < c}, {f > c} ∈ Σ0ξ+1 for every c ∈ R. We use the abbreviation USC for
upper semi-continuous functions, i.e., a function f : X → R is USC if {f < c} is open for
every c ∈ R. As an analogue, a function f is a semi-Borel class ξ function if {f < c} ∈ Σ0ξ
for every c ∈ R. Note that the pointwise infimum of an arbitrary class of non-negative
USC functions is USC.
For a countable ordinal ξ ≥ 1 we denote by DUSBξ the set of non-negative, bounded,
transfinite decreasing sequences of semi-Borel class ξ functions (fη)η<λ with λ < ω1
and fη → 0 as η → λ for limit λ. The length of a sequence (fη)η<λ ∈ DUSBξ is
length((fη)η<λ) = λ.
If τ ′ is a topology on X then we denote the family of real valued functions defined on
X that are of Baire class ξ with respect to τ ′ by Bξ(τ ′). In particular, Bξ = Bξ(τ). If Y
is another Polish space (whose topology is clear from the context) then we also use the
notation Bξ(Y ) for the family of Baire class ξ functions defined on Y . Similarly, Σ0ξ(τ ′)
and Σ0ξ(Y ) are both the set of Σ0ξ subsets, with respect to τ ′, and in Y , respectively.
We use the analogous notation for all the other pointclasses. Moreover, we will use the
notation DUSBξ(τ ′) analogously.
If Y is a Polish space then a subset P ⊂ Y is perfect if it is closed and has no isolated
points. A non-empty perfect subset of a Polish space with the subspace topology is an
uncountable Polish space.
For a set H we denote the characteristic function, closure and complement of H by
χH , H, and Hc, respectively. For a set H ⊂ X × Y and an element x ∈ X we denote the
x-section of H by Hx = {y ∈ Y : (x, y) ∈ H}.
If H is a family of sets then
Hσ =
⋃
n∈N
Hn : Hn ∈ H
 and Hδ =
⋂
n∈N
Hn : Hn ∈ H
 .
For θ, θ′ < ω1 we use the relation θ . θ′ if θ′ ≤ ωη =⇒ θ ≤ ωη for every 1 ≤ η < ω1
(we use ordinal exponentiation here). Note that θ ≤ θ′ implies θ . θ′ and θ . θ′, θ′ > 0
implies θ ≤ θ′ ·ω. We write θ ≈ θ′ if θ . θ′ and θ′ . θ. Then ≈ is an equivalence relation.
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For every ordinal θ we have 2θ < θ+ ω, and since ωη is a limit ordinal for every η ≥ 1 we
obtain that 2θ ≈ θ for every ordinal θ.
A rank ρ : Bξ → ω1 is called additive if ρ(f + g) ≤ max{ρ(f), ρ(g)} for every f, g ∈ Bξ.
It is called linear if it is additive and ρ(cf) = ρ(f) for every f ∈ Bξ and c ∈ R\{0}. If X is
a Polish group then the left and right translation operators are defined as Lx0(x) = x0 · x
(x ∈ X) and Rx0(x) = x · x0 (x ∈ X). A rank ρ : Bξ → ω1 is called translation-
invariant if ρ(f ◦ Lx0) = ρ(f ◦ Rx0) = ρ(f) for every f ∈ Bξ and x0 ∈ X. We say
that it is essentially additive, essentially linear, and essentially translation-invariant if
the corresponding inequalities and equations hold with . and ≈. Moreover, ρ is additive,
essentially additive etc. for bounded functions, if the corresponding relations hold whenever
f and g are bounded.
Let (Fη)η<λ be a (not necessarily strictly) decreasing sequence of sets. Let us assume
that F0 = X and that the sequence is continuous, that is, Fη =
⋂
θ<η Fθ for every limit η
and if λ is a limit then ⋂η<λ Fη = ∅. We also use the convention that Fη = ∅ if η ≥ λ. We
say that a set H is the transfinite difference of (Fη)η<λ if H =
⋃
η<λ
η even
(Fη\Fη+1). It is well-
known that a set is in ∆0ξ+1 iff it is a transfinite difference of Π0ξ sets see e.g. [26, 22.27].
We have to point out here that the monograph [26] does not assume that the decreasing
sequences are continuous, but when proving that every set in ∆0ξ+1 has a representation
as a transfinite difference they actually construct continuous sequences, hence this issue
causes no difficulty here.
The set of sequences of length k whose terms are elements of the set {0, . . . , n − 1}
is denoted by nk. For s ∈ nk we denote the ith term of s by s(i). If l ∈ {0, . . . , n − 1}
then s∧l denotes the sequence in nk+1 whose first k terms agree with those of s and whose
k + 1st term is l.
2.3 Ranks on the Baire class 1 functions without compact-
ness
In this section we summarize some results concerning ranks on the Baire class 1 functions,
following the work of Kechris and Louveau. We do not consider the results in this section
as original, we basically just carefully check that the results of Kechris and Louveau hold
without the assumption of compactness of X. This is inevitable, since they assumed
compactness throughout their paper but we will need these results in Section 2.5 for
arbitrary Polish spaces.
A notable exception is Theorem 2.3.37 stating that the three ranks essentially coincide
for bounded Baire class 1 functions. Since our highly non-trivial proof for the case of
general Polish spaces required completely new ideas, we consider this result as original in
the non-compact case.
The definitions of the ranks will use the notion of a derivative operation.
Definition 2.3.1. A derivative on the closed subsets of X is a map D : Π01(X)→ Π01(X)
such that D(A) ⊂ A and A ⊂ B ⇒ D(A) ⊂ D(B) for every A,B ∈ Π01(X).
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Definition 2.3.2. For a derivative D we define the iterated derivatives of the closed set
F as follows:
D0(F ) = F,
Dη+1(F ) = D(Dη(F )),
Dη(F ) =
⋂
θ<η
Dθ(F ) if η is a limit.
Definition 2.3.3. Let D be a derivative. The rank of D is the smallest ordinal η, such
that Dη(X) = ∅, if such ordinal exists, ω1 otherwise. We denote the rank of D by rk(D).
Remark 2.3.4. In all our applications D satisfies D(F ) $ F for every non-empty closed
set F , and since in a Polish space there is no strictly decreasing sequence of closed sets of
length ω1 (see e.g. [26, 6.9]), the rank of a derivative is always a countable ordinal.
Proposition 2.3.5. If the derivatives D1 and D2 satisfy D1(F ) ⊂ D2(F ) for every closed
subset F ⊂ X then rk(D1) ≤ rk(D2).
Proof. It is enough to prove that Dη1(X) ⊂ Dη2(X) for every ordinal η. We prove this
by transfinite induction on η. For η = 0 this is obvious, since D01(X) = D02(X) = X.
Now suppose this holds for η and we prove it for η + 1. Since Dη1(X) ⊂ Dη2(X) and
D1 is a derivative, we have D1(Dη1(X)) ⊂ D1(Dη2(X)). Using this observation and the
condition of the proposition for the closed set Dη2(X), we have D
η+1
1 (X) = D1(D
η
1(X)) ⊂
D1(Dη2(X)) ⊂ D2(Dη2(X)) = Dη+12 (X).
For limit η the claim is an easy consequence of the continuity of the sequences, hence
the proof is complete.
Proposition 2.3.6. Let n ≥ 1 and D, D0, . . . , Dn−1 be derivative operations on the closed
subsets of X. Suppose that they satisfy the following conditions for arbitrary closed sets
F and F ′:
D(F ) ⊂
n−1⋃
k=0
Dk(F ), (2.3.1)
D(F ∪ F ′) ⊂ D(F ) ∪D(F ′). (2.3.2)
Then for these derivatives
rk(D) . max
k<n
rk(Dk). (2.3.3)
Proof. We will prove by induction on η that
Dω
η(F ) ⊂
n−1⋃
k=0
Dω
η
k (F ) (2.3.4)
for every closed set F . It is easy to see that proving (2.3.4) is enough, since if η is an
ordinal satisfying rk(Dk) ≤ ωη for every k < n then we have rk(D) ≤ ωη.
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Now we prove (2.3.4). The case η = 0 is exactly (2.3.1). For limit η the statement is
obvious, since the sequences are decreasing and continuous. Hence, it remains to prove
(2.3.4) for η + 1 if it holds for η. For this it is enough to show that for every m ∈ ω
Dω
η ·m·n(F ) ⊂
n−1⋃
k=0
Dω
η ·m
k (F ), (2.3.5)
indeed,
Dω
η+1(F ) =
⋂
m∈ω
Dω
η ·m·n(F ) ⊂
⋂
m∈ω
(
n−1⋃
k=0
Dω
η ·m
k (F )
)
,
hence x ∈ Dωη+1(F ) implies that without loss of generality x ∈ Dωη ·m0 (F ) for in-
finitely many m, but the sequence Dωη ·m0 (F ) is decreasing, hence x ∈
⋂
m∈ωDω
η ·m
0 (F ) =
Dω
η+1
0 (F ).
Now we prove (2.3.5). Let F∅ = F , and for m ∈ N, s ∈ nm and k < n let
Fs∧k = Dω
η
k (Fs).
It is enough that for m ≥ 1
Dω
η ·m(F ) ⊂
⋃
s∈nm
Fs, (2.3.6)
since it is easy to see that
⋃
s∈nm·n
Fs ⊂
n−1⋃
k=0
⋃
{Fs : s ∈ nm·n and |{i : s(i) = k}| ≥ m},
yielding (2.3.5), as⋃
{Fs : s ∈ nm·n and |{i : s(i) = k}| ≥ m} ⊂ Dωη ·mk (F ).
It remains to prove (2.3.6) by induction on m. For m = 1, this is only the induction
hypothesis of (2.3.4) for η. By supposing (2.3.6) for m, we have
Dω
η ·(m+1)(F ) = Dωη
(
Dω
η ·m(F )
)
⊂ Dωη
( ⋃
s∈nm
Fs
)
⊂
⊂
⋃
s∈nm
Dω
η(Fs) ⊂
⋃
s∈nm+1
Fs,
where we used (2.3.2) ωη many times for the second containment, and for the last one we
used the induction hypothesis, that is (2.3.4) for η. This finishes the proof.
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2.3.1 The separation rank
This rank was first introduced by Bourgain [4].
Definition 2.3.7. Let A and B be two subsets of X. We associate a derivative with them
by
DA,B(F ) = F ∩A ∩ F ∩B. (2.3.7)
It is easy to see that DA,B(F ) is closed, DA,B(F ) ⊂ F and DA,B(F ) ⊂ DA,B(F ′) for
every pair of sets A and B and every pair of closed sets F ⊂ F ′, hence DA,B is a derivative.
We use the notation α(A,B) = rk(DA,B).
Definition 2.3.8. The separation rank of a Baire class 1 function f is defined as
α(f) = sup
p<q
p,q∈Q
α({f ≤ p}, {f ≥ q}). (2.3.8)
Remark 2.3.9. Actually,
α(f) = sup
x<y
x,y∈R
α({f ≤ x}, {f ≥ y}),
since if x < p < q < y then α({f ≤ x}, {f ≥ y}) ≤ α({f ≤ p}, {f ≥ q}), since any set
H ∈ ∆02(X) separating the level sets {f ≤ p} and {f ≥ q} also separates {f ≤ x} and
{f ≥ y}.
Proposition 2.3.10. If f is a Baire class 1 function then α(f) < ω1.
Proof. From the definition of the rank and Remark 2.3.4 it is enough to prove that for
any pair of rational numbers p < q and non-empty closed set F ⊂ X, DA,B(F ) ( F ,
where A = {f ≤ p} and B = {f ≥ q}. Since f is of Baire class 1, it has a point of
continuity restricted to F , hence A and B cannot be both dense in F . Consequently,
DA,B(F ) = F ∩A ∩ F ∩B ( F , proving the proposition.
Next we prove that α(A,B) < ω1 iff A and B can be separated by a transfinite
difference of closed sets.
Definition 2.3.11. If the sets A and B can be separated by a transfinite difference of
closed sets then let α1(A,B) denote the length of the shortest such sequence, otherwise
let α1(A,B) = ω1. We define the modified separation rank of a Baire class 1 function f as
α1(f) = sup
p<q
p,q∈Q
α1({f ≤ p}, {f ≥ q}). (2.3.9)
Proposition 2.3.12. Let A and B two subsets of X. Then
α(A,B) ≤ α1(A,B) ≤ 2α(A,B), hence α(A,B) ≈ α1(A,B).
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Proof. For the first inequality we can assume that α1(A,B) < ω1, so A and B can be
separated by a transfinite difference of closed sets. Let (Fη)η<λ be such a sequence, where
λ = α1(A,B). Now we have
A ⊂
⋃
η<λ
η even
(Fη \ Fη+1) ⊂ Bc.
It is enough to prove that DηA,B(X) ⊂ Fη for every η. We prove this by induction. For
η = 0 this is obvious, since D0A,B(X) = F0 = X.
Now suppose that DηA,B(X) ⊂ Fη. We show that Dη+1A,B(X) = DηA,B(X) ∩A ∩
DηA,B(X) ∩B ⊂ Fη+1. If η is even then
DηA,B(X) \ Fη+1 ⊂ Fη \ Fη+1 ⊂ Bc,
hence DηA,B(X) ∩ B ⊂ Fη+1. Since Fη+1 is closed, we obtain DηA,B(X) ∩B ⊂ Fη+1,
hence Dη+1A,B ⊂ Fη+1. If η is odd then Fη \ Fη+1 is disjoint from
⋃
η<λ
η even
(Fη \ Fη+1), hence
Fη \Fη+1 ⊂ Ac, and an argument analogous to the above one yields DηA,B(X) ∩A ⊂ Fη+1,
hence Dη+1A,B ⊂ Fη+1.
If η is limit and DθA,B(X) ⊂ Fθ for every θ < η then DηA,B(X) ⊂ Fη because the
sequences DηA,B(X) and Fη are continuous.
For the second inequality we suppose that α(A,B) < ω1, that is, the sequenceDηA,B(X)
terminates at the empty set at some countable ordinal. Let
F2η = DηA,B(X), F2η+1 = D
η
A,B(X) ∩B.
Clearly, F0 = X and F2η ⊇ F2η+1 for every η. It is easily seen from the definition of
Dη+1A,B(X) that F2η+1 ⊇ F2η+2 for every η. Moreover, the sequence F2η = DηA,B(X) is con-
tinuous. This implies that the sequence formed by the Fη’s is decreasing and continuous.
Now we show that the transfinite difference of this sequence separates A and B.
Every ring of the form F2η \F2η+1 is disjoint from B, so we only need to prove that A
is contained in the union of these rings. We show that A is disjoint from the complement
of this union by proving that
(F2η+1 \ F2η+2) ∩A =
(
DηA,B(X) ∩B \Dη+1A,B(X)
)
∩A = ∅
for every η. From the definition of the derivative, Dη+1A,B(X) = D
η
A,B(X) ∩A ∩
DηA,B(X) ∩B. Using the fact that DηA,B(X) is closed, for a point x ∈ A ∩DηA,B(X) ∩B
we have x ∈ DηA,B(X) ∩A, hence x ∈ Dη+1A,B(X).
Remark 2.3.13. It is claimed in [27] that if X is compact and α(A,B) = λ + n with λ
limit and 0 < n ∈ ω then α1(A,B) is either λ+ 2n or λ+ 2n− 1. However, this does not
seem to be true. For a counterexample, let X be the 2n + 1-dimensional cube in R2n+1.
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Let A = (F0 \ F1) ∪ (F2 \ F3) ∪ · · · ∪ (F2n \ F2n+1), where Fi is a (2n+ 1− i)-dimensional
face of X, and Fi+1 ⊂ Fi for i ≤ 2n. Let B = X \ A. The definition of A shows that
α1(A,B) ≤ 2n+ 2.
Now D0A,B(X) = X = F0, and by induction, DiA,B(X) = Fi for 0 ≤ i ≤ 2n + 1,
since DiA,B(X) = D(Di−1A,B(X)) = DA,B(Fi−1) = Fi−1 ∩A ∩ Fi−1 ∩B = Fi. Now we have
D2n+2A,B (X) = DA,B(D
2n+1
A,B (X)) = DA,B(F2n+1) = ∅, proving that in this case α(A,B) =
2n+ 2. Using Proposition 2.3.12 this shows that α1(A,B) = α(A,B) = 2n+ 2.
We leave the proof of the following corollary to the reader.
Corollary 2.3.14. If f is a Baire class 1 function then
α(f) ≤ α1(f) ≤ 2α(f), hence α(f) ≈ α1(f).
Corollary 2.3.15. If f is a Baire class 1 function then α1(f) < ω1.
Proof. It is an easy consequence of the previous corollary and Proposition 2.3.10.
2.3.2 The oscillation rank
This rank was investigated by numerous authors, see e.g. [22].
First, we define the oscillation of a function, then turn to the oscillation rank.
Definition 2.3.16. The oscillation of a function f : X → R at a point x ∈ X restricted
to a closed set F ⊂ X is
ω(f, x, F ) = inf
{
sup
x1,x2∈U∩F
|f(x1)− f(x2)| : U open, x ∈ U
}
. (2.3.10)
Definition 2.3.17. For each ε > 0 consider the derivative defined by
Df,ε(F ) = {x ∈ F : ω(f, x, F ) ≥ ε} . (2.3.11)
It is obvious that Df,ε(F ) is closed, Df,ε(F ) ⊂ F and Df,ε(F ) ⊂ Df,ε(F ′) for every
function f : X → R, every ε > 0 and every pair of closed sets F ⊂ F ′, hence Df,ε is a
derivative. Let us denote the rank of Df,ε by β(f, ε).
Definition 2.3.18. The oscillation rank of a function f is
β(f) = sup
ε>0
β(f, ε). (2.3.12)
Proposition 2.3.19. If f is a Baire class 1 function then β(f) < ω1.
Proof. Using Remark 2.3.4, it is enough to prove Df,ε(F ) ( F for every ε > 0 and every
non-empty closed set F ⊂ X. And this is easy, since f restricted to F is continuous at a
point x ∈ F , and thus x 6∈ Df,ε(F ), hence Df,ε(F ) ( F .
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2.3.3 The convergence rank
Now we turn to the convergence rank following Zalcwasser [45] and Gillespie and Hurwitz
[17].
Definition 2.3.20. Let (fn)n∈N be a sequence of real valued continuous functions on X.
The oscillation of this sequence at a point x restricted to a closed set F ⊂ X is
ω((fn)n∈N, x, F ) = inf
x∈U
U open
inf
N∈N
sup {|fm(y)− fn(y)| : n,m ≥ N, y ∈ U ∩ F} . (2.3.13)
Definition 2.3.21. Consider a sequence (fn)n∈N of real valued continuous functions, and
for each ε > 0, define a derivative as
D(fn)n∈N,ε(F ) = {x ∈ F : ω((fn)n∈N, x, F ) ≥ ε} . (2.3.14)
It is easy to see that D(fn)n∈N,ε(F ) is closed, D(fn)n∈N,ε(F ) ⊂ F and D(fn)n∈N,ε(F ) ⊂
D(fn)n∈N,ε(F ′) for every sequence of continuous functions (fn)n∈N, every ε > 0 and every
pair of closed sets F ⊂ F ′, hence D(fn)n∈N,ε is a derivative. Let us denote the rank of
D(fn)n∈N,ε by γ((fn)n∈N, ε) and let
γ((fn)n∈N) = sup
ε>0
γ((fn)n∈N, ε). (2.3.15)
Definition 2.3.22. For a Baire class 1 function f let the convergence rank of f be defined
by
γ(f) = min {γ((fn)n∈N) : ∀n fn is continuous and fn → f pointwise} . (2.3.16)
Proposition 2.3.23. If f is a Baire class 1 function then γ(f) < ω1.
Proof. It suffices to show that D(fn)n∈N,ε(F ) ( F for every ε > 0, every non-empty closed
set F ⊂ X and every sequence of pointwise convergent continuous functions (fn)n∈N.
Suppose the contrary, then for everyN the setGN = {x ∈ F : ∃n,m ≥ N |fn(x)−fm(x)| >
ε
2} is dense in F . It is also open in F , hence by the Baire category theorem there is a point
x ∈ F such that x ∈ GN for every N ∈ N, hence the sequence (fn)n∈N does not converge
at x, contradicting our assumption.
2.3.4 Properties of the ranks
Theorem 2.3.24. If f is a Baire class 1 function then α(f) ≤ β(f) ≤ γ(f).
Proof. For the first inequality, it is enough to prove that for every p, q ∈ Q, p < q we can
find ε > 0 such that α({f ≤ p}, {f ≥ q}) ≤ β(f, ε). Let A = {f ≤ p}, B = {f ≥ q}
and ε = p − q. Using Proposition 2.3.5 it suffices to show that DA,B(F ) ⊂ Df,ε(F )
for every F ∈ Π01(X). If x ∈ F \ Df,ε(F ) then x has a neighborhood U such that
supx1,x2∈U∩F |f(x1) − f(x2)| < ε = p − q, hence U cannot intersect both A and B. So
x 6∈ DA,B(F ), proving the first inequality.
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For the second inequality, let (fn)n∈N be a sequence of continuous functions converging
pointwise to a function f . It is enough to show that β(f, ε) ≤ γ((fn)n∈N, ε/3). As in the
first paragraph we show that Df,ε(F ) ⊂ D(fn)n∈N,ε/3(F ) for every F ∈ Π01(X). It is
enough to show that if x ∈ F \ D(fn)n∈N,ε/3(F ) then x /∈ Df,ε(F ). For such an x there
is a neighborhood U of x and an N ∈ N such that for all n,m ≥ N and x′ ∈ F ∩ U ,
|fn(x′)− fm(x′)| < ε/3. Letting m → ∞ we get |fn(x′)− f(x′)| ≤ ε/3 for all n ≥ N and
x′ ∈ F ∩ U . Let V ⊂ U be a neighborhood of x for which supV fN − infV fN < ε/6. Now
for every x′, x′′ ∈ V ∩ F we have
|f(x′)− f(x′′)| ≤ |fN (x′)− fN (x′′)|+ 2ε3 <
5
6ε < ε,
showing that x 6∈ Df,ε(F ).
Proposition 2.3.25. If X is a Polish group then the ranks α, β and γ are translation
invariant.
Proof. Note first that for a Baire class 1 function f and x0 ∈ X the functions f ◦Lx0 and
f ◦ Rx0 are also of Baire class 1. Since the topology of a topological group is translation
invariant, and the the definitions of the ranks depend only on the topology of the space,
the proposition easily follows.
Theorem 2.3.26. The ranks are unbounded in ω1, actually unbounded already on the
characteristic functions.
We postpone the proof, since later we will prove the more general Theorem 2.4.3.
Proposition 2.3.27. If f is continuous then α(f) = β(f) = γ(f) = 1.
Proof. In order to prove α(f) = 1, consider the derivative D{f≤p},{f≥q}, where p < q is a
pair of rational numbers. Since the level sets {f ≤ p} and {f ≥ q} are disjoint closed sets,
D{f≤p},{f≥q}(X) = ∅.
For β(f) = 1, note that a continuous function f has oscillation 0 at every point
restricted to every set, hence Df,ε(X) = ∅ for every ε > 0.
And finally for γ(f) = 1 consider the sequence of continuous functions (fn)n∈N, for
which fn = f for every n ∈ N. It is easy to see that ω((fn)n∈N, x, F ) = 0 for every point
x ∈ X and every closed set F ⊂ X. Now we have that D(fn)n∈N,ε(X) = ∅ for every ε > 0,
hence γ(f) = 1.
Proposition 2.3.28. For a characteristic function χA ∈ B1, α(f) = β(f).
Proof. It is enough to prove that for every positive real ε < 1 and closed set F ⊂ X, we
have D{χA≤0},{χA≥1}(F ) = DχA,ε(F ). Let x ∈ X be arbitrary, then x ∈ DχA,ε(F ) ⇔
ω(f, x, F ) ≥ ε ⇔ (x ∈ U is open ⇒ ∃y, z ∈ U ∩ F (y ∈ A ∧ z 6∈ A)) ⇔ x ∈ F ∩A ∩
F ∩Ac ⇔ x ∈ D{χA≤0},{χA≥1}(F ).
Theorem 2.3.29. If f is a Baire class 1 function and F ⊂ X is closed then α(f · χF ) ≤
1 + α(f), β(f · χF ) ≤ 1 + β(f) and γ(f · χF ) ≤ 1 + γ(f).
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Proof. First we prove the statement for the ranks α and β. Let D be a derivative either
of the form DA,B or of the form Df,ε where A = {f ≤ p} and B = {f ≥ q} for a pair of
rational numbers p < q and ε > 0. Let D be the corresponding derivative for the function
f · χF , i.e. D = DA′,B′ or D = Df ·χF ,ε, where A′ = {f · χF ≤ p} and B′ = {f · χF ≥ q}.
Since the function f · χF is constant 0 on the open set X \ F , it is easy to check that
in both cases D(X) ⊂ F . And since the functions f and f · χF agree on F , we have by
transfinite induction that D1+η(X) ⊂ Dη(X) for every countable ordinal η, implying that
α(f · χF ) ≤ 1 + α(f) and also β(f · χF ) ≤ 1 + β(f).
Now we prove the statement for γ. Let (fn)n∈N be a sequence of continuous functions
converging pointwise to f with supε>0 γ((fn)n∈N, ε) = γ(f). Let gn(x) = 1 − min{1, n ·
d(x, F )} and set f ′n(x) = fn(x)·gn(x). It is easy to check that for every n the function f ′n is
continuous and f ′n → f ·χF pointwise. For every x ∈ X\F there is a neighborhood of x such
that for large enough n the function f ′n is 0 on this neighborhood, hence D(f ′n)n∈N,ε(X) ⊂ F
for every ε > 0. From this point on the proof is similar to the previous cases, since the
sequences of functions (fn)n∈N and (f ′n)n∈N agree on F , hence, by transfinite induction
D1+η(f ′n)n∈N,ε
(X) ⊂ Dη(fn)n∈N,ε(X) for every ε > 0. From this we have γ((f ′n)n∈N, ε) ≤ 1 +
γ((fn)n∈N, ε) for every ε > 0, hence γ(f · χF ) ≤ 1 + γ(f). Thus the proof of the theorem
is complete.
Proposition 2.3.30. If f : X → R is a function and g : R→ R is a Lipschitz map then
β(g ◦ f) ≤ β(f).
Proof. Let the Lipschitz constant of g be c. Then one can easily see that ω(g ◦ f, x, F ) ≤
c · ω(f, x, F ) for every x ∈ X and F ⊂ X closed, hence rk(Dg◦f,c·ε) ≤ rk(Df,ε), showing
that β(g ◦ f) ≤ β(f).
Theorem 2.3.31. The ranks β and γ are essentially linear.
Proof. It is easy to see that β(cf) = β(f) and γ(cf) = γ(f) for every c ∈ R \ {0}, hence
it suffices to show that β and γ are essentially additive.
First we consider a modification of the definition of the rank β as follows. Let β0
be the rank obtained by simply replacing supx1,x2∈U∩F |f(x1) − f(x2)| in (2.3.10) by
supx1∈U∩F |f(x) − f(x1)| in the definition of β. Clearly, β0(f, ε) ≤ β(f, ε) ≤ β0(f, ε/2),
hence actually β0 = β. Therefore it is sufficient to prove the theorem for β0.
To prove the theorem for β0, let D0 = Df,ε/2, D1 = Dg,ε/2 and D = Df+g,ε (we use
here the derivatives defining β0). We show that the conditions of Proposition 2.3.6 hold
for these derivatives.
For condition (2.3.1), let x ∈ Df+g,ε(F ). Since ω(f + g, x, F ) ≥ ε, we have ω(f, x, F )
or ω(g, x, F ) ≥ ε/2, hence x ∈ Df,ε/2(F ) ∪Dg,ε/2(F ).
Condition (2.3.2) is similar, let x ∈ (F ∪ F ′) \ (Df+g,ε(F ) ∪Df+g,ε(F ′)). Since x 6∈
Df+g,ε(F ), there is a neighborhood U of x with |(f + g)(x) − (f + g)(x′)| < ε′ < ε for
x′ ∈ U∩F . And similarly, there is a neighborhood U ′ with |(f+g)(x)−(f+g)(x′)| < ε′′ < ε
for x′ ∈ U ′∩F ′. Now the neighborhood U ∩U ′ shows that ω(f + g, x, F ∪F ′) < ε, proving
that x 6∈ Df+g,ε(F ∪ F ′).
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The proposition yields that β0(f+g, ε) . max{β0(f, ε/2), β0(g, ε/2)}, hence β0(f+g) .
max{β0(f), β0(g)}. This proves the statement for β0, hence for β.
For γ, we do the same, prove the conditions of the proposition for D0 = D(fn)n∈N,ε/2,
D1 = D(gn)n∈N,ε/2 and D = D(fn+gn)n∈N,ε, and use the conclusion of the proposition to
finish the proof.
For condition (2.3.1), let x ∈ F \
(
D(fn)n∈N,ε/2(F ) ∪D(gn)n∈N,ε(F )
)
. Now we can choose
a common open set x ∈ U and a common N ∈ N such that for all n,m ≥ N and y ∈ U ∩F
we have |fn(y)− fm(y)| ≤ ε′ < ε/2 and |gn(y)− gm(y)| ≤ ε′ < ε/2 (again, with a common
ε′ < ε/2). But from this we have |(fn + gn)(y)− (fm + gm)(y)| ≤ 2ε′ < ε for all n,m ≥ N
and y ∈ U ∩ F , so x 6∈ D(fn+gn)n∈N,ε(F ), yielding (2.3.1).
For (2.3.2) let x ∈ (F ∪ F ′) \
(
D(fn+gn)n∈N,ε(F ) ∪D(fn+gn)n∈N,ε(F ′)
)
. For this x we
have a neighborhood U of x, N ∈ N and ε′ < ε, such that |(fn+gn)(y)−(fm+gm)(y)| ≤ ε′
for every n,m ≥ N and y ∈ U ∩F . Similarly, we can find a neighborhood U ′, N ′ ∈ N and
ε′′ < ε, such that |(fn + gn)(y)− (fm + gm)(y)| ≤ ε′′ for every n,m ≥ N ′ and y ∈ U ′ ∩ F ′.
From this, ω((fn + gn)n∈N, x, F ∪ F ′) ≤ max{ε′, ε′′} < ε, hence x 6∈ D(fn+gn)n∈N,ε(F ∪ F ′).
Therefore the proof of the theorem is complete.
Remark 2.3.32. The proof essentially shows that if (fn)n∈N, (gn)n∈N are two sequences of
functions such that γ((fn)n∈N), γ((gn)n∈N) ≤ ωλ for some λ < ω1 then γ((fn + gn)n∈N) ≤
ωλ. We will use this fact later on.
Remark 2.3.33. The analogous result does not hold for the rank α. To see this note
first that α(A,Ac) can be arbitrarily large below ω1 when A ranges over ∆02(X). This is
a classical fact and we prove a more general result in Corollary 2.4.4.
First we check that for every A ∈∆02(X) the characteristic function χA can be written
as the difference of two upper semicontinuous (usc) functions. Indeed, let (Kn)n∈ω and
(Ln)n∈ω be increasing sequences of closed sets with A =
⋃
nKn and Ac =
⋃
n Ln, and let
f0 =
{
0 on K0 ∪ L0,
−n on (Kn ∪ Ln) \ (Kn−1 ∪ Ln−1) for n ≥ 1
and
f1 =

0 on L0,
−1 on (K0 ∪ L1) \ L0,
−n on (Kn−1 ∪ Ln) \ (Kn−2 ∪ Ln−1) for n ≥ 2.
Then f0 and f1 are usc functions with χA = f0 − f1.
Now we complete the remark by showing that α(f) ≤ 2 for every usc function f .
For p < q let A = {f ≤ p} and B = {f ≥ q}. Then B is closed, so DA,B(X) =
X ∩A∩X ∩B = X ∩A∩B ⊂ B. Hence D2A,B(X) ⊂ DA,B(B) = A ∩B ∩B = ∅∩B = ∅.
Remark 2.3.34. One can easily deduce from Theorem 2.3.31 that β(f · g) . max{β(f),
β(g)} whenever f and g are bounded Baire class 1 functions, and similarly for γ. However,
this does not remain the case for arbitrary Baire class 1 functions, since D. H. Leung and
W. K. Tang showed in [34, Theorem 6.9] that if X is compact then
sup{β(fg) : f, g ∈ B1, β(f) ≤ ωξ1 , β(g) ≤ ωξ2} = ωξ,
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where ξ1 and ξ2 are countable ordinals with ξ = max{ξ1 + ξ2, ξ2 + ξ1}.
Proposition 2.3.35. If the sequence of Baire class 1 functions fn converges uniformly to
f then β(f) ≤ supn β(fn).
Proof. If |f − fn| < ε/3 then |ω(f, x, F )− ω(fn, x, F )| ≤ 23ε for every x and F . Therefore
Df,ε(F ) ⊂ Dfn,ε/3(F ) for every F , which in turn implies β(f, ε) ≤ β(fn, ε/3), from which
the proposition easily follows.
Proposition 2.3.36. If the sequence of Baire class 1 functions fn converges uniformly to
f then γ(f) . sup
n
γ(fn).
Proof. By taking a subsequence we can suppose that |fn(x)− f(x)| ≤ 12n for every n ∈ N
and every x ∈ X. With gn(x) = fn(x)− fn−1(x) we have |gn(x)| ≤ 32n , hence
∑∞
n=1 gn(x)
is uniformly convergent, and f(x) = f0(x) +
∑∞
n=1 gn(x). Using Theorem 2.3.31 we have
γ(gn) . max{γ(fn), γ(fn−1)}, hence supn γ(gn) . supn γ(fn). It is enough to prove
that for g = ∑∞n=1 gn we have γ(g) . supn γ(gn), since Theorem 2.3.31 yields γ(f) .
max{γ(f0), γ(g)}.
Now for every n ∈ N let (ϕkn)k∈N be a sequence of continuous functions converg-
ing pointwise to gn with supε>0 γ((ϕkn)k∈N, ε) = γ(gn). It is easy to see that we can
suppose |ϕkn(x)| ≤ 32n for every n ∈ N and k ∈ N, since by replacing (ϕkn)k∈N with(
max
(
min
(
ϕkn,
3
2n
)
,− 32n
))
k∈N we have a sequence of continuous functions satisfying this,
and the sequence is still converging pointwise to gn, while γ((ϕkn)k∈N, ε) is not increased.
Let φk =
∑k
n=0 ϕ
k
n. We show that (φk)k∈N converges pointwise to g and also that
γ(g) ≤ supε>0 γ((φk)k∈N, ε) . supn supε>0 γ((ϕkn)k∈N, ε) = supn γ(gn), which finishes the
proof. To prove pointwise convergence, let ε > 0 be arbitrary and fix K ∈ N with 62K < ε.
For k > K we have
|φk(x)− g(x)| =
∣∣∣∣∣
k∑
n=0
ϕkn(x)− g(x)
∣∣∣∣∣ ≤
∣∣∣∣∣
K∑
n=0
ϕkn(x)− g(x)
∣∣∣∣∣+
∣∣∣∣∣∣
k∑
n=K+1
ϕkn(x)
∣∣∣∣∣∣ ,
where the first term of the last expression tends to
∣∣∣∑Kn=0 gn(x)− g(x)∣∣∣ ≤ 32K , while the
second is at most 32K . Hence lim supk→∞ |φk(x)− g(x)| ≤ 2 32K < ε for every ε > 0,
showing that φk(x)→ g(x).
Now fix an ε > 0 and K ∈ N as before, it is enough to show that γ((φk)k∈N, 3ε) .
supn supε>0 γ((ϕkn)k∈N, ε).
For any x ∈ X and k, l > K we have
|φk(x)− φl(x)| =
∣∣∣∣∣
k∑
n=0
ϕkn(x)−
l∑
n=0
ϕln(x)
∣∣∣∣∣
≤
K∑
n=0
∣∣∣ϕkn(x)− ϕln(x)∣∣∣+
∣∣∣∣∣∣
k∑
n=K+1
ϕkn(x)
∣∣∣∣∣∣+
∣∣∣∣∣∣
l∑
n=K+1
ϕln(x)
∣∣∣∣∣∣ .
(2.3.17)
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As before, the sum of the last two terms is at most ε. We want to use Proposition 2.3.6
for the derivatives D = D(φk)k∈N,3ε and Dn = D(ϕkn)k∈N, εK+1 for n ≤ K. To check condition
(2.3.1), let x ∈ F \ ⋃Kn=0D(ϕkn)k∈N, εK+1 (F ). Then we have a neighborhood U of x and an
N ∈ N such that
∣∣∣ϕkn(y)− ϕln(y)∣∣∣ < εK+1 for every n ≤ K, every y ∈ U ∩ F and every
k, l ≥ N . This observation and (2.3.17) yields that |φk(y)− φl(y)| ≤ 2ε for every y ∈ U∩F
and k, l ≥ N showing that x 6∈ D(φk)k∈N,3ε(F ).
Condition (2.3.2) is similar, and it can be seen as in the proof of Theorem 2.3.31. Now
Proposition 2.3.6 gives
γ((φk)k∈N, 3ε) . max
n≤K
γ
(
(ϕkn)k∈N,
ε
K + 1
)
≤ sup
n
sup
ε>0
γ((ϕkn)k∈N, ε),
completing the proof.
Theorem 2.3.37. If f is a bounded Baire class 1 function then α(f) ≈ β(f) ≈ γ(f).
Proof. Using Theorem 2.3.24, it is enough to prove that γ(f) . α(f). First, we prove the
theorem for characteristic functions.
Lemma 2.3.38. Suppose that A ∈∆02. Then γ(χA) . α(χA).
Proof. In order to prove this, first we have to produce a sequence of continuous functions
converging pointwise to χA.
For this let (Fη)η<λ be a continuous transfinite decreasing sequence of closed sets, so
that
A =
⋃
η<λ
η even
(Fη \ Fη+1)
and λ ≈ α(χA) given by Corollary 2.3.14. We can assume that the last element of the
sequence (Fη)η<λ is ∅, hence every x ∈ X is contained in a unique set of the form Fη\Fη+1.
For each k ∈ ω and η < λ let fkη : X → [0, 1] be a continuous function so that
fkη |Fη ≡ 1, and whenever x ∈ X and d(x, Fη) ≥ 1k+1 then fkη (x) = 0. Such a function
exists by Urysohn’s lemma, since the sets Fη and {x ∈ X : d(x, Fη) ≥ 1k+1} are disjoint
closed sets.
Now let (ηn) be an enumeration of λ in type ≤ ω. Let us define
fk =
∑
n≤k
ηn even
fkηn − fkηn+1.
Since the functions fk are finite sums of continuous functions, they are continuous. We
claim that fk → χA as k →∞.
To see this, first let x ∈ X be arbitrary. Then there exists a unique m so that
x ∈ Fηm \ Fηm+1. Choose k ∈ ω so that k ≥ m and d(x, Fηm+1) ≥ 1k+1 .
Then if x ∈ A then ηm even and
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fk(x) =
∑
n≤k
ηn even
fkηn(x)− fkηn+1(x) =
=

∑
n≤k
ηn even
ηn<ηm
fkηn(x)− fkηn+1(x)
+

∑
n≤k
ηn even
ηn>ηm
fkηn(x)− fkηn+1(x)
+ fkηm(x)− fkηm+1(x).
The first sum is clearly 0 since fkηn ≡ 1 on Fηm if ηm > ηn. This is also true for
the second one, since if d(x, Fηn) ≥ 1k+1 then fkηn(x) = 0. Finally, fηm(x) = 1 and
fηm+1(x) = 0, so fk(x) = 1.
If x 6∈ A then ηm is odd and
fk(x) =
∑
n≤k
ηn even
fkηn(x)− fkηn+1(x) =
=
∑
n≤k
ηn even
ηn<ηm
fkηn(x)− fkηn+1(x) +
∑
n≤k
ηn even
ηn>ηm
fkηn(x)− fkηn+1(x).
Now the previous argument gives fk(x) = 0.
So fk → χA holds. Next we prove by induction on η that for every η < λ and every
ε > 0 we have
Dη(fk)k∈N,ε(X) ⊂ Fη.
This will clearly complete the proof.
For η = 0 we have
D0(fk)k∈N,ε(X) = X = F0.
If η is a limit ordinal, the statement is clear, since the sequence of derivatives as well
as (Fη)η<λ are continuous.
Now let η = θ + 1 and Dθ(fk)k∈N,ε(X) ⊂ Fθ. For some m we have θ = ηm. Let
x ∈ Fηm \ Fηm+1. Then it is enough to prove that x 6∈ Dη(fk)k∈N,ε(X). Let k be so that
d(x, Fηm+1) ≥ 2k+1 .
If d(x, y) < 1k+1 and y ∈ Dθ(fk)k∈N,ε(X), then y ∈ Fηm \ Fηm+1. From this, l1, l2 ≥ k
implies that f l1η (y) = f l2η (y) = 1 if η ≤ ηm, and f l1η (y) = f l2η (y) = 0 if η > ηm. Hence
fl1(y)− fl2(y) = 0.
So the sequence fk is eventually constant on a relative neighborhood of x in Fηm .
Therefore x 6∈ Dη(fk)k∈N,ε(X), which finishes the proof.
Next we prove that γ(f) . α(f) for every step function f . We still need the following
lemma.
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Lemma 2.3.39. If A and B are ambiguous sets then
α (χA∩B) . max {α (χA) , α (χB)} .
Proof. It is enough to prove this for β since the previous lemma and Theorem 2.3.24
yields that the ranks essentially agree on characteristic functions. Theorem 2.3.31 gives
β(χA+χB) . max{β(χA), β(χB)}, hence it suffices to prove that β (χA∩B) ≤ β(χA+χB).
But this easily follows, since one can readily check that for every ε < 1 and F we have
DχA∩B ,ε(F ) ⊂ DχA+χB ,ε(F ), finishing the proof.
Now let f be a step function, so f = ∑ni=1 ciχAi , where the Ai’s are disjoint ambiguous
sets covering X, and we can also suppose that the ci’s form a strictly increasing sequence
of real numbers.
Lemma 2.3.40. maxi{α(χAi)} . α(f).
Proof. Let Hi =
⋃i
j=1Aj . By the definition of the rank α, for every i we have
α(Hi, Hci ) ≤ α(f). (2.3.18)
This shows that α(χA1) . α(f), and together with the previous lemma, for i > 1
α(χAi) = α(χHi\Hi−1) = α(χHi∩Hci−1) . max{α(χHi), α(χHci−1)}
= max{α(Hi, Hci ), α(Hi−1, Hci−1)} ≤ α(f),
where the last but one inequality follows from the above lemma and the last inequality
from (2.3.18).
Now we have
γ(f) . max
i
{γ(χAi)} ≈ max
i
{α(χAi)} . α(f),
where we used Theorem 2.3.31, this theorem for characteristic functions and Lemma 2.3.40,
proving the theorem for step functions.
In particular, α(f) ≤ β(f) ≤ γ(f) (Theorem 2.3.24) gives the following corollary.
Corollary 2.3.41. If f = ∑ni=1 ciχAi, where the Ai’s are disjoint ambiguous sets covering
X and the ci’s are distinct then
α(f) ≈ max
i
{α(χAi)}
and similarly for β and γ.
Now let f be an arbitrary bounded Baire class 1 function.
Lemma 2.3.42. There is a sequence fn of step functions converging uniformly to f ,
satisfying supn α(fn) . α(f).
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Proof. Let pn,k = k/2n for all k ∈ Z and n ∈ N. The level sets {f ≤ pn,k} and {f ≥ pn,k+1}
are disjoint Π02 sets, hence they can be separated by a Hn,k ∈∆02(X) (see e.g. [26, 22.16]).
We can choose Hn,k to satisfy α1(Hn,k, Hcn,k) ≤ 2α(f) using Proposition 2.3.12.
Since f is bounded, for fixed n there are only finitely many k ∈ Z for which Hn,k+1 \
Hn,k 6= ∅. Set
fn =
∑
k∈Z
pn,k · χHn,k+1\Hn,k .
Now for each n, fn is a step function with |f − fn| ≤ 2n−1. Hence fn → f uniformly.
Since the level sets of a function fn are of the form Hn,k or Hcn,k for some k ∈ Z, we have
α(fn) ≤ 2α(f), proving the lemma.
Let fn be a sequence of step functions given by this lemma. Using Proposition 2.3.36
and this theorem for step functions, we have γ(f) . supn γ(fn) . supn α(fn) . α(f),
completing the proof.
Remark 2.3.43. We have seen above that α is not essentially additive on the Baire class 1
functions but β and γ are, therefore α cannot essentially coincide with β or γ. D. H. Leung
and W. K. Tang showed that β ≈ γ if the space is compact (see [34, Theorem 4.5]), and
later D. H. Leung, H. W. Ng and W. K. Tang [33] showed that β ≈ γ for functions defined
on arbitrary Polish spaces.
Proposition 2.3.44. If the sequence of Baire class 1 functions fn converges uniformly to
f then α(f) . sup
n
α(fn).
Proof. If f is bounded (hence without loss of generality the fn are also bounded) this is
an easy consequence of Theorem 2.3.37 and Proposition 2.3.35.
For an arbitrary function g let g′ = arctan ◦g. It is easy to show that α(g′) = α(g)
using Remark 2.3.9.
If the functions f and fn are given such that fn → f uniformly then f ′n → f ′ uniformly,
and these are bounded functions, so we have α(f) = α(f ′) . sup
n
α(f ′n) = sup
n
α(fn).
2.3.5 Bounded Baire class 1 functions
In this section we generalize two results of Kechris and Louveau concerning bounded Baire
class 1 functions. We start with the following notation. Let
Bλ1 = {f ∈ B1 : f is bounded and α1(f) ≤ ωλ}.
We also use the notation Bλ1 (τ ′) for the corresponding class with respect to the topology
τ ′ on X. Note that by Corollary 2.3.14 and Theorem 2.3.37, for a bounded Baire class 1
function f we have f ∈ Bλ1 ⇔ α(f) ≤ ωλ ⇔ β(f) ≤ ωλ ⇔ γ(f) ≤ ωλ.
Now we define the notion of an alternating sum of a transfinite sequence of semi-Borel
class ξ functions. It is the generalization of the alternating sum of USC functions defined
by A. S. Kechris and A. Louveau in [27].
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Definition 2.3.45. Let λ be a countable ordinal and let (fη)η<λ ∈ DUSBξ. The function∑∗
η<θ
(−1)ηfη is defined inductively on θ ≤ λ, by∑∗
η<θ+1
(−1)ηfη =
∑∗
η<θ
(−1)ηfη + (−1)θfθ,
where (−1)θ = 1 if θ is even and −1 if θ is odd, and for limit θ ≤ λ
∑∗
η<θ
(−1)ηfη = sup
∑∗
η<ζ
(−1)ηfη : ζ is even, ζ < θ
 .
For a function f if (fη)η<λ ∈ DUSBξ is a sequence with f = c +
∑∗
η<λ
(−1)ηfη for
some c ∈ R, then we say that f is the sum of a constant and the alternating sequence
(fη)η<λ of length λ. We use the notation
lengthξ(f) = inf
{
λ : ∃(fη)η<λ ∈ DUSBξ, c ∈ R
(
f = c+
∑∗
η<λ
(−1)ηfη
)}
,
where we define lengthξ(f) to be ω1 if f is not the sum of a constant and an alternating
sequence from DUSBξ.
Remark 2.3.46. It is easy to prove by transfinite induction that for even ordinals θ1 ≤ θ2
we have ∑∗
η<θ1
(−1)ηfη ≤
∑∗
η<θ2
(−1)ηfη. (2.3.19)
From this fact, for limit θ if θn → θ, θn < θ even then∑∗
η<θ
(−1)ηfη = lim
n→∞
∑∗
η<θn
(−1)ηfη. (2.3.20)
We will use this fact to calculate
∑∗
η<θ
(−1)ηfη.
Remark 2.3.47. Let (fη)η<λ ∈ DUSBξ and θ ≤ λ with θ even. We show by transfinite
induction on ζ that for every θ ≤ ζ ≤ λ even, we have
0 ≤
∑∗
η<ζ
(−1)ηfη −
∑∗
η<θ
(−1)ηfη ≤ fθ − fζ . (2.3.21)
For ζ + 2 we have
0 ≤
∑∗
η<ζ
(−1)ηfη −
∑∗
η<θ
(−1)ηfη ≤
∑∗
η<ζ
(−1)ηfη + fζ − fζ+1 −
∑∗
η<θ
(−1)ηfη ≤
fθ − fζ + fζ − fζ+1 ≤ fθ − fζ+2,
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where the expression in the middle equals to∑∗
η<ζ+2
(−1)ηfη −
∑∗
η<θ
(−1)ηfη,
proving the successor case. For limit ζ, (2.3.21) is an easy consequence of (2.3.20) and the
monotonicity of the sequence (fη)η<λ.
Now let f =
∑∗
η<λ
(−1)ηfη. Since the alternating sum of a sequence does not change
if we append 0 functions to it, we can suppose that λ is even. Hence we can substitute
ζ = λ to get
0 ≤ f −
∑∗
η<θ
(−1)ηfη ≤ fθ, (2.3.22)
in particular,
0 ≤ f ≤ f0. (2.3.23)
Theorem 2.3.48. Let f be a bounded Baire class 1 function. Then f ∈ Bλ1 if and only
if length1(f) ≤ ωλ.
Remark 2.3.49. A straightforward consequence of this theorem is that every bounded
Baire class 1 function can be written as the sum of a constant and an alternating sequence
from DUSB1 (as α1(f) < ω1 for every Baire class 1 function f using Corollary 2.3.15).
For the other direction, that if f can be written in this form then f is a bounded Baire
class 1 function, see [15].
Proof of Theorem 2.3.48. It is easy to see that it is enough to prove the theorem for non-
negative functions, since for any constant c, f ∈ Bλ1 ⇔ f + c ∈ Bλ1 and length1(f + c) =
length1(f). We first show that if f ∈ Bλ1 then length1(f) ≤ ωλ.
Let f ∈ Bλ1 be a characteristic function, i.e., f = χA for some A ⊂ X. Using the
definition of Bλ1 , we can separate {f ≥ 1} = A and {f ≤ 0} = Ac with an appropriate
sequence, hence A can be written as
A =
⋃
η<ωλ
η is even
Fη \ Fη+1,
where (Fη)η<ωλ is a decreasing, continuous sequence of closed sets with F0 = X and⋂
η<ωλ Fη = ∅.
Now let fη = χFη . It is easy to see that (fη)η<ωλ is a decreasing sequence of non-
negative, bounded USC functions with fη → 0 as η → ωλ. From this (fη)η<ωλ ∈ DUSB1,
hence to prove that length1(f) ≤ ωλ, it is enough to prove that f =
∑∗
η<ωλ
(−1)ηfη. We
do this by proving that for every θ ≤ ωλ even we have∑∗
η<θ
(−1)ηfη = χ⋃
η<θ
η even
Fη\Fη+1 .
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For θ = 0 this is obvious. Suppose this holds for θ then∑∗
η<θ+2
(−1)ηfη =
∑∗
η<θ
(−1)ηfη + fθ − fθ+1 =
χ⋃
η<θ
η even
Fη\Fη+1 + χFθ − χFθ+1 = χ⋃η<θ+2
η even
Fη\Fη+1 .
For limit θ let θn → θ, θn < θ even then∑∗
η<θ
(−1)ηfη = lim
n→∞
∑∗
η<θn
(−1)ηfη = lim
n→∞χ
⋃
η<θn
η even
Fη\Fη+1 = χ
⋃
η<θ
η even
Fη\Fη+1 ,
proving length1(f) ≤ ωλ for the characteristic function f ∈ Bλ1 .
Now let f ∈ Bλ1 be a non-negative step function, that is, a linear combination of
characteristic functions. Such a function can be written as f = ∑ni=1 ciχAi where the ci’s
are distinct, non-negative real numbers and the Ai’s form a partition ofX with Ai ∈∆02 for
each i. By the above statement, each χAi can be written as χAi =
∑∗
η<ωλ
(−1)ηf iη, where
(f iη)η<ωλ ∈ DUSB1, since α1(χAi) ≤ ωλ (using Lemma 2.3.40 and Corollary 2.3.14). Now
let fη =
∑n
i=1 ci · f iη. It is easy to see that (fη)η<ωλ ∈ DUSB1 and f =
∑∗
η<ωλ
(−1)ηfη,
showing that length1(f) ≤ ωλ for step functions f ∈ Bλ1 . Moreover, this construction
shows that the fη’s can be chosen in such a way that
‖fη‖ ≤ ‖f‖. (2.3.24)
Now we turn to the case of arbitrary non-negative bounded functions.
Lemma 2.3.50. If f ∈ Bλ1 then there exists a sequence (gk)k∈N of non-negative step
functions gk ∈ Bλ1 such that inf f +
∑
k∈N gk = f and ‖gk‖ ≤ 12k for k ≥ 1.
Proof. It is enough to show that there exists such a sequence with ∑k∈N gk = f for a
non-negative function f , since f − inf f ∈ Bλ1 is always non-negative.
So let f ∈ Bλ1 be non-negative. Then there exists a sequence of step functions (fk)k∈N
converging uniformly to f with fk ∈ Bλ1 for every k ∈ N using Lemma 2.3.42. By
taking a subsequence, we can suppose that ‖fk − f‖ ≤ 12k+5 . By substituting fk with
max{fk − 12k+3 , 0}, we can suppose moreover that (fk)k∈N is an increasing sequence of
non-negative functions now satisfying ‖fk − f‖ ≤ 12k+2 , and using Proposition 2.3.30, we
still have fk ∈ Bλ1 .
Let g0 = f0 and for k ≥ 1 let gk = fk − fk−1. Then gk ≥ 0, ‖gk‖ ≤ 12k for k ≥ 1 and∑
k∈N gk = f . Using Theorem 2.3.31, gk ∈ Bλ1 , proving the lemma.
Now let (gk)k∈N be the sequence given by the lemma and substitute g0 with g0 + inf f .
Then g0 remains non-negative and now ∑k∈N gk = f . Since gk ∈ Bλ1 is a step function
for each k, we can write
gk =
∑∗
η<ωλ
(−1)ηgkη ,
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where (gkη)η<ωλ ∈ DUSB1 and each gkη is chosen to satisfy (2.3.24), hence ‖gkη‖ ≤ ‖gk‖.
For η < ωλ let
fη =
∑
k∈N
gkη .
We claim that (fη)η<ωλ ∈ DUSB1 and
f =
∑∗
η<ωλ
(−1)ηfη.
It is enough to show these claims to finish the proof of the implication f ∈ Bλ1 ⇒
length1(f) ≤ ωλ.
Since ‖gkη‖ ≤ 12k for k ≥ 1, ‖g0η‖ ≤ ‖g0‖ and (gkη)η<ωλ ∈ DUSB1, the sequence (fη)η<ωλ
is a non-negative, bounded, decreasing sequence of USC functions, as the finite sum and
uniform limit of USC functions is USC.
Now we show that fη → 0 as η → ωλ. Let x ∈ X and ε > 0 be fixed. There exists a
k0 with
∑
k≥k0 g
k
η(x) ≤
∑
k≥k0
1
2k <
ε
2 . For this k0, we can find an ordinal λ0 < ωλ such
that for every λ0 ≤ η < ωλ and k < k0, gkη(x) < ε2k0 , since gkη → 0 as η → ωλ for each k.
Hence for every λ0 ≤ η < ωλ we have fη(x) ≤ ε, showing that fη → 0 as η → ωλ, thus
proving (fη)η<ωλ ∈ DUSB1.
To show that f =
∑∗
η<ωλ
(−1)ηfη, we prove by transfinite induction that for every
θ ≤ ωλ, ∑∗
η<θ
(−1)ηfη =
∑
k∈N
∑∗
η<θ
(−1)ηgkη .
Suppose this holds for θ, then∑∗
η<θ+1
(−1)ηfη =
∑∗
η<θ
(−1)ηfη + (−1)θfθ =
∑
k∈N
∑∗
η<θ
(−1)ηgkη +
∑
k∈N
(−1)θgkθ =
∑
k∈N
∑∗
η<θ+1
(−1)ηgkη .
And for limit θ let θn → θ, θn < θ even then∑∗
η<θ
(−1)ηfη = lim
n→∞
∑∗
η<θn
(−1)ηfη = lim
n→∞
∑
k∈N
∑∗
η<θn
(−1)ηgkη =∑
k∈N
lim
n→∞
∑∗
η<θn
(−1)ηgkη =
∑
k∈N
∑∗
η<θ
(−1)ηgkη ,
where we used the dominated convergence theorem to interchange the operators lim and∑: for a fixed x ∈ X let
hn(k) =
∑∗
η<θn
(−1)ηgkη(x) and h(k) =
∑∗
η<θ
(−1)ηgkη(x).
Then hn(k) converges to h(k) for every k, and for every n ∈ N by (2.3.19) and (2.3.23)
we have |hn(k)| ≤ H(k), where H(k) = ‖gk0‖. The function H(k) is summable, since
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H(k) ≤ 12k for k ≥ 1, hence we can apply the dominated convergence theorem to get that
limn→∞
∑
k∈N hn(k) =
∑
k∈N limn→∞ hn(k). This finishes the proof of length1(f) ≤ ωλ for
a function f ∈ Bλ1 .
Now we prove the following two statements by transfinite induction on λ:
if f =
∑∗
η<ωλ
(−1)ηfη with (fη)η<ωλ ∈ DUSB1 then f ∈ Bλ1 (2.3.25)
if f =
∑∗
η<ωλ
(−1)ηfη with (fη)η<ωλ ∈ DUSB′1 then f ∈ Bλ+11 , (2.3.26)
where DUSB′1 consists of decreasing, transfinite sequences of bounded, non-negative USC
functions of countable length, i.e., we do not assume that fη → 0 as η → ωλ for the
sequence (fη)η<ωλ ∈ DUSB′1. It is easy to see that (2.3.25) yields the second part of the
theorem, hence it is enough to prove these two statements.
First we prove (2.3.25) for λ + 1 while supposing (2.3.25) and (2.3.26) for λ. So let
f =
∑∗
η<ωλ+1
(−1)ηfη, where (fη)η<ωλ+1 ∈ DUSB1. Let fk =
∑∗
η<ωλ·k(−1)
ηfη, by
(2.3.20) we have fk → f .
Claim 2.3.51. β(fk) ≤ ωλ+1.
Proof. We prove this by induction on k. For k = 1 this is (2.3.26) for λ as the sequence
(fη)η<ωλ is in DUSB′1. For k+ 1 we have fk+1 = fk +gk, where gk = fk+1−fk. We have
gk =
∑∗
η<ωλ
(−1)ηf ′η, where f ′η = fωλ·k+η with (f ′η)η<ωλ ∈ DUSB′1. Now using (2.3.26)
for gk we have gk ∈ Bλ+11 , hence fk+1 = fk + gk ∈ Bλ+11 using Theorem 2.3.31 to show
that β(fk), β(gk) ≤ ωλ+1 implies β(fk+1) ≤ ωλ+1.
Now we prove f ∈ Bλ+11 by showing that β(f) ≤ ωλ+1. Let x ∈ X, it is enough to
prove that x 6∈ Dωλ+1f,ε (X) for every ε > 0. By (2.3.22) we have 0 ≤ f − fk ≤ fωλ·k, hence
there exists a k such that |f(x)− fk(x)| ≤ fωλ·k(x) ≤ ε5 . Since fωλ·k is USC, we have an
open set x ∈ U such that |f(y)− fk(y)| ≤ fωλ·k(y) ≤ ε4 for every y ∈ U . Now we need the
following lemma.
Lemma 2.3.52. If f and g are two Baire class 1 functions, U is open and F is closed
with |f(y)− g(y)| ≤ ε4 for every y ∈ F ∩ U then for every η < ω1,
Dηf,ε(F ) ∩ U ⊂ Dηg, ε4 (F ) ∩ U.
Proof. The proof is by transfinite induction on η. For η = 0 this is obvious from the
definition of the derivative. Let x ∈
(
Dηg, ε4
(F ) ∩ U
)
\ Dη+1g, ε4 (F ), we need to show that
x 6∈ Dη+1f,ε (F ). There is an open neighborhood x ∈ V ⊂ U such that |g(y) − g(z)| < ε4
for every y, z ∈ Dηg, ε4 (F ) ∩ V . Then |f(y) − f(z)| <
3
4ε, for every y, z ∈ Dηg, ε4 (F ) ∩ V .
By the induction hypothesis Dηf,ε(F ) ∩ V ⊂ Dηg, ε4 (F ) ∩ V , hence this holds for every
y, z ∈ Dηf,ε(F ) ∩ V , thus x 6∈ Dη+1f,ε (F ). This shows the successor case, and for limit η the
lemma is an easy consequence of the definition of the derivative.
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Applying the lemma with g = fk, F = X and η = ωλ+1, we get that Dωλ+1f,ε (X)∩U ⊂
Dω
λ+1
fk, ε4
(X) ∩ U = ∅, since β(fk) ≤ ωλ+1. This shows that x 6∈ Dωλ+1f,ε (X), proving (2.3.25)
for the successor case.
The proof of (2.3.25) for the limit case is similar. Let λ be a limit ordinal and let
λk → λ, λk < λ. Let
fk =
∑∗
η<ωλk
(−1)ηfη.
By (2.3.26) for λk < λ we have fk ∈ Bλk+11 ⊂ Bλ1 . Again by (2.3.22), 0 ≤ f − fk ≤ fωλk ,
and using that fη → 0 and fη is USC, for a fixed x ∈ X we get a neighborhood x ∈ U and
a k such that |f(y)− fk(y)| ≤ ε4 for every y ∈ U . The application of Lemma 2.3.52 yields
Dω
λ
f,ε(X) ∩ U ⊂ Dω
λ
fk, ε4
(X) ∩ U = ∅, hence x 6∈ Dωλf,ε(X). As we started with an arbitrary
x ∈ X, this shows Dωλf,ε(X) = ∅, thus β(f) ≤ ωλ, proving f ∈ Bλ1 .
It remains to prove (2.3.26). Now we can use (2.3.25) for λ as we proved it using
(2.3.26) only for smaller ordinals. Let (fη)η<ωλ ∈ DUSB′1 and λk → ωλ, λk < ωλ even.
Let
f =
∑∗
η<ωλ
(−1)ηfη and fk =
∑∗
η<λk
(−1)ηfη.
Since we can extend the sequence (fη)η<λk by 0 functions to a sequence in DUSB1 of
length ωλ, using (2.3.25) we get that fk ∈ Bλ1 . By (2.3.20) we have fk → f , moreover,
(2.3.21) for the sequence (fη)η<ωλ+1 ∈ DUSB1, where fωλ = g = infη<ωλ fη is a USC
function, yields
0 ≤ f − fk ≤ fλk − g. (2.3.27)
It is enough to prove that Dωλ+1f,ε (X) = ∅ for every fixed ε > 0. In order to prove this
let Fn = {x ∈ X : g(x) ≥ n · ε12}. Note that g is USC, hence Fn is closed for every n ∈ N.
Since ⋂n Fn = ∅, it is enough to prove that
Dω
λ
f,ε(Fn) ⊂ Fn+1, (2.3.28)
since then by induction on n one can easily get that Dωλ·nf,ε (X) ⊂ Fn, hence
Dω
λ+1
f,ε (X) =
⋂
n∈N
Dω
λ·n
f,ε (X) ⊂
⋂
n∈N
Fn = ∅.
Let x ∈ Fn \ Fn+1. Since fλk → g, there exists a k such that
fλk(x)− g(x) ≤
ε
12 . (2.3.29)
Since fλk is USC, there exists a neighborhood U 3 x such that fλk(y) < fλk(x) + ε12 for
every y ∈ U . Using that x ∈ Fn \ Fn+1, we have g(x)− g(y) ≤ ε12 for every y ∈ Fn. Using
(2.3.27), the last two inequalities and (2.3.29) we get that for every y ∈ U ∩ Fn,
0 ≤ f(y)− fk(y) ≤ fλk(y)− g(y) ≤ fλk(x) +
ε
12 − g(x) +
ε
12 ≤
ε
4 .
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Again applying Lemma 2.3.52 with g = fk, F = Fn and η = ωλ, we get that Dω
λ
f,ε(Fn)∩
U ⊂ Dωλ
fk, ε4
(Fn) ∩ U = ∅, hence x 6∈ Dωλf,ε(Fn). Since x ∈ Fn \ Fn+1 was arbitrary, we get
(2.3.28) as desired. This finishes the proof of (2.3.26) and also the proof of the theorem.
Now we describe a method of generating a bounded Baire class 1 function using func-
tions of lower rank. For this purpose, Kechris and Louveau introduced the notion of
pseudouniform convergence.
Definition 2.3.53 ([27]). A sequence (fn)n∈N of functions is pseudouniformly convergent
if γ((fn)n∈N) ≤ ω, as defined in (2.3.15).
Definition 2.3.54. If F is a class of bounded Baire class 1 functions then let Φ(F) be
the set of those bounded Baire class 1 functions that are the pseudouniform limit of a
sequence of functions from F , i.e.,
Φ(F) = {f ∈ B1 : f is bounded,
∃(fn)n∈N ∈ FN (γ((fn)n∈N) ≤ ω and fn → f pointwise)}.
Now we define inductively the families Φλ of functions by Φ0 = B11 and for 0 < λ < ω1,
Φλ = Φ
⋃
η<λ
Φη
 .
Theorem 2.3.55. For every ordinal λ < ω1, we have Φλ = Bλ+11 .
Remark 2.3.56. This theorem is a nice analogue of the well-known theorem that a
function is of Baire class λ if and only if it is Borel-(λ+ 1) (see e.g. [26, 24.3, 24.10]).
Remark 2.3.57. The authors of [27] defined Φλ for limit λ as the uniform limits of
functions from the smaller classes, and they proved that in this case Φλ = Bλ1 (with
Φ0 = B01), if the space is compact. However, this is not the case for arbitrary Polish
spaces. We sketch the proof of this.
First, for every λ < ω1, one can easily construct a countable closed set Fλ ⊂ R and a
subset Aλ ⊂ Fλ such that the α rank of χAλ in the space Fλ is equal to λ. (Let Fλ be a set
with Cantor-Bendixson rank λ (see [26, 6.12]). Then choose Aλ such that Aλ and Fλ \Aλ
are both “dense” in Fλ, meaning that if Fαλ ⊂ Fλ is the αth iterated Cantor-Bendixson
derivative of Fλ then the closures of both Aλ∩Fαλ and Fαλ \Aλ contain every limit point of
Fαλ .) This step will not work in compact spaces as the α rank of a characteristic function
on a compact space is always a successor ordinal.
Then, it is easy to see that χAωω cannot be the uniform limit of functions from⋃
n<ωB
n
1 , since if ‖f − χAωω ‖ ≤ 1/3 then α(f) ≥ α(χAωω ) = ωω.
Proof of Theorem 2.3.55. We prove the theorem by transfinite induction. For λ = 0 it is
exactly the definition of Φ0.
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To prove that Φλ ⊂ Bλ+11 , it is enough to show that
Φ(Bλ1 ) ⊂ Bλ+11 , (2.3.30)
since for successor λ it is exactly what is required, and for limit λ we have
Φλ = Φ
⋃
η<λ
Φη
 = Φ
⋃
η<λ
Bη+11
 ⊂ Φ(Bλ1 ).
Let (fn)n∈N be a sequence from Bλ1 converging pointwise to a bounded function f .
Claim 2.3.58. For every closed set F and ε > 0,
Dω
λ
f,ε(F ) ⊂ D(fn)n∈N, ε4 (F ).
Proof. Let x ∈ F \D(fn)n∈N, ε4 (F ), we need to show that x 6∈ Dω
λ
f,ε(F ). By the definition of
the derivative, there exists a neighborhood x ∈ U and N ∈ N such that for every y ∈ F ∩U
and n,m ≥ N we have |fn(y) − fm(y)| < ε4 . As fn(y) → f(y) for every y ∈ X, we have
|fN (y)− f(y)| ≤ ε4 for every y ∈ F ∩U . Applying Lemma 2.3.52 with g = fN and η = ωλ,
we get
Dω
λ
f,ε(F ) ∩ U ⊂ Dω
λ
fN ,
ε
4
(F ) ∩ U = ∅,
since fN ∈ Bλ1 . Hence x 6∈ Dω
λ
f,ε(F ), proving the claim.
Now suppose moreover that γ((fn)n∈N) ≤ ω, we need to show that β(f) ≤ ωλ+1.
Applying the claim repeatedly with F = Dn(fn)n∈N, ε4 (X), by induction we get for each
n ∈ N that Dωλ·nf,ε (X) ⊂ Dn(fn)n∈N, ε4 (X). Taking the intersection for each n ∈ N, we get
Dω
λ+1
f,ε (X) ⊂ Dω(fn)n∈N, ε4 (X) = ∅, hence f ∈ B
λ+1
1 , showing (2.3.30) and thus finishing the
proof of Φλ ⊂ Bλ+11 .
Now we show the other direction, i.e., that Φλ ⊇ Bλ+11 . We do this by transfinite
induction on λ. This is obvious for λ = 0. For λ > 0, using the statement for each
η < λ, we have Φλ = Φ
(⋃
η<λ Φη
)
= Φ
(⋃
η<λB
η+1
1
)
, hence it is enough to show that
Φ
(⋃
η<λB
η+1
1
)
⊇ Bλ+11 .
Let f ∈ Bλ+11 be a characteristic function, i.e., f = χA for some A ⊂ X. Using the
same argument as in the proof of Theorem 2.3.48, A can be written as
A =
⋃
η<ωλ+1
η is even
Fη \ Fη+1,
where (Fη)η<ωλ+1 is a decreasing, continuous sequence of closed sets with F0 = X and⋂
η<ωλ+1 Fη = ∅.
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Let λk → ωλ, λk < ωλ be an increasing sequence of even ordinals with λk > 0 and let
Bk =
⋃
n∈N
⋃
ωλ·n≤η<ωλ·n+λk
η is even
Fη \ Fη+1.
Let fk = χBk , it is easy to see that fk → f pointwise. We need to show that this
convergence is pseudouniform, and that fk ∈
⋃
η<λB
η+1
1 for every k ∈ N.
The proof of the former statement is based on the following claim.
Claim 2.3.59. For every n ∈ N and ε > 0 we have Dn(fk)k∈N,ε(X) ⊂ Fωλ·n.
Proof. For n = 0 this is the consequence of the definitions, so we need to show that it
holds for n + 1, if it holds for n. For this, it is enough to show that D(fk)k∈N,ε(Fωλ·n) ⊂
Fωλ·(n+1). Let x ∈ Fωλ·n \ Fωλ·(n+1), we need to show that x 6∈ D(fk)k∈N,ε(Fωλ·n). The
sequence (Fη)η<ωλ+1 is decreasing and continuous, hence Fωλ·(n+1) =
⋂
η<ωλ·(n+1) Fη =⋂
k∈N Fωλ·n+λk , so there is a k ∈ N such that x 6∈ Fωλ·n+λk .
Since Fωλ·n+λk is closed, there is a neighborhood U 3 x such that U ∩ Fωλ·n+λk = ∅.
If i, j ≥ k then fi(y) = fj(y) for all y ∈ U ∩ Fωλ·n, hence x 6∈ D(fk)k∈N,ε(Fωλ·n), proving
the claim.
Now
Dω(fk)k∈N,ε(X) =
⋂
n∈N
Dn(fk)k∈N,ε(X) ⊂
⋂
n∈N
Fωλ·n = ∅,
hence the convergence fk → f is pseudouniform.
It remains to prove that fk ∈
⋃
η<λB
η+1
1 for each k.
Claim 2.3.60. For every ε > 0 and m ∈ N we have D(λk+4)·mfk,ε (X) ⊂ Fωλ·m.
First we show that it is enough to prove the claim. Since λk > 0, (λk + 4) · ω = λk · ω,
hence using the fact that ⋂η<ωλ+1 Fη = ∅ we have
Dλk·ωfk,ε (X) =
⋂
m∈N
D
(λk+4)·m
fk,ε
(X) ⊂
⋂
m∈N
Fωλ·m = ∅,
showing that β(fk) ≤ λk · ω. If λ is limit then λk ≤ ωθ for some θ < λ, hence β(fk) ≤
λk ·ω ≤ ωθ+1, showing that fk ∈
⋃
η<λB
η+1
1 in this case. If λ is successor then let λ = θ+1.
Now λk < ωθ ·l for some l ∈ N, hence λk ·ω ≤ ωθ+1, showing that fk ∈ Bθ+11 ⊂
⋃
η<λB
η+1
1 .
Now it only remains to prove the claim.
Proof of Claim 2.3.60. We prove this by induction on m. For m = 0 this is the conse-
quence of the definitions. Suppose it holds for m, to prove it for m + 1 we need to show
that if x ∈ Fωλ·m \ Fωλ·(m+1) then x 6∈ Dλk+4fk,ε (Fωλ·m).
There exists a neighborhood U of x with U ∩ Fωλ·(m+1) = ∅ and let
H =
⋃
ωλ·m≤η<ωλ·m+λk
η is even
Fη \ Fη+1.
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It is easy to see that α1(χH) ≤ λk + 4, since H can be written as the transfinite difference
of closed sets of length λk + 4 as the sequence (Pη)η<λk+4, where
Pη =

X if η = 0 or 1
Fωλ·m+η−2 if 2 ≤ η < ω
Fωλ·m+η if ω ≤ η < λk
Fωλ·m+λk if λk ≤ η ≤ λk + 1
∅ if λk + 2 ≤ η ≤ λk + 3
works. Note that λk is even, hence H is really the transfinite difference of the sequence.
Using Proposition 2.3.28 and Corollary 2.3.14 we have β(χH) = α(χH) ≤ α1(χH) ≤ λk+4.
But as fk(y) = χBk(y) = χH(y) for every y ∈ Fωλ·m ∩ U , we have Dλk+4fk,ε (Fωλ·m) ∩ U =
Dλk+4χH ,ε (Fωλ·m) ∩ U = ∅, hence x 6∈ Dλk+4fk,ε (Fωλ·m), proving the claim.
This finishes the proof that f ∈ Φλ for a characteristic function f ∈ Bλ+11 .
Now let f ∈ Bλ+11 be a step function, i.e., f =
∑n
i=1 ciχAi , where the ci’s are distinct
real numbers and the Ai’s form a partition of X. For each i, χAi ∈ Bλ+11 by Lemma 2.3.40,
hence for each i there exists a sequence (fki )k∈N, such that (fki )k∈N → χAi pseudouniformly,
and fki ∈
⋃
η<λB
η+1
1 . Let fk =
∑n
i=1 ci · fki . Using Remark 2.3.32, γ((fk)k∈N) ≤ ω, and
it can be easily seen that fk → f pointwise. It remains to prove that fk ∈ ⋃η<λBη+11
for each k. Let k ∈ N be fixed, then fki ∈ Bλi+11 for some λi < λ. Hence with λ′ =
max{λi : 1 ≤ i ≤ n} < λ we have fki ∈ Bλ
′+1
1 for every i. Now Theorem 2.3.31 yields that
fk ∈ Bλ′+11 ⊂
⋃
η<λB
η+1
1 , proving that f ∈ Φλ.
To finish the proof of the theorem, it remains to prove that f ∈ Φλ for an arbitrary
f ∈ Bλ+11 .
Let f ∈ Bλ+11 . By Lemma 2.3.50 there exists a sequence (gk)k∈N of non-negative
step-functions such that gk ∈ Bλ+11 , inf f +
∑
k g
k = f and ‖gk‖ ≤ 12k for k ≥ 1. We
can replace g0 with g0 + inf f , so now we have ∑k gk = f . Since gk is a step-function,
gk ∈ Φλ, hence for each k we have a sequence (gkn)n∈N tending pseudouniformly to gk with
gkn ∈
⋃
η<λ Φη =
⋃
η<λB
η+1
1 for each n, k ∈ N. We first show that we can suppose that
‖gkn‖ ≤ ‖gk‖. For every k ∈ N let hk : R→ R be the following function:
hk(x) =

0 if x < 0,
x if 0 ≤ x ≤ 12k ,1
2k if
1
2k < x.
Then hk is a Lipschitz function, hence β(hk ◦ gkn) ≤ β(gkn) using Proposition 2.3.30, thus
hk ◦ gkn ∈
⋃
η<λB
η+1
1 . Using the same arguments as in the proof of Proposition 2.3.30, it
is easy to see that γ((hk ◦ gkn)n∈N) ≤ γ((gkn)n∈N) ≤ ω, hence the sequence (hk ◦ gkn)n∈N is
pseudouniformly convergent for every k. Using the continuity of hk we have (hk◦gkn)n∈N →
hk ◦ gk = gk. This shows that by substituting gkn with hk ◦ gkn, we can really assume that
‖gkn‖ ≤ ‖gk‖.
Now we prove the following claim.
38 Ranks on Baire class ξ functions
Claim 2.3.61. Let fn =
∑
k≤n gkn, then the sequence (fn)n∈N tends pseudouniformly to f .
Proof. First we show that fn → f pointwise. Let ε > 0 and x ∈ X be fixed, and let K ∈ N
be large enough so that 12K−2 <
ε
2 . Then there exists a common N ≥ K ∈ N such that for
all k < K and n > N we have |gkn(x)− gk(x)| ≤ ε2K . Thus, for n > N ,
|fn(x)− f(x)| =
∣∣∣∣∣∣
∑
k≤n
gkn(x)−
∑
k∈N
gk(x)
∣∣∣∣∣∣ ≤∑
k<K
|gkn(x)− gk(x)|+
∑
K≤k≤n
|gkn(x)|+
∑
k≥K
|gk(x)| ≤ ε2K ·K + 2 ·
1
2K−1 ≤ ε,
proving the pointwise convergence.
Let ε > 0, it remains to show that Dω(fn)n∈N,ε(X) = ∅. Let K ∈ N be large enough so
that 2 12K <
ε
2 . Then for n,m ≥ K we have
‖fn − fm‖ =
∥∥∥∥∥∥
∑
k≤n
gkn −
∑
k≤m
gkm
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
k≤K
gkn −
∑
k≤K
gkm
∥∥∥∥∥∥+ 2 12K ,
hence if |fn(y) − fm(y)| ≥ ε then
∣∣∣∑k≤K gkn(y)−∑k≤K gkm(y)∣∣∣ ≥ ε2 . From this, using
transfinite induction, one can easily get for all η < ω1 that
Dη(fn)n∈N,ε(X) ⊂ D
η
(
∑
k≤K g
k
n)n∈N, ε2
(X).
Using Remark 2.3.32 the sequence (∑k≤K gkn)n∈N converges pseudouniformly to ∑k≤K gk,
hence Dω(∑
k≤K g
k
n)n∈N, ε2
(X) = ∅, proving that Dω(fn)n∈N,ε(X) = ∅.
Using this claim it remains to prove that for each n, fn ∈ ⋃η<λBη+11 . Using the same
idea as above, we have a λ′ < λ with gkn ∈ Bλ
′+1
1 for every k ≤ n, hence by Theorem
2.3.31 we have fn ∈ Bλ′+11 ⊂
⋃
η<λB
η+1
1 . This show that Φλ ⊇ Bλ+11 , finishing the proof
of the theorem.
2.4 Ranks on the Baire class ξ functions exhibiting strange
phenomena
2.4.1 The separation rank and the linearized separation rank
The only rank out of the ones discussed above that has straightforward generalization
to the Baire class ξ case is the rank α1. However, this generalization does not answer
Question 2.1.2, since, similarly to the original α1, it is not linear. After discussing this, we
will propose a very natural modification that transforms an arbitrary rank into a linear
one, but we will see that this modified rank is bounded in ω1 for characteristic functions!
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Definition 2.4.1. Let A and B be disjoint Π0ξ+1 sets. Then they can be separated by a
∆0ξ+1 set (see e.g. [26, 22.16]). Since every ∆0ξ+1 set is the transfinite difference of Π0ξ sets,
A and B can be separated by the transfinite difference of such a sequence. Let αξ(A,B)
denote the length of the shortest such sequence.
Definition 2.4.2. Let f be a Baire class ξ function, and p < q ∈ Q. Then {f ≤ p} and
{f ≥ q} are disjoint Π0ξ+1 sets. Let the separation rank of f be
αξ(f) = sup
p<q
p,q∈Q
αξ({f ≤ p}, {f ≥ q}).
Note that this really extends the definition of α1.
Theorem 2.4.3. For every 1 ≤ ξ < ω1 the rank αξ is unbounded in ω1 on the character-
istic Baire class ξ functions.
Proof. Let U ∈ Π0ξ(2ω ×X) be a universal set for Π0ξ(X) sets, that is, for every F ⊂ X,
F ∈ Π0ξ(X) there exists a y ∈ 2ω such that Uy = F . For the existence of such a set see
[26, 22.3]. Let us use the notation Γζ(X) for the the family of sets H ⊂ X satisfying
αξ(H,Hc) < ζ. From [26, 22.27] we have Γζ(X) ⊂ ∆0ξ+1(X). We will show that there
exists a ∆0ξ+1 set for every ζ < ω1 which is universal for the family of Γζ sets. Since X is
uncountable, there is a continuous embedding of 2ω into X ([26, 6.5]), hence no universal
set exists in 2ω × X for the family of ∆0ξ+1(X) sets (easy corollary of [26, 22.7]). This
implies for every ζ < ω1 that Γζ 6= ∆0ξ+1, hence the rank is really unbounded.
Let p : ζ × N → N be a bijection. For η < ζ and y ∈ 2ω we define φ(y)η ∈ 2ω
by φ(y)η(n) = y(p(η, n)). First we check that for a fixed η < ζ the map y 7→ φ(y)η is
continuous. Let U = {x ∈ 2ω : x(0) = i0, . . . , x(n) = in} be a set from the usual basis
of 2ω. The preimage of U is the set {y ∈ 2ω : ∀k ≤ n φ(y)η(k) = ik} = {y ∈ 2ω : ∀k ≤
n y(p(η, k)) = ik}, which is a basic open set, too. Now Uη = {(y, x) : (φ(y)η, x) ∈ U} is a
continuous preimage of a Π0ξ set, hence Uη ∈ Π0ξ(2ω ×X) (see [26, 22.1]). Let
U ′ = {(y, x) ∈ 2ω ×X : the smallest ordinal η such that (y, x) 6∈ Uη is odd,
if such an η exists, or no such η exists and ζ is odd}.
Now we check that U ′ ∈ ∆0ξ+1(2ω × X). Let Vη =
⋂
θ<η Uθ, then these sets form a
continuous decreasing sequence of Π0ξ sets and it is easy to see that U ′c is the transfinite
difference of the sequence (Vη)η<ζ+1, hence U ′c ∈ ∆0ξ+1, proving that U ′ ∈ ∆0ξ+1, since
the family of ∆0ξ+1 sets is closed under complements (see [26, 22.1]).
Now we show that U ′ is universal. For a set H ∈ Γζ(X) there is a sequence (zη)η<ζ in
2ω, such that H is the transfinite difference of the sets Uzη . For every sequence (zη)η<ζ we
can find y ∈ 2ω such that φ(y)η = zη. Namely y : p(η, n) 7→ zη(n) makes sense (since p is a
bijection), and works. Consequently, for H there is y ∈ 2ω, such that H is the transfinite
difference of the sets Uzη = Uφ(y)η = (Uη)y. It is easy to see that if H is the transfinite
difference of the sequence ((Uη)y)η<ζ then
H = {x ∈ X : the smallest ordinal η such that x 6∈ (Uη)y is odd,
if such an η exists, or no such η exists and ζ is odd},
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hence H = U ′y.
Corollary 2.4.4. For every 1 ≤ ξ < ω1, every non-empty perfect set P ⊂ X and every
ordinal ζ < ω1 there is a characteristic function χA ∈ Bξ(X) with A ⊂ P and αξ(χA) ≥ ζ.
Proof. Since P is perfect, it is an uncountable Polish space with the subspace topology,
hence the rank αξ is unbounded on the characteristic Baire class ξ functions defined on
P by the previous theorem. Hence we can take a characteristic function f ′ ∈ Bξ(P ) with
αξ(f ′) ≥ ζ, and set
f(x) =
{
f ′(x) if x ∈ P
0 if x ∈ X \ P .
It is easy to see that f ∈ Bξ(X), hence it is enough to prove that αξ(f) ≥ ζ.
For this, it is enough to prove that αξ({f ′ ≤ p}, {f ′ ≥ q}) ≤ αξ({f ≤ p}, {f ≥ q}) for
every pair of rational numbers p < q. For this, let H ∈ ∆0ξ+1(X) where {f ≤ p} ⊂ H ⊂
{f ≥ q}c and H is the transfinite difference of the sets (Fη)η<λ with λ = αξ({f ≤ p}, {f ≥
q}) and Fη ∈ Π0ξ(X) for every η < λ.
Let H ′ = P ∩ H and for every η < λ let F ′η = P ∩ Fη. It is easy to see that H ′
separates the level sets {f ′ ≤ p} and {f ′ ≥ q} and H ′ is the transfinite difference of the
sets (F ′η)η<λ. And since H ′ ∈ ∆0ξ+1(P ) and F ′η ∈ Π0ξ(P ) for every η < λ ([26, 22.A]),
we have the desired inequality αξ({f ′ ≤ p}, {f ′ ≥ q}) ≤ αξ({f ≤ p}, {f ≥ q}). Thus the
proof is complete.
The main disadvantage of this rank is that the construction of Remark 2.3.33 easily
yields that the rank does not behave nicely under linear operations. We leave the easy
proof of the next statement to the reader.
Proposition 2.4.5. Let 1 ≤ ξ < ω1. Then αξ is not essentially linear, actually not even
essentially additive.
However, there is a natural way to make a rank linear.
Definition 2.4.6. For an f ∈ Bξ, let
α′ξ(f) = min{max{αξ(f1), . . . , αξ(fn)} :n ∈ ω, f1, . . . , fn ∈ Bξ,
f = f1 + · · ·+ fn}.
It can be easily seen that α′ξ is now linear, but we do not know whether it is still
unbounded in ω1.
Question 2.4.7. Let 1 ≤ ξ < ω1. Is α′ξ unbounded in ω1?
We have the following partial result, which is a very strong indication that the answer
to this question is in the negative, since in every single case when we can show that a rank
is unbounded it is actually unbounded on the characteristic functions.
Theorem 2.4.8. If 1 ≤ ξ < ω1 and f is a characteristic Baire class ξ function then
α′ξ(f) ≤ 2.
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Proof. Let us call a function f a semi-Borel class ξ function if the level sets {f < c} are
in Σ0ξ for every c ∈ R. Note that then the level sets {f > c} are in Σ0ξ+1, hence f ∈ Bξ.
We first show that a semi-Borel class ξ function has αξ rank at most 2. Let p < q be a
pair of rational numbers. The level set {f ≥ q} ∈ Π0ξ(X), hence the transfinite difference
of the sequence F0 = X,F1 = {f ≥ q} separates the level sets {f ≤ p} and {f ≥ q}.
Now using the same idea as in Remark 2.3.33, it is clear that every characteristic
Baire class ξ function can be written as the difference of two semi-Borel class ξ functions,
completing the proof of this theorem.
The following question is very closely related to Question 2.4.7.
Question 2.4.9. Let 1 ≤ ξ < ω1 and let fn and f be Baire class ξ functions such that
fn → f uniformly. Does this imply that α′ξ(f) . supn α′ξ(fn)?
Remark 2.4.10. An affirmative answer to this question would provide a negative answer
to Question 2.4.7. Indeed, it is not hard to show that α′ξ is bounded for step functions,
and hence, by taking uniform limit, for every bounded function. Then one can check that
the rank of an arbitrary function f equals to the rank of the bounded function arctan ◦f ,
hence α′ξ is bounded.
2.4.2 Limit ranks
In this section we apply an even more natural approach to define ranks on the Baire class
ξ functions starting from an arbitrary rank on the Baire class 1 functions. Surprisingly,
they will all turn out to be bounded in ω1.
Definition 2.4.11. Let ρ be a rank on the Baire class 1 functions. We inductively define
a rank ρξ on the Baire class ξ functions. First, let ρ1 = ρ. For a successor ordinal ξ + 1
and a Baire class ξ + 1 function f let
ρξ+1(f) = min
{
sup
n
ρξ(fn) : fn → f, fn is of Baire class ξ
}
.
Finally, for a limit ordinal ξ and a Baire class ξ function f let
ρξ(f) = min
{
sup
n
ρξn(fn) : fn → f, fn is of Baire class ξn, ξn < ξ,
fn is not of Baire class ζ if ζ < ξn
}
.
Surprisingly, the ranks αξ, βξ and γξ will all be bounded for ξ ≥ 2.
Theorem 2.4.12. If 2 ≤ ξ < ω1 then αξ ≤ βξ ≤ γξ ≤ ω.
Proof. It is enough to prove the theorem for ξ = 2. Let Φ be a class of real valued functions
on X. As in [21], we say that Φ is ordinary if it contains the constant functions and if
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f, g ∈ Φ then max(f, g), min(f, g), f + g, f − g, fg and f/g (if g is nowhere zero) are all
in Φ. An ordinary class of functions is called complete if it is closed under uniform limits.
For a class of functions Φ, we denote by Φp the set of functions that are pointwise
limits of functions from Φ. We denote the pair of families of level sets of functions in Φ
by P(Φ), that is,
P(Φ) = ({{f > c} : f ∈ Φ, c ∈ R} , {{f ≥ c} : f ∈ Φ, c ∈ R}) .
If P = (M,N ) is a pair of systems of sets then we denote the class of functions whose
levels sets are in P by Φ(P), that is,
Φ(P) = {f : X → R | ∀c ∈ R {f > c} ∈ M, {f ≥ c} ∈ N} .
Now we state three theorems based on results in [21].
Theorem 2.4.13. If a class of functions Φ is ordinary then Φp is ordinary and complete.
Theorem 2.4.14. If a class of functions Φ is ordinary and P(Φ) = (M,N ) then P(Φp) =
(Nδσ,Mσδ).
Theorem 2.4.15. If a class of functions Φ is complete and ordinary then Φ = Φ(P(Φ)).
Theorem 2.4.13 is shown in [21, §41. IV.], Theorem 2.4.14 is an easy corollary of [21,
§41. V., VI.] and Theorem 2.4.15 is shown in [21, §41. VIII.].
Now let Φ consist of the Baire class 1 functions of the form
n∑
i=1
ciχHi ,
where Hi is in the algebra A generated by the open sets (an algebra is a family closed
under finite unions and complements). It is easy to check that A contains exactly the
sets that can be written as the finite disjoint union of sets of the form F ∩G, where F is
closed and G is open. Indeed, the intersection of two such set is of the same form, and
the complement of such a set is(
n−1⋃
i=0
(Fi ∩Gi)
)c
=
n−1⋂
i=0
(Fi ∩Gi)c =
n−1⋂
i=0
(F ci ∪Gci ) =
⋃{n−1⋂
i=0
F
a(i)
i ∩
n−1⋂
i=0
G
b(i)
i : a, b ∈ 2n, ∀i < n at least one of a(i) and b(i) is 1
}
,
where for a set H, H0 = H and H1 = Hc, and the last equality holds, since a point x is
contained in either of the two sets in question iff for every i < n it is contained in at least
one of F ci and Gci . Now we check that the sets in the union are disjoint. Without loss of
generality we have two terms with distinct a’s, so a(i) = 0 and a′(i) = 1 for a suitable i.
But then the term belonging to a is a subset of Fi and the other one is a subset of F ci ,
proving disjointness.
An easy consequence of these observations is that Φ is ordinary.
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Lemma 2.4.16. γ(f) ≤ ω for every f ∈ Φ.
Proof. First we prove that γ(χF ) ≤ 2 for every closed set F . Let F be a closed set, and
define fn(x) = 1−min{1, n ·d(x, F )}. It is easy to check that fn → χF pointwise. We now
show that γ((fn)n∈N, ε) ≤ 2 for every ε > 0, which will imply γ(χF ) ≤ 2. Fix ε > 0. If
x 6∈ F then x has a neighborhood U such that d(U,F ) > 0 and then if we fix an N > 1d(U,F )
then fn(y) = 0 for every y ∈ U and n ≥ N , therefore ω((fn)n∈N, x,X) = 0. This implies
D(fn)n∈N,ε(X) ⊂ F . But fn|F ≡ 1 for every n, hence if x ∈ F then ω((fn)n∈N, x, F ) = 0,
therefore D2(fn)n∈N,ε(X) ⊂ D(fn)n∈N,ε(F ) = ∅, proving γ((fn)n∈N, ε) ≤ 2.
It is easy to check that γ(f) = γ(1− f) for every f ∈ B1. This implies that γ(χG) ≤ 2
for every open set G, since χG = 1− χX\G.
Now, let H = F ∩G, where F is closed and G is open. We show that γ(χH) ≤ ω. By
Theorem 2.3.31 there exists a sequence fn of continuous functions with fn → χF +χG and
γ((fn)n∈N, ε) ≤ ω for every ε > 0. Define f ′n = max{0, fn − 1}. Then it is easy to check
that f ′n → χH and γ((f ′n)n∈N, ε) ≤ γ((fn)n∈N, ε) ≤ ω for every ε > 0.
Since anyH ∈ A is a finite disjoint union of sets of the form F∩G, the above paragraph
shows that χH = χH0 + · · · + χHn , where γ(χHi) ≤ ω. But then Theorem 2.3.31 yields
that γ(χH) ≤ ω. Then applying Theorem 2.3.31 once again we obtain that γ(f) ≤ ω for
every f ∈ Φ.
Now we turn to the proof of the theorem. By Theorem 2.3.24 and the previous lemma,
it is enough to show that Φp equals the family of Baire class 2 functions. Since every
f ∈ Φ is of Baire class 1, we have that Φp is a subclass of the Baire class 2 functions.
For the converse, let us defineM and N by P(Φ) = (M,N ). By the definition of Φ,M
and N both contain the open and closed sets. By Theorem 2.4.14 P(Φp) = (Nδσ,Mσδ),
hence Σ03 ⊂ Nδσ and Π03 ⊂ Mσδ. And by Theorem 2.4.13 and Theorem 2.4.15 Φp =
Φ(P(Φp)) = Φ(Nδσ,Mσδ) ⊇ Φ(Σ03,Π03) = B2, finishing the proof.
2.4.3 Partition ranks
The following well known fact also gives rise to a very natural rank on the Baire class ξ
functions. However, this also turns out to be bounded.
Proposition 2.4.17. A function f is of Baire class ξ if and only if for every ε > 0 there
exists a function g of the form g = ∑n∈ω cn · χHn, where Hn ∈ ∆0ξ+1(X), the Hn’s form
a partition of X and |f(x) − g(x)| ≤ ε for every x ∈ X. Moreover, if f is bounded then
each set Hn can be chosen to be empty for all but finitely many n ∈ ω.
Proof. If f is of Baire class ξ then for a fixed ε > 0 let the numbers pn be defined by
pn = n · ε2 for every n ∈ Z. The sets {f ≤ pn} and {f ≥ pn+1} are disjoint Π0ξ+1 sets,
hence they can be separated by a set An ∈∆0ξ+1. Now let Hn = An \ An−1. Note that if
f is bounded then Hn = ∅ for all but finitely many n ∈ ω. These sets form a partition,
and with g = ∑n∈Z pn · χHn the proof of the first direction is complete.
For the other one, note that the function g is of Baire class ξ, hence f is the uniform
limit of Baire class ξ functions, implying that f is of Baire class ξ (see e.g. [26, 24.4]).
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Definition 2.4.18. Let f be a Baire class ξ function and let the partition rank of f be
δ(f) = sup
ε>0
min
{
sup
n∈ω
αξ(Hn, Hcn) : Hn ∈∆0ξ+1,
⋃
n∈ω
Hn = X,
Hn ∩Hm = ∅ (n 6= m), ∃(cn)n∈ω
∣∣∣∣f −∑
n∈ω
cn · χHn
∣∣∣∣ ≤ ε}.
Proposition 2.4.19. δ(f) ≤ 4 for every Baire class ξ function f .
Proof. Fix ε > 0. Obtain a function of the form∑n∈ω cn ·χHn as in the above proposition.
It is enough to prove that every Hn has a further partition into a sequence of sets Hn,k ∈
∆0ξ+1 with αξ(Hn,k, Hcn,k) ≤ 4.
But this is easy, since Hn can be written as the transfinite difference of Π0ξ sets, so Hn
is obtained as the countable disjoint union of sets of the form Fη\Fη+1 with Fη, Fη+1 ∈ Π0ξ ,
and the αξ rank of Fη \ Fη+1 at most 4, as the sequence (X,X,Fη, Fη+1) shows.
Now we focus our attention on finite partitions and investigate the resulting rank,
which we can only define for bounded functions.
Definition 2.4.20. Let f be a bounded Baire class ξ function and let the finite partition
rank of f be
δfin(f) = sup
ε>0
min
{
sup
n≤N
αξ(Hn, Hcn) : N ∈ ω,Hn ∈∆0ξ+1(n ≤ N),
⋃
n≤N
Hn = X,
Hn ∩Hm = ∅ (n,m ≤ N, n 6= m), ∃(cn)n≤N
∣∣∣∣f − ∑
n≤N
cn · χHn
∣∣∣∣ ≤ ε}.
Theorem 2.4.21. δfin(f) ≈ αξ(f) for every bounded Baire class ξ function f .
Proof. Let f be an arbitrary bounded Baire class ξ function. First we prove that δfin .
αξ(f). For a fixed ε > 0 let the numbers pn be defined by pn = n · ε2 for every n ∈ Z.
The sets {f ≤ pn} and {f ≥ pn+1} are disjoint Π0ξ+1 sets, hence they can be separated
by a set An ∈ ∆0ξ+1 with αξ(An, Acn) ≤ αξ(f). Now let Hn = An \ An−1. Since f is
bounded, Hn = ∅ for all but finitely many n ∈ ω. Clearly, these sets form a partition, and
g = ∑n∈Z pn · χHn is ε-close to f .
We will prove in Corollary 2.5.15 below that αξ is essentially linear for bounded
functions. Therefore we obtain αξ(Hn, Hcn) = αξ(χHn) = αξ(χAn − χAn−1) .
max{αξ(χAn), αξ(χAn−1)} = max{αξ(An, Acn), αξ(An−1, Acn−1)} ≤ αξ(f), proving δfin .
αξ(f).
Now we prove the other direction. Let p < q be arbitrary rational numbers, it is enough
to prove that there is a set H ∈∆0ξ+1 separating the level sets {f ≤ p} and {f ≥ q} with
αξ(H,Hc) ≤ δfin(f). Now set ε = q−p2 . From the definition of δfin, we can find a finite
partition X = H0 ∪ · · · ∪HN into disjoint ∆0ξ+1 sets and cn ∈ R with g =
∑N
n=0 cn · χHn
satisfying |f − g| < ε and αξ(Hn, Hcn) ≤ δfin(f) for n ≤ N .
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Let A = {n ≤ N : Hn ∩ {f ≤ p} 6= ∅} and H = ⋃n∈AHn. Clearly, {f ≤ p} ⊂ H.
Moreover, no Hn can intersect both {f ≤ p} and {f ≥ q}, since g is constant on Hn
and |f − g| < ε = q−p2 . Therefore H ∩ {f ≥ q} = ∅. Using the essential linearity of αξ
for bounded functions again we obtain αξ(H,Hc) = αξ(χH) . max{αξ(χHn) : n ∈ A} =
max{αξ(Hn, Hcn) : n ∈ A} ≤ δfin(f), completing the proof.
2.5 Well-behaved ranks on the Baire class ξ functions
In this section we finally show that there actually exist ranks with very nice properties.
Two of these ranks will answer Question 2.1.1 and Question 2.1.2. Throughout the section,
let 1 ≤ ξ < ω1 be fixed.
Let f be of Baire class ξ. Let
Tf,ξ = {τ ′ : τ ′ ⊇ τ Polish, τ ′ ⊂ Σ0ξ(τ), f ∈ B1(τ ′)}.
So Tf,ξ is the set of those Polish refinements of the original topology that are subsets of
the Σ0ξ sets turning f to a Baire class 1 function.
Remark 2.5.1. Clearly, Tf,1 = {τ} for every Baire class 1 function f .
In order to show that the ranks we are about to construct are well-defined, we need
the following proposition.
Proposition 2.5.2. Tf,ξ 6= ∅ for every Baire class ξ function f .
Proof. By the previous remark we may assume ξ ≥ 2. For every rational p the level
sets {f ≤ p} and {f ≥ p} are Π0ξ+1 sets, hence they are countable intersections of Σ0ξ
sets. In turn, these Σ0ξ sets are countable unions of sets from
⋃
η<ξ Π0η(τ). Clearly,⋃
η<ξ Π0η(τ) ⊂ ∆0ξ for ξ ≥ 2. By Kuratowski’s theorem [26, 22.18], there exists a Polish
refinement τ ′ ⊂ Σ0ξ(τ) of τ for which all these countable many ∆0ξ sets are in ∆01(τ ′). Then
for every rational p the level sets are now Π02(τ ′) sets, and the same holds for irrational
numbers too, since these level sets can be written as countable intersection of rational
level sets, proving Tf,ξ 6= ∅.
As in the case of limit ranks, we now define a rank on the Baire class ξ functions
starting from an arbitrary rank on the Baire class 1 functions.
Definition 2.5.3. Let ρ be a rank on the Baire class 1 functions. Then for a Baire class
ξ function f let
ρ∗ξ(f) = min
τ ′∈Tf,ξ
ρτ ′(f), (2.5.1)
where ρτ ′(f) is just the ρ rank of f in the topology τ ′.
Remark 2.5.4. From Remark 2.5.1 it is clear that ρ∗1 = ρ for every ρ.
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Proposition 2.5.5. Let ρ and η be ranks on the Baire class 1 functions. If ρ = η, or
ρ ≤ η, or ρ ≈ η, or ρ . η then ρ∗ξ = η∗ξ , or ρ∗ξ ≤ η∗ξ , or ρ∗ξ ≈ η∗ξ , or ρ∗ξ . η∗ξ , respectively.
Moreover, the same implications hold relative to the bounded Baire class 1 functions.
Proof. The statement for = and ≤ is immediate from the definitions, and the case of ≈
obviously follows from the case ., so it suffices to prove this latter case only. So assume
ρ . η (or ρ . η on the bounded Baire class 1 functions). Choose an optimal τ ′ ∈ Tf,ξ
for η, that is, η∗ξ (f) = ητ ′(f). Then ρ∗ξ(f) ≤ ρτ ′(f) . ητ ′(f) = η∗ξ (f), completing the
proof.
Then the following two corollaries are immediate from Theorem 2.3.24, and Theorem
2.3.37.
Corollary 2.5.6. α∗ξ ≤ β∗ξ ≤ γ∗ξ .
Corollary 2.5.7. α∗ξ(f) ≈ β∗ξ (f) ≈ γ∗ξ (f) for every bounded Baire class ξ function f .
In Remark 2.3.43 we saw that β(f) ≈ γ(f) for Baire class 1 functions defined on
arbitrary Polish spaces [33]. Hence, the same holds for β∗ξ (f) and γ∗ξ (f).
Note that by repeating the argument of Remark 2.3.33 one can show that α∗ξ differs
from β∗ξ and γ∗ξ .
Theorem 2.5.8. If X is a Polish group then the ranks α∗ξ , β∗ξ and γ∗ξ are translation
invariant.
Proof. Note first that for a Baire class ξ function f and x0 ∈ X the functions f ◦Lx0 and
f ◦Rx0 are also of Baire class ξ. We prove the statement only for the rank α∗ξ , because an
analogous argument works for the ranks β∗ξ and γ∗ξ .
Let f be a Baire class ξ function and x0 ∈ X, first we prove that α∗ξ(f) ≥ α∗ξ(f ◦Rx0).
Let τ ′ ∈ Tf,ξ be arbitrary and consider the topology τ ′′ = {U · x−10 : U ∈ τ ′}. The map
φ : x 7→ x · x−10 is a homeomorphism between the spaces (X, τ ′) and (X, τ ′′), satisfying
f(x) = (f ◦ Rx0)(φ(x)). From this it is clear that τ ′′ ∈ Tf◦Rx0 ,ξ and since the definition
of the rank α depends only on the topology of the space, we have ατ ′(f) = ατ ′′(f ◦Rx0).
Since τ ′ ∈ Tf,ξ was arbitrary, the fact that α∗ξ(f) ≥ α∗ξ(f ◦Rx0) easily follows.
Repeating the argument with the function f ◦ Rx0 and element x−10 , we have α∗ξ(f ◦
Rx0) ≥ α∗ξ(f ◦ Rx0 ◦ Rx−10 ) = α
∗
ξ(f), hence α∗ξ(f) = α∗ξ(f ◦ Rx0). For the function f ◦ Lx0
we can do same using the topology τ ′′ = {x−10 · U : U ∈ τ ′} and the homeomorphism
φ : x 7→ x−10 · x, yielding α∗ξ(f) = α∗ξ(f ◦ Lx0). This finishes the proof.
Theorem 2.5.9. If f is a Baire class ξ function and F ⊂ X is a closed set then f ·χF is of
Baire class ξ, and α∗ξ(f ·χF ) ≤ 1+α∗ξ(f), β∗ξ (f ·χF ) ≤ 1+β∗ξ (f) and γ∗ξ (f ·χF ) ≤ 1+γ∗ξ (f).
Proof. Examining the level sets of the function f ·χF , it is easy to check that it is of Baire
class ξ.
Now let τ ′ ∈ Tf,ξ be arbitrary. Clearly, f · χF is of Baire class 1 with respect to τ ′,
and by Proposition 2.3.29 we have ατ ′(f · χF ) ≤ 1 + ατ ′(f) for every τ ′ ∈ Tf,ξ, hence
α∗ξ(f · χF ) ≤ 1 + α∗ξ(f). The other two inequalities follow similarly.
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Proposition 2.5.10. If f is a Baire class ζ function with ζ < ξ then α∗ξ(f) = β∗ξ (f) =
γ∗ξ (f) = 1.
Proof. Using Proposition 2.3.27, it is enough to show that there exists a topology τ ′ ∈ Tf,ξ
such that f : (X, τ ′)→ R is continuous, and this is clear from [26, 24.5].
Next we prove a useful lemma, and then investigate further properties of the ranks α∗ξ ,
β∗ξ and γ∗ξ .
Lemma 2.5.11. For every n let τn be a Polish refinement of τ with τn ⊂ Σ0ξ(τ). Then
there exists a common Polish refinement τ ′ of the τn’s also satisfying τ ′ ⊂ Σ0ξ(τ).
Proof. The case ξ = 1 is again trivial, so we may assume ξ ≥ 2. Take a base {Gkn : k ∈ N}
for τn. Since these sets are in Σ0ξ(τ), they can be written as the countable unions of
sets from ⋃η<ξ Π0η(τ). Clearly, ⋃η<ξ Π0η(τ) ⊂ ∆0ξ for ξ ≥ 2. As above, by Kuratowski’s
theorem [26, 22.18], we have a Polish topology τ ′, for which these countably many ∆0ξ(τ)
sets are in ∆01(τ ′) satisfying τ ′ ⊂ Σ0ξ(τ). This τ ′ works.
Lemma 2.5.12. If τ ′ ⊂ τ ′′ are two Polish topologies with f ∈ B1(τ ′) then f ∈ B1(τ ′′),
moreover, βτ ′(f) ≥ βτ ′′(f) and γτ ′(f) ≥ γτ ′′(f).
Proof. To prove that f ∈ B1(τ ′′) note that the level sets {f < c}, {f > c} ∈ Σ02(τ ′), hence
{f < c}, {f > c} ∈ Σ02(τ ′′), so f ∈ B1(τ ′′).
Now recall the definition of the derivative defining β:
ω(f, x, F ) = inf
{
sup
x1,x2∈U∩F
|f(x1)− f(x2)| : U open, x ∈ U
}
,
Df,ε(F ) = {x ∈ F : ω(f, x, F ) ≥ ε}.
Let us now fix f and ε > 0 and let us denote the derivative Df,ε with respect to the
topology τ ′ by Dτ ′ , and with respect to the topology τ ′′ by Dτ ′′ . By Proposition 2.3.5 it
is enough to prove that Dτ ′′(F ) ⊂ Dτ ′(F ) for every closed set F ⊂ X.
For this it is enough to show that ωτ ′′(f, x, F ) ≤ ωτ ′(f, x, F ) for every x ∈ F where
ωτ ′(f, x, F ) is the oscillation with respect to the topology τ ′. And this is clear, since in the
case of τ ′′, the infimum in the definition goes through more open set containing x, hence
the resulting oscillation will be less.
For the rank γ, we proceed similarly. First we recall the definition of γ:
ω((fn)n∈N, x, F ) = inf
x∈U
U open
inf
N∈N
sup {|fm(y)− fn(y)| : n,m ≥ N, y ∈ U ∩ F} ,
D(fn)n∈N,ε(F ) = {x ∈ F : ω((fn)n∈N, x, F ) ≥ ε} ,
γ(f) = min
{
sup
ε>0
γ((fn)n∈N, ε) : ∀n fn is continuous and fn → f pointwise
}
.
Let us fix a sequence (fn)n∈N of τ ′-continuous (hence also τ ′′-continuous) functions
converging pointwise to f , and also fix ε > 0. Let us denote the derivative D(fn)n∈N,ε with
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respect to τ ′ by Dτ ′ and with respect to τ ′′ by Dτ ′′ . Again, by Proposition 2.3.5 it is
enough to prove that Dτ ′′(F ) ⊂ Dτ ′(F ) for every closed set F ⊂ X. And similarly to the
previous case it is enough to prove that the oscillation ω((fn)n∈N, x, F ) with respect to the
topology τ ′′ is at most the oscillation with respect to τ ′, but this is clear, since, as before,
the infimum goes through more open set in the case of τ ′′.
Theorem 2.5.13. The ranks β∗ξ and γ∗ξ are essentially linear.
Proof. We only consider β∗ξ , since the proof for the rank γ∗ξ is completely analogous.
It is easy to see that β∗ξ (cf) = β∗ξ (f) for every c ∈ R \ {0}, hence it suffices to show
that β∗ξ is essentially additive.
For f and g let τf and τg be such that βτf (f) = β∗ξ (f) and βτg(g) = β∗ξ (g). Using
Lemma 2.5.11 we have a common refinement τ ′ of τf and τg with τ ′ ⊂ Σ0ξ(τ). Now
f, g ∈ B1(τ ′), so f + g ∈ B1(τ ′), hence τ ′ ∈ Tf+g,ξ. Therefore β∗ξ (f + g) ≤ βτ ′(f + g). By
Lemma 2.5.12 we have that βτ ′(f) ≤ βτf (f) (in fact equality holds), and similarly for g.
But βτ ′ is additive by Theorem 2.3.31, so
β∗ξ (f + g) ≤ βτ ′(f + g) . max{βτ ′(f), βτ ′(g)} ≤ max{βτf (f), βτg(g)} =
max{β∗ξ (f), β∗ξ (g)}.
Theorem 2.5.14. If f is a Baire class ξ function then
α∗ξ(f) ≤ αξ(f) ≤ 2α∗ξ(f), hence α∗ξ(f) ≈ αξ(f).
Proof. For ξ = 1 the claim is an easy consequence of the definition of the two ranks and
Corollary 2.3.14. From now on, we suppose that ξ ≥ 2.
For the first inequality, for every pair of rationals p < q pick a sequence (F ζp,q)ζ<αξ(f) ⊂
Π0ξ(X), whose transfinite difference separates the level sets {f ≤ p} and {f ≥ q}.
Every Π0ξ(X) set is the intersection of countably many ∆0ξ sets, hence F ζp,q =
⋂
nH
ζ
p,q,n,
with Hζp,q,n ∈ ∆0ξ . By Kuratowski’s theorem [26, 22.18], there is a finer Polish topology
τ ′ ⊂ Σ0ξ(τ), for which Hζp,q,n ∈∆01(τ ′) for every p, q, n and ζ < αξ(f), hence F ζp,q ∈ Π01(τ ′).
This means that the level sets of f can be separated by transfinite differences of closed
sets with respect to τ ′, hence they can be separated by sets in ∆02(τ ′). Then it is easy to see
that for every c ∈ R the level sets {f ≤ c} and {f ≥ c} are countable intersections of ∆02(τ ′)
sets, hence they are Π02(τ ′) sets, proving that f ∈ B1(τ ′). Moreover, α1,τ ′(f) ≤ αξ(f)
easily follows from the construction (here α1,τ ′ is the rank α1 with respect to τ ′). And by
Corollary 2.3.14 we have α∗ξ ≤ ατ ′(f) ≤ α1,τ ′(f) ≤ αξ(f), proving the first inequality of
the theorem.
For the second inequality, take a topology τ ′ with ατ ′(f) = α∗ξ(f). Again, by Corollary
2.3.14, we have α1,τ ′(f) ≤ 2ατ ′(f) = 2α∗ξ(f).
It remains to prove that αξ(f) ≤ α1,τ ′(f). A τ ′-closed set is Π0ξ with respect to τ .
Therefore, if (Fη)η<ζ is a decreasing continuous sequence of τ ′-closed sets whose transfinite
difference separates {f ≤ p} and {f ≥ q} then the same sequence is a decreasing continuous
sequence of sets from Π0ξ(τ), proving αξ(f) ≤ α1,τ ′(f).
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Corollary 2.5.15. αξ and α∗ξ are essentially linear for bounded functions for every ξ.
Proof. αξ ≈ α∗ξ by the previous theorem, α∗ξ ≈ β∗ξ for bounded functions by Corollary
2.5.7, and β∗ξ is essentially linear by Theorem 2.5.13.
From Corollary 2.3.41 we can obtain the appropriate statement for the ranks α∗ξ , β∗ξ
and γ∗ξ .
Proposition 2.5.16. If f = ∑ni=1 ciχAi, where the Ai’s are disjoint ∆0ξ+1 sets covering
X and the ci’s are distinct then
α∗ξ(f) ≈ max
i
{α∗ξ(χAi)},
and similarly for β∗ξ and γ∗ξ .
Proof. The additivity of α∗ξ implies α∗ξ(f) . maxi{α∗ξ(χAi)}. For the other inequality let
τ ′ be a topology for which f is Baire class 1. Then the characteristic functions χAi are
also Baire class 1, and hence by Corollary 2.3.41 we obtain ατ ′(f) ≈ maxi{ατ ′(χAi)}.
But by the definition of α∗ξ for every such topology α∗ξ(χAi) ≤ ατ ′(χAi), therefore
maxi{α∗ξ(χAi)} ≤ maxi{ατ ′(χAi)} ≈ ατ ′(f). Then choosing τ ′ so that ατ ′(f) = α∗ξ(f)
the proof is complete.
Theorem 2.5.17. The ranks α∗ξ , β∗ξ and γ∗ξ are unbounded in ω1. Moreover, for every
non-empty perfect set P ⊂ X and ordinal ζ < ω1 there exists a characteristic function
χA ∈ Bξ(X) with A ⊂ P such that α∗ξ(χA), β∗ξ (χA), γ∗ξ (χA) ≥ ζ.
Proof. In order to prove the theorem, by Corollary 2.5.6 it suffices to prove the statement
for α∗ξ . Moreover, instead of α∗ξ(χA) ≥ ζ it suffices to obtain α∗ξ(χA) & ζ. And this is clear
from Theorem 2.5.14 and Corollary 2.4.4.
Proposition 2.5.18. If fn, f are Baire class ξ functions and fn → f uniformly then
β∗ξ (f) ≤ supn β∗ξ (fn).
Proof. For every n let τn ∈ Tfn,ξ with βτn(fn) = β∗ξ (fn). Using Lemma 2.5.11, let τ ′ be
their common refinement satisfying τ ′ ⊂ Σ0ξ(τ), where τ is the original topology. Note
that fn ∈ B1(τ ′) for every n, and the Baire class 1 functions are closed under uniform
limits [26, 24.4], hence τ ′ ∈ Tf,ξ. Then by Proposition 2.3.35 and Lemma 2.5.12 we have
β∗ξ (f) ≤ βτ ′(f) ≤ sup
n
βτ ′(fn) ≤ sup
n
βτn(fn) = sup
n
β∗ξ (fn).
Proposition 2.5.19. If fn, f are Baire class ξ functions and fn → f uniformly then
α∗ξ(f) . supn α∗ξ(fn) and γ∗ξ (f) . supn γ∗ξ (fn).
Proof. Repeat the previous argument but apply Proposition 2.3.44 and Proposition 2.3.36
instead of Proposition 2.3.35.
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2.5.1 Bounded Baire class ξ function
As in the case of bounded Baire class 1 functions, we again start with a similar definition.
Let
Bλξ = {f ∈ B1 : f is bounded and αξ(f) ≤ ωλ}.
Using Theorem 2.5.14 and Theorem 2.5.7, for a bounded Baire class ξ function f we have
f ∈ Bλξ ⇔ α∗ξ(f) ≤ ωλ ⇔ β∗ξ (f) ≤ ωλ ⇔ γ∗ξ (f) ≤ ωλ. We, again, use the notation Bλξ (τ ′)
for the corresponding class with respect to the topology τ ′ on X.
Remark 2.5.20. For a function f , f ∈ Bλξ if and only if there exists a topology τ ′ ∈ Tf,ξ
such that f ∈ Bλ1 (τ ′). This can be easily seen as f ∈ Bλξ ⇔ α∗ξ(f) ≤ ωλ ⇔ ∃τ ′ ∈
Tf,ξ(ατ ′(f) ≤ ωλ)⇔ ∃τ ′ ∈ Tf,ξ(f ∈ Bλ1 (τ ′)).
Now we prove an analogue of Theorem 2.3.48 for the Baire class ξ case.
Theorem 2.5.21. Let f be a bounded Baire class ξ function. Then f ∈ Bλξ if and only
if lengthξ(f) ≤ ωλ.
Remark 2.5.22. If one considers lengthξ(f) as the rank of the function f , then the
theorem says that this rank essentially coincides with α∗ξ , β∗ξ and γ∗ξ on the bounded Baire
class ξ functions.
Proof. First we prove that if f ∈ Bλξ then lengthξ(f) ≤ ωλ. By Remark 2.5.20 we have
a topology τ ′ ∈ Tf,ξ such that f ∈ Bλ1 (τ ′). Using Theorem 2.3.48, there is a sequence
(fη)η<ωλ ∈ DUSB1(τ ′) and c ∈ R with
f = c+
∑∗
η<ωλ
(−1)ηfη.
The function fη is USC in τ ′ for each η, hence {fη < c} ∈ Σ01(τ ′), and since τ ′ ∈ Tf,ξ,
we have Σ01(τ ′) ⊂ Σ0ξ(τ), thus fη is a semi-Borel class ξ function with respect to the
original topology τ . From this, one can easily conclude that (fη)η<ωλ ∈ DUSBξ(τ) and
consequently lengthξ(f) ≤ ωλ, proving this part of the theorem.
For the other direction, suppose that lengthξ(f) ≤ ωλ, and let
f = c+
∑∗
η<ωλ
(−1)ηfη,
where (fη)η<ωλ ∈ DUSBξ. Since {fη < q} ∈ Σ0ξ for every q ∈ Q, it can be written as
{fη < q} = ⋃n F η,qn , where F η,qn ∈ ⋃ζ<ξ Π0ζ ⊂ ∆0ξ . Using Kuratowski’s theorem (see
e.g. [26, 22.18]), there exists a Polish refinement τ ′ ⊇ τ such that F η,qn ∈∆01(τ ′) for every
η, n and q ∈ Q, and τ ′ ⊂ Σ0ξ(τ).
Now {fη < q} ∈ Σ01(τ ′) for every η and q ∈ Q, hence fη is USC in τ ′, since {fη < c} =⋃
n{fη < qn} is open, where qn ∈ Q, qn → c, qn < c. From this (fη)η<ωλ ∈ DUSB1(τ ′),
hence with the application of Theorem 2.3.48 for the space (X, τ ′), we get f ∈ Bλ1 (τ ′).
Note that τ ′ ∈ Tf,ξ, hence Remark 2.5.20 yields f ∈ Bλξ (τ), completing the proof.
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We finish this section by proving a generalized version of Theorem 2.3.55 for Baire
class ξ functions. From now on, let 1 < ξ < ω1 be a fixed ordinal.
Definition 2.5.23. Let F be a class of bounded Baire class ξ functions and let
Φ(F) =
{
f ∈ Bξ : f is bounded, ∃fn ∈ F , τ ′ ⊇ τ Polish(
τ ′ ⊂ Σ0ξ(τ), fn, f ∈ B1(τ ′), fn → f pseudouniformly with respect to τ ′
)}
.
As in the Baire class 1 case, we define the families Φλ as follows. Let Φ0 = B1ξ and for
0 < λ < ω1 let
Φλ = Φ
⋃
η<λ
Φη
 .
Theorem 2.5.24. For every ordinal λ < ω1, we have Φλ = Bλ+1ξ .
Proof. For λ = 0 the statement is obvious. We first prove the direction Φλ ⊇ Bλ+1ξ
by transfinite induction on λ. Let f ∈ Bλ+1ξ . By Remark 2.5.20 there exists a Polish
topology τ ′ ⊇ τ such that f ∈ Bλ+11 (τ ′). Thus, by Theorem 2.3.55 there exists a sequence
(fn)n∈N of functions such that fn → f pseudouniformly in the topology τ ′, and for each
n, fn ∈ ⋃η<λBη+11 (τ ′).
It is easy to check from the definition that τ ′ ∈ Tfn,ξ for each n, hence Remark 2.5.20
now yields fn ∈ ⋃η<λBη+1ξ (τ). The sequence (fn)n∈N and the topology τ ′ is exactly what
is required by the above definition, showing that f ∈ Φ
(⋃
η<λB
η+1
ξ
)
, proving f ∈ Φλ.
This proves that Φλ ⊇ Bλ+1ξ .
We prove the other direction by transfinite induction on λ. Let f ∈ Φλ, i.e., there
is a sequence (fn)n∈N and a topology τ ′ ⊇ τ with τ ′ ⊂ Σ0ξ(τ), f, fn ∈ B1(τ ′), fn → f
pseudouniformly with respect to the topology τ ′ and finally fn ∈ ⋃η<λ Φη = ⋃η<λBη+1ξ ,
using the induction hypothesis for each η < λ. Consequently, there exists an ordinal
λn < λ for each n, such that fn ∈ Bλn+1ξ .
Using Remark 2.5.20 again, there exists a Polish topology τn ∈ Tfn,ξ such that fn ∈
Bλn+11 (τ ′).
By Lemma 2.5.11 there exists a common Polish refinement τ ′′ of τ ′ and each τn with
τ ′′ ⊂ Σ0ξ(τ). Then by Lemma 2.5.12 fn, f ∈ B1(τ ′′), moreover, fn ∈ Bλn+11 (τ ′) for each
n and γτ ′′((fn)n∈N) ≤ γτ ′((fn)n∈N) ≤ ω can easily be seen from the definition. Theorem
2.3.55 yields that f ∈ Bλ+11 (τ ′′) but since one can easily check that τ ′′ ∈ Tf,ξ, we have
f ∈ Bλ+1ξ (τ) again using Remark 2.5.20, finishing the proof of the theorem.
2.6 Uniqueness of the ranks
As we have seen, the natural unbounded ranks defined on the Baire class ξ functions
essentially coincide on the bounded functions. Now we will formulate a general theorem
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which states that if a rank on the bounded functions has certain natural properties then it
must agree with the ranks defined above. Because of some not completely clear technical
difficulties we only work out the details in the Baire class 1 case.
The main reason why we treat this result separately and did not use it to prove that the
ranks considered so far all agree for bounded functions is the following. So far, formally, a
rank was simply a map defined on a set of functions. Now we slightly modify this concept:
in this section a rank will be a family of maps ρ = {ρ(X,τ)}(X,τ) Polish, where ρ(X,τ) is a
rank on the Baire class 1 functions defined on the Polish space (X, τ). However, since
there is no danger of confusion, we will abuse notation and will simply continue to use ρ.
Notice that the ranks α, β and γ can naturally be viewed this way.
Theorem 2.6.1. Let ρ be a rank on the bounded Baire class 1 functions. Suppose that ρ
has the following properties for every A ∈∆02 and Baire class 1 functions f and fn:
(1) ρ(χA) ≈ α1(A,Ac)
(≈ α(A,Ac) ≈ α(χA) ≈ β(χA) ≈ γ(χA), that is, the rank of A is essentially its
complexity in the difference hierarchy),
(2) ρ is essentially linear,
(3) if fn → f uniformly then ρ(f) . supn ρ(fn),
(4) if h : R→ R is a Lipschitz function then ρ(h ◦ f) . ρ(f),
(5) if f is defined on the Polish space X and Y ⊂ X is Polish (or equivalently, Π02(X),
see e.g. [26, 3.11]) then ρ(f |Y ) . ρ(f).
Then ρ ≈ α for bounded Baire class 1 functions.
Property (5) is probably the most ad hoc among the conditions, however it is easy to
see that it holds for ranks α, β and γ:
Lemma 2.6.2. Let X,Y be Polish spaces with Y ⊂ X and f be a bounded Baire class 1
function on X. Then α(f |Y ) . α(f), and hence similarly for β and γ.
Proof. Using Corollary 2.3.14, it is enough to prove the lemma for α1. By the definition
of the rank α1, if p < q are rational numbers then there exists a ∆02(X) set A so that
α1(A,Ac) ≤ α1(f) and A separates {f ≤ p} and {f ≥ q}. Clearly, A∩Y separates the sets
{f |Y ≤ p} and {f |Y ≥ q}. So it is enough to show that α1,Y (A ∩ Y,Ac ∩ Y ) ≤ α1(A,Ac).
Now, there exists a sequence of closed sets (Fη)η<α1(A,Ac) so that
A =
⋃
η<α1(A,Ac)
η even
(Fη \ Fη+1).
But the sets (Fη ∩ Y )η<α1(A,Ac) witness that α1,Y (A ∩ Y,Ac ∩ Y ) ≤ α1(A,Ac), so we are
done.
Proof of Theorem 2.6.1. We split the proof of the theorem into two easy lemmas.
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Lemma 2.6.3. If f = ∑ni=1 ciχAi where the Ai’s are disjoint ∆02 sets covering the under-
lying space X and the ci’s are distinct then ρ(f) ≈ α(f).
Proof. By the essential linearity of ρ clearly
ρ(f) . max
i
ρ(χAi).
Now let 0 ≤ j ≤ n be fixed and h : R → R be Lipschitz so that h(ci) = 0 for i 6= j and
h(cj) = 1. Then
ρ(χAj ) = ρ(h ◦ f) . ρ(f)
by Property (4), so
ρ(f) ≈ max
i
ρ(χAi).
Using Corollary 2.3.41 and Property (1) we obtain that α and ρ essentially agree on
step functions.
Now let f be an arbitrary bounded Baire class 1 function. Then by Lemma 2.3.42 and
Proposition 2.3.44 there exists a sequence of step functions fn converging uniformly to f
so that α(f) ≈ supn α(fn). Hence, by Property (3) and the previous lemma,
ρ(f) . sup
n
ρ(fn) ≈ sup
n
α(fn) ≈ α(f).
Hence, interchanging the role of α and ρ in the above argument, in order to prove
ρ(f) ≈ α(f) it is enough to construct a sequence fn of step functions converging uniformly
to f so that
sup
n
ρ(fn) . ρ(f). (2.6.1)
The construction goes similarly to that of Lemma 2.3.42, but we need an additional
step.
Lemma 2.6.4. Suppose that f is a bounded Baire class 1 function on the Polish space X
and p, q ∈ R with p < q. Then there exists a set H ∈∆02(X) so that ρ(χH) . ρ(f) and H
separates the sets {f ≤ p} and {f ≥ q}.
Proof. Let h : R → R be Lipschitz so that h|(−∞,p] ≡ 0 and h|[q,∞) ≡ 1, and f1 = h ◦ f .
Property (4) ensures that
ρ(f1) . ρ(f). (2.6.2)
Let Y = {f ≤ p} ∪ {f ≥ q} and f2 = f1|Y . Clearly, f2 is a step function on the Polish
space Y (note that Y is Π02(X)), hence by the previous lemma and Property (5) we obtain
α(f2) ≈ ρ(f2) . ρ(f1). (2.6.3)
In particular, {f2 ≤ 0} and {f2 ≥ 1} can be separated by a ∆02(Y ) set H ′ so that
H ′ =
⋃
η<λ
η even
(F ′η \ F ′η+1)
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for some F ′η ∈ Π01(Y ) and
λ . α(f2), (2.6.4)
using Corollary 2.3.14.
Now let Fη be the closure of F ′η in X and
H =
⋃
η<λ
η even
(Fη \ Fη+1).
Then H is a ∆02(X) set, and by Property (1), Corollary 2.3.14, (2.6.4), (2.6.3) and
(2.6.2) we obtain
ρ(χH) ≈ α(χH) ≤ λ . α(f2) ≈ ρ(f2) . ρ(f1) . ρ(f).
Moreover,
H ∩ Y =
⋃
η<λ
η even
(Fη ∩ F cη+1 ∩ Y ) =
⋃
η<λ
η even
(F ′η ∩ F ′cη+1 ∩ Y ) = H ′ ∩ Y.
Since H ′ separates {f2 ≤ 0} and {f2 ≥ 1}, and it is easy to see that {f ≤ p} ⊂ {f2 ≤
0} ⊂ Y and analogously for {f ≥ q}, we obtain that H separates {f ≤ p} and {f ≥ q},
which completes the proof.
Now we complete the proof by constructing a sequence fn converging uniformly to f
and satisfying (2.6.1). We basically repeat the proof of Lemma 2.3.42. If f is a constant
function then fn = f works. So suppose that f is not constant, and let pn,k = k/2n for
all k ∈ Z and n ∈ N so that inf(f) ≤ pn,k ≤ sup(f). By the boundedness of f there are
just finitely many pn,k’s for a fixed n. The level sets {f ≤ pn,k} and {f ≥ pn,k+1} are
disjoint Π02 sets, hence by the previous lemma they can be separated by a Hn,k ∈ ∆02 so
that ρ(χHn,k) . ρ(f). Set
fn =
∑
k
pn,k · (χHn,k+1 − χHn,k).
Clearly, fn → f uniformly. Now, for every n
ρ(fn) = ρ
(∑
k
pn,k · (χHn,k+1 − χHn,k)
)
. max
k
ρ(χHn,k) . ρ(f)
by the essential linearity of ρ, which finishes the proof of the theorem.
Remark 2.6.5. We claim that if the range of our functions is the triadic Cantor set C ⊂ R
instead of R then we can drop Property (5) in Theorem 2.6.1. In order to see this, we
show that Lemma 2.6.4 can be proved without using Property (5). Let f : X → C and
p, q ∈ C be as in the lemma. Let A ∈∆01(C) with {x ∈ C : x ≤ p} ⊂ A ⊂ {x ∈ C : x ≥ q}c.
Then h = χA is Lipschitz, since A and Ac are two disjoint compact subsets, hence their
distance is positive. This implies ρ(h ◦ f) . ρ(f) by Property (4). Let H = f−1(A), then
H ∈ ∆02(X), {f ≤ p} ⊂ H ⊂ {f ≥ q}c and ρ(χH) = ρ(h ◦ f) . ρ(f), since χH = h ◦ f .
This proves our claim.
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Question 2.6.6. Does there exist a rank ρ with Properties (1)− (4), so that ρ 6≈ α?
Now we very briefly discuss the Baire class ξ case. It is not hard to check that if
the family of ranks is defined not only on functions on the Polish spaces, but also on
functions on all subsets (or just Borel or Π0ξ+1 subsets) of Polish spaces, and Property
(5) is modified accordingly, then a result analogous to Theorem 2.6.1 holds. However, the
following question, where the ranks are only defined on functions on the Polish spaces is
more natural.
Question 2.6.7. Let ρ be rank on the bounded Baire class ξ functions (defined on Polish
spaces). Suppose that ρ has the following properties:
(1) if A ∈∆0ξ+1(X) then ρ(χA) ≈ αξ(χA),
(2) ρ is essentially linear,
(3) if fn → f uniformly then ρ(f) . supn ρ(fn),
(4) if h : R→ R is a Lipschitz function then ρ(h ◦ f) . ρ(f),
(5) if H ∈ Π02(X) then ρ(f |H) . ρ(f).
Does this imply that ρ ≈ α for bounded Baire class ξ functions?
2.7 Conclusion
First we answered Question 2.1.7 affirmatively by showing that the underlying compact
metric space in the theory of Kechris and Louveau can be replaced by an arbitrary Polish
space.
Then, after proving that certain very natural attempts surprisingly result in ranks that
are bounded in ω1, we have defined three ranks on the Baire class ξ functions, α∗ξ ≤ β∗ξ ≤
γ∗ξ , corresponding to the three ranks on the Baire class 1 functions investigated by Kechris
and Louveau. All the other ranks for which we could prove unboundedness, namely αξ
and δfin defined on the bounded Baire class ξ functions, essentially agree with α∗ξ . (It is
unclear whether α′ξ is unbounded, see the next section of Open problems.)
If we consider the ranks of sets, i.e., the ranks of characteristic functions, or more
generally, the ranks of bounded functions, then in addition α∗ξ ≈ β∗ξ ≈ γ∗ξ holds, hence all
ranks are essentially the same for bounded functions! We also have a general result (only
spelled out in the Baire 1 case) that all ranks satisfying certain natural requirements agree
on the bounded functions. Moreover, the rank of a step function ∑ni=1 ciχAi (where the
Ai’s form a partition and the ci’s are distinct) is the maximum of the ranks of the χAi ’s.
We were able to prove most of the known properties of the ranks on the Baire class 1
functions for α∗ξ , β∗ξ and γ∗ξ . All three ranks are translation invariant and unbounded in
ω1. The ranks β∗ξ and γ∗ξ are essentially linear, while α∗ξ is not. The ranks α∗ξ , β∗ξ and γ∗ξ
behave nicely under uniform limits.
This may well be considered as an affirmative answer to the (slightly vague) Question
2.1.1. Moreover, we have the following.
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Corollary 2.7.1. The rank β∗ξ (or γ∗ξ ) provides an affirmative answer to Question 2.1.2.
Proof. The proofs of the requirements listed in the question can be found in
• Theorem 2.5.17,
• Theorem 2.5.8,
• Theorem 2.5.13,
• Theorem 2.5.9 (note that 1 + η . η for every η),
respectively.
Then, by considering the proof of [13, Theorem 6.2] and replacing the class of Borel
functions by Bξ, the Borel class by the rank β∗ξ and the functions χBα by functions sup-
ported in Pα with β∗ξ rank at least α we obtain the following.
Corollary 2.7.2. For every 2 ≤ ξ < ω1 the solvability cardinal sc(Bξ) ≥ ω2, hence under
the Continuum Hypothesis sc(Bξ) = ω2 = (2ω)+.
2.8 Open problems
In this last section we collect the open problems of this chapter.
Throughout, we almost always considered only the relations ≈ and .. It would be
interesting to know which statements remain true using = and ≤ instead.
Question 2.8.1. Let ρ and ρ′ be two of the ranks defined in this chapter for which ρ . ρ′
holds. Is it true that ρ ≤ ρ′?
We have shown in Theorem 2.4.8 that if 1 ≤ ξ < ω1 and f is a characteristic Baire
class ξ function then the linearized separation rank α′ξ(f) ≤ 2.
Question 2.8.2. Is the linearized separation rank α′ξ unbounded in ω1 for the Baire class
ξ functions?
Actually, we do not even know the answer when ξ = 1.
The following question is very closely related to this.
Question 2.8.3. Let 1 ≤ ξ < ω1 and let fn and f be Baire class ξ functions such that
fn → f uniformly. Does this imply that α′ξ(f) . supn α′ξ(fn)?
As mentioned above, an affirmative answer to this question would provide a negative
answer to the previous one.
We have shown in Theorem 2.4.12 that the limit ranks are bounded by ω, but do not
know whether this is optimal.
Question 2.8.4. Is there an n ∈ ω such that γ2 ≤ n? If yes, which is the smallest such
n?
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Our next questions concern the uniqueness of ranks.
Question 2.8.5. Does there exist a rank ρ with Properties (1)− (4) of Theorem 2.6.1 so
that ρ 6≈ α on bounded Baire class 1 functions?
Question 2.8.6. Let ρ be rank on the bounded Baire class ξ functions (defined on Polish
spaces). Suppose that ρ has the following properties:
(1) if A ∈∆0ξ+1(X) then ρ(χA) ≈ αξ(χA),
(2) ρ is essentially linear,
(3) if fn → f uniformly then ρ(f) . supn ρ(fn),
(4) if h : R→ R is a Lipschitz function then ρ(h ◦ f) . ρ(f),
(5) if H ∈ Π02(X) then ρ(f |H) . ρ(f).
Does this imply that ρ ≈ α for bounded Baire class ξ functions?

Chapter 3
The structure of random elements
of Polish groups
3.1 Introduction
The study of generic elements of Polish groups (in the sense of Baire category) is a flour-
ishing field with a large number of applications (see e.g. [28], [42], [18]). It is natural
to ask whether there exist measure theoretic analogues of these results. Unfortunately,
on non-locally compact groups there is no natural invariant σ-finite measure. However,
a generalization of the ideal of measure zero sets can be defined in every Polish group as
follows:
Definition 3.1.1 (Christensen, [5]). Let G be a Polish group and B ⊂ G be Borel. We
say that B is Haar null if there exists a Borel probability measure µ on G such that for
every g, h ∈ G we have µ(gBh) = 0. An arbitrary set S is called Haar null if S ⊂ B for
some Borel Haar null set B.
It is known that the collection of Haar null sets forms a σ-ideal in every Polish group
and it coincides with the ideal of measure zero sets in locally compact groups with respect
to every left (or equivalently right) Haar measure. Using this definition, it makes sense to
talk about the properties of random elements of a Polish group. A property P of elements
of a Polish group G is said to hold almost surely or almost every element of G has property
P if the set {g ∈ G : g has property P} is co-Haar null.
Since we are primarily interested in homeomorphism and automorphism groups, and
in such groups conjugate elements can be considered isomorphic, we are only interested
in the conjugacy invariant properties of the elements of our Polish groups. Hence, in
order to describe the random element, one must give a complete description of the size
of the conjugacy classes with respect to the Haar null ideal. The investigation of this
question has been started by Dougherty and Mycielski [11] in the permutation group of a
countably infinite set, S∞. If f ∈ S∞ and a is an element of the underlying set then the set
{fk(a) : k ∈ Z} is called the orbit of a (under f), while the cardinality of this set is called
orbit length. Thus, each f ∈ S∞ has a collection of orbits (associated to the elements of
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the underlying set). It is easy to show that two elements of S∞ are conjugate if and only
if they have the same (possibly infinite) number of orbits for each possible orbit length.
Theorem 3.1.2 (Dougherty, Mycielski, [11]). Almost every element of S∞ has infinitely
many infinite orbits and only finitely many finite ones.
Therefore, almost all permutations belong to the union of a countable set of conjugacy
classes.
Theorem 3.1.3 (Dougherty, Mycielski, [11]). All of these countably many conjugacy
classes are non-Haar null.
Thus, the above theorems give a complete description of the non-Haar null conjugacy
classes and the (conjugacy invariant) properties of a random element. The aim of this
chapter is to initiate a systematic study of the size of the conjugacy classes of homeomor-
phism groups of compact metric spaces and automorphism groups of countable structures.
One can prove that in S∞ a generic element has no infinite orbits. This shows that the
generic and random behaviors are quite different. In particular, S∞ can be decomposed
into the union of a Haar null and a meager set. Of course, this is possible in every locally
compact group, but the situation is not clear in the non-locally compact case. Thus, the
following question of U. B. Darji arises naturally:
Question 3.1.4. Suppose that G is an uncountable Polish group. Can it be written as the
union of a meager and a Haar null set?
We also investigate this question for various Polish groups.
This chapter is organized as follows. First, in Section 3.2 we summarize facts and
notations used later, then in Section 3.3 we give a detailed description of our results.
In Sections 3.4, 3.5 and 3.6 we prove our results concerning the groups of orientation
preserving homeomorphisms of [0, 1] and S1 and the unitary transformations of the Hilbert
space `2, respectively. Section 3.7 contains the general theorems about the automorphism
groups of countable structures, while in Sections 3.8 and 3.9 we prove the characterization
of the non-Haar null classes of the automorphism group of (Q, <) and the random graph,
respectively. In Section 3.10, we use our results to prove that a large number of Polish
groups can be partitioned into a Haar null and a meager set. After this, in Section 3.11 we
investigate the possible cardinality of non-Haar null conjugacy classes of (locally compact
and non-locally compact) Polish groups. Finally, we conclude with listing a number of
open questions in Section 3.12.
3.2 Preliminaries and notations
We will follow the notations of [26]. For a detailed introduction to the theory of Polish
groups see [3, Chapter 1], while the model theoretic background can be found in [24,
Chapter 7]. Nevertheless, we summarize the basic facts which we will use.
Let G be an arbitrary Polish group. We call a set H ⊂ G conjugacy invariant if it is
the union of some conjugacy classes of G. A map ϕ with domain G is called conjugacy
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invariant if ϕ(f) = ϕ(g) for conjugate elements f, g ∈ G. For an arbitrary function f , let
Fix(f) = {x : f(x) = x} denote the set of fixed points of f .
As usual, a countable structure A is a first order structure on a countable set with
countably many constants, relations and functions. The underlying set will be denoted
by dom(A). The automorphism group of the structure A is denoted by Aut(A) which we
consider as a topological (Polish) group with the topology of pointwise convergence. Iso-
morphisms between topological groups are considered to be group automorphisms that are
also homeomorphisms. The structure A is called ultrahomogeneous if every isomorphism
between its finitely generated substructures extends to an automorphism of A. The age
of a structure A is the collection of the finitely generated substructures of A. An injective
homomorphism between structures will be called an embedding. A structure is said to be
locally finite if every finite set of elements generates a finite substructure.
A countable set K of finitely generated structures of the same language is called a
Fraïssé class if it satisfies the hereditary, joint embedding and amalgamation properties
(see [24, Chapter 7]). We will need the notion of the strong amalgamation property: A
Fraïssé class K satisfies the strong amalgamation property if for every B ∈ K and every
pair of structures C,D ∈ K and embeddings ψ : B → C and χ : B → D there exist E ∈ K
and embeddings ψ′ : C → E and χ′ : D → E such that
ψ′ ◦ ψ = χ′ ◦ χ and ψ′(C) ∩ χ′(D) = (ψ′ ◦ ψ)(B) = (χ′ ◦ χ)(B).
For a Fraïssé class K the unique countable ultrahomogeneous structure A with
age(A) = K is called the Fraïssé limit of K. If G is the automorphism group of a struc-
ture A, we call a bijection p a partial automorphism or a partial permutation if it is an
automorphism between two finitely generated substructures of A such that p ⊂ g for some
g ∈ G.
As mentioned before, S∞ stands for the permutation group of the countably infinite
set ω. It is well known that S∞ is a Polish group with the pointwise convergence topology.
This coincides with the topology generated by the sets of the form [p] = {f ∈ S∞ : f ⊃ p},
where p is a finite partial permutation.
Let A be a countable structure. By the countability of A, every automorphism f ∈
Aut(A) can be regarded as an element of S∞, and it is not hard to see that in fact Aut(A)
will be a closed subgroup of S∞. Moreover, the converse is also true, namely every closed
subgroup of S∞ is isomorphic to the automorphism group of a countable structure.
Let G be a closed subgroup of S∞. The orbit of an element x ∈ ω (under G) is the set
G(x) = {y ∈ ω : ∃g ∈ G (g(x) = y)}. For a set S ⊂ ω we denote the pointwise stabilizer
of S by G(S), that is, G(S) = {g ∈ G : ∀s ∈ S (g(s) = s))}. In case S = {x}, we write G(x)
instead of G({x}).
As in the case of S∞, for a countable structure A, an element a ∈ dom(A) and
f ∈ Aut(A) the set {fk(a) : k ∈ Z} is called the orbit of a and denoted by Of (a), while
the cardinality of this set is called orbit length. The collection of the orbits of f , or the
orbits of f is the set {Of (a) : a ∈ dom(A)}. If S ⊂ dom(A) we will also use the notation
Of (S) for the set ⋃a∈S Of (a).
We will constantly use the following fact.
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Fact 3.2.1. Let A be a countable structure. A closed subset K of Aut(A) is compact if
and only if for every a ∈ dom(A) the set {f(a), f−1(a) : f ∈ K} is finite.
We denote by B∞ the countable atomless Boolean algebra, by (Q, <) or Q the rational
numbers as an ordered set. Let us use the notation R (or (V,R)) for the countably infinite
random graph, that is, the unique countable graph with the following property: for every
pair of finite disjoint sets A,B ⊂ V there exists v ∈ V such that (∀x ∈ A)((x, v) ∈ R) and
(∀y ∈ B)((y, v) 6∈ R).
In the investigation of the structure of Aut(Q, <) we use the concept of orbitals (defined
below, for more details on this topic see [20]). Let p, q ∈ Q. The interval (p, q) will denote
the set {r ∈ Q : p < r < q}. For an automorphism f ∈ Aut(Q, <), we denote the set of
fixed points of f by Fix(f).
Definition 3.2.2. The set of orbitals of an automorphism f ∈ Aut(Q, <), O∗f , consists of
the convex hulls (relative to Q) of the orbits of the rational numbers, that is
O∗f = {conv({fn(r) : n ∈ Z}) : r ∈ Q}.
It is easy to see that the orbitals of f form a partition of Q, with the fixed points
determining one element orbitals, hence “being in the same orbital” is an equivalence
relation. Using this fact, we define the relation < on the set of orbitals by letting O1 < O2
for distinct O1, O2 ∈ O∗f if p1 < p2 for some (and hence for all) p1 ∈ O1 and p2 ∈ O2. Note
that < is a linear order on the set of orbitals.
It is also easy to see that if p, q ∈ Q are in the same orbital of f then f(p) > p ⇔
f(q) > q, f(p) < p ⇔ f(q) < q and f(p) = p ⇔ f(q) = q ⇒ p = q. This observation
makes it possible to define the parity function, sf : O∗f → {−1, 0, 1}. Let sf (O) = 0 if O
consists of a fixed point of f , sf (O) = 1 if f(p) > p for some (and hence, for all) p ∈ O
and sf (O) = −1 if f(p) < p for some (and hence, for all) p ∈ O.
Let us consider the following notion of largeness:
Definition 3.2.3. Let G be a Polish topological group. A set A ⊂ G is called compact
catcher if for every compact K ⊂ G there exist g, h ∈ G so that gKh ⊂ A. A is compact
biter if for every compact K ⊂ G there exist an open set U and g, h ∈ G so that U∩K 6= ∅,
and g(U ∩K)h ⊂ A.
The following easy observation is one of the most useful tools to prove that a certain
set is not Haar null.
Fact 3.2.4. If A is compact biter then it is not Haar null.
Proof. Suppose that this is not the case and let B ⊃ K be a Borel Haar null set and
µ be a witness measure for B. Then, by the regularity of µ, there exists a compact set
K ⊂ G such that µ(K) > 0. Subtracting the relatively open µ measure zero subsets of
K we can suppose that for every open set U if U ∩ K 6= ∅ then µ(U ∩ K) > 0. But,
as A is compact biter, so is B, thus for some open set U with µ(U ∩K) > 0 there exist
g, h ∈ G so that g(U ∩K)h ⊂ B. This shows that µ cannot witness that B is Haar null,
a contradiction.
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Note that the proof of Theorem 3.1.3 by Dougherty and Mycielski actually shows
that every non-Haar null conjugacy class is compact biter and the (unique) non-Haar null
conjugacy class which contains elements without finite orbits is compact catcher.
It is sometimes useful to consider right and left Haar null sets: a Borel set B is right
(resp. left) Haar null if there exists a Borel probability measure µ on G such that for
every g ∈ G we have µ(Bg) = 0 (resp. µ(gB) = 0). An arbitrary set S is called right
(resp. left) Haar null if S ⊂ B for some Borel right (resp. left) Haar null set B. The
following observation will be used several times.
Lemma 3.2.5. Suppose that B is a Borel set that is invariant under conjugacy. Then B
is left Haar null iff it is right Haar null iff it is Haar null.
Proof. Let µ be a measure witnessing that B is left Haar null. We check that it also
witnesses the Haar nullness of B. Indeed, let g, h ∈ G arbitrary, µ(gBh) = µ(ghh−1Bh) =
µ(ghB) = 0. The proof is analogous when B is right Haar null.
3.3 Description of the results
3.3.1 Homeomorphism groups
Let Homeo+([0, 1]) denote the space of increasing homeomorphisms of the unit interval
[0, 1] with the topology of uniform convergence. Our theorem concerning Homeo+([0, 1])
is the following, which we prove in Section 3.4.
Theorem 3.4.2. The conjugacy class of f ∈ Homeo+([0, 1]) is non-Haar null if and only
if Fix(f) has no limit point in the open interval (0, 1), and if x0 ∈ Fix(f) ∩ (0, 1) then
f(x)−x does not have a local extremum point at x0. Moreover, the union of the non-Haar
null conjugacy classes is co-Haar null.
Corollary 3.3.1. There are only countably many non-Haar null conjugacy classes in the
group Homeo+([0, 1]).
Cohen and Kallman [6] investigated Question 3.1.4 and developed a technique to find
Haar null-meager decompositions. However, their method does not work for the group
Homeo+([0, 1]) as they have also noted. With the help of Theorem 3.4.2, we have the
following corollary.
Corollary 3.10.1. The group Homeo+([0, 1]) can be partitioned into a Haar null and a
meager set.
In Section 3.5 we turn to the group Homeo+(S1) of order-preserving homeomorphisms
of the circle. In what follows, τ(f) denotes the rotation number of a homeomorphism
f ∈ Homeo+(S1). If f ∈ Homeo+(S1) has finitely many periodic points then we call one
of its periodic points x0 of period q crossing, if for a lift F of f q with x0 ∈ Fix(F ), x0 is
not a local extremum point of F (x) − x. For the formal definition of these notions, see
Section 3.5.
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Theorem 3.5.5. The conjugacy class of f ∈ Homeo+(S1) is non-Haar null if and only
if τ(f) ∈ Q, f has finitely many periodic points and all of them are crossing. Every
such conjugacy class necessarily contains an even number of periodic orbits, and for every
rational number 0 ≤ r < 1 and positive integer k there is a unique non-Haar null conjugacy
class with rotation number r containing 2k periodic orbits. Moreover, the union of the
non-Haar null conjugacy classes and {f ∈ Homeo+(S1) : τ(f) 6∈ Q} is co-Haar null.
Corollary 3.3.2. There are only countably many non-Haar null conjugacy classes in
Homeo+(S1).
We could not settle the question whether the union of the non-Haar null conjugacy
classes is co-Haar null, since the following question remains open.
Question 3.3.3. Is the set {f ∈ Homeo+(S1) : τ(f) 6∈ Q} Haar null?
Again, we could use the characterization to answer Question 3.1.4 for the group
Homeo+(S1).
Corollary 3.10.2. The group Homeo+(S1) can be partitioned into a Haar null and a
meager set.
In Section 3.6 we introduce basic results of spectral theory to prove the following theo-
rem about the group U(`2) of unitary transformations of the separable, infinite dimensional
Hilbert space.
Theorem 3.6.3. Let U ∈ U(`2) be given with spectral measure µU and multiplicity func-
tion nU . If the conjugacy class of U is non-Haar null then µU ' λ and nU is constant
λ-a. e., where λ denotes Lebesgue measure.
Corollary 3.6.4. In the unitary group every conjugacy class is Haar null possibly except
for a countable set of classes, namely the conjugacy classes of the multishifts.
For the group U(`2) the fact that it can be written as the union of a meager and a
Haar null set has already been proved, see [6].
Remark 3.3.4. In Corollary 3.10.9 we show that the automorphism group of the count-
able atomless Boolean algebra can be partitioned into a Haar null and a meager set, but
this group is well known to be isomorphic to the group of homeomorphisms of the Cantor
set, hence we have another important homeomorphism group that can be partitioned into
a Haar null and a meager set.
3.3.2 General results about countable structures.
We start with defining the crucial notion for the description of the orbits of a random
element of an automorphism group. Informally, the following definition says that our
structure is free enough: if we want to extend a partial automorphism defined on a finite
set, there are only finitely many points for which we have only finitely many options.
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Definition 3.3.5. Let G be a closed subgroup of S∞. We say that G has the finite
algebraic closure property (FACP ) if for every finite S ⊂ ω the set {b : |G(S)(b)| <∞} is
finite.
The following model theoretic property of Fraïssé classes turns out to be essentially a
reformulation of the FACP for the automorphism groups of the limits.
Definition 3.3.6. Let K be a Fraïssé class. We say that K has the cofinal strong amalga-
mation property (CSAP) if there exists a subclass of K cofinal under embeddability, which
satisfies the strong amalgamation property, or more formally: for every B0 ∈ K there
exists a B ∈ K and an embedding φ0 : B0 → B so that the strong amalgamation property
holds over B, that is, for every pair of structures C,D ∈ K and embeddings ψ : B → C and
χ : B → D there exist E ∈ K and embeddings ψ′ : C → E and χ′ : D → E such that
ψ′ ◦ ψ = χ′ ◦ χ and ψ′(C) ∩ χ′(D) = (ψ′ ◦ ψ)(B) = (χ′ ◦ χ)(B).
A Fraïssé limit A is said to have the cofinal strong amalgamation property if age(A)
has the CSAP.
Generalizing the results of Dougherty and Mycielski we show that the FACP is equiv-
alent to some properties of the orbit structure of a random element of the group.
Theorem 3.7.14. Let A be a locally finite Fraïssé limit. Then the following are equivalent:
(1) almost every element of Aut(A) has finitely many finite orbits,
(2) Aut(A) has the FACP ,
(3) A has the CSAP.
Moreover, any of the above conditions implies that almost every element of A has infinitely
many infinite orbits.
Note that every relational structure and also B∞ is locally finite, moreover, it is well
known that the ages of the structures R, (Q, <) and B∞ have the strong amalgamation
property which clearly implies the CSAP (it is also easy to directly check the FACP for
these groups). Hence we obtain the following corollary.
Corollary 3.3.7. In Aut(R),Aut(Q, <) and Aut(B∞) almost every element has finitely
many finite and infinitely many infinite orbits.
As another corollary of Theorem 3.7.14, in Section 3.10 we show the following results
about Haar null-meager decompositions.
Corollary 3.10.8. Let G be a closed subgroup of S∞ satisfying the FACP and suppose
that the set F = {g ∈ G : Fix(g) is infinite} is dense in G. Then G can be decomposed
into the union of an (even conjugacy invariant) Haar null and a meager set.
Corollary 3.10.9. Aut(R), Aut(Q, <) and Aut(B∞) can be decomposed into the union
of an (even conjugacy invariant) Haar null and a meager set.
However, these results are typically far from the full description of the behavior of the
random elements. We continue with the detailed study of two special cases, Aut(Q, <)
and Aut(R).
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3.3.3 Aut(Q, <)
The following is our main result about the automorphism group of the rational numbers.
Theorem 3.8.4. For almost every element f of Aut(Q, <)
(1) for distinct orbitals O1, O2 ∈ O∗f (see Definition 3.2.2) with O1 < O2 such that
sf (O1) = sf (O2) = 1 or sf (O1) = sf (O2) = −1, there exists an orbital O3 ∈ O∗f
with O1 < O3 < O2 and sf (O3) 6= sf (O1),
(2) (follows from Theorem 3.7.14) f has only finitely many fixed points.
These properties characterize the non-Haar null conjugacy classes, i. e., a conjugacy class
is non-Haar null if and only if one (or equivalently every) of its elements has properties
(1) and (2).
Moreover, every non-Haar null conjugacy class is compact biter and those non-Haar
null classes in which the elements have no rational fixed points are compact catchers.
This yields the following surprising corollary:
Corollary 3.3.8. There are continuum many non-Haar null conjugacy classes in
Aut(Q, <), and their union is co-Haar null.
Note that it was proved by Solecki [40] that in every non-locally compact Polish group
that admits a two-sided invariant metric there are continuum many pairwise disjoint non-
Haar null Borel sets, thus the above corollary is an extension of his results for Aut(Q, <)
(see also the case of Aut(R) below). We would like to point out that in a sharp contrast to
this result, in Homeo+([0, 1]) (that is, in the group of order preserving homeomorphisms
of the interval) the random behaviour is quite different (see [9]), more similar to the case
of S∞: there are only countably many non-Haar null conjugacy classes and their union is
co-Haar null.
3.3.4 Aut(R)
The characterization of non-Haar null conjugacy classes of the automorphism group of the
random graph appears to be similar to the characterization of the non-Haar null classes
of Aut(Q, <), however their proofs are completely different.
Theorem 3.9.29. For almost every element f of Aut(R)
(1) for every pair of finite disjoint sets, A,B ⊂ V there exists v ∈ V such that (∀x ∈
A)((x, v) ∈ R) and (∀y ∈ B)((y, v) 6∈ R) and v 6∈ Of (A ∪ B), i. e., the union of
orbits of the elements of A ∪B,
(2) (from Theorem 3.7.14) f has only finitely many finite orbits.
These properties characterize the non-Haar null conjugacy classes, i. e., a conjugacy class
is non-Haar null if and only if one (or equivalently every) of its elements has properties
(1) and (2).
Moreover, every non-Haar null conjugacy class is compact biter and those non-Haar
null classes in which the elements have no fixed points are compact catchers.
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It is not hard to see that this characterization again yields the following corollary:
Corollary 3.3.9. There are continuum many non-Haar null classes in Aut(R) and their
union is co-Haar null.
Lemma 3.3.10. (Splitting Lemma, finite version) If F ⊂ Aut(R) is a finite set then there
exists a vertex v so that for every distinct f, g ∈ F we have f(v) 6= g(v).
From the above theorem and the splitting lemma one can give a new proof of well
known results of Truss [41] (which was improved by him later) and Rubin, that states that
if f, g are non-identity elements in Aut(R) then g is the product of four conjugates of f ,
see Theorem 3.10.10.
3.3.5 Various behaviors
Examining any Polish group we can ask the following questions:
1. How many non-Haar null conjugacy classes are there?
2. Is the union of the Haar null conjugacy classes Haar null?
Note that these are interesting even in compact groups. Table 3.1 summarizes our
examples and the open questions as well (the left column indicates the number of non-
Haar null conjugacy classes, while C, LC \ C and NLC stands for compact, locally compact
non-compact and non-locally compact groups, respectively). HNN denotes the well known
infinite group, constructed by G. Higmann, B. H. Neumann and H. Neumann [23], with
two conjugacy classes, while Qd stands for the rationals with the discrete topology. The
action, φ, of Z2 on Zω3 and Qωd is the map defined by a 7→ −a.
The union of the Haar null classes is Haar null
C LC \ C NLC
0 – – –
n Zn HNN ???
ℵ0 ??? Z S∞
c – – Aut(Q, <); Aut(R)
The union of the Haar null classes is not Haar null
C LC \ C NLC
0 2ω Z× 2ω Zω
n Zn × (Z2 nφ Zω3 ) HNN ×(Z2 nφ Zω3 ) Zn × (Z2 nφ Qωd )
ℵ0 ??? Z× (Z2 nφ Zω3 ) S∞ × (Z2 nφ Zω3 )
c – – Aut(Q, <)× (Z2 nφ Zω3 )
Table 3.1: Examples of various behaviours
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3.4 Homeomorphisms of the interval
In this section we investigate Homeo+([0, 1]), the group of increasing homeomorphisms of
the unit interval [0, 1] and prove Theorem 3.4.2. The topology on Homeo+([0, 1]) is that of
uniform convergence, that is generated by the metric d(f, g) = ‖f −g‖ = supx∈[0,1] |f(x)−
g(x)| for f, g ∈ Homeo+([0, 1]).
With respect to this metric, we denote the open ball centered at f ∈ Homeo+([0, 1])
having radius δ > 0 by B(f, δ). Note that if fn → f uniformly for the homeomorphisms
fn, f ∈ Homeo+([0, 1]), n = 0, 1, . . . , then f−1n → f−1 uniformly, hence a compatible
metric for Homeo+([0, 1]) is d′(f, g) = ‖f − g‖+ ‖f−1 − g−1‖.
Let sign : R→ {−1, 0, 1} be the sign function, i.e.,
sign(x) =

−1 if x < 0,
0 if x = 0,
1 if x > 0.
For the characterization of non-Haar null conjugacy classes of Homeo+([0, 1]), we use the
following well-known fact.
Lemma 3.4.1. Two homeomorphisms f, g ∈ Homeo+([0, 1]) are conjugate if and only
if there exists a homeomorphism h ∈ Homeo+([0, 1]) such that sign(f(x) − x) =
sign(g(h(x))− h(x)) for every x ∈ [0, 1].
A similar result about homeomorphisms of R is shown in [35, Lemma 2.3], from which
the lemma can be proved easily. Now we are ready to prove our theorem about the
non-Haar null conjugacy classes of Homeo+([0, 1]).
Theorem 3.4.2. The conjugacy class of f ∈ Homeo+([0, 1]) is non-Haar null if and only
if Fix(f) has no limit point in the open interval (0, 1), and if x0 ∈ Fix(f) ∩ (0, 1) then
f(x)−x does not have a local extremum point at x0. Moreover, the union of the non-Haar
null conjugacy classes is co-Haar null.
Proof. Let
L = {f ∈ Homeo+([0, 1]) : Fix(f) has no limit point in (0, 1)} and
H = {f ∈ Homeo+([0, 1]) :
f(x)− x has no local extremum point at any x0 ∈ Fix(f) ∩ (0, 1)}.
We first show that L and H are co-Haar null sets, which will prove the “only if” part of
the theorem.
Claim 3.4.3. L is co-Haar null.
Proof. We first prove that L ⊂ Homeo+([0, 1]) is Borel. Let
Lk,l,m = {f ∈ Homeo+([0, 1]) :
∃x1, . . . xl ∈ [1/k, 1− 1/k] ∩ Fix(f) (i 6= j ⇒ |xi − xj | ≥ 1/m)}.
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Now Lk,l,m is closed for every k, l,m ∈ N, since if fn ∈ Fk,l,m is a sequence converging
uniformly to f , and xni ∈ [1/k, 1− 1/k]∩ Fix(fn) for i = 1, . . . , l satisfies |xni − xnj | ≥ 1/m
for i 6= j, then, for an appropriate subsequence, the numbers xni converge to some xi for
all i. It is easy to see that xi ∈ [1/k, 1 − 1/k] ∩ Fix(f) and |xi − xj | ≥ 1/m for i 6= j.
Hence f ∈ Fk,l,m, showing that Fk,l,m is closed.
Since f 6∈ L if and only if f has infinitely many fixed points in some interval [1/k, 1−
1/k], one can easily check that
Lc =
⋃
k∈N
⋂
l∈N
⋃
m∈N
Fk,l,m.
This shows that L is Borel.
Now as L is Borel and clearly conjugacy invariant, using Lemma 3.2.5 it is enough to
find a Borel probability measure µ such that µ(Lg) = 1 for every g ∈ Homeo+([0, 1]).
For 1/4 ≤ a ≤ 3/4 let fa ∈ Homeo+([0, 1]) be the piecewise linear function defined by
fa(x) =
{
2xa if 0 ≤ x < 12 ,
2(1− a)x+ 2a− 1 if 12 ≤ x ≤ 1.
(3.4.1)
The map Φ : a 7→ fa is continuous from [1/4, 3/4] to Homeo+([0, 1]), hence the pushfor-
ward of the normalized Lebesgue measure on [1/4, 3/4] is a Borel probability measure on
Homeo+([0, 1]). Let the pushforward be µ, i.e.,
µ(B) = 2λ(Φ−1(B)) = 2λ({a : fa ∈ B}) (3.4.2)
for every Borel subset B ⊂ Homeo+([0, 1]), where λ is the Lebesgue measure.
Let g ∈ Homeo+([0, 1]) be arbitrary, it is enough to show that µ(Lg) = 1. It is easy to
see that
µ(Lg) = 2λ({a : ∀k(fa(x) = g(x) for only finite many x in [1/k, 1− 1/k])}).
Now we proceed indirectly. Suppose that µ(Lg) < 1, that is, the set of those a such that
g intersects the graph of fa infinitely many times in some interval [ca, 1− ca] is of positive
measure. Hence, we can find a common 0 < c < 1/2 such that the set of those a such that
g intersects the graph of fa infinitely many times in the interval [c, 1− c] is still of positive
measure.
Having found this common c, we make some modifications to the functions. For a
homeomorphism h ∈ Homeo+([0, 1]), let h∗ : [c, 1− c]→ R be the function defined by
h∗(x) =
{
h(x)
2x if c ≤ x < 12 ,
h(x)
2(1−x) +
1−2x
2(1−x) if
1
2 ≤ x ≤ 1− c.
It is easy to see that f∗a (x) = a for every a ∈ [1/4, 3/4] and x ∈ [c, 1− c].
Note that the maps (x, y) 7→ (x, y2x) and (x, y) 7→ (x, y2(1−x) + 1−2x2(1−x)) are bi-Lipschitz
maps from the region bounded by the graphs of f1/4|[c,1−c] and f3/4|[c,1−c] to [c, 1 − c] ×
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[1/4, 3/4]. This can be shown by checking that the derivatives are bounded. Moreover,
the two maps agree on {1/2} × [1/4, 3/4], hence the map
F (x, y) =
{ (
x, y2x
)
if c ≤ x < 12 ,(
x, y2(1−x) +
1−2x
2(1−x)
)
if 12 ≤ x ≤ 1− c
is bi-Lipschitz on the same region. This implies that the image of a rectifiable curve under
F is rectifiable, hence g∗ is of bounded variation, as its graph is the image of the graph of
g|[c,1−c] under F .
Now we finish the proof of the theorem by deducing a contradiction. We derived from
our indirect assumption that the set of those a such that the graph of g intersects the
graph of fa infinitely many times over the interval [c, 1 − c] is of positive measure. This
implies that the set of those a such that the graph of g∗ intersects the graph of the constant
function f∗a infinitely many times is of positive measure. Hence, the set of those y such
that (g∗)−1(y) is infinite is of positive measure. But g∗ is of bounded variation, hence
according to a result of Banach (see [2, Corollary 1]), the measure of this set should be
zero, a contradiction.
Claim 3.4.4. H is co-Haar null.
Proof. First we show that H ⊂ Homeo+([0, 1]) is Borel. It is easy too see that the
complement of H is ⋃∞m=1Hm, where
Hm =
{
f ∈ Homeo+([0, 1]) : ∃x0 ∈ [1/m, 1− 1/m] such that x0 is the
minimum or the maximum of f |(x0− 1m , x0+ 1m )
}
.
We show that each Hm is closed, from which it follows that H is Gδ, thus Borel. Let
(fn)n∈N be a convergent sequence of functions from Hm. Let xn ∈ [1/m, 1 − 1/m] be a
point with the property that it is the minimum or the maximum of fn|(xn−1/m, xn+1/m).
Then there exists a subsequence nk such that xnk converges to some x′ ∈ [1/m, 1− 1/m]
with xnk always either a local minimum or a local maximum of fnk . It is easy to see
that if f is the limit of the sequence (fn)n∈N then x′ is the minimum or maximum of
f |(x′−1/m, x′+1/m), showing that Hm is closed. This finishes the proof that H is Borel.
Now we construct a Borel probability measure on Homeo+([0, 1]), such that for every
g ∈ Homeo+([0, 1]), µ(gH) = 1. By Lemma 3.2.5, this indeed implies that H is co-Haar
null, as it can easily be seen using Lemma 3.4.1 that H is conjugacy invariant.
This measure is the same as in the proof of Claim 3.4.3, for 1/4 ≤ a ≤ 3/4 let
fa ∈ Homeo+([0, 1]) be the piecewise linear function as in (3.4.1). The measure µ is
defined as in (3.4.2), µ(B) = 2λ({a : fa ∈ B}) for a Borel set B, where λ is the Lebesgue
measure. As before, this defines a Borel probability measure on Homeo+([0, 1]). Let
g ∈ Homeo+([0, 1]), to finish the proof that H is co-Haar null, it is enough to show that
the set {a : fa 6∈ gH} = {a : g−1fa 6∈ H} is countable.
If for some a ∈ [1/4, 3/4], the function g−1fa(x) − x has a local maximum at xa ∈
Fix(g−1f) ∩ (0, 1), then we assign an open interval (ca, da) to a, where ca, da ∈ Q ∩ (0, 1),
xa ∈ (ca, da) and g−1(fa(x)) − x ≤ 0 if x ∈ (ca, da). Such an interval exists, as xa ∈
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Fix(g−1f), hence g−1(f(xa)) − xa = 0, and xa is the local maximum of g−1fa(x) − x.
Now we show that we cannot assign the same interval to two distinct points. Suppose
that we assign (ca, da) to a and a′, with a < a′. Then for every x ∈ (ca, da), we have
g−1(fa′(x)) − x ≤ 0, but for xa ∈ (ca, da), 0 = g−1(fa(xa)) − xa < g−1(fa′(xa)) − xa, a
contradiction, using the fact that g−1 is a strictly increasing function, and fa(x) < fa′(x)
for every x ∈ (0, 1).
This show that the set of those as, such that g−1fa 6∈ H because there is a fixed point
in (0, 1) which is a local maximum of g−1(fa(x)) − x, is countable. The other reason
excluding g−1fa from being in H is the existence of a fixed point that is a local minimum,
and one can similarly prove that this happens for only countably many a’s. This shows
that {a : fa 6∈ gH} is countable, hence H is co-Haar null.
Thus the proof of the “only if” part of the theorem is complete.
Now we prove that every conjugacy class described in the theorem is indeed non-Haar
null. Let C be such a conjugacy class, then for those fixed points of a function f ∈ C that
fall into the open interval (0, 1) we have the following possibilities:
(i) Fix(f) ∩ (0, 1) is a countably infinite set with limit points 0 and 1,
(ii) Fix(f) ∩ (0, 1) is a countably infinite set with the unique limit point 0,
(iii) Fix(f) ∩ (0, 1) is a countably infinite set with the unique limit point 1,
(iv) |Fix(f) ∩ (0, 1)| = n for some n ∈ N.
The set (0, 1) \ Fix(f) is the union countably many open intervals, and since every fixed
point x0 ∈ Fix(f) ∩ (0, 1) is isolated, each of these intervals has a neighboring interval on
each side. In each of these intervals, the function f(x) − x is either positive or negative,
but as f(x) − x has no local extremum point at any fixed point, the sign of f(x) − x is
distinct in neighboring intervals.
Hence, each of the last three cases in the list describes two conjugacy classes (the
forth case describes two conjugacy classes for each n): there is a first or last open interval
of (0, 1) \ Fix(f), in which the sign of f(x) − x can be chosen to be either positive or
negative, but this choice determines the sign on every other interval. Whereas the first
case describes only one possible conjugacy class. One can easily see using Lemma 3.4.1
that these possibilities indeed describe conjugacy classes.
Now we prove that in case (ii), (iii) and (iv), in order to show that each of these classes
are non-Haar null, it is enough to show that the union of the two described conjugacy
classes is non-Haar null. The proof is the same in each case, so let C1 and C2 be the two
conjugacy classes in either case and suppose that C1 is Haar null. We show that then C2
is Haar null, hence so is the union, contradicting our assumption. We use the following
claim for the proof.
Claim 3.4.5. Let G be a Polish topological group and H ⊂ G a Haar null set. Then the
set {h−1 : h ∈ H} is also Haar null.
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Proof. Let µ be a witness measure for H, and let µ′ be the measure with µ′(B) = µ({b−1 :
b ∈ B}). Now µ′ is a witness measure for the set H−1 = {h−1 : h ∈ H}, since
µ′(aH−1b) = µ′({ah−1b : h ∈ H}) = µ({b−1ha−1 : h ∈ H}) = 0.
Using the claim, the image of C1 under the homeomorphism f 7→ f−1 is also Haar null.
But it is easy to see that the image is C2 (regardless of which case we are working with),
hence C2 is also Haar null, and so is C1 ∪ C2.
Now we state three lemmas that will be essential for the rest of the proof.
Lemma 3.4.6. Let K ⊂ Homeo+([0, 1]) be a compact set. Then there exists δ : (0,∞)→
(0,∞) such that for every ε > 0, f ∈ K and x, y ∈ [0, 1] with |x − y| ≤ δ(ε), we have
|f(x)− f(y)| < ε and |f−1(x)− f−1(y)| < ε.
Proof. Let K′ = K ∪ {f−1 : f ∈ K}. Then K′ is compact, since the map f 7→ f−1 is
a homeomorphism. As Homeo+([0, 1]) is a subspace of C([0, 1]), the space of continuous
function defined on [0, 1] with the supremum norm, we can apply the Arzelà–Ascoli the-
orem for K′. Hence, there exists a function δ : (0,∞) → (0,∞) such that for all f ∈ K′
and x, y ∈ [0, 1] with |x− y| ≤ δ(ε), we have |f(x)− f(y)| < ε. As K′ contains f and f−1
for every f ∈ K, we are done.
Lemma 3.4.7. Let K ⊂ Homeo+([0, 1]) be compact and x0, y0 ∈ (0, 1), then there exists
g ∈ Homeo+([0, 1]) with g(x0) = y0 and such that both 0 and 1 are among the limit points
of Fix(g−1f) for every f ∈ K.
Proof. Let δ : (0,∞) → (0,∞) be the function given by the previous lemma for K. Let
x1 = x0 + (1 − x0)/2 < 1, we show that there exists y1 < 1 such that y1 > y0 and
y1 > f(x1) for every f ∈ K. Indeed, any y1 with max{y0, 1− δ(1− x1)} < y1 < 1 works,
since if |1− y1| < δ(1− x1) then |f−1(1)− f−1(y1)| < 1− x1, showing that f−1(y1) > x1,
hence f(x1) < y1 for every f ∈ K. Then let y2 = y1 + (1 − y1)/2 and x2 < 1 be such
that x2 > x1 and f(x2) > y2 for every f ∈ K. One can easily get an appropriate x2 by a
similar argument, choosing x2 such that max{x1, 1− δ(1− y2)} < x2 < 1.
By iterating the argument, one can easily get two strictly increasing sequences (xn)n∈N
and (yn)n∈N such that they are converging to 1, and f(x2n) > y2n, f(x2n+1) < y2n+1 for
every f ∈ K and n ∈ N \ {0}. Moreover, similarly one can get two decreasing sequences
(zn)n∈N and (un)n∈N with z0 < x0 and u0 < y0 such that they are converging to 0, and
f(z2n) < u2n, f(z2n+1) > u2n+1 for every f ∈ K and n ∈ N.
One can easily see that (0, 1) = (z0, x0) ∪ ⋃n∈N(zn+1, zn] ∪ [xn, xn+1). Moreover, by
defining the function g : [0, 1] → [0, 1] such that g(xn) = yn and g(zn) = un, for every
n ∈ N and g is linear on intervals of the form [xn, xn+1], [zn+1, zn] and on [z0, x0] with
g(0) = 0 and g(1) = 1, one gets an increasing homeomorphism of [0, 1] such that the graph
of g intersects the graph of every f ∈ K infinitely many times in every neighborhood of 0
and 1. Thus the proof of the lemma is complete.
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Lemma 3.4.8. Let 0 < x0, y0 < 1 with f(x0) > y0 for every f ∈ K. Then there exists
a function g ∈ Homeo+([0, 1]) such that g(x0) = y0 and f(x) > g(x) for every x ∈ (0, 1)
and f ∈ K.
Proof. For x ∈ [0, 1], let h(x) = minf∈K f(x). The minimum exists, since the image of
K is compact in [0, 1] under the continuous map f 7→ f(x). Using [38, Theorem 2.2],
h ∈ Homeo+([0, 1]). Let T : [0, 1] → [0, 1] be the function with T (0) = T (x0) = y0h(x0) ,
T (1) = 1 and T is linear in the intervals [0, x0] and [x0, 1]. Let
g(x) = T (x)h(x),
we show that g satisfies the conditions of the lemma. It is easy to see that g(0) = 0,
g(1) = 1 and g(x0) = y0, and also that it is continuous. Since T is a positive, increasing
function, for 0 ≤ x < y ≤ 1 we also have
g(y)− g(x) = T (y)h(y)− T (x)h(x) ≥ T (x)(h(y)− h(x)) > 0,
showing that g is strictly increasing, hence g ∈ Homeo+([0, 1]). For x ∈ (0, 1), T (x) < 1,
hence g(x) < h(x) ≤ f(x) for every f ∈ K. This finishes the proof of the lemma.
Now we prove that the conjugacy classes described by (i), (ii), (iii) and (iv) are indeed
non-Haar null. We first deal with the cases (i), (ii) and (iii), as they are easy consequences
of the above facts. As already discussed above, cases (ii) and (iii) each describe two
conjugacy classes, and in order to prove that both are non-Haar null, it is enough to show
that their union is non-Haar null.
So let
F(i) = {f ∈ Homeo+([0, 1]) : 0 and 1 is among the limit points of Fix(f)},
F(ii) = {f ∈ Homeo+([0, 1]) : 0 is a limit point of Fix(f), but 1 is not},
F(iii) = {f ∈ Homeo+([0, 1]) : 1 is a limit point of Fix(f), but 0 is not}.
Since the conjugacy class described by (i) is F(i) ∩H ∩ L, and H and L are co-Haar null,
it is enough to prove that F(i) is non-Haar null to finish this case. Similarly, in cases (ii)
and (iii), the union of the two conjugacy classes are F(ii) ∩H∩L and F(iii) ∩H∩L, hence
for these cases it is enough to show that F(ii) and F(iii) are non-Haar null.
To show that these three sets are non-Haar null, it is enough to prove that every
compact set can be translated into them, as above. So let K ⊂ Homeo+([0, 1]) be compact.
Let x0 ∈ (0, 1) be such that f(x0) > 1/2 for every f ∈ K, for example x0 = 1 − δ(1/2)
works, where δ is the function provided by Lemma 3.4.6. To show that K can be translated
into F(i), let g be the function provided by Lemma 3.4.7 with x0 and y0 = 1/2. It is clear
that g−1K ⊂ F(i).
Now let h be the function provided by Lemma 3.4.8 with x0 as above and y0 = 1/2,
and let g(ii) agree with g on [0, x0], and agree with h on [x0, 1]. Then g(ii) intersects the
graph of every f ∈ K infinitely many times in every neighborhood of 0, but is disjoint from
the graph of every f ∈ K in a small deleted neighborhood of 1. From this one can easily
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see that g−1(ii)K ⊂ F(ii). Similarly, if g(iii) agrees with g on [x0, 1] and agrees with h on
[0, x0], then g−1(iii)K ⊂ F(iii), showing that each of these three sets are non-Haar null. This
finishes the proof that the conjugacy classes described in (i), (ii) and (iii) are non-Haar
null.
It remains to be proven that for each n, the two conjugacy classes described by (iv)
are non-Haar null.
Let
Fn = {f ∈ Homeo+([0, 1]) : |Fix(f)| = n+ 2}.
We claim that it is enough to prove that for each n ∈ N, Fn is non-Haar null. For a fixed
n, if Fn is non-Haar null, then the union of the two conjugacy classes described by (iv) is
also non-Haar null, since the union equals Fn ∩H∩L, the intersection of a non-Haar null
and two co-Haar null sets. And as noted before, this implies that both of these classes are
non-Haar null.
First we show that for each n ∈ N, the set
Ffin≥n = {f ∈ Homeo+([0, 1]) : n+ 2 ≤ |Fix(f)| < ℵ0}
is non-Haar null. In order to show this, it is enough to prove that the set
F ′≥n = {f ∈ Homeo+([0, 1]) : n+ 2 ≤ |Fix(f)| and neither 0 nor 1
is among the limit points of Fix(f)}
is non-Haar null, since Ffin≥n = F ′≥n ∩ L, thus then Ffin≥n is the intersection of a non-Haar
null and a co-Haar null set.
We prove that F ′≥n is non-Haar null by showing that every compact subset of
Homeo+([0, 1]) can be translated into it. So let K ⊂ Homeo+([0, 1]) be compact. Simi-
larly as before, there exist x0, y0 ∈ (0, 1) with f(x0) > y0 for every f ∈ K. Then, again
with the same ideas as in the proof of Lemma 3.4.7, one can find two strictly increasing
finite sequences in (0, 1), (xk)2nk=0 and (yk)2nk=0 such that f(x2m) > y2m, f(x2m+1) < y2m+1
for every f ∈ K and every suitable m. Then let g be defined on the interval [x0, x2n]
by g(xk) = yk for every k ≤ 2n and g is linear on each interval [xk, xk+1] fore every
k < 2n. Then g is a strictly increasing continuous function on [x0, x2n]. Define g on the
remaining intervals of [0, 1] with the help of Lemma 3.4.8 such that g(x) < f(x) for every
x ∈ (0, x0) ∪ (x2n, 1) and f ∈ K. Then g ∈ Homeo+([0, 1]), and clearly g−1K ⊂ F ′≥n,
since g intersects every f ∈ K at least n times (actually at least 2n times), but there is no
intersection in the intervals (0, x0) and (x2n, 1). This shows that F ′≥n and thus also that
Ffin≥n is non-Haar null.
Using that Ffin≥n =
⋃
m≥nFm, and the fact that the countable union of Haar null sets
is Haar null, we conclude that at least one of the Fm’s must be non-Haar null, hence for
each n ∈ N there exists m ≥ n such that Fm is non-Haar null. It follows that to show
that each Fn is non-Haar null, it is enough to prove the following lemma:
Lemma 3.4.9. For a fixed n if Fn+1 is non-Haar null then Fn is non-Haar null.
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Proof. First we prove that Fk is Borel for every k ∈ N. Let
F≥n = {f ∈ Homeo+([0, 1]) : n+ 2 ≤ |Fix(f)|},
then Fk = F≥k \ F≥k+1, hence it is enough to show that F≥k is Borel for every k. Let
Fδ≥k = {f : ∃ x1, . . . , xk+2 ∈ [0, 1] ∀i 6= j(f(xi) = xi ∧ |xi − xj | ≥ δ)}.
It is easy to see that F≥k =
⋃
m∈NF1/m≥k , and also that Fδ≥k is closed, hence F≥k is Fσ,
thus Borel.
Now, suppose towards a contradiction that Fn is Haar null. Then there exists a Borel
probability measure µ such that every two-sided translate of Fn is of measure 0 with respect
to µ. Using [26, 17.11], there is a compact set K with µ(K) > 0, hence by restricting µ to
K and multiplying accordingly to get a probability measure, we again obtain a measure
with the property that every translate of Fn is of measure 0. Hence, we can suppose that
µ has compact support, which we do from now on. Since Fn+1 is not Haar null, µ cannot
be a witness for it, hence there exists g ∈ Homeo+([0, 1]) such that µ(gFn+1) > 0, where
we used Lemma 3.2.5 for the fact that it is enough to consider one sided translates of
Fn+1.
Let us fix three rational numbers p, q and r with 0 < p < q < r < 1. For a function
f ∈ Fn+1, the first, i.e., the smallest fixed point of f is 0. Let Fp,q,rn+1 contain those f ’s,
such that the second fixed point of f is in (p, q), while the other n+ 1 fixed points are in
(r, 1], that is
Fp,q,rn+1 = {f ∈ Fn+1 : |Fix(f) ∩ (p, q)| = 1, |Fix(f) ∩ (r, 1]| = n+ 1}.
It is easy to see that
Fn+1 =
⋃
p,q,r∈Q∩(0,1)
p<q<r
Fp,q,rn+1 ,
hence for some 0 < p, q, r < 1, µ(gFp,q,rn+1 ) > 0. A function f ∈ Fp,q,rn+1 has no fixed points
in [q, r], hence either f(x) < x or f(x) > x for every x ∈ [q, r]. Let Fp,q,rn+1 ′ contain those
f ∈ Fp,q,rn+1 with f(x) > x for every x ∈ [q, r], and let Fp,q,rn+1 ′′ contain those with f(x) < x
for every x ∈ [q, r]. Then either µ(gFp,q,rn+1 ′) > 0 or µ(gFp,q,rn+1 ′′) > 0. The rest of the proof
of the lemma is similar in these two cases, we only show the proof for the first case.
So suppose that µ(gFp,q,rn+1 ′) > 0. This implies µ(gFp,q,rn+1 ′ ∩ K) > 0 where K is the
support of µ. Now we define a function h ∈ Homeo+([0, 1]) in the following way: let
h(x) = x for x ∈ [r, 1], let h( q+r2 ) = q+r4 and let h be linear on the interval [ q+r2 , r]. Now
h( q+r2 ) < f(
q+r
2 ) for every f in the closure of Fp,q,rn+1 ′∩ g−1K. The closure is a compact set,
hence we can use Lemma 3.4.8 to extend h to the interval [0, q+r2 ] to be in Homeo+([0, 1])
with the property that h(x) < f(x) for every x ∈ (0, q+r2 ) and every f in the closure of
Fp,q,rn+1 ′ ∩ g−1K.
One can easily see that for every f ∈ h−1(Fp,q,rn+1 ′ ∩ g−1K), f ∈ Fn, since h was
constructed so that the translate of Fp,q,rn+1 ′ ∩ g−1K by h−1 preserves every fixed point in
76 The structure of random elements of Polish groups
[r, 1] but the fixed point in (p, q) vanishes. Consequently,
gFp,q,rn+1 ′ ∩ K = g(Fp,q,rn+1 ′ ∩ g−1K) = ghh−1(Fp,q,rn+1 ′ ∩ g−1K) ⊂ ghFn,
hence µ(ghFn) ≥ µ(gFp,q,rn+1 ′ ∩ K) > 0, contradicting our assumption that µ is a witness
measure for Fn. This finishes the proof of the lemma.
The moreover part of Theorem 3.4.2 follows from the first part of the theorem and
from the fact that the set {f ∈ Homeo+([0, 1]) : Fix(f) has no limit point in (0, 1) and
f(x) − x has no local extremum point at any x0 ∈ Fix(f) ∩ (0, 1)} is co-Haar null using
Claim 3.4.3 and Claim 3.4.4. Therefore, the proof of the theorem is also complete.
3.5 Homeomorphisms of the circle
In this section we investigate Homeo+(S1), the group of orientation preserving homeomor-
phisms of the circle S1 = R/Z, with the uniform topology. The purpose of this section is
to prove our main theorem about the group Homeo+(S1), Theorem 3.5.5. Before turning
to the proof, we first introduce the basic definitions and state some classical results about
circle homeomorphisms. All of these results can be found in [25].
For f ∈ Homeo+(S1), an increasing homeomorphism F ∈ Homeo+(R) is a lift of f , if
f(x) ≡ F (x) (mod 1) for each x ∈ [0, 1) and F (x + 1) = F (x) + 1 for each x ∈ R. It is
easy to see that if F1 and F2 are two lifts of f ∈ Homeo+(S1) then there exists a k ∈ Z
such that F1(x) − F2(x) = k for each x ∈ R. For α ∈ R let Rα ∈ Homeo+(S1) denote
the function x 7→ x + α (mod 1). Then let Rα ∈ Homeo+(R) be the homeomorphism
Rα(x) = x+ α. Note that R0 ≡ R1, although R0 6≡ R1.
If f ∈ Homeo+(S1) and F is a lift of f then the quantity
τ(F ) = lim
n→∞
1
n
(Fn(x)− x)
is independent of x, and is well defined up to an integer, that is, τ(F )− τ(F ′) ∈ Z if F ′ is
another lift of f . Then it makes sense to define the rotation number of f as τ(f) ≡ τ(F )
(mod 1), hence τ(f) ∈ S1. It is well-known that τ is continuous and conjugacy invariant.
We will use it to classify the conjugacy classes in Homeo+(S1) and also to prove some
properties of them.
An orbit of a point x ∈ S1 under f ∈ Homeo+(S1) is {fn(x) : n ∈ Z}. A point x ∈ S1
is a periodic point of f ∈ Homeo+(S1) if fn(x) = x for some n ∈ N, n ≥ 1. An orbit is
periodic if it is the orbit of a periodic point. The period of a periodic point x is the least
n ≥ 1 such that fn(x) = x. It is a well known fact that τ(f) ∈ Q if and only if f has
periodic points, and if τ(f) ∈ Q then all periodic points have the same period. Moreover,
if τ(f) = p/q with p, q relatively prime, 0 ≤ p < q then every periodic point of f has
period q.
If x ∈ S1 is a fixed point of f ∈ Homeo+(S1) and F is a lift of f then F (x′) = x′ + k
for some k ∈ Z, where x′ ∈ R is any real number with x ≡ x′ (mod 1). We say that x is
a crossing fixed point if for every neighborhood U ⊂ R of x′ there is a point y1 ∈ U with
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F (y1) < y1 + k, and there is another point y2 ∈ U with F (y2) > y2 + k. If x is a periodic
point of f and n is the smallest positive integer with fn(x) = x then we say that x is a
crossing periodic point of f if x is a crossing fixed point of fn.
We introduce the relation x < y < z for three elements x, y, z ∈ S1, by saying that
x < y < z holds if and only if x′ < y′ < z′ or z′ < x′ < y′ or y′ < z′ < x′, where x′, y′
and z′ are the unique representatives of x, y and z, respectively, in [0, 1). We also use the
notation x1 < x2 < · · · < xn for x1, . . . , xn ∈ S1 if and only if xi < xj < xk for i < j < k.
Also, for x, y ∈ S1 let (x, y) = {z ∈ S1 : x < z < y}, and analogously for [x, y], [x, y) and
(x, y].
A fixed point x ∈ S1 of f is attractive if there is an interval (u, v) such that x ∈ (u, v)
and for every y ∈ (u, v), fn(y) → x. A fixed point x is repulsive if there is an interval
(u, v) such that for every y ∈ (u, v)\{x} and for every large enough n ∈ N, fn(y) 6∈ (u, v).
The proofs of the following lemmas are standard and are left to the reader.
Lemma 3.5.1. Suppose that f ∈ Homeo+(S1) has some, but only finitely many fixed
points. Let x be a fixed point of f , and let y and z be two fixed points (not necessarily
different from x) such that y < x < z and there are no fixed points in the intervals (y, x)
and (x, z). Then x is attractive if and only if f(p) ∈ (p, x) for every p ∈ (y, x) and
f(p) ∈ (x, p) for every p ∈ (x, z). Similarly, x is repulsive if and only if f(p) 6∈ (p, x) for
every p ∈ (y, x) and f(p) 6∈ (x, p) for every p ∈ (x, z).
Lemma 3.5.2. Let f ∈ Homeo+(S1) be a homeomorphism with finitely many fixed points,
all of whom are crossing. Then every fixed point of f is either repulsive or attractive, and
the two types are alternating.
Now we describe the conjugacy classes of Homeo+(S1) with rational rotation number
using results from [16]. Suppose that f ∈ Homeo+(S1) has a fixed point. Then for some
x ∈ R and k ∈ Z, F (x) = x+k, where F is a lift of f . The signature of f is then defined as
∆f (x) = sign(F (x)− x− k). Note that value F (x)− x− k only depends on the fractional
part of x, hence it is legitimate to interpret ∆f as a function from S1 to {−1, 0, 1}, which
we will do. Also notice that if F (x′) = x′ + k′ for another x′ ∈ R and k′ ∈ Z then k = k′,
hence ∆f is well-defined. Now we state the facts we need about conjugation.
Lemma 3.5.3 ([16]). If the two homeomorphisms f, g ∈ Homeo+(S1) have fixed points
then they are conjugate if and only if there exists a homeomorphism h ∈ Homeo+(S1) such
that ∆g = ∆f ◦ h. If τ(f) = τ(g) = pq with p and q relatively prime and 0 ≤ p < q then f
and g are conjugate if and only if f q and gq are conjugate.
Now we prove a proposition about the random homeomorphism.
Proposition 3.5.4. The set of f ∈ Homeo+(S1) with infinitely many periodic points and
the set of f ∈ Homeo+(S1) with finitely many periodic points at least one of which is
non-crossing are both Haar null.
Proof. Since all the periodic points have the same period, if f has infinitely many periodic
points then for some n, fn has infinitely many fixed points. Hence, it is enough to
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prove that for each n, for co-Haar null many f ∈ Homeo+(S1), fn only has finitely many
fixed points and each of them are crossing. Let n be a fixed positive integer and let
Fn = {f ∈ Homeo+(S1) : fn has finitely many fixed points and all of them are crossing}.
It is enough to show that Fn is co-Haar null.
As the number of fixed points is the same for conjugate homeomorphisms, and
(h−1fh)n = h−1fnh, the number of periodic points with period n is also the same for
conjugate automorphisms. The fact that a homeomorphism has a non-crossing periodic
point also holds simultaneously for conjugate homeomorphisms. If follows that Fn is
conjugacy invariant.
We now claim that Fn is a Borel set. Let F = {f ∈ Homeo+(S1) : f has finitely many
fixed points and all of them are crossing}. It is enough to show that F is a Borel set, since
Fn is the inverse image of F under the continuous map f 7→ fn.
Let
Fk,l = {f ∈ Homeo+(S1) : ∃x1, . . . xl ∈ S1 ∩ Fix(f) (i 6= j ⇒ |xi − xj | ≥ 1/k)},
where the distance |x−y| of two elements x, y ∈ S1 are interpreted as min(y′−x′, x′+1−y′),
where x′, y′ ∈ R with x ≡ x′ (mod 1), y ≡ y′ (mod 1) and x′ ≤ y′ < x′ + 1. Also let
Cm =
{
f ∈ Homeo+(S1) : for a lift F of f there exists x ∈ [0, 1] and k ∈ Z
with F (x) = x+ k and either F (y) ≤ y + k for all y ∈
(
x− 1
m
,x+ 1
m
)
or F (y) ≥ y + k for all y ∈
(
x− 1
m
,x+ 1
m
)}
.
Clearly f 6∈ F if and only if f has infinitely many fixed points or it has a non-crossing
fixed point, thus
Fc =
⋂
l∈N
⋃
k∈N
Fk,l ∪
⋃
m∈N
Cm.
Hence, in order to show that F is Borel, it is enough to prove that Fk,l and Cm are Borel
sets for every k, l,m ∈ N.
First we show that Fk,l is closed for every k, l ∈ N. Let fn ∈ Fk,l be a sequence
converging uniformly to f , and xni ∈ S1 ∩ Fix(fn) for i = 1, . . . , l satisfy |xni − xnj | ≥ 1/k
for i 6= j. Then, for an appropriate subsequence, the numbers xni converge to some xi for
all i. It is easy to see that xi ∈ Fix(f) and |xi − xj | ≥ 1/k for i 6= j. Hence f ∈ Fk,l,
showing that Fk,l is closed, thus Borel.
Now we prove that each Cm is Borel by showing that it is also closed. Let fk ∈ Cm be
a uniformly convergent sequence with fk → f . For each k, let xk ∈ [0, 1] and Fk a suitable
lift of fk with Fk(xk) = xk and either Fk(y) ≤ y for every y ∈ (xk − 1/m, xk + 1/m),
or Fk(y) ≥ y for every y ∈ (xk − 1/m, xk + 1/m). Then there exists a subsequence kl
such that xkl converges to some x ∈ [0, 1] and we also suppose that for each l, Fkl(y) ≤ y
for every y ∈ (xkl − 1/m, xkl + 1/m). The case where for each l, Fkl(y) ≥ y for every
y ∈ (xkl − 1/m, xkl + 1/m), is analogous. Now x is clearly a fixed point of f . Hence, for a
suitable lift F of f , F (x) = x, and it is also easy to see that for every y ∈ (x−1/m, x+1/m),
F (y) ≤ y, thus f ∈ Cm. This shows that Cm, and thus Fn is a Borel set.
Homeomorphisms of the circle 79
Now we prove that Fn is co-Haar null by constructing a Borel probability measure µ
on Homeo+(S1) such that for every f ∈ Homeo+(S1), µ(Fnf−1) = 1. Then Lemma 3.2.5
implies that Fn is co-Haar null, since Fn is a conjugacy invariant Borel set.
Let
µ(B) = λ({α ∈ [0, 1] : Rα ∈ B}), (3.5.1)
where λ is the Lebesgue measure. It is easy to see that µ is a Borel probability measure.
Let f ∈ Homeo+(S1) be arbitrary, we need to show that µ(Fnf−1) = 1, or equivalently,
λ({α ∈ [0, 1] : Rαf ∈ Fn}) = 1.
Let F be the lift of f with F (0) ∈ [0, 1) and H = {(x, α) ∈ R×R : (RαF )n(x)−x ∈ Z}.
First of all, it is easy to see that F is closed, since the map φ(x, α) = (RαF )n(x) − x is
continuous, and H = φ−1(Z). Let k ∈ Z be fixed. The map α 7→ (RαF )n(x)−x is strictly
increasing and continuous, and has limits −∞ at −∞ and ∞ at ∞. Hence, φ−1(k) is the
graph of the function assigning to x ∈ R the unique α ∈ R with (RαF )n(x)−x = k. Let ψk :
R→ R denote the corresponding function. It is easy to see that φ(x+1, α) = φ(x, α), hence
ψk is periodic for each k with period 1. Since F (0) ∈ [0, 1), clearly F (x) ∈ [x − 1, x + 1)
for every x ∈ R. It follows that for x ∈ [0, 1), (RαF )n(x)− x ∈ [nα − n− 1, nα + n+ 1].
Hence, k ∈ [nψk(x)− n− 1, nψk(x) + n+ 1], meaning that
ψk(x) ∈ [k/n− 1− 1/n, k/n+ 1 + 1/n] for x ∈ [0, 1) (3.5.2)
and actually for every x ∈ R using the periodicity of ψk.
Thus ψk is bounded and its graph is closed, hence it is continuous. It also satisfies
ψk(y)− ψk(x) ≤ y − x if x < y, (3.5.3)
since either ψk(y) ≤ ψk(x), and it is automatic, or ψk(y) > ψk(x), in which case it follows
from
k = (Rψk(x)F )
n(x)− x ≤ (Rψk(x)F )n(y)− y + y − x
≤ ψk(x)− ψk(y) + (Rψk(y)F )n(y)− y + y − x
= ψk(x)− ψk(y) + k + y − x.
Then (3.5.3) implies that ψk|[0,1) is of bounded variation, since ψk(0) = ψk(1), hence in
any subdivision 0 = a0 < a1 < · · · < al = 1, the sums∑
i
ψk(ai)<ψk(ai+1)
ψk(ai+1)− ψk(ai) and
∑
i
ψk(ai)>ψk(ai+1)
ψk(ai+1)− ψk(ai)
have the same absolute value, and the former is at most 1. Using the fact that ψk|[0,1) is
of bounded variation, a result of Banach [2] then implies that
for almost all α ∈ [0, 1], ψk|[0,1)−1(α) is finite for every k ∈ Z. (3.5.4)
To finish the proof of the proposition, we need to show that λ({α ∈ [0, 1] : Rαf 6∈
Fn}) = 0. Now we have {α ∈ [0, 1] : Rαf 6∈ Fn} = {α ∈ [0, 1] : (Rαf)n(x) = x for
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infinitely many x ∈ S1} ∪ {α ∈ [0, 1] : (Rαf)n has finitely many fixed points and at least
one of them is non-crossing}. Now we show that both sets are of measure zero, starting
with the former.
It is easy to see that {α ∈ [0, 1] : (Rαf)n(x) = x for infinitely many x ∈ S1} = {α ∈
[0, 1] : (RαF )n(x)− x ∈ Z for infinitely many x ∈ [0, 1)} = {α ∈ [0, 1] : ⋃k ψk|[0,1)−1(α) is
infinite}. Using (3.5.2), ψk has values in [0, 1] for only finitely many k, hence the union can
be changed to a finite union, meaning that the set above equals {α ∈ [0, 1] : ψk|[0,1)−1(α)
is infinite for some k}. And this is clearly of measure zero using (3.5.4).
Now we turn to the latter set. Suppose that for some α ∈ [0, 1], (Rαf)n ∈ Homeo+(S1)
has finitely many fixed points and one of them is non-crossing. Let x ∈ [0, 1] represent the
non-crossing fixed point, then (RαF )n(x) = x+ k for some k ∈ Z. Since (Rαf)n only has
finitely many fixed points and x is non-crossing, there is a neighborhood (x− δ, x+ δ) of x
such that either (RαF )n(y) > y+k for every y ∈ (x−δ, x+δ)\{x} or (RαF )n(y) < y+k for
every y ∈ (x−δ, x+δ)\{x}. In the first case x is a strict local maximum point of ψk, in the
second case x is a strict local minimum point of ψk. Hence, we get that {α ∈ [0, 1] : (Rαf)n
has finitely many fixed point and at least one of them is non-crossing} ⊂ {α ∈ [0, 1] : α is
a strict local minimum or maximum of ψk for some k ∈ Z}. And the latter is well known
to be countable (see e.g. [38, Theroem 7.2]), thus it is of measure zero. This completes
the proof of the proposition.
Now we are ready to prove the main theorem of this section.
Theorem 3.5.5. The conjugacy class of f ∈ Homeo+(S1) is non-Haar null if and only
if τ(f) ∈ Q, f has finitely many periodic points and all of them are crossing. Every
such conjugacy class necessarily contains an even number of periodic orbits, and for every
rational number 0 ≤ r < 1 and positive integer k there is a unique non-Haar null conjugacy
class with rotation number r containing 2k periodic orbits. Moreover, the union of the
non-Haar null conjugacy classes and {f ∈ Homeo+(S1) : τ(f) 6∈ Q} is co-Haar null.
Proof. For each rational number r let
Fr = {f ∈ Homeo+(S1) : τ(f) = r, f has finitely many periodic points
and each of them is crossing}. (3.5.5)
It is clear that each set Fr is the union of conjugacy classes, since the rotation number is
conjugacy invariant.
We only prove the first assertion of the theorem. The second will follow using Claim
3.5.6 and Claim 3.5.7 below. The moreover part follows from Proposition 3.5.4.
Let us prove the “only if” part of the first statement. Using Proposition 3.5.4, it
is enough to show that if τ(f) 6∈ Q then the conjugacy class of f is Haar null. Let
C = {g ∈ Homeo+(S1) : τ(g) = τ(f)}. It is enough to show that C is Haar null. In
order to do so, we use the measure µ defined in (3.5.1). Note that C is closed, since the
map f 7→ τ(f) is continuous. Hence, using Lemma 3.2.5 and the fact that C is conjugacy
invariant, it is enough to show that µ(Cg) = 0 for every g ∈ Homeo+(S1). Clearly,
{α ∈ [0, 1] : Rα ∈ Cg} = {α ∈ [0, 1] : τ(Rαg−1) = τ(f)}. Let G be a lift of g−1. Using [25,
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Proposition 11.1.9], the map α 7→ τ(RαG) is strictly increasing at points where τ(RαG) 6∈
Q. Hence the inverse image of Z+ τ(f) is countable, thus {α ∈ [0, 1] : τ(Rαg−1) = τ(f)}
is countable, finishing the proof that C is indeed Haar null.
Now we prove the “if” part. First we describe the conjugacy classes that satisfy the
conditions of the theorem.
Claim 3.5.6. Let f, g ∈ Fr for some r ∈ Q. Then f and g are conjugate if and only if
they have the same number of periodic points.
Proof. Let r = p/q with p, q relatively prime, q > 0. If f and g are conjugate then f q
and gq are also conjugate, hence f q and gq have the same number of fixed points, thus
indeed, f and g have the same number of periodic points. Now suppose that they have
the same number of periodic points. Then f q and gq have the same number of fixed
points, moreover, f q, gq ∈ F0. Using the first statement of Lemma 3.5.3, it is easy to see
that if two homeomorphisms from F0 have the same number of fixed points then they are
conjugate. Hence f q and gq are conjugate, but then, using Lemma 3.5.3 again, f and g
are also conjugate. This proves the claim.
Claim 3.5.7. Let p, q be relatively prime numbers with 0 ≤ p < q and let n > 0. We
claim that there exists a homeomorphism f ∈ Fp/q with exactly n periodic points if and
only if the number of periodic orbits, n/q is even.
Proof. Let p, q and n be as above with n/q even, we first show that such homeomorphisms
exist. Let F , an increasing homeomorphism of R be defined as follows. For every k ∈
{0, 1, . . . , n − 1}, F maps the interval [ kn , k+1n ] bijectively (increasingly and continuously)
into [k+(np)/qn ,
k+1+(np)/q
n ]. We also require that if k is even then every y ∈ ( kn , k+1n ), is
“shifted up”, that is, F (y) − k+(np)/qn > y − kn . On the other hand, if k is odd then we
require for such points that F (y) − k+(np)/qn < y − kn . Then we defined F on [0, 1] as
a strictly increasing, continuous function with F (1) = F (0) + 1, hence we can extend it
uniquely to a homeomorphism of R (which we also denote by F ) with F (x+1) = F (x)+1
for every x ∈ R. Thus, F is a lift of a homeomorphism f ∈ Homeo+(S1).
We need to show that f ∈ Fp/q and it has exactly n periodic points. For every
k, ` ∈ N, F `q(k/n) = k/n + `p, from which it follows that τ(f) = p/q and it has at
least n periodic points. Let y ∈ ( kn , k+1n ) for some natural number k with 0 ≤ k < n.
If k is even then k + (np)/q is also even and so is k + `(np)/q for every ` ∈ N. Hence
y− kn < F (y)− k+(np)/qn < · · · < F q(y)− k+(np)n = F q(y)− kn + p. If k is odd then one can
similarly obtain y − kn > F q(y) − kn + p. These facts imply that in both cases, y is not a
fixed point of f q, hence it is not a periodic point of f , since all periodic points of f have
the same period, q. On the other hand, these facts imply that each fixed point of f q is
crossing, showing that f satisfies the required properties.
Now we prove that if such a homeomorphism f exists then n/q is even. Suppose
indirectly that n/q is odd. It is clear from the fact that each fixed point of f q is crossing
that the number of fixed points of f q is even, hence n is even. Thus q is even and p is
odd. Let 0 ≤ x0 < x1 < · · · < xn−1 < 1 represent the periodic points of f . Since they
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form orbits of size q, there is a k < q such that for every i < n, f(xi) = xj(i), where
j(i) ≡ i+ nq k (mod n). Here k and q are relatively prime, since otherwise the size of the
orbits would be less then q, hence k is odd. Actually, k = p, but we do not need this
fact. The fixed points of f q are exactly the points xi, hence it makes sense to define the
map φ : {0, 1, . . . , n − 1} → {−1, 1} so that φ(i) = 1 if and only if the values over the
interval (xi, xi+1) are above the diagonal with respect to the unique lift of f q where the
fixed points of f q are on the diagonal. Since every fixed point of f q is crossing, the values
of φ are alternating.
Let us assume that φ(0) = 1, the case where φ(0) = −1 can be handled similarly.
This means that if we choose an arbitrary point y ∈ (x0, x1) then (f q)`(y) converges to
x1 as ` tends to infinity, hence f((f q)`(y)) converges to xj(1). Since k and n/q are odd
numbers, j(0) is odd, hence φ(j(0)) = −1. Consequently, for any point in (xj(0), xj(0)+1),
for example, for f(y), we have that (f q)`(f(y)) → xj(0) as ` → ∞. But (f q)`(f(y)) =
f((f q)`(y)), a contradiction. Hence the proof of the claim is complete.
Now let p, q ∈ N be relatively prime numbers with 0 ≤ p < q, k ∈ N with k ≥ 1
and let Fkp/q = {f ∈ Fp/q : |Fix(f q)| = 2kq}. Using Claim 3.5.7 and Claim 3.5.6, Fkp/q
is a conjugacy class and ⋃k≥1Fkp/q = Fp/q. Hence to finish the proof of the theorem, we
need to show that each Fkp/q is non-Haar null. We do so by proving the following two
facts. First, we show that Fkp/q is non-Haar null for infinitely many k, that is,
⋃
k≥`Fkp/q
is non-Haar null for every ` ≥ 1. Then we show that if Fkp/q is Haar null then Fk+1p/q is also
Haar null. One can easily see that these two facts imply that Fkp/q is non-Haar null for
every k ≥ 1. Now we prove these claims one after the other.
Claim 3.5.8. For every ` ≥ 1, ⋃k≥`Fkp/q is non-Haar null.
Proof. Let ` ≥ 1 be fixed and f ∈ F `p/q. Since every fixed point of f q is crossing, there
is an open neighborhood U of f q such that |Fix(g)| ≥ 2`q for every g ∈ U . Let U ′ be
the inverse image of U under the continuous map g 7→ gq. Now f ∈ U ′ and for every
g ∈ U ′, |Fix(gq)| ≥ 2`q. Since the map g 7→ τ(g) from Homeo+(S1) to S1 is continuous
(see e.g. [25, 11.1.6]), we can also suppose by shrinking U ′ that if τ(g) = r/q for some
0 ≤ r < q and g ∈ U then r = p. This observation and the fact that Fix(gq) 6= ∅ for U ′
imply that τ(g) = p/q for every g ∈ U ′.
Since U ′ is a non-empty open set, it is non-Haar null. Hence to finish the proof of the
claim, it is enough to show that the set
H = U ′ \
⋃
k≥`
Fkp/q
is Haar null. But if f ∈ H then either f has infinitely many periodic points, or f has a
non-crossing periodic point. Hence Proposition 3.5.4 implies that H is indeed Haar null,
finishing the proof of the claim.
Now we finish the proof of the theorem by showing the following.
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Claim 3.5.9. If Fkp/q is Haar null for some k ≥ 1 then Fk+1p/q is also Haar null.
Proof. Suppose indirectly that Fkp/q is Haar null, but Fk+1p/q is not. Then, since Fk+1p/q
is conjugacy invariant, there exists a Borel probability measure µ such that for every
f ∈ Homeo+(S1), µ(fFkp/q) = 0, but µ(gFk+1p/q ) > 0 for some g ∈ Homeo+(S1). We denote
by K the number of periodic points of a homeomorphism f ∈ Fk+1p/q , that is, K = q(2k+2).
Let r0 < s0 < r1 < s1 < · · · < rK−1 < sK−1 be rational elements of S1. For
such numbers, let Fk+1p/q (r0, s0, . . . , rK−1, sK−1) ⊂ Fk+1p/q contain f ∈ Fk+1p/q if and only if
each interval (ri, si) contains exactly one periodic point of f . It is easy to see that each
f ∈ Fk+1p/q is contained in some Fk+1p/q (r0, s0, . . . , rK−1, sK−1), hence for at least one of these
sets, µ(gFk+1p/q (r0, s0, . . . , rK−1, sK−1)) > 0. We now fix r0, s0, . . . , rK−1, sK−1 in such a
way, and let F+ ⊂ Fk+1p/q (r0, s0, . . . , rK−1, sK−1) contain f ∈ Fk+1p/q (r0, s0, . . . , rK−1, sK−1)
if and only if the unique fixed point of f q in the interval (r0, s0) is repulsive. Similarly, let
F− ⊂ Fk+1p/q (r0, s0, . . . , rK−1, sK−1) contain f if and only if the fixed point of f q in (r0, s0)
is attractive. It is easy to see that Fk+1p/q (r0, s0, . . . , rK−1, sK−1) = F+ ∪F−, hence we can
suppose without loss of generality that µ(gF+) > 0: if µ(gF+) = 0 then µ(gF−) > 0 and
by rearranging the intervals we can achieve that the sets F+ and F− are swapped.
To get a contradiction, we show that hF+ ⊂ Fkp/q for some h ∈ Homeo+(S1), hence
F+ ⊂ h−1Fkp/q, thus µ(gh−1Fkp/q) > 0.
For each f ∈ F+, let pfi ∈ (ri, si) be the unique periodic point of f in the interval
(ri, si). It follows easily from Lemma 3.5.1 that if x ∈ (pf0 , pf1) then the sequence fnq(x)
is monotone and contained in (pf0 , p
f
1), thus it converges. The limit is necessarily a fixed
point of f q. Since pf0 is repulsive and hence p
f
1 is attractive, we have the following:
∀f ∈ F+ ∀x ∈ (pf0 , pf1)
(
fnq(x)→ pf1
)
. (3.5.6)
It is easy to see that f maps a fixed point of f q to another fixed point in a monotone
way, that is, there is an integer ` with 0 ≤ ` < K such that f(pfi ) = pfj(i), where j(i) ≡ i+`
(mod K) for every i. Let us denote by P f0 ∈ [0, 1) the real number corresponding to pf0
and for every i < K, let P fi ∈ R be the real number corresponding to pfi with P f0 < P f1 <
· · · < P fK−1 < P f0 +1. For n ∈ N we also use the notation P fn = P fr +m, where n = mK+r
with 0 ≤ r < K. It is easy to see that P f0 < P f1 < . . . P fK−1 < P fK < . . . . Let F be the lift
of f with F (P f0 ) = P
f
` . It follows that F iK(P
f
0 ) = P
f
iK` = P
f
0 + i` for every i ∈ N, hence
τ(F ) = `/K. Since τ(F ) ≡ τ(f) (mod 1), and τ(f) ≡ p/q (mod 1), and both `/K and
p/q are numbers from [0, 1), it follows that `/K = p/q. Hence ` = p(2k + 2), the same
for each f ∈ F+. To simplify notation, for each n ∈ N we denote by pfn, rn and sn the
elements of S1 equal to pfr , rr and sr, respectively, where 0 ≤ r < K and n ≡ r (mod K).
Now we define a homeomorphism h ∈ Homeo+(S1) such that the periodic points pfi`+1
and pfi`+2 (i = 0, 1, . . . , q − 1) are not periodic for hf . Let P ′f denote the set of these
periodic points, and let Pf denote the set of all periodic points of f . Note that P ′f consists
of two periodic orbits.
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For i = 0, 1, . . . , q − 1 let the points xi, yi, ui and vi be chosen so that si` < xi < yi <
ri`+1 and si`+2 < ui < vi < ri`+3. We use the convention xn = xr, yn = yr, un = ur and
vn = vr, where 0 ≤ r < q and n ≡ r (mod q). Now we define h the following way. On
each interval of the form [xi, vi], let h map [xi, yi] to [xi, ui] linearly, and also map [yi, vi]
to [ui, vi] linearly, so that h is order preserving. Then h(xi) = xi and h(vi) = vi, hence it
makes sense to require that h(x) = x if x is outside each of these intervals. It is clear that
∀f ∈ F+ ∀n ∈ N ∀y ∈ (pfn`, pfn`+3)
(
h(y) ∈ [y, pfn`+3)
)
. (3.5.7)
We now claim that hf ∈ Fkp/q for every f ∈ F+.
Let f ∈ F+. If p ∈ Pf \P ′f then it is easy to see that (hf)n(p) = fn(p) for every n ∈ N,
hence p is a periodic point of hf with period q, hence hf has at least 2kq periodic points,
that is, at least 2k periodic orbits. It is also an immediate consequence that τ(hf) = p/q,
hence
every periodic point of hf has period q. (3.5.8)
We now show that no other point is periodic. Let
x ∈ (S1 \ Pf ) ∪ P ′f (3.5.9)
be such a point, we complete the proof by showing that x is not periodic. We distinguish
several cases depending on x.
Case 1: there is no n ∈ N with x ∈ (pfn`, pfn`+3). Then the same holds for fm(x), that
is, for every m ∈ N there is no n ∈ N with fm(x) ∈ (pfn`, pfn`+3). Since h is the identity
restricted to the complement of the intervals of the form (pfn`, p
f
n`+3), one can show by
induction that
fm(x) = (hf)m(x) for every m ∈ N. (3.5.10)
From the fact that x 6∈ (pfn`, pfn`+3) for every n ∈ N, it follows that x 6∈ P ′f . Using also
(3.5.9), it is clear that x is not a periodic point of f , hence by (3.5.10), it is not a periodic
point of hf .
Case 2: there exists an n ∈ N such that
x ∈ (pfn`, pfn`+3). (3.5.11)
In order to show that x is not a periodic point of hf , using (3.5.8), it is enough to prove
that
pfn` < x < (hf)
q(x) < pfn`+3. (3.5.12)
We first show that
pfn` < f
q(x) ≤ (hf)q(x) < pfn`+3. (3.5.13)
In order to do so, it is enough to prove that
pf(n+m)` < f
m(x) ≤ (hf)m(x) < pf(n+m)`+3 (3.5.14)
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for everym ∈ N, since applying (3.5.14) with m = q gives (3.5.13), using that `q = Kp ≡ 0
(mod K). For m = 0, (3.5.14) is immediate from (3.5.11). Now suppose that (3.5.14) is
true for some m ∈ N. Then, using that f is an orientation preserving homeomorphism,
pf(n+m+1)` < f
(m+1)(x) ≤ f((hf)m(x)) < pf(n+m+1)`+3. Using (3.5.7) with n = m + 1 and
y = f((hf)n(x)), we get (3.5.14) for m+ 1. Now we distinguish three subcases.
Case 2a: x ∈ (pfn`, pfn`+1). Then, using the fact that pfn` is a repulsive fixed point of f q
and Lemma 3.5.1, pfn` < x < f q(x) < p
f
n`+1. This, together with (3.5.13) implies (3.5.12).
Case 2b: x ∈ (pfn`+2, pfn`+3). Then, using Lemma 3.5.2 the fact that pfn` is a repulsive
fixed point of f q, pfn`+2 is also a repulsive fixed point of f q. As in the previous case,
Lemma 3.5.1 implies pfn`+2 < x < f q(x) < p
f
n`+3. And again using (3.5.13), this implies
(3.5.12).
Case 2c: x ∈ [pfn`+1, pfn`+2]. Then f(x) ∈ [pf(n+1)`+1, pf(n+1)`+2]. As (yn+1, un+1) ⊃
[pf(n+1)`+1, p
f
(n+1)`+2] and (un+1, vn+1) ⊂ (pf(n+1)`+2, pf(n+1)`+3), using the fact that h maps
(yn+1, un+1) to (un+1, vn+1), we have
hf(x) ∈ (pf(n+1)`+2, pf(n+1)`+3). (3.5.15)
Applying (3.5.14) with hf(x) in place of x and n+ 1 in place of n and m = q − 1, we get
pf(n+q)` = p
f
n` < f
q−1(hf(x)) ≤ (hf)q(x) < pf(n+q)`+3 = pfn`+3, (3.5.16)
using again that q` = Kp ≡ 0 (mod K). Now using (3.5.15), we have f q−1(hf(x)) ∈
(pf(n+q)`+2, p
f
(n+q)`+3) = (p
f
n`+2, p
f
n`+3), hence (hf)q(x) ∈ (pfn`+2, pfn`+3), using (3.5.16).
Since in Case 2c, x was chosen from [pfn`+1, p
f
n`+2], this implies (3.5.12) finishing the proof
of the claim.
Therefore the proof of the theorem is also complete.
3.6 The unitary group
In this section we consider U(`2), the group of unitary transformations of the Hilbert
space `2. We will use some well known facts from the spectral theory of unitary operators
following the theory developed in [36, Appendix] (see also [30]) up to Theorem 3.6.2. Let
U ∈ U(`2) and x ∈ `2, then the cyclic subspace generated by x is the closure of the linear
span of {Un(x) : n ∈ Z} and we denote this space by Z(x). If x has norm one then by
Bochner’s theorem there exists a unique probability measure µx on S1 such that for every
n ∈ Z
〈Un(x), x〉 =
∫
S1
zndµx(z).
It can be shown that if Z(x) ⊂ Z(y) then µx  µy. If Z(x) is maximal, i. e. it is not
a proper subspace of any other cyclic subspace, then µx is called a spectral measure of
U . Moreover, if Z(x) is maximal then for every x′ we have µx′  µx. Thus, if x and x′
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generate maximal cyclic subspaces then µx ' µx′ (that is, µx  µx′ and µx′  µx) so the
spectral measure is unique up to '.
Moreover, we can decompose `2 into the orthogonal direct sum of cyclic subspaces as
`2 = ⊕i∈NZ(xi) such that µx0  µx1  . . . . Let Ai ⊂ S1 be the support of the function
dµxi
dµx1
and define a function n : S1 → N ∪ {∞} as n = ∑i χAi . This function is called a
multiplicity function of U and it is defined µx1-almost everywhere. It can be shown that
the multiplicity function is also unique a.e. with respect to a spectral measure, i. e. it
does not depend on the choice of the vectors xi. Thus, it makes sense to talk about the
spectral measure µU and the multiplicity function nU of an operator U .
From the description of the process we can derive the following simple corollary.
Corollary 3.6.1. Let U ∈ U(`2) be given with spectral measure µU and multiplicity func-
tion nU , and let q ∈ S1. Then qU ∈ U(`2), µqU = q∗µU and nqU = n◦q−1 where q and q−1
denote the multiplication on S1 by q and q−1, and q∗µU denotes the push-forward measure
of µU with respect to the multiplication by q.
The following important theorem states that the spectral measure and the multiplicity
function fully characterizes the conjugacy classes in U(`2).
Theorem 3.6.2. Let U1, U2 ∈ U(`2) and let µ1, µ2 be spectral measures and n1, n2 mul-
tiplicity functions of U1 and U2. Then U1 and U2 are conjugate iff µ1 ' µ2 and n1 = n2
holds µ1-almost everywhere.
Now we are ready to prove our statement about the non-Haar null classes.
Theorem 3.6.3. Let U ∈ U(`2) be given with spectral measure µU and multiplicity func-
tion nU . If the conjugacy class of U is non-Haar null then µU ' λ and nU is constant
λ-a. e., where λ denotes Lebesgue measure.
Proof. Suppose that U has a non-Haar null conjugacy class CU . Then by 3.8.3 we have
that for a small enough ε > 0 for every q ∈ S1 if |q − 1| < ε then qI ∈ (CU )−1CU . Hence
for each q ∈ S1 with |q−1| < ε there exist U ′, U ′′ ∈ CU with qU ′ = U ′′. Thus by Corollary
3.6.1 and Theorem 3.6.2 we have µqU = q∗µU ' q∗µU ′ = µqU ′ = µU ′′ ' µU and similarly
nqU = nU ◦ q−1 = nU ′ ◦ q−1 = nqU ′ = nU ′′ = nU holds µU -almost everywhere. Thus, if
r ∈ S1 is arbitrary we can choose k ∈ N and q with |q − 1| < ε such that qk = r, so
pushing forward µU k times by multiplication by q we have that µrU = r∗µU ' µU . This
means that µU is quasi-invariant probability measure on S1 therefore µU ' λ (see e.g. [44,
Theorem 3.1.5]).
Similarly, nrU = nU ◦ r−1 = nU µU -almost everywhere. Therefore, nU is µU -almost
everywhere constant.
Let k ∈ N∪{∞}\{0} and let (ei,j)i∈k,j∈Z be an injective enumeration of an orthonormal
basis of `2 and consider the unitary transformation Uk given by ei,j 7→ ei,j+1. These
operators are usually called multishifts. It is not hard to see that the spectral measure
of such a transformation µUk is equivalent to λ, while the multiplicity function nUk ≡ k
λ-almost everywhere. From this and Theorem 3.6.3 we obtain the following corollary.
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Corollary 3.6.4. In the unitary group every conjugacy class is Haar null possibly except
for a countable set of classes, namely the conjugacy classes of the multishifts.
Question 3.6.5. Are all conjugacy classes in U(`2) Haar null? Equivalently, are all the
conjugacy classes of the multishifts in U(`2) Haar null?
3.7 General results about countable structures
This section contains our generalization of the result of Dougherty and Mycielski to au-
tomorphism groups of countable structures. For the sake of simplicity we will use the
following notation.
Definition 3.7.1. Let G be a closed subgroup of S∞ and let S ⊂ ω be a finite subset.
The group-theoretic algebraic closure of S is:
ACL(S) = {x ∈ ω : the orbit of x under G(S) is finite}.
Obviously G has the finite algebraic closure property (see Definition 3.3.5) if and only
if for every finite set S the set ACL(S) is finite. We start with proving a simple observation
about the operator ACL.
Lemma 3.7.2. If a group G has the FACP then the corresponding operator ACL is
idempotent.
Proof. We have to show that for every finite set S ⊂ ω the identity ACL(ACL(S)) =
ACL(S) holds. Let S ⊂ ω be an arbitrary finite set and let x ∈ ACL(ACL(S)). We will
show that x has finite orbit under G(S) which implies x ∈ ACL(S).
It is enough to show that G(S)(x) is finite. Enumerate the elements of ACL(S) as
{x1, x2, . . . , xk}. The group G(S) acts on ACL(S)k coordinate-wise. Under this group ac-
tion the stabilizer of the tuple (x1, x2, . . . , xk) is G(ACL(S)). The Orbit-Stabilizer Theorem
states that for any group action the index of the stabilizer of an element in the whole group
is the same as the cardinality of its orbit. This yields that the index [G(S) : G(ACL(S))] is
the same as the cardinality of the orbit of (x1, x2, . . . , xk). This orbit is finite because the
whole space ACL(S)k is finite. So G(ACL(S)) has finite index in G(S).
Let g1, g2, . . . , gn ∈ G(S) be a left transversal for G(ACL(S)) in G(S), then G(S) =
g1GACL(S) ∪ · · · ∪ gnGACL(S). Since G(S)(x) = g1G(ACL(S))(x) ∪ g2G(ACL(S))(x) ∪ · · · ∪
gnG(ACL(S))(x) is a finite union of finite sets, it must be finite.
Lemma 3.7.3. The operator ACL is translation invariant in the following sense: if S ⊂ ω
is a finite set and g ∈ G is an arbitrary permutation then
ACL(gS) = gACL(S).
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Proof. Let x ∈ ω be an arbitrary element, then
x and y are in the same orbit under G(S) ⇔
∃h ∈ G(S) : h(y) = x⇔ ∃h ∈ G(S) : gh(y) = g(x)⇔
∃h ∈ G(S) : ghg−1(g(y)) = g(x)⇔ ∃f ∈ G(gS) : f(g(y)) = g(x)⇔
g(x) and g(y) are in the same orbit under G(gS).
So an element x has finite orbit under G(S) if and only if g(x) has finite orbit under
G(gS).
Now we describe a process to generate a probability measure on G, a closed subgroup
of S∞ that has the FACP .
Our random process will define a permutation p ∈ G in stages. It depends on integer
sequences (Mi)i∈ω and (Ni)i∈ω with Mi, Ni ≥ 1.
We denote the partial permutation completed in stage i by pi. We start with p0 = ∅
and maintain throughout the following Property (i) for every i ≥ 1, and Properties (ii)
and (iii) for i ∈ ω:
(i) pi−1 ⊂ pi,
(ii) dom(pi) and ran(pi) are finite sets with ACL(dom(pi)) = dom(pi), ACL(ran(pi)) =
ran(pi),
(iii) there is a permutation g ∈ G that extends pi.
Let O0, O1, . . . ⊂ ω be a sequence of infinite sets with the property that for every finite
set F ⊂ ω and every infinite orbit O of G(F ), the sequence (Oi)i∈ω contains O infinitely
many times. It is easy to see that such a sequence exists, since there exists only countably
many such finite set F , and for each one, there exist only countably many orbits of G(F ).
At stage i ≥ 1, we proceed the following way. First suppose that i is even. We now
choose a set Si ⊂ ω with |Si| = Mi such that Si ∩ ran(pi−1) = ∅. If i ≡ 0 (mod 4) we
require that Si contains the least such elements of ω, and if i ≡ 2 (mod 4) we require
that Si contains the least such elements of O(i−2)/4. Now we extend pi−1 to a partial
permutation pi such that
ran(pi) = ACL(ran(pi−1) ∪ Si). (3.7.1)
Let us enumerate the elements of ACL(ran(pi−1)∪Si)\ ran(pi−1) as (x1, . . . , xj) such that
if x1, . . . , xk−1 are already chosen then we choose xk so that
ACL(ran(pi−1) ∪ {x1, . . . , xk}) is minimal with respect to inclusion. (3.7.2)
Claim 3.7.4. For every 1 ≤ k ≤ ` ≤ m ≤ j, if
xm ∈ ACL(ran(pi−1) ∪ {x1, . . . , xk}) (3.7.3)
then
x` ∈ ACL(ran(pi−1) ∪ {x1, . . . , xk−1} ∪ {xm}) ⊂ ACL(ran(pi−1) ∪ {x1, . . . , xk}).
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Proof. The last containment holds, using Lemma 3.7.2 and (3.7.3). If ` = m then there is
nothing to prove. Now suppose towards a contradiction that there exists ` < m violating
the statement of the claim, and suppose that ` is minimal with k ≤ ` < m and
x` /∈ ACL(ran(pi−1) ∪ {x1, . . . , xk−1} ∪ {xm}). (3.7.4)
Using the minimality of `, {x1, . . . , x`−1} ⊂ ACL(ran(pi−1) ∪ {x1, . . . , xk−1} ∪ {xm}),
thus an application of Lemma 3.7.2 and the fact that k ≤ ` shows that ACL(ran(pi−1) ∪
{x1, . . . , xk−1}∪{xm}) = ACL(ran(pi−1)∪{x1, . . . , x`−1}∪{xm}). Using (3.7.4) it follows
that x` /∈ ACL(ran(pi−1) ∪ {x1, . . . , x`−1} ∪ {xm}). Using this, the fact that k ≤ ` and
(3.7.3), ACL(ran(pi−1) ∪ {x1, . . . , x`−1} ∪ {xm}) ( ACL(ran(pi−1) ∪ {x1, . . . , x`}) contra-
dicting (3.7.2), since x` was chosen after {x1, . . . , x`−1} to satisfy that ACL(ran(pi−1) ∪
{x1, . . . , x`}) is minimal.
We will determine the preimages of (x1, x2, . . . , xj) in this order. Denote the partial
permutations defined in these sub-steps by pi,k so that ran(pi,k) = ran(pi−1)∪{x1, . . . , xk}
for k = 0, . . . , j. If the first k preimages are determined then there are two possibilities
for xk+1:
(a) The set of possible preimages of xk+1 under pi,k is finite, that is, the set {g−1(xk+1) :
g ∈ G, g ⊃ pi,k} is finite. Then choose one from them randomly with uniform
distribution.
(b) The set of possible preimages of xk+1 under pi,k is infinite. Then choose one from
the smallest Ni many possible values uniformly.
We note that the orbit of xk under the stabilizer G(ran(pi−1)) is infinite because xk /∈
ran(pi−1) = ACL(ran(pi−1)) so
possibility (b) must occur for at least x1. (3.7.5)
Let pi = pi,j . Properties (i) and (iii) obviously hold for i. Let g ∈ G be a permu-
tation with g ⊃ pi. Now ran(pi) = ACL(ran(pi)) using (3.7.1) and Lemma 3.7.2. Then
dom(pi) = g−1 ran(pi), hence using Lemma 3.7.3, ACL(dom(pi)) = ACL(g−1 ran(pi)) =
g−1 ACL(ran(pi)) = g−1 ran(pi) = dom(pi), showing Property (ii). This concludes the
case where i is even.
If i is odd we let Si ⊂ ω be the set of the least Mi elements of ω, if i ≡ 1 (mod 4) and
the least Mi elements of O(i−3)/4, if i ≡ 3 (mod 4) that are not contained in dom(pi−1).
We extend pi−1 to a partial permutation pi such that
dom(pi) = ACL(dom(pi−1) ∪ Si). (3.7.6)
Again, we enumerate the elements of ACL(dom(pi−1) ∪ Si) \ dom(pi−1) as (x1, . . . , xj)
such that if x1, . . . , xk−1 are already chosen then we choose xk from the rest so that
ACL(dom(pi−1) ∪ {x1, . . . , xk}) is minimal with respect to inclusion. The proof of the
following claim is analogous to the proof of Claim 3.7.4
90 The structure of random elements of Polish groups
Claim 3.7.5. For every 1 ≤ k ≤ ` ≤ m ≤ j, xm ∈ ACL(dom(pi−1)∪{x1, . . . , xk}) implies
x` ∈ ACL(dom(pi−1) ∪ {x1, . . . , xk−1} ∪ {xm}) ⊂ ACL(dom(pi−1) ∪ {x1, . . . , xk}).
We determine the images of (x1, x2, . . . , xj) in this order. Denote the partial permu-
tations defined in these sub-steps by pi,k so that dom(pi,k) = dom(pi−1)∪ {x1, . . . , xk} for
k = 0, . . . , j. If the first k images are determined then there are two possibilities for xk+1:
(a) The set of possible images of xk+1 under pi,k is finite, that is, the set {g(xk+1) :
g ∈ G, g ⊃ pi,k} is finite. Then choose one from them randomly with uniform
distribution.
(b) The set of possible images of xk+1 under pi,k is infinite. Then choose one from the
smallest Ni many possible values uniformly.
Again, the orbit of xk under the stabilizer G(dom(pi−1)) is infinite because xk /∈ dom(pi−1) =
ACL(dom(pi−1)) for every k, so possibility (b) must occur for at least x1.
Let pi = pi,j . Again, Properties (i) and (iii) hold for i. Let g ∈ G be a permutation
with g ⊃ pi. Now dom(pi) = ACL(dom(pi)) using (3.7.6) and Lemma 3.7.2. Then using
Lemma 3.7.3, ACL(ran(pi)) = ACL(g dom(pi)) = gACL(dom(pi)) = g dom(pi) = ran(pi),
showing Property (ii). This concludes the construction for odd i.
Now let p = ⋃i pi. This makes sense using (i).
Claim 3.7.6. p ∈ G.
Proof. First we show that p ∈ S∞. Using (iii), each pi is a partial permutation, hence
injective. Using (i), p is the union of compatible injective functions, hence p is an injective
function. It is clear from the construction that {0, 1, . . . , i− 1} ⊂ dom(p4i) ∩ ran(p4i) for
every i, hence p ∈ S∞.
Using (iii), we can find an element gi ∈ G such that gi ⊃ pi. It is clear that gi → p,
and since G is a closed subgroup of S∞, we conclude that p ∈ G.
The following lemma is crucial in proving that almost every element of G has finitely
many finite and infinitely many infinite orbits.
Lemma 3.7.7. Suppose that the parameters of the random process M1, . . . ,Mi and
N1, . . . , Ni−1 are given along with the numbers K ∈ ω and ε > 0. Then we can choose Ni
so that for every set S ⊂ ω with |S| = K, the probability that S∩(dom(pi)\dom(pi−1)) 6= ∅
if i is even, or that S ∩ (ran(pi) \ ran(pi−1)) 6= ∅ if i is odd, is at most ε.
Proof. We suppose that i is even and prove the lemma only in this case. The proof for
the case when i is odd is analogous.
One can easily see using induction on i that if M1, . . . ,Mi−1 and N1, . . . , Ni−1 are
given then the random process can yield only finitely many different pi−1 as a result.
Let pi−1 be one of the possible outcomes, and let (x1, x2, . . . , xj) denote the elements
of ACL(ran(pi−1)∪Si)\ran(pi−1) enumerated in the same order as they appear during the
construction. Note that this only depends on pi−1 and Mi. Let a1 be the index for which
ACL(ran(pi−1)∪{x1}) = ran(pi−1)∪{x1, . . . , xa1}, such an index exists using Claim 3.7.4.
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Hence, for every m ≤ a1, xm ∈ ACL(ran(pi−1) ∪ {x1}), thus using Claim 3.7.4 again, it
follows that
x1 ∈ ACL(ran(pi−1) ∪ {xm}) for every 1 ≤ m ≤ a1. (3.7.7)
Claim 3.7.8. For every such m, there is a unique positive integer km such that if q is an
extension of pi−1 with xm ∈ ran(q), let us say q = pi−1 ∪ (ym, xm) (such that q ⊂ g for
some g ∈ G) then |{g−1(x1) : g ∈ G, g ⊃ q}| = km.
Proof. Let H = G(ran(pi−1)∪xm), then
k = |{g(x1) : g ∈ H}| = |{g−1(x1) : g ∈ H}| (3.7.8)
is finite using (3.7.7) and the fact that H is a subgroup. It is enough to show that if q is
an extension of pi−1 with ran(q) = ran(pi−1) ∪ {xm} then |{g−1(x1) : g ∈ G, g ⊃ q}| = k.
Let g1, . . . , gk ∈ H with g−1` (x1) 6= g−1n (x1) if ` 6= n. If h ∈ G is a permutation with h ⊃
q then gnh ⊃ q for every 1 ≤ n ≤ k. Then using the identity (gnh)−1(x1) = h−1(g−1n (x1)),
(g`h)−1(x1) 6= (gnh)−1(x1) if g` 6= gn. This shows that |{g−1(x1) : g ∈ G, g ⊃ q}| ≥ k.
To prove the other inequality, suppose towards a contradiction that there exist
g1, . . . , gk+1 with gn ⊃ q for every n ≤ k + 1 and g−1` (x1) 6= g−1n (x1) for every ` 6= n.
It is easy to see that gng−11 ∈ H for every n, but the values (gng−11 )−1(x1) = g1(g−1n (x1))
are pairwise distinct, contradicting (3.7.8). Thus the proof of the claim is complete.
Now let k = max{k2, k3, . . . , ka1}, if a1 ≥ 2, otherwise let k = 1.
Claim 3.7.9. If Ni > kKjε then for every fixed set S ⊂ ω with |S| = K we have
P(p−1i (xm) ∈ S) < εj for every 1 ≤ m ≤ a1.
Proof. This is immediate for m = 1, since k ≥ 1, and the preimage of x1 is chosen from
Ni many elements using (3.7.5). Now let m > 1, using Claim 3.7.8 and the fact that
k ≥ km, it follows that for every y ∈ ω, |{g−1(x1) : g ∈ G, g ⊃ pi, g(y) = xm}| ≤ k, hence
|{g−1(x1) : g ∈ G, g ⊃ pi, g−1(xm) ∈ S}| ≤ kK. Hence the claim follows.
For the rest of the proof, we need to repeat the above argument until we reach j. If
a1 < j, let a2 be the index satisfying ACL(ran(pi−1) ∪ {x1, . . . , xa1+1}) = ran(pi−1) ∪
{x1, . . . , xa2}, such an index exists using Claim 3.7.4 as before. Again, we can set a lower
bound for Ni so that the for every a1 < m ≤ a2, P(p−1i (xm) ∈ S) < εj . Repeating the
argument, we can choose Ni so that P(p−1i+1(xm) ∈ S) < εj for every 1 ≤ m ≤ j, thus
P(p−1i ({x1, . . . , xj}) ∩ S 6= ∅) < ε.
Proposition 3.7.10. Let G ≤ S∞ be a closed subgroup. If G has the FACP then the
sets
F = {g ∈ G :g has finitely many finite orbits},
C = {g ∈ G :∀F ⊂ ω finite ∀x ∈ ω (if G(F )(x) is infinite
then it is not covered by finitely many orbits of g)}
are co-Haar null.
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Proof. We first show the following lemma.
Lemma 3.7.11. The sets F and C are conjugacy invariant Borel sets.
Proof. The fact that F is conjugacy invariant follows form the fact that conjugation does
not change the orbit structure of a permutation.
To show that C is conjugacy invariant, let c ∈ C, h ∈ G, we need to show that
h−1ch ∈ C. Suppose towards a contradiction that h−1ch 6∈ C, that is, for some F ⊂ ω
finite and x0 ∈ ω the orbit G(F )(x0) is covered by finitely many orbits of h−1ch. This
means that there exist finitely many elements y0, . . . , yn−1 ∈ ω such that
G(F )(x0) ⊂ {(h−1ch)k(yi) : k ∈ Z, i < n}. (3.7.9)
Let F ′ = {h(x) : x ∈ F}, it is easy to see that
g ∈ G(F ) ⇔ hgh−1 ∈ G(F ′), (3.7.10)
moreover, since the conjugating map g 7→ hgh−1 is bijective,
every element of G(F ′) is of the form hgh−1 for some g ∈ G(F ). (3.7.11)
To get a contradiction with the fact that c ∈ C we show that the orbit
G(F ′)(h(x0)) is infinite (3.7.12)
but is covered by finitely many orbits of c, in fact,
G(F ′)(h(x0)) ⊂ {ck(h(yi)) : k ∈ Z, i < n}. (3.7.13)
Showing this would be enough to prove that C is conjugacy invariant.
Using that the orbit G(F )(x0) is infinite, we can choose permutations (gk)k∈ω ⊂ G(F )
such that
gi(x0) 6= gj(x0) if i 6= j. (3.7.14)
Then, using (3.7.10), hgih−1 ∈ G(F ′) for every i ∈ ω and if hgih−1(h(x0)) = hgjh−1(h(x0))
then hgi(x0) = hgj(x0), hence, using that h is a permutation, gi(x0) = gj(x0), thus i = j,
using (3.7.14). This shows (3.7.12).
To prove (3.7.13), let us choose a permutation from G(F ′). Using (3.7.11), we can
suppose that this permutation is of the form hgh−1 for some g ∈ G(F ). We need to show
that
hgh−1(h(x0)) ∈ {ck(h(yi)) : k ∈ Z, i < n}. (3.7.15)
Using (3.7.9), g(x0) = (h−1ch)k(yi) for some k ∈ Z and i < n. Then g(x0) = h−1ckh(yi),
hence hg(x0) = ckh(yi), proving (3.7.15) and also (3.7.13). Thus the proof of the conjugacy
invariance of C is complete.
To show that F is Borel, notice that the set of permutations containing a given finite
orbit is open for every such orbit. Thus for any finite set of finite orbits the set of
permutations containing those finite orbits in their orbit decompositions is open: it can
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be obtained as the intersection of finitely many open sets. Thus for every n ∈ ω the set of
permutations containing at least n finite orbits is open: it can be obtained as the union
of open sets (one open set for each possible set of n orbits). Thus S∞ \ F is Gδ: it is the
intersection of the above open sets. Hence F is Borel.
Now we show that C is also Borel. Let F ⊂ ω and x ∈ ω be chosen so that F is finite
and the orbit G(F )(x) is infinite. Let H ⊂ G(F )(x) be an n-element set, then the set of
permutations g ∈ G with the property that the elements of H are in distinct orbits of g,
form a closed subset of G. Thus, the set of permutations g with the property that less
than n orbits of g do not cover G(F )(x) is Fσ for every n. Hence, the set of permutations
g with the property that finitely many orbits of g do not cover G(F )(x) is Fσδ. Since there
are only countably many finite sets F ⊂ ω, and for each such set F , there are countably
many orbits of G(F ), it follows that C is Fσδ, thus Borel.
To prove the proposition, we use the above construction to generate a random permu-
tation p. We setMi = 2i for every i ≥ 1 and we define (Ni)i≥1 recursively. If N1, . . . , Ni−1
are already defined, then, as before, the random process can yield only finitely many
distinct pi−1. Hence, there is a bound mi depending only on N1, . . . , Ni−1 such that
|dom(pi)| = | ran(pi)| ≤ mi, since | ran(pi)| = |ACL(ran(pi−1) ∪ Si)| if i is even and
| dom(pi)| = |ACL(dom(pi−1) ∪ Si)| if i is odd, which is independent of Ni. Now we use
Lemma 3.7.7 to choose Ni so that the conclusion of the lemma is true with K = mi and
ε = 12i .
It is enough to show that
P(ph has finitely many finite orbits) = 1 (3.7.16)
and
P(finitely many orbits of ph do not cover O) = 1 (3.7.17)
for every h ∈ G, and every infinite orbit O of G(F ) for some finite F ⊂ ω, since there exists
only countably many such orbit. So let us fix h ∈ G and an infinite orbit O ⊂ ω of G(F )
for some finite F ⊂ ω for the rest of the proof.
For a partial permutation q, a partial path in q, is a sequence (y, q(y), . . . , qn(y)) with
n ≥ 1, qn(y) /∈ dom(q) and y /∈ ran(q). Note that pih is considered a partial permutation
with dom(pih) = h−1(dom(pi)) and ran(pih) = (ran(pi)).
During the construction of the random permutation, an event occurs when the partial
permutation is extended to a new element at some stage regardless of whether it happens
for possibility (a) or (b). Suppose that during an event, the partial permutation p′ is
extended to p′′ = p′ ∪ (x, y). We call this event bad if the number of partial permutations
decrease or h−1(x) = y. Note that an event is bad if the extension connects two partial
paths of p′h or it completes a orbit (possibly a fixed point).
Claim 3.7.12. Almost surely, only finitely many bad events happen.
Proof. Let i be fixed and suppose first that it is even. It is easy to see that a bad event can
only happen at stage i if a preimage is chosen from h(ran(pi)). Note that this also covers
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the case when a fixed point is constructed. Note that | ran(pi)| ≤ mi, thus the probability
of choosing a preimage from this set is at most 12i , using Lemma 3.7.7.
We proceed similarly if i is odd. Then to connect partial paths or complete orbits, an
image has to be chosen from the set h−1(dom(pi)). Since |dom(pi)| ≤ mi, the probability
of choosing from this set is at most 12i .
Using the Borel–Cantelli lemma, the number of i such that a bad event happens at
stage i is finite almost surely. Since only a finite number of bad events can happen at a
particular stage, this completes the proof of the claim.
Since a finite orbit can only be created during a bad event, (3.7.16) follows immediately
from the claim. Thus F is co-Haar null.
Now we prove that C is also co-Haar null by showing (3.7.17). Let n0, n1, . . . ∈ ω be
a sequence with n0 < n1 < . . . and Oni = O for every i ∈ ω. Let ci be the number of
partial paths of p4ni+2h intersecting O. It is enough to show that the sequence (ci)i∈ω
is unbounded almost surely, since using Claim 3.7.12, only finitely many of such partial
paths can be connected in later stages, hence infinitely many orbits of ph will intersect O,
almost surely.
Hence, it is enough to prove that apart from a finite number of exceptions, the elements
of ran(p4ni+2) \ ran(p4ni+1) are in different partial paths in p4ni+2, almost surely, since
|O ∩ (ran(p4ni+2) \ ran(p4ni+1))| ≥= 24ni+2, hence, in this case ci ≥ 24ni+2 apart from a
finite number of exceptions, almost surely.
The proof of this fact is similar to the proof of Claim 3.7.12. An element y ∈ O ∩
(ran(p4ni+2) \ ran(p4ni+1)) can only be contained in a completed orbit (of p4ni+2h), if
h−1p−14ni+2(y) ∈ ran(p4ni+2), hence p−14ni+2(y) ∈ h(ran(p4ni+2)). Similarly, if y, y′ ∈ O ∩
(ran(p4ni+2) \ ran(p4ni+1)) are in the same partial path (in p4ni+2h) such that y is the not
the first element of this path, then p−14ni+2(y) ∈ h(ran(p4ni+2)). Again using Lemma 3.7.7,
the probability of this happening at stage 4ni + 2 is at most 124ni+2 , since | ran(p4ni+2)| ≤
m4ni+2. As before, the application of the Borel–Cantelli lemma completes the proof of
(3.7.17). And thus the proof of the proposition is also complete.
Theorem 3.7.13. Let G ≤ S∞ be a closed subgroup. If G has the FACP then the sets
F = {g ∈ G : g has finitely many finite orbits},
I = {g ∈ G : g has infinitely many infinite orbits}
are both co-Haar null. Moreover, if F is co-Haar null then G has the FACP .
Proof. The fact that F is co-Haar null follows immediately from Proposition 3.7.10. Let
C denote the set as in Proposition 3.7.10. Then, if g ∈ C then g contains infinitely many
orbits, since otherwise finitely many orbits of g could cover ω, hence every infinite orbit
of G(F ) for some finite F ⊂ ω. It follows that the co-Haar null set C ∩ F is contained in
I, hence I is also co-Haar null. And thus the proof of the first part of the theorem is
complete.
Now we prove the second assertion. We have to show that if G does not have the
FACP then F is not co-Haar null. If G does not have the FACP then there is a finite
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set S ⊂ ω such that ACL(S) is infinite. This means that all of the permutations in G(S)
have infinitely many finite orbits, hence G(S) ∩F = ∅. The stabilizer G(S) is a non-empty
open set, thus it cannot be Haar null. Therefore the proof of the theorem is complete.
Now we are ready to prove the main result of this section.
Theorem 3.7.14. Let A be a locally finite Fraïssé limit. Then the following are equivalent:
(1) almost every element of Aut(A) has finitely many finite orbits,
(2) Aut(A) has the FACP ,
(3) A has the CSAP.
Moreover, any of the above conditions implies that almost every element of A has infinitely
many infinite orbits.
Proof. The equivalence (1) ⇐⇒ (2), and the last statement of the theorem is just the
application of Theorem 3.7.13 to G = Aut(A). Thus, it is enough to show that (2) ⇐⇒
(3).
Let K = age(A). Since A is the limit of K, using that A is ultrahomogeneous it follows
that K has the extension property, that is, for every B, C ∈ K and embeddings φ : B → C
and ψ : B → A there exists an embedding ψ′ : C → A with ψ′ ◦ φ = ψ. Thus, by the
ultrahomogeneity of A the embeddings between the structures in K can be considered as
partial automorphisms of A.
((2) ⇒ (3)) Take an arbitrary B0 ∈ K and fix an isomorphic copy of it inside A.
Let B = ACL(dom(B0)) and note that by the fact that Aut(A) has the FACP B is a
finite substructure of A. We will show that over B the strong amalgamation property
holds (see Definition 3.3.6). In order to see this, let C,D ∈ K and let ψ : B → C and
φ : B → D be embeddings. By the extension property we can suppose that B < C <
A, B < D < A and ψ = φ = idB. By Lemma 3.7.2 ACL(dom(B)) = B, hence the
Aut(A)(dom(B)) orbit of every point in dom(C) \ dom(B) is infinite. By M. Neumann’s
Lemma [24, Corollary 4.2.2.] dom(C)\dom(B) has infinitely many pairwise disjoint copies
under the action of Aut(A)(dom(B)). In particular, by the pigeonhole principle, there exists
an f ∈ Aut(A)(dom(B)) such that f(C) ∩ D = B. Letting E to be the substructure of A
generated by dom(f(C)) ∪ dom(D), ψ′ = f |C and φ′ = idD shows that SAP holds over B
and hence CSAP holds as well.
((2) ⇐ (3)) Let S ⊂ dom(A) be finite. Let B0 be the substructure generated by S.
Clearly, B0 ∈ K, hence there exists a B ∈ K over which the strong amalgamation property
holds and which contains an isomorphic copy of B0. By the extension property of A we
can suppose that B and all the structures constructed later on in this part of the proof
are substructures of A containing B0.
We claim that for every b ∈ dom(A) \ dom(B) the orbit Aut(A)(dom(B))(b) is infinite.
Indeed, let C be the substructure generated by dom(B) ∪ {b}. Using the strong amalga-
mation property repeatedly, first for B, C and D = C obtaining an E1, then for B, C and
D = E1 obtaining an E2 etc. for every n we can find a substructure En of A which contains
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n + 1 isomorphic copies of C which intersect only in B, and the isomorphisms between
these copies fix B. Extending the isomorphisms to automorphisms of Aut(A) shows that
the orbit Aut(A)(dom(B))(b) is infinite.
3.8 Aut(Q, <)
3.8.1 Christensen’s theorem revisited
We will need a straightforward generalization of a theorem proved by Christensen [5], here
we reiterate Rosendal’s proof (see [37]).
Theorem 3.8.1. (Christensen) Let A ⊂ G be a conjugacy invariant set and suppose that
there exists a cover of A by Borel sets A = ⋃n∈ω An (in particular, A is also a Borel set)
and a conjugacy invariant set B so that 1 ∈ B and B∩⋃n∈ω A−1n An = ∅. Then A is Haar
null.
Remark 3.8.2. Some authors use a definition for Haar null sets which slightly differs
from Definition 3.1.1. Namely, according to our version, a set S is Haar null, if there
exists a Borel probability measure µ on G and a universally measurable set U such that
S ⊂ U and for every g, h ∈ G we have µ(gUh) = 0. These two notions differ in general (see
[14]), although they coincide for analytic sets (see [39]). We would like to point out that
the above theorem and Corollary 3.8.3 remain true (and can be proved in the same way if
we change Borel to universally measurable everywhere and use the mentioned alternative
definition of Haar null sets.
Proof of Theorem 3.8.1. We claim that there exists a sequence {gi : i ∈ ω} ⊂ B with
gi → 1 and the following properties:
• for every (εi)i∈ω ∈ 2ω we have that the sequence (gε00 gε11 . . . gεnn )n∈ω converges,
• the map φ : 2ω → G defined by (εn)n∈ω 7→ gε00 gε11 gε22 . . . is continuous (the right
hand side expression makes sense because of the convergence).
We can choose such a sequence by induction: fix a compatible complete metric and suppose
that we have already selected g0, g1, . . . , gn. Now notice that for every (ε0, . . . , εn) ∈ 2n+1
the set {x ∈ G : d(gε00 gε11 . . . gεnn x, gε00 gε11 . . . gεnn ) < 2−n−1} contains a neighborhood of the
identity. Therefore we can choose a
gn+1 ∈ B ∩
⋂
(ε0,...,εn)∈2n+1
{x ∈ G : d(gε00 gε11 . . . gεnn x, gε00 gε11 . . . gεnn ) < 2−n−1}.
One can easily show that for every (εn)n∈ω ∈ 2ω the sequence (gε00 gε11 . . . gεnn )n∈ω is Cauchy
and the function φ is continuous.
Let λ be the usual measure on 2ω and let λ∗ = φ∗λ, its push forward. We claim that
λ∗ witnesses that A is left-Haar null which is equivalent to its Haar nullness, by the fact
that A is conjugacy invariant and by using Lemma 3.2.5.
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Suppose not, then there exists an f ∈ G so that λ∗(fA) > 0, therefore λ∗(fAk) > 0 for
some k ∈ ω. This is equivalent to λ(φ−1(fAk)) > 0 and if we regard 2ω as Zω2 , by Weil’s
theorem (see e.g. [37]) we have that φ−1(fAk) − φ−1(fAk) contains a neighborhood of
(0, 0, . . . ), the identity in Zω2 . Then there exists an element in φ−1(fAk)−φ−1(fAk) which
is zero at every coordinate except for one. Thus, φ−1(fAk) contains two elements of the
form (ε0, . . . , εn−1, 0, εn+1, . . . ) and (ε0, . . . , εn−1, 1, εn+1, . . . ), i. e., differing at exactly one
place. Then taking the φ images of these elements we obtain that there exist h1, h2 ∈ G
so that h1h2 ∈ fAk and h1gnh2 ∈ fAk. This implies
h−12 h
−1
1 h1gnh2 ∈ A−1k Ak
thus
h−12 gnh2 ∈ A−1k Ak
but by the conjugacy invariance of B we get
h−12 gnh2 ∈ B ∩A−1k Ak,
contradicting the initial assumptions of the theorem.
Letting A = An for every n ∈ ω and using that if A is conjugacy invariant then so is
G \A−1A we can deduce the following corollary:
Corollary 3.8.3. If A is a Borel conjugacy invariant set, which is not Haar null then
A−1A contains a neighborhood of the identity.
3.8.2 Characterization of the non-Haar null classes
In this section we prove the following result:
Theorem 3.8.4. For almost every element f of Aut(Q, <)
(1) for distinct orbitals O1, O2 ∈ O∗f (see Definition 3.2.2) with O1 < O2 such that
sf (O1) = sf (O2) = 1 or sf (O1) = sf (O2) = −1, there exists an orbital O3 ∈ O∗f
with O1 < O3 < O2 and sf (O3) 6= sf (O1),
(2) (from Theorem 3.7.14) f has only finitely many fixed points.
These properties characterize the non-Haar null conjugacy classes, i. e., a conjugacy class
is non-Haar null if and only if one (or equivalently every) of its elements has properties
(1) and (2).
Moreover, every non-Haar null conjugacy class is compact biter and those non-Haar
null classes in which the elements have no rational fixed points are compact catchers.
We split the proof to two parts, proving the following two theorems separately.
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Theorem 3.8.5. The conjugacy class of f ∈ Aut(Q, <) is non-Haar null if and only if
Fix(f) is finite, and for distinct orbitals O1, O2 ∈ O∗f with O1 < O2 such that sf (O1) =
sf (O2) = 1 or sf (O1) = sf (O2) = −1, there exists an orbital O3 ∈ O∗f with O1 < O3 < O2
and sf (O3) 6= sf (O1).
In fact, every non-Haar null conjugacy class is compact biter and those non-Haar null
classes in which the elements have no fixed points are compact catchers.
Theorem 3.8.6. The union of the Haar null conjugacy classes of Aut(Q, <) is Haar null.
We say that an automorphism is good if it satisfies the conditions of the theorem. In
the proof of the theorem, we use the following lemma to check conjugacy between good
automorphisms.
Lemma 3.8.7. Let f and g be good automorphisms. Suppose that there exists a function
φ : Q → O∗f with the following properties: it is monotonically increasing (not necessarily
strictly), surjective, |φ−1(p)| = 1 for every p ∈ Fix(f), and for each q ∈ Q,
(1) g(q) = q ⇔ sf (φ(q)) = 0;
(2) g(q) > q ⇔ sf (φ(q)) = 1;
(3) g(q) < q ⇔ sf (φ(q)) = −1.
Then f and g are conjugate automorphisms.
Proof. We use the characterization in [20, Theorem 2.2.5] to check the conjugacy of auto-
morphisms: f and g are conjugate if and only if there exists an order preserving bijection
ψ : O∗g → O∗f such that sg(O) = sf (ψ(O)) for every O ∈ O∗g .
We now show that it is legal to define the appropriate bijection ψ as ψ(O) = O′ where
O′ = φ(p) for some p ∈ O. To show that it is a well-defined map, we need to prove
that given O ∈ O∗g and p, q ∈ O, φ(p) = φ(q). Suppose the contrary, then p 6= q, hence
sg(O) = 1 or sg(O) = −1. We now suppose that sg(O) = 1, the case where sg(O) = −1
is analogous. Then g(p) > p and g(q) > q, hence sf (φ(p)) = sf (φ(q)) = 1. Since f
is good, and φ(p) 6= φ(q) by our assumption, there is an orbital O′ ∈ O∗f such that
φ(p) < O′ < φ(q) and sf (O′) 6= 1. Using that φ is surjective and monotone increasing,
there exists an r ∈ (p, q) such that φ(r) = O′. Then sf (φ(r)) 6= 1, but r is in the same
orbital as p and q, since orbitals are convex, hence g(r) > r. This contradicts (2).
The map ψ is increasing and surjective, since φ is increasing and surjective. One
can easily check that conditions (1), (2) and (3) imply that for every O ∈ O∗g , sg(O) =
sf (ψ(O)). Hence it remains to show that ψ is injective.
Let O,O′ ∈ O∗g be distinct orbitals with ψ(O) = ψ(O′). Then using conditions (1), (2)
and (3), we have sg(O) = sg(O′). If sg(O) = sg(O′) = 0 then sf (ψ(O)) = 0, hence ψ(O) is
a set consisting of a fixed point, let {q} = ψ(O). Then |φ−1(q)| = 1 using the assumption
of the lemma, contradicting the fact that O,O′ ⊂ φ−1(q). If sg(O) = sg(O′) = 1 then using
that g is good, there exists an orbital O′′ ∈ O∗g between O and O′ such that sg(O′′) 6= 1.
Then using the monotonicity of ψ one obtains ψ(O′′) = ψ(O′), hence 1 6= sf (ψ(O′′)) =
sf (ψ(O)) = 1, a contradiction. An analogous argument shows that sg(O) = sg(O′) = −1
also leads to a contradiction, hence the proof of the lemma is complete.
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Now we turn to the proof of the theorems.
Proof of Theorem 3.8.5. First we show the “only if” part. Using Corollary 3.3.7, for almost
every f ∈ Aut(Q, <), Fix(f) is finite. Since the cardinality of fixed points is the same for
conjugate automorphisms, it is clear that the conjugacy class of f can only be non-Haar
null if Fix(f) is finite.
The property that between any two distinct orbitals O1, O2 ∈ O∗f with either sf (O1) =
sf (O2) = 1 or sf (O1) = sf (O2) = −1, there exists an orbital O3 ∈ O∗f with sf (O3) 6=
sf (O1), is also conjugacy invariant. Hence it is enough to prove the following lemma to
finish the “only if” part of the theorem.
Lemma 3.8.8. For the prevalent f ∈ Aut(Q, <), for distinct orbitals O1, O2 ∈ O∗f with
O1 < O2 such that either sf (O1) = sf (O2) = 1 or sf (O1) = sf (O2) = −1, there exists an
orbital O3 ∈ O∗f with O1 < O3 < O2 and sf (O3) 6= sf (O1).
Proof. Let H be the set of those automorphisms that satisfy the property in the lemma,
and let A denote the set of functions f ∈ Hc such that we can choose distinct orbitals
Of1 , O
f
2 ∈ O∗f such that Of1 < Of2 , sf (Of1 ) = sf (Of2 ) = 1, and between Of1 and Of2 , there
is no orbital O3 ∈ O∗f with sf (O3) 6= 1. Also, let us denote by A′ the set of functions
f ∈ Hc, such that we can choose distinct orbitals Of1 , Of2 ∈ O∗f such that Of1 < Of2 ,
sf (Of1 ) = sf (O
f
2 ) = −1, and between Of1 and Of2 , there is no orbital O3 ∈ O∗f with
sf (O3) 6= −1. We show that A is Haar null and the same can be proved similarly for A′.
Since it is easy to see that Hc = A ∪A′, proving this will finish the proof of the lemma.
We use Theorem 3.8.1 to show that the conjugacy invariant set A is Haar null. Let
(p0, q0), (p1, q1), . . . be an enumeration of all pairs (p, q) with p < q, and for all n ∈ ω, let
An ={f ∈ Aut(Q, <) : pn and qn are in distinct orbitals with respect to f
and f(r) > r for every r ∈ [pn, qn]}
=
⋂
k∈Z
⋂
r∈[pn,qn]
{f ∈ Aut(Q, <) : fk(pn) < qn and f(r) > r}.
Note that A = ⋃n∈ωAn and An is Borel for every n ∈ ω. Using Theorem 3.8.1, it
is enough to show that there is a conjugacy invariant set B with 1 = idQ ∈ B and
B ∩⋃n∈ωA−1n An = ∅. Let
B = {f ∈ Aut(Q, <) :
Fix(f) is finite, |O∗f | = 2|Fix(f)|+ 1 and f(r) ≥ r for every r ∈ Q}.
Note that the condition |O∗f | = 2|Fix(f)|+ 1 essentially states that between neighboring
fixed points, every point is in the same orbital (roughly speaking, this means that there
are no “irrational fixed points”).
It is easy to see that B is a conjugacy invariant set, and also that idQ ∈ B. Let n ∈ ω
be arbitrary, it remains to show that if f , g ∈ An then f−1g 6∈ B. Let O be the orbit of pn
with respect to g and let I = {r ∈ Q : r ≤ r′ for some r′ ∈ O}. Note that I is convex, and
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since g(r) > r for every r ∈ (pn, qn) but pn and qn are in different orbitals (with respect
to both f and g), qn 6∈ I.
There are two cases with respect to the relationship of I and the orbitals of f . Suppose
first that I does not split orbitals of f , that is, there is no r ∈ I and k ∈ Z such that
fk(r) 6∈ I. Then the sets I and Q \ I are invariant under both f and g (and f−1 and g−1),
thus I does not split any orbitals of f−1g. Moreover, I has no greatest element, nor Q \ I
has a least element, since any such element would need to be a fixed point of g, but g does
not have a fixed point in the interval (pn, qn). Now suppose that f−1g ∈ B. Then it has a
greatest fixed point (if any) that belongs to I and a least fixed point (if any) that belongs
to Q \ I, hence between the two, every point is in the same orbital. This contradicts the
fact that I does not split the orbitals of f−1g.
Now suppose that I splits any orbital of f , thus there exist r ∈ I and k ∈ Z such that
fk(r) 6∈ I. Since f(r) > r for every r ∈ (pn, qn), it follows that there is an r ∈ (pn,∞) ∩ I
such that f(r) 6∈ I. Then g−1(f(r)) 6∈ I, since I does not split orbitals of g. By setting
r′ = g−1(f(r)), we see that f−1g(r′) = r ∈ I, thus f−1g(r′) < r′, hence f−1g 6∈ B also in
this case, finishing the proof of the lemma.
Now we prove the “if” part of the theorem. Let f be a good automorphism, we prove
that C, the conjugacy class of f is non-Haar null. We use the notation O = O∗f and s = sf .
To show this, using Fact 3.2.4, it is enough to prove that for any compact set F ⊂
Aut(Q, <) there is an open set U ⊂ Aut(Q, <) and an element g ∈ Aut(Q, <) such that
∅ 6= F ∩ U ⊂ gC. So let F ⊂ Aut(Q, <) be compact. In our proof, we partition Q into
finitely many intervals bounded by the fixed points of f , and on each interval, we define
a suitable part of g.
Let {p1, p2, . . . , pk−1} be the set of fixed points of f (which is necessarily finite) with
p1 < p2 < · · · < pk−1. We now choose q1, q2, . . . , qk−1 ∈ Q such that if we set U =
{h ∈ Aut(Q, <) : ∀i(h(pi) = qi)} then U ∩ F 6= ∅. Let K = U ∩ F , we will construct an
automorphism g with K ⊂ gC to finish the proof of the theorem. Note that U is clopen,
hence K is compact. Also note that the sets {h(p) : h ∈ K} and {h−1(p) : h ∈ K} are
finite, since K is compact.
Let us use the notation p0 = q0 = −∞ and pk = qk = +∞. We construct g and a
function φ : Q × K → O separately on each interval (pi, pi+1), recursively. So let i < k
be fixed for now and let r1, r2, . . . be an enumeration of (pi, pi+1) and t1, t2, . . . be an
enumeration of (qi, qi+1). Let O1, O2, . . . be an infinite sequence of elements of O that are
subsets of (pi, pi+1), containing every such element at least once. Note that there may
be only finitely many such intervals, hence the sequence may contain the same element
more than once. We let O′ = {O1, O2, . . . }. At the nth step of the recursive construction,
we have a finite set Hn ⊂ (pi, pi+1) and functions gn and φn. We preserve the following
properties of these sets and functions:
For every n ∈ ω, h, h1, h2 ∈ K and p, p′, p′′ ∈ Hn, where p′ < p′′ and (p′, p′′) ∩Hn = ∅,
(i) H0 ⊂ H1 ⊂ . . . , g0 ⊂ g1 ⊂ . . . and φ0 ⊂ φ1 ⊂ . . . ;
(ii) Hn ⊂ (pi, pi+1) is finite;
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(iii) gn : Hn → (qi, qi+1) is strictly increasing;
(iv) φn : Hn ×K → O′, and φn(., h) is increasing;
(v) r1, r2, . . . , rn+1 ∈ H3n+1, t1, t2, . . . , tn+1 ∈ g3n+2(H3n+2) and O1, O2, . . . , On+1 ∈
φ3n+3(H3n+3, h);
(vi) it cannot happen that h1(p′) < gn(p′) < h2(p′), h1(p′′) > gn(p′′) > h2(p′′);
(vii) if h(p′) > gn(p′) and h(p′′) > gn(p′′) then h(r) ≥ gn(p′′) for every r ∈ [p′, p′′];
similarly, if h(p′) < gn(p′) and h(p′′) < gn(p′′) then h(r) ≤ gn(p′) for every r ∈ [p′, p′′]
(thus extending gn in any way to a strictly increasing function on [p′, p′′], there is no
r ∈ [p′, p′′] where the value of the extension can be equal to h(r));
(viii) s(φn(p, h)) = 1⇔ gn(p) < h(p) and s(φn(p, h)) = −1⇔ gn(p) > h(p);
(ix) φn(Hn, h1) = φn(Hn, h2);
(x) the value of s is alternating on the image φn(Hn, h), that is, either φn(p′, h) =
φn(p′′, h) or s(φn(p′, h)) 6= s(φn(p′′, h));
(xi) hi(p′) > gn(p′) and hi(p′′) < gn(p′′) (i = 1, 2) (or similarly, hi(p′) < gn(p′) and
hi(p′′) > gn(p′′) (i = 1, 2)) implies that φn(p′, h1) = φn(p′, h2) and φn(p′′, h1) =
φn(p′′, h2).
Remark 3.8.9. Conditions (vi) and (vii) are equivalent to the following fact: the rectangle
conv((p′, gn(p′)), (p′′, gn(p′)), (p′′, gn(p′′)), (p′, gn(p′′))) has two sides that are opposite such
that no h ∈ K intersects the interior of any of those sides.
First we prove the following.
Claim 3.8.10. On each interval (pi, pi+1), the sets and functions Hn, gn and φn can be
constructed with the above properties.
Proof. We prove the claim by induction on n. For n = 0, let H0 = g0 = φ0 = ∅. Now
suppose that Hn, gn and φn are given with the above properties, using them, we construct
the suitable Hn+1, gn+1 and φn+1. There are three cases according to the remainder of n
mod 3.
Case 1: n = 3m. At this step, we make sure that rm+1 ∈ Hn+1. If already rm+1 ∈ Hn
then let Hn+1 = Hn, gn+1 = gn and φn+1 = φn. Otherwise, there are multiple cases
according to the existence of p′ ∈ Hn with p′ < rm+1, p′′ ∈ Hn with rm+1 < p′′, and
whether gn(p′) < h(p′) or gn(p′) > h(p′), gn(p′′) < h(p′′) or gn(p′′) > h(p′′).
Case 1a: there are neither p′ ∈ Hn with p′ < rm+1 nor p′′ ∈ Hn with rm+1 < p′′ (that
is, Hn = ∅, n = 0). If s(O1) = 1 then we find q ∈ (qi, qi+1) with q < h(rm+1) for every
h ∈ K, otherwise, we find q ∈ (qi, qi+1) with q > h(rm+1) for every h ∈ K. Such a q
exists, since K is compact, thus {h(rm+1) : h ∈ K} is finite. Now we set Hn+1 = {rm+1},
gn+1(rm+1) = q, φn+1(rm+1, h) = O1 for every h ∈ K.
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Case 1b: there is a p′ ∈ Hn with p′ < rm+1 but there is no p′′ ∈ Hn with rm+1 < p′′.
Let p′ be the largest element in Hn, clearly p′ < rm+1. Let q′ = gn(p′). Using (ix),
φn(p′, h) is the same for every h ∈ K, since it is the largest element in the common image
φn(Hn, h). Let O = φn(p′, h) for some h ∈ K. Depending on s(O), gn(p′) < h(p′) for every
h ∈ K or gn(p′) > h(p′) for every h ∈ K using (viii). In the first case, choose t ∈ (qi, qi+1)
such that q′ < t < h(p′) for every h ∈ K. Then set Hn+1 = Hn ∪ {rm+1} and let gn+1
extend gn with gn+1(rm+1) = t, and let φn+1 extend φn with φn+1(rm+1, h) = O for every
h ∈ K.
In the second case, let h(rm+1) < t for every h ∈ K, also satisfying t ∈ (q′, qi+1).
Choose q ∈ (q′, t) such that q > h(rm+1) for every h ∈ K. As h−1(q′) > p′ for every
h ∈ K, there exists p ∈ (p′, rm+1) such that p < h−1(q′) for every h ∈ K. Now set
Hn+1 = Hn ∪ {rm+1, p}, and let gn+1 and φn+1 extend the appropriate functions with
gn+1(rm+1) = t, gn+1(p) = q and φn+1(rm+1, h) = φn+1(p, h) = O for every h ∈ K.
Case 1c: there is no p′ ∈ Hn with p′ < rm+1 but there is a p′′ ∈ Hn with rm+1 < p′′.
This case can be handled similarly as Case 1b.
Case 1d: there is a p′ ∈ Hn with p′ < rm+1, there is a p′′ ∈ Hn with rm+1 < p′′, and
for the largest such p′ and the smallest such p′′, there is no h ∈ K with gn(p′) < h(p′)
and gn(p′′) > h(p′′). In this case, let K′ = {h ∈ K : gn(p′) > h(p′) and gn(p′′) < h(p′′)},
where p′ ∈ Hn is the largest with p′ < rm+1 and p′′ ∈ Hn is the smallest with p′′ > rm+1.
Note that K′ may be the empty set. Let q′ = gn(p′) and q′′ = gn(p′′). Choose t ∈ (q′, q′′)
such that t > h(rm+1) for each h ∈ K′ with h(rm+1) < q′′. Such a t exists, since the
compactness of K′ implies that {h(rm+1) : h ∈ K′, h(rm+1) < q′′} is finite. We will set
gn+1(rm+1) = t, but we need to define the value of gn+1 at one more place. Choose
q ∈ (q′, t) with q > h(rm+1) for each h ∈ K′ with h(rm+1) < q′′. For every h ∈ K′ we
have h(p′) < q′, hence also p′ < h−1(q′). Therefore there is a p ∈ (p′, rm+1) for which
p < h−1(q′) for every h ∈ K′.
Now let Hn+1 = Hn ∪ {p, rm+1}, gn+1 extend gn with gn+1(p) = q, gn+1(rm+1) = t.
For h ∈ K′, either h(rm+1) < t or h(rm+1) > t. If h(rm+1) < t then let φn+1(rm+1, h) =
φn(p′, h), if h(rm+1) > t then let φn+1(rm+1, h) = φn(p′′, h). In both cases, let φn+1(p, h) =
φn(p′, h). If h ∈ K \ K′ then let φn+1(p, h) = φn+1(rm+1, h) = φn(p′, h). Note that using
(viii), s(φn(p′, h)) = s(φn(p′′, h)), thus (x) implies that φn(p′, h) = φn(p′′, h). All of the
properties can be checked easily.
Case 1e: there is a p′ ∈ Hn with p′ < rm+1, there is a p′′ ∈ Hn with rm+1 < p′′, and
for the largest such p′ and the smallest such p′′, there is no h ∈ K with gn(p′) > h(p′)
and gn(p′′) < h(p′′). Now let K′ = {h ∈ K : gn(p′) < h(p′) and gn(p′′) > h(p′′)}, where
again, p′ ∈ Hn is the largest with p′ < rm+1 and p′′ ∈ Hn is the smallest with p′′ > rm+1.
Let q′ = gn(p′) and q′′ = gn(p′′). The set {h(p′′) : h ∈ K′} is finite, hence there is a
t ∈ (q′, q′′) with t > h(p′′) for every h ∈ K′. Let Hn+1 = Hn ∪ {rm+1}, gn+1(rm+1) = t
and φn+1(rm+1, h) = φn(p′′, h) for every h ∈ K. Using the fact that for no h ∈ K can h
and any strictly increasing extension of gn+1 have the same values on [rm+1, p′′], one can
easily check that every property is satisfied.
Using (vi), these cover all sub-cases of Case 1. Now we turn to the second case.
Case 2: n = 3m + 1. At this step, we make sure that tm+1 ∈ gn+1(Hn+1). If already
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tm+1 ∈ gn(Hn) then let Hn+1 = Hn, gn+1 = gn and φn+1 = φn. Otherwise, similarly
as in Case 1, there are multiple sub-cases according to the existence of q′ ∈ gn(Hn) with
q′ < tm+1, q′′ ∈ gn(Hn) with tm+1 < q′′, and whether there exists an h ∈ K such that
gn(p′) < h(p′) or gn(p′) > h(p′), gn(p′′) < h(p′′) or gn(p′′) > h(p′′), where p′ = g−1n (q′) and
p′′ = g−1n (q′′). These sub-cases can be handled similarly as in Case 1, but we quickly go
though them. Since rm+1 ∈ Hn we do not have to deal with the case Hn = ∅.
Case 2a: there is a q′ ∈ gn(Hn) with q′ < tm+1 but there is no q′′ ∈ gn(Hn) with
tm+1 < q′′. Let q′ be the largest element in gn(Hn), clearly q′ < tm+1. As before,
gn(p′) < h(p′) for every h ∈ K or gn(p′) > h(p′) for every h ∈ K, where p′ = g−1n (q′). In
the first case, choose r ∈ (p′, pi+1) and r > h−1(tm+1) for every h ∈ K. Such an r exists,
since h(pi+1) = qi+1 for every h ∈ K, and {h−1(tm+1) : h ∈ K} is finite. Let q ∈ (q′, tm+1)
with q < h(p′) for every h ∈ K, and choose p ∈ (p′, r) with p > h−1(tm+1) for every h ∈ K.
Then let Hn+1 = Hn ∪ {r, p}, and let gn+1 and φn+1 extend gn and φn, respectively, with
gn+1(r) = tm+1, gn+1(p) = q and φn+1(r, h) = φn+1(p, h) = φn(p′, h) for every h ∈ K.
In the second case, choose r ∈ (p′, pi+1) with r < h−1(q′) for every h ∈ K. Such an
r exists, since for every h ∈ K, h(p′) < q′ implies p′ < h−1(q′) and {h−1(q′) : h ∈ K} is
finite. Then set Hn+1 = Hn ∪ {r}, and let gn+1(r) = tm+1 and φn+1(p, h) = φn(p′, h) for
every h ∈ K.
Case 2b: there is no q′ ∈ gn(Hn) with q′ < tm+1 but there is a q′′ ∈ gn(Hn) with
tm+1 < q′′. This case can be handled similarly to Case 2a.
Case 2c: there is a q′ ∈ gn(Hn) with q′ < tm+1, there is a q′′ ∈ Hn with tm+1 < q′′,
and for the largest such q′ and the smallest such q′′, there is no h ∈ K with gn(p′) < h(p′)
and gn(p′′) > h(p′′), where p′ = g−1n (q′) and p′′ = g−1n (q′′). This is analogous to Case 1e.
There exists r ∈ (p′, p′′) with h−1(q′) > r for every h ∈ K such that gn(p′) > h(p′) and
gn(p′) < h(p′). As before, setHn+1 = Hn∪{r} and let gn+1 extend gn with gn+1(r) = tm+1,
and φn+1 extend φn with φn+1(r, h) = φn(p′, h) for every h ∈ K.
Case 2d: there is a q′ ∈ gn(Hn) with q′ < tm+1, there is a q′′ ∈ Hn with tm+1 < q′′,
and for the largest such q′ and the smallest such q′′, there is no h ∈ K with gn(p′) > h(p′)
and gn(p′′) < h(p′′), where p′ = g−1n (q′) and p′′ = g−1n (q′′). This is analogous to Case 1d.
Let K′ = {h ∈ K : gn(p′) < h(p′) and gn(p′′) > h(p′′)}, this may again be the empty set.
Choose r ∈ (p′, p′′) such that r < h−1(tm+1) for each h ∈ K′ with h−1(tm+1) > p′. There
is a q ∈ (tm+1, q′′) with q > h(p′′) for every h ∈ K′. Choose p ∈ (r, p′′) with p < h−1(tm+1)
for each h ∈ K′ with h−1(tm+1) > p′.
Now let Hn+1 = Hn ∪ {p, r}, gn+1 extend gn with gn+1(r) = tm+1, gn+1(p) = q. For
h ∈ K′, either h−1(tm+1) ≤ p′ or h−1(tm+1) > p. If h−1(tm+1) ≤ p′ then let φn+1(r, h) =
φn(p′, h), if h−1(tm+1) > p then let φn+1(r, h) = φn(p′′, h). In both cases, let φn+1(p, h) =
φn(p′′, h). If h ∈ K \ K′ then let φn+1(p, h) = φn+1(r, h) = φn(p′, h).
Again using (vi), these cover all sub-cases of Case 2. Now we turn to the third case.
Case 3: n = 3m+ 2. At this step, we make sure that Om+1 ∈ φn+1(Hn+1, h) for every
h ∈ K. Note throughout that there is no O ∈ O′ with s(O) = 0. If Om+1 ∈ φn(Hn, h) for
any (hence, by (ix) for every) h ∈ K then let Hn+1 = Hn, gn+1 = gn and φn+1 = φn. If
this is not the case, we consider the sub-cases according to φn(Hn, h0) for a fixed h0 ∈ K.
We suppose throughout that s(Om+1) = 1. The case s(Om+1) = −1 is similar. Also, note
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that Hn 6= ∅, as, for example, r1 ∈ Hn.
Case 3a: Om+1 > O for every O ∈ φn(Hn, h0), and for the largest O ∈ φn(Hn, h0)
(with respect to <), s(O) = −1. Let p be the largest element in Hn, q = gn(p), then
O = φn(p, h0). This means, using (ix) and (viii) that φn(p, h) = O and gn(p) > h(p) for
every h ∈ K. As h(pi+1) = qi+1 for every h ∈ K and gn : Hn → (qi, qi+1), we can choose
t ∈ (q, qi+1) and as {h−1(t) : h ∈ K} is finite, there exists r ∈ (p, pi+1) with r > h−1(t)
for every h ∈ K. Now let Hn+1 = Hn ∪ {r}, let gn+1 extend gn with gn+1(r) = t and let
φn+1 extend φn with φn+1(r, h) = Om+1 for every h ∈ K. One can easily check that the
necessary conditions still hold.
Case 3b: Om+1 > O for every O ∈ φn(Hn, h0), and for the largest O ∈ φn(Hn, h0)
(with respect to <), s(O) = 1. Let p be the largest element in Hn, q = gn(p), then
O = φn(p, h0). Using that f is good, there exists O′ ∈ O′ with O < O′ < Om+1 and
s(O′) = −1. Now choose r′ ∈ (p, pi+1 and choose t′ ∈ (q, qi+1) with t′ > h(r′) for every
h ∈ K. Then choose t′′ ∈ (t′, qi+1) and choose r′′ ∈ (r′, pi+1) with r′′ > h−1(t′′) for every
h ∈ K. Now let Hn+1 = Hn ∪ {r′, r′′}, and let gn+1 extend gn with gn+1(r′) = t′ and
gn+1(r′′) = t′′, and let φn+1 extend φn with φn+1(r′, h) = O′ and φn+1(r′′, h) = Om+1 for
every h ∈ K.
The cases where Om+1 < O for every O ∈ φn(Hn, h0) are similar to the ones above.
Case 3c: Om+1 is between elements of φn(Hn, h0), and if O′ is the largest element of
φn(Hn, h0) with O′ < Om+1 and O′′ is the smallest element of φn(Hn, h0) with Om+1 < O′′
then s(O′) = −1 and s(O′′) = 1. In this case, choose O ∈ O′ with Om+1 < O < O′′ and
s(O) = −1, again, such an O exists because f is good. The orbitals O′ and O′′ are
neighboring ones in φn(Hn, h) for every h ∈ K.
Notice that for every h ∈ K there exists a unique pair of neighboring points p′, p′′ ∈ Hn
with φn(p′, h) = O′ and φn(p′′, h) = O′′. Therefore, we can partition K into finitely
many compact sets according to this pair. We define gn+1 separately on each such in-
terval (p′, p′′), that is, where p′ and p′′ are neighboring points in Hn and φn(p′, h) = O′,
φn(p′′, h) = O′′ for some h ∈ K.
So let p′, p′′ be such elements of Hn and let K′ = {h ∈ K : φn(p′, h) =
O′ and φn(p′′, h) = O′′}. Using the facts that s(O′) = −1, s(O′′) = 1 and (viii), we
have gn(p′) > h(p′) and gn(p′′) < h(p′′) for every h ∈ K′. Let q′ = gn(p′) and q′′ = gn(p′′),
and choose q ∈ (q′, q′′). Let {r1, r2, . . . , rc} = {h−1(q) : h ∈ K′}, where r1 < r2 < · · · < rc.
Note that h(p′) < gn(p′) = q′ < q < q′′ = gn(p′′) < h(p′′) for every h ∈ K′, hence p′ < r1
and rc < p′′. For 1 ≤ j ≤ c, let Kj = {h ∈ K′ : h−1(q) = rj}.
Choose t ∈ (q′, q) with t > h(rj) for every 1 ≤ j ≤ c and every h ∈ K′ such that
h(rj) < q. From now on, the values of gn+1|(p′,p′′) on newly defined points will always be
at least t. This will achieve that if we add new points to take care of the functions in Kj
for some j, then our choices will not interfere with the functions in K′ \ Kj .
Choose r ∈ (p′, p′′) with r < h−1(q′) for every h ∈ K′. By setting gn+1(r) = t and
extending it to a strictly increasing function, it can be easily seen that the extension cannot
have a common value with any h ∈ K′ on the interval (p′, r). Let t11 ∈ (t, q) be arbitrary
and choose r11 ∈ (r, r1) with t11 < h(r11) for every h ∈ K1. Then choose r12 ∈ (r11, r1) and
choose t12 ∈ (t11, q) such that t12 > h(r12) for every h ∈ K1. Then let r13 = r1 and choose
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t13 ∈ (t12, q).
We handle the families Kj for j ≥ 2 similarly. Choose tj1 ∈ (tj−13 , q) and then choose
rj1 ∈ (rj−13 , rj) such that h(rj1) > tj1 for every h ∈ Kj . Then let rj2 ∈ (rj1, rj) and choose
tj2 ∈ (tj1, q) with tj2 > h(rj2) for every h ∈ Kj . Then let rj3 = rj and choose tj3 ∈ (tj2, q).
After recursively choosing the rational numbers above for every j ≤ c, we choose
p ∈ (rc3, p′′) such that p > h−1(q′′) for every h ∈ K′. Now we will set Hn+1 ∩ (p′, p′′) =
(Hn ∩ (p′, p′′)) ∪ {r, p, rj` : 1 ≤ j ≤ c, 1 ≤ ` ≤ 3}. Let gn+1 extend gn with gn+1(r) = t,
gn+1(p) = q and gn+1(rj`) = t
j
` for every 1 ≤ j ≤ c and 1 ≤ ` ≤ 3. Let φn+1 extend
φn with φn+1(r, h) = O′, φn+1(p, h) = O′′ for every h ∈ K′. Also, let φn+1(rj` , h) = O′
for every ` if h ∈ Kj′ with j′ > j, and φn+1(rj` , h) = O′′ if j′ < j. If j′ = j then let
φn+1(rj1, h) = Om+1, φn+1(r
j
2, h) = O and φn+1(r
j
3, h) = O′′. For every h ∈ K \ K′, let
φn+1(x, h) = φn(p′, h) = φn(p′′, h), for every x ∈ {r, p, rj` : 1 ≤ j ≤ c, 1 ≤ ` ≤ 3}, where we
used (x) for the last equality.
We do the same in every interval of the form (p′, p′′), where p′ and p′′ are neighbors
in Hn, and φn(h, p′) = O′ and φn(h, p′′) = O′′ for some h ∈ K. Extending gn and φn
appropriately, one obtains Hn+1, gn+1 and φn+1 with the necessary conditions. We note
that the choice of t ensures that condition (vii) is satisfied.
Case 3d: Om+1 is between elements of φn(Hn, h0), and if O′ is the largest element of
φn(Hn, h0) with O′ < Om+1 and O′′ is the smallest element of φn(Hn, h0) with Om+1 < O′′
then s(O′) = 1 and s(O′′) = −1. This case can be handled quite similarly as Case 3c.
Choose O ∈ O′ with O′ < O < Om+1 and s(O) = −1. Again the unique pairs of
neighboring points p′, p′′ ∈ Hn with φn(p′, h) = O′ and φn(p′′, h) = O′′ define a partition
of K′. So let p′, p′′ ∈ Hn be such a pair, we set q′ = gn(p′) and q′′ = gn(p′′).
Let p ∈ (p′, p′′) be arbitrary and let {t1, . . . , tc} = {h(p) : h ∈ K′}, where K′ = {h ∈ K :
h(p′) > gn(p′) and h(p′′) < gn(p′′)}, such that t1 < · · · < tc. We set Kj = {h ∈ K′ : h(p) =
tj}. Now one can choose r ∈ (p′, p) with h−1(tj) < r for every h ∈ K′ and 1 ≤ j ≤ c if
h−1(tj) < p. Let t ∈ (q′, t1) be such that t < h(p′) for every h ∈ K′. Now suppose that
for j′ < j and 1 ≤ ` ≤ 3 the points rj′` and tj
′
` are given. Then choose r
j
1 arbitrarily for
the set (r, p) if j = 1 and from (rj−13 , p) if j > 1. Then choose t
j
1 from (t, tj) if j = 1 and
from (tj−13 , tj) if j > 1 such that h(r
j
1) < t
j
1 for every h ∈ Kj . Then choose tj2 ∈ (tj1, tj)
and choose rj2 ∈ (rj1, p) such that h(rj2) > tj2 for every h ∈ Kj . Finally, choose rj3 ∈ (rj2, p)
and set tj3 = tj .
After recursively choosing the points rj` and t
j
` , choose q ∈ (tc, q′′) such that q > h(p′′)
for every h ∈ K′. As before, let Hn+1 ∩ (p′, p′′) = (Hn ∩ (p′, p′′)) ∪ {r, p, rj` : 1 ≤ j ≤ c, 1 ≤
` ≤ 3}, and define gn+1(r) = t, gn+1(p) = q and gn+1(rj`) = tj` for every 1 ≤ j ≤ c and
1 ≤ ` ≤ 3. For h ∈ Kj let φn+1(r, h) = O′, φn+1(rj
′
` , h) = O′ for every j′ < j and 1 ≤ ` ≤ 3,
φn+1(rj1, h) = O, φn+1(r
j
2, h) = Om+1, φn+1(r
j
3, h) = O′′, and φn+1(r
j′′
` , h) = φn+1(p, h) =
O′′ for every j′′ > j, 1 ≤ ` ≤ 3. For every h ∈ K \ K′ we set φn+1(x, h) = φn(p′, h) for
every x ∈ (Hn+1 ∩ (p′, p′′)) \Hn.
It is straightforward to check that Hn+1, gn+1 and φn+1 obtained in this way satisfy
the conditions.
106 The structure of random elements of Polish groups
Now we show the following to complete the proof of the theorem.
Claim 3.8.11. There is an automorphism g ∈ Aut(Q, <) such that g−1K ⊂ C.
Proof. Suppose thatH in, gin and φin are the corresponding sets and functions on the interval
(pi, pi+1) for i < k. Let g(pi) = qi for every 1 ≤ i < k, and let g|(pi,pi+1) =
⋃
n g
i
n for every
i < k. This makes sense, since ⋃n gin is an increasing bijection between (pi, pi+1) and
(qi, qi+1) using (i), (iii) and (v). Also, let φ(pi, h) = {pi} for every 1 ≤ i < k and h ∈ K,
and let φ(., h)|(pi,pi+1) =
⋃
n φ
i
n(., h) for every 0 ≤ i < k and h ∈ K. This also makes sense,
since using (i), (iv) and (v), ⋃n φin(., h) is an increasing surjective function from (pi, pi+1)
to those elements of O∗f that are subsets of (pi, pi+1).
We now show that f , g−1h and φ(., h) satisfy the conditions of Lemma 3.8.7 to prove
that f and g−1h are conjugate automorphisms for every h ∈ K. We start by showing that
g−1h is good for every h ∈ K. First of all, it only has the finitely many fixed points that
f has, since if p ∈ Q is not among the fixed points of f , then p is in some interval of
the form (pi, pi+1), and as (viii) covers all cases, gn(p) 6= h(p), hence g−1h(p) 6= p. Now
suppose towards a contradiction that there are distinct orbitals O1, O2 ∈ O∗g−1h such that
either sg−1h(O1) = sg−1h(O2) = 1 or sg−1h(O1) = sg−1h(O2) = −1 and there is no orbital
O3 ∈ O∗g−1h with sg−1h(O3) 6= sg−1h(O1) between them. We suppose for the rest of the
proof that sg−1h(O1) = sg−1h(O2) = 1, the case when they equal −1 is analogous. Note
that in this case,
g(p) < h(p) for every p ∈ (O1 ∪O2). (3.8.1)
There is no fixed point of g−1h, or equivalently, there is no fixed point of f between
O1 and O2, thus O1, O2 ⊂ (pi, pi+1) for some i < k. Let p′ ∈ O1 and p′′ ∈ O2 be arbitrary.
Then φ(p′, h), φ(p′′, h) ∈ O∗f . We consider the following two cases separately.
Case 1: φ(p′, h) = φ(p′′, h). Let O = φ(p′, h). Then, using the fact that φ(., h)
is increasing provided by (iv), φ(p, h) = O for every p ∈ (p′, p′′). Using (3.8.1) and
(viii), sf (φ(p′, h)) = sf (O) = 1. Hence if p ∈ (p′, p′′) then g(p) < h(p) using (viii)
and the fact that φ(p, h) = O. Let n be large enough such that p′, p′′ ∈ H in and let
{r1, . . . , rm} = H in ∩ [p′, p′′] where p′ = r1 < · · · < rm = p′′. Then applying (vii) to
each of the intervals [rj , rj+1], the facts that h(rj) > gin(rj) and h(rj+1) > gin(rj+1) imply
h(r) ≥ gin(rj+1) for every r ∈ [rj , rj+1]. It follows (since g is an increasing extension of gin)
that g−1h(r1) ≥ g−1(g(r2)) = r2. Using induction, one can show with the same argument
that (g−1h)m−1(r1) ≥ rm, hence (g−1h)m−1(p′) ≥ p′′. This fact implies that p′ and p′′ are
in the same orbital with respect to g−1h, contradicting our assumption.
Case 2: φ(p′, h) 6= φ(p′′, h). Again using (3.8.1) and (viii) twice, g(p′) < h(p′) and
g(p′′) < h(p′′), hence sf (φ(p′, h)) = sf (φ(p′′, h)) = 1. Using the fact that f is good, there
is O ∈ O∗f between φ(p′, h) and φ(p′′, h) with sf (O) = −1, since there is no fixed point
between O1 and O2. Using that φ(., h) is increasing and surjective provided by (iv) and
(v), there is p ∈ (p′, p′′) with φ(p, h) = O. Then (viii) ensures that g(p) > h(p), hence
g−1h(p) < p, therefore there exists O′ ∈ O∗g−1h with O1 < O′ < O2 and sg−1h(O′) = −1,
contradicting our assumptions. This completes the proof of the fact that g−1h is good.
The function φ(., h) : Q → O∗f is increasing and surjective using its construction and
(iv), (v). The fact that |φ(., h)−1(p)| = 1 for every p ∈ Fix(f) readily follows from the
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construction of φ. Condition (1) of Lemma 3.8.7 follows from the fact that (viii) covers
all cases, hence there is no fixed points of g−1h on any interval of the form (pi, pi+1).
Now we check condition (2). Let q ∈ Q be fixed. For both direction, both the facts that
g−1h(q) > q and sf (φ(q, h)) = 1 imply separately that q 6= pi for any i, hence q ∈ (pi, pi+1)
for some i. If n is large enough such that q ∈ H in then (viii) implies both direction in (2).
The proof is analogous for (3).
Therefore the conditions of Lemma 3.8.7 are satisfied for f , g−1h and φ, hence f and
g−1h are conjugate automorphisms for every h ∈ K. This completes the proof of the
lemma.
And thus the proof of the theorem is also complete.
Proof of Theorem 3.8.6. Using Theorem 3.8.5, the union of the Haar null conjugacy classes
is exactly the union of the automorphisms with infinitely many fixed points and those that
violate the condition of Lemma 3.8.8. The former set is Haar null using Theorem 3.7.14,
and the latter is Haar null by Lemma 3.8.8. Hence the union of the two is also Haar
null.
3.9 Aut(R)
3.9.1 Notations
In this section we investigate the automorphism group of the random graph. We first
introduce the notations and conventions we will use. We fix an enumeration of {v0, v1, . . . }
of V . If K ⊂ Aut(R) and M ⊂ V then K(M) = {f(v) : v ∈ M,f ∈ K}, similarly
K−1(M) = {f−1(v) : v ∈ M,f ∈ K} and K|M = {f |M : f ∈ K}. For a set M ⊂ V we
will denote by M∗ the set M ∪ K−1(M). We shall also abuse this notation, for v ∈ V
letting K(v) = K({v}). Moreover, we will also use the notation K2 = {ff ′ : f, f ′ ∈ K}
and K−1 = {f−1 : f ∈ K}. Note that by Fact 3.2.1 if K is compact and M is finite then
K(M) and K|M are also finite sets. If f is a function let us use the notation rd(f) for the
set ran(f) ∪ dom(f). Finally, for the adjacency (resp. non-adjacency) of vertices x and y
we will use the notation xRy (resp. x¬Ry).
3.9.2 The Splitting Lemma
In this subsection we prove a theorem, which is interesting on its own.
Definition 3.9.1. Suppose that M ⊂ V is a finite set and τ : M → 2 a function. We say
that a vertex v ∈ V realizes τ if for every w ∈M we have
wRv ⇐⇒ τ(v) = 1.
Definition 3.9.2. Let M ⊂ V be a finite set and K ⊂ Aut(R) be compact. We call a
vertex v a splitting point for M and K if for every h, h′ ∈ K so that h|M 6= h′|M we have
h(v) 6= h′(v) and h−1(v) 6= h′−1(v).
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Lemma 3.9.3. (Splitting Lemma) Let K ⊂ Aut(R) be a compact set, M ⊂ V finite,
τ : M → 2 a function and n ∈ ω. There exists a splitting point for M and K, v ∈ V \ {vi :
i ≤ n} that realizes τ .
We start the proof of the lemma with a slightly modified special case, namely when
we would like to find a splitting point for a pair of automorphisms.
Lemma 3.9.4. Let p, p′ be finite partial automorphisms, w0 a vertex with p(w0) 6= p′(w0)
and N ∈ ω. There exist two disjoint finite sets of vertices A,A′ ⊂ V \{vi : i ≤ N} with the
following property: for a vertex v if for every w ∈ A we have wRv and for every w′ ∈ A′
we have w′¬Rv then h(v) 6= h′(v) for each h ∈ [p] ∩ K and h′ ∈ [p′] ∩ K.
Proof. Let us use the notation L = [p] ∩ K and L′ = [p′] ∩ K. Take a vertex w1 6∈ L({vi :
i ≤ N}) ∪ L′({vi : i ≤ N}) with w1Rp(w0) and w1¬Rp′(w0), this can be done by the
compactness of L and L′. Now let A = L−1(w1) and A′ = L′−1(w1), again these sets
are finite by compactness. Moreover, if x ∈ A then x = h−1(w1) for some h ∈ L. Since
p(w0) = h(w0) and w1Rp(w0), we have that w1Rh(w0), hence h−1(w1)Rw0, that is, xRw0.
Analogously, w0¬Rx for every x ∈ A′, in particular A ∩ A′ = ∅. Notice that w1 6∈ L({vi :
i ≤ N}) ∪ L′({vi : i ≤ N}) is equivalent to ∅ = (L−1(w1) ∪ L′−1(w1)) ∩ {vi : i ≤ N}, thus
(A ∪A′) ∩ {vi : i ≤ N} = ∅.
Finally, we have to check that A and A′ have the required property, so take a vertex
v with wRv and w′¬Rv for every w ∈ A and w′ ∈ A′ and two automorphisms h ∈ L and
h′ ∈ L′. Clearly, h−1(w1) ∈ L−1(w1) = A and h′−1(w1) ∈ L′−1(w1) = A′ so h−1(w1)Rv
and h′−1(w1)¬Rv, consequently, w1Rh(v) and w1¬Rh′(v), in particular h(v) 6= h′(v).
Proof of the Splitting Lemma. Let m0 > n so that M ∪ K(M) ⊂ {vi : i ≤ m0} and
K1 = K ∪ K−1. By the compactness of K the set M ∪ K(M) is finite and K1 is compact.
List the pairs of distinct finite partial automorphisms in K1|{vi:i≤m0} as {(pj , p′j) : j < k}.
Again, from the compactness of K1 it follows that there are only finitely many such pairs.
Using Lemma 3.9.4 we can inductively define a sequence m0 < m1 < · · · < mk of natural
numbers and a sequence of disjoint finite sets Aj , A′j ⊂ {vmj , vmj+1, . . . , vmj+1} with the
property given by the lemma, that is, for every j < k and h ∈ [pj ]∩K1 and h′ ∈ [p′j ]∩K1
if a vertex v is connected to every vertex in Aj and not connected to every vertex in A′j
then h(v) 6= h′(v).
Now take a vertex v ∈ V \ {vi : i ≤ mk} that realizes τ and v is connected to each
vertex in ∪j<kAj and not connected to every vertex in ∪j<kA′j . Clearly, the selection of
the sequence (mj)j<k and (Aj , A′j)j<k shows that such a vertex exists.
Let h, h′ ∈ K be arbitrary with h|M 6= h′|M and choose a w0 ∈ M so that
h(w0) 6= h′(w0). Then by the definition of m0 clearly h(w0) ∈ {vi : i ≤ m0}, more-
over h′−1(h(w0)) 6= h−1(h(w0)) = w0. Consequently, h−1|{vi:i≤m0} 6= h′−1|{vi:i≤m0}.
By M ⊂ {v0, . . . , vm0} and using h, h′, h−1, h′−1 ∈ K1 we have that there exist in-
dices i, j < k so that h|{vi:i≤m0} = pi and h′|{vi:i≤m0} = p′i and h−1|{vi:i≤m0} = pj
and h′−1|{vi:i≤m0} = p′j , consequently, by the choice of (Ai, A′i) and (Aj , A′j) we obtain
h(v) 6= h′(v) and h−1(v) 6= h′−1(v), which finishes the proof of the theorem.
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3.9.3 Translation of compact sets, special case
In this subsection we will prove that certain types of conjugacy classes are compact biters.
Definition 3.9.5. Let f ∈ Aut(R). We say that f has property (∗)0 (resp. (∗)1) if
• f has only finitely many finite orbits and infinitely many infinite orbits,
• for everyM ⊂ V finite set and τ : M → 2 there exists a v that realizes τ , v 6∈ Of (M)
and v¬Rf(v) (resp. vRf(v)).
Theorem 3.9.6. Suppose that f has property (∗)0 or (∗)1 and denote by N the union of
finite orbits of f . Suppose that K ⊂ Aut(R) is a compact set so that for every h ∈ K we
have h|N = f |N . Then K can be translated into the conjugacy class of f .
In fact, there exist g, (φh)h∈K ∈ Aut(R) so that g|N = φh|N = idN and for every h ∈ K
we have φh ◦ h ◦ g = f ◦ φh.
Clearly, by the symmetry it is enough to show this theorem for automorphisms having
property (∗)0.
The idea of the proof is rather simple: we construct g and (φh)h∈K inductively from
finite approximations, every time extending the approximations of g by splitting points
for K and certain finite sets, we also select the new points from far enough (see below
the definition of dK). Using this, we will be able to ensure that the requirements on the
extensions of the approximations of φh will not interfere.
In order to prove the theorem we need a couple of definitions.
Definition 3.9.7. Let us define a new graph with the same vertex set as R as follows.
Let
xEy ⇐⇒ (∃h ∈ K)(h(x) = y or h−1(x) = y).
We will denote by dK(x, y) the length of the shortest path between x and y and let it be
equal to ∞ if there is no such path. For sets of vertices M,M ′ let
dK(M,M ′) = min{dK(x, y) : x ∈M,y ∈M ′}.
We will denote by dK(M,x) the number dK(M, {x}).
Note that the function dK : V × V → ω ∪ {∞} is an extended metric.
Corollary 3.9.8. Suppose that M is a finite set and τ : M → 2 is a function. There
exists a vertex v that is a splitting point for M and K, realizes τ and dK(v,M) > 3.
Proof. By the compactness of K ∪ K−1 the set
M ∪
⋃
h1,h2,h3∈K∪K−1
h1h2h3(M)
is finite, so we can take an n ∈ ω so that it is contained in {vi : i ≤ n}. By the Splitting
Lemma (Lemma 3.9.3) there exists a v so that v 6∈ {vi : i ≤ n} and v realizes τ . Clearly,
dK(v,M) > 3 holds as well.
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Definition 3.9.9. Let g be a finite partial automorphism and w ∈ V . Suppose that for
every i ∈ Z \ {0} we have gi(w) 6= w. Then we will denote by e(w, g) the vertex gi(w) so
that
i = max{j ∈ ω : gj(w) is defined,
i. e., for every k with 0 ≤ k < j we have gk(w) ∈ dom(g)},
and similarly we denote by b(w, g) the vertex g−i(w) so that
i = max{j ∈ ω : g−j(w) is defined,
i. e., for every k with 0 ≤ k < j we have g−k(w) ∈ ran(g)},
or equivalently, the vertex e(w, g−1).
Note that if w 6∈ dom(g) then e(w, g) = w and also if w 6∈ ran(g) then b(w, g) = w.
In the next two definitions we will describe possible setups that could be obstacles to
carry out the inductive procedure.
Definition 3.9.10. Let h, h′ ∈ K and g, φh and φh′ be partial automorphisms. We call
the following setup an (h, h′, φh, φh′ , g) bad situation: there exist vertices x, x′, y ∈ V so
that
(B1) x ∈ N or x = b(x, h ◦ g),
x′ ∈ N or x′ = b(x′, h′ ◦ g),
y ∈ N or y = e(y, h ◦ g) = e(y, h′ ◦ g),
(B2) h−1(x) = h′−1(x′),
(B3) (a) x, y ∈ dom(φh), x′, y ∈ dom(φh′)
(b) it is not true that
φh(x)Rf(φh(y)) ⇐⇒ φh′(x′)Rf(φh′(y)).
In case we would like to specify the roles of vertices, we will also call such a setup an
(h, h′, φh, φh′ , g, x, x′, y) bad situation, or when clear from the context, an (h, h′, x, x′, y)
bad situation.
Definition 3.9.11. Let h, h′ ∈ K and g, φh and φh′ be partial automorphisms. We call
the following setup an (h, h′, φh, φh′ , g) ugly situation: there exist vertices x, y ∈ V so that
(h, h′, φh, φh′ , x, y, y) has Properties (B1), (B2) of bad situations,
(U1) y 6∈ dom(φh′),
(U2) x, y ∈ dom(φh) and φh(x)Rf(φh(y)).
We will use the conventions used at bad situations in the naming of ugly situations as
well.
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Now we are ready to formulate our inductive assumptions. Recall that M∗ stands for
M ∪ K−1(M).
Definition 3.9.12. We say that the triple (g, (φh)h∈K,M) is good if the following condi-
tions hold for every h, h′ ∈ K:
(i) M is a finite set of vertices, g and φh are partial automorphisms,
(ii) dom(φh) ⊃ rd(h ◦ g) and N ∪ rd(g) ∪ dom(φh) ⊂M ,
(iii) N ⊂ rd(g), N ⊂ dom(φh), g|N = φh|N = id|N ,
(iv) φh ◦ h ◦ g = f ◦ φh, i. e., whenever both of the sides of the equation are defined then
they are equal,
(v) for vertices w,w′ ∈ dom(φh) \ N we have that Oh◦g(w) 6= Oh◦g(w′) implies
Of (φh(w)) 6= Of (φh(w′)),
(vi) if h|M∗ = h′|M∗ then φh = φh′ ,
(vii) if w ∈ V \N then for every i ∈ Z \ {0} we have (h ◦ g)i(w) 6= w, in particular, the
functions b(w, h ◦ g), e(w, h ◦ g) are defined for every w ∈ V \N ,
(viii) for every w ∈ dom(φh) if f(φh(w))Rφh(w) and h′−1(w) = h−1(w) hold then w ∈
dom(φh′),
(ix) there are no (h, h′, φh, φh′ , g) ugly situations,
(x) there are no (h, h′, φh, φh′ , g) bad situations.
We start the proof with a couple of trivial observations.
Remark 3.9.13. It is easy to see that if (g, (φh)h∈K,M) is a good triple and M ⊃ M is
finite then (g, (φh)h∈K,M) is also a good triple.
Lemma 3.9.14. (idN , (idN )h∈K, N) is a good triple.
Proof. Properties (i)-(viii) are obvious. We check the remaining two properties:
(ix) note that if dom(φh) = dom(φh′) then there are no (h, h′, φh, φh′ , g) ugly situations
as the conjunction of (U1) and (U2) cannot be true,
(x) if we had an (h, h′, idN , idN , idN , x, x′, y) bad situation, then by property (B3.a) we
would have x, x′ ∈ N so by (B2), h|N = h′|N = f |N and the fact that N is the union
of orbits of f clearly x = x′, but then (B3.b) could not be true.
Lemma 3.9.15. Let (g, (φh)h∈K,M) be a good triple and h, h′ ∈ K. Suppose that g ⊂ g,
φh j φh and φh′ j φh′ are partial automorphisms. Suppose moreover that if φh $ φh
then we have {v} = dom(φh) \ dom(φh) and similarly if φh′ $ φh′ then we have {v′} =
dom(φh′) \ dom(φh′) so that
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(a) h−1(v) 6= h′−1(v),
(b) dK(v,M) > 2 and dK(v′,M) > 2
then
(1) there are no (h, h′, φh, φh′ , g) ugly situations.
(2) if for some x, x′, y there exists an (h, h′, φh, φh′ , g, x, x′, y) bad situation then either
• y ∈M , x = v and x′ = v′ OR
• y = v = v′ and x, x′ ∈M ,
(in particular, v and v′ must exist).
Proof. First notice that in the definition of both ugly and bad situations the automorphism
g is only used in property (B1), and this property does not use φh or φh′ . Moreover, by
the definition of functions b and e clearly if g ⊃ g and x = b(x, h ◦ g) then x = b(x, h ◦ g)
and similarly for e. Therefore, if (B1) holds for (h, h′, φh, φh′ , g, x, x′, y) then it also holds
for (h, h′, φh, φh′ , g, x, x′, y).
Notice that using this observation about (B1) we can conclude that if x, y ∈
dom(φh) and x′, y ∈ dom(φh′) and there is an (h, h′, φh, φh′ , g, x, x′, y) then it is also
an (h, h′, φh, φh′ , g, x, x′, y) bad situation (and similarly with x, y ∈ dom(φh) for ugly
situations). So in order to prove the impossibility of an (h, h′, φh, φh′ , g, x, x′, y) bad situ-
ation, since (g, (φh)h∈K,M) is a good triple it is enough to show that x, y ∈ dom(φh) and
x′, y ∈ dom(φh′) (and analogously for ugly situations).
Now we prove the statements of the lemma.
(1) If there exists a (h, h′, φh, φh′ , g, x, y) ugly situation then by the above argument
and the fact that we have (possibly) extended φh only to v and φh′ only to v′, we get
{x, y} ∩ {v, v′} 6= ∅. Moreover, from the definition of an ugly situation (B2) holds for x
and x′ = y so clearly dK(x, y) ≤ 2. This implies by assumption (b) that x, y 6∈ M . Using
(U2) we obtain {x, y} ⊂ dom(φh) \M and by Property (ii) of good triples dom(φh) ⊂M ,
so {x, y} ⊂ dom(φh) \dom(φh) = {v}. But (B2) gives that h−1(x) = h′−1(y), so h−1(v) =
h′−1(v) contradicting the assumption (a) of the lemma.
Now we prove (2).
Suppose y 6∈M . Then by (B3.a) we have y ∈ dom(φh) ∩ dom(φh′) \M , which is only
possible using Property (ii) of good triples if y = v = v′. Since x ∈ dom(φh) clearly, x 6∈M
can happen only if x = v = y. Then, by (B2) we have dK(x, x′) ≤ 2, so x′ ∈ dom(φh) \M ,
therefore x′ = v′ = y. But then, using again (B2) we get h−1(v) = h−1(x) = h′−1(x′) =
h′−1(v), contradicting (a). So x ∈M and a similar argument shows x′ ∈M .
So assume y ∈ M , in particular by (B3.a) and the assumptions of the lemma y ∈
dom(φh)∩dom(φh′). Suppose now that x 6= v (with the possibility that v does not exists).
Since by (B3.a) we have x ∈ dom(φh) and dom(φh) ⊂ {v} ∪M clearly x ∈ M . Using
property (B2) and (B3.a) we get dK(x, x′) ≤ 2 and x′ ∈ dom(φh′) but by assumption
(b) this can happen only if x′ ∈ M , so x′ ∈ dom(φh′). Therefore x, y ∈ dom(φh) and
x′, y ∈ dom(φh′) which is impossible. Thus, x = v and similarly x′ = v′.
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Now we prove a lemma which ensures that a good triple can be extended.
Lemma 3.9.16. Suppose that for the good triple (g, (φh)h∈K,M), v ∈
⋂
h∈K dom(φh).
Then there exist extensions g ⊃ g, φh ⊃ φh and M ⊃M so that (g, (φh)h∈K,M) is a good
triple and v ∈ dom(g).
Proof. We will find a suitable vertex v and let g = g ∪ 〈v, v〉.
Define a map τg : ran(g)→ 2 as follows:
τg(w) = 1 ⇐⇒ g−1(w)Rv, (3.9.1)
and maps τh : h−1(dom(φh))→ 2 for each h ∈ K as
τh(w) = 1 ⇐⇒ φh(h(w))Rf(φh(v)). (3.9.2)
Claim 3.9.17. The maps τg, (τh)h∈K are compatible, i. e., τ = τg∪
⋃
h∈K τh is a function.
Proof of the Claim. τg and τh are compatible. Let w ∈ ran(g) = dom(τg) and let h ∈ K
be arbitrary. Clearly, g−1(w) ∈ dom(h ◦ g) ⊂ dom(φh) and (h ◦ g)(g−1(w)) ∈ ran(h ◦ g) ⊂
dom(φh) by Property (ii) of good triples. Therefore, we can use Property (iv) for g−1(w)
(that is, in the following equation both of the sides are defined):
(φh ◦ h ◦ g)(g−1(w)) = (f ◦ φh)(g−1(w))
so we get
f−1(φh(h(w))) = φh(g−1(w)). (3.9.3)
As f is an automorphism
τh(w) = 1 ⇐⇒ φh(h(w))Rf(φh(v)) ⇐⇒ f−1(φh(h(w)))Rφh(v). (3.9.4)
So by (3.9.3), (3.9.4) and the fact that φh is a partial automorphism we have
τh(w) = 1 ⇐⇒ φh(g−1(w))Rφh(v) ⇐⇒ g−1(w)Rv.
Comparing this equation to the definition of τg we obtain that τg and τh are indeed
compatible.
τh and τh′ are compatible. Now, using the first case it is enough to check compatibility
for w 6∈ ran(g). We will use Property (x), that there are no bad situations. Let us
consider the sequence (h, h′, φh, φh′ , g, h(w), h′(w), v). Clearly, since w 6∈ ran(g), we have
h(w) 6∈ ran(h◦g) thus b(h(w), h◦g) = h(w) and similarly b(h′(w), h′◦g) = h′(w). Moreover,
as v 6∈ dom(g) we have e(v, h◦g) = e(v, h′◦g) = v, so Property (B1) of bad situations hold.
Moreover, h−1(h(w)) = w = h′−1(h′(w)), therefore Property (B2) is also true. Clearly, by
the assumptions of Lemma 3.9.16 we have v, h(w) ∈ dom(φh) and v, h′(w) ∈ dom(φh′).
Hence, as there are no bad situations Property (B3.b) must fail, consequently
φh(h(w))Rf(φh(v)) ⇐⇒ φh′(h′(w))Rf(φh′(v)),
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so, using this and the definition of τh and τh′ we get
τh(w) = 1 ⇐⇒ φh(h(w))Rf(φh(v)) ⇐⇒
φh′(h′(w))Rf(φh′(v)) ⇐⇒ τh′(w) = 1.
This finishes the proof of the claim.
Now we return to the proof of Lemma 3.9.16. By Corollary 3.9.8 there exists a splitting
point v for M∗ and K that realizes τ and dK(v,M∗) > 3 (in particular, by M ⊂ M∗ we
have dK(v,M) > 3) extending τ to the wholeM∗ arbitrarily if necessary. Let g = g∪〈v, v〉,
M = M ∪ {v, h(v) : h ∈ K} and for every h ∈ K let φh = φh ∪ 〈h(v), f(φh(v))〉.
We claim that (g, (φh)h∈K,M) is a good triple.
(i) By compactness M is finite. We check that g and φh are partial automorphisms.
Since dK(v,M) > 3 and Property (ii) of good triples ran(g) ⊂ M so the function g
is injective.
We check the injectivity of the functions φh. If for some w we have
φh(h(v)) = f(φh(v)) = φh(w) (3.9.5)
then using the facts that φh|N = id|N and that N is the union of the finite orbits
of f we can conclude that w ∈ N would imply φh(v) ∈ N , so v ∈ N ⊂ dom(g)
which is impossible. So w 6∈ N and also φh(w) 6∈ N . By (3.9.5) we have that
Of (φh(v)) = Of (φh(w)) and clearly, v 6∈ N , so using Property (v) of good triples
we obtain Oh◦g(v) = Oh◦g(w). Then as v 6∈ dom(g) clearly v = (h ◦ g)k(w) for some
k ≥ 0. Suppose k > 0. Applying φh to both sides and using (iv) of good triples we
get
φh(v) = φh((h ◦ g)k(w)) = f(φh(h ◦ g)k−1(w)) = · · · = fk(φh(w)),
but then f(φh(v)) = fk+1(φh(w)) therefore fk+1(φh(w)) = φh(w), contradicting the
fact that f has only infinite orbits outside of N . Thus k = 0 and v = w, so φh is
indeed injective.
So we only have to check g and φh preserve the relation, that is, for every w,w′ ∈
dom(g) distinct we have
wRw′ ⇐⇒ g(w)Rg(w′),
and it is enough to check this condition if {w,w′} 6⊂ dom(g) (and similarly for φh).
So suppose that w ∈ dom(g) and w′ ∈ dom(g) \ dom(g), that is, w′ = v. Then by
the fact that g(w) ∈ ran(g) = dom(τg), (3.9.1) and the definition of τ we have
g(w′)Rg(w) ⇐⇒ g(v)Rg(w) ⇐⇒ vRg(w) ⇐⇒ τ(g(w)) = 1 ⇐⇒
τg(g(w)) = 1 ⇐⇒ g−1(g(w))Rv ⇐⇒ wRv ⇐⇒ wRw′,
so indeed, g preserves the relation.
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Now if w ∈ dom(φh) and w′ ∈ dom(φh) \dom(φh), that is, w′ = h(v) then h−1(w) ∈
h−1(dom(φh)) = dom(τh). Then we have
φh(w)Rφh(w′) ⇐⇒ φh(w)Rφh(h(v))
which is by the definition of φh
⇐⇒ φh(w)Rf(φh(v)) ⇐⇒ φh(h(h−1(w)))Rf(φh(v))
using the definition of τ and (3.9.2) we get
⇐⇒ τh(h−1(w)) = 1 ⇐⇒ h−1(w)Rv ⇐⇒ wRh(v) ⇐⇒ wRw′,
so we are done.
(ii) By the definition of φh we have dom(φh) = dom(φh)∪{h(v)} ⊃ rd(h ◦ g)∪{v, h(v)}
and using the fact that dK(v,dom(g)) > 3 we obtain that h(v) 6∈ dom(g), thus
rd(h ◦ g) ∪ {v, h(v)} = rd(h ◦ g). Moreover, rd(g) ∪ dom(φh) ⊂M .
(iii) Obvious.
(iv) It is enough to check equality (φh ◦ h ◦ g)(v0) = (f ◦ φh)(v0) for v0 = v, as for
v0 ∈ dom(g) we have v0 ∈ dom(g) ⊂ dom(φh) and h(g(v0)) ∈ rd(h ◦ g) ⊂ dom(φh)
so the equality holds because we started with a good triple. But using the definition
of φh we have φh(h(g(v))) = φh(h(v)) = f(φh(v)).
(v) Suppose that for vertices w,w′ ∈ dom(φh) \ N we have that Oh◦g(w) 6= Oh◦g(w′).
Then of course w 6= w′. We have extended φh only to h(v) so it is enough
to check the property with w = h(v) and w′ ∈ dom(φh). But Oh◦g(h(v)) =
Oh◦g(h(g(v))) = Oh◦g(v), thus, Oh◦g(v) ∩ Oh◦g(w′) ⊂ Oh◦g(h(v)) ∩ Oh◦g(w′) = ∅.
Therefore, by the fact that h(v) 6∈ N implies v 6∈ N and Property (v) of good triples
we get Of (φh(v)) ∩ Of (φh(w′)) = ∅. Using this and the definition of φh we have
Of (φh(h(v))) = Of (φh(v)) andOf (φh(v))∩Of (φh(w′)) = Of (φh(v))∩Of (φh(w′)) =
∅ so we are done.
(vi) If h, h′ ∈ K and h|
M
∗ = h′|
M
∗ then in particular h(v) = h′(v) and h|M∗ = h′|M∗ so
φh = φh′ . Then by definition φh = φh′ .
(vii) If h ∈ K and w 6∈ N is a vertex and for some i ∈ ω\{0} we have (h◦g)i(w) = w then
at least one of the points {w, . . . , (h ◦ g)i−1(w)} is not in the domain of g, otherwise
the triple (g, (φh)h∈K,M) would already violate this property of good conditions. In
other words, v ∈ {w, . . . , (h ◦ g)i−1(w)}. Moreover, {w, . . . , (h ◦ g)i−1(w)} ⊂ dom(g)
and clearly (h ◦ g)({w, . . . , (h ◦ g)i−1(w)}) = {w, . . . , (h ◦ g)i−1(w)}, so (h ◦ g)(v) ∈
dom(g), that is, h(v) ∈ dom(g). But we know that dom(g) = {v} ∪ dom(g) ⊂
∩h dom(φh)∪dom(g) ⊂M . Therefore h(v) ∈M , contradicting the assumption that
dK(v,M) > 3.
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(viii) Since (g, (φh)h∈K,M) is a good triple, this condition can fail for (g, (φh)h∈K,M),
an h and w only if w ∈ dom(φh) \ dom(φh), in other words w = h(v). So suppose
h−1(w) = h′−1(w), that is, v = h−1(h(v)) = h′−1(h(v)). This means that h′(v) =
h(v), but then by (ii) we have w = h′(v) ∈ dom(φh′) as well.
(ix) Suppose that there exists an (h, h′, φh, φh′ , x, y) ugly situation. If h|M∗ = h′|M∗ and
h(v) = h′(v) then φh = φh′ which contradicts properties (U1) and (U2).
Now if h|M∗ 6= h′|M∗ or h(v) 6= h′(v), then since v is a splitting point we have
h(v) 6= h′(v). Consequently, h−1(h(v)) 6= h′−1(h(v)) and also by dK(v,M) > 3
clearly dK(h(v),M) > 2 and dK(h′(v),M) > 2. Then we can apply Lemma 3.9.15 for
(h, h′, φh, φh′ , x, y) and {h(v)} ⊃ dom(φh)\dom(φh), {h′(v)} ⊃ dom(φh′)\dom(φh′)
by which there are no (h, h′, φh, φh′ , x, y) ugly situations.
(x) Here we use an argument similar to the above one. Suppose that there exists an
(h, h′, φh, φh′ , x, x′, y) bad situation. If h|M∗ = h′|M∗ and h(v) = h′(v) then φh = φh′
but then (B3) cannot be true. Now if h|M∗ 6= h′|M∗ then as in the previous point
we can use Lemma 3.9.15 for (h, h′, φh, φh′ , x, x′, y). Therefore, either x = h(v),
x′ = h′(v) or y = h(v) = h′(v). But the second option is impossible since y =
h(v) = h′(v) contradicts that v was a splitting point. Now the first option is also
impossible unless x, x′ ∈ N : as v = g(v), that is, x = h(g(v)), contradicting (B1).
But if x, x′ ∈ N ⊂M then dK(v,M) ≤ 1, a contradiction again.
Now we prove a lemma which allows us to extend g backwards. The proof is very
similar to the proof of the forward extension, although to treat both cases in the same
framework would have a great technical cost. For the sake of completeness we write down
the proofs in detail.
Lemma 3.9.18. Suppose that (g, (φh)h∈K,M) is a good triple and v ∈ M is a vertex so
that for every h ∈ K we have h(v) ∈ dom(φh). Then there exist extensions g ⊃ g, φh ⊃ φh
and M ⊃M so that (g, (φh)h∈K,M) is a good triple and v ∈ ran(g).
Proof. We will find a suitable vertex v and let g = g ∪ 〈v, v〉.
Define a map τg : dom(g)→ 2 as follows:
τg(w) = 1 ⇐⇒ g(w)Rv, (3.9.6)
and maps τh : dom(φh)→ 2 for each h ∈ K
τh(w) = 1 ⇐⇒ φh(w)Rf−1(φh(h(v))). (3.9.7)
Claim 3.9.19. The maps τg, (τh)h∈K are compatible, i. e., τ = τg∪
⋃
h∈K τh is a function.
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Proof of the Claim. τg and τh are compatible. Let h ∈ K be arbitrary and w ∈
dom(τg) ∩ dom(τh) = dom(g) ∩ dom(τh). Clearly, by Property (ii) of good triples we
have w, h(g(w)) ∈ dom(φh). So we can use Property (iv) for w and we get
(φh ◦ h ◦ g)(w) = (f ◦ φh)(w).
From the definition of τh we obtain
τh(w) = 1 ⇐⇒ φh(w)Rf−1(φh(h(v))) ⇐⇒ f(φh(w))Rφh(h(v)).
Putting together these equations and using that φh is an automorphism we obtain
τh(w) = 1 ⇐⇒ (φh ◦ h ◦ g)(w)Rφh(h(v)) ⇐⇒ g(w)Rv ⇐⇒ τg(w) = 1.
τh and τ ′h are compatible. Let h, h′ ∈ K be arbitrary and w ∈ dom(τh) ∩ dom(τh′). By
the fact that τh and τ ′h are compatible with τg we can assume w 6∈ dom(τg) = dom(g).
We will use Property (x), that there are no bad situations. Let us consider the sequence
(h, h′, φh, φh′ , g, h(v), h′(v), w). Clearly, by v 6∈ ran(g) we have b(h(v), h ◦ g) = h(v) and
similarly b(h′(v), h′ ◦ g) = h′(v). Moreover, as w 6∈ dom(g), we have e(w, h ◦ g) = e(w, h′ ◦
g) = w, so Property (B1) of Definition 3.9.10 holds. Obviously, h−1(h(v)) = h′−1(h′(v)),
therefore Property (B2) is also true. By the assumptions of Lemma 3.9.18 clearly h(v), w ∈
dom(φh) and h′(v), w ∈ dom(φh′), hence, as there are no bad situations Property (B3.b)
must fail, consequently
φh(h(v))Rf(φh(w)) ⇐⇒ φh′(h′(v))Rf(φh′(w)),
so, by definition of τh and τh′ we get
τh(w) = 1 ⇐⇒ f−1(φh(h(v)))Rφh(w) ⇐⇒ φh(h(v))Rf(φh(w)) ⇐⇒
φh′(h′(v))Rf(φh′(w)) ⇐⇒ f−1(φh′(h′(v)))Rφh(w) ⇐⇒ τh′(w) = 1.
This finishes the proof of the claim.
Now we return to the proof of Lemma 3.9.18. By Corollary 3.9.8 there exists a splitting
point v for M∗ and K that realizes τ and dK(v,M∗) > 3. Let g = g∪〈v, v〉, M = M ∪{v}
and for every h ∈ K let φh = φh ∪ 〈v, f−1(φh(h(v)))〉.
We claim that (g, (φh)h∈K,M) is a good triple.
(i) We check that g and φh are partial automorphisms. Since dK(v,M) > 2, dom(g) ⊂
M and dK(v,M) > 2 the function g is injective.
We check the injectivity of functions φh.
If for some w we have
φh(v) = f−1(φh(h(v))) = φh(w) (3.9.8)
118 The structure of random elements of Polish groups
then using the facts that φh|N = id|N and that N is the union of the finite orbits
of f we can conclude again that w ∈ N would imply φh(h(v)) ∈ N , and thus
v, h(v) ∈ N ⊂ ran(g) which is impossible. So w, h(v) 6∈ N . But by (3.9.8) we
have Of (φh(h(v))) = Of (φh(w)) so using Property (v) of good triples we obtain
Oh◦g(h(v)) = Oh◦g(w). Then as v 6∈ ran(g) clearly w = (h ◦ g)k(h(v)) for some
k ≥ 0. Suppose k > 0. Applying φh to both sides and using Property (iv) of good
triples we get
φh(w) = φh((h ◦ g)k(h(v))) =
= f(φh((h ◦ g)k−1(h(v)))) = · · · = fk(φh(h(v))),
but then we have f(φh(w)) = fk+1(φh(h(v))), therefore by (3.9.8) we get that
fk+1(φh(h(v))) = φh(h(v)), contradicting the fact that f has only infinite orbits
outside of N . Thus k = 0 and v = w, so φh is indeed injective.
We have to check g preserves the relation, and again it is enough to check for
w ∈ dom(g) and w′ ∈ dom(g) \ dom(g), that is, w′ = v. Then by the fact that
w ∈ dom(g) = dom(τg), (3.9.1) and the definition of τ we have
g(w′)Rg(w) ⇐⇒ g(v)Rg(w) ⇐⇒ vRg(w) ⇐⇒ τg(w) = 1 ⇐⇒
wRv ⇐⇒ wRw′,
so indeed, g preserves the relation.
Now if w ∈ dom(φh) and w′ ∈ dom(φh) \ dom(φh), that is, w′ = v then we have
φh(w)Rφh(w′) ⇐⇒ φh(w)Rφh(v)
which is by the definition of φh, τ and (3.9.7)
⇐⇒ φh(w)Rf−1(φh(h(v))) ⇐⇒ τh(w) = 1 ⇐⇒ wRv,
so we are done.
(ii) By the definition of φh we have dom(φh) = dom(φh) ∪ {v} ⊃ rd(h ◦ g) ∪ {v} and
using the fact that dK(v,dom(g)) > 3 we obtain that h−1(v) 6∈ dom(g), thus rd(h ◦
g) ∪ {v} = rd(h ◦ g). Clearly, rd(g) ∪ dom(φh) ⊂M .
(iii) Obvious.
(iv) It is enough to check equality φh◦h◦g(v0) = f ◦φh(v0) for v0 = v, as for v0 ∈ dom(g)
we have v0 ∈ dom(g) ⊂ dom(φh) so the equality holds because we started with a
good triple. But using the definition of φh and the fact that h(v) ∈ dom(φh) we
have φh(h(g(v))) = φh(h(v)) = φh(h(v)) = f(φh(v)).
(v) Suppose that for vertices w,w′ ∈ dom(φh) \ N we have that Oh◦g(w) 6= Oh◦g(w′).
Then of course w 6= w′. We have extended φh only to v so it is enough to check the
property with w = v and w′ ∈ dom(φh). But Oh◦g(v) = Oh◦g(h(g(v))) = Oh◦g(h(v))
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thus Oh◦g(h(v)) ∩ Oh◦g(w′) ⊂ Oh◦g(v) ∩ Oh◦g(w′) = ∅. Therefore, by the facts that
v 6∈ N implies h(v) 6∈ N and we started with a good triple, by Property (v) we
obtain Of (φh(h(v))) ∩ Of (φh(w′)) = ∅. Using this and the definition of φh we have
Of (f−1(φh(h(v)))) = Of (φh(v)) thus Of (φh(v)) ∩ Of (φh(w′)) = Of (φh(h(v))) ∩
Of (φh(w′)) = ∅ so we are done.
(vi) If h, h′ ∈ K and h|
M
∗ = h′|
M
∗ then h|M∗ = h′|M∗ thus φh = φh′ , so by definition
φh = φh′ .
(vii) If h ∈ K, and for some i ∈ ω \ {0} we have (h ◦ g)i(w) = w then at least one
of the points {w, . . . , (h ◦ g)i−1(w)} is not in the domain of g, otherwise the triple
(g, (φh)h∈K,M) would violate this property of good conditions. In other words,
v ∈ {w, . . . , (h ◦ g)i−1(w)}. Moreover, {w, . . . , (h ◦ g)i−1(w)} ⊂ dom(g) and clearly
(h ◦ g)−1({w, . . . , (h ◦ g)i−1(w)}) = {w, . . . , (h ◦ g)i−1(w)}, so v ∈ ran(h ◦ g), that
is, h−1(v) ∈ ran(g). But we know that ran(g) = {v} ∪ ran(g) ⊂ M . Therefore
h(v) ∈M , contradicting the assumption that dK(v,M) > 3.
(viii) Since (g, (φh)h∈K,M) is a good triple, this condition can fail for (g, (φh)h∈K,M), an
h and w only if w ∈ dom(φh) \ dom(φh), in other words w = v. But v ∈ dom(φh′)
for every h′ ∈ K as well.
(ix) Suppose that there exists an (h, h′, φh, φh′ , x, y) ugly situation. If h|M∗ = h′|M∗ then
φh = φh′ which contradicts properties (U1) and (U2).
Now if h|M∗ 6= h′|M∗ then since v is a splitting point we have h−1(v) 6= h′−1(v)
and also dK(v,M) > 2. Then we can apply Lemma 3.9.15 for (h, h′, φh, φh′ , x, y)
and {v} ⊃ dom(φh) \ dom(φh), {v} ⊃ dom(φh′) \ dom(φh′) so there are no
(h, h′, φh, φh′ , x, y) ugly situations.
(x) Suppose that there exists an (h, h′, φh, φh′ , x, x′, y) bad situation. If h|M∗ = h′|M∗
then φh = φh′ but then (B3) cannot be true.
Now if h|M∗ 6= h′|M∗ , we can use Lemma 3.9.15 for (h, h′, φh, φh′ , x, x′, y). Therefore,
either x = x′ = v or y = v. The first option is impossible, as by (B2) we would obtain
h−1(v) = h−1(x) = h′−1(x′) = h′−1(v) contradicting the fact that v was a splitting
point. We can exclude the second option, as v ∈ dom(g), so we have e(y, h ◦ g) 6= y
thus using (B1) we get y ∈ N , which is impossible again by dK(v,M) > 3.
Now we prove a lemma which is the essence of the proof, namely that we can extend
the maps φh forward as well.
Lemma 3.9.20. Suppose that (g, (φh)h∈K,M) is a good triple, h ∈ K and v ∈ M. Then
there exists a vertex z so that if for every h′ ∈ K with h′|M∗ = h|M∗ we extend φh′ by
letting φh′ = φh′ ∪ 〈v, z〉 then (g, (φh′)h′∈K,h′|M∗ 6=h|M∗ ∪ (φh′)h∈K,h′|M∗=h|M∗ ,M) is a good
triple.
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Proof. First find a vertex z satisfying the following requirements (note that the below
requirements depend solely on h|M∗ , hence these will be exactly the same for every h′ ∈ K
so that h′|M∗ = h|M∗):
(1) z¬Rf(z) and z 6∈ Of (ran(φh)),
(2) for every w ∈ dom(φh) we have zRφh(w) ⇐⇒ vRw,
(3) if for some h′ ∈ K and x, x′ ∈ V the sequence (h, h′, x, x′, v) has Properties (B1) and
(B2) of a bad situation then
if x ∈ dom(φh) and x′, v ∈ dom(φh′) holds then (z.3.B)
zRf−1(φh(x)) ⇐⇒ f(z)Rφh(x) ⇐⇒ φh′(x′)Rf(φh′(v))
i. e., (B3.b) is false with z = φh(v),
if x ∈ dom(φh), v = x′ and v 6∈ dom(φh′) holds then z¬Rf−1(φh(x)), (z.3.U)
i. e., (U2) is false with z = φh(v),
(4) if for some h′ ∈ K and y, x′ ∈ V the sequence (h, h′, v, x′, y) has Properties (B1) and
(B2) of a bad situation then
if y ∈ dom(φh) and x′, y ∈ dom(φh′) holds then (z.4.B)
zRf(φh(y)) ⇐⇒ φh′(x′)Rf(φh′(y)),
i. e., again, (B3) is false with z = φh(v),
if y ∈ dom(φh), y = x′ and y 6∈ dom(φh′) holds then z¬Rf(φh(y)), (z.4.U)
i. e., (U2) is false with z = φh(v).
Claim 3.9.21. There exists such a z.
Proof of the Claim. Since f has property (∗)0 it is enough to show that requirements on z
(2)-(4) are not contradicting. Obviously, by the injectivity of φh there is no contradiction
between requirements of type (2), and by the fact that only non-relations are required
between requirements of type z.3.U and of type z.4.U. Thus, it is enough to check that
requirements of type z.3.B, z.3.B- z.3.U, z.4.B, z.4.B- z.4.U, and of type (2)-(3), (2)-(4)
and (3)-(4) are not in a contradiction.
The requirements in (3) are compatible, (z.3.B). Suppose otherwise, namely, there
is a contradiction between requirements of type (z.3.B). Then we have automorphisms
h′1, h′2 ∈ K, vertices x1, x2, x′1, x′2 showing the contradiction, that is, (h, h′1, x1, x′1, v) has
properties (B1), (B2) of a bad situation and x1 ∈ dom(φh) and x′1, v ∈ dom(φh′1) and
similarly for (h, h′2, x2, x′2, v) but
φh′1(x
′
1)Rf(φh′1(v)) and φh′2(x
′
2)¬Rf(φh′2(v)) (3.9.9)
and f−1(φh(x1)) = f−1(φh(x2)), or equivalently, x1 = x2. We claim that there exists an
(h′1, h′2, x′1, x′2, v) bad situation which contradicts the fact that (g, (φh)h∈K,M) was a good
triple:
Aut(R) 121
(B1) (h, h′1, x1, x′1, v) and (h, h′2, x2, x′2, v) have property (B1), in particular v = e(v, h′1 ◦
g) = e(v, h′2 ◦ g) or v ∈ N and x′1 = b(x′1, h′1 ◦ g) or x′1 ∈ N and x′2 = b(x′2, h′2 ◦ g) or
x′2 ∈ N ,
(B2) using (B2) for (h, h′1, x1, x′1, v) and (h, h′2, x2, x′2, v) we get h−1(x1) = h′−11 (x′1) and
h−1(x2) = h′−12 (x′2), and using x1 = x2 we obtain h′−11 (x′1) = h′−12 (x′2),
(B3) (3.9.9) shows that this holds.
The requirements in (3) are compatible, (z.3.B) and (z.3.U). Suppose that there is
a contradiction between requirements of type (z.3.B) and (z.3.U). Then we have auto-
morphisms h′1, h′2 ∈ K, vertices x1, x′1, x2 so that (h, h′1, x1, x′1, v) and (h, h′2, x2, v, v) have
properties (B1) and (B2), x1, x2 ∈ dom(φh), x′1, v ∈ dom(φh′1), v 6∈ dom(φh′2) and
φh′1(x
′
1)Rf(φh′1(v)) (3.9.10)
and f−1(φh(x1)) = f−1(φh(x2)), that is, x1 = x2. We claim that we have an (h′1, h′2, x′1, v)
ugly situation:
(B1) follows from the fact that (h, h′1, x1, x′1, v) and (h, h′2, x2, v, v) have Property (B1)
(B2) similarly, (h, h′1, x1, x′1, v) and (h, h′2, x2, v, v) have Property (B2) of bad situations
and by x1 = x2 we get h−1(x1) = h′−11 (x′1) and h−1(x2) = h′−12 (v) = h−1(x1), thus,
(B2) of bad situations holds for (h′1, h′2, x′1, v, v),
(U1) since (h, h′2, x2, v, v) has property (U1), so v 6∈ dom(φh′2),
(U2) finally, (3.9.10) shows that this holds as well.
The requirements in (4) are compatible, (z.4.B). Suppose that there is a contradiction
between requirements of type (z.4.B). Then we have automorphisms h′1, h′2 ∈ K, vertices
y1, x′1, y2, x′2 so that (h, h′1, v, x′1, y1) and (h, h′2, v, x′2, y2) have properties (B1), (B2) and
y1, y2 ∈ dom(φh), x′1, y′1 ∈ dom(φh′1) and x′2, y′2 ∈ dom(φh′2) but
φh′1(x
′
1)Rf(φh′1(y1)) and φh′2(x
′
2)¬Rf(φh′2(y2)) (3.9.11)
and f(φh(y1)) = f(φh(y2)), that is, y1 = y2. Then we have an (h′1, h′2, x′1, x′2, y1) bad
situation:
(B1) follows from the fact that (h, h′1, v, x′1, y1) and (h, h′2, v, x′2, y2) have property (B1)
and y1 = y2,
(B2) (h, h′1, v, x′1, y1) and (h, h′2, v, x′2, y2) have property (B2) so h−1(v) = h′−11 (x′1) =
h′−12 (x′2) so this is also true,
(B3) (3.9.11) shows that this property holds.
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The requirements in (4) are compatible, (z.4.B) and (z.4.U). Suppose that there is
a contradiction between requirements of type (z.4.B) and (z.4.U). Then we have auto-
morphisms h′1, h′2 ∈ K, vertices y1, x′1, y2 so that (h, h′1, v, x′1, y1) and (h, h′2, v, y2, y2) have
properties (B1), (B2) and y1, y2 ∈ dom(φh), x′1, y1 ∈ dom(φh′1), y2 6∈ dom(φh′2) but
φh′1(x
′
1)Rf(φh′1(y1)) (3.9.12)
and f(φh(y1)) = f(φh(y2)), that is, y1 = y2. We claim that we have an (h′1, h′2, x′1, y1) ugly
situation:
(B1) follows from the fact that (h, h′1, v, x′1, y1) and (h, h′2, v, y2, y2) have Property (B1) of
bad situations and y1 = y2,
(B2) similarly, (h, h′1, v, x′1, y1) and (h, h′2, v, y2, y2) have Property (B2) of bad situations
we get h−1(v) = h′−11 (x1) and h−1(v) = h′−12 (y2) = h′−12 (y1),
(U1) since (h, h′2, v, y2, y2) has property (U1), so y2 6∈ dom(φh′2) and y1 = y2,
(U2) finally, (3.9.12) shows that this condition is true as well.
The requirements in (2) and (3) are compatible. Otherwise there would be vertices x, x′
satisfying Property (B1) from Definition 3.9.10 and w ∈ dom(φh) so that f−1(φh(x)) =
φh(w).
Suppose first x 6∈ N . Then clearly Of (φh(x)) = Of (φh(w)) and φh(x), φh(w) 6∈ N .
Using that (g, (φh)h∈K,M) is a good triple by Property (v) we obtain Oh◦g(x) = Oh◦g(w)
and by φh(x) 6∈ N the orbitOf (φh(x)) is infinite. Since by Property (B1) of a bad situation
x = b(x, h ◦ g) we get that (h ◦ g)k(x) = w for some k ≥ 0. Thus, by Properties (ii) and
(iv) of good triples we get
φh(w) = φh((h ◦ g)k(x)) = f(φh((h ◦ g)k−1(x))) = · · · = fk(φh(x)).
But, this together with f−1(φh(x)) = φh(w) contradicts the fact that Of (φh(x)) is infinite.
Now if x ∈ N then clearly φh(x) = x so f−1(x) = φh(w) is also is an element of N by
the fact that N is the union of orbits of f , and therefore φh(w) = w by Property (iii) of
good triples. Moreover, by (B2) we have x′ = h′(h−1(x)), so h|N = h′|N = f |N implies
x′ ∈ N and x = x′. Thus, since the requirements are contradicting by our assumption we
get
x¬Rf(φh′(v)) ⇐⇒ vRw ⇐⇒ φh′(v)Rw
but w = f−1(x) which is impossible.
The requirements in (2) and (4) are compatible. The argument here is similar. Oth-
erwise there would be a vertex y satisfying Property (B1) from Definition 3.9.10 and
w ∈ dom(φh) so that f(φh(y)) = φh(w).
Suppose y 6∈ N . Then clearly Of (φh(y)) = Of (φh(w)), so φh(y), φh(w) 6∈ N and
Of (φh(y))∩N = ∅, thus Of (φh(y)) is infinite. Again, by Property (v) we obtain Oh◦g(y) =
Oh◦g(w). Since by Property (B1) of a bad situation y = e(y, h◦g) we get that (h◦g)k(w) =
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y for some k ≥ 0. But this, using Property (iv) contradicts f(φh(y)) = φh(w) and the fact
that the orbit Of (φh(y)) is infinite.
Now if y ∈ N then clearly φh(y) = φh′(y) = y so f(y) = φh(w) is also an element of N
thus φh(w) = w. Our requirements are contradicting, so
φh′(x′)Rf(φh′(y)) ⇐⇒ v¬Rw.
But y, f(y), w ∈ N so
φh′(x′)Rf(φh′(y)) ⇐⇒ f(y)Rφh′(x′) ⇐⇒ φh′(f(y))Rφh′(x′) ⇐⇒ f(y)Rx′
using that x′ = h′(h−1(v)) and f |N = h|N = h′|N
⇐⇒ f(y)Rh′(h−1(v)) ⇐⇒ h(h′−1(f(y)))Rv ⇐⇒ f(y)Rv.
But w = f(y), so this gives
f(φh′(y))Rφh′(x′) ⇐⇒ wRv,
showing that this is impossible.
The requirements in (3) and (4) are compatible. Suppose not, then we have sequences
(h, h′1, x1, x′1, v) and (h, h′2, v, x′2, y2) having properties (B1) and (B2), x1, y2 ∈ dom(φh)
with f−1(φh(x1)) = f(φh(y2)). Then Of (φh(x1)) = Of (φh(y2)).
Let x1 6∈ N , then φh(x1), φh(y2) 6∈ N . Again, by Property (v) we obtain Oh◦g(x1) =
Oh◦g(y2). But by y2 = e(y2, h ◦ g) we get that (h ◦ g)k(x1) = y2 for some k ≥ 0. But this
contradicts f2(φh(y2)) = φh(x1).
Now, if x1 ∈ N then y2 ∈ N holds as well. Then, as we have seen before φh(y2) =
φh′2(y2) = y2 and also x
′
1 = x1. Again, by h|N = h′2|N = f |N we get
f(y2)Rφh′(x′2) ⇐⇒ f(y2)Rx′2 ⇐⇒
f(y2)Rh′2(h−1(v)) ⇐⇒ h(h′−12 (f(y2)))Rv ⇐⇒ f(y2)Rv.
Moreover, using again x′1 = x1 ∈ N , f−1(x1) ∈ N , h|N = h′1|N = f |N and φh′1 |N = idN
we obtain
φh′1(x
′
1)Rf(φh′1(v)) ⇐⇒ f
−1(x1)Rφh′1(v) ⇐⇒ f
−1(x1)Rv,
so recalling that f2(y2) = x1 we can conclude that the requirements are not in a contra-
diction.
We return to the proof of Lemma 3.9.20. Extend φh to v defining φh = φh ∪
〈v, z〉 for some z having properties (1)-(4). We check that (g, (φh′)h′∈K,h′|M∗ 6=h|M∗ ∪
(φh′)h∈K,h′|M∗=h|M∗ ,M) is still a good triple, going through the definition of good triples.
(i) We have to check that φh is a partial automorphism, but this is exactly property (2)
of z.
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(ii) Obvious, as φh is the extension of φh to a point v already in M .
(iii) Obvious.
(iv) If (φh ◦ h ◦ g)(v0) = (f ◦ φh)(v0), became false after the extension for some v0, then
either (h ◦ g)(v0) = v or v0 = v. We can exclude both of the possibilities, as by
Property (ii) of the good triples dom(φh) ⊃ rd(h◦g), so φh would have been already
defined on v.
(v) If for w,w′ ∈ dom(φh) \ N we have that Oh◦g(w) 6= Oh◦g(w′) then clearly w 6= w′.
Also, either w,w′ ∈ dom(φh), in which case we are done, or say, w = v. But by
property (1) of z we have Of (z) ∩Of (φh(w′)) = ∅ and clearly Of (φh(v)) = Of (z) .
(vi) Obvious, since we defined the extension of φh the same for a set of h ∈ K with the
same restriction to M∗.
(vii) This property does not use the functions φh.
(viii) By property (1) of z we have z¬Rf(z), so whenever f(φh(w))Rφh(w) then clearly
w 6= v, so w ∈ dom(φh) and (g, (φh)h∈K,M) was a good triple, thus, (g, (φh)h∈K,M)
also has Property (viii).
(ix) If there exists an (h1, h′1, φh1 , φh′1 , g, x, y) ugly situation then one of h1, h
′
1 must co-
incide with h on M∗, so as the definition of ugly situation depends only on h|M∗ , we
can suppose that one of the functions is h.
Note that h1|M∗ = h′1|M∗ would imply φh = φh′ contradicting (U1) and (U2). Hence
we can suppose that {h1, h′1} = {h, h′} for some h′|M∗ 6= h|M∗ . Moreover, if h′1 = h or
x, y ∈ dom(φh) by φh′ = φh′ and (U1) we would already have an (h′, h, φh′ , φh, g, x, y)
or (h, h′, φh, φh′ , g, x, y) ugly situation, which is impossible as we have started with
a good triple.
Thus, h1 = h and x = v or y = v and by the definition of the ugly situation
(h, h′, φh, φh′ , x, y, y) has Properties (B1), (B2) and (U1) and
φh(x)Rf(φh(y)). (*U)
Now suppose that x ∈ dom(φh) \ dom(φh), that is, x = v and y ∈ dom(φh). Then
since (h, h′, φh, φh′ , g, x, y, y) has Properties (B1), (B2) and (U1) the requirement
(z.4.U) on z ensures that
z¬Rf(φh(y)) or, equivalently φh(x)¬Rf(φh(y)),
a contradicting (*U).
Suppose y ∈ dom(φh) \ dom(φh), y = v and x ∈ dom(φh). Then again,
(h, h′, φh, φh′ , g, x, y, y) has (B1), (B2) and (U1), now we use the requirement (z.3.U)
on z:
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z¬Rf−1(φh(x)) or, equivalently by v = y
φh(v)¬Rf−1(φh(x)) ⇐⇒ f(φh(y))¬Rφh(x),
a contradiction.
Finally, if x, y ∈ dom(φh) \ dom(φh), that is x = y = v. Then we obtain that
φh(x)Rf(φh(y)) means zRf(z), but this contradicts Property (1) of z.
(x) Suppose that there exists an (h1, h′1, φh1 , φh′1 , g, x, x
′, y) bad situation. Again, we can
suppose that at least one of h1 and h′1 equals to h on M∗ and by symmetry there
exists an (h, h′, φh, φh′ , x, x′, y) bad situation.
Note that using x, x′ ∈ M and h−1(x), h′−1(x′) ∈ K−1(M) ⊂ M∗ we obtain that
h1|M∗ = h′1|M∗ would imply x = x′ and φh1 = φh′1 which contradict (B3.b). Thus,
h′|M∗ 6= h|M∗ so φh′ = φh′ .
Clearly, at least one of vertices x, x′, y must be equal to v, hence otherwise there
would be an (h, h′, φh, φh′ , g) bad situation.
Suppose that y = v and x 6= v. Then by requirement (z.3.B) on z and z = φh(v) we
obtain
f(φh(v))Rφh(x) ⇐⇒ φh′(x′)Rf(φh′(v)),
showing that this is impossible.
Suppose now x = v and y 6= v. Then by requirement (z.4.B) on z we get
zRf(φh(y)) ⇐⇒ φh′(x′)Rf(φh′(y)),
or reformulating the statement
φf (v)Rf(φh(y)) ⇐⇒ φh′(x′)Rf(φh′(y)),
again, showing that (h, h′, φh, φh′ , g, x, x′, y) is not a bad situation.
Finally, if x = y = v, property (B3) would give that
zRf(z) ⇐⇒ φh′(x′)Rf(φh′(v)),
is not true. By Property (1) of z we get z¬Rf(z) so
φh′(x′)Rf(φh′(v)). (3.9.13)
Now we claim that there is an (h′, h, φh′ , φh, g, x′, v) ugly situation:
(B1) follows from the facts that (h, h′, φh, φh′ , g, x, x′, y) is a bad situation, x = v
and y = v,
(B2) again, as (h, h′, φh, φh′ , g, x, x′, y) is a bad situation, we have h−1(x) = h′−1(x′),
so by x = v we have h′−1(x′) = h−1(v) which shows this property,
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(U1) clear since v 6∈ dom(φh),
(U2) (3.9.13) is exactly what is required.
This contradicts the fact that (g, (φh)h∈K,M) was a good triple.
Corollary 3.9.22. Suppose that v is a vertex, (g, (φh)h∈K,M) is a good triple and v ∈
M . Then there exist extensions φh ⊃ φh so that (g, (φh)h∈K,M) is a good triple and
v ∈ ⋂h∈K dom(φh).
Proof. First notice that by the compactness of K the set {h|M∗ : h ∈ K, v 6∈ dom(φh)}
is finite. By Lemma 3.9.20 we can define the extensions one-by-one for every element of
{h|M∗ : h ∈ K, v 6∈ dom(φh)}.
Finally, before we prove our main result we need a lemma about backward extension
of the functions φh.
Lemma 3.9.23. Suppose that (g, (φh)h∈K,M) is a good triple, h ∈ K and z a vertex.
Then for every h ∈ K there exists extensions φh ⊃ φh and M ⊃M so that (g, (φh)h∈K,M)
is a good triple and z ∈ ⋂h∈KOf (ran(φh)).
Proof. Clearly, the set {h|M∗ : h ∈ K, z 6∈ Of (ran(φh))} is finite. Let τh|M∗ : M∗ → 2 so
that
τh|M∗ (w) = 0 ⇐⇒ φh|M∗ (w)¬Rz (3.9.14)
and define τh|M∗ on M
∗ \ dom(φh|M∗ ) arbitrarily.
We claim that there exists a finite set of vertices {vh|M∗ : h ∈ K, z 6∈ ran(φh)} which
are splitting points for M∗ and K, vh|M∗ realizes τh|M∗ and
dK(vh|M∗ ,M ∪ {vh′|M∗ : h′|M∗ 6= h|M∗}) > 2 : (3.9.15)
in order to see this, by the fact that the set {h|M∗ : h ∈ K} is finite, we can enumerate
it as {p0, . . . , pk}. Now by Corollary 3.9.8 we can choose inductively for every i ≤ k a
vpi splitting point for M∗ and K so that d(vpi ,M∗ ∪ {vpj : j < i}) > 2. Now, if h is
given then h|M∗ = pi for some i. If d(vpi ,M∗ ∪ {vh′|M∗ : h′|M∗ 6= h|M∗}) ≤ 2 then since
d(vpi ,M∗) > 2 there was an i′ 6= i so that d(vpi′ , vpi) ≤ 2. But this is impossible by
d(vpi , {vpj : j < i}) > 2.
Let φh = φh ∪ 〈vh|M∗ , z〉 if z 6∈ Of (ran(φh)) and φh = φh otherwise. Let M =
M∪{vh|M∗ : h ∈ K}. In order to prove the lemma it is enough to show that (g, (φh)h∈K,M)
is a good triple. Note that by (vi) of good triples we have that h|M∗ = h′|M∗ implies
φh = φ′h, but by the definition vh|M∗ ’s we also have that h|M∗ = h′|M∗ implies φh = φ
′
h.
(i) For h ∈ K we check that the extension is still an automorphism, but for every
w ∈ dom(φh) we have by (3.9.14)
wRvh|M∗ ⇐⇒ τh|M∗ (w) = 1 ⇐⇒
φh|M∗ (w)Rz ⇐⇒ φh|M∗ (w)Rφh|M∗ (vh|M∗ ).
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(ii) Clearly, ⋃h∈K dom(φh) ⊂ ⋃h∈K dom(φh) ∪ {vh|M∗ : h ∈ K} ⊂M .
(iii) Obvious.
(iv) If (φh ◦ h ◦ g)(v0) = (f ◦ φh)(v0), became false after the extension for some v0,
then either (h ◦ g)(v0) = vh|M∗ or v0 = vh|M∗ . Both cases are impossible, as v0 ∈
dom(g) ⊂M and dK((h◦g)(v0),M) ≤ 1 so they would imply dK(vh|M ,M) ≤ 1 which
contradicts (3.9.15).
(v) Let h ∈ K. If for w,w′ ∈ dom(φh) \ N we have that Oh◦g(w) 6= Oh◦g(w′) then
clearly w 6= w′. Also, either w,w′ ∈ dom(φh), in which case we are done, or say,
w = vh|M and w′ ∈ dom(φh). But z 6∈ Of (ran(φh)) by the definition of the functions
φh. Therefore, using Of (φh(vh|M∗ )) = Of (z) and Of (z) ∩ Of (φh(w′)) = ∅ we are
done.
(vi) As mentioned above, already h|M∗ = h′|M∗ implies φh = φ′h, let alone h|M∗ = h′|M∗ .
(vii) This property does not use the functions φh.
(viii) Fix an h ∈ K. By the fact that vh|M∗ was a splitting point for M and K we have
that h−1(vh|M∗ ) = h
′−1(vh|M∗ ) implies h|M∗ = h′|M∗ . But then vh′|M∗ = vh|M∗ ∈
dom(φh′) as well, so this condition cannot be violated by w = vh|M∗ , therefore, w ∈
dom(φh). By the fact that (g, (φh)h∈K,M) is a good triple clearly w ∈ dom(φh′) ⊂
dom(φh′).
(ix) Suppose that there exist h, h′ ∈ K and vertices x, y forming an (h, h′, φh, φh′ , g, x, y)
ugly situation. Notice first that if h|M∗ = h′|M∗ implies φh = φh′ and this contradicts
the conjunction of (U1) and (U2).
Therefore, we have h|M∗ 6= h′|M∗ . Then we claim that Lemma 3.9.15 can be used
for φh, φh′ and v = vh|M∗ and v
′ = vh′|M∗ . Indeed, since h|M∗ 6= h′|M∗ and v = vh|M∗
is a splitting points for K and M∗ clearly h−1(v) 6= h′−1(v) (3.9.15) shows that the
other condition of Lemma 3.9.15 holds as well. So there is no (h, h′, φh, φh′ , g, x, y)
ugly situation.
(x) Let us consider an (h, h′, φh, φh′ , g, x, x′, y) bad situation. Again, if h|M∗ = h′|M∗
then φh = φh′ and x = x′. But then (B3) must fail.
So h|M∗ 6= h′|M∗ . Then again, the assumptions of Lemma 3.9.15 hold for φh, φh′
and v = vh|M∗ and v
′ = vh′|M∗ . Using part (2) we obtain that either x = vh|M∗ ,
x′ = vh′|M∗ or y = vh|M∗ = vh′|M∗ . But from (B2) we have d(x, x
′) < 2, so
d(vh|M∗ , vh′|M∗ ) ≤ 2, so in both cases we are in a contradiction with (3.9.15).
Now we are ready to prove the main theorem of this section.
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Proof of Theorem 3.9.6. Choose a vertex from each orbit of f and enumerate these vertices
as {z0, z1, . . . } and recall that we have fixed an enumeration of V , {v0, v1, . . . }.
By Lemma 3.9.14 the triple (g0, (φ0,h)h∈K,M0) = (idN , (idN )h∈K, N) is good.
Suppose that we have already defined a good triple (gi, (φi,h)h∈K,Mi) for every i ≤ n
with the following properties:
(1) M0 ⊂ M1 ⊂ · · · ⊂ Mn, g0 ⊂ g1 ⊂ · · · ⊂ gn and ∀h ∈ K we have φh,0 ⊂ φh,1 ⊂ · · · ⊂
φh,n,
(2) if 2k < n then
{v0, v1, . . . vk} ⊂ ran(g2k) ∩ dom(g2k),
(3) if 2k + 1 ≤ n
{z0, z1, . . . zk} ⊂
⋂
h∈K
Of (ran(φh,2k+1)),
We do the inductive step for an even n+ 1. Choose the minimal index k (which is by
the inductive assumption is ≥ n−12 ) so that vk 6∈ ran(gn) ∩ dom(gn).
First, by Remark 3.9.13 we can extend Mn to M ′n ⊃ {vk, h(vk) : h ∈ K} so that
(gn, (φh,n)h∈K,Mn) is still a good triple. By Corollary 3.9.22 there exists an extension
g′n ⊃ gn, φ′h,n ⊃ φh,n and M ′′n ⊃ M ′n so that {vk, h(vk) : h ∈ K} ⊂
⋂
h∈K dom(φ′h,n) and
the extended triple is still good.
Second, by Lemma 3.9.16 applied firstly and Lemma 3.9.18 applied secondly we get
extensions gn+1 ⊃ g′n, φh,n+1 ⊃ φ′h,n and Mn+1 ⊃ M ′′n so that (gn+1, (φh,n+1)h∈K,Mn+1)
is a good triple and vk ∈ ran(gn+1) ∩ dom(gn+1). This extension obviously satisfies the
inductive hypothesis.
Now we do the inductive step for an odd n+ 1 as follows: choose the minimal index k
(≥ n2 ) so that zk 6∈
⋂
h∈KOf (ran(φh,n)). By Lemma 3.9.23 there exist extensions gn+1 ⊃
gn, φh,n+1 ⊃ φh,n+1 and Mn+1 ⊃ Mn so that zk ∈
⋂
h∈KOf (ran(φh,n+1)). This triple
satisfies the inductive assumptions as well.
Thus the induction can be carried out. We claim that g = ⋃n gn and φh = ⋃n φh,n are
automorphisms of R and for every h ∈ K we have
φh ◦ h ◦ g = f ◦ φh.
Indeed, as g and φh are increasing unions of partial automorphisms, they are partial
automorphisms as well. Moreover by assumption (2) of the induction V = {v0, v1, . . . } ⊂
rd(g), thus g ∈ Aut(R). By (ii) of good triples we have dom(gn) ⊂ dom(φh,n) so
V =
⋃
n∈ω
dom(gn) ⊂
⋃
n∈ω
dom(φh,n) = dom(φh).
By (iv) we obtain
φh ◦ h ◦ g = f ◦ φh.
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We have seen that g ∈ Aut(R), so ran(h ◦ g) = V , therefore from the above equality we
get
ran(φh) = f(ran(φh)),
so the set ran(φh) is f invariant, consequently contains full orbits of f . But by assumption
(3) of the induction ran(φh) intersects each f orbit, so φh ∈ Aut(R) as well.
The second part of the theorem is obvious, as idN = g0 ⊂ g and for every h ∈ K also
idN = φh,0 ⊂ φh.
3.9.4 Translation of compact sets, general case
Now we give a complete characterization of the non-Haar null conjugacy classes in Aut(R).
Interestingly enough a variant of the following property has been already isolated by Truss
[41].
Definition 3.9.24. Let f ∈ Aut(R) we say that f has property (∗)
• f has only finitely many finite orbits and infinitely many infinite orbits,
• for every M ⊂ V finite set and τ : M → 2 there exists a v that realizes τ and
v 6∈ Of (M).
Theorem 3.9.25. Suppose that f has property (∗). Then a non-empty portion of every
compact set can be translated into the conjugacy class of f . If f has no finite orbits, then
every compact set can be translated into the conjugacy class of f .
Our strategy is to reduce this theorem to the special case that has been proven in
Theorem 3.9.6.
Claim 3.9.26. Suppose that f has property (∗). Let N be the union of the finite orbits of
f and τ : N → 2. Then either
(1) for every N ⊃ N finite and τ ⊃ τ , τ : N → 2 there exists a vertex v that realizes τ ,
so that v 6∈ Of (N) and v¬Rg(v) or
(2) for every N ⊃ N finite and τ ⊃ τ , τ : N → 2 there exists a vertex v that realizes τ ,
so that v 6∈ Of (N) and vRg(v).
(The possibilities are not mutually exclusive.)
Proof. Suppose that neither of these holds. In other words, there exist finite sets N,N ′ ⊃
N and τ : N → 2, τ ′ : N ′ → 2 extending τ so that for every v that realizes τ and
v 6∈ Of (N) we have vRf(v) and v¬Rf(v) that realizes τ ′ and v 6∈ Of (N ′).
Notice that as f is an automorphism the fact that for every v that realizes τ and
v 6∈ Of (N) we have vRf(v) implies that for every k if v realizes τ ◦f−k and v 6∈ Of (fk(N))
then vRf(v).
Let M = N \N and n ∈ ω so that the length of each orbit in N divides n. As f has
only infinite orbits outside of N , for large enough k we have fkn(M)∩N ′ = ∅. Moreover,
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by the condition on n we have that τ ◦ f−kn coincides with τ on N . But then τ ◦ f−kn∪ τ ′
is a function extending τ . Since f has property (∗) there exists a v 6∈ Of (fkn(N) ∪ N ′)
which realizes τ ◦f−kn∪τ ′. Then on the one hand v realizes τ ◦f−kn and v 6∈ Of (fkn(N))
so as mentioned above, vRf(v). On the other hand it also realizes τ ′ and v 6∈ Of (N ′) thus
v¬Rf(v), a contradiction.
Proof of Theorem 3.9.25. Let N be the union of the finite orbits of f . Define a function
σ : {τ : N → 2} → 2 as follows: let σ(τ) = 0 if condition (1) holds from Claim 3.9.26
and σ(τ) = 1 otherwise. Moreover, define an equivalence relation ' on {τ : N → 2} by
τ ' τ ′ if there exists a k ∈ Z such that τ ◦ fk = τ ′. Note that if τ ' τ ′ then σ(τ) = σ(τ ′):
suppose that (1) holds for τ and τ ′ = τ ◦ fk and let τ ′ ⊃ τ ′. Then, as τ ′ ◦ f−k ⊃ τ ,
there exists a v realizing τ ′ ◦ f−k, v 6∈ Of (dom(τ ′ ◦ f−k)) = Of (dom(τ ′)) and v¬Rf(v).
But then f−k(v)¬Rf−k+1(v), f−k(v) 6∈ Of (dom(τ ′)) and f−k(v) realizes τ ′. Thus, we can
consider σ as a {τ : N → 2}/' → 2 map.
Let
V[τ ] = {v ∈ V \N : v realizes some τ ′ ' τ}.
Then clearly V is the disjoint union of the sets N and V[τ ] for ' equivalence classes of
maps τ : N → 2. The idea is to switch the edges and non edges in every set V[τ ] according
to σ: let us define an edge relation R′ on the vertices V as follows: for every distinct
v, w ∈ V if v, w ∈ V[τ ] for some τ and σ([τ ]) = 1 let vR′w ⇐⇒ v¬Rw, otherwise let
vR′w ⇐⇒ vRw.
Claim 3.9.27. There exists an isomorphism S : (V,R′)→ (V,R) so that S|N = id|N and
for every τ we have S(V[τ ]) = V[τ ]. Moreover, the subgroup Gf = {h ∈ Aut(R) : h|N =
fk|N for some k ∈ Z} is invariant under conjugating with S (we consider S here as an
element of Sym(V ), which is typically not an automorphism of R) and for every h ∈ Gf
we have h(N) = N and h(V[τ ]) = V[τ ] for each map τ : N → 2.
Proof. We define S by induction, using a standard back-and-forth argument. Let us start
with S0|N = id|N and suppose that we have already defined Sn a partial isomorphism that
respects the sets V[τ ] so that {v0, v1, . . . , vn} ⊂ ran(Sn)∩dom(Sn). Now we want to extend
Sn to vn+1. Let τ be so that vn+1 ∈ V[τ ] and vn+1 realizes τ . Let us define ρ : ran(Sn)→ 2
as ρ(z) = 1 ⇐⇒ S−1n (z)Rvn+1. Clearly, in order to prove that Sn can be extended it is
enough to check that there exists a zn+1 ∈ V[τ ] realizing ρ with respect to the relation R′.
Let us define ρ′ as
ρ′(z) =
{
1− ρ(z), if z ∈ V[τ ]
ρ(z), otherwise.
Then, by property (∗) of f there exists a vertex zn+1 that realizes ρ′ with respect to R and
also ρ′ ⊃ τ so zn+1 ∈ V[τ ]. But by the definition of R′, as R′ was obtained by switching
the edges within the sets V[τ ], clearly zn+1 realizes ρ with respect to R′. The "back" part
can be proved similarly.
In order to prove the second claim suppose that h|N = fk|N for some k. It is clear
that since N is the union of orbits of f it must be the case for h as well, so h(N) = N .
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First, we claim that for every τ : N → 2 we have h(V[τ ]) = V[τ ]: let v ∈ V[τ ] and τ ′ ' τ
so that v realizes τ . Then h(v) realizes τ ◦ h−1, but we have h−1|N = f−k|N thus h(v)
realizes τ ◦ f−k, so by definition h(v) ∈ V[τ ].
Now we check that S−1hS is an automorphism of R. Take arbitrary vertices x, y ∈ V .
If for some τ we have x, y ∈ V[τ ] then xRy ⇐⇒ x¬R′y and xRy ⇐⇒ S(x)R′S(y) and
since h and S fix the sets V[τ ] we have S(x), S(y) ∈ V[τ ] and h is an automorphism,
xRy ⇐⇒ S(x)R′S(y) ⇐⇒ S(x)¬RS(y) ⇐⇒ h(S(x))¬Rh(S(y)) ⇐⇒
h(S(x))R′h(S(y)) ⇐⇒ S−1(h(S(x)))RS−1(h(S(y))).
If x and y are in different parts of the partition V = N ∪ ⋃[τ ] V[τ ], then the statement is
obvious, as in this case R coincides with R′.
Thus, conjugating with S induces an automorphism S of the group Gf .
Claim 3.9.28. S(f) has property (∗)0 from Definition 3.9.5, S(f)|N = f |N and N is the
union of finite orbits of S(f).
Proof. The second part of the claim is obvious: conjugating does not change the cardinality
of orbits so S(f) has infinitely many infinite orbits and finitely many finite ones and also
S|N = id|N so S−1fS|N = f |N .
Now take a finite set M and a map τ : M → 2. Without loss of generality we can
suppose N ⊂M . Then, define ρ : S(M)→ 2 as follows:
ρ(w) =
{
1− τ(S−1(w)), if w ∈ V[τ |N ] and σ(V[τ |N ]) = 1
τ(S−1(w)), otherwise.
Then there exists a v0 6∈ Of (S(M)) so that v0 realizes ρ and
v0¬Rf(v0) if σ(V[τ |N ]) = 0 and v0Rf(v0) if σ(V[τ |N ]) = 1. (3.9.16)
Since v0 realizes τ |N and τ |N ' τ |N ◦ f−1 we have that f(v0) realizes τ |N ◦ f−1 thus
f(v0) ∈ V[τ |N ]. Let v = S−1(v0), since S fixes the sets V[τ |N ] we have v ∈ V[τ |N ] as well.
We show that v realizes τ . Let w ∈ M be arbitrary. Suppose first that σ(V[τ |N ]) = 0
or w 6∈ V[τ |N ]. Then from the fact that v0 = S(v) ∈ V[τ |N ] we have
vRw ⇐⇒ vR′w ⇐⇒ S(v)RS(w) ⇐⇒ v0RS(w) (3.9.17)
by the fact that w 6∈ V[τ |N ] or σ(V[τ |N ]) = 0
⇐⇒ ρ(S(w)) = 1 ⇐⇒ τ(S−1(S(w))) = τ(w) = 1.
Now, if σ(V[τ |N ]) = 1 and w ∈ Vτ |N then from the definition of ρ clearly
vRw ⇐⇒ v¬R′w ⇐⇒ S(v)¬RS(w) ⇐⇒ v0¬RS(w) ⇐⇒ (3.9.18)
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ρ(S(w)) = 0 ⇐⇒ τ(S−1(S(w))) = τ(w) = 1.
Moreover, using Claim 3.9.27 we get that S and f fixes the sets V[τ |N ] and v ∈ V[τ |N ]
so clearly (S−1 ◦ f ◦ S)(v) ∈ V[τ |N ]. Thus, by equations (3.9.17) and (3.9.18) used for
w = (S−1 ◦ f ◦ S)(v) we obtain that vR(S−1 ◦ f ◦ S)(v) is true if and only if either
v0RS((S−1 ◦ f ◦ S)(v)) and σ(V[τ |N ]) = 0
or
v0¬RS((S−1 ◦ f ◦ S)(v)) and σ(V[τ |N ]) = 1
holds.
Now v0 = S(v) so we get that vR(S−1 ◦ f ◦ S)(v) holds if and only if either
v0RSf(v0) and σ(V[τ |N ]) = 0
or
v0¬Rf(v0) and σ(V[τ |N ]) = 1
holds. From this, using (3.9.16) we get that v¬R(S−1 ◦ f ◦ S)(v).
Finally, we prove v 6∈ OS−1◦f◦S(M). Suppose the contrary, let w ∈ M so that
(S−1fS)k(w) = v. Then (S−1fS)k(w) = S−1fkS(w) so S(v) = v0 ∈ Of (S(M)), con-
tradicting the choice of v0.
Thus, S−1fS has property (∗)0.
Now we are ready to finish the proof of the theorem. Let K0 ⊂ Aut(R) be an arbitrary
non-empty compact set. We will translate a non-empty portion of K0 into the conjugacy
class of f . First, translating K0 we can suppose that there exists a non-empty portion
K of K0 so that for every h ∈ K we have that h|N = f |N . In particular, K ⊂ Gf . By
Claim 3.9.27 Gf is invariant under conjugating by S and such a map is clearly a auto-
homeomorphism of Gf , so S(K) is also compact. Using Claim 3.9.28 S(f) has property
(∗)0 and we can apply the second part of Theorem 3.9.6 and we get a g so that g|N = id|N
and for each h ∈ S(K) an automorphism φh such that φh ◦ h ◦ g ◦ φ−1h = S(f) and
φh|N = id|N . In particular, all the automorphisms g and φh are in Gf . We will show that
S
−1(g) translates K into the conjugacy class of f . Let h ∈ KS−1(g) be arbitrary. Then of
course h = h′SgS−1 for some h′ ∈ K and S−1hS = S−1h′Sg so, as S−1h′S ∈ S(K) we get
S−1hS = φ−1h′ S
−1fSφh′ .
Thus,
h = Sφ−1h′ S
−1fSφh′S−1
and as φh′ ∈ Gf and Gf is S invariant we have Sφh′S−1 ∈ Gf ⊂ Aut(R). Therefore, h is
conjugated to f which finishes the proof.
From Theorem 3.9.25 and Proposition 3.7.10 we can deduce the complete characteri-
zation of the non-Haar null conjugacy classes of Aut(R):
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Theorem 3.9.29. For almost every element f of Aut(R)
(1) for every pair of finite disjoint sets, A,B ⊂ V there exists v ∈ V such that (∀x ∈
A)((x, v) ∈ R) and (∀y ∈ B)((y, v) 6∈ R) and v 6∈ Of (A ∪ B), i. e., the union of
orbits of the elements of A ∪B,
(2) (from Theorem 3.7.14) f has only finitely many finite orbits.
These properties characterize the non-Haar null conjugacy classes, i. e., a conjugacy class
is non-Haar null if and only if one (or equivalently every) of its elements has properties
(1) and (2).
Moreover, every non-Haar null conjugacy class is compact biter and those non-Haar
null classes in which the elements have no fixed points are compact catchers.
Proof of Theorem 3.9.29. The facts that the classes of elements having properties (1) and
(2) and that these classes are compact biters (or catchers, when there are no finite orbits)
is exactly Theorem 3.9.25.
The only remaining thing is to show that the union of the conjugacy classes of elements
not having properties (1) and (2) is Haar null. The collection of automorphisms having
infinitely many finite orbits is Haar null by Theorem 3.7.14.
Now consider the set C0 = {f ∈ Aut(R) : f has property (1)}. Recall that in Propo-
sition 3.7.10 we have shown that the set C is co-Haar null for every G having the FACP ,
in particular, for Aut(R) the set
C = {f ∈ Aut(R) : ∀F ⊂ V finite ∀v ∈ V (if Aut(R)(F )(v) is infinite
then it is not covered by finitely many orbits of f)}
is co-Haar null. Thus, it is enough to show that C0 ⊃ C or equivalently Aut(R) \ C0 ⊂
Aut(R)\C. But this is obvious: if f 6∈ C0 then there exist disjoint finite sets A and B such
that the set U = {v : (∀x ∈ A)((x, v) ∈ R) and (∀y ∈ B)((y, v) 6∈ R)} can be covered by
the f orbit of A ∪B. So, letting F = A ∪B and noting that U is infinite and Aut(R)(F )
acts transitively on U \F we get that for every v ∈ U \F the orbit Aut(R)(F )(v) ⊂ Of (F ),
showing that f 6∈ C.
3.10 Applications
In this section we present two applications of our results. First, we use them to show that
a large family of homeomorphism and automorphism groups can be decomposed into the
union of a Haar null and a meager set. The following is an easy corollary of Theorem
3.4.2.
Corollary 3.10.1. The group Homeo+([0, 1]) can be partitioned into a Haar null and a
meager set.
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Proof. Let N = {f ∈ Homeo+([0, 1]) : |Fix(f)| > ℵ0} and letM = {f ∈ Homeo+([0, 1]) :
|Fix(f)| ≤ ℵ0}. ClearlyM∪N is a partition of Homeo+([0, 1]), and using Theorem 3.4.2,
N is Haar null, while using the well-known fact that the generic homeomorphism has a
Cantor set of fixed points (see e.g. [19] for an even stronger statement),M is meager.
Now we use Theorem 3.5.5 to show the following.
Corollary 3.10.2. The group Homeo+(S1) can be partitioned into a Haar null and a
meager set.
Proof. Similarly to the proof of the previous corollary, let
N = {f ∈ Homeo+(S1) : the number of periodic points of f is uncountable}
and let
M = {f ∈ Homeo+(S1) : the number of periodic points of f is countable}.
ClearlyM∪N is a partition of Homeo+([0, 1]), and using Theorem 3.5.5, N is Haar null,
while using the fact that for the generic f ∈ Homeo+(S1) the set of periodic points of f
is homeomorphic to the Cantor set (see [7, Theorem 3]),M is meager.
The following proposition is an easy consequence of a result of Dougherty [10].
Proposition 3.10.3. Let G and H be Polish groups and suppose that there exists a con-
tinuous, open, surjective homomorphism φ : G→ H. If H can be partitioned into a Haar
null and a meager set then G can be partitioned in such a way as well.
Proof. Let H = N ∪M , where N is Haar null and M is meager. By [10, Proposition
8], the inverse image of a Haar null set under a continuous, surjective homomorphism is
also Haar null, hence φ−1(N) is Haar null in G. To see that φ−1(M) is meager, note that
M ⊂ ⋃n∈N Sn where each Sn is closed, nowhere dense. Hence, for each n, φ−1(Sn) is
closed using that φ is continuous, and it is nowhere dense in G using that φ is open. Thus
G = φ−1(N) ∪ φ−1(M) is a Haar null-meager decomposition of G.
Corollary 3.10.4. Let G be a Polish group and H ≤ G a closed normal subgroup. Then
G/H is a Polish group, and if G/H can be partitioned into a Haar null and a meager set
then G can be partitioned in such a way as well.
Proof. For the well-known facts that G/H is a Polish group and the canonical projection
from G to G/H satisfies the conditions of Proposition 3.10.3 see e.g. Proposition 1.2.3 of
[3] and the preceding remarks. Then an application of Proposition 3.10.3 completes the
proof.
We use Proposition 3.10.3 to obtain a corollary of Corollary 3.10.2.
Corollary 3.10.5. The group Homeo+(D2) of orientation preserving homeomorphisms of
the disc D2 can be partitioned into a Haar null and a meager set.
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Proof. It is not hard to see that the restriction of every homeomorphism f ∈ Homeo+(D2)
to the boundary of D2 is an element of Homeo+(S1). Then it is easy to see that this map
is a continuous, open and surjective homomorphism, hence the proof is complete using
Proposition 3.10.3.
The following questions, however, remain open.
Question 3.10.6. Is it true that Homeo+(Dn) (for n ≥ 3) and Homeo+(Sn) (for n ≥ 2)
can be partitioned into a Haar null and a meager set?
Question 3.10.7. Is it true that the homeomorphism group of the Hilbert cube [0, 1]N can
be partitioned into a Haar null and a meager set?
Now we turn to the decomposition of the automorphism group of countable structures.
Our following result is an easy corollary of Theorem 3.7.14.
Corollary 3.10.8. Let G be the automorphism group of a locally finite Fraïssé limit
satisfying the FACP , and suppose that the set F = {g ∈ G : Fix(g) is infinite} is dense
in G. Then G can be decomposed into the union of an (even conjugacy invariant) Haar
null and a meager set.
Proof. Clearly, F is conjugacy invariant, and since it can be written as F = {g ∈ G :
∀n ∈ ω ∃m > n (g(m) = m)}, F is Gδ. Using the assumptions of this corollary, it is
dense Gδ, hence co-meager. Using Theorem 3.7.14, it is Haar null, hence F ∪ (G \ F ) is
an appropriate decomposition of G.
It is easy to see that the conditions of the above corollary are satisfied for the groups
Aut(R), Aut(Q) and Aut(B∞), hence we have the following corollary.
Corollary 3.10.9. Aut(R), Aut(Q, <) and Aut(B∞) can be decomposed into the union
of an (even conjugacy invariant) Haar null and a meager set.
Proof. In order to show that the set of elements in these groups with infinitely many fixed
points is dense, in each case it is enough to show that if p is a finite, partial automorphism
then there is another partial automorphism p′ extending p such that p′ = p ∪ (x, x) with
x 6∈ dom(p).
For Aut(Q, <), let x be greater than each element in dom(p) ∪ ran(p), then it is easy
to see that p ∪ (x, x) is also a partial automorphism.
For Aut(R), let x be an element different from each of dom(p) ∪ ran(p) with the
property that x is connected to every vertex in dom(p) ∪ ran(p). Then it is easy to see
that p ∪ (x, x) is a partial automorphism.
For Aut(B∞), let a0 ∪ a1 ∪ · · · ∪ an−1 be a partition of 1 with the property that
dom(p) ∪ ran(p) is a subset of the algebra generated by A = {a0, a1, . . . , an−1}. Then p
can be described by a permutation pi of {0, 1, . . . , n− 1}, that is, p(ai) = ppi(i) for every i.
Let us write each ai as a disjoint union ai = a′i ∪ a′′i of non-zero elements. Again, a partial
permutation can be described by a permutation of the elements {a′1, . . . , a′n}∪{a′′1, . . . , a′′n}.
Hence, let p′ be defined by p′(a′i) = a′pi(i), p′(a′′i ) = a′′pi(i). Then p′ is a partial automorphism
extending p with a new fixed point ⋃i<n a′i.
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Let us now turn to our second application. Applying our results and methods about
Aut(R) one can prove a version of a theorem of Truss [41]. Truss has shown first that if
f, g ∈ Aut(R) are non-identity elements then f can be expressed as a product of five, later
that it can be expressed as the product of three conjugates of g [43]. Using the methods
developed in Section 3.8 and the characterization of the non-Haar null classes of Aut(R)
one can prove this statement with four conjugates.
Theorem 3.10.10. Let C ⊂ Aut(R) be the conjugacy class of a non-identity element.
Then C4(= {f1f2f3f4 : f1, f2, f3, f4 ∈ C}) = Aut(R).
The full proof of this theorem will be omitted, as this statement has been already
known and writing down the new proof in detail would be comparable in length to the
original proof. So, we split the proof into two propositions from which only the first one
will be shown.
A certain conjugacy class plays an important role in the proof.
Definition 3.10.11. Let C0 be the collection of elements f ∈ Aut(R) with the following
properties
(1) there are infinitely many infinite orbits and no finite ones,
(2) for every pair of finite disjoint sets, A,B ⊂ V there exists v ∈ V such that v 6∈
Of (A ∪ B), (∀x ∈ A)(xRv), and (∀y ∈ Of (A ∪ B) \ A)(y¬Rv), (in particular,
(∀y ∈ B)(y¬Rv)),
(3) for every v ∈ V and k ∈ Z we have v¬Rfk(v),
(4) for every v, w the set {k ∈ Z : vRfk(w)} is finite.
Theorem 3.10.10 clearly follows from the following two propositions.
Proposition 3.10.12. C0 is a conjugacy class and C20 = Aut(R).
Proposition 3.10.13. Let C be the conjugacy class of a non-identity element. Then
C2 ⊃ C0.
We will prove Proposition 3.10.12, because it shows how our characterization can be
used, and after that we only sketch the proof of Proposition 3.10.13.
Proof of Proposition 3.10.12. Suppose that f, f ′ ∈ C0. We first show that f and f ′ are
conjugate by building an automorphism ϕ so that ϕ ◦ f = f ′ ◦ ϕ.
Suppose that we have a partial (not necessarily finite) automorphism ϕ such that
dom(ϕ) is the union of finitely many f orbits, ran(ϕ) is the union of finitely many f ′
orbits and ϕ ◦ f = f ′ ◦ ϕ holds where both sides are defined. We extend dom(ϕ) and
ran(ϕ) to every vertex back-and-forth.
Recall that {v0, v1 . . . } is an enumeration of the vertices of R. Take the minimal i with
vi 6∈ dom(ϕ). Then, by condition (4) on the map f , vi is only connected to finitely many
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vertices from dom(ϕ), let us denote these vertices by {w1, . . . , wk} and choose one element
{wk+1, . . . , wl} from every f orbit in the domain of ϕ that is different from Of (wi) for
every i ≤ k.
Then, since condition (2) holds for f ′ there exists a vertex v′ so that v′ 6∈⋃
i≤lOf
′(ϕ(wi)), v′Rϕ(wi) for i ≤ k and v′¬Rw whenever w ∈ (⋃i≤lOf ′(ϕ(wi)))\{ϕ(wi) :
i ≤ k}. Let ϕ(vi) = v′ and extend ϕ to Of (vi) defining ϕ(fn(vi)) = f ′n(ϕ(vi)). Using
condition (3) it is easy to see that the extended ϕ will be a partial automorphism.
Now take the minimal i with vi 6∈ ran(ϕ) and follow the procedure outlined above, etc.
Clearly, this process yields an automorphism ϕ that witnesses that f and f ′ are conjugate,
hence C0 is a conjugacy class.
Now we prove the second part of the proposition. By conditions (1), (2) and Theorem
3.9.29 the class C0 is compact catcher. Moreover, observe that conditions (1)-(4) are
invariant under taking inverses, hence C0 = C−10 . Now let h ∈ Aut(R) be arbitrary.
Then, using the fact that C0 is compact catcher for the compact set {idR, h} there exists
a g ∈ Aut(R) such that g, gh ∈ C0, in other words, h ∈ C−10 C0 = C20 , so C20 = Aut(R)
holds.
In order to show Proposition 3.10.13 one can use the methods from Section 3.8. By
the conjugacy invariance of C2 it is enough to prove that for every h ∈ C there exists
a g such that g−1hgh ∈ C0. Define g inductively, maintaining the following properties:
whenever we extend g (or g−1) to some v vertex the vertex g(v) should be far enough in
d{h} from every vertex already used in the induction, be a splitting point for the compact
set {h, idR} (note that this is equivalent to saying that v is not a fixed point of h) and not
connected to every already used vertex - except for those to which it is necessary in order
for g to be an automorphism.
3.11 Various behaviors
We have seen that in natural Polish groups we may encounter very different behaviors of
conjugacy classes with respect to the ideal of Haar measure zero sets. We were particularly
interested in answering the following two questions:
• How many non-Haar null conjugacy classes are there?
• Is the union of the Haar null classes Haar null?
It would be very natural to ask for an example of each possible behavior. Note that
these questions make perfect sense in the locally compact case as well. In this section we
construct a couple of examples.
If (A,+) is an abelian group we will denote by φ the automorphism of A defined by
a 7→ −a.
Proposition 3.11.1. Let (A,+) be an abelian Polish group such that for every a ∈ A there
exists an element b so that 2b = a. Observe that φ ∈ Aut(A), φ2 = idA and (Z2 nφ A, ·)
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can be partitioned into {0}×A and {1}×A. Moreover, in the group Z2nφA the conjugacy
class of every element of {0} ×A is of cardinality at most 2, whereas the set {1} ×A is a
single conjugacy class.
Proof. Let (0, a) ∈ {0} × A and (i, b) ∈ Z2 nφ A arbitrary. We claim that the conjugacy
class of (0, a) is {(0, a), (0,−a)}. If i = 0 then (0, a) and (i, b) commute, so let i = 1. By
definition
(1, b)−1 · (0, a) · (1, b) = (1, b) · (1, b+ a) = (0, b− (b+ a)) = (0,−a),
which shows our claim.
Now let (1, a), (1, a′) ∈ Z2 nφ A be arbitrary. Now for an arbitrary element (1, b) we
get
(1, b)−1 · (1, a) · (1, b) = (1, b) · (0,−b+ a) = (1, b− (−b+ a)) = (1, 2b− a),
thus, choosing b so that 2b = a′ + a we obtain
(1, b)−1 · (1, a) · (1, b) = (1, a′).
Corollary 3.11.2. Let A = Zω3 or A = (Qd)ω, (that is, the countable infinite power of
the rational numbers with the discrete topology). Then Z2 nφ A has a non-empty clopen
conjugacy class, namely {(1, a) : a ∈ A} and every other conjugacy class has cardinality
at most 2. Hence, the union of the Haar null classes {(0, a) : a ∈ A} is also non-empty
clopen.
Lemma 3.11.3. Suppose that G1 and G2 are Polish groups and A1 ⊂ G1 is Borel and
U ⊂ G2 is non-empty and open. Then A1×U is Haar null in G1×G2 iff A1 is Haar null.
Proof. Suppose first that A1 is Haar null witnessed by a measure µ1. Then if µ′ is the
same measure copied to G1 × {1}, it is easy to see that µ′ witnesses the Haar nullness of
A1 ×G2, in particular the Haar nullness of A1 × U .
Conversely, suppose that A1 × U is Haar null witnessed by the measure µ. Clearly,
as countably many translates of U cover G2, countably many translates of A1 × U cover
A1 ×G2, hence A1 ×G2 is Haar null as well, and this is also witnessed by the measure µ.
Let µ1 = projG1 ∗µ then µ1 witnesses the Haar nullness of A1.
Proposition 3.11.4. If G is a Polish group with κ many non-Haar null conjugacy classes
then G × (Z2 nφ Zω3 ) has κ many non-Haar null conjugacy classes and the union of the
classes is not Haar null.
Proof. Clearly, the conjugacy classes of G× (Z2 nφ Zω3 ) are of the form C1×C2 where C1
is a conjugacy class in G and C2 is a conjugacy class in Z2 nφ Zω3 . By Corollary 3.11.2
we have that every conjugacy class in the latter group is finite with one exception, this
exceptional class is clopen; let us denote it by U . Now, since the finite sets are Haar null in
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Z2nφZω3 by Lemma 3.11.3 the set of non-Haar null conjugacy classes in G×Z2nφZω3 equals
{C × U : C is non-Haar null in G}, hence the cardinality of the non-Haar null classes is
κ. Moreover, the union of the Haar null conjugacy classes contains G× ((Z2 nφ Zω3 ) \U),
which is non-empty and open, consequently it is not Haar null.
Finally, we would like to recall the following well known theorem.
Theorem 3.11.5 (HNN extension, [23]). There exists a countably infinite group with two
conjugacy classes.
We denote such a group by HNN, and consider it as a discrete Polish group.
Combining Proposition 3.11.4, Corollaries 3.3.8, 3.3.9, 3.11.2, Lemma 3.11.3 and Theo-
rems 3.1.3 and 3.11.5 we obtain the examples which we summarize in Table3.1. Recall that
C, LC \ C and NLC stand for compact, locally compact non-compact, and non-locally
compact, respectively.
The union of the Haar null classes is Haar null
C LC \ C NLC
0 – – –
n Zn HNN ???
ℵ0 ??? Z S∞
c – – Aut(Q, <); Aut(R)
The union of the Haar null classes is not Haar null
C LC \ C NLC
0 2ω Z× 2ω Zω
n Zn × (Z2 nφ Zω3 ) HNN ×(Z2 nφ Zω3 ) Zn × (Z2 nφ Qωd )
ℵ0 ??? Z× (Z2 nφ Zω3 ) S∞ × (Z2 nφ Zω3 )
c – – Aut(Q, <)× (Z2 nφ Zω3 )
3.12 Open problems
In this section we collect the open problems of this chapter. First of all, it would be
interesting to obtain general results about homeomorphism groups.
Question 3.12.1. What can we say about the size of conjugacy classes of the group of
homeomorphisms of a compact metric space?
The following special case is particularly important.
Question 3.12.2. Which conjugacy classes are non-Haar null in the group of homeomor-
phisms of the Cantor set?
Concerning the groups we investigated in this chapter, the following two problems
remain open.
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Question 3.3.3. Is the set {f ∈ Homeo+(S1) : τ(f) 6∈ Q} Haar null?
Question 3.6.5. Are all conjugacy classes in U(`2) Haar null? Equivalently, are all the
conjugacy classes of the multishifts in U(`2) Haar null?
As an application of our results, we answered special cases of the following question
that remains open in general.
Question 3.1.4. Suppose that G is an uncountable Polish group. Can it be written as the
union of a meager and a Haar null set?
In particular, we are interested in the following special cases.
Question 3.10.6. Is it true that Homeo+(Dn) (for n ≥ 3) and Homeo+(Sn) (for n ≥ 2)
can be partitioned into a Haar null and a meager set?
Question 3.10.7. Is it true that the homeomorphism group of the Hilbert cube [0, 1]N can
be partitioned into a Haar null and a meager set?
In Section 3.11 we produced several groups with various numbers of non-Haar null
conjugacy classes. However, our examples are somewhat artificial.
Question 3.12.3. Are there natural examples of automorphism groups with given cardi-
nality of non-Haar null conjugacy classes?
The following question is maybe the most interesting one from the set theoretic view-
point.
Question 3.12.4. Suppose that a Polish group has uncountably many non-Haar null
conjugacy classes. Does it have continuum many non-Haar null conjugacy classes?
The answer is of course affirmative under e.g. the Continuum Hypothesis. Since the
definition of Haar null sets is complicated (the collection of non-Haar null closed sets can
already be Σ11-hard and Π11-hard [40]), it is unlikely that this question can be answered
with a absoluteness argument.
The characterization result of Section 3.7 and the similarity between Theorems 3.8.5
and 3.9.29 suggest that similarly to the results of Truss, Kechris and Rosendal the behavior
of the random automorphism can be treated in a broader context.
Problem 3.12.5. Formulate necessary and sufficient model theoretic conditions which
characterize the measure theoretic behavior of the conjugacy classes.
In particular, it would very interesting to find a unified proof of the description of the
non-Haar null classes of Aut(Q, <) and Aut(R).
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Summary
The thesis is about two problems in descriptive set theory.
In Chapter 2, we investigate possible generalizations of the theory of ranks on Baire
class 1 functions, developed by Kechris and Louveau. A real-valued function f defined
on a Polish space is of Baire class 0 if it is continuous. And for ξ < ω1, f is of Baire
class ξ, if it is the pointwise limit of functions from smaller classes. A rank on a family of
functions is a map assigning a countable ordinal to each function in the family, typically
measuring its complexity. In their seminal paper, Kechris and Louveau systematically
investigated three very important ranks on the Baire class 1 functions defined on compact
metric spaces. The main purpose of Chapter 2 is to generalize their results to the family
of Baire class ξ functions. We show that, surprisingly, some of the natural generalizations
of the Baire 1 ranks fail to have nice properties for higher Baire classes. The main tool we
use in order to define ranks on the Baire class ξ functions with nice properties is topology
refinement. In order to be able to use topology refinements, we first show that most of the
results of Kechris and Louveau concerning Baire class 1 functions remain true if instead
of compact metric spaces, we look at functions defined on Polish spaces. Then, we are
able to define ranks on the Baire class ξ functions which have most of the properties of
the ranks of Kechris and Louveau. We use these ranks to answer a question of Elekes and
Laczkovich concerning the solvability cardinal of a system of difference equations, an area
that is connected to paradoxical geometric decompositions. The results of this chapter are
partly joint with M. Elekes and Z. Vidnyánszky.
In Chapter 3, we investigate the structure of the random element of Polish groups.
Since such a group is not necessarily locally compact, there is no natural translation
invariant measure on it. However, following Christensen, one can define the σ-ideal of Haar
null sets which is a generalization of the Haar measure zero sets from the locally compact
case to the general Polish case. Roughly speaking, a subset of a Polish group G is Haar
null, if every translate of it is of measure zero with respect to a Borel probability measure
defined on G. Since we are primarily interested in homeomorphism and automorphism
groups, and in these groups conjugate elements are considered isomorphic, we are only
interested in conjugate invariant properties of the elements. We characterize the size of
conjugacy classes of certain Polish groups with respect to the σ-ideal of Haar null sets.
We also show that a large number of Polish groups can be partitioned into the union of a
Haar null and a meager set. These results are joint with U. B. Darji, M. Elekes, K. Kalina
and Z. Vidnyánszky.

Összefoglalás
A disszertáció a leíró halmazelmélet két problémáját dolgozza fel.
A 2. Fejezetben a Baire 1 függvényeken értelmezett rangok Kechris és Louveau által
kidolgozott elméletének lehetséges általánosításait vizsgáljuk. Egy valós értékű, lengyel
téren értelmezett f függvény Baire 0 osztályú, ha folytonos. És ξ < ω1 esetén f Baire ξ
osztályú, ha kisebb osztályú függvények pontonkénti limeszeként előáll. A függvények egy
osztályán értelmezett rang egy leképezés, ami a függvénycsalád minden elméhez hozzáren-
del egy megszámlálható rendszámot, tipikusan a függvény bonyolultságát mérve. Kechris
és Louveau szisztematikusan megvizsgált három fontos, kompakt metrikus terek Baire 1
függvényein értelmezett rangot. A fejezet fő célja, hogy általánosítsa ezen eredményeket a
Baire ξ osztályú függvénycsaládra. Megmutatjuk, hogy néhány természetes általánosítása
a Baire 1 rangoknak meglepő módon a magasabb osztályú függvénycsaládon már nem
rendelkezik a megszokott szép tulajdonságokkal. Ahhoz, hogy a Baire ξ osztályon szép
tulajdonságokkal rendelkező rangokat definiálhassunk, először megmutatjuk, hogy Kechris
és Louveau eredményeinek többsége igaz marad tetszőleges lengyel téren értelmezett Baire
1 függvénycsalád esetében. Ezután használhatjuk a topológia finomítás eszközét, hogy a
Baire ξ osztályon definiáljunk rangokat, melyek rendelkeznek a Baire 1 rangok legtöbb
tulajdonságával. Ezeket a rangokat felhasználjuk arra, hogy megválaszoljuk Elekes és
Laczkovich egy differencia egyenletrendszerek megoldhatósági számosságával kapcsolatos
kérdését, mely kapcsolatban áll a paradox geometriai felbontások elméletével. Ennek a
fejezetnek az eredményei részben közösek Elekes Mártonnal és Vidnyánszky Zoltánnal.
A 3. Fejezetben megvizsgáljuk lengyel csoportok véletlen elemeinek a szerkezetét.
Mivel ezen csoportok nem feltétlen lokálisan kompaktak, ezért nincs rajtuk természetes,
eltolás-invariáns mérték. Azonban, Christensen [5] munkásságát követve, definiálni lehet a
Haar null halmazok σ-ideálját, ami általánosítja a Haar-mérték szerint nullmértékű halma-
zokat a lokálisan kompakt esetről az általános lengyel csoport esetre. Nagy vonalakban,
egy G lengyel csoport részhalmaza Haar null, ha minden eltolja nullmértékű valamely
G-n értelmezett valószínűségi Borel mérték szerint. Mivel mi főként automorfizmus és
homeomorfizmus csoportokkal foglalkozunk, és ezen csoportokban a konjugált elemek
izomorfnak számítanak, ezért csak konjugáltság-invariáns tulajdonságokkal foglalkozunk.
Ezek megértéséhez karakterizáljuk a konjugáltosztályok méretét a Haar null σ-ideálra
vonatkozóan. Néhány lengyel csoportról azt is megmutatjuk, hogy particionálhatóak egy
Haar null és egy első kategóriájú halmaz uniójára. Ezek az eredmények közösek Udayan
B. Darji-val, Elekes Mártonnal, Kalina Kendével és Vidnyánszky Zoltánnal.
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