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Предложена методика распознавания ПЕТ- снимков, позволяющая идентифицировать и наблю-
дать за развитием раковых опухолей с помощью комплекса алгоритмов кластеризации изобра-
жений. 
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Постановка завдання та аналіз літератури. У наш час активно вико-
ристовуються томографічні методи діагностики захворювань, такі як позит-
ронно-емісійна томографія (ПЕТ) або магнітно-резонансна томографія 
(МРТ). Ці методи дозволяють діагностувати поведінку організму хворого. 
Більш коректна зміна в поведінці організму може бути виконана за допомо-
гою сегментації зображень. Вчені розробили методи, які дозволяють проана-
лізувати медичні знімки. Однак, багато з них не містять у собі повний обсяг 
даних, що надається знімками, тим самим піддають діагностику нечітким 
результатом. На практиці ефективним вирішенням цієї проблеми являється 
комплексне використання алгоритму кластерізації k-середніх (k-means). 
Найбільш поширений серед неієрархічних методів алгоритм k-середніх 
[1], також званий швидким кластерним аналізом. Широко використовується в 
медицині, біології, інформатики. Алгоритм k-середніх будує k кластерів, роз-
ташованих на можливо великих відстанях один від одного. Основний тип 
задач, які вирішує алгоритм k-середніх, - наявність припущень (гіпотез) щодо 
числа кластерів, що задовольняє поставленим перед нами завданням. 
Дія алгоритму така, що вона прагне мінімізувати середньоквадратичне 
відхилення на точках кожного кластера. Основна ідея полягає в тому, що на 
кожній ітерації переобчислювати центр мас для кожного кластера, отримано-
го на попередньому кроці, потім вектори розбиваються на кластери знову у 
відповідності з тим, який з нових центрів виявився ближчим за обраною мет-
риці. Алгоритм завершується, коли на якийсь ітерації не відбувається зміни 
кластерів.  
 
Основна частина. Знімки для аналізу були отримані в ході проекту між 
університетом «Paris-Est Creteil» та лікарнею «Paris-Est Creteil». Метою про-
веденого дослідження є кластеризація медичних знімків для виявлення зло-
якісних новоутворень. Медичні знімки були розділені на дві групи: знімки 
фантоми і знімки хворих. Перша група була створена штучно фахівцями лі-
 
© М.І. Рищенко, 2013  
карні і призначена для проміжного тестування обраної методики. Друга група 
представляла з себе томографічні знімки з різними стадіями захворювань 
пацієнтів, як це показано на рис. 1. 
 
 
Рисунок 1 – Томографічний знімок пацієнта 
 
Практична частина виконувалась за допомогою інструментарію ITK[2]. 
Це сучасний крос-платформенний каркас, з відкритим вихідним кодом для 
розробки додатків, який широко використовуються при сегментації зобра-
жень та програми реєстрації зображення. Цей продукт був обраний в якості 
середовища для аналізу знімків, так як він реалізований в C++, є крос-
платформеним [3]. Крім того, автоматизований процес упаковки створює 
інтерфейс між С++ та іншими мовами програмування, що дозволяє розроб-
никам створювати програми з використанням різних мов програмування. 
Було виділено два основних етапи за якими проводилась практична час-
тина. Це кластеризація на основі вибраних розмірів пухлини і виділення ко-
льорів, які характеризують злоякісні новоутворення. Обидва етапи можна 
реалізувати за допомогою алгоритму k-means. Різницею між двома підходами 
буде кількість кластерів та їх значення.  
Написання програми вироблялося на основі алгоритму[4], завданням 
якого є мінімізувати відстаней між об'єктами в кластерах. Останов відбува-
ється, коли мінімізувати відстані більше вже неможливо. Мінімізуєма функ-
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де xi Є X – об'єкт кластеризації (точка), cj Є C – центр кластера (центроїд). 
На момент старту алгоритму має бути відомо число С (кількість класте-
рів). Вибір числа С може базуватися на результатах попередніх досліджень, 
теоретичних міркуваннях або інтуїції. 
Опис алгоритму. Початковий розподіл об'єктів по кластерах. Вибира-
ються С точок. На першому кроці ці точки вважаються центрами кластерів. 
Вибір початкових центроїдів може здійснюватися шляхом підбору спостере-
жень для максимізації початкової відстані, випадковим вибором спостере-
жень або вибором перших спостережень. 
1. Ітеративний перерозподіл об'єктів по кластерах. Об'єкти розподіля-
ються по кластерам шляхом підрахунку відстані від об'єкта до центрів клас-
терів і вибору найменшого. 
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де    ji Cx ∈ , LC j =  (можна вважати по кожній координаті окремо). 
3. Якщо cj = cj – 1, то це означає, що кластерні центри стабілізувалися і 
відповідно розподіл закінчено. Інакше переходимо до кроку 1. 
Перевірка якості кластеризації [5]. Після отримань результатів кластер-
ного аналізу методом k-середніх слід перевірити правильність кластеризації, 
тобто оцінити, наскільки кластери відрізняються один від одного. Для цього 
розраховуються середні значення для кожного кластера. Ознакою правильної 
кластеризацїї є середні для всіх вимірювань, які сильно відрізняються. 
Після виконання практичних робіт слід виявити переваги алгоритму k-
середніх – простота використання, швидкість використання, зрозумілість і 
прозорість алгоритму, може бути легко модифікований для вирішення різних 
завдань, таких як часткове навчання з вчителем або потокових даних. Резуль-
тат роботи даного методу кластеризації ми можемо побачити на рис. 2. 
 
Висновки. Запропонована методика розпізнавання ПЕТ-знімків дозво-
ляє врахувати різні параметри, які впливають на якість аналізу, до них відно-
сяться: розмір виявленої пухлини, колір який характеризує злоякісні ново-
утворення, правильну кількість кластерів в кожному з підходів розпізнаван-
ня. 
Використання запропонованої методики розпізнавання медичних знім-
ків дозволить значно покращити принципи аналізу та діагностування захво-
рювань. Швидкість розбиття на кластери і масштабованість алгоритму роб-
лять дане дослідження актуальним на сьогоднішній момент. 
 
 
Рисунок 2 – Результат кластерного аналізу 
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