Significance Statement {#s1}
======================

When investigating the relationship between ongoing electroencephalography (EEG) oscillations and perception in humans, most studies report a peak influence of the EEG phase before stimulus onset. However, we should also be able to measure these effects poststimulus, when the target is actually processed by the brain. First, we use simulations to show that a combined influence of the target-evoked potential and filtering can explain the lack of poststimulus phase modulation in typical studies. Crucially, we then introduce a paradigm to uncover the true latency at which phase influences perception. The white noise paradigm allows us to model background oscillations without target-evoked potentials. For the first time, we show that a θ-band ongoing oscillation influences perception ∼75 ms after target onset.

Introduction {#s2}
============

Instead of continuously processing the incoming visual information, the "perceptual cycles" hypothesis suggests that our brain relies on a rhythmic sampling of the input. Ongoing oscillations have been proposed as a mechanism through which our environment is sampled from 5-15 times a second ([@B33]; [@B34]). At the neuronal level, this is realized through a biasing of the neuronal firing by local field potential (LFP) phase in various frequency bands ([@B11]; [@B15]). This results in periodic fluctuations of the excitability of the cortex ([@B10]; [@B18]): spikes in sensory cortices are more likely to occur at a given phase of LFP α oscillations than at the opposite phase ([@B13]; [@B12]).

At the global level, this relationship between excitability and phase has been studied using transcranial magnetic stimulation (TMS) and electroencephalography (EEG): an illusory percept (a "phosphene") was most likely to occur when the TMS pulse was applied at a certain phase of the ongoing EEG oscillation than at the opposite phase ([@B9]). Moreover, ongoing EEG oscillations have also been linked with visual perception: for example, the ∼7 Hz ongoing oscillation phase over fronto-central channels could account for 16% of the variability in the detection of near-perceptual threshold peripheral targets ([@B3]). Various studies have related ongoing EEG phase to behavioral and perceptual outcome using near-perceptual threshold target detection with attentional manipulation ([@B4]) or without it ([@B26]), using contour integration tasks at perceptual threshold ([@B14]), using suprathreshold stimuli detection ([@B5]; [@B23]), using eye-movement initiation ([@B8]) and mislocalization ([@B25]) or using a temporal illusion ([@B6]). Crucially, most of these experiments find the effects of the ongoing θ and/or α-phase during the prestimulus period, sometimes peaking even up to 200 ms before stimulus onset (for a review, see [@B33]).

Superficially, this prestimulus effect might seem counter intuitive: the critical phase for perception should be the one present in the cortex during stimulus processing. If oscillatory signals are consistent over time, this phase influence may of course be visible several hundred of milliseconds before, but why does it vanish as stimulus onset approaches? The event-related potential (ERP) evoked after target presentation could be causing this seemingly contradictory finding: this relatively high-amplitude signal with similar phase values on every trial is likely to obscure any difference in background oscillatory phase of perceived and unperceived trials that would be present after stimulus onset, and thus apparently "push back" in time our ability to detect any such phase difference. This is especially true when considering window-based time-frequency analysis methods (a necessary step in oscillatory phase analysis), which will smear the effect in time ([@B19]; [@B31]; [@B14]). Can we overcome these biases, and uncover the exact latency at which the phase of ongoing EEG oscillations modulates perception?

First, we use simulations to control the exact timing and oscillatory frequency at which a phase modulation of perceptual outcome is inserted into an artificial EEG dataset. We then assess the latency at which a significant phase difference between two conditions can be detected, and verify that this latency can be vastly underestimated.

Secondly, we introduce the white noise (WN) paradigm, based on linear-systems analysis ([@B22]) and reverse correlation methods ([@B28]), which are used to characterize the systematic relationship between visual stimulation and brain response, i.e., the impulse response function (IRF). This approach has been applied to EEG to measure evoked potentials (VESPA; [@B21]) or to reveal "perceptual echoes" ([@B35]). Once extracted, a simple convolution with these IRFs can be used to model the brain's EEG response to any new WN sequence presented ([@B28]). Within these new WN sequences, we also embedded near-perceptual threshold targets, which had a medium gray luminance level with the same properties as any other frame in the sequence. Accordingly, they did not affect the convolution result. Thus, we effectively removed the target-evoked response from our signal, and only modeled the background oscillations. Therefore, we could measure the real latency at which this background oscillatory phase impacts visual perception.

Materials and Methods {#s3}
=====================

Measuring phase differences {#s3A}
---------------------------

Both the simulation and the experimental paradigm relied on quantifying the phase difference between two conditions, whether simulated or based on the actual behavioral outcome of human observers. To this end, we used the phase opposition sum (POS) measure ([@B32]), which relies on the intertrial phase clustering (ITPC, also phase locking value or factor; [@B30]; [@B17]) and is computed as follows:$$ITPC_{(t,f)} = \left| {\frac{1}{n}{\sum\limits_{k = 1}^{n}e^{(i\varphi_{k}(t,f))}}} \right|$$

The ITPC is, for a given time point *t*, and frequency of interest f, the norm of the complex average across n trials of the vector with unit length and phase φ. Consequently, the POS ([@B32]) was computed as the sum of the ITPC for each condition corrected by subtracting the ITPC for the combined conditions, as follows:$$POS = ITPC_{A} + ITPC_{B} - 2ITPC_{all}$$

Theoretically, the POS takes values between 0 and 2. A value of 0 arises when phase distributions for each condition are fully random (uniform) or when both conditions have their phases locked to the same angle. A value of 2 represents a perfect phase opposition between the two conditions, that is, all trials with behavioral outcome A have the same phase angle, and all trials with outcome B have the opposite angle (with no ITPC across the entire set of trials). Intermediate POS values reflect a partial phase opposition (a more plausible scenario) in which the phase modulates the probability of outcome A versus B. These theoretical values rely on the assumption that there is a perfect uniform sampling in the phases across all trials. Since this is unlikely to be the case in real experiments, it is better to compare the POS value to a corresponding distribution of surrogates POS values obtained by shuffling the labels between conditions. This will account for any bias in the underlying ITPC across all trials.

The POS was computed separately for each dimension of the dataset (time, frequency, channels, and subjects). The strength of the effect was evaluated at each of these dimensions by creating a surrogate distribution of 1000 permuted POS values through shuffling of the labels between conditions (i.e., creating random partitions). The mean and variance of the surrogate distribution were extracted to compute the *z* score of the observed POS, which was then transformed into a *p* value using the normal cumulative distribution function (for a description of this method and a comparison with other measures, see [@B32]).

Simulations {#s4}
===========

In a first part, we used simulations of artificial datasets to look at how the ERP shape and frequency content, coupled with the time-frequency decomposition, influenced the latency at which a phase difference between two conditions could be detected, depending on the frequency of the phase modulation.

Creating artificial datasets {#s4A}
----------------------------

To evaluate the full extent of the effect, we systematically varied the frequency at which the phase modulation was inserted from 3.99 to 100 Hz in 24 logarithmically spaced steps. For each of the 24 frequency of interest, 100 artificial datasets (corresponding to the "subjects" in traditional EEG experiments) were created using an approach similar to that described in [@B32]). First, the background electrophysiological signal was simulated by creating 500 WN sequences drawn from a Gaussian distribution with a μ of 0 and a σ of 10 arbitrary units ([Fig. 1](#F1){ref-type="fig"}). These sequences lasted 3 s (\[−1.5 to 1.5 s\]) and had a sampling rate of 500 Hz.

![Illustration of artificial datasets creation for the simulation. The artificial signal was initialized using WN drawn from a Gaussian distribution with μ = 0 and σ = 10 arbitrary units. These random data were then bandpass filtered at the frequency of interest plus or minus 1 Hz, and a Hilbert transform was applied to extract the phase at 40 ms after time 0, the time of target presentation. The phase angle at this time was then used to separate the trials between outcome A and B, with a given probability following a cosine function. Finally, an outcome independent ERP wave form (with slight random variations between trials) was added to each trial's signal to create the final artificial dataset.](enu0031723240001){#F1}

Once the artificial datasets had been generated, a phase modulation between two experimental conditions (i.e., trial groups) was artificially created using the phase of the frequency of interest at an arbitrarily chosen time point (40 ms after target onset; [Fig. 1](#F1){ref-type="fig"}, green line). This phase was extracted by filtering the datasets at the frequency of interest and then applying a Hilbert transform. It was then used to assign an experimental condition label to each trial. Each of the two conditions was equally likely to occur overall (i.e., mean probability $\overline{p_{A}}$ of outcome A was equal to the probability $\overline{p_{B}}$ of outcome B). However, the likelihood of a trial outcome was modulated using a cosine function of the phase angle at the critical time, with a modulation depth (denoted as *mod* in the following equation) fixed at 0.4 (arbitrarily defined parameters). It was computed as follows:$$p_{A(angle)} = \overline{p_{A}} + mod\, \cdot \, cos(angle)$$

In our case, this means that for trials at phase 0, there was a 70% chance of the trial yielding outcome A, while at the phase π, the trial had 70% chance to yield outcome B. Finally, an ERP was added to each trial. Both conditions had an ERP drawn from the same process, which was composed of a P1 and an N1 waves with (arbitrarily defined) parameters. The exact shape of the ERP differed slightly on each trial, as the parameters were drawn from normal distributions with known mean and σ defined for our purposes as follows ([Fig. 1](#F1){ref-type="fig"}, average representation): the P1 mean amplitude was fixed at 20 units (amplitude σ of 5) and its mean peak latency at 65 ms (peak latency σ of 10 ms) with a mean duration of 50 ms (duration σ of 10 ms). The N1 mean amplitude was fixed at 30 units (amplitude σ of 10) with a mean peak latency of 155 ms (peak latency σ of 25 ms) and a mean duration of 130 ms (duration σ of 25 ms). The scale of the arbitrary units was defined with respect to the standard deviation of the originally generated WN signal, equal to 10 units. The final signals with the added ERPs were then used as the artificial dataset to analyze.

In the main simulations, Gaussian WN, with equal power at all frequencies, was used as a proxy for brain activity, as described above. Using pink noise instead of WN could be deemed more biologically plausible; however, pink noise (or 1/f) signal is characterized by a power spectrum decreasing as a function of frequency, meaning that differences of signal-to-noise ratio between frequencies could then have confounded our ability to detect phase effects. Nonetheless, we also performed control simulations using pink noise, to verify that the conclusions held with more biologically plausible input data. The same parameters as above were used. These control simulations gave comparable results, which are not presented here for the sake of brevity.

Extracting the latency of the phase difference {#s4B}
----------------------------------------------

Once the final artificial datasets had been created, the time-frequency information was extracted using a wavelet decomposition, varying the numbers of cycles (logarithmically) from three cycles at 3Hz to 8 cycles at 100 Hz for each of the 50 (logarithmically spaced) frequency steps. The time course of the phase modulation was evaluated by looking at the time course of significant phase opposition using the *p* values extracted (see above, Measuring phase differences). For the purpose of these simulations, we assume that the rhythmic modulation frequency is known, and we aim to derive the latency of the effect. To this end, we restricted our analysis in time and frequency to an analysis window spanning 800 ms around the true latency of the phase modulation (i.e., from −360 to 440 ms) at the actual frequency at which the phase modulation had been introduced in the dataset. For each of the 100 artificial datasets, the time course of significance of the POS was evaluated by only keeping *p* values reaching or exceeding a Bonferroni threshold computed so as to correct for multiple comparisons across the 170 time points of the analysis window. This was taken as evidence for a significant phase difference between the two conditions at that particular latency. The time courses for each of the artificial datasets were then aggregated by computing the percentage of the simulated datasets which showed a significant POS at each time point. From this, we also computed the mean latency of the largest cluster for each of the time courses of the 100 datasets as a measure of central tendency. These latencies were then aggregated across all artificial datasets by looking at the confidence intervals (CIs) for the median latency of the phase modulation across artificial datasets, using the following formula by [@B24], where q1, q2, and q3 are, respectively, the 1st, 2nd (or median), and 3rd quartile of the distribution and *N* is the number of artificial datasets.$$95\% CI = q2 \pm 1.7*\frac{1.25(q3 - q1)}{1.35\sqrt{N}}$$

We also computed the significance of the temporal distortion effect using a Wilcoxon sign rank test comparing the observed median latency to the true modulation latency of 40 ms, using an α level of 0.01.

The WN paradigm {#s5}
===============

In the experimental part, we introduce a paradigm based on linear-systems analysis methods, to help us uncover the true latency at which phase influences perception, avoiding the pitfalls induced by target-evoked responses.

Participants, stimuli, and procedure {#s5A}
------------------------------------

Twenty-one subjects (mean age of 28.04 years, SD: 3.97 years, 23--39 years old) took part in the experiment after giving written informed consent. One subject was removed due to technical issues during the EEG recording, thus 20 subjects were analyzed (10 women, 15 right handed, normal or corrected-to-normal vision, no history of epilepsy). The experiment consisted of two testing sessions of ∼1 h each, composed of eight blocks of 48 WN (random luminance) sequences (WN). Each WN sequence lasted 6.25 s and had, on average, a flat power spectrum between 0 and 80 Hz. They were presented in a peripheral disk at 7° of visual angle from fixation point and subtending 7° of visual angle on a cathode ray monitor (resolution of 640 by 480 pixels and refresh rate of 160 Hz) situated 57 cm from the chin rest. In both sessions, participants had to detect near-perceptual threshold targets embedded in the stimuli sequences. In each trial, there were two to four targets composed of a lighter disk at the center with a darker surrounding annulus. They were presented within the peripheral flashing disk on a medium gray background disk for one frame only. The mean luminance of the target was always a medium gray, identical to the mean gray level of the WN sequence; only the contrast within the target was manipulated. A staircase procedure was conducted over the first 100 targets (i.e., ∼30 trials) of each session using the *Quest* function ([@B36]) in the PsychToolBox ([@B2]). The contrast between the darker annulus and the lighter inner circle was adjusted to converge to the luminance contrast at which people perceived 50% of targets on average. This contrast was then kept for the remainder of the session. Session 1 data revealed that the visibility of the target was influenced by immediately surrounding luminance values (see below, Classification image). This influence could have masked the (potential) effect of oscillatory phase. Therefore, in session 2, we decided to remove any luminance fluctuations around targets, setting 14 frames before (i.e., 87.5 ms) and 11 frames after (i.e., 68.75 ms) the target to the same medium gray value.

Using a similar design and protocol, we ran a control experiment to assess whether the fluctuation-free periods could be used by subjects (*N* = 6) to detect the targets. The only difference was that for 1/3^rd^ of the suppressed luminance time windows no targets was presented, creating "catch trials" of sorts. As with the main experiment, any button press after a target (from 150 to 800 ms) was counted as a hit. The same response window was used for catch trials: any button press within this 650-ms time window after the moment where a target would have been was counted as a false detection. The percentage of catch trials where a subject pressed the button was computed, similarly to the percentage of detected targets. Separately, we also assessed the false alarm rates of subjects, i.e., button presses falling outside of response time windows for either presented targets or catch trials. To get an estimate of the false alarm rate that is comparable with the other detection rates, we counted the number of 650 ms long time windows outside of target times and divided the number of false alarms by this number.

EEG recording and preprocessing {#s5B}
-------------------------------

During the first session, the EEG to WN sequences was recorded using a 64-channels Biosemi system (1024 Hz sampling rate) with three external ocular channels recording the electrooculogram. Only the behavioral responses (to new WN sequences) were recorded in the second session. The preprocessing of the EEG data from session 1 was conducted using the EEGlab toolbox ([@B7]) in Matlab, with the following steps: (1) rejection and interpolation of noisy channels if necessary, (2) down-sampling of the EEG signal to 160 Hz to match the presentation rate of stimuli and thus facilitate the cross-correlation of the two signals, (3) notch filtering (between 47 and 53 Hz) to remove any artifacts due to power line, (4) average-referencing, (5) high-pass filtering (1 Hz) to remove any drifts in the signal, (6) creating epochs from −0.25 to 6.5 s around each WN sequence, (7) removing the baseline, i.e., the mean activity from −0.25 to 0 s before trial onset, and (8) manual artifact rejection where whole epochs were removed (as needed) to get rid of eye blinks and muscular artifacts. Once the data had been preprocessed, the IRF (also called VESPA by [@B21]; or perceptual echoes by [@B35]) were extracted by cross-correlating the preprocessed EEG data with the WN luminance sequences, yielding 64 IRFs for each of the 20 subjects (one IRF for each EEG channel). These functions were then used to reconstruct the brain activity ("reconstructed EEG") to the new WN sequences presented in session 2, by convolution of the IRF with the WN. The target luminance (medium gray) was included in the WN sequence used to reconstruct the EEG. However, this value was no different from the surrounding values in the sequences, and thus there was no ERP evoked by the target in the reconstructed EEG. In session 2, the same random sequences (different from those in Session 1) were presented to all subjects in a randomized order so as to compare the visibility of the same targets across all subjects. This reconstructed EEG was epoched around each of the 821 presented targets (\[−800 to +794 ms\]). Finally, a wavelet transform was applied to extract the oscillatory characteristics of the reconstructed EEG at each frequency band (two to eight cycles, 50 log-spaced frequencies from 3 to 100 Hz). Note that we limited our analysis to frequencies below 80 Hz as our signal was sampled at 160 Hz (Nyquist frequency limit).

Measuring the phase difference between conditions {#s5C}
-------------------------------------------------

Further analyses of the phase differences between detected and undetected targets were evaluated only on the reconstructed EEG signals using the phase opposition method (see above, Measuring phase differences). Before extracting the z-scores, we computed the grand average POS values (whether real or permuted) by first summing the POS across electrodes and subjects to aggregate information along these dimensions. To increase the robustness, this step was repeated for the surrogate POS by randomly selecting (without replacement) surrogates for each subjects and summing across subjects again, a large number of times, thus yielding 100,000 grand average POS surrogates values. Using these grand averaged POS values, the z-scores and *p* values were then extracted as previously described (see above, Measuring phase differences). A false discovery rate (FDR) correction was applied across frequency and time points, using an α level of 0.05. Once a time-frequency region of interest was found, we extracted the topography of the effect by going back to single channel data and summing the phase opposition values across subjects and the time and frequency points composing the largest significant cluster. Here, again, to increase the robustness, we randomly selected (without replacement) surrogates for each subject and summed the POS across subjects again. This was conducted 10,000 times before extracting the z-scores as previously described.

Measuring phase-dependent performance {#s5D}
-------------------------------------

To evaluate the strength of the effect and compare it with previous reports ([@B3]), the performance variability attributable to phase changes was computed on the fronto-central channel. The normalized hits ratio was extracted, for each subject and for each of the 11 phase bins as the proportion of hits in each bin, normalized by the mean performance of the subject. These were then averaged across subjects. A cosine fit was applied to the data and the resulting amplitude is reported as the amount of performance modulation for each study.

Classification image {#s5E}
--------------------

We sought to test whether the luminance values of the WN sequences at any specific time point around the target time had an impact on perception. To this end, we used the classification image method ([@B1]), which can help identify which stimuli parameters have an impact on performance. For both sessions, we computed the mean luminance values across trials for hits and missed targets for each subject separately. An independent samples *t* test was then applied for each subject to compare the distribution of luminance values for detected versus missed targets. A FDR correction was applied across time and subjects to correct for multiple comparisons in each of the sessions.

Evoked response {#s5F}
---------------

We also wanted to confirm that the reconstructed EEG did not in fact show any sign of an evoked response to the target presented in the WN sequence. We computed the ERP for the EEG recorded in session 1 (as a control) and for the reconstructed EEG for session 1 and session 2. This was done by first removing the baseline activity (\[−200 to 0 ms\]) to each time course and then averaging the different signals across trials and subjects. Because the signal was visual in nature, we looked at the ERP over the central parieto-occipital channel (POz).

Measuring the correlation between recorded EEG and reconstructed EEG {#s5G}
--------------------------------------------------------------------

To test how well the reconstructed EEG modeled the recorded EEG, we used the data from session 1, for which the recorded EEG was available. First, the total number of trials for each subject (which was variable due to artifact rejection) was sub-sampled to the trial count available for the subject with the fewest trials. Then, using a 10-fold cross-validation strategy, the model (i.e., IRF) was computed on 90% of trials, and consequently used to reconstruct the EEG for the remaining 10% of trials. This reconstructed EEG was then correlated (using the Pearson correlation) with the EEG actually recorded on the remaining 10% of (independent) trials. This ensured that both the recorded and reconstructed EEG were available for the same sets of trials, while avoiding any circularity in the analysis: using the same trials to compute the IRF and the reconstructed EEG could have led to spuriously high correlations between reconstructed and recorded EEG. Moreover, this also reduced the influence of a sampling bias: using a cross-validation strategy in correlating the signals allowed us to get a better estimate of the true underlying correlation between the two signals.

We also tested whether the EEG modeled using the IRF was more accurate for certain frequency bands by correlating the two signals (with the same cross-validation approach) filtered in five different frequency bands (Finite Impulse Response filter, δ: 2--4 Hz; θ: 4--8 Hz; α: 7--14 Hz; β: 14--28 Hz; γ: 30--60 Hz).

Since the correlation coefficients were not normally distributed (as revealed by a one-sample Kolmogorov-Smirnov test), a Fisher Z transform was applied to the data. It was computed as follows:$$Z = 0.5*ln\left( \frac{1 + r}{1 - r} \right)$$

Consequently, the mean transformed coefficients across all repetitions were extracted for each subject and channel and a one sample *t* test against zero was applied. The *p* values were corrected for multiple comparisons using a FDR correction across channels. To extract the correlation coefficient values for plotting purposes, the inverse Fisher Z transform was applied. Only the correlation coefficients at the strongest channel are presented across subjects. Note that using a nonparametric test (instead of a Fisher Z transform and a *t* test) gave equivalent results.

As a comparison, we also tested how much of the variability in the signal could be explained by the ERP to the target embedded in WN. Here, we used target ERPs (rather than IRF) as a model for the target-evoked activity. Finally, for comparison purposes, we also wanted a measure of how "noisy" EEG data normally is (i.e., in typical ERP paradigms without ongoing WN sequences). We tested this using a separate dataset from [@B3], in which isolated targets were presented on a static background. The target-evoked ERP was again used as a model of evoked EEG activity. In both conditions (ERPs from targets embedded in WN; ERPs from isolated targets), the ERPs were extracted on 90% of the trials and then convolved with a sequence of target onsets for the remaining 10% of trials, in a 10-fold cross-validation approach. Consequently, the same correlation method between recorded and reconstructed EEG (modeled here by the ERP) was applied as described above for the IRF-based EEG reconstruction model.

Results {#s6}
=======

Simulations {#s6A}
-----------

Using artificially created datasets with a true phase modulation introduced at 40 ms after stimulus onset, we evaluated how early a significant phase opposition would be detected. We measured the time course of the *p* values of the POS (see Materials and Methods), aggregated across 100 simulated datasets (for more reliability). In particular, we tested various frequencies of phase modulation from 4 to 100 Hz to see if this factor influenced the latency at which a significant effect could be measured.

At all frequencies of phase modulation, we did find evidence for a phase difference between conditions (as expected given that this phase modulation had been explicitly introduced in each dataset). But at frequencies of the phase modulation below 30 Hz, the observed phase modulation appeared to peak well before the true latency of the phase modulation. At lower frequencies (roughly below 20 Hz; [Fig. 2*A*](#F2){ref-type="fig"}), this effect was even visible in the prestimulus time window. This temporal displacement seemed to be frequency dependent: the lower the frequency, the earlier the phase modulation was detected ([Fig. 2*A*](#F2){ref-type="fig"}). In fact, the median latency of observed phase opposition effects was significantly different (Wilcoxon sign rank test) from the true phase modulation (at 40 ms) at all frequencies between 3.99 and 39.44 Hz. At 3.99 Hz, the median measured phase modulation latency peaked at −143 ms in the prestimulus window (95% CI: \[−151 to −135 ms\]). At 39.44 Hz, the median latency of the effect was at +37.5 ms, i.e., 3 ms before the true effect (95% CI: \[35--39 ms\]). At frequencies higher than 40 Hz, the median latency of the observed phase modulations effects was not significantly different from the true latency.

![Simulation results. ***A***, Median latency (blue line) at which phase modulation effects can be measured depending on the frequency of the phase modulation introduced at 40 ms (true latency represented by the green dashed line) when the ERP is included in the artificial datasets. The color bar indexes the percentage of significant datasets at each time point after Bonferroni correction. The purple dashed line represents the outer edge of the window function (Morlet wavelets). ***B***, Representation of the evoked response (lower panel) included in the artificial data in ***A***, and its time-frequency content (upper panel). The color bar represents the oscillatory amplitude (arbitrary unit) at each frequency and time point. **C**. Same analysis as in ***A*** but without ERP included in the artificial datasets. Note the absence of temporal latency distortion in this case. Note also that the temporal smearing created by the window function is slightly shorter than the window duration (i.e., it does not reach the purple line) as Morlet wavelets have Gaussian tapers on either end.](enu0031723240002){#F2}

Interestingly, these temporal displacements seemed to be closely linked to the time-frequency content of the ERP: the latencies at which the phase difference could be measured were pushed back in time by an amount commensurate with the temporal spread of ERP spectral power at the corresponding frequency ([Fig. 2*B*](#F2){ref-type="fig"}). As a matter of fact, when the ERP was removed from the simulated data, and all the analyses were performed again, the median latency of the phase modulation was not shifted ([Fig. 2*C*](#F2){ref-type="fig"}). The only effect seen in this case was a smearing around the true latency of the phase modulation due to the window-based time-frequency decomposition. In fact, this smearing of information can account for the specific shape of the temporal displacement created by the ERP: there is a strong correlation (Pearson correlation, *r* = 0.81, *p* \< 0.05, 95% ci for *r* = 0.799--0.827) between the error in the measured latency of the phase modulation effects ([Fig. 2*A*](#F2){ref-type="fig"}) and the length of the window function at that frequency. Here, the smearing had a chimney-like shape typical of wavelet analysis: the smear of information varied from 750 ms at lower frequencies (at 4 Hz: window function of three cycles of 250 ms each) to 80 ms at the highest frequency (100 Hz) around the region of interest. The absence of latency distortion in the absence of ERP confirms the notion that it is the stimulus-evoked activity (and its temporal smear caused by any window-based time-frequency decomposition) that is likely responsible for the prevalence of EEG phase modulations reported to peak in the prestimulus time window in the relevant literature (for a review, see [@B33]).

We showed that a phase difference between the two conditions in our artificially created datasets could be measured well before the latency at which the actual phase modulation was introduced. This temporal displacement could be quite dramatic at lower frequencies, with peak effects being apparently pushed by almost 200 ms. It was evident that the time-frequency content of the ERP was responsible for this apparent shift for at least two reasons: first, the measured latency of the phase modulation directly followed the left edge of the time-frequency content of the ERP ([Fig. 2*B*](#F2){ref-type="fig"}); second, the temporal displacement disappeared when the analysis was replicated without an ERP ([Fig. 2*C*](#F2){ref-type="fig"}).

Our simulations highlight a large uncertainty regarding the latency of EEG phase modulation. Importantly, this uncertainty is expected whenever ERPs are present and signal filtering is used, and would appear to be unavoidable for any experimental measure of phase-dependent perception. Is there a way, then, of uncovering the true latency at which ongoing phase affects stimulus detection?

The WN paradigm {#s6B}
---------------

Here, we sought to experimentally investigate the time course of phase effects using the WN paradigm, i.e., using WN sequences to constrain ongoing brain oscillations in a predictable manner. The IRF can serve to model the relationship between fluctuations of luminance values in the sequence and the brain response at different delays ([Fig. 3](#F3){ref-type="fig"}; [@B28]; [@B21]; [@B35]). It is extracted by cross-correlating WN sequences with the concurrently recorded EEG. These IRFs can then be used to reconstruct the brain activity to any new WN sequences presented. This reconstruction was done by convolving the IRFs with the new WN sequences presented in the second session ([Fig. 3](#F3){ref-type="fig"}). We call this signal the reconstructed EEG: a model of the brain activity in response to the WN sequences.

![White-noise (WN) paradigm. The IRF to WN sequences can be extracted by cross-correlating the stimuli sequence with the recorded EEG: here, an example IRF is shown from one subject on electrode POz. This is what we did in the first session of our experiment. This IRF can, in turn, be used to reconstruct the brain activity (reconstructed EEG) to any new WN sequence by convolution. This was done in the second session of the experiment. The stimulus fluctuations around the target were removed in the second session to avoid any target masking by the luminance ([Fig. 5](#F5){ref-type="fig"}).](enu0031723240003){#F3}

Before investigating the time course of phase effects, we verified that our new paradigm met specific requirements. First, we sought to quantify the correlation between the modeled brain activity (the reconstructed EEG) and the real data (recorded EEG).

### Correlating the reconstructed and recorded EEG {#s6B1}

We first quantified the similarity between the recorded EEG (in session 1) and the EEG reconstructed using the IRF as a model of the background activity in the EEG. This was achieved by correlating the two signals using a 10-fold cross-validation approach: the IRF was computed on 90% of trials, and then used to model the EEG response for the remaining 10% of trials, which we then correlated with the recorded EEG.

A one-sample *t* test revealed that the distribution of the mean (Z transformed) correlation coefficients using the raw signal was significantly different from 0 on all channels, with the mean correlation coefficient across subjects reaching a maximum on electrode Oz with a r of 0.091 (*t*~(19)~ = 7.78, *p* = 2.51\*10^−7^, 95% CI for *r* = 0.066--0.115). We also investigated whether filtered signals would yield a better correlation depending on the frequency band. We found that the correlation strength was strongest for the α-band on channel Oz (mean *r* = 0.163, *t*~(19)~ = 8.21, *p* = 1.14\*10^−7^, 95% CI for r: 0.121--0.204), closely followed by the θ-band on channel POz (mean *r* = 0.125, *t*~(19)~ = 13.69, *p* = 2.69\*10^−11^, 95% CI for r: 0.105--0.144). The other frequency bands had lower correlation coefficients, with, respectively, a mean *r* of 0.058 (channel POz) for the δ-band (*t*~(19)~ = 7.28, *p* = 6.60\*10^−7^, 95% CI for r: 0.041--0.075), a mean *r* of 0.071 (on channel Oz) for the β-band (*t*~(19)~ = 7.80, *p* = 2.42\*10^−7^, 95% CI for r: 0.052--0.090) and a mean *r* of 0.027 (on channel POz) for the γ-band (*t*~(19)~ = 6.16, *p* = 6.37\*10^−6^, 95% CI for r: 0.018--0.037).

To better evaluate the quality of our EEG reconstructions, we decided to run two control analyses, as a basis for comparison. First, we wanted to know how much of the variability in the signal could be explained using the ERP instead of the IRF as a model of the EEG activity to targets presented in WN (for details, see Materials and Methods, Measuring the correlation between recorded EEG and reconstructed EEG). Using the ERP as a model for target evoked activity led to a correlation strength on par with that obtained using the IRF as a model of background activity. The correlation coefficient reached its maximum across subjects over the left central parietal channel (CP1) with an r of 0.099 (*t*~(19)~ = 10.92, *p* = 1.25\*10^−9^, 95% CI. for *r* = 0.080--0.118, see "targets in WN"; [Fig. 4](#F4){ref-type="fig"}). Secondly, we also evaluated the amount of signal variability that can be explained by the ERP to isolated targets in a more "typical" visual-evoked potential paradigm (i.e., without the concurrent WN stimulation), using the data from [@B3]. This was done as a way to estimate the "noise" in a typical EEG setting, for comparison purposes. A one-sample *t* test revealed that the distribution of the mean (Z transformed) correlation across subject reached a maximum over channel (Pz) with an r of 0.115 (*t*~(13)~ = 9.57, *p* = 2.97\*10^−7^, 95% CI for r: 0.089--0.141; [Fig. 4](#F4){ref-type="fig"}, isolated targets). In conclusion, using the IRF as a model for reconstructing the EEG is a useful, although far from perfect (i.e., *r* \< 0.2), characterization of the recorded EEG; although the obtained EEG reconstruction was clearly noisy, the reconstruction error was not much higher than that observed with ERP-based models of target-evoked activity.

![Correlation between reconstructed and recorded EEG. Two models of brain EEG activity were tested: one based on the ERP to targets (left) and the other based on the IRF to WN sequences (right). In both cases, we systematically correlated the prediction of the model with the single trial recorded EEG. For the ERP models, the **"**isolated targets**"** coefficients are based on the dataset presented in [@B3], while the **"**targets in WN**"** are from our own dataset, with the ERP extracted relative to the targets embedded in WN (Fig. 5*C*). For the IRF models, we used the IRF to model the brain response to the WN sequences, and then correlated reconstructed and recorded EEG data using the raw signals, as well as signals filtered in different frequency bands (δ: 2--4 Hz; θ: 4--8 Hz; α: 7--14 Hz; β: 14--28 Hz; γ: 30--60 Hz). The gray dots represent the mean coefficient for each subject (1 dot per subject) across cross-validation runs at the maximum electrode (red dot on the topographies); the error bars represent the 95% CI of the mean (black dot) coefficient across subjects. The topographies represent the mean correlation coefficients across subjects and cross-validation runs. Shaded areas represent channels not significant after FDR correction. Note the difference of color scales for the β and γ correlation coefficients relative to the other topographies.](enu0031723240004){#F4}

### Behavioral results {#s6B2}

In both sessions, the participants had to detect targets embedded in the WN luminance sequences. The contrast of the target with regard to its medium gray background was adjusted to achieve 50% performance at the beginning of the experiment. The mean hit rate across the 20 participants for session 1 was 50.38% (SD: 9.17%) and 45.76% (SD: 10.88%) for session 2. For both sessions, the false alarm rate was relatively low with a mean false alarm rate of 1.65% (SD: 1.35%) and 1.65% (SD: 1.49%) for sessions 1 and 2, respectively. A control experiment revealed that the suppressed luminance fluctuations could not be used by subjects to detect the targets. The mean response rate to catch trials across subjects (i.e., suppressed luminance without targets presented) of 8.94% was not significantly different from the mean false alarm rate of 6.30% (Student's *t* test, *p* = 0.646). Moreover, both were much lower than the mean detection rate across subjects of 52.80% (Student's *t* test, *p* \< 0.002).

A classification image analysis of the data from session 1 showed that the luminance values immediately surrounding the target had a large impact on target detection. Systematically, higher luminance values just before and after the target led to decreased visibility while lower luminance values led to increased visibility ([Fig. 5*B*](#F5){ref-type="fig"}). In session 1, all 20 subjects showed a significant difference in the mean luminance values between detected and missed target trials (independent sample *t* test for each subject, with FDR correction, all 20 peak *p* values below *p* \< 0.0008), and this difference affected at least 3 separate time points for all subjects ([Fig. 5*B*](#F5){ref-type="fig"}). For this reason, we decided to remove luminance fluctuations around the target. In the second session, 87.5 ms (i.e., 14 frames) before the target and 68.75 ms (i.e., 11 frames) after the target were replaced with medium gray values ([Fig. 5*A*](#F5){ref-type="fig"}), the same medium gray used as the target's background. In session 2, this manipulation effectively cancelled the apparent masking or facilitation effects observed in session 1 ([Fig. 5*B*](#F5){ref-type="fig"}): 18 of the 20 subjects showed no significant luminance difference between hits and misses at any time point; the remaining two subjects showed a significant difference at only a single time point. Note that we also verified that all results described in the following section ([Fig. 6](#F6){ref-type="fig"}) remained valid when these two subjects were discarded from the analysis.

![Classification image and evoked response. ***A***, Example stimuli sequences for session 1, when the EEG was recorded, and session 2, when only the behavioral response was recorded. The sequences are centered on the embedded target presentation (at *t* = 0 ms). ***B***, Classification image of the luminance values around the target (at *t* = 0 ms) for detected (orange) and missed (blue) targets. Darker colors represent the mean across subjects and trials. The lighter shades represent the standard error of the mean across subjects. The dotted line represents target presentation. Note that the same sequences were shown to all subjects in session 2. ***C***, ERP evoked by the detected (orange) and missed (blue) targets embedded within the WN sequences. These are computed separately for the recorded EEG for session 1 (top) and the reconstructed EEG for session 1 (middle) and 2 (bottom). Note the absence of visible target-evoked ERP in reconstructed signals for session 2 (bottom). While there seems to be a very strong phase opposition between hits and misses in the reconstructed EEG to session 1, this is likely to be an artifact of the strong relationship between luminance value and behavioral outcome illustrated in ***B***, rather than a direct relationship between phase and perception. Darker colors represent the mean across trials and the lighter shades represent the standard error of the mean across subjects. The dotted line represents target presentation.](enu0031723240005){#F5}

![Z-score of POS for the reconstructed EEG and phase dependent performance. ***A***, Z-scores of the POS values aggregated across electrodes and subjects for the reconstructed EEG for each time and frequency point. Significant time points after a FDR correction (α = 0.05) are outlined in green. ***B***, Z-scores of the POS values aggregated across subjects for the reconstructed EEG at the frequencies and time points inside the largest significant cluster (from 3--8.17 Hz and from −12.5 ms to 250 ms, ***A***). ***C***, Normalized hits ratio depending on the phase bin for the reconstructed EEG at the peak significance (left hand side: 6.1 Hz, +75 ms). For comparison, previously published results linking detection performance and prestimulus phase of actually recorded (rather than reconstructed) EEG signals are replotted on the right hand side (7 Hz, −120 ms; taken from [@B3]). Both phase dependence curves are measured on the same fronto-central channel. Note that in our experiment the phase bins were not realigned between subjects, but that they were realigned (to produce peak performance at 0 for all subjects) for the experiment by [@B3]. The black line represents the mean across subjects (left hand side: 20 subjects, right hand side: 14 subjects), the bars represents the SEM, the red line represents a cosine fit, whose modulation amplitude (in %) is noted above the curve.](enu0031723240006){#F6}

The major advantage of using reconstructed EEG for our purposes is that there is no evoked response to the targets embedded in the stimulation sequences. This is because the luminance of the target frame (medium gray), which is taken into account when the convolution is done, is identical to the luminance of the surrounding frames. In other words, the presence of the target is invisible to the EEG reconstruction process (convolution). In fact, we can see that there is no evoked ERP to the target in the reconstructed EEG for session 2 ([Fig. 5*C*](#F5){ref-type="fig"}).

### Latency of measured phase modulation effects in the absence of ERP {#s6B3}

Because the reconstructed EEG is virtually blind to the presence of target-evoked activity, we can estimate the background or "ongoing" signals around the time of target presentation. Thus, we can causally investigate the dynamics of the ongoing oscillations' influence on perception, without having to restrict our analysis to the prestimulus window due to evoked response contamination.

We applied a standard procedure to evaluate the oscillatory "phase opposition" among groups of trials in which the target was detected versus missed ([@B32]); but in this case, the input data were the reconstructed EEG (obtained by convolution with the IRF) rather than an actually recorded EEG signal. The phase of ongoing oscillations in the θ-band (∼6 Hz) seemed to be significantly different for detected versus missed targets, compatible with findings from previous studies ([@B3]). However, here the largest effect was present at ∼75 ms after target onset (*p* = 1.2242\*10^−6^; [Fig. 6*A*](#F6){ref-type="fig"}). A scalp topography revealed that phase opposition was maximal over frontal and occipital channels ([Fig. 6*B*](#F6){ref-type="fig"}).

We then evaluated the amount of performance modulation that could be explained by the ongoing oscillatory phase at the peak of significance (i.e., 6 Hz and 75 ms), by looking at the normalized hit rate averaged across subjects for electrode Fz (see Materials and Methods). We found that the phase accounted for 11.62% of the performance modulation ([Fig. 6*C*](#F6){ref-type="fig"}, left hand side). As a comparison, the results from [@B3] have also been replotted here. In that experiment, after realigning phase bins across subjects to align maximal performance at zero phase (a procedure which was unnecessary in the present experiment), the ongoing EEG phase at 7 Hz, −120 ms before stimulus onset explained 15.62% of the performance fluctuations ([Fig. 6*C*](#F6){ref-type="fig"}, right hand side).

To summarize, in this experiment, we presented a method to study the dynamics of ongoing oscillations' influence on perception, through the use of WN sequences. We found that the phase of θ-band ongoing oscillations is causally linked to the detection of near-perceptual threshold targets. This rhythmic influence of θ oscillations extended in time up to 200 ms after target onset, but was the largest at ∼75 ms after stimulus and could explain up to ∼12% of the performance modulations.

Discussion {#s7}
==========

In this paper, we sought to reconcile the apparent gap between prestimulus EEG phase effects reported in the literature and the idea of phase as actively shaping perception.

In a first section, we used simulations to show that a phase modulation, artificially introduced 40 ms after stimulus onset, could be reliably detected in the prestimulus period. This depended on the ERP time-frequency content. In fact, we found that, at lower frequencies, the peak phase difference between conditions happened up to 200 ms before the true phase modulation.

The measured latencies for a phase modulation introduced at 7.08 Hz are consistent with the results of [@B3], who found an effect of the ∼7-Hz EEG phase on the detection of near-threshold peripheral stimuli about −120 ms before stimulus onset. Of note, the 7.08-Hz simulation resulted in a median latency of −79 ms (95% CI: −88.5 to −69.5 ms) with 48/100 simulated datasets having a significant POS at −120 ms. Turning our result around, the prestimulus latency observed by [@B3]; −120 ms) could in fact be compatible with the notion that the critical phase for stimulus detection was the phase that occurred during (rather than before) stimulus processing.

It is important to highlight that the latencies reported here via simulations should not be used as a definite guide to determine the latency of the true phase modulation in a new EEG experiment. This cannot be done, because various parameters in the new EEG experiment would differ from those used in our simulations, such as the exact ERP shape on each trial, the parameters of the filters used, or the true latency at which the phase modulation occurs in the brain. All these could have a large impact on the measured latency of the phase modulation. In other words, this simulation was only intended as a proof of concept and cannot serve as an exhaustive or quantitative evaluation.

The implications of our simulations are twofold. First, any study of phase modulation of perception involving sizeable stimulus-evoked activity (that is most, if not all, studies) should be susceptible to temporal distortions of the oscillatory phase effects. Second, the numerous previous reports of prestimulus phasic influences on perception (such as [@B3]; [@B23]) may still be compatible with a true latency of phase modulation at or even after the stimulus onset.

Although the evoked activity leads to a temporal distortion of oscillatory activity, the true latency of phase modulations cannot be retrieved, in our case, by simply subtracting the stimulus-evoked activity (i.e., the ERP) from the EEG signal --although this approach has been successfully used in other studies ([@B29]) to untangle the relative contribution of "evoked" (i.e., phase locked) and "induced" oscillations (i.e., nonphase locked). In our case, the postulated phase modulation effects are actually phase-locked to the stimulus onset (i.e., we hypothesize that all hits tend to show a similar oscillatory phase relative to stimulus onset, and likewise for the misses). Subtracting condition-specific ERPs from each trial would effectively flatten any systematic phase differences between the two groups. On the other hand, simply subtracting the common ERP for hits and misses from single-trial data are also not a viable option, because it is likely to introduce artefactual phase opposition when the ERPs between conditions differ.

In a second section, we presented an experimental method based on linear-systems analysis methods ([@B28]; [@B21]; [@B35]): the WN paradigm. This paradigm effectively allows us to bypass the effects of the target-evoked ERP. Thus, we could estimate, for the first time, the true latency at which ongoing EEG oscillations influence perception. Using the EEG IRF ([@B35]) to WN luminance sequences, we reconstructed (rather than recorded) the brain activity of subjects to new sequences, by convolving the IRF with the stimuli sequences. The reconstructed EEG allowed us to estimate the ongoing (background) oscillations before and after each presented target without the evoked response which could have biased our ability to measure the phase modulation (as shown in our simulations).

We found that the reconstructed EEG is a (relatively) good model of the recorded EEG: the two signals were significantly correlated, with the highest correlation in the α- and θ-bands. The coefficients were relatively small, meaning that at most *r* ^2^ = 0.163^2^ = 2.7% (at the maximum channel in the α-band) of the variance of the EEG signal was driven by the luminance sequence in a way that we could predict with the IRFs.

On the one hand, it might seem that this is a very small amount of variance explained. For example, using a similar approach, [@B16] predicted the stimulus-driven response of neurons to auditory stimulation ([@B16]). They constructed various models of spike production based on linear spatiotemporal-response filters but also added various nonlinear factors on the prediction ([@B16]). The best model, which included phase dependent variations in the sensory gain and the background firing of cells, could explain up to 30% of the variance (*r* ^2^) in the original signal. This increase of variance explained (relative to the present findings) can be attributed to the method used: LFP and multi-unit activity recordings are less subject to noise than scalp measurements like EEG. In fact, [@B20], who also evaluated correlation strength between reconstructed and recorded EEG using the VESPA as a model for brain activity, found correlation values similar to ours: he reported a mean correlation coefficient of 0.084 over channel Oz ([@B20]). Moreover, using a nonlinear (quadratic) model for the VEP only marginally improved the amount of signal explained by the model (mean *r* across subjects of 0.097; [@B20]).

On the other hand, it is important to remember, that EEG is a noisy method of recording, especially when looking at single-trial data ([@B27]). The small amount of signal variability explained in the present and Lalor's experiments ([@B20]) might thus be due to the inherently noisy nature of EEG recordings. The rest of the EEG signal variance could reflect other cognitive functions (such as endogenous attention or arousal levels) or noise in the system, in the EEG recording or in the EEG reconstruction procedure. Of more interest is the fact that the IRF-based models reported here are on par with ERP-based models, explaining just as much variability in the signal, if not more. ERPs are however routinely used in experiments and considered a meaningful measure of brain activity.

Finally, despite the apparently small percentage of variance of the original EEG signal explained in our study, it could well be that this small portion of the signal is the only oscillatory activity whose phase actually modulates visual perception. In other words, we may only be able to predict a small portion of the recorded EEG signal, but our prediction was sufficiently accurate to capture most of the existing relation between EEG oscillatory phase and perception ([Fig. 6*C*](#F6){ref-type="fig"}, ∼12% modulation in our case, compared with 16% modulation in the study by [@B3]). Using the reconstructed EEG, we found that the phase of θ (∼6 Hz) oscillations was related to the detection of near-perceptual threshold targets, as suggested before by [@B3]. But crucially, the phase between detected and missed targets was significantly different from 50 to 150 ms after stimulus presentation, with a peak at 75 ms over fronto-occipital channels. This new approach thus allowed us to uncover the true latency at which ongoing EEG oscillatory phase influences visual target detection. This could not be done before, as the presence of the ERP usually biases the detection of phase effects toward prestimulus time windows, as demonstrated in the first section. This, however, is not a problem within the present approach because only the ongoing oscillations are modeled, not the ERP.

This paradigm allowed us to explore the true latency of the effect of oscillatory phase, unbiased by evoked responses, but it also opens up a wide range of avenues of investigation. For example, it would be possible to investigate the effect of stimulus-driven ongoing oscillation amplitude on perception. In particular, this could help us untangle the contributions from stimuli driven versus top-down driven oscillations in different tasks. Indeed in our paradigm, only the ongoing oscillations directly driven by the stimuli are modeled, and thus we could evaluate their influence on performance, and compare this to the performance modulation of actually recorded EEG activity, in which top-down effects are also present.

Interestingly, this paradigm can also provide a bridge between EEG findings and other findings linking spiking activity to ongoing oscillations at the level of local neuronal populations. If the oscillations reflect the excitatory state of the population, the phase that should matter is the one expressed in the cortex at the exact moment when the stimulus information is processed. In fact, our results support this hypothesis. Further, our study lends support to the hypothesis that perception is rhythmic, and that ongoing oscillatory phase marks the underlying sampling mechanism of the environment. Here, the phase of the reconstructed EEG influences perception in a causal manner: it shapes our visual world as soon as the target enters the brain.
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Reviewing Editor: Bradley Postle, University of Wisconsin

Decisions are customarily a result of the Reviewing Editor and the peer reviewers coming together and discussing their recommendations until a consensus is reached. When revisions are invited, a fact-based synthesis statement explaining their decision and outlining what is needed to prepare a revision will be listed below. The following reviewer(s) agreed to reveal their identity: Jason Samaha, Saskia Haegens

The reviewers and I have looked over the two reviews, and are in accord that all the points raised here are important, and would need to be satisfactorily addressed in a revision.

Reviewer \#1:

This paper provides compelling evidence from simulations that prestimulus phase-perception relationships could in fact reflect phase differences early in the post-stimulus time window. Then, using an EEG reconstruction technique which removes stimulus-evoked responses from the signal, the authors show that early post-stimulus phase does indeed differentiate detected from undetected stimuli. These findings help reconcile an apparent discrepancy in prior work as to why prestimulus phase is observed to predict perception when this relationship should be maximal during the first stages of stimulus processing. This work will surely alert future researchers to the importance of considering how evoked responses influence measures of phase opposition.

The methods are sound and are clearly explicated. My only concern is that the core of the authors argument for recovering the true latency of phase effect seems to rest on the familiar distinction between the evoked (phase locked) and induced (non-phase locked) responses, but the authors do not discuss it as such. If I understand, it is the ERP that contaminates the estimation of phase opposition and when it is removed (as in the simulations, e.g., fig 2) then the true latency is revealed. It would seem that a simpler solution would be to run the phase opposition measures only on the induced component of the data, for example, by subtracting the ERP from individual trials.

Does the data from Busch et al 2009 reveal post-stimulus phase opposition once the ERP is removed? What about the data from the first session of the present experiment? Although the EEG reconstruction analysis is certainly innovative, it does not seem like a flexible enough paradigm to apply in all situations where phase opposition would be of interest. If analyzing only the induced activity produced similar results this would be an easily implemented analysis for almost any paradigm. If this approach fails, however, then some discussion of it would still be helpful for someone like me who came away from the paper impressed, but thinking that there was a more general solution to isolating the non-phase locked activity that had been missed.

A few minor points:

The data are interpreted, several times, as providing evidence for a causal influence of phase on perception, although I am not sure how the claim of causality is justified given the correlational nature of the design and analysis.

In the second session when the luminance just prior and after the stimulus is kept constant, how does this not signal the presence of the target to the subject? I guess there are a number of no target trial to estimate false alarm rates, but I couldn\'t find mention of them in the methods or how frequent they were.

Reviewer \#2:

The authors seek to resolve the puzzling fact that most of the "pre-stimulus phase influences perception" observations in the literature are reported to peak in the order of 100 ms prior to target onset (rather than when the stimulus is actually being processed). Using simulations, as well as a clever way of reconstructing EEG signals so as to avoid the disruptive effect of ERP on phase analysis, they show that the actual critical phase for perception is a frontal/occipital theta oscillation around 75 ms after target onset, i.e., when effective processing conceivably takes place.

I think this is a really interesting study, carefully executed, and resolving an outstanding issue that has puzzled the field. The manuscript was a pleasure to read. My comments mostly pertain to issues of clarification.

1\) While the reported results are pretty intriguing, reading the manuscript I was puzzled by the fairly low correlation between reconstructed and recorded EEG, with a max r of .16 for alpha, meaning about 3% explained variance (and even less for the other rhythms/sites). This signal explains \~12% modulation of behaviour. To be fair, the authors extensively discuss this and raise some important points, but I\'m still trying to understand the meaning of this finding. Do the authors propose that if there was no noise in the EEG, that more behavioural variance could be explained based on these same prestimulus phase effects, or that the remaining variance is explained by other mechanisms?

Also, regarding the comparison to the Busch et al study (which reports \~16% modulation), wasn\'t that effect based on spontaneous prestimulus phase fluctuations, while the current one is based on oscillations directly driven by the (ongoing) stimulus sequence (i.e., the white noise stream)? Do the authors think this reflects the same underlying mechanism? I would argue that the "spontaneous" part is not exactly captured in the current model.

2\) page 17 lines 11-14, the "even" vs "only" phrasing almost suggests as if this is a surprise. I would rephrase to just point out that the analysis window varied from 500 ms length (2 cycles of 250 ms for 4 hz) down to 80 ms, and that this closely matches the observed latency shift. To fully drive the point home, the authors could even consider correlating the latencies from fig2A with the window length (or alternatively, do a t-test on latency vs half window length - not sure if that would work though), rather than rely on visual appreciation of the effect.

Related to that, it might be insightful to also make this explicit for the comparison with the Busch et al. study (page 23 last paragraph and page 26). Not sure if this holds up, but if for 7 Hz 2 cycles were used (?) that would mean half window length of \~140 ms, 3 cycles would be \~215 ms. How does that match the difference in latency of the effect (-120 ms in the original study, +75 here)? I understand there wouldn\'t be a perfect match, given actual latencies in the brain, shape of ERP, etc, but making this explicit might be a bit more insightful for the reader.

3\) Why did phase bins have to be realigned for recorded but not reconstructed EEG? Maybe I am missing the point, but the reconstructed EEG was computed per subject, so why is similar inter-subject variance not present in those data?

4\) While overall the methods section is pretty clear, there is a bit of (unnecessary) mixing of results and methods, in that some results are already brought up in the methods section. e.g., page 13 lines 4-5. I would suggest to leave those reports for the results section. In the same light, figures are not discussed in order, which is a bit confusing (e.g., figure 5 is discussed before fig 2, fig 6 before fig 4, etc.), lot of jumping around there. Maybe just refrain from referring to result figures in the methods section altogether, and stick to the methods only there.

5\) just for clarification: page 6 line 2, here baseline ITPC means ITPC for the combined conditions, right? not ITPC on the actual baseline window?

6\) page 7 lines 16-17, was the freq of interest varied over trials? (i.e, one freq per trial?) or over simulations? This is not clear from the text. Since I did not get that part, i also don\'t know how to interpret the "48/100" on page 23 line 22.

7\) page 12 line 23: what is meant with "shuffling the surrogate rank"?

8\) figure 2 caption could be a bit more straightforward:

first describe panel A: with ERP

then B: the ERP, which was included in A (saying that it was added to A is confusing, one could read it the wrong way around).

then C: similar as A but without ERP

9\) page 16 sentence starting at line 20, I suggest rewriting this sentence for clarity.

10\) page 17 line 10 and 16, I would use "window function" or "analysis window" rather than "filtering window", for clarity.

11\) typo page 11 line 6, reminder \> remainder

page 17 line 15, comforts \> confirms?
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