We extend the results of G. Garkusha and I. Panin on framed motives of algebraic varieties [4] to the case of a finite base field, and extend the computation of the zeroth cohomology group
Introduction

Framed correspondences and Morel's theorem.
In the unpublished notes [12] V. Voevodsky introduced the theory of framed correspondences. This theory grew and blossomed to the the theory of framed motives introduced and developed by G. Garkusha and I. Panin in [4] , [5] , [1] , [6] . The theory of framed motives gives an explicit fibrant resolution of spectra of smooth algebraic varieties, and in particular of the sphere spectrum. A consequence is the identification of the zeroth motivic homotopy groups π 0,n (S)(pt) over an infinite perfect base field k with the zeroth cohomology of the Suslin complex of the (pre-)sheaf of stable linear framed correspondences. In [9] A. Neshitov computed the zeroth cohomology group above as the Milnor-Witt K-theory when the base field has characteristic zero
This recovers the remarkable theorem by F. Morel [10, Theorem 5.40] for the fields in characteristic 0. Our work extends the results of [4] to finite fields. and extend Neshitov's computation [9] to perfect fields k of odd characteristic. This recovers Morel's theorem for perfect fields of odd characteristic.
The assumptions on the base field in this paper are as follows:
• In section 2 the base field can be arbitrary;
• In section 5 the base field is assumed to be perfect.
The assumption on the characteristic is not used in proofs in the present text, but is needed for the strategy of proof in [9] because of the reliance on the theories of framed motives and Chow-Witt groups.
Additional ingredients
The present text is written as a complement to the papers of G. Garkusha and I. Panin, and A. Neshitov. We only give new proofs of the statements in [4] and [9] which require additional assumptions on the base field. That is, we remove the assumptions on the base field being infinite or of characteristic 0. Here is a list of the arguments in [4] and [9] which must be modified:
1) As written in the introduction to [4] the single ingredient which requires the base field to be infinite is the homotopy invariance theorem for stable linear framed presheaves, which is an analogy of Voevodsky's homotopy invariance theorem for presheaves with transfers. The homotopy invariance theorem over infinite perfect fields is proven in [5] . The proof is based on some list of injectivity and excision isomorphism theorems for stable linear framed presheaves.
In section 2 we prove some variant of finite descent for framed correspondences. With the finite descent theorem we prove the properties required by [5] and [4] for presheaves over finite fields.
2) In Neshitov's work the characteristic of the base field must be zero in two places:
2.1) In the proofs of moving lemmas [9, lemma 4.11, lemma 5.4].
The first moving lemma allows to 'split', up to homotopy, an arbitrary linear framed correspondence c ∈ ZF r(pt, G n m ) into a difference of two framed correspondences c
− ∈ ZF r(pt, G n m ) such that the (non-reduced) supports of c + and c − are finite sets of closed points (not necessarily rational). Neshitov call such correspondences simple correspondences. The second moving lemma moves a framed correspondence in F r n (pt, pt) to a correspondences with (non-reduced) support a finite set of rational points.
The assumption on the characteristic in the proof of the first moving lemma is due to the reliance on the generic smoothness theorem [7, III, Corollary 10.7] . The generic smoothness theorem is applied to the curves defined by the functions of a framing except one. The proof of the second moving lemma uses existence of a separable polynomial in one variable with rational roots of arbitrary degree.
In section 5 we reprove the moving lemmas of Neshitov without any assumptions on the characteristic. The proof of the second moving lemma ([9, lemma 5.4], or lemma 5.12 of the current text) is relatively simple, and the original proof can be easily modified with just one small additional argument.
The strategy of proof of the first moving lemma over an arbitrary field is completely different. For a given framed correspondence the moving process consists of two parts: Firstly we move the framing functions to generic position (see prelemma 5.3) but do not modify the support of the correspondence (and neither the framing functions on the first order thickening of the support). Next in lemma 5.5 we change the framing functions φ i in the opposite order from the nth to 1st function to obtain a so called (i)-simple linear framed correspondence. Here (i)-simpleness is a "continuous version" of the notion of simpleness of framed correspondences, see definition 5.1. In particular a (0)-simple framed correspondence is simple.
2.2) In the proof of the Steinberg relation in
More precisely the Steinberg relation states that for any x ∈ k − {0, 1} the class of the map
The proof given in [9, 8.9] actually proves this for any field k, char k > 3. The requirement on the characteristic arises because of a certain curve of degree 3 and traces with respect to extensions of degree 3, which play an important part of the proof. The curve is the same curve which is used in the identification of the diagonal of motivic cohomology with Milnor K-theory in [13] . However, in the case of Cor-correspondences this does not impose any restrictions on the generality of the base field. This is because traces for Cor-correspondences do not involve derivatives of functions, in contrast to what is the case for traces for framed correspondences defined in [9] .
We replace the proof with precise framed homotopies by reference to the geometrical proofs in [8] , [11] and [14] of the Steinberg relation in the category SH
• (k). And due to the isomorphism (1.1) this implies the Steinberg relation in H 0 (ZF(∆ • , G ∧2 m ).
Characteristic two.
In the case of the characteristic two the scheme of the proof form [9] combined with the results of the present article gives the surjective homomorphism
The injectivity would follows form the existence of the left inverse homomorphism. Such a homomorphism was constructed in [9] using the theory of Chow-Witt cohomologies. The key ingredient to extend the proof for this case are pushforwards for Chow-Witt cohomologies over a fields of characteristic two, which construction needs the pushforwards for Witt cohomologies.
On other proofs of theorems for framed motives over finite fields
Similar results on framed motives over finite fields (presented in section 3) were simultaneously and independently obtained by other authors: In [3, Appendix B] similar results are obtained in terms of the conservativity property of the scalar extension functors. The basic construction on the level of correspondences is close to ours. Also, there is an alternative construction of the descent map due to Alexey Tsybyshev based on the homomorphism
The present proof of the result about framed motives over finite fields has already been submitted at arXive in a preliminary form in the Appendix [15] . It was just a temporal place for the publication of the first part while other parts of the present work ware in process.
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Finite descent
Throughout the text we work with explicit framed correspondences and its classes in the group of linear framed correspondences. We refer the reader to [4, definition 2.1, definition 8.4] for the definitions. Definition 2.2. Let Λ l ∈ F r 1 (pt, pt) be the framed correspondence defined by the function
, and let Λ ′ l ∈ F r 1 (pt, pt) be the framed correspondence given by hm if l = 2m and hm + 1 if l = 2m + 1, where h = 1 + −1 is the hyperbolic plane.
Here 1 ∈ F r 1 (pt, pt) is the framed correspondence defined by the function x on A 1 (i.e., Λ 1 ), and −1 ∈ F r 1 (pt, pt) is the framed correspondence defined by the function −x on A 1 .
is an open subset, and φ = (φ i ) i=1,...n is a vector of regular functions φ i ∈ k[A n X ], then to shorten the notations we often omit writing either the support Z or the Zariski neighbourhood, and write c = (V, φ, g) or c = (Z, φ, g). Moreover, if Y = pt then we omit the canonical map g and write c = (V, φ) or c = (Z, φ).
Denote by λ ∈ F r 1 (pt, pt) the framed correspondence given by (A 1 , λx).
For any positive integers l 1 , l 2 and any n 1 , n 2 such that
Proof. The first statement is [9, remark 7.8] . For the readers convenience we repeat the proof: Firstly we note that in the group of linear framed correspondences ZF r 1 (pt, pt) we have
Then by induction it follows that [
The second statement is then straightforward.
Sublemma 2.5. For any separable finite extension
Proof. The homotopy in F r 1 (pt, pt) is given by the function λf
Definition 2.6. Let Γ ′ → Γ be an embedding of a small categories. We say that the embedding is good with respect to descent if and only if for each pair of morphisms γ 1 , γ 2 ∈ Γ such that the composite γ 1 • γ 2 is defined, γ 1 or γ 2 is the image of a morphism in Γ
′ .
An example of an embedding which is good with respect to descent is a lifting problem in a square. Then Γ ′ is the commutative square and Γ is the square with the lift adjoined.
Definition 2.7. Let Γ be a small category. A weak (homotopy) Γ-diagram in the category ZF * (k) is a map γ : Γ → ZF * (k) such that for any morphisms
. Weak (homotopy) Γ-diagrams in the category of pairs ZF pr * (k) are defined similarly.
Lemma 2.8. For any small category Γ there is a small category Γ s such that any Γ-homotopy weak diagram in the category of pairs has an interpretation as a weak Γ s -diagram in the category ZF * (k).
Proof. We note the following: (1) An equality [
. (2) Any morphism in the category of pairs (X, U ) → (Y, V ) in the category ZF r * (k) is represented by a commutative square in the category of correspondences
An equality in the category of pairs is equivalent to the existence of the diagonal in the square above. The lemma is proven in two steps: 1) Firstly using observation (1) above we can replace all equalities in the diagram ZF r
We denote the resulting diagram by γ ′ . 2) Next we replace each vertex (X, U ) of γ ′ by the pair of vertices X ← U , we replace each arrow by a square of the form (2.9), and add a diagonal arrow to the square for each relation of the form
Lemma 2.10. Let K 1 , K 2 be two finite field extensions of a finite field k, such that deg 
, and let pr : S → Spec k be the projection. Then lemma 2.4 and lemma 2.5 imply that
To define the required lift γ for any morphism α ∈ Γ that is not a morphism in Γ ′ we put
where X and Y are varieties (or pairs) that are the source and the target of γ S (α), X × L S is the base change of L S with respect to X → pt, and · is the external product of correspondences (if
Now let α, β ∈ Γ be a pair of morphisms such that the target of α is equal to the source of β. Let X and Y be images of the source and target of α in ZF * (K), and let Y and Z be images of the sources and target of β in ZF * (K). Since the embedding Γ ′ → Γ is good with respect to descent, for any such a pair either
/ / Z Corollary 2.13. Suppose that there is an integer N such that for all field extensions K/k of degree deg K/k ≥ N there is a lift of some diagram in the category Sm k (Sm pr k ) to a weak (homotopy) diagram in ZF * (k) (or ZF * (k)). Then there is a lift of this diagram over k.
Proof. Consider any two separable extensions K 1 /k, K 2 /k of degrees prime to each other. Proof. The claim follows if we consider the towers of extensions of degrees p and q for two different prime numbers.
Lemma 2.15. Let B ⊂ A n k be a closed subscheme in affine n-space over some field k. Then there is N ∈ Z such that for all field extensions
This is impossible if f is nonzero and deg K/k ≫ 0, since the number of rational roots of a nonzero one-variable polynomial is not greater than its degree. Now the finite descent result 2.13 allows us to extend the main result of [5] to finite fields.
3 Strict homotopy invariance and framed motives over finite fields Theorem 3.1. Any homotopy invariant linear framed σ-stable presheaf F over a finite field k is strictly homotopy invariant.
We give two proofs of the theorem, the first one is based on the modification of some inner steps in the original proof by Garkusha and Panin, and the second one is a quick deduction of the statement form corollary 2.14 1 .
The first proof of theorem 3.1. The proof of this theorem for infinite fields relies on the injectivity and excision isomorphisms given as theorem 2.9-2.14 in [5] . All of the theorems reduce to questions on lifts of morphisms in certain diagrams. The infiniteness of the base field is used in two different ways in the proofs of theorem 2.9-2.14 in [5] :
1) For the first type of usage of the infiniteness of the base field, which covers almost all use cases, it is sufficient to assume that the base field is large enough. Typically the proofs use some geometric constructions which require us to choose some objects parametrised by affine or projective space in generic position with respect to some proper closed subset. Finding these objects amounts to choosing a rational point in some non-empty open subscheme in affine space over the base field. By lemma 2.15 any non-empty open subset of affine space has a K-rational point for all fields K/k, deg K/k > N for some N ≫ 0. Combined with finite descent (corollary 2.13) this adapts these types of proofs in [5] to finite base fields.
We give a list of the proofs of [5] which rely on such techniques: In (1.1), when performing theétale excision, to construct a relative curve with a "good" compactification it is necessary to choose some projection in affine space such that the restriction to some smooth subscheme of codimension one isétale; Such projections are also used in (1.2) for the construction of the morphism from theétale neighbourhood V of the support of the framed correspondence to the target Y of the framed correspondence; In (1.3) in the injectiveétale excision when choosing a section of a line bundle on a projective curve that does not satisfy some closed property.
2) The only place where the infiniteness of the base field is used in a different manner is for the excision on the relative affine line A 1 U over a local base. In this argument infiniteness of the base field implies that some small category of neighbourhoods in A 1 U is cofinal. However, to prove excision on the relative affine line for framed correspondences we can use the same strategy of proof that was used to prove excision on the relative line for GW Cor correspondences in [2] . For this argument infiniteness of the base field is not necessary.
The second proof of theorem 3.1. The injectivity and excision theorems are proved in [5] for any infinite base field. Then corollary 2.14 implies these theorems for finite fields. Hence the claim follows, since injectivity and excision theorems implies the strict homotopy invariance theorem.
The homotopy invariance theorem above is the only ingredient in the theory of framed motives which depends on the infiniteness of the base field. Hence theorem 3.1 implies that all results on framed presheaves and framed motives proved in [4] hold over finite fields of odd characteristic as well.
In this text we are interested in the following computation of the zeroth homotopy groups.
Theorem 3.2. Let k be a perfect field, char k = 2, then
perfect fields in positive characteristic
Very briefly Neshitov's proof [9] consists of the following two main steps: 1) Construct the ring homomorphism Ψ :
2) construct the ring homomorphism Φ :
3) show that Ψ is surjective.
Since K MW (k) is defined by explicit generators and relations to do step 1) we have to give the image of each generator and show that the corresponding relations are satisfied in H 0 (ZF (∆ • , pt)). The only relation proven with assumptions on the base field is the Steinberg relation. Formally the text is written under the assumption that char k = 0, bu actually the proofs works for any field k, char k = 2, 3. The geometric reason is that the proof uses a curve of degree 3. This yields (see the proof of lemma 8.9) the Steinberg relation up to 12-torsion in H 0 (ZF (∆ • , pt)). So the computation of the traces along separable extensions of some elements H 0 (ZF (∆ • , pt)) [9, lemma 8.7] implies the claim over any field k such that the algebras k( l √ a), for l = 2, 3, are separable over k. The construction of the map Φ is based on the theory of Chow-Witt groups defined by BargeMorel and developed by Fasel (namely the pushforwards, ring structure and the projection formula for Chow-Witt cohomologies are used). This leads to a reduction to the case of a field k of characteristic not 2, since this is a necessary assumption in the work of Fasel.
The surjectivity of Ψ follows from a moving lemma, which states that any framed correspondence form pt to pt is A 1 -homotopy equivalent to a correspondence with smooth support, i.e., the support being a finite disjoint union of points. Actually, this allows to define implicitly a left inverse to Ψ mimicking the construction of Φ. The mentioned moving lemma is proven for any field k of characteristic 0.
The assumption on the characteristic is needed for the three following statements:
) is equivalent to the class of somec ∈ ZF (pt, G 
Proof. See [8] and [14] for (1) . The second claim of (2) follows immediately from (1) and theorem 3.2. The first claim of (2) follows from (1) applied to the base field k(x) and the injectivity theorem for stable linear framed presheaves.
So applying the results listed above we get the isomorphism
(k), n ≤ 0 for a perfect filed of odd characteristic. In more details let's summarise again: for any filed k we obtain a homomorphism
; for a perfect filed k the moving lemmas implies that it is surjective; the left inverse homomorphism [9] over a fields of characteristic different from 2.
Moving lemma
In this section we prove lemma 4.1 and lemma 4.2. In this section we assume that k is perfect. Warring: the proof of the main lemma in this section contains two consequent inductive reasoning with many notations and indexes, during reading and editing the authors have already fixed a lot of mistakes, but we are still now sure that we have corrected all of them; so the text of this sections should be considered as a text under the clearing process.
e , is said to be an (i)-simple correspondence iff there is a vector of sections (
2) Z ⊂ P n − B n , where B n = 1≤i<n Sing Z red (s 1 , . . . , s i ), and
Remark 5.2. Since the base field k is perfect, the last condition in the definition of (n)-simple correspondence is redundant.
, and denote Z = Z(s). Then there is a vector of sections
, and such that Z red (
• s i ). Here P n−1 ⊂ P n is the subspace at infinity and t ∞ ∈ O(1),
Proof. We will prove that ∀l ∈ Z, 1 ≤ l ≤ n, there is a vector of sections
i and such that
The proof is by induction on l ∈ Z. The base case l = 0 is clear. Assume inductively we have proven (5.4) for some l. We will prove the claim for l + 1. Let (s i ) be a vector of sections such that condition (5.4) holds. Now we need to construct a section
, and such that
Consider the scheme Z l−1 = Z red (
• s 1 , . . .
• s l−1 ) and the reduced closed subschemes
, and by the above this implies that
l , and
To get the claim we have to show that Z l ⊂ B l . By the above dim Thus for l = n we've got the sections
• s n−1 ) ⊂ B n−1 . To finish the proof it is enough to note that since k is perfect, it follows that Z red (
Proof. The proof follows immediately from lemma 5.6 and lemma 5.8. 
, where P n−1 ⊂ P n is the subspace at infinity and t ∞ ∈ O(1), Z(t ∞ ) = P n−1 . Similarly we can choose sections
The functions λv
). Then applying PreLemma 5.3 we can change c in such way that for a new vector of sections (s i ) we have
Since the original framed correspondence c is equivalent, up to homotopy, to the resulting framed correspondence, we denote the resulting framed correspondence by the same symbol c ∈ F r n (pt, Y ). Consider the closed subscheme of dimension oneẐ n = Z red (s 1 , . . . s n−1 ) ⊂ P n . Since k is perfect, the generic point ofẐ n is smooth. Let C be the union of the irreducible components ofẐ n that intersect Z, where Z is the support of c. Since
where U c is the complement in P n of the open subscheme U = g −1 (Y ), and g = (e j /t
. Now applying sublemma 5.11 to the curve C, the closed subsets D 1 , D 2 , and B = D ∪ Sing C, the section t ∞ of the ample sheaf O(1), and the invertible sheaf L, for all field extensions K/k, deg K > R for some integer R, and for all d 
Thus we see that c Proof. Consider the closed subscheme of dimension oneẐ i = Z red (s 1 , . . . (s 1 , . . . s i ) ) is the tangent vector space. On the other hand, by assumption Z ′ is smooth, where
. . s n )). Hence the gradients dφ j of the functions φ j = s j /t dj j , j > i, are linearly independent on T ; and consequently the gradients dφ j , j > i, are linearly independent on the tangent space T z (Z(s 1 , . . . s i−1 )) ⊃ T . Thus z is a smooth point onẐ i , and hence there is a smooth Zariski neighbourhood of z.
The rest of the proof is similar to the proof of lemma 5.6. Namely, let C be the union of the irreducible components ofẐ i that intersect Z i . Then there are line bundles L and
Applying sublemma 5.11 to the curve C, and the closed subsets D 1 , D 2 , and B = D ∪ Sing C we obtain the claim over all field extensions K/k, deg K > R for some integer R. The finite descent of section 2 finishes the proof similarly as in the previous lemma. Proof. Consider the affine space To find a section s satisfying the requirements of the lemma is equivalent to finding a rational point in U d for all d greater than some integer N . We want to prove that
is an open subscheme in an affine space over k, it suffices to show that there exists some integer N such that for all d > N we have U d = ∅. At the same time, to prove that (U d ) = ∅ it suffices to prove this over an algebraic closure k/k, that is, (
Thus we need to prove that U d = ∅ for all d greater than some N under the assumption that k is algebraically closed. For an algebraically closed field k the property that Z(s) is non-reduced for some s ∈ Γ d means that there is some point p ∈ C, such that s Z(I(p) 2 ) = 0. Since the sections r and r ′ are invertible, we can assume in addition that p ∈ C ′ , where 
To prove (5.10) it suffices to prove that for some d ∈ Z and for all p ∈ C ′ , the restriction homomorphism r I(p) 2 ) ∐ D, L(d)) is surjective. Consider the scheme C ′ × C as a relative curve over C ′ , and let ∆ ⊂ C ′ × C be the graph of the embedding C ′ ֒→ C. Then the set of points p ∈ C ′ such that r d p is not surjective is equal to
where pr : 
