Introduction
The security of statistical databases has been studied for a long time. In this case the database is only used to obtain statistical information and therefore no individual data is supposed to be obtained as a result of the performed queries. Of course, the user is not allowed to query individual records, still, using only statistical types of queries, it might be possible to make inferences about the individual records. Several authors investigated earlier the possibility of introducing restriction for the prevention of database compromise, which include data and response perturbation, data swapping, random response queries, etc. One of the natural restrictions is to allow only SUM queries, that is queries which return the sum of the attributes corresponding to a set of individuals characterized by characteristic formula. For more detailed explanation of these terms see Denning [2, 3] . In all of these cases it was assumed and will be assumed throughout the paper as well that outside user or attacker do not have any further information about the database, only the answers to the SUM queries (e.g., they do not know about any functional dependency).
Let the database consist of n confidential records, which are real numbers x 1 ; . . . ; x n . Introduce the notations ½n ¼ f1; 2; . . . ; ng and 2 ½n ¼ fA ½ng. The user may choose any subset A of ½n and request the sum P i2A x i . We say that the database is compromised if one of the x i 's can be determined from these sums, which are on the disposal of the user. For example, if jAj ¼ 1, A will consist of one element, whose value would be obviously disclosed; therefore, only sets of size > 1 are allowed to choose.
Chin and Ozsoyoglu [1] introduced an Audit Expert mechanism for the prevention of database compromise with SUM queries. Audit Expert will keep track of which queries it has been previously answered and decline to answer the next query if it would, together with the previous answers, lead to a compromise of the database. For instance if the first two queries were f1; 2g and f2; 3g then f1; 3g cannot be answered as a third query since
determines x 3 (and also x 1 ; x 2 ). It is easy to see that if the sets A are chosen independently, then the procedure end rather early with a high probability. This fact justifies the other approach. Here the set of possible queries is fixed in advance and the problem is to maximize the number of these queries. Miller et al. [7] determined the maximum number of SUM queries for this mechanism, which is
For example, in the database below one can ask the sum of the salaries of the individuals chosen the same number (i ¼ 0; 1; 2; 3) of them from both of the sets fBush, Carter, Clintong and fJohnson, Kennedy, Nixon, Reagang. In such a way one will chose À Á queries. Clearly, the given database and the one obtained from this one by lowering the salaries of fBush, Carter, Clintong by 1,000 and increasing the salaries of fJohnson, Kennedy, Nixon, Reagang by 1,000 will give exactly the same answer to these queries and therefore no individual salary can be exactly calculated from this set of questions (Table 1) .
Miller et al. [7] converted the problem to an extremal problem for matrices and to an extremal problem for subsums of real numbers (see below). Griggs ([4] ) observed the close correspondence between their problem and the famous LittlewoodYOfford problem ( [6] ) of combinatorial number theory.
There are many analogous problems, generalizations of the one above. The first one is the case of relative compromise, when the difference x i À x j ði 6 ¼ jÞ is determined from the answered queries. Again, the maximum number of queries which can be answered without a relative compromise is to be determined. This problem has been solved in [8] with giving the best construction, as well. We call the attention of the interested reader to the survey paper [5] of Griggs which shows many of the similar generalizations and its unifying approach makes easier to understand the theory.
A natural restriction of the above question is the restriction of the size of the SUM queries, that is assuming that the sums may involve at most k members. E.g., if in the above database we only consider SUM queries summing up three data, a possible scheme of them without compromising the database is to ask the sum of the salaries of three gentlemen, two chosen from the set {Bush, Carter, Clinton, Johnson, Kennedy} and one from the set {Nixon, Reagan}. Therefore altogether
À Á ¼ 20 queries are made, and, again, by increasing the salaries of {Bush, Carter, Clinton, Johnson, Kennedy} and decreasing the salaries of {Nixon, Reagan} with the same amount shows that no individual data can be gained from this set of statistical queries.
In Section 2 we will carry on a sequence of transformations of the original problem, most of them repeated (or simply referred to) the transformations done by Chin and Ozsoyoglu [1] , Miller et al. [7] and Griggs [5] to formulate the combinatorial problem what is needed to be solved here. It is an extremal problem on a family of at least k-element subsets of an n-element set.
Section 3 is devoted to this combinatorial problem. Theorems 3.1 and 3.7 give the exact solution if n is large relative to k.
In Section 4, we will answer the original statistical database question. We obtain the exact maximum number of the SUM queries involving at most k data without compromising the database in the case when the number of data is much larger than the size k of the restriction. 
Deriving the combinatorial problems
Let us be given n real numbers fx 1 ; x 2 ; . . . ; x n g (like salaries of n individuals in the sample database) stored in a database. A possible SUM query is to ask P i2A x i for some A ½n and we would like to maximize the number of these queries (maybe with some other side constraints) such that they will not determine any of the original x i 's. That is we would like to give a family of subsets of X, A ¼ fA 1 ; A 2 ; . . . ; A m g, maximize m, such that the sums f P i2A j x i : 1 r j r mg do not determine any of the x i 's. Let the characteristic vector of the set A ½n be a 0,1 vector of dimension n whose i'th coordinate is 1 iff i 2 A. The characteristic vector of the one-element fig is denoted by e i ¼ ð0; 0; . . . ; 1; . . . ; 0Þ. Let further x ¼ ðx 1 ; . . . ; x n Þ. Using this terminology, one can say that the user knows the values v j xð1 r j r mÞ but cannot determine the values e i xð1 r i r nÞ from this information. Of course, the user can calculate the linear combinations
where ! i are arbitrary real numbers. These values are linearly calculable from the values v i xð1 r i r nÞ. This is where we can get rid of the original real numbers x i , since the linearly calculable values are exactly
that is the inner products of x and the vectors P m i¼1 ! i v i . The latter ones are the linear combinations of the characteristic vectors v j ð1 r j r mÞ. The set of such vectors is a subspace V of R n . This subspace is called the subspace spanned by the vectors v j ð1 r j r mÞ, and is denoted by hv 1 ; . . . ; v m i. Let us formulate these thoughts in a form of a lemma.
Lemma 2.1. Let x denote the vector fx 1 ; x 2 ; . . . ; x n g and for a given family of SUM queries with characteristic vectors v 1 ; v 2 ; . . . ; v m consider the vectors v where the value vx can be linearly calculated from the values v i x. Then these vectors will form a subspace of the vector space R n equal to hv 1 ; v 2 ; . . . ; v m i.
The original problem now is reduced to the following one: Find the maximum number of distinct 0,1 vectors v 1 ; . . . ; v m of dimension n in such a way that e i 6 2 hv 1 ; v 2 ; . . . ; v m i holds for every 1 r i r n.
We were here emphasizing that only the linear operations are considered during the trials of finding individual values. The user may, of course use other (say polynomial) operations over the results of the SUM queries, or of the vectors v 1 ; v 2 ; . . . ; v m , but it does not help much. The maximum number m will be determined under the weaker condition when linear operations are only allowed. However, we will show that this is sufficient, one can construct this many vectors in such a way that no calculation (linear, polynomial, or any) can determine the e i 's from them. The method is easy: We will give two sets of data, returning the same answer for each of the given SUM queries, but differing from each other in each single entry.
Here we slightly change our viewpoint: Instead of the sequence of the SUM queries we will consider the subspace V spanned by the characteristic vectors. The question regarding the maximum number of queries satisfying a certain property is equivalent to the question of finding the maximum number of the 0,1 vectors (satisfying the additional property) of a subspace V not containing any of the unit vectors e i .
The following further reduction steps of the problem are originally due to Chin and Ozsoyoglu [1] .
Lemma 2.2 (Chin and Ozsoyoglu
Since any n (full) dimensional space would contain all unit vectors e i , we may suppose that the subspace V giving the maximum possible number of allowed queries is n À 1 dimensional. Take a basis b 1 ; b 2 ; . . . ; b nÀ1 and the matrix with these rows. Using the standard Gauss-elimination the matrix can be brought in the following form:
Of course, these rows form another basis. Therefore none of the a i 's are equal to 0 due to the fact that the unit vectors are not in V.
We have to maximize the number of 0,1 vectors (satisfying an additional condition) in V, that is among the linear combinations of the rows of the matrix above. It is easy to see that the only linear combinations of the rows of this matrix yielding 0,1 vectors are those with coefficients 0 and 1. That is it is sufficient to look at the subsums of these rows. Take a subset A ½n À 1 of the rows and add these rows. The first n À 1 coordinates will trivially be 0's and 1's. However the last coordinate, P i2A a i can be different from 0 and 1. Therefore, we have to maximize the number of sums P i2A a i which are either 0's or 1's, where As are an arbitrary subsets of ½n À 1. Let us introduce a n ¼ À1 and now consider the sums P i2B a i ¼ 0 where the B's are subsets of ½n ¼ f1; 2; . . . ; ng. There is a natural one-to-one correspondence between these two sets of sums. (B ¼ A [ fng if the sum for A is 1, and B ¼ A otherwise.) Our original question Problem 1. Determine the maximum possible number of SUM queries over a set of n records without compromising the database.
is now reduced to the following one:
Problem 2. Given a set of n real numbers fa 1 ; a 2 ; . . . ; a n g, none of them being equal to 0, determine the maximum number of sums P i2B a i ¼ 0 where the B's are subsets of ½n.
Let us remark that when we allow an arbitrary a n , not only j1, we weaken our assumptions, that is, we might have enlarged the searched maximum (however, it was shown not to be the case, the upper bound proved on the question of Problem 2 can be reached by a construction in case of Problem 1 as well).
Assuming additional condition(s) concerning the SUM queries require careful investigation, since the condition(s) might be changed by the transformation leading to Problem 2 from Problem 1. In our present case, however, we are lucky: The number of 1's in the resulting 0,1 vector is equal to jBj. Therefore if the additional condition is a size constraint then the transformation from Problem 1 to Problem 2 is still working.
Let us formulate it for our case. The main question of the present paper, Problem 3. Determine the maximum possible number of SUM queries containg at most k records from a set of n records without compromising the database.
is reduced to the following one:
Problem 4. Given a set of n real numbers fa 1 ; a 2 ; . . . ; a n g, none of them being equal to 0, determine the maximum number of sums P i2B a i ¼ 0 where B ½n; jBj r k.
Let us remark that with the step when we allowed an arbitrary a n , not only j1, we weakened our assumptions once more, that is, we might have enlarged the searched maximum.
Denote the family of B's in question by 
We say that a family B 2 ½n is nondifference-separated, or shortly nodifsep with respect to the partition X 1 [ X 2 if its members satisfy (i) and every pair of its members satisfies (ii).
In this way we obtained a further weakened variant of our Problem 3.
Problem 5. Determine Mðn; kÞ ¼ max jBj under the conditions B 2 ½n ; B 2 B implies jBj r k, and B is nodifsep with respect to a non-trivial partition of ½n.
This purely combinatorial problem is formulated for families of subsets. The goal of the next section is to solve this problem for the case nðkÞ r n, that is when n is large relative to k. In case of combinatorial problems nðkÞ usually denotes some (calculable) constant which depends only on k and in many times the obtained results (for a parameter n) is valid only if n > nðkÞ. The evaluation of the exact value of nðkÞ is usually omitted, since theoretically we only are interested in the fact that the result is valid for big enough n's (that is, almost always).
The combinatorial theorems
We introduce the notation ½n r k ¼ fF : F 2 2 ½n ; jFj r kg:
Let Mðn 1 ; n 2 ; kÞ be the maximum analogous to Mðn; kÞ for the case when the partition sizes are fixed. That is, fix the partition X 1 [ X 2 ¼ ½n with sizes jX 1 j ¼ n 1 ; jX 2 j ¼ n 2 .
Suppose that k r n 1 þ n 2 . Then Mðn 1 ; n 2 ; kÞ is the maximum size of a family F such that F ½n r k , and F is nodifsep with respect to the partition X 1 [ X 2 ¼ ½n.
Our first theorem determines this maximum up to a certain extent.
Theorem 3.1. Let 2 r k r n 1 þ n 2 . Then
where the maximum is taken for all integers 1 r r; 0 < i 1 < . . . < i r r n 1 ; 0 < j 1 < . . . < j r r n 2 satisfying i r þ j r r k.
The proof is based on an easy lemma. Fix a permutation % i of the elements of X i ði ¼ 1; 2Þ. A set G i X i is called an initial segment if it consists of the first jG i j elements of X i with respect to % i . The set G ½n is called a combined initial segment if both G \ X 1 and G \ X 2 are initial segments. Let Aðn 1 ; n 2 ; kÞ denote the right hand of (3.1).
Lemma 3.2. Let the nodifsep family (with respect to the partition
consist of combined initial segments with respect to some fixed permutations
r Aðn 1 ; n 2 ; kÞ ð 3:2Þ holds.
Proof. Let G; H be distinct members of G. Then the nodifsep property implies that the inequalities jG \ X 1 j r jH \ X 1 j and jG \ X 2 j U jH \ X 2 j cannot both simultaneously hold, since they would imply H À G X 1 and G À H X 2 . The same can be said about the pair of inequalities jG \ X 1 j U jH \ X 1 j and jG \ X 2 j r jH \ X 2 j. Consequently, either jG \ X 1 j < jH \ X 1 j and jG \ X 2 j < jH \ X 2 j ð 3:3Þ or jG \ X 1 j > jH \ X 1 j and jG \ X 2 j > jH \ X 2 j ð 3:4Þ must hold. Let jGj ¼ r and suppose 1 r r. Choose a member G 2 G. Since G is a combined initial segment, the sizes i ¼ jG \ X 1 j; j ¼ jG \ X 2 j uniquely determine it, that is the members G can be determined by the pairs ði; jÞ. If ði 1 ; j 1 Þ and ði 2 ; j 2 Þ are two such pairs then either i 1 < i 2 ; j 1 < j 2 or i 1 > i 2 ; j 1 > j 2 must hold by (3.3) and (3.4) . Index the members of G in such a way that 0 < i 1 < . . . < i r ; 0 < j 1 < . . . < j r holds. Here the inequality 0 < comes from property (i). i r r n 1 ; j r r n 2 are trivial. Since the sets G are not larger than k, i r þ j r r k also holds, the conditions on the sum on the left hand side of (3.2) coincide with the conditions in the definition of Aðn 1 ; n 2 ; kÞ, proving the statement.
Ì
Proof of Theorem 3.1. Suppose that F satisfies the conditions of the theorem (that is, F ½n r k , and F is nodifsep with respect to the partition X 1 [ X 2 ¼ ½n) and consider the sum X
where % 1 ; % 2 run over all permutations of X 1 ; X 2 , respectively, and F is a combined initial segment with respect to these permutations. This sum will be calculated in two different ways. Calculate first X
for a fixed F. The number of permutations % 1 where F \ X 1 is an initial segment in X 1 is jF \ X 1 j!ðn 1 À jF \ X 1 jÞ!. Similarly, the number of permutations % 2 where F \ X 2 is an initial segment in X 2 is jF \ X 2 j!ðn 2 À jF \ X 2 jÞ!. Therefore the number of pairs % 1 ; % 2 where F is a combined initial segment is jF \ X 1 j!ðn 1 À jF \ X 1 jÞ!jF \ X 2 j!ðn 2 À jF \ X 2 jÞ!. For fixed F the summands in (3.6) are constants, therefore (3.6) is equal to
Hence (3.5), calculating in this order, is
Fix now a pair of permutations. The members of F which are combined initial segments with respect to these permutations satisfy the conditions of Lemma 3.2, therefore X F n 1 jF \ X 1 j n 2 jF \ X 2 j can be upper-bounded by Aðn 1 ; n 2 ; kÞ and since the number of pairs of permutations is n 1 !n 2 !, we obtain
r n 1 !n 2 !Aðn 1 ; n 2 ; kÞ:
ð3:8Þ
The comparison of (3.7) and (3.8) results in the inequality jF jn 1 !n 2 ! r n 1 !n 2 !Aðn 1 ; n 2 ; kÞ;
proving the difficult part of (3.1). It remains to show that there is an F of size Aðn 1 ; n 2 ; kÞ, satisfying the conditions of the theorem. Take the integers 1 r r; 0 < i 1 < . . . < i r r n 1 ; 0 < j 1 < . . . < j r r n 2 ; ði r þ j r r kÞ providing the maximum in Aðn 1 ; n 2 ; kÞ. The family consisting of all sets F satisfying jF \ X 1 j ¼ i ' ; jF \ X 2 j ¼ j ' for some 1 r ' r r. It obviously meets all the requirements of the theorem and its size is really Aðn 1 ; n 2 ; kÞ.
2 and thus at least one of i r and j r can be increased by one without decreasing
¼ Aðn 1 ; n 2 ; kÞ. Let us sketch the rest of the content of the present section. In the sequel we will assume that Y as in Theorem 3.7 Y n is large enough compared to k. In particular, nU2k and so, by the previous comment, i r þ j r ¼ k may be assumed, and so, the term . We will maximize this quantity as a function of n 1 and i r for large n. It will turn out that one of i r and j r ¼ k À i r is 1, that is there is no other term in Aðn 1 ; n 2 ; kÞ.
The proof is broken into lemmas.
Lemma 3.3. Suppose 1 r i < '; i r n 1 ; ' À i r n À n 1 . Then
Proof. Compare two consecutive expressions:
After carrying out the possible cancellations
is obtained what is equivalent to
Hence
takes on its maximum (with fixed i and ') at
Then there is a constant n 0 ð'Þ depending on ' < n only, such that if n 0 ð'Þ r n then
where the last binomial coefficient is understood to be 1 when i ¼ ' À 1.
Proof. Since bxc differs from x by at most one, 
We can obtain the following limits in the same way.
To prove the lemma we have to see that the limit of the left hand side of (3.9) divided by 1 n ' is less than the same for the right hand side of (3.9): i '
An equivalent inequality is
Here the assumptions of the lemma imply i > ' À i À 1: Therefore
'À1 holds and the inequality above contains a higher power of the smaller quantity.
Remark. This lemma seems to be true for small values of n, too, but we have technical difficulties to prove it.
The information what is really needed from Lemmas 3.3 and 3.4 is collected in the following lemma.
Lemma 3.5. Suppose that 2 r i r k À 2; i r n 1 ; k À i r n À n 1 . Then there is a constant n 0 ðkÞ depending on k only, such that if n 0 ðkÞ r n then
ð3:10Þ
On the other hand, if k À 1 r n 1 ; 1 < n À n 1 then
Finally,
We need somewhat more than the last inequality, namely that the largest one of these products of binomial coefficients really stands out of the other ones, that is the last inequality is strict, the two sides are apart from each other by a difference equal to a positive constant times n k . This is expressed by the following lemma, it can be proved by elementary calculus. Lemma 3.6.
is asymptotically equal to
where c 2 ðkÞ < c 1 ðkÞ holds for 4 r k.
Note that Lemma 3.6 defines two constants c 1 ðkÞ > c 2 ðkÞ for 4 r k which will be used below. Now we are ready to formulate the main statement of this section which answers Problem 5 for large n. 
Proof. Observe that
Mðn; kÞ ¼ max 1 r n 1 <n Mðn 1 ; n À n 1 ; kÞ:
Consider a choice of n 1 giving the maximum here and then a choice of the parameters r; i 1 ; . . . ; i r ; j 1 ; . . . ; j r giving the maximum in Theorem 3.1. (i r þ j r ¼ k is supposed.) Two cases will be distinguished.
Case 1:
One of i r and j r , say the latter one is 1. Then r ¼ 1, the sum in Theorem 3.1 is consists of only one term. This only term is upper-bounded by (3.11), proving the theorem in this case. Case 2: 2 r i r ; j r r k À 2. In this case (3.10) gives an upper estimate on
This upper bound is asymptotically equal to c 2 ðkÞn . Take all subsums of these numbers of k elements such that k À 1 are chosen from set B 1 and 1 from set B 2 . The sets really have size k, their number is equal to (4.1). We only have to show that knowing the answer to these queries it does not determine any of the individual data. Now increase all of the elements of B 1 by 1 and decrease all of the elements of B 2 by k À 1. The answers to these queries are the same in both of cases, that is these answers do not disclose any of the values x i 's.
Ì

Concluding remarks
The restriction to the validity of Theorem 4.1 that n is relatively large is not essential from the practical point of view. In the real situations the total number of numerical data is huge, the restriction on the size of a query makes sense only when it is really limited, that is, k is much smaller than n, as we assume.
It is not true however from the mathematical point of view, the ratio of n and k plays important role. Further work is needed in this direction. Some easy calculations, completing our proofs, can give the value of n 1 ðkÞ is in Theorem 3.7. It is, however, very far from the real necessary bound. Still, if n and k are close to each other, the statement of Theorem 4.1 is not true. It is known [7] that Mðn; nÞ ¼ n b
