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ABSTRACT
A procedure is presented for applying modern modal analysis tools in the
area of structural dynamic design and analysis for the purpose ofminimizing the
required development time necessary to bring a product to the marketplace.
Development time is minimized by reducing the number of design, build, and test
iterations required to bring a product concept into production. This is done by using
available modal analysis tools in a coordinated manor to generate a good
understanding of the behavior of the design in the first development iteration. The
finite element method and experimental modal analysis are used for design
optimization and design verification. In addition, the finite element method is used
to provide informationwhich will ensure good quality results in the experimental
stage. The experimental results are then used, with the aid ofmodal correlation
techniques, to refine the finite elementmodel and to eliminate inaccuracies in the
model. The refined finite element model is then used to predict the impact of
changes to the designwhich are required in order to fulfill the design's performance
requirements. Amodal test structure is analyzed and tested, and the results are
presented, in order to illustrate the coordinated use of the modal analysis tools.
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1.0 Introduction
Due to the competitive nature of the world economy, manufacturers are now
being forced to develop their products in amuch shorter time period thanwas the
case several years ago. Development cycles which took as much as five to seven
years are now being shortened to as little as two years. In addition, product quality,
and reliability requirements have increased and acceptable unitmanufacturing costs
have decreased. In short, engineering teams must develop better designs than in the
past but spend less time doing it. Companies which are able to do this can capture a
generous market share by beating their competitors to themarket place and keep
this market share by introducing improvements to their product lines periodically.
In the past, product development programs have often beenmulti-phased in
order to give design engineers the opportunity to refine their designs iteratively. A
multi-phased program may have involved the design and fabrication ofbreadboards,
feasibility models, engineering models and finally production prototypes of a
product. Each of these phases involved design, procurement, fabrication, assembly
and testing with the later phases also including the design and fabrication of
production tooling. In order to decrease the development time for a product,
development programs now often have only two phases. In the first phase fully
functional engineering models are designed, built and tested. Based on what is
learned from the engineeringmodels, the designs are modified where necessary,
frozen and released for production. In order for this to be successful, the
engineering models must be quite refined so
that the risk associated with taking this
design into production is minimized. Therefore, the design engineer is required to
generate a designwhich has a high probability of fulfilling the requirements for the
productionmodel in the first design iteration. To do this, the engineer must use all
the tools available to him to ensure this happens. In today's engineering
environment this means analytical modeling, usually by computer, design
optimization, and then verification by testing the performance of the resulting
design. The results of testing can then be correlated to the analyticalmodel to
determinewhat designmodifications are necessary to meet the required
performance. This thesis deals with this concept in the area ofmechanical
engineering, specifically in the area of structural dynamics.
The structural dynamics analyst has some very powerful tools available for
design and design verification of structural systems. Finite element analysis is a
widely accepted method for analysis of design concepts and design optimization.
This approach is particularly powerful for analyzing concepts and designs during
early design stages of a development programwhen no hardware is available for
testing. However, for complex structures, inaccuracies in the mathematicalmodel
caused by difficulties inmodelling details such as boundary conditions or material
nonlinearities can produce deceptive finite element results. Therefore,
experimental modal analysis techniques are used to verify the dynamic properties of
a design once hardware is available for testing. Differences which exist between the
FEM and experimental results will identify performance characteristics of the
designwhich were not predicted by the FEM results. These can be classified into
two categories: attributes which adversely effect the performance of the design, and
those which do not. If the dynamic behavior does not produce performance
compromises, then the engineer does not need to investigate any further and the
design can be considered adequate. However, if the performance is compromised,
then the design needs to be changed in order to meet the performance requirements
of the system. The difficult part is determiningwhat aspects of the design need to
be changed. If reliable experimental data is obtained, the experimental and
analytical results can then be correlated to determine inaccuracies in the finite
elementmodel. Methods of performing this correlation have currently been a
research topic in dynamics analysis and commercially available tools are now
becoming available for this purpose. Using the information obtained through
correlation techniques, the finite elementmodel can be modified to more
accurately represent the actual design and then used to predictwhat modifications
are necessary to eliminate design problems.
In order to demonstrate the capabilities of currently available tools in the
area of structural dynamics, a test structure was chosen to be analyzed using finite
element analysis as well as experimental modal analysis. This structure, described
in detail in later chapters, was chosen to illustrate the difficulties in measuring
highly coupled vibrationalmodeswhich were known to be present. It was thought
that the coupled modes would be a more stringent test of the techniques described
in this thesis as well as for the computational tools used to carry out these
techniques. Although the test structure did not represent a design solution to an
engineering problem, itwas treated as such in that the finite element analysis was
performed initially as if the hardware had not yet been built. The results of the
FEM analysis were used to gain understanding of the dynamics of the structure as
well as to choose optimum transducer locations for performing the experimental
modal analysis. Once the FEM analysis was completed, the structure was tested
using experimentalmodal
analysis as would be done after the fabrication step in an
actual design program. The results of the FEM and experimental analyses were
then compared using a commercially available
modal correlation package.
The choice ofwhich tools would be used to carry out this investigationwas
made primarily through current availability at Rochester Institute ofTechnology.
MacNeal-Schwendler Corporation's MSC/NASTRAN for finite element analysis
and StructuralMeasurement
Systems'
SMS/STAR for experimentalmodal analysis
were both available at RIT. In addition, the KIT-MAS package byKensinger
Integrated Technologies Corp., used for performing modal correlation, was
currently planned for installation at RJT. The KIT-MAS program is designed to use
results from theMSC/NASTRAN and SMS/STAR packages.
The goals of the work described in this thesis were threefold. First the KIT-
MAS package had to be installed, and understood. The operation of the KIT-MAS
programwas learned and demonstrated by analyzing a simple rectangular plate.
The second goal was to analyze a more complex three dimensional problem and
obtain good correlation between the finite element and experimentalmodal
analysis. Finally, by performing the sequence of steps described above, the practical
application of available tools used to minimize the required design time with respect
to a structural dynamics design problemwould be demonstrated and documented.
Although the work described here would not be used to meet the requirements of a
design program, the potential of the method to do so would be demonstrated.
2.0 Background
The power of the digital computer has made possible the creation ofmany
analysis tools which simplify the analysis ofmany engineering problems which would
have been nearly impossible to solve without computers. Through the use of
numericalmethods and the computers onwhich they are implemented, complex
problems whichmay have taken years to solve, now can be solved in onlyminutes or
hours. The finite element method is an excellent example of one of these tools. By
describing a complex structure mathematically, the behavior of the structure can be
simulated by the digital computer. The design engineer can then determinewhether
the subject structure will adequately fulfill the intended need even before it is built.
Through the use of engineering tools, an engineer can quickly complete a design
which has a high probability of fulfilling its expectations, verify the performance of
the design after it is built, and gain information about how the designmay be further
improved. The alternative is an exercise in trial and error and involves building
many versions of a design in order to see whichworks best. Clearly, the former
technique is the onlymeans bywhich the engineer and the company he works for
will be successful. This section is intended to give some background information as
to the origin of some of these tools and the capabilities which they possess.
The fundamental concept onwhich the finite element method is based is the
idea of representing a geometrically complex domain as a collection of simple
subdomains. The subdomains, or finite elements, can be easily described
mathematically and the full complex domain can be described by assembling the
finite elements. The origin of this concept is unknown but itwas recorded that
ancient mathematicians estimated the value of n by representing a circle as a
polygon of a finitely large number of sides. The evolution of this concept into
matrixmathematics occurred through the 1940's, 50's and 60's and there is a large
amount of literature which reviews this evolution aswell as the basic theory of the
method. * J The implementation of the technique into a computer programwas
sponsored by the National Aeronautics and Space Administration (NASA) during
the late 1960's and was released into public domain in 1969 through the Computer
Software Management and Information Center (COSMIC). This version of
NASTRAN (NAsa STRuctural ANalysis) is called COSMIC/NASTRAN. Another
proprietary version ofNASTRAN was released in 1971 and is developed and
maintained by the MacNeal-Schwendler Corporation (MSC). MSC/NASTRAN
became the accepted version due to its wide usage and advanced features. MSC has
continually enhanced the program and is now up to version 67. Since the release of
these finite element programs, many companies have released versions of finite
element software for use on every computer frommainframes to microcomputers
making FEM the mostwidely accepted analysis technique for structural statics and
dynamics. MSC/NASTRAN was chosen for the work described here due to its
availability at Rochester Institute ofTechnology, and its compatibilitywith another
software package which will be described shortly. The programwas used to
mathematically determine the natural or modal frequencies and associated mode
shapes for the structure in question. In addition, the response of the structurewas
determined for given inputs in order to choose the best position to locate the
transducer for the experimental portion of this work. Since the finite element
model provides a great deal of information about dynamic behavior of the structure,
it was also used to determine where to locate measurement points. These
techniques were used to help ensure the experimental portion of the workwould
provide good resultswithout having to repeat experimental work. Although only the
vibrational analysis capabilities of the programwere used for this work, the program
also includes statics analysis, buckling analysis, heat transfer analysis, aeroelasticity
and some optimization.
Origins ofmodern experimental modal analysis techniques can be traced to
the early 1960's and the development of the tracking filter for obtaining frequency
response functionmeasurements.^] Obtaining frequency response functions from a
structure is fundamental to modal analysis. The modal properties of a structure are
obtained from the frequency response functions as will be described in the next
section. Although the tracking filter made these measurements possible, the filters
could only be used to measure a narrow band, slowly varying signal. This resulted in
the almost exclusive use of swept sine inputs for determining the frequency response
of a system. This was a very time consuming procedure inwhich the experimentalist
had to construct the frequency response function from the input and output signals
he/she measured. In the early 1970's the advent of the digital FFT analyzer greatly
increased the types of excitation sources which could be used to measure the
frequency response functions of a system. Since the frequency response is the
Fourier transform of the output of a system divided by the Fourier transform of the
input of the system, the FFT analyzer could give the frequency response function
directly as long as the input and output are Fourier transformable. Virtually any
physically possible input satisfies this
restriction. This greatly reduced the time
required to performmodalmeasurements and lead to the more modernmodal
analysis techniques used today. The final piece of the modern modal analysis test
set is the software and microcomputer used to analyze the frequency response
function data. These software packages are a huge timesaver in that they perform
all the computational tasks required to extract the modal parameters from the
frequency response functions and display the results graphically. The package used
for this work was StructuralMeasurement Systems STAR system used with anHP
FFT analyzer. Again, this package was chosen due to its availability and its
compatibilitywith another software package.
Once the finite element analysis and experimentalmodal analysis are
completed for a structure, the natural frequencies and mode shapes from the two
sources can be compared. Unfortunately, there usually are differences between the
two sets of results. Although the frequency differences are easily noted, they don't
give much information about why the differences exist. Much more information
exists in the mode shapes but since these are motions of the analyzed structure,
again it is difficult to determine the cause of the differences just by looking at the
mode shapes. Because of these difficulties, correlation techniques have been
developed and software packages written to perform correlations between the finite
element and modal results. Work at Rochester Institute ofTechnology byKrebs
has produced a correlation program calledModal.P] TheModal programworks
with results from the NASTRAN and STAR programs and computes the mode
shape difference as well as the orthogonality between the two sets of results.
Kensinger Integrated Technologies Corp.'s KIT-MAS programwas used to
perform the correlation in thework described here. The KIT-MAS program inputs
the results from NASTRAN and STAR, performs any necessary coordinate
transformations, reduces the data to a common set of degrees of freedom and then
performs any requested correlations. KIT-MAS performs several correlation
techniques including: Modal Assurance Criteria (MAC), orthogonality, mode shape
difference, and modal difference index. Some of the techniqueswere found to be
more useful than others as will be discussed in later sections of this thesis.
Difference vectors resulting from the difference correlation technique can be
transferred back to the STAR program for display. By using a package such as
KIT-MAS, one can hopefully determine the causes of poor correlation and modify
the finite element model to obtain better correlation. Once this is done, the finite
elementmodel better represents the realworld structure and can be used to
determinewhat changes need to be made to the design in order to eliminate design
problems.
3.0 Theory
3.1 The Finite ElementMethod
The finite element method has become a very popularmethod for solving
complex problems for which it is not practical to derive a closed form solution.
Through the use of the finite elementmethod, geometrically complex domains are
broken up into simple subdomains or finite elements. The finite elements are
connected to each other at points called node or grid points. These are the points at
which the problem solutionwill be calculated. The properties of the elements are
described by approximate functions called interpolation functions. The
interpolation function used for any particular finite element is based on the
geometry of the element, the number of nodes and the loading condition the
element is to model. For example, the interpolation function used to describe
tension or compression in a simple, one dimensional bar element gives displacement
as a linear function of position along the bar. Elements used to model more
complex geometry and loading conditions have higher order interpolation functions.
The interpolation functions approximate the response (displacement, for example)
at a given grid point based on the value at the other gridpoints in the element. Once
the elements are assembled into the original domain, the resultant system of
equations are solved simultaneously to yield the overall problem solution. Although
this has been a very simplified discussion of the general theory of the finite element
method, a more detailed discussion is not a part of this thesis and the remainder of
this sectionwill discuss the eigenvalue analysis problem as it pertains to structural
dynamics. A detailed discussion of the theory of the finite elementmethod can be
found in reference [4].
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In order to understand the technique with which the finite elementmethod
determines the natural frequencies and mode shapes of a structure, let us first
consider some simple dynamical systems. The first step is to write the equations of
motion for the system. Figure la shows a single degree of freedom system. In order
to formulate the equations ofmotion, the forceswhich act on the mass (m) must be
determined. Figure lb shows the forces which act on the mass (m) when it is
displaced from its rest position. In the figure the mass has been displaced to the
right (positive x) and it is assumed that the displacement, velocity and acceleration
are all positive.
> F(t]




Figure lb: Forces acting on mass m
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By applying Newton's second law ofmotion for the mass, we obtain the familiar
second order linear ordinary differential equation
mx+cx +kx =F(t) /]\
The solution to equation (1) will give the position of the mass as a function of time
for all time t. However, since inmodal analysis we are only interested in finding the
resonance frequencies and mode shapes for the structure, we need only consider the
transient solution to the problem. This is given by the solution to
mx + cx+ kx = 0. (2)
Next, negligible damping is assumed (c= 0). This is done to simplify the problem
and is valid since we are only interested in the natural frequency and mode shape
information for the problem. Once the solution is found for the undamped case, the
effect of damping can be determined as shown in reference [5]. Assuming the













The quantity co is the undamped natural frequency of the system. For the single
degree of freedom (SDOF) system there is only one natural frequency (or
resonance). Mode shape information for the SDOF system yields no useful
information since the mode shape describes the relative motion of degrees of
freedomwithin the system and this system has only one degree of freedom.
The procedure for solving amultiple degree of freedom system is the same as
the single degree of freedom system. Figure 2a shows a two degree of freedom
system made up of two masses each able to move linearly. Figure 2b shows the
forces which act on the masses when displaced from their rest positions.





Figure 2b: Forces acting on masses
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As before, the equation of motion can bewritten for eachmass by applying Newtons
second law ofmotion. This yields
n\x\ -i-^ + Cz )ix
-
c2x2 + (^ + *2 )xl
-





hjX^ + k2x2 = F2 (t)




(Cl+c2) -c7 {k.+k,) -k2
-k.
(7)
This procedure can be used for any number of degrees of freedom to obtain the
equations ofmotion of a system; one equation for each degree of freedom. The
system of equations can then be written as the generalmatrix equation








is the symmetric systemmass matrix
is the symmetric systemdampingmatrix
is the symmetric system stiffness matrix
is the systemdisplacement vector
is the systemvelocity vector
is the system accelerationvector
is the fencing function
As before, the transient solution to the system of equations is used to find the
natural frequencies (eigenvalues) and mode shapes (eigenvectors) for the problem
and the damping is assumed to be zero. Setting the forces and damping to zero
gives the following equation:
14
[m]{x} + [K]{x} = {o}







Substituting this matrix equation back into equation (9) yields
-O)2[m]{x0}+ [k]{xq} = {0}
(n)




which can by rewritten as
[Z)]{^0} =A{^0}) (13)
[D] = [K]'l[M] (14)
(15)
Equation (13) is the classical representation of an eigenvalue problemwhere the
eigenvalues are represented by A, and eigenvectors are represented by the
displacement vector {Xq}. The solution to this equation will yield the same number
of eigenvalue-eigenvector pairs as there are degrees of freedom in the system. The
eigenvalues give the natural frequencies of the system and the eigenvectors give the
correspondingmode shapes. Once the eigenvalues and eigenvectors have been
determined, they can be used to predict the response of the system to force inputs
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using modal summation techniques. The effect of damping can also be included in
this analysis. A thorough discussion of these techniques can be found in reference
[5].
Although there are many techniques for solving the eigenvalue problem
stated above, the easiest to understand uses equation (11) rewritten as follows:
[K-G)fM]{xi} = {0}t (16)
where {Xj} is the mode shape corresponding to coj. If the displacement vector is




which gives one equation for each eigenvalue of the system. The corresponding
eigenvectors can then be found by substituting the eigenvalues back into equation
(16) and solving for each eigenvector. The technique for determining the solution
to an eigenvalue problem is straightforward, however due to the large amount of
computations required to evaluate the determinant in equation (17) the method is
not practical for use with finite element models. Othermethods implemented on a
digital computer will save time and costwhen solving this type ofproblem. Version
66 ofMSC/NASTRAN gives the user six choices ofmethods for the solution of
eigenvalue problems. Five of these methods extract real eigenvalues from equation
(16). These include the Inverse, Givens, Modified Givins, Householder and
Modified Householder methods. The sixth method, called the Lanczos method,
uses a block shifted iteration algorithm to solve the eigenvalue problem. Each of
these methods is described in the NASTRAN program documentation. [6]
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The Inverse (INV) method obtains eigensolutions by iterations based on the
equation
[*-A,.Af]{jr,+1} = [M ]{*,}
^ (18)
where Af is an estimate of the eigenvalue. [6] This method is best suited to large
problems with sparse matrices where only a few eigenvectors are desired.





where [L] is a lower triangularmatrix. By premultiplying equation (16) by
[L]"l
and






By using the transform
$}=[lY[x)
t (21)






and [7] is the identitymatrix. The [J] matrix is then transformed to tridiagonal form
using a
transformationmethod according toWallace GivenstTI for the calculation of
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eigenvalues and eigenvectors. The physical eigenvectors (mode shapes) are
recovered by performing the inverse of
Givens'
transformation and the inverse of
the transformation given in equation (21). The mass matrix must be non-singular
for thismethod to be successful since the decomposition of the mass matrix or the
inversion of the resulting lower triangularmatrix will fail for this case.
The Modified Givens (MGIV) andModified Householder (MHOU)




Note that equation (16) can be rewritten as
[k +Xsm-(X +Xs)m]{x} = {0}
^ (25)



















The rest of the procedure is the same as Givens or Householdermethods. MGIV
andMHOUmethods allow the mass matrix to be singular if there are compensating
terms in the stiffness matrix. The GIV, HOU, MGIV, andMHOUmethods are
best suited to small problems, or for large problemswhere many eigenvectors are
required, after dynamic reduction (described later in this section) has been
performed.
The Lanczos method uses a block shifted iteration algorithm. Sets of vectors
obtained by a recursive form are used to reduce the problem to a reduced block
triangular form. The eigensolutions are computed in the reduced basis and then
back transformed to the original basis. This is the most modernmethod and should
be considered for large problems. Since this method takes advantage of sparsity of
the input matrices, it is most economical when usedwithout dynamic reduction.
As was mentioned above, the solution to the eigenvalue problem in dynamics
gives as manymode shapes and corresponding natural frequencies as there are
degrees of freedom in the model. Generally, when building a finite elementmodel,
hundreds or even thousands of degrees of freedom are created in order to describe
complex geometries for statics analysis. However, determining all these modes of
vibration is not practical nor is this information needed inmost engineering
problems. Usually the lowest frequencies are of most interest and the modes of
vibration below a specified frequency are solved for. The implication is that the
finite elementmodel contains more detail than is needed to describe the dynamic
properties of the system. Rather than constructing a separate, smaller model for
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dynamics analysis, a technique called dynamic reduction is used to reduce the
complexity of the model. Dynamic Reduction reduces the number of degrees of
freedom in the model prior to computation of eigensolutions in order to make
eigenvalue extraction less costly. Using dynamic reduction provides a cost savings as
compared to analyzing the fullmodel or constructing smallermodels, yet retains
high accuracy for the frequency range of interest. MSC/NASTRAN offers two
methods of dynamic reduction. Although not given here, a complete derivation of
these methods is given in the program documentation. [8],[4] The first method,
called Guyan Reduction or Static Condensation, involves choosing a reduced set of
degrees of freedom forwhich the solutionwill be calculated. By reducing the
number of equations the problem is more easily solvedwhile most of the accuracy is
maintained. However, the choice ofwhich degrees of freedom to retain can effect
accuracy and the use of this method is not advised for inexperienced
users.
Generalized Dynamic Reduction (GDR) involves producing a set of displacement
vectors which are
"rich"
in the lowest eigenvectors of the system. The program uses
an inverse iterationmethod to generate the displacement vectors which are
themselves a linear combination of the true eigenvectors. The displacement vectors
are used to define a transformation between the physical displacement degrees of
freedom and a set ofmodal coordinates. The eigenvalue problem is then defined in
the reduced vector space and the solution is found using an eigenvalue extraction
routine. This method eliminates the need to pick which degrees of freedomwill be
used to find the solution and is usuallymore accurate than Guyan Reduction.
In summary, it is possible to determine the
natural frequencies and
correspondingmode shapes
of a generally complex structure by treating it as a
lumped mass approximation. The finite element method does this by breaking the
20
problem down into manageable pieces called finite elements. The finite elements
are connected at grid points, where the mass is concentrated. In doing this it is easy
to describe the distribution of mass and stiffness by usingmatrices. By assembling
the elements into the original structure, the matrix equationwhich describes the
dynamic motion of the structure is approximated. Solution of this equation by
eigenvalue extraction, yields the natural frequencies and mode shapes for the
structure.
32 Experimental Modal Analysis
Experimental modal analysis is the process of determining the dynamic
properties of a structure by exciting the structure in a controlled manor and
measuring its response. The response and excitation signals are analyzed by an FFT
analyzer in order to determine the transfer functionwhich defines the interaction
between the excitation input point and the response point. This is done at enough
points on the structure to map out the dynamic properties, or modal parameters, of
the entire structure. The transfer functions, or frequency response functions,
contain the required information needed to determine the modal parameters of the
structure. The modal parameters frequency, damping and mode shape are all
contained in the functional expression for the transfer function and therefore can be
determined by fitting this expression to the experimental data. Finally, a computer
is used to perform the required curve fitting to the frequency response functions.
Resultingmode shapes are displayed by the computer. This section describes the
mathematical basis for this procedure.
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As was described in section 3.1, the differential equations ofmotion for a
multiple degree of freedom system can be expressed by the matrix equation
[M]{X} + [C]{X}+ [K]{X} = {F} (31)
By taking the Laplace transform ofboth sides of equation (31) and assuming all
initial conditions are zero we obtain
(s2[M]+s[c] + [K]){x(s)} = {F(s)}
(32)
Define the system impedance matrix
[B(s)] = S2[M]+ s[C]+[K] (33)
such that
[5(*)]{X(s)} = {F(s)} (34)
Premultiplying by the inverse of the impedance matrix yields
{x(s)} = [B(s)]~l{F(s)} (35)






Notice that the transfermatrix gives the response of the system for a given input to













Each element of the transfermatrix is a transfer functionwhich describes the
response at one point of the system for a given input at another point in the system.
Each of the transfer functions is defined in terms of the Laplace variable (s) and is a




The transfer function hu(s) defines the response at point i,X[(s), for an input
excitationFi(s) at point j. Notice that by using an FFT analyzer andmeasuring a
disturbance at point j and the response at point i, this transfer function can be
measured experimentally. Likewise, all of the elements of the transfermatrix can
be determined experimentally.
The key to the use ofmodal analysis using transfer functions is to express the
transfer matrix in terms of the modal parameters: frequency, damping and mode
shape. The following derivation provides this expression. Recall from equation (33)
that the elements of the system matrix are quadratic functions of the Laplace
variable (s). The transfer matrix is the inverse of the systemmatrix. The inverse of









and Qj is the cofactor of a{\ in the matrix [A]. Since the transfermatrix is the
inverse of the systemmatrix, the elements of the transfermatrix are ratios of
polynomials. The numerator of each elementwill be a cofactor of a{\ andwill have
order 2n-2where n is the number of degrees of freedom in the system. The
denominator of each will be the determinant of the systemmatrix andwill have






The determinant of the systemmatrix is the characteristic equation for the system
and can be expressed as the product of its roots. The roots are called poles of the
transfer function. When the system is subcritically damped, the poles are complex
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whereA is a constant, and/?^ is the km pole. If the roots of the determinant [B(s)]




where [^4^1 is the matrix of residues for the km pole. At the locations (s=p])
equation (44) goes to infinity. This corresponds to a resonance point of the
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structure. Each complex conjugate pair of poles is associatedwith a resonance or
mode ofvibration of the structure. They are given as:
Pk=-ok + \(ok
Pl=-Vk-]k (45)
where o^ is the damping coefficient, and cojj is the natural frequency. The modal
vectors or mode shapes (u^) are solutions to the homogeneous equation
[B(P*)]M = {0}
(46)









where the mode shape vectors u^ are complex valued and u is the complex
conjugate. Note that in equation (47) the transfermatrix has been expressed in
terms of all the modal parameters. It is important to note that each row and column
of the numerators ofmatrices of equation (47) contains the same vectormultiplied
by a component of itself. This is easy to see by performing the outer product of the








This is the most significant premise ofmodal testing. Only one row or column of the
transfermatrix needs to be measured in order to determine all the modal
parameters of a structure as long as the following assumptions aremet:
1. The motion is linear and is described by the linear second-order
equations.
2. The symmetry ofmotion property or reciprocity property is valid (B
and Hmatrices are symmetric).
3. No more than one mode exists at each pole location of the system
transfer matrix.
4. Modes are defined in a global sense (mode shapes are defined for all
degrees of freedom of the system and their frequency and damping
don't very significantly from one part of the structure to another).
Now that the transfermatrix has been expressed in terms of the modal
parameters, curve fitting can be used to determine the modal parameters from
experimental data. However, the STAR package uses a slightly different form of







2j is the complex residue ofmode k, and
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rk=rlk+ir2k (50)
In this form the amplitude of the residues is more directly related to the impulse
response function. The STAR program offers several differentmethods of curve
fitting for different situations. An example of one of these is the single degree of
freedom polynomial curve fitting algorithm. Themethod fits the following equation
to the experimentallymeasured frequency response functions for each individual
mode:
(<rk + ork-(o2+2}(Tka)) (51)
The first term in equation (51) is equivalent to equation (49) for a single mode and
the other terms are included to compensate for the effect of other modes. Equation
(51) is fit to the measured data in a least squares error sense to determine the
modal parameters frequency, damping and complex residue. Mode shapes are
obtained from the residue matrix as was shown previously using the equation
[rk] = Qk {"*}{"*}
} (52)
where Qfc is an arbitrary scaling constant. Other curve fittingmethods are also
provided to obtain better curve fitting results for cases such as high modal coupling
betweenmodes.
This section has shown the mathematical basis behind experimentalmodal
analysis techniques. In order to gain an appreciation for the level of computation
involved in this technique, one needs to examine equation (51). As was previously
mentioned, only one row or column
of the transfer matrix needs to be measured to
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generate the all the elements of the complete matrix. By fitting equation (51) to a
measured frequency response function, the frequency, damping and one element of
the complex residue matrix is obtained. In order to obtain all the residues, the
equation has to be fit to a frequency response function for every degree of freedom
which is measured in the system. In addition, this needs to be repeated for each
mode ofvibration since equation (51) is a singlemode model. For a relatively small
model of 100 degrees of freedom and 10modes which are of interest, the algorithm
needs to fit the equation 1000 times, and this doesn't include processing the FFTs
needed to obtain the frequency response functions. With this inmind, it is easy to
see why the advent of the FFT analyzer and the processing power of the
microcomputer has made this technique a reality.
3.3 Correlation ofFinite Element and Experimental Results
As has been shown in the previous sections, the natural frequencies and
associated mode shapes of a dynamical system can be determined analytically as
well as experimentally. Although this provides a check of either technique, it does
not provide information as to where discrepancies exist between the two sets of
results. If differences exist between the two solution sets, one needs to determine
which solution provides a better description of the dynamic properties of the system
being studied. This information is needed in order to provide a basis for
determining the adequacy of a design or to support engineering decisions required
to implement design changes needed to ensure the systemmeets the design
requirements. In addition, if the reasons for the differing results can be determined
then the analytical techniques can be used with a higher degree of confidence to
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predict the impact of possible design changes. Needless to say, better techniques
than comparing natural frequencies or observing different versions of a particular
mode shape are needed for determining differences between experimental and
analytical results. Some of the techniques which have become popular for this
purpose are described in this section.
In order to make comparisons betweenmode shape vectors, the vectors must
first be referenced to the same coordinate system and the geometry of the vectors
must be matched. The Kensinger Integrated
Technologies'
Modal Analysis System
(KIT-MAS) program offers a coordinate transformation utility to perform the
required transformation. This is not necessary if the analytical and experimental
models were both set up using the same coordinate system. After both vectors are
in the same coordinate system, common points of the two vectors are determined.
Since the finite element model usually has manymore points than the experimental
model, points in the finite elementmodel without counterparts in the experimental
model are eliminated. The mode shape is then represented by the remaining points.
Points do not have to be coincident to be matched and the KIT-MAS program
provides the user selectable tolerance which determines the maximum distance the
points can be separated and still be matched. Once this step is completed, the mode
shape vectors can be compared both mathematically as well as visually by animating
the mode shape. Since the mode shapes are now represented by the same degrees
of freedom, it is much easier to make comparisons between the two models to
determine where differences exist.
The KIT-MAS program offers several mathematical techniques for
determining differences between the finite element and experimentalmodels. The
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first method is calledModal Assurance Criteria (MAC). The MAC provides a
measure for determiningwhat extent two mode shapes are correlated. The MAC is




The MAC can take value between zero and onewhere one indicates exact
correlation. The closer the MAC is to a value of one, the more similar the two
vectors are. The KIT-MAS program calculates the MAC between all the vectors in
the two sets and uses this information to determine which mode shape vectors are
related. The user then has the option to ehminate vectors which have not been
correlated to a counterpart in the other data set. Rigid bodymodes produced by
finite element programs are an example of vectors whichwould be eliminated.
Once this calculation is completed, each mode shape in the finite element solution
has been pairedwith its counterpart in the experimental solution and the relative
similarity between them has been computed through the MAC.
Calculating the difference vector between two mode shapes provides an
excellent qualitative measure of the level of correlation between the two vectors as
well as insight as towhere the vectors differ. Once vectors are scaled in the same
manor, the vector difference is calculated using the equation
{*y}Difrercnce=WA~{-y}B
. (54)
When the difference vector is animated, it is easy to see differences between the two
vectors since any motion in the animated display represents a difference between
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the vectors. The KIT-MAS program provides the difference calculation, aswell as
the original correlated vectors. These can be animated by the SMS/STAR program.
The orthogonality check is anothermethod the KIT-MAS program uses to
determine the degree of correlation between eigenvectors. The eigenvectors found
in the solution of the structural dynamics problem have the property of being




where [7] represents the identity matrix and [X] is the matrix of normalized
eigenvectors. Due to the orthogonality property of eigenvectors, the calculation of
equation (55) yields a value of zero for dissimilarmodeshapes (orthogonal vectors)
giving zeros for the off diagonal terms and a value of one
for identicalmodeshapes
giving ones for the diagonal terms. This property
can be proven by considering
equation (11) rewritten for a specific eigenvector and eigenvalue as
-a,12[M]{^.}-f[^]{^.}
= {0} (56)
By premultiplying by the transpose of a separate eigenvector, {Xj}T,
we obtain
-g;i2{X,}T[M]{X;.}
+ {X>}T[X]U.} = {0}
(57)
This is repeated by startingwith the second eigenvector and premultiplying by the








By subtracting equation (57) from equation (58) and applying the property of
equation (59), we obtain
(fl,,2-^){^}T[M]{Z,} = 0
(6Q)
If the two eigenvalue-eigenvector pairs are not the same, thenwe have
TOT[M]{Xy} = 0 ; i*j
(61)
If, however, the eigenvalues are the same ( cOj*2-co,*2=0 ), then equation (60) yields
U}T[M]{X,} = ^. ; i=j
^ (62)
where raj is a scalar. If the eigenvectors in equation (62) are normalized as
{^} =^{^}) (63)
then the calculationwill yield unity. Therefore, if the two sets of normalized vectors
used in equation (55) are identical and orthogonal the result of that calculationwill
be the identitymatrix. By using the equationwith the finite element and
experimentalmodeshapes, an indication of the similarity of the two solution sets is
given. In order to use equation (55), the reduced mass matrixmust be calculated.
To do this, KIT-MAS uses NASTRAN's dynamic reduction capability (Guyan
Reduction) by defining the common points in the two models as analysis points and
calculating the reduced mass
matrix inNASTRAN based on these points. The
32
reduced mass matrix is then transferred back to KTT-MAS for the orthogonality
calculation. This orthogonality check technique has also been implemented in a
program calledModal at Rochester Institute of technology by D. Krebs.P] This
implementation uses Kammer's technique!^] to generate the reduced mass matrix.
This method yields a representation of the mass matrixwhich exactly predicts all the
finite elementmode shapes and frequencies whichwere used in the mass matrix
reduction process.
Modal difference index is a technique used byKIT-MAS to identify physical
locations where the two dynamic models are different. Three vectors are calculated
using this technique. The vectors can be animated to give an indication ofwhere
differences exist between the two data sets. The first vector is the diagonal of the
matrix formed by differencing the flexibilitymatrix estimates (as calculated by
KTT-
MAS) for the two models. The second vector is the reciprocal of the first and the
third is one (1.0) minus the diagonal of a CO-MACmatrix. The CO-MAC
(Coordinate Modal Assurance Criteria) matrix is found byKIT-MAS by calculating
correlation values at each coordinate in the models over all the correlated
modeshape pairs. CO-MAC gives a value between zero and one. When the CO-
MAC is differenced with one as KIT-MAS does, the resulting vector can be
animated showing large differences as large displacements
in the animation.
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4.0 Practical Application of Structural Dynamics Analysis
In the previous section, the theoretical basis for each of the dynamics analysis
techniques was presented. A good understanding of the theory is necessary in order
to have an appreciation for the strengths and weaknesses of these techniques.
However, since the use of these techniques is somewhat involved, the theory does
not provide all the necessary information required to implement these techniques in
the solution of a structural dynamics problem. This section is intended to provide
an understanding of how the analysis tools can be used in the solution of these
problems. It is not intended to be a detailed tutorial on the use of the programs
(users manuals for each program provide this information), but a guide onwhat
steps need to be completed throughout the engineering design process. By following
a framework similar to the one presented here, the time for a product design cycle
should be minimized without performance compromises in the resulting design.
Although this discussion is somewhat specialized to the software tools used in this
investigation (MSC/NASTRAN, SMS/STAR, and KIT-MAS), it can be applied to
other equivalent packages.
4.1 The Design Process
The first step in the solution of an engineering
design problem is to
determine the design requirements of the subject system. This is a very important
point in thatwithout a detailed understanding of the design requirements, the
determination of the adequacy of a design is not straight forward and engineering
decisionswhich can effect design performance aswell as program schedule can not
be made in a timelymanor. A good design
requirements definitionwill provide a
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point of reference and serve as ameasure ofperformance adequacy and design
completeness.
Once the design requirements are determined, conceptual design and
detailed design can proceed. During conceptual design, alternative design concepts
can be considered. If there is more than one design approachwhich is considered to
be acceptable, analysis techniques such as the finite elementmethod can be used to
determine which approach is the best. Once the field is reduced to a single design
concept, detailed design can proceed. This stage provides all the detail needed to
build the subject design. It is during this stage where analysis techniques are used
extensively to optimize the design. At the completion of the detailed design stage,
the engineer should have a good understanding of the performance of the subject
design as predicted by the analytical tools used to optimize the design. For
structural design this includes the static as well as dynamic properties of the system.
It is these properties which will be verified experimentally in order to ensure the
system fulfills the design requirements. The verification of the dynamic properties is
done through experimental modal analysis techniques. Prior to the experimental
verification step, the analytical tools can be used once more to gain information
which will help in the experimental setup. This will save time as well as ensure that
the best possible experimental data is obtained in verification testing. This is
discused inmore detail in the next section.
Inmany short duration design cycles the build
of an engineering model
provides the first opportunity to evaluate hardware which closely represents the
final production hardware. Engineeringmodels are usually intended to be
functionally equivalent to the productionmodel but may be fabricated using
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alternatemanufacturing techniques. These models are normally tested extensively
in order to determine what shortcomings exist in the design. Due to the fact that a
limited number of engineeringmodels are normally built, they are in high demand
by the engineering community for a variety of subsystem and system level testing.
Good test plans and careful scheduling are essential to ensure the best information
possible is obtained in a short period of time. For example, the structural engineer
maywant to perform modal testing on a bare structural subsystem as well as a fully
built system. The earlier information may reveal certain aspects whichmay need
more (or less) attention in the final testing.
Once the testing and characterization of engineering models is complete, the
engineer has two important pieces of information. The first is howwell the system
performed as compared to design and performance specifications. The second is
howwell the analyticalmodel, which was used for determining characteristics of the
design, predicted the performance of the actual system. If the designmeets its
requirements, then the second point is not as important. However, since there are
usually areas which need improvement, the second piece of information is very
important. In general, the analytical model will not exactly predict the performance
of the system (if it did, therewould be no need to change the design). In addition it
is not always clear where the differences exist. If the analyticalmodel can be altered
to more accurately represent the actual system, then it can be used to determine
what changes must be made in the design to optimize performance in the
productionmodel. The process of determining how to change the analyticalmodel
to more faithfully represent the system can be difficult. To simplify this in the area
of structural dynamics, modal correlation is used. This process uses qualitative as
well as quantitative techniques to showwhere differences exist between the
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experimental and analyticalmodels. The engineer can then change the analytical
model to more closely represent the experimental results and the actual hardware.
The effect of changes to the design can then be predicted by simulating these
changes in the model. The end result should be an improved designwhichmeets all
design requirements.
The process described in this section should be successful in producing a
quality design for a product in a minimum period of time. It can be applied to
virtually any subsystem in the design as well as the complete system. The keys to
making itwork are to be able to predict performance analytically prior to building
hardware and to be able to correlate the actual performance of the hardware back
to the analyticalmodel for final design optimization before the design is released to
production. Note that the term optimization is used in the broadest sense since the
design should be optimized for cost, manufacturability, and reliability as well as
performance. It can be seen that the successful design engineer needs to have
access to a variety of engineering tools, software and hardware, and have the
knowledge to use them. The next sections provide a brief description of the tools
used in this investigation in the area of structural dynamics.
42 Application of the Finite ElementMethod UsingMSC/NASTRAN
Although the finite element method (FEM) has historically been a complex
method of analysis used primarily by experts in the area ofFEMmodeling, new
implementations of the method have made its application easier so that it can be
more useful to the general engineering community. Unfortunately, these changes
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tend to reduce the capabilities of the program and also make it easier to misuse the
technique so that erroneous results are obtained. Inmany cases, the only time this
is discovered is when the design is tested experimentally. Poor analytical results
can result in a large loss of time as well as system performance. Another solution to
this problem is to provide dedicated FEM experts within a design communitywhich
support the modeling needs of design engineers. This is a good solution as long as
the FEM analyst and the design engineerwork closely together to ensure all of the
expectations of the FEM analysis are met.
The NASTRAN program has retained its general format over the many years
inwhich it has been available with new releases of the software containing
enhancements to previous versions. This has retained a very high level of capability
in the program at a cost of a complex user interface. To alleviate this problem,
several software venders have introduced packages which provide a graphical
interface for inputting problem geometry as well as viewing the results of the
analysis. Although this makes NASTRANmuch more user friendly, it is the
author's opinion that at least a limited amount of training in the method is required
for effective use of the finite element methodwhether it be NASTRAN or another
program. This section is intended to provide some helpful hints in the use of
NASTRAN for a structural design problem and assumes familiaritywith the
program.
As was alreadymentioned,
there are a variety ofways to create the required
input to run the NASTRAN program. These range frommanually typing the
required input into an input data file to using a geometricmodeling program to
create the data file. For more complex problems, a geometric modeler is good
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approach. These packages usually provide ameans for graphically reviewing the
results as well. For problems which are not geometrically complex, it may be just as
easy to use the built-in capabilities ofNASTRAN to input the problem and to view
the results. These include theMSG/MESHmesh generator for input as well as the
NASTRAN plotting module for output. The choice ofwhether or not to use
another geometricmodeling package with NASTRAN is up the analyst's preference.
Although the choice should beweighted bywhich methodwill achieve the required
results in the shortest time and computer expense.
As the FEMmodel is assembled, several points should be kept inmind in
order to ensure accuracy of the model as well as simplify use of themodel. First,
the proper choice of elements will effect both of these. Care must be taken to use
elements whose interpolation function can describe the loading the elementwill
experience in the structure. The choice of elements as well as how they are
assembled can effect how easy it is to modify the model to examine how changes
effect design performance. An example of this is a structure made up of thin plates.
In this case each plate may experience different loading conditions in the design and
therefore the best designmay incorporate several different thicknesses of plates. If
the model uses two dimensional elements then amaterial thickness can be called
out separately for each plate. These
thickness can be changed very easily and
different combinations can be analyzed very quickly or NASTRAN's structural
optimization capability can be used to determine
optimum thicknesses. Another
aspect to consider is how boundary conditions and loads will be applied to the
model. The difficulty inmodeling boundary conditions is a major cause ofmodel
inaccuracies. What loads are applied to the model will obviously effect what
response the model predicts. Care must taken to include all loading conditions
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which the designwill experience as well as anythingwhich may expose design
shortcomings. Lastly, consideration should be given to what responses should be
measured and how theywill be rated. In some cases static stress and deflections
may be the most important but in others dynamic properties may have a bigger
impact on performance. To sum up, if consideration is given to these things before
a model is built, the resultingmodelwill be more useful to the engineer as well as
more accurate.
Once a finite elementmodel is assembled, analysis of the model can proceed.
Static analysis should be done firstwith simple loading conditions. This is to ensure
that there were no mistakes made in the creation of the model. Since static analysis
is the most straightforward type of analysis, it should be relatively easy to identify
anymistakes by considering the validity of the statics results. Simple loading
conditions willmake analysis of the results easier. If the results do not appear to be
accurate, the model should be altered to eliminate errors or inaccuracies. At this
point the analyst should be satisfied that the results are believable and that the
model has no errors. The model can then be used to analyze all the loading
conditions whichwill be applied for both statics as well as dynamics. The results of
these analyses can then be used to determine adequacy of the design. The use of a
graphical postprocessor for viewing the results of the analysis is highly
recommended. Since the finite elementmethod produces a very large amount of
output data, a graphical representation of the results is, in many cases, the onlyway
to gain a global understanding of the behavior of the system being studied. Inmost
cases changes will probably be made to the design and more analysis will be
performed. This iterative procedure continues until the designmeets the
performance requirements as predicted by the model. Since many NASTRAN runs
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may be required to complete this procedure, use ofNASTRAN's data base facilities
is also highly recommended. This willminimize the computational time required to
calculate the solution for each NASTRAN run since the program saves prior
calculations and only repeats the parts which are necessary for each new case.
Once the engineer is comfortable with the design performance of a system
(as predicted by the analytical techniques), the final details are completed and the
system is released for fabrication. For aminimum duration product design cycle,
this could be for an engineering model build. Once parts become available,
assembly and testwill begin. For structural design, a large part of the testingwill be
dynamics or modal analysis. Experimentalmodal analysis provides a large amount
of information about the dynamic performance as well as an excellent check of the
accuracy of the finite element model. As described in an early section, modal
analysis involves measuring transfer functions between many physical locations on
the structure. This means that a single locationmust be chosen either for measuring
the response (excitation force is applied at all points one at a time) or for providing
the excitation force (response measured at all points). Any particular point on the
structure may provide a good response formost modes ofvibration (and therefore
imply good measurements) but could actually provide a poor response for other
modes. This can be due to things like being to close to a nodal point for amode of
vibration of the structure. In order to minimize the amount of time required for
testing and maximize the quality of the results, a point should be chosenwhich
provides a good response for all the modes of interest. This can be done quite
quickly using NASTRAN's forced
response simulation capabilities. Using the modal
parameters already determined in
previous analyses, the response of the structure
can be calculated for a given input force. By using a sine swept shaking force
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applied to the structure, the response at any point on the structure can be
calculated. By comparing the response at candidate points, the best point can be
determined by notingwhich one has the strongest response to the excitation for all
the modes of interest. Cautionmust be used in choosing the excitation force to be
sure the system is excited in all directions. Another benefit of using this approach is
that this can be done before test hardware is available therebyminimizing the test
time required.
4.3 Application ofExperimental Modal Analysis Using SMS/STAR
The most thorough way to qualify the performance of a design is to actually
build and test it. Once hardware is available for testing the actual performance of a
design can be characterized and documented. Once this is complete, shortcomings
in the performance of the design can be corrected and improved hardware can be
built. However for all but the simplest of designs, a large amount of time and
development cost is used each time hardware is built. Therefore it is desirable to
minimize the number of design, built and test cycles needed to bring a product to
the marketplace. Early cycles can be eliminated by doing thorough analytical
modelling of the design. This will enable the first
build of hardware to be close to
the final expectations of the design. However, since there is always some level of
inaccuracy in the analyticalmodels, it is testing which provides the complete
benchmarking needed to characterize the performance of a design. If the testing is
done carefully enough to provide a good
characterization of the design, two
important pieces of information are gained. Obviously, the first is howwell the
designmeets its design specifications and requirements. The second provides a
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means for characterizing the ability of the analytical model to predict the behavior
of the actual hardware. Since it is not always clear what changes need to bemade to
improve the performance of the design, it is desirable to trymany changes to see
which changes effect the performance. The only practicalway of doing this is to use
the analyticalmodel to predict the effect of these changes. By using the information
gained through testing, and correlation techniques, it is possible to improve the
model so that itmore faithfully represents the actual hardware andmore accurately
predicts the impact of changes. Once the best set of design changes is determined,
new hardware can be built and tested. Hopefully, by going through this process, this
new version of hardware willmeet all the performance expectations of the design.
For structural design a large part of the testing is dynamics analysis. This is because
the dynamic behavior ofmany real world systems is difficult to predict analytically
and therefore it is in the area of dynamics where many design problems are
encountered. In addition, since the dynamic properties (natural frequencies and
mode shapes) of a mechanical system are solely determined by the configuration of
the system, these properties provide excellent characteristics for comparison to the
analytical results. The remainder of this section will discuss the use of the
SMS/STAR modal analysis system and provide pointers on how to achieve good
results.
The first step in experimental
modal analysis is to determine the points at
which the subject systemwill be measured. Aswas already discussed, the basis for
experimental modal analysis is to measure the transfer function between select
points on a structure and use this information to determine the natural frequencies
and mode shapes of the structure. Since the mode shapes of a structure provide a
great deal of useful information, it is important to obtain a good representation of
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these from the experimental data. The mode shapes are constructed from data
measured at each of the test points and therefore considerationmust be given to the
number aswell as the location of these test points. Too few or poorly placed
measurement pointswill yield an inaccurate representation of the mode shapes.
The easiestway to determine the best locations for test points is to examine the
mode shapes as determined by the finite element analysis previously completed.
Since the finite element results are available, parts of the structurewhich exhibit
complexmodal deformations are already known. By using this information prior to
performingmodal testing, there is greater chance of obtaining a good set ofmodal
measurements in the first set of data. When selecting test locations, enough points
must be used to provide a good representation of the displacements in any of the
mode shapes. More points will be needed in areas of the structurewhich exhibit
complexmotions and less in areas where simple or no motion is present. In general,
the required number of these points will be much less than the number of grid
points used in the finite element analysis. However, it can be helpful to pick points
coincidentwith the finite element grid points where ever possible to simplify the
modal correlation which will be done after testing is complete. Lastly, one of the
measurement points must be chosen to be the driving point. This is the point at
which the responsewill be measured for impact testing. As was discussed
previously, it is very important to choose a point to
use as the driving pointwhich
provides a strong response for all the modes
of interest. If a poor location is chosen,
modal information can be missed or measurements can be excessively noisy,
producing poor results. Again, a good
locationwill help produce good results with
the first set ofmeasurements. The finite element model is again very useful in
determining a good point to use.
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Once the number and location of the measurement points for amodal
analysis test have been determined, the coordinates of these points must be input to
the STAR program. These are input in tabular form in the coordinate tablewhich
is part of STAR'S user interface. By connecting these points, a graphical
representation of the system being tested is obtained. The usermust define how the
points are connected in the display by inputting the point connectivity in the display
sequence table. Also, once the experimentation is complete, the mode shapes can
by animated by displaying the motions at the test points. Since the connecting lines
move with the points, the motion of the structure is displayed. The graphical display
is also provided as part of STAR'S user interface. To provide the animation of the
mode shapes for a three dimensional problem, it is necessary to obtain displacement
data for each measurement point in all three translational degrees of freedom.
However, it is not always possibly to make measurements for all three degrees of
freedom at each measurement point. An example of this is a simple flat plate. At a
point in the center of the plate, it is not possible to impact the system in the plane of
the plate. To get around this problem, constraints are used. A constraint is nothing
more than an equationwhich defines the motion at one of these points as a function
ofmeasurable points. Constraints are input in tabular form similar to other STAR
input. Each degree of freedom in the systemwill either be measured or have a
constraint equation to determine its motion. The rest of the required input to the
STAR program is input in a table called the project slate. Information is input to
the project slate such as the driving point id number andwhether a fixed response
(impact testing) or a fixed excitation (shaker testing) is provided at the driving point.
Also input here are the model ofFFT analyzer being used and the units whichwill
be used for the test.
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Once all the required information has been entered into STAR, then
measurements can be taken on the structure being analyzed. There are two
techniques for obtaining the transfer function data needed formodal analysis. Both
use a FFT analyzer to measure the excitation input and response and calculate the
transfer function. In the first technique, called impact testing, the structure is
excited using an impact hammer at each test point and the response is measured at
the driving point using a stationary transducer. For shaker testing the excitation
force is input at the driving point using a shaker, and the response is measured at
each of the measurement points bymoving the transducer. For shaker testing the
excitation can be provided using a sine swept mode or a white noise mode. For sine
swept mode, the frequency range of interest is measured by sweeping the excitation
force through the range one frequency at a time andmeasuring the response at that
frequency. By usingwhite noise excitation, all frequencies are excited and measured
at once. Impact testing is similar to white noise excitation since an impact in the
time domain is equivalent to white noise in the frequency domain. Whichever
method is used, the FFT analyzer must be set up appropriately in order to calculate
the proper FFT.
When actually taking measurements, the STAR program keeps track of the
sequence ofmeasurements and stores the data. Once a particularmeasurement has
been adequately taken, the user tells STAR to accept the measurement and the
program down loads the transfer function data from the FFT analyzer and stores it
on disk. The program then increments to the nextmeasurement point and waits
until thatmeasurement is complete. The user simply skips degrees of freedom
which have been defined by a constraint equation by telling the program to
increment to the next measurement. When using impact testing, it is a good idea to
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average severalmeasurements since it is difficult to impact the structure the same
way each time. This is done by setting up the analyzer for averaging. When the
requested number of averages is complete, the averaged measurement is down
loaded by the program as before. The analyzer can also be set up to ignore
measurements which have overloaded the input to the analog to digital converters
inside the analyzer. This happens frequently, especiallywith impact testing, since it
is difficult to impact the structure in the sameway every time and fact that the
response to the same input will change based onwhat point in the structure is being
excited. The bestmeasurements are obtainedwhen the largest input to the analyzer
is used for the input range specified without overloading. When the analyzer is set
to ignore overload measurements, the current average of ameasurement can be
repeatedwithout starting from the first average. Once all the measurements have
been taken, the program has all the required information to compute the modal
parameters of the system.
In order to determine the modal parameters for the system being tested, the
STAR program uses curve fitting techniques with the measured transfer functions.
Thiswas discussed in the previous section. To fully determine themodal
parameters, the program must fit the data at each natural frequency for each of the
measurements. This can be controlled one at a time by the user, however for a large
problem this would take a long time. To simplify this, the program has automated
curve fitting capability. To use this the usermust set up a band for each frequency,
or group of frequencies, to be fit. The user then picks a curve-fit technique for the
band and defines how manymodes are in the band. Star provides single mode curve
fitting techniques as well as multimode techniques. Once this is defined the
program can fit all the measurements automatically using the same frequencyband
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information for each measurement. The fit function can be graphically displayed
over the measurements to check the quality of the fit. Once all the measurements
have been curve fit, the user can go back and refit the data if a poor fit functionwas
obtained for any particularmeasurement in any band. The user has the option of
picking a different curve fitting technique as well as changing the frequency band in
order to get a better fit. This is important since a good fit is necessary in order to
obtain good quality results. When all the data has been fitted appropriately, the
modal parameters for the systemwill have been determined for all the
measurement points. The user now must request the program to calculate the
displacements for degrees of freedom defined by constraint equations. Once this is
complete, mode shape information exists for all degrees of freedom in the model.
The results can be viewed in tabular form and the mode shapes can be animated in
the graphical display. It is at this point that the engineer can start evaluating the
dynamic performance of the system. Also, the finite element model can be verified
and improved with the help of correlation techniques. The next section discusses
the use ofKIT/MAS formodal correlation.
4.4 Application ofModal Correlation Using KIT-MAS
Modal correlation techniques provide a method for determining how closely
two sets of mode shape datamatch each other. As was described previously, the
primary interest in the context
presented here is to enable the engineer to refine an
analytical model so that it accurately describes the actual hardware it represents.
However, it should be noted that these techniques can also be used to examine
inaccuracies in the experimental results due to experimental error. In either case,
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modal correlation techniques provide quantitative metrics related to the level of
correlation as well as qualitative information as to where the differences may exist.
For this discussionwewill assume that the experimental results are very good and
that it is the analyticalmodel which will be altered. A subtle but important point is
that these techniques do not necessarily showwhat changes must bemade to an
analytical model to increase correlation. They do showwhere the differences are
and can determinewhether a specific change has made an improvement or not. It is
engineering experience and judgementwhichmust be used to decidewhat changes
must be made to improve correlation. This section is intended to provide a
description of howmodal correlation techniques can be usedwith the KIT-MAS
program to improve correlation.
The fundamental problem which is encounteredwhen trying to determine
howwell two sets ofmodal data are correlated is the amount of informationwhich
is obtained through an experimental or analytical modal analysis. Although the
natural frequencies can be compared, this does not yield information as to where
the physical differences exist nor does it provide a good metric formeasuring the
similarity betweenmode shapes. This information exists in the mode shape vectors.
For all but the most trivial problems, making a direct comparison between two sets
of vectors is not reasonable unless it is done graphically. This is due to the size of
the vectors as well as the fact that the two solutions may use different degrees of
freedom to describe the mode shapes. Graphical representation ofmode shapes
can offer a great deal of qualitative information about the similarity ofmode shapes.
In addition, if the two sets ofvectors are represented by the same degrees of
freedom, a vector difference provides an excellent way to graphically describe the
differences betweenmode shapes.
49
The KIT-MAS program is actually two programs which run in parallel on the
experimental modal analysis microcomputer as well as the computer used for the
finite element analysis. The two programs communicate to each other through a
data link and the user interacts onlywith the experimentalmicrocomputer. In order
to use the program, the data files must be present in the KIT-MAS directory for
each computer; STAR files on the experimental microcomputer, and NASTRAN
F06 output file on the finite element computer. The program is used only to
perform the necessary calculations for the correlation techniques and uses the
graphics capability of the STAR program for animated display. The first step in
performing amodal correlation is to start up both parts of the KIT-MAS program
and ensure proper communications. Once this is set up, the procedure is done
automatically by the program and is initiated by a simple command. Once this is
complete, the user must define a project in KIT-MAS. A project is actually a data
base which will be saved through multiple sessions until the user requests KIT-MAS
to delete it. After a project is defined, the user is ready to transfer the modal data
to the project data base. The experimental data as well as the finite element data
are then transferred to the project data base one at a time. If different coordinate
systemswere used for the two data sets, then a coordinate transformationmust be
performed next. The next step is to compare the two data sets to determine
common degrees of freedom. This is done using a search technique and results in
matched pairs of points in the two data sets. Inmost cases there will be manymore
degrees of freedom in the finite element data than the experimental data. In order
to enable a one to one comparison between the two data sets, the finite element
data set is reduced to the order of the experimental data. At this point the first
piece of correlation data is available. Since the mode shapes from both data sets
50
are now represented by the same set of points, they can be animated side by side or
overlaid to qualitatively determine howwell theymatch. Differences can also
readily be seen. To make the differences even clearer, the two vector sets can be
subtracted. The program performs the necessary computation and returns the
difference vectors. When animated, the vector difference will not move if the
original vectors are identical. Although the amplitude of the difference display is
not significant, the amplitude of the motion in the animated display can by scaled in
the STAR program to more clearly showwhere differences exist. Larger relative
motion in the display indicates larger differences between the two vectors.
Differences are very easily seen in the animation and engineering judgement can be
used to determine the reasons for the differences. For example the motion in the
difference animationmay indicate a problemwith a particular portion of a structure
or a particular boundary condition. The last qualitative calculation is called total
modal difference index. Modal difference index produces three vectors which are
used to determine physical locations on the structure where the two data sets are
different. These are calculated over all the modes and againmore motion in the
display animation represents a bigger difference. All these vectors must now be
transferred back to the experimentalmicrocomputer. The STAR program is then
used to display these vectors. As was mentioned, it is up to engineering experience
and judgement to determinewhat changes must be made to improve correlation.
However, this graphical information usually provides a great deal of qualitative
information as to what is different between the two data sets and thereforewhat
physical aspects of the structure must be changed.
KIT-MAS offers two quantitative correlationmeasurements for comparing
mode shape data. Bothmodal assurance criteria (MAC) and orthogonality produce
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a value which indicateswhether two mode shapes are correlated. Ifpoor
correlation is obtained, these techniques do not give any informationwhere the
differences exist. This information is obtained in the qualitative techniques
previously described. The quantitative measure does indicatewhether changes have
made improvements in correlation. When the matrices made up of the full set of
mode shapes are used in the calculation, the result is a square matrix. For the MAC
calculation the diagonal terms will be unity if the mode shapes are identical. Values
lower than one indicate poorer correlation. The orthogonality calculation provides
a more rigorous method for determining the level of correlation between vectors.
As was described earlier, mode shapes have the property of being orthogonalwith
respect to the mass matrix. The difficultywith doing this calculation is that the
reduced mass matrixmust be obtained for the calculation. The KIT-MAS program
uses NASTRAN to calculate the reduced mass matrix using Guyan reduction.
KTT-
MAS outputs a file which defines the analysis set for NASTRAN. This set is the set
of points for which the reduced mass matrix will be calculated. The usermust then
include this file in the NASTRAN data input file and runNASTRAN again.
NASTRAN then outputs the reduced mass matrixwhich can then be read into the
KTT-MAS project files. Once this is complete, the orthogonality calculation can
proceed. The result of the orthogonality calculation is again a square matrixwith
order equal to the number ofmode shapes being used. As was shown in section 3.3,
if two mode shapes are orthogonal the result of the calculationwill be zero. If the
two mode shapes are identical and scaled to the mass matrix (as shown in section
3.3) the resultwill be unity. Therefore if the two sets ofmode shapes are identical
the result of the orthogonality calculation should be the identitymatrix.
Unfortunately, KIT-MAS does not scale the experimentalmode shapes in the same
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way as the finite element vectors have been scaled. However, the results are still
useful. Thiswill be discussed inmore detail in a later section.
By using the correlation techniques described in this section, it is possible to
determinewhere differences exist between the finite elementmodel and the actual
structure, and verify adequate correlation exists after changes have beenmade to
the model. At that point, the model should be a good representation of the actual
hardware and is therefore a very powerful toolwhich can be used to assess the
impact of design changes to the hardware. Hopefully, the result is a highly refined
design and a production quality systemwhen the changes are implemented and new
hardware is built.
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5.0 Problem Development and Solution
The main purpose of the work described in this thesis was to demonstrate the
use of currently available engineering tools for use in the area of structural dynamics
design and analysis. These include finite element analysis, experimentalmodal
analysis, and modal correlation of the analytical and experimental results. Although
the use of these tools is somewhat involved, their use in an engineering design
problemwill give the engineer a better understanding of the behavior of the subject
design in every stage of the design process. This will in turn allow the engineer to
produce a designwhich more fullymeets the design requirements in a shorter
period of time. The techniques also provide a means for determining causes of
problems in hardware and the impact of changes on the hardware.
The first step to complete thework discussed in this thesis was to install the
STAR and KTT-MAS software packageswhich were to be used in the study and to
check for proper operation. Once each programwas running a simple problemwas
studied to ensure the software was working properly and to gain familiaritywith the
operation of the programs. The dynamic properties of a simple flat plate were
determined using both the finite elementmethod and
experimentalmodal analysis.
The results were then compared using the modal correlation techniques already
described. Good correlationwas obtained as was expected due to the simplicity of
the problem. These results are not given here since they are largely uninteresting.
This activitywas quite useful however, since it
allowed the author to become
familiarwith the software packages as well as experimentalmodal analysis
techniques. Once this was completed, amore complicated structure was chosen for
more detailed study.
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As was previously discussed, the intent of thework presented herewas to
demonstrate the usefulness ofmodern dynamic analysis techniques in a design
engineering environment. In addition, a procedure for using these techniques which
wouldminimize the design time and cost for a structural design problemwas to be
presented. Although the structurewhichwas chosen for thiswork was not a solution
to a particular design problem, thework proceeded in a chronological order as if it
was part of an actual design project. This was done to provide a demonstration of
the suggested procedures to produce superior designs in the shortest possible time.
Although therewere no actual design requirements to use as a measure of design
performance, the level of correlation of analytical and experimental results was to
be used as ameasure of adequacy. The problem solution aswell as the results are
presented in this section since the results of each step of the work impact the next
step.
5.1 Problem Description
In order to demonstrate the usefulness of the dynamic analysis techniques
discussed in this thesis, it was decided that a general three dimensional structure
would need to be defined. The structure which was chosen for this studywas
analyzed previously at RTT in a prior study PI. This particular structurewas chosen
since it exhibited a pair of highly coupled modes and was therefore thought to be a
more difficult test of the dynamics analysis techniques used in this study. A diagram
of the structure is shown in Figure 3. The structure was made up of four eight inch
square aluminum plates 0.375 inches thick and four aluminum rods eight inches long
and one half inch in diameter. The top horizontal plate was connected to the
vertical plate viawelding. The rest of the connections were made using screw
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fasteners with five screws used in the connection of the center plate to the vertical
plate and one screw used in each end of each rod. This structure was to be analyzed
using free-free boundary conditions (not constrained or attached to any support
structure). The modal properties of the systemwere determined in the range of
zero to 700 Hz. This particular frequency range provided nine vibrationalmodes,
whichwas thought to be enough to demonstrate the concepts being investigated.
7
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Figure 3: Modal Test Structure
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52 Finite Element Model and Results
ANASTRAN finite elementmodel was assembled to analyze the dynamic
properties of the test structure shown in Figure 3. NASTRAN version 66awas used
for all the FE analysis done in this study. The MSG/MESH automaticmesh
generation capabilitywithinNASTRANwas used to generate the geometry for the
model. This greatly reduced the size of the input file even though there was a large
number of grid points and elements. A listing of the input data file is included in
Appendix 1. Since MSG/MESH was used to input the model geometry, a separate
preprocessor program was not needed and the NASTRAN input file was created
using the Vax editor. Two dimensional quadrilateral elements (quadr) were used to
model the plates in the structure and bar elements were used to model the rods.
The model is shown in Figure 4. The bar elements provided the capability to model
bending of the rods as well as axial loads. The quadrilateral elements provided the
capability to model bending and membrane loading of the plates as well as
transverse shear loads. Since the model was fairly large (approximately 2000
degrees of freedom), Generalized Dynamic Reduction (GDR) was used to reduce
the computation time necessary to find the solution. The Modified Givens Method
was used to find the solution to the eigenvalue problem. The solutionwas found
using NASTRAN Solution
Sequence 3, Normal Modes. This is the simplest
Solution Sequence (predetermined NASTRAN instruction set) for solving formode
shapes and natural frequencies and is compatible with the KIT/MAS program
which was to be used later. Although there are more elaborate Solution Sequences
inNASTRAN for this purpose, the KIT-MAS program does not recognize all of
these, particularly the newer ones. Even
though a solution sequence which supports
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NASTRAN's data base capabilitymight have been preferred (like Solution
Sequence 63), file storage space limitations at RTTwould not allow storing the large
files for the data base. Thismeant that any subsequent runwould have to calculate
the solution from the beginning. This CPU time versus file space trade off is only a
result of the implementation of the NASTRAN program at RTT and has no effect
on the accuracy of the solution to the problem.
Figure 4: NASTRANModel; Undeformed Shape
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The eigenvalue problemwas solved in order to find the natural frequencies
less than 700Hz and the correspondingmode shapes. Once this solution has been
found, the engineer can start to obtain an understanding for the dynamic behavior
of the structure. The natural frequencies are given in Table 1 and the
correspondingmode shapes are displayed in Figures 5 through 13. Since it is not
always easy to visualize the mode shapes without animating them, a brief description
is provided for each figure. As is shown in the table, there are nine natural
frequencies under 700 Hz. Note thatmodes two and three are very close in
frequency. Although the finite element method will not predict modal coupling, it is
clear that any excitation force which excites one mode will probably excite the other.
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Table 1: Natural Frequencies













Figure 5 shows the first mode shape. The first mode shape is a simple
bendingmode. Note that the vertical plate assumes a simple bending shape and
that the rods are bending in phase with the plate so that the whole structure assumes
a curved
'c'
shape. There is no motion present out of the plane of the bending
motion (no twisting motion) in this mode.
Figure 5: Mode 1; 110.8 Hz
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The second mode shape is a first order twistingmode and is shown in Figure
6. In this mode, the structure is twisting around a vertical axis through its center.
Note that horizontal plates are all in phase and that there is no rotational nodal
point. That is to say, the center plate is rotated relative to the bottom plate and the
upper plate is rotated further in the same direction.
Figure 6: Mode 2; 137.1Hz
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The third mode shape is another simple bending mode and is shown in
Figure 7. This mode differs from the firstmode in that the bending occurs in a
planewhich is perpendicular to that of the first mode. Since the vertical plate is
much stiffer in this plane, the frequency of this mode is higher. Aswas the case
before, the motion of the top and bottom of the structure are in phase and the
structure takes on a curved
'c'
shape.
Figure 7: Mode 3; 140.9 Hz
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The fourth mode shape is shown in Figure 8. This is the second order
bendingmode in the same plane as mode one. Note that the motion is similar to
mode one except that the top and bottom plates are now out of phase. The
structure forms an
's'
shaped deformation in this mode. Since the second order
mode is more complex, it has a higher frequency.
Figure 8: Mode 4; 2452 Hz
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The fifthmode shape is a second order twistingmode and is shown in Figure
9. The twistingmotion occurs about a vertical axis as was the case formode two.
However, the motion of this mode is more complex in that a rotational nodal point
exists somewhere in the middle of the structure. Note that the center plate is
rotated relative to the bottom plate and the top plate is rotated in the opposite
direction relative to the center plate. This is easy to seewhen compared against the
motion of mode two shown in Figure 6.
Figure 9: Mode 5; 266.4 Hz
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The sixth mode shape is an elongation of thewhole structure in the vertical
direction. This mode shape is shown in Figure 10. From the figure it can be seen
that most of the motion is occurring in the lower portion of the structure and is
made up ofbending of the individual plates and rods thatmake up the structure.
Since the vertical plate is very stiff in this direction, very little deformation of this
component occurs.
Figure 10: Mode 6; 366.0 Hz
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Mode shape seven is shown in Figure 11. The motion of this mode is
dominated bymotion of the upper portion of the structure. In this mode, the top
plate is rotating relative to the rest of the structure, producing a local bending in the
vertical plate. Very little motion occurs elsewhere in the structure.
s^S^.
Figure 11: Mode 7; 3942 Hz
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The eighth mode shape is shown in Figure 12. In this mode, the top plate
and vertical plate of the structure move as a unit in a direction perpendicular to that
of the previous mode. Very little deformation occurs in these components. This
motion produces a complex bending in the center plate. The lower plate also
assumes a complex bending shape since it is connected to the center plate in each
corner. Note that the motion of the bottom plate is out of phase with that of the
center plate.
<
Figure 12: Mode 8; 522.8 Hz
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The ninth mode shape exhibits a complex motionwhich is dominated by
bending in the center and bottom plates. These plates assume a saddle shape and
move in phase with each other. The upper portion of the structure exhibits little
motion. This mode shape is shown in Figure 13.
O^
Figure 13: Mode 9; 660.1 Hz
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5.3 Preparation for ExperimentalModalAnalysis
Once the finite element model was run and the results analyzed, there was
still one more important step to be completed before the structurewas to be tested
using experimentalmodal analysis. This step was to determine a good transducer
location and measurement points on the structure for the testing phase. This was
considered an important step in the overall procedure since a relatively small
amount of time spent in this area could greatly improve the quality of results in the
experimental stage. This would eliminate the need to repeat testing due to poor
results. Since the time it takes to perform the modal testing can be quite large, it is
easy to see that reducing the amount of testing and retesting is very important.
Also, since the experimental results will be used to provide a check on the finite
element model, good experimental results are very desirable. The first step was to
review the finite element mode shapes in order to identify regions of the structure
which exhibit complex motion for any of the modes of interest. It is in these regions
where measurement points must be carefully chosen in order to ensure the selected
points will be capable of clearly representing the motion in each of the modes.
Although the modal test structure which was analyzed in this work did not show this
type ofbehavior, many real engineering problems will. Since therewere no regions
of the structure which showed vastly different behavior (either large motions or no
motion), a uniform distribution of
measurement points was chosen. This is
discussed and displayed in the next section.
The next step needed to prepare
for experimentationwas to choose a
transducer location. Again, the results of the finite element analysiswere used to do
this. By analyzing the finite elementmode shapes,
four points were chosenwhich
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showed a large displacement for all ormost of the modes of interest. Points which
showed this behaviorwould make good candidates for transducer location since
large displacementswould produce large, low noise signals for the measurements.
The four point of interest are displayed on the finite elementmodel in Figure 14.
Next, the response for each of the four points were compared using NASTRAN's
forced response simulation capability (solution sequence 30) as was previously
discussed. The input data file can be found in Appendix 1. The structure was
excited by applying a dynamic shaking force to the center plate. This force was
applied in a sine swept fashion from 50 to 700 Hz. A component of the force was
applied in all three coordinate directions to ensure that each mode of interest would
60101
10101
Figure 14: Possible Transducer Locations
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be excited. Recall that many of the modes of interest exhibited motion in only one
or two coordinate directions and thereforewould not be excited by a load in a
direction inwhich there was no motion. The resulting response was plotted for each
of the selected points on the structure using the NASTRAN plot routines. The
response plots were then used to determine which point should be used for the
transducer as well as to determine which coordinate direction the transducer should
be oriented.
Figure 15 is a plot of the response of the four points of interest to a shaking
force applied at the center plate. This figure displays the X coordinate direction
displacement response. The four points were located near the corner of each of the
plates as shown in Figure 14. Point 10101 was on the bottom plate, 60101 was on
the center plate, 90101 was on the top plate, and 80601 was in the upper corner of
the vertical plate. Figure 16 displays the Y direction displacement for the same
points. Similarly, figure 17 displays the Z displacement response for these points.
Once the response curves were analyzed, several transducer location
possibilities could be eliminated. If a particular curve shows a poor or no response
at a resonance frequency, then poor results could be expected for thatmode if the
transducerwere to be positioned at that location. This is because there simply is no
motion to measure for thatmode at that location. For example, by examining
Figure 15, we can see that none of the points show a response for mode eight (522
Hz). Therefore, if the X directionwas used for any of these points, mode eight
would simply be missed in the
experimentalmodal analysis. Similarly, Figure 16
shows no Y response at any of the points for mode
7 (394 Hz). Table 2 is a
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Figure 15: X Displacement Response vs. Frequency
1E+1
100 200 300 400 500
Frequency (Hz)
600 700




100 200 300 400 500
Frequency (Hz)
600 700
Figure 17: Z Displacement Response vs. Frequency
summary of this information. A
'#'
in the table indicates that amode was not
detected in the response for that particular location and coordinate direction. From
the table, it is easy to see that only three of the
original twelve candidate transducer
locations where acceptable; 10101Z, 60101Z, and 90101Z. Close examination of the
response data showed that the three remaining candidate locations were roughly
equalwith only a small advantage
for the Z direction ofpoint 90101 due to a slightly
stronger response for modes 1 and 7. With the selection of this point, the
experimentalmodal analysis stage of the investigationwas ready to begin.
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Table 2: Summary ofResponse Data
Point ID Direction
1
# = No response
Mode Number
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5.4 ExperimentalModalAnalysis and Results
After the preliminary finite element analysis, the experimentalmodal
analysiswork could proceed. The experimentalworkwas done using the STAR
program installed on a 286 personal computer and anHP3562A dynamic signal
analyzer. All the measurements were made using impact testing. The location of
the fixed response, accelerometer transducer and the actualmeasurement points of
the structure had been determined as discussed in the previous section. This was
done by reviewing the mode shape informationwhich was generated in the finite
element analysis work previously completed. Since none of the modes of interest
exhibited any complex, localized deformations, a uniform density ofmeasurement
points was selected. The densitywas chosen to be one fourth that of the finite
element grid point density. This produced a reasonable number of measurements
points (103) while retaining enough points to adequately describe the motion of
each of the mode shapes of interest. Choosing enough points to describe the motion
is important since the mode shape displacementswill be displayed as a linear
interpolation of displacement of the measurements points, as was discussed in
section 4.3. In general, the actual motion of the structure will be more complex and
therefore enough points must be used to adequately represent themotion. The
location of the measurement points was chosen to be coincident with the
counterpart finite element grid points and the coordinate system was the same as
the finite element model in order to simplify the modal correlation stepwhich was
to be completed later. The geometric informationwas then input to STAR'S
coordinate and display sequence tables. The resultingmodel is shown in Figure 18.
The location of the accelerometer is shown in the figure. Since the structure
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exhibited modal deformations in three dimensions, displacement data needed to be
generated for each of three degrees of freedom for everymeasurement point.
However, many of the measurements were not physically possible to perform and
the required displacement informationwas generated by using constraint equations.
An example of this is the accelerometer point. As can be seen in Figure 18, It is not
possible to impact that point in the X or Y coordinate directions. These pointswere
input into STAR'S constraint table. The constraint equation for each of these
degrees of freedom defined the displacement as a simple linear interpolation of
neighboring degrees of freedom. This resulted in the requirement for 181
measurements to completely describe the motion of the structure.
Accelerometer
Location
Figure 18: STARModel,Undeformed Shape
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Once the required informationwas input to the STAR program, the structure
was tested using impact testing as described in section 4.3. The testing was done
using free-free boundary conditions. This conditionwas simulated by hanging the
structure by elastic
"bungee"
cords. Each transfer functionwas measured five times
and averaged in order to ensure good measurements. This meant that there were
over 900measurements required to make up a complete data set. Once the data set
was complete, STAR'S curve fitting routine was used to extract the modal
parameters from the data. A single degree of freedom polynomial fitmethod (as
described in section 4.3) was chosen for eachmode except for modes two and three.
The multimode polynomial curve-fit methodwas used for these in order to obtain a
better fit since these two modes were very close in frequency. The automatic
curve-
fit routine was used in order to fit the large amount of data in a short time.
However, the curve-fit results were monitored during the curve-fitting process and
some points were repeated manually to improve the match between the actual data
and the fit data. This was done by changing the frequency bounds within which the
curve-fitting algorithm calculates the fit and repeating the calculation until better
resultswere obtained. Once the curve fitting was complete, the displacements for
the constrained degrees of freedomwere calculated. At this point the results were
ready for viewing.
The results of the experimentalmodal analysis are presented inTable 3 and
Figures 19 through 27. The table compares the natural frequencies as determined
by the finite element analysis and the
experimentalmodal analysis. As can be seen
from the table, the two sets of frequency datamatch quitewell with the exception of
modes two and three. Figures 19a through 27a show the mode shapes for each of
the first nine modes and can be compared against Figures 19b through 27b,
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obtained from the finite element results. Bymaking this comparison, the
similarities between the two sets of data can be seen but determiningwhere
differences exist is not straight forward. This creates the need for a more rigorous
technique to determine how different the two sets of data are. Also note thatmodes
two and three are quite distorted in Figures 20 and 21. The poor results are due to
the modal coupling between these two modes. Due to the coupling, the two modes
were not uniquely identified in the curve fitting process. This is discussed further in
a later section.
Table 3: Natural Frequencies
Finite Element Experimental
Mode Number Frequency Frequency Difference
(Hz) (Hz) (%)
1 110.8 112.1 1.2
2 137.1 152.8 10.3
3 140.9 154.6 8.9
4 245.2 256.3 4.3
5 266.4 276.3 3.6
6 366.0 366.0 0.0
7 394.2 399.7 1.4
8 522.8 522.0 0.2











































Figure 27: Mode 9, (a) Experimental Results, (b) FEM Results
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5.5 Modal Correlation Results
In the previous section the results of the experimental modal analysis were
presented. By comparing the mode shapes to the results of the finite element
analysis, it is easy to see that there is a great deal of similarity between the two sets
of data. However, it is not so easy to determinewhere differences exist between the
two models. The modal correlationwork presented in this section displays more
clearlywhere the differences exist. Actually, the first piece of informationwas
already presented in Table 3. The fact that both methods found the same nine
modes within the frequency range of interest indicates that the two models do not
have anymajor differences. While this is important, it is not very useful information
in the process of improving the correlation of the results and the similarity between
the two models.
The mode shape information for both data sets was input into the KTT-MAS
program to provide the modal correlation data needed to determine the level of
correlation between the two data sets as well as their differences. Since the
coordinate systems were the same for both models, no coordinate transformations
were necessary to perform the
correlation calculations. The first step was to
compare the geometry of the two models and to
reduce the number of degrees of
freedom of the finite element model to match the experimentalmodel. This was
done using the compare and
condense commands in the program. Once this was
done, the mode shapes were compared and the
Modal Assurance Criteria (MAC)
was calculated. The KTT-MAS program uses theMAC to determine how to match
up the modes in the two
sets of data. Once the mode shapes were matched, the
mode shape vector difference was calculated for the pairs of vectors. In addition,
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theModalDifference Index vectors were calculated. The reduced finite element
vectors, difference vectors, and index vectors were then all output back to the STAR
program for display and animation. These results are presented in Figures 28
through 39. In Figures 28a through 36a the reduced finite elementmode shapes are
superimposed on the experimental mode shapes. Figures 28b through 36b display
the vector difference for each pair ofmode shapes. The magnitude of each of these
vectors is arbitrary, and has been exaggerated to display the motion clearly. In
addition, the magnitude of the difference vectors have been further exaggerated for
clarity. Note that in each case, the finite element and experimental mode shapes
match quite well with the exception of modes two and three. Also note thatwhen
the mode shapes match well, there are onlyminor deformations visible in the
difference vector. The natural frequencies for each of thesewas given in the



































































Figure 36: Mode 9, (a) FE and ExperimentalMode Shapes,
(b) Difference
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The results of the modal difference index calculation (MDI) are shown in
Figures 37 through 39. This calculation produces three vectors intended to provide
further information as to where the two models differ. These vectors are calculated
using all the modes input to KTT-MAS. The vector displayed in Figure 37 is
intended to display the difference in estimated flexibility of the structure as
represented by the two models. The vector in Figure 38 is the reciprocal of that in
Figure 37. The last of the three vectors is 1.0minus the diagonal of a CO-MAC
(CoordinateModal Assurance Criteria) matrix and is shown in Figure 39. As can be
seen in the three figures, theMDI vectors do not seem to give much further
information as to where the two models differ than the results already presented.
They are presented anyway for completeness.
k Y
Figure 37: MDI Vector 1, Difference in Flexibility Estimates
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k Y
Figure 38: MDI Vector 2, Reciprocal ofFlexibility Difference
Y
"X
Figure 39: MDI Vector 3: 1.0Minus CO-MAC
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As was previously discussed, the KTT-MAS program provides two
quantitative measures of the level of correlation between the two sets ofmode
shapes. The ModalAssurance Criteria (MAC) was calculated as described in
section 4.4, in order for the program to determine how tomatch the two sets of
mode shapes. The resulting MACmatrix is given in Table 4. As can be seen in the
table, theMACmatrix indicates very good correlation for all butmodes two and
three. Again, these two modes show poor correlation due to the problems
encountered because ofmodal coupling between them. With the exception of these





1 2 3 4 5 6 7 8 9
1 0.99 0.02 0.01 0.00 0.00 0.00 0.04 0.00 0.00
2 0.00 0.64 0.31 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.25 0.62 0.00 0.00 0.00 0.00 0.01 0.00
Finite 4 0.03 0.00 0.00 0.97 0.00 0.00 0.00 0.00 0.00
Element 5 0.00 0.01 0.01 0.00 0.98 0.00 0.00 0.00 0.00
Modes 6 0.00 0.00 0.00 0.00 0.00 0.97 0.00 0.00 0.00
7 0.02 0.00 0.00 0.01 0.00 0.00 0.98 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.96 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.96
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In addition to the Modal Assurance criteriamatrix, the orthogonalitymatrix
was calculated as defined in equation (55) (section 3.3) as ameasure of the level of
correlation between the two sets ofmode shapes. Actually, the orthogonality
calculationwas completed first since the KTT-MAS program applies a statistical
mass units correction factor to the orthogonality results if theMAC calculation is
completed first. Therefore, the results presented in this section do not have this
factor applied. In order to complete the orthogonality calculation the mass matrix
needs to be generated. The reduced mass matrixwas calculated using Guyan
reduction in NASTRAN as was previously discussed in section 4.4 and was used for
all the orthogonality calculations. A copy of the NASTRAN data file can be found
in appendix 1. Once the mass matrixwas generated, the orthogonality calculations
proceeded. Table 5 is the resulting orthogonalitymatrix for the finite elementmode
shapes. Although the KTT-MAS program produces some negative values in the
resulting orthogonality matrix, all the values are given as positive here since there is
no significance to the sign of the resulting values. Due to the fact that the finite
element method produces orthogonal vectors (with respect to the mass matrix), the
identitymatrix was the expected result. As can be seen from the table, the matrix is
nearly the identity matrix but has a small amount of deviation from it. This is
because the reduced mass matrixwas generated using Guyan reductionwhich
produces an approximation of the mass matrix. Table 6 shows the resulting
orthogonalitymatrix for the
experimentalmode shapes. Table 7 shows the results
for the cross-orthogonality test. As can be seen in the tables, the results were not
nearly as good as expected.
Although the off diagonal terms were all small (with the
exception ofmodes two and three), the diagonal terms were nowhere near unity.
An investigation into the reason for this revealed the fact that the KTT-MAS
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program does not normalize the experimental vectors to the reduced mass matrix.
The normalization factors can be calculated by taking the reciprocal of the square
root of the diagonal element of the experimental orthogonalitymatrix for each
mode as was shown in equation (63) in section 3.3. The result is a vector of
normalization factors. Once this was done, the normalization factorswere applied
to the results in Tables 6 and 7 in order to provide the normalized orthogonality
results. This was done by multiplying the orthogonalitymatrices by the vector of
normalization factors. The resulting matrices are given in Tables 8 and 9. This
resulted in values which were much closer towhatwas expected, with very good
results for all but modes two and three.
Table 5: OrthogonalityMatrix, (FEvsFE)
Finite Element
Modes
1 2 3 4 5 6 7 8 9
1 1.01 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.00
2 0.00 1.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 1.01 0.00 0.00 0.00 0.00 0.00 0.00
Finite 4 0.01 0.00 0.00 1.02 0.00 0.00 0.00 0.00 0.00
Element 5 0.00 0.00 0.00 0.00 1.03 0.00 0.00 0.00 0.00
Modes 6 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00
7 0.01 0.00 0.00 0.00 0.00 0.00 1.02 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.02 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.03
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Table 6: OrthogonalityMatrix, (Exp vs Exp)
Experimental
Modes
1 2 3 4 5 6 7 8 9
1 0.42 0.06 0.04 0.00 0.01 0.00 0.02 0.00 0.00
2 0.06 0.36 0.01 0.01 0.01 0.01 0.00 0.00 0.00
3 0.04 0.01 0.75 0.02 0.00 0.00 0.00 0.01 0.00
4 0.00 0.01 0.02 0.55 0.01 0.01 0.01 0.01 0.01
Exp 5 0.01 0.01 0.00 0.01 0.39 0.00 0.01 0.00 0.02
Modes 6 0.00 0.01 0.00 0.01 0.00 0.55 0.01 0.00 0.00
7 0.02 0.00 0.00 0.01 0.01 0.01 0.54 0.02 0.00
8 0.00 0.00 0.01 0.01 0.00 0.00 0.01 0.60 0.00
9 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.40
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Table 7: OrthogonalityMatrix, (ExpvsFE)
Experimental
Modes
1 2 3 4 5 6 7 8 9
1 0.65 0.08 0.07 0.05 0.01 0.01 0.04 0.01 0.01
2 0.00 0.46 0.44 0.00 0.05 0.00 0.00 0.01 0.01
3 0.01 0.34 0.72 0.01 0.01 0.00 0.00 0.00 0.00
Finite 4 0.05 0.02 0.02 0.74 0.02 0.00 0.05 0.01 0.01
Element 5 0.01 0.05 0.05 0.00 0.63 0.01 0.01 0.00 0.01
Modes 6 0.00 0.01 0.00 0.01 0.01 0.74 0.02 0.00 0.00
7 0.00 0.01 0.01 0.03 0.02 0.01 0.74 0.01 0.00
8 0.01 0.02 0.02 0.01 0.01 0.00 0.02 0.77 0.01
9 0.00 0.00 0.00 0.01 0.02 0.01 0.01 0.00 0.63
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Table 8: OrthogonalityMatrix, (Exp vs Exp), Normalized Vectors
Experimental
1Vlodes
1 2 3 4 5 6 7 8 9
1 1.00 0.15 0.07 0.00 0.02 0.00 0.04 0.00 0.00
2 0.15 1.00 0.02 0.02 0.03 0.02 0.00 0.00 0.00
3 0.07 0.02 1.00 0.03 0.00 0.00 0.00 0.01 0.00
4 0.00 0.02 0.03 1.00 0.02 0.02 0.02 0.02 0.02
Exp 5 0.02 0.03 0.00 0.02 1.00 0.00 0.02 0.00 0.05
Modes 6 0.00 0.02 0.00 0.02 0.00 1.00 0.02 0.00 0.00
7 0.04 0.00 0.00 0.02 0.02 0.02 1.00 0.04 0.00
8 0.00 0.00 0.01 0.02 0.00 0.00 0.02 1.00 0.00
9 0.00 0.00 0.00 0.02 0.05 0.00 0.00 0.00 1.00
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1 1.00 0.13 0.08 0.07 0.02 0.01 0.05 0.01 0.02
2 0.00 0.77 0.51 0.00 0.08 0.00 0.00 0.01 0.02
3 0.02 0.57 0.83 0.01 0.02 0.00 0.00 0.00 0.00
Finite 4 0.08 0.03 0.02 1.00 0.03 0.00 0.07 0.01 0.02
Element 5 0.02 0.08 0.06 0.00 1.01 0.01 0.01 0.00 0.02
Modes 6 0.00 0.02 0.00 0.01 0.02 1.00 0.03 0.00 0.00
7 0.00 0.02 0.01 0.04 0.03 0.01 1.01 0.01 0.00
8 0.02 0.03 0.02 0.01 0.02 0.00 0.03 0.99 0.02
9 0.00 0.00 0.00 0.01 0.03 0.01 0.01 0.00 1.00
5.6 Further Investigations
Once the modal correlation results were completed and analyzed, it was
apparent that the results for modes two and three were not nearly as good as the
other modes. This was expected since it was known that these modes were highly
coupled. An improvement in the level of correlationwas desirable and furtherwork
was completed to achieve this. Although this stage would normally be dominated by
refining the finite element model, the majority ofwork in this stage of this
investigation was spent improving the experimental results. Modifications were
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made to the finite element model to include the mass of the accelerometer, however
the change in correlation results was negligible. Since seven of the nine modes
achieved a very high level of correlation, the finite elementmodelwas thought to
already provide a good representation of the actual structure. The cause of the poor
correlation results inmodes two and three was attributed to the inability of the
experimental modal analysis techniques to distinguish between the two modes in the
measured transfer functions. Further investigation in this areawas intended to
determine howmuch improvement could be made in correlation and therefore also
determine the level of degradation of correlation which was due to the modal
coupling.
The first step taken to try to improve the level of correlation formodes two
and threewas to repeat the curve-fitting for the experimental data for these modes.
By doing this, a better curve-fit was obtained for many of the measurements.
However the improvement in correlationwas onlyminor. Itwas apparent at this
point that more frequency resolutionwas needed for obtaining the measured
transfer functions. Thiswas done by repeating the measurements of the structure
and taking transfer function data for a limited frequency range
around the two
modes of interest. In addition, the accelerometer was moved to intersection of the
vertical and center plates and oriented in the Y coordinate direction. This was done
since there should be very little motion in this
direction at this point formode 2. It
was hoped that a strong response
could be measured formode 3 at this location and
therefore better results would be obtained for this mode. The measurements were
actually repeated twice using
two different frequency ranges. In the first set, the
datawas taken between 50 and 250 Hz. The
combination of the accelerometer
relocation and increased frequency resolution provided an additional improvement
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in the correlation. The second data set was taken between 120 and 200 Hz. This
showed only a very small additional improvement in correlation. It was also
determined that this was about the highest resolutionwhichwould be useful for this
problem for impact testing. This was because of the fact that the smaller the
frequency range (higher resolution) used on the dynamic signal analyzer the more
time it takes for the analyzer to make ameasurement. This causes the
measurement to become dominated by noise since the excitation energy is
dissipated before the measurement is complete. The improved correlation results
obtained in the final round of testing are presented in Figures 40 and 41 and in
Tables 10 through 12. The natural frequencies did not change from the values given
in Table 3 and therefore that data is not repeated. The experimental and finite
element mode shapes are superimposed as was done previously in Figures 40a and
41a formodes two and three respectively. The difference vectors are given in
Figures 40b and 41b. The improvement in the similarity ofmode shapes can be
seen by comparing these figures to Figures 29 and 30. Also note that the difference
vector for mode two gives a good representation of the deformation formode three.
Also, the difference vector for mode three is very similar to mode two. The modal
assurance criteria and orthogonalitymatrices were also recalculated with the new
(normalized) experimental data. Table 10 gives the MACmatrix. Table 11 shows
the orthogonalitymatrix for the
experimental mode shapes and Table 12 shows the
cross-orthogonalitymatrix. Note that little
improvement in correlation occurred for
mode 3. This was an indication that the additional frequency resolutionmade more
impact on correlation than the change in accelerometer location since the location




















1 2 3 4 5 6 7 8 9
1 0.99 0.00 0.00 0.00 0.00 0.00 0.04 0.00 0.00
2 0.00 0.83 0.35 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.15 0.64 0.00 0.00 0.00 0.00 0.01 0.00
Finite 4 0.03 0.00 0.00 0.97 0.00 0.00 0.00 0.00 0.00
Element 5 0.00 0.01 0.01 0.00 0.98 0.00 0.00 0.00 0.00
Modes 6 0.00 0.00 0.00 0.00 0.00 0.97 0.00 0.00 0.00
7 0.02 0.00 0.00 0.01 0.00 0.00 0.98 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.96 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.96
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Table 11: Improved OrthogonalityMatrix, (Exp vs Exp), Normalized Vectors
Experimental
Modes
1 2 3 4 5 6 7 8 9
1 1.00 0.01 0.04 0.00 0.02 0.00 0.04 0.00 0.00
2 0.01 1.00 0.09 0.02 0.03 0.02 0.01 0.06 0.01
3 0.04 0.09 1.00 0.04 0.00 0.02 0.00 0.00 0.01
4 0.00 0.02 0.04 1.00 0.02 0.02 0.02 0.02 0.02
Exp 5 0.02 0.03 0.00 0.02 1.00 0.00 0.02 0.00 0.05
Modes 6 0.00 0.02 0.02 0.02 0.00 1.00 0.02 0.00 0.00
7 0.04 0.01 0.00 0.02 0.02 0.02 1.00 0.04 0.00
8 0.00 0.06 0.00 0.02 0.00 0.00 0.02 1.00 0.00
9 0.00 0.01 0.01 0.02 0.05 0.00 0.00 0.00 1.00
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Table 12: Improved OrthogonalityMatrix, (Exp vs FE), Normalized Vectors
Experimental
1Vlodes
1 2 3 4 5 6 7 8 9
1 1.00 0.01 0.02 0.07 0.02 0.01 0.05 0.01 0.02
2 0.00 0.89 0.52 0.00 0.08 0.00 0.00 0.01 0.02
3 0.02 0.45 0.85 0.01 0.02 0.00 0.00 0.00 0.00
Finite 4 0.08 0.02 0.02 1.00 0.03 0.00 0.07 0.01 0.02
Element 5 0.02 0.04 0.06 0.00 1.01 0.01 0.01 0.00 0.02
Modes 6 0.00 0.01 0.02 0.01 0.02 1.00 0.03 0.00 0.00
7 0.00 0.02 0.01 0.04 0.03 0.01 1.01 0.01 0.00
8 0.02 0.04 0.00 0.01 0.02 0.00 0.03 0.99 0.02
9 0.00 0.00 0.00 0.01 0.03 0.01 0.01 0.00 1.00
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6.0 Discussion
The previous section presented the result of the structural dynamics analyses
performed on a test structure. This section also provided a demonstration of a
recommended approach to the solution of a design problem of this type. However a
discussion of some of the procedures and results is in order. This section is intended
to present some of the finer points concerning the procedures used in the solution to
the problem as well as the results.
The firstmajor step in the solution to a design problem such as the one
presented in this thesis is the finite element analysis. This step should not only be
used as a check on good design practice, but as an opportunity to gain an
understanding of the performance of a proposed design. For example if the
dynamic performance is less than expected, the design can be changed to optimize
the performance before anything is built. If the problem solved in this investigation
had been an actual design problem, one could have envisioned a great dealmore
finite elementwork to optimize the performance based on the design requirements.
In addition, an understanding of the dynamic behavior of the systemwillmake the
testing easier and the experimental results
better since considerations such as the
selection of test points and transducer locationwill better suit the dynamic
properties of the system. Although time spent in this stage might not seem very
productive at first, it is timewell spent particularly if it saves time after hardware is
built.
The second major step in a
structural design problem is experimental
verification. Although the quality of the results
of experimentalmodal analysis are
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highly dependent on good experimental technique, a couple pointers can be given to
help provide good results. First, the experimenter should not be hesitant to discard
questionable measurements. Since the results are obtained through curve-fitting
these measurements, poormeasurements mean poor curve-fitting results. For
impact testing, measurements should always be averaged to reduce noise in the
transfer functions. Time spent obtaining a good set of transfer functions is timewell
spent. The second areawhich has a major impact on the results is curve-fitting.
Although it is possible to let the software perform the curve-fitting function nearly
automatically, the quality of the curve-fit should be monitored. Poor curve-fitswill
impact the quality of the results since the fit data does not match the actual behavior
of the structure. These curve-fits should be repeated manually in order to obtain
good results.
The third major piece of information for a structural design problem is
obtained through modal correlation. In reviewing the results presented in the last
section, it is clear that the correlation techniques provided a great deal of
information as to where the analytical and experimental models differ. Without
completing the correlation step, the level ofuncertainty about the differences is
uncomfortably high. Although the differences identified in this investigationwere
attributed to experimental technique, this is usually not the case. The structure
analyzed in this investigationwas quite straight forward tomodel using the finite
elementmethod and therefore error in the finite element results tended to be
smaller than that caused by experimental technique. Remember the goal should be
to make the analytical model match the actual hardware so that it can be used to
predict the impact of changes. By looking at the results of the modal correlation, we
can see that one of the biggest pieces of correlation data is obtained through the
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simplest correlation technique. By reducing the finite elementmodel to the size of
the experimentalmodel and viewing the mode shapes overlaid on each other,
differences are very apparent. The difference vectors further accentuate this but
these vectors can also be confusing as compared to the overlaid mode shape
displays. For example, the twomode shapes match quite well formode one as
shown in Figure 28, but the difference vector seems to suggest a large difference.
Remember it is the presence of relative motion or deformation in the difference
display that is important, not the magnitude of the motion. The difference display is
best used with the overlaid mode shape display as was given in the figures. By using
the information given in these graphical displays, the engineer should be able to
determine physical locations or attributes where the two models do not match each
other. For the problem analyzed here, the modal difference index vectors did not
seem to provide much additional help in this area. The two quantitative correlation
techniques provide information for the process of determining how well the
analytical and experimentalmodels match. The modal assurance criteria and
orthogonality check provide a goodmethod
of quantifying the level of correlation.
Improvements in correlation are readily seen as was shown in the last section.
Although the orthogonality check requires more
work to perform, it is more
comprehensive. It uses the orthogonality property of eigenvectors and also gives an
independent check of the analytical and experimental vectors in addition to the
cross orthogonality check. However, the
normalization factors should be applied to
the experimental vectors to provide a consistent
reference for the level of
correlation. A final correlation technique which can be used is comparing forced
response results. Although not demonstrated in this thesis, the
behavior of a
structural system under the influence of a specified forcing function can be
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compared to that predicted by the finite element model. If themodel provides an
accurate description of the system, the two results should be the same.
The results of the structural dynamics problem presented in the previous
section provide a great deal of information about the behavior of the system
analyzed in this investigation. If the information had been generated as part of an
actual design problem, the engineerwould be ready to proceed to the next stage of
development. What step is done nextwould depend on howwell the dynamic
performance met the design requirements. If the design fullymeets the
requirements, then the information presented in the previous section has provided
design verification and no changes need to be incorporated in the design. More
likely, some aspects of the designwould need to be improved for a real structural
design problem. If this is the case, the engineer is in a good position to determine
what changes must be made to the design to improve its performance. The finite
element model has been shown to be a good representation of the actual design
through the results presented in the previous section. It can now be used to quickly
predict the impact of changes to the design. The design can be modified with a high
level of confidence that the end result will meet its expectations.
Since the problem analyzed in this investigationwas not an actual design
problem, the goal was just to attain good
correlation between the analytical and
experimental results. Excellent correlationwas obtained for seven of the nine
vibrationalmodes analyzed, with a lower level formodes two and
three. However,
the cause for the reduced correlationwas clearly displayed as modal coupling
between the two modes. This is quite evident when looking at the difference vectors
in Figures 40 and 41. The coupling ofmode three into the
measurement ofmode
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two causes the experimental vector to be in error. Similarly, mode two is the source
of error in the experimental vector formode three. This knowledge provides
enough information to satisfy the engineering need for two reasons. First, the
reduced correlation is due primarily to the experimental results not the finite
element results. This means that the finite element model can be still used to
predict impact of changes to the structure. Secondly, since the cause of the lower
correlation is known to bemodal coupling, these two modes can be considered as
one mode from the standpoint of determining if the structure meets any necessary
design requirements. This is because any input which excites one mode has a high
probability of exciting the other due to the couplingwhich exists between the two
modes. That is to say, any problem caused by the motion of one of the mode shapes
will be a problem if either of the two modes becomes excited. If there is a problem,
the impact of both modes will need to be addressed by design changes. If there is no
problemwith the motion of the two mode shapes than nothing needs to be done to
change the design and furtherwork to improve correlation is not justified. This
brings out an important point, which is that an understanding of the source of the




The goals of the work presented in this thesis were to present a procedure for
applyingmodern tools in the area of structural dynamics design and analysis and to
use these tools to analyze a structural dynamics problem for the purpose of
demonstrating the procedure. A test structure was chosen for this purpose andwas
analyzed using finite element analysis, experimentalmodal analysis andmodal
correlation techniques. Good results were obtained as well as a good understanding
of the dynamic properties of the test structure. The understanding is viewed as just
as important as the results since it is this knowledge which will allow an engineer to
improve a design. The results of this analysis were presented aswell as a
demonstration of the suggested procedure for minimizing the required time for a
product development cycle. The suggested procedure minimizes time by using the
available analysis tools to reduce the required number of design, build and test
iterations of a product design cycle. The process of producing high quality designs
in a short time period is not always easy but is absolutely necessary in todays
competitive marketplace.
By following a thorough procedure like the one
presented in this thesis, the
time to bring a product to the marketplace should
be minimized. Althoughmore
time might be spent in the early stages of the
development cycle, the number of
design, build and test iterations should be
reduced. It is these iterations which cost
the most time and expense. Of course this can only
happen if the designs of all the
subsystems of the product are approached in this manor. It is the
author's opinion
that ifmature technology is being used in a product design,
there should be need for
only two full design, build, and
test iterations. The first provides a fully functional
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engineeringmodel and the second a pre-production model. Any other hardware
should be subsystem breadboards only used for demonstrating concept feasibility. If
more than two cycles are needed, this is an indication that the technology needed
for a particular product is not fully developed and therefore the design program is
being jeopardized before it begins. This is clearly a mistake which no company
interested inmaking a profit can make.
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APPENDIX 1
NASTRAN Input Data Files






















































































SET 1 = 10101,60101,80601,90101
SUBCASE 1





















XYPLOTDISP RESP 12 3
/10101(T1RM),60101(T1RM),80601(T1RM),90101(T1RM)
XYPLOTDISP RESP 12 3
/10101(T2RM),60101(T2RM),80601(T2RM),90101(T2RM)





























































































$ NASTRAN ASET CARDS TO PRODUCE AREDUCED MASS MATRIX
$ FOR KTT-MAS





ASETl 123 10000 10002 10004 10006 10008 10200 10202
ASETl 123 10204 10206 10208 10400 10402 10404 10406
ASETl 123 10408 10600 10602 10604 10606 10608 10800
ASETl 123 10802 10804 10806 10808 20002 20004 20006
ASETl 123 20008 30002 30004 30006 30008 40002 40004
ASETl 123 40006 40008 50002 50004 50006 50008 60002
ASETl 123 60004 60200 60202 60204 60400 60402 60404
ASETl 123 60600 60602 60604 60802 60804 70002 70202
ASETl 123 70204 70402 70404 70602 70604 70802 80200
ASETl 123 80202 80204 80206 80208 80400 80402 80404
ASETl 123 80406 80408 80600 80602 80604 80606 80608
ASETl 123 80800 80802 80804 80806 80808 90000 90002
ASETl 123 90101 90200 90202 90400 90402 90600 90602
ASETl 123 90800 90802 100002 100004 100202 100204 100402
ASETl 123 100404 100602 100604 100802 100804
EGRID,10.0,0.0,0.0
EGRTD,20.2032,0.0,0.0
EGRID,30.2032,0.2032,0.0
EGRID,40.0,0.2032,0.0
EGRID,50.0,0.0,0.2130
EGRID,60.1016,0.0,0.2130
EGRTD,70.2032,0.0,0.2130
EGRID,80.2032,0.2032,0.2130
EGRID,90.1016,0.2032,0.2130
EGRID,100.0,0.2032,0.2130
EGRID,110.0,0.0,0.4259
EGRID,120.1016,0.0,0.4259
EGRID,130.2032,0.0,0.4259
EGRTD,140.2032,0.2032,0.4259
EGRID,150.1016,0.2032,0.4259
EGRTD,160.0,0.2032,0.4259
GRIDG,l,8,-l,-2,-3+GR1
+GRl,8,-4
GRTDG,2,8,-l,-5
GRJX>G,3,8,-2,-7
GRTDG,4,8,-3,-8
GRIDG,5,8,-4,-10
GRIDG,6,4,-5,-6,-9+GR6
+GR6,8,-10
GRIDG,7,4,-6,-7,-8+GR7
+GR7,8,-9
GRiDG,8,8,-6,-9,-15+GR8
+GR8,8,-12
GRIDG,9,4,-11,-12,-15 +GR9
+GR9,8,-16
GRIDG,10,4,-12,-13,-14+GR10
+GR10,8,-15
EQUIV,AUTO,YES,YES,YES
CBARG,200,10,21.0,0.0,0.0 +CB2
+CB2,0.00635,0.00635,0.0
CBARG,300,10,31.0,0.0,0.0+CB2
+CB2,-0.00635,0.00635,0.0
CBARG,400,10,41.0,0.0,0.0+CB2
+CB2,-0.00635,-0.00635,0.0
CBARG,500,10,51.0,0.0,0.0+CB2
+CB2,0.00635,-0.00635,0.0
CGEN,QUADR,100,20,1
CGEN,QUADR,600,20,6
CGEN,QUADR,700,20,7
CGEN,QUADR,800,20,8
CGEN,QUADR,900,20,9
CGEN,QUADR,1000,20,10
PBAR,10,50,1.267E-4, 1.277E-9,1.277E-9,4.086E-8
PSHELL,20,50,.00975,5050
MAT1,50,71.E9.334,2.71E3
EIGR,30,MGIV,10.0,750.00,+EIG1
+EIG1,MASS
ENDDATA
