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This paper introduces a family of multivariate symmetric distributions, which 
includes the one with i.i.d. exponential components as its special member. This 
family, denoted by F,, is defined as scale mixtures of the uniform distribution on 
the surface of the 1, unit sphere and studied from several aspects such as dis- 
tribution functions, probability density functions, marginal and conditional 
distributions and components’ independence. A more general family r, in which the 
survival functions are functions in I, norm and an important subset II,,, of scale 
mixtures of random vector with i.i.d. exponential components are also discussed. 
The relationships among these three families and some applications are given. 
c) 1988 Academic Press, Inc. 
1. INTR~OUCTI~N 
Among various kinds of multivariate symmetric distributions [9] 
studied extensively by many authors, perhaps spherically symmetric dis- 
tributions are best known (see, e.g., [2, 4]), and their most special member 
is the normal with i.i.d. components. They can be defined by the property 
that the density function is of the form f(xf + . . f + xi) or that the charac- 
teristic function is of the form q5( tf + ... + tz). But the most convenient way 
to define them is by stochastic representation 
where R >,O is independent of U and U is uniformly distributed on the 
surface of the I2 unit sphere. Here the notation =d means that the two 
sides have the same distribution. There are many properties of spherically 
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symmetric distributions which are similar to the normal. Another class 
of multivariate symmetric distributions, l-symmetric multivariate 
distributions, which contains one with i.i.d. scaled Cauchy components, has 
been studied by Cambanis er al. [3]. Defined by having the characteristic 
function of form +( Jt,J + . . . + It,]), they are scale mixtures of a specified 
“primitive distributions.” 
Along with this line, we suggest a few families of multivariate symmetric 
distributions related to the exponential distribution, which is important 
and widely used in statistics. There have been many kinds of multivariate 
exponential distributions defined and studied by Gumbel, Marshall and 
Olkin, Block, and others (see [lo, 11, and I]). Our purpose here is to give 
another kind of multivariate extension to exponential distribution. 
Let R”, = {(z,, . . . . z,,): z, 3 0, i= 1, . . . . rr). Throughout this paper 
X ,, . . . . X,, are i.i.d. exponential r.v.‘s with parameter i (denoted by E(2)) 
and U = ( U1, . . . . V,) is uniformly distributed on the surface of the 1, norm 
(denoted by /I . 11) unit sphere constrained to the positive quadrant, i.e., 
UER”,, JIUJJ = 1, and (V,, . . . . U,,~ ,) has a p.d.f. 
r(n) IA,-I(Ul t ...9 % - 112 
where A, _ I = { (ul 1 . . . . u,- ,) E R”,- ’ : C;:; ui d 1 }, and we write U N U,. 
By writing Z (or z), we mean Z = (Z,, . . . . Z,$) (or z = (zl, . . . . z,,)), where n is 
the dimension of Z (or z), known from the context. Set 
F, = (L(Z): Z z RU, R 2 0 is independent of U}. (1.1) 
It will be shown that its survival functions are functions in I, norm. This 
gives rise to definition of a more general family 
T,={L(Z):Z~R”,,P(Z,>z,,...,Z,>z,)=h(llzl~)foreachz~R”, 
and h( .) is a function defined on [0, co)}. (1.2) 
The most interesting subset of F,, and T, is 
D n.a = {L(Z): Z d RX, R > 0 is independent of X} (1.3) 
which are mixtures of exponential distributions. It is shown that 
D n,m t F,, c Tn. In Section 2 we derive basic properties of F,,. In Section 3 
some relationships between I;;, and T, are obtained. In Section 4 the impor- 
tant subset D,, is discussed. Some applications including invariant 
statistics and examples of distributions of these families are given in the last 
section. 
The proofs of some results in this paper are similar to those in [2] and 
will be omitted. In such cases we just indicate which place in [2] should be 
referred to. 
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2. BASIC PROPERTIES OF F,, 
In this section we will give some basic properties of F,,, including 
distribution functions and marginal and conditional distributions. 
THEOREM 2.1. If Z = RU E F,, P(Z = 0) = 0. Then /(Z(/ =d R, 
Z/llZll =dU and they are independent (see [2, Lemma I]). 
Some useful integration formulas are given below (see [6, p. 1601). 
LEMMA 2.1. 
(1) ~...j+‘...xnp”-ldxl 
4 
--dxn= j, OW(j, p,c+ 1) 
(2.1) 
where pk > 0, k = 1, . . . . n. 
(2) s s ... dx, . ..dx.= (r(n+ 1)))‘b”, 
An(b) 
where 6 > 0, A,,(6) = {x: x E R”,, ([x(1 < 6). 
(3) Suppose f( I(z(( ) is an integrable function on R”, . Then 
(2.2) 
~+..[f(l\zll) dz, . ..dz.= (r(n))-’ joW f(x)x”-’ dx. 
R; 
(2.3) 
COROLLARY 2.1. A necessary and sufficient condition that a nonnegative 
measurable function f ( -) on [0, GO) is able to define a random vector Z with 
a p.d$ c,f( jlzjl) is that 
O<jom f(x)x+l dx<Go. (2.4) 
In this case Z has a p.d$ c, f ( )I zJ\ ), z E R”+, where 
From the definition of F,,, it is evident that we must investigate the 
uniform distribution U first. 
683/24/l-8 
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LEMMA 2.2. Suppose U - 17,. Then 
(1) P(U, >a,, . . . . U,>a,)=(l - llall)“~‘~,~(a)~h~(llall). 
(2) (Ul, . . . . U,) has a p.d.j 
(2.5) 
(2.6) 
l<m<n-1. 
This result has been derived by de Finetti (see Feller [7, p. 421). 
We can obtain the c.f. of U in series form by Lebesgue’s dominated con- 
vergence theorem and Lemma 2.1. It is a complex expression and has no 
use in our later discussion. Therefore we omit it. 
Some properties of ZE F,, can be seen directly by its stochastic represen- 
tation Z =d RU. For instance, Z is an interchangeable random vector since 
U is. And E(Zfl . . ..ZF) exists if and only if (iff) E(R”) exists, where 
m = \/p/l, in this case, 
E(Zf’ . . Zp) = E( R”) E( Up’ . . . Up). (2.7) 
The d.f. and c.f. of Z E F, are readily derived from those of U. 
Let W be the set of distributions of all nonnegative random variables. 
Since R = j(RU(I, the map RH RU is a bijective map from B onto F,,. 
From now on we write Z=d RUE F,(G) to mean L(Z)E F,, and Z has 
the stochastic representation Z =d RU, where R 3 0 has the d.f. G(a) 
and is independent of U. And ZE T,,(h) means L(Z) E T, with 
P(Z, > z1, . ..) Zr>z,)=h(ll4l). 
THEOREM 2.2. Suppose Z =d RU E F,,(G). Then 
P(Z, > a,, . . . . -%>a,)= j (1 - 11411~~“~1 dG(rI (2.8) 
(llall. -3) 
where a E R; 
Proof. The result is from Lemma 2.2 directly. 
COROLLARY 2.2 The distribution of Z E F, is uniquely determined by its 
one-dimensional marginal distribution. 
Proof: P(z, > zl, . . . . Z,>z,)=P(Zi> llzll), zER?+, j=l,2, . . . . n. 
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EXAMPLE 2.1. Let 3, = 1. We have X EF,, n T,(h), R =d (JX(J N r(l, n) 
with p.d.f. g(r) = e-‘r”- ‘/r(n) and h(t) = e-‘. Putting them into (2.8), we 
find an interesting formula 
e --I = 
I 
(1 - t/r)“-’ g(r) dr, t 2 0. (2.9) 
(I. 03’ 
The random vector X is often helpful in the study of F,. For example, we 
can obtain the moments of U by the known results of X. Let X =d RU be 
the stochastic representation of X in F,, . Then 
Et U,) = E(X, )/E(R) = l/n, 
E( U, U,) = E(X,) E(X,)/E(R*) = l/n@ + 1). 
The marginal and conditional distributions of F,, are stated as follows 
(see [2, Lemma 2 and Theorem 51). 
If 2 =d RUE F,,(G), write 2 = (Z”‘, . . . . Zck’), where Z(j) is nj-dimen- 
sional, j = I, . . . . k, Xi”= I nj = n. Then 
Z 2 R(W, Uc;l), . . . . W,U~‘) 
where W = ( W,, . . . . W,) has a Dirichlet distribution with parameters 
(n 1, . . . . nk - , , * nk), UJ”J N U, and W, R, U(;l), . . . . Up) are independent. 
Let k = 2, n, = m (1 <m < n). Then Z(” has p.d.f. f,,,(CT= i zk) over 
Ry - {0}, where 
f,(x) = f(n) jm (r - x)n-m-lrpn+’ dG(r), 
r(n-m) x 
x > 0. (2.10) 
The conditional distribution for Z(l) given ZC2) is given by 
(Z’1’1Z’2’=w) 2 R,,,,, U\m)~F,(G,,,,,), 
where R,,,, and Ui”‘) are independent and R,,,, =0 a.s. when ))wJ/ =O or 
G(llwll) = 1, 
Gldr) = P(Rllr~l Gr) = h,w,,,r+,,w,,, (s- lIWm-l~-“+l dG(s) 
I ~,,w,,.io,(~-ll~ll)~-~~-~+~~G(~f ’ 
r20, llwll >O, G(llwll)< 1. (2.11) 
3. RELATI~NSI-IIP BETWEEN F, AND T, 
We have shown that F,, c Tn. In this section we show some relationship 
between these two families. 
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THEOREM 3.1. ’ Suppose Z E R:, P(Z = 0) = 0. Then the following 
statements are equivalent: 
(1) Z =d RUE F, and R has a p.d.jY g(.). 
(2) Z E T,(h) and the n-dimensional d.j h( llwll) is absolutely con- 
tinuous. 
(3) Z has a p.d$ ofform f( llzll), z E R”,. 
In this case g, h, and f have the following relations: 
r(n) x-“+ ‘g(x) =f(x) = (- l)“h’“‘(x), x > 0. (3.1) 
h(t)=f(n)-l[Om f(x+t)x”-‘dx, t>o* (3.2) 
Proof If (1) holds, then the joint density of R, U,, ,.., U,- I is 
g(r)f(n)ZAn-,(ulT .-, U,-I). 
Making the transformation 
zk=ruk, k = 1, . . . . n - 1, z,=r(l-u,- ... -u,-~), 
we see that the p.d.f. of Z is 
f(llzll) = 0) llzll -n+‘g(l141 1, ZER:. 
Thus (3) holds and f (.) and g(.) have the relation (3.1). Under the 
assumption of (3), by making the same transformation as above, we 
establish (1). Thus (1) and (3) are equivalent. 
It is easy to show that h’“‘(t) exists for t > 0 iff (P/(az, . . . az,)) h( IIz11) 
exists for z E R”, and in this case 
h’“‘(l141)=aZ “:, 4 lIzIt 1. 
1 n 
Now let (1) and (3) hold. Then Z E T,(h) for some h(.) with the p.d.f. of 
form f( 11z)I ) by Theorem 2.2. Let W = -Z. Then W has a p.d.f. 
So (2) and the second equation of (3.1) hold. 
1 In this theorem and Theorems 3.2, 4.2, and 4.3 below 2 E F,(G) means Z E F,(G) for some 
G, not special G and similarly for ZE T,,(h). 
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If (2) holds then 2 has the p.d.f. 
f(Ilzll)=(-l)“~‘“‘(llzlI)~ ZER:, 
as shown above. This implies (3). By direct calculation we obtain (3.2). 
A function f(t) on (0, co) is called n-times monotone where n is an 
integer, n > 2, if (- l)kf(k’(t) is nonnegative, nonincreasing, and convex on 
(0, co), k=O, 1, 2, . . . . n - 2. When n = 1, f(t) is l-time monotone if it is 
nonnegative and nonincreasing (see [ 133). 
The following theorem describes a further relationship between F” and 
Tn. 
THEOREM 3.2. F, = T1. If n 2 2, then the following statements are 
equivalent: 
(1) ZEFJG) with G(O)=O, 
(2) Z E T,(h) with h(0) = 1 and h being n-rimes monotone on (0, co). 
ProoJ Clearly, F, = T, = 9. When n z 2, under the assumption of (1) 
we obtain ZE T,(h) with 
W=j (1 - t/r)“-’ dG(r), t>o, 
(L 00) 
by Theorem 2.1. Thus h is n-times monotone (see [ 131). Moreover, 
h(0) = P(Z1 > 0) = 1. 
This shows (2) holds. Conversely, if (2) holds, then 
h(t) = j- (1 -St)“- ‘ILo. ,+t) 4(s), t > 0, 
0 
where y(s) is nondecreasing, y(0) = 0 (see [13]). Observing 1 = h(0) = 
h(O+)>y(oo), we have 
1 =h(O+)=ja dy(s)=y(co). 
0 
Hence 
Z d (l/s)u~F,,, 
where S has d.f. y(s) and P(Z = 0) = 0, yielding (1). 
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THEOREM 3.3. Let G( .) be the dtf: of a nonnegative random variable, h( . ) 
be a function defined on [O, co ), and f( . ) be the p.d$ of r( 1, n) I-J.; then 
W=j (1 -t/r)“-’ dG(r), t 2 0, (3.3) 
(I, oa) 
/Co m,h(qs)f(x)dx=[fo mJe-y’dG(r)T $‘O (3.4) 
(see [2, Theorem 21). 
ProoJ: If (3.3) holds, then by (2.9), 
= m) hob/xr) dG(r) f(x) dx 1 
= 
1 [, 
h,h’xr) f(x) dx dG(r) (0. m) mm) 1 
= 1 e -” dG(r). (0. ca) 
To show that (3.4) implies (3.3) we let 
h,(t)= j (1 - t/r)“-’ dG(r). 
Ct. co) 
Then from the proof above 
s (O,m) [h,(s/x)e-“x”-‘/f(n)] dx=/ e-““dG(r). (0, ml 
Thus 
s h,(s/x)e-“x”-‘dx= s h(s/x) eexxn-’ dx, (09 fx ) (0. m ) 
which is equivalent to 
s h,(l/u) un-‘e-SUdu= I h( l/u) un- ‘e -‘* du. (0. m) (0. 02 )
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Hence h = h, by the uniqueness of the Laplace transforms. 
Consequently, if 2 E F,(G) n T,,(h), then there is a one-to-one correspon- 
dence between G and h in (3.3). 
4. MIXTURES OF EXPONENTIAL DISTRIBUTIONS 
In this section we investigate the important subset D, o. and give some 
equivalent descriptions. Moreover, we characterize exponential distribution 
by components’ independence and some other conditions. Let 
D,,,-, = (L(Z(‘)): Z(l)6 R”, and there exists Z’*) such that 
(Z”‘, 2’2’) E F, > (1 < m < n, n 2 2). 
Denote Z”‘ED,,,+,(G) if L(Z”‘)ED,,,_, with (Z(l), Z(‘))EF,(G). We 
have an analog of Eaton’s characterization [IS]. 
THEOREM 4.1. ZE D,,,-,(G) iff Z has a p.d.f f,(C:=, zk) on 
R”, - (O}, where f,( .) is given in (2.10). 
As 
D n.n + k = Dn,, + k + 12 k = 1, 2, . . . . 
we have 
b n,n t k = Dn, + k = Fi, (k > 0). 
k=l 
The following Theorem shows that nF= 1 D,,“+ k = D,, . 
THEOREM 4.2. Let G( .) be a d,jI on (0, co) and Z E R”,. Then the follow- 
ing statements are equivalent: 
(1) zEn&Dn,n+k with P(z,=O)=O. 
(2) ZE T,(h) with 
h(t)=J e-“‘dG(r), t>O. 
(0. ‘m) 
(3) Z has a p.d.f. f(llzll), ZE R”,, where 
(4) Z=dRX, 
where R has a d$ G( .) and is independent of X. 
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Proof. Under the assumption of (1) there exist Z, + 1, . . . . Zk such that 
(Z 1, .a-, z,, Z” + 1, ...? Z,) E Fk(Gk) for all k > n. Then 
h(t) = P(Z, > t) = \ ( 1 - t/r)” ~~ I dG,(r), t > 0, 
(1. a) 
by Theorem 2.2, so h(t) is k-times monotone function for all k > n. Hence h 
is also k-times monotone function for all k <n, t > 0 (see [ 131). Moreover, 
h(0) = P(Zl > 0) = 1; h is then completely monotone on (0, co) with the 
representation 
h(t) = [Om e-“’ dF(s), t > 0, 
where F is a probability distribution (see [7, p. 4393). 
Next, if (4) holds, then 
P(Z, > Z,) . . . . Zn>zn)=~ P(RX, > zl, . . . . RX,, > z, (R = r) dG(r) 
co, J; ) 
= 
i 
e-“z”ir dG(r), ZER”,, 
(0, cu ) 
yielding (2). By derivation, recalling P(R = 0) = 0, we obtain (3). It follows 
that the statements (2), (3), and (4) are equivalent. 
Finally, that (4) implies (1) is trivial. 
Similarly one may set 
F,={L(Z):Z=(Z,,Z2 ,... )~R~and(Z, ,,.., Z,)~F,,fornZl) 
Hence the class D, ~ can be expressed by 
D n, o3 = {L(Z): z = (Z,) . . . . Z,), there exist Zk, k = n + i, n + 2, . . . . 
such that (Z,, . . . . Z,,, Z, + , , . ..) E F, }. 
A theorem similar to Theorem 4.2 can be written as follows: 
THEOREM 4.3. Let G( .) be a d.j on (0, co) and Z = (Z,, Z2, . ..). Zk > 0, 
k = 1, 2, . . . . then the following statements are equivalent: 
(1) ZEF,. 
(2) (Z,, . . . . Z,) E T,,(h) with 
h(t)=j,o _,e-“‘dG(r), t 2 0, for all n. 
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(3) (Zl, “‘, Z,) has a p.d$ f( IJzJI ) on R’$ with 
f(x)=~(u,,,e-““r-“dG(*), x>O,foralln. 
(4) Z =dRX, 
where R and X are independent, X = (X,, X,, . ..) with Xk’s being i.i.d. E(l) 
r.v.‘s. 
Remark. In revision of this paper, we note Ressel’s recent result [12, 
Example 111). 
We have seen that X can serve as a base for the subset D, OD. The 
relation of exponential distribution to F, is the same as that of a normal 
distribution to spherically symmetric distributions. We now give some 
characterizations of the exponential distribution. The following statements 
are equivalent for Z E F,, n > 2 (see [ 2, Theorem 7 and 8)): 
(1) Z,‘s are i.i.d. and Z, N E(A). 
(2) There exist k # j such that Z, and Zj are independent, 
(3) There exists k such that Z, w  E(A). 
(4) The conditional distribution of Z(l) given Z(‘) is nondegenerate 
with one component being exponential, where Z = (Z(l), Z(*)), Z(j) is 
nj-dimensional, j = 1, 2. 
(5) There can be found a positive integer q and a positive constant c, 
such that Z(I) and Zc2’ have p.d.f.‘sf,(C:=, zk) andf,(C”,=,+ i z,), z E R”,, 
and 
f-l(X) = 42(X)? x20, 
where Z is as in (4) with n,=m, n,=m+q, and 2m+q=n, l<m<n. 
5. APPLICATION 
In this section we discuss the invariance of statistics of F,, and give some 
examples of random vectors in F,. 
Set 
5.1. Invariance of Statistics 
F,‘= {L(Z): Z p RUEF,, R>O}. 
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A statistic t(Z) is called an invariant statistic in FT if t(Z) =J t(W) for any 
Z, WEF,~. 
THEOREM 5.1. The statistic t(Z) is invariant in FJ iff t(aZ) =d t(Z) for 
each a>0 and ZEF,+. 
ProoJ If t(Z) is invariant in F,‘. Then t(aZ)=dr(Z), since 
aZ=(aR)UEF,f when Z=RUeF,f, a>O. 
Conversely, if t(aZ) =d t(Z) for each a > 0, Z E F,‘(G). Then 
P(G) Gb) = s,u nu) P( t( RU) < b 1 R = r) dG(r) 
= s P(t(rU) < 6) dG(r) (0.00) 
= 1 f’(W) 6 b) dG(r) (0. ml 
= P(t(U) < b), b > 0. 
Hence t(Z) is invariant in F,‘. 
The distribution of an invariant statistic in F,+, t(Z), can be obtained by 
choosing a particular Z (very often choosing X). 
Denote the order statistics of Z E F,’ by Zcl) < Zc2) < ... <Z,,,; the 
following statistics for detection and handling of ourlying observations are 
invariant by Theorem 5.1: 
Fisher’s type. 
t,(Z) = z,n,/llzll~ 
Epstein’s type. 
t (z) = (n - l)(Zcnj - Z(,- 1,) n(n-Wclj 
3 
CYZ/ z(i) + z(n- 1) ’ t4(Z)= [(ZJI -nZ(,, ’ 
f,(Z)= _ 
n(r - 1) Z(I) 
Cr-:Z,,+(n-r+l)Z(,,+(l-n)Z(,, 
(l<r<n-1). 
5.2. Examples of Random Vectors in F,, 
We have seen that the distribution of any nonnegative random variable 
can serve as the distribution of the components’ sum of a random vector in 
F, and distributions of some nonnegative random variables can serve as 
the one-dimensional marginal distributions of a random vector in F,. So 
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the discussion on F, provides a method to construct a multivariate dis- 
tribution from a nonnegative random variable. 
EXAMPLE 5.1. If R- r(l, p), then (see Theorem 3.1) 
f(x) = (@)/f(P)) e-“x-“+PZ~O, mJ(x). 
If, in particular, p = n, then 
f(x) = e-“4, mdx)v 
EXAMPLE 5.2. Let R 
~‘~‘(1 - r)g-‘/B(p, q), then 
r-m 
have beta distribution with p.d.f. 
(see Theorem 4.2) 
f(x)=CxJo e -Xr(r+ 1)‘-pPqr4-1 dr/B(p, q). 
z 2 x. 
When n > p + q, f(x) is expressed as 
f(x)=e-x 1 f( ‘+q) “;;iq J (“r-“) x-‘-v?(p, 4). 
It is sure that the reader will find more useful examples. 
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