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Let us consider an equation of the form
P(x, z) = zm + w1(x)zm−1 + · · · + wm−1(x)z + wm(x) = 0,
where m > 1, n > 1, x = (x1, . . . , xn) is a vector of variables, k
is an algebraically closed field of characteristic zero, wi(x) ∈ kx
and wm(x) = 0. We consider representations of its roots as ge-
neralized Puiseux power series, obtained by iterating the classical
Newton Procedure for one variable. The key result of this paper is
the following:
Theorem 1. The iteration of the classical Newton Procedure for one
variable gives rise to representations of all the roots of the equation
above by generalized Puiseux power series in x1/d, d ∈ Z>0, whose
supports are contained in an n-dimensional, lex-positive strictly convex
polyhedral cone (see Section 5).
We must point out that the crucial result is not the existence of
these representations, which is a well-known fact; but the fact that
their supports are contained in such a special cone. We achieve the
proof of this theorem by taking a suitable affine chart of a toricmod-
ification of the affine space.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We start with an equation of integral dependence
P(x, z) = zm + w1(x)zm−1 + · · · + wm−1(x)z + wm(x) = 0 , (1)
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where m > 1, x = (x1, . . . , xn), with n > 1, is a vector of variables (that is, we fix an order among
them), k is an algebraically closed field of characteristic zero, wi(x) ∈ kx, and wm(x) = 0. We will
assume, in addition, that Eq. (1) has only simple roots in any algebraic closure of k((x)), although this
means no restriction.
We are not going to give here a newmethod for solving this equation, but rather to take the oldest
and simplest one, the classical Newton Procedure for one variable and, by iterating it tomore variables,
to showTheorem1. This result can also be proven by using the Jung–Abhyankar Theorem [1], as shown
in [9, Theorem 13, p. 370]. However, the proof we provide here is direct (i.e., without having resource
to Jung–Abhyankar Theorem), answering positively Question (1), which we stated in [9, p. 372].
The iteration of the Newton Procedure from one variable to a higher number of them can be ex-
plained in a fewwords. Let us choose an index i0, 1  i0  n, say i0 = 1 for short, let us fix an algebraic
closure K1 of k((x2, . . . , xn)) as the ground field, let us consider P(x, z) as a polynomial in K1((x1))[z]
and solve P = 0 by the usual Newton Procedure for one variable. The result is a set of n Puiseux power
series f1, . . . , fn ∈ K1x1/q1  for some q ∈ Z>0. To obtain the coefficients of these power serieswe need
to take a finite number of algebraic extensions of k((x2, . . . , xn)), and we can assume that the fi are
infinite sums of terms in xwith exponents in (1/q) ·Zn, as wewill see in Section 2. This way of solving
the equation is classically called Newton iteration, and the roots it produces are called iterated roots.
We are aware that Theorem 3.6 in McDonald’s paper [5, p. 220], provides us with a method of
constructing roots of P(x, z) = 0, associated to every edge of the Newton polyhedron of P(x, z) not
parallel to the null hyperplane z = 0 in Rn+1. These roots are represented by power series with
exponents in some (1/q) ·Zn, whose supports are contained in translates of a finite number of strictly
convex cones inRn; we will call themMcDonald’s roots. The relation among iterated and McDonald’s
rootswill be investigated in the appendix in Section 6. For themoment, it is enough to say that iterated
roots arise also asMcDonald’s roots, but not conversely. However, and, again, this is themain point of our
paper, the iterated roots have supports necessarily contained in a very simple kind of strictly convex
polyhedral cones (whichwewill call lex-positive),while the “extra”McDonald’s roots donot, in general.
In Section 2we give a very simple description of the iterated roots. In Section 6we prove Theorem 1
in the way stated above.
2. Puiseux power series
In this section we introduce generalized Puiseux power series in several variables. Let us fix an
algebraically closed field k of characteristic zero, a vector of variables x = (x1, . . . , xn), n > 1, and
an integer d > 0. We will consistently use the lexicographic orderlex on Rn. The role played by this
order in our arguments is essential; changing it will change everything. Since we can assign to every
monomial x
a1
1 · · · xann , ai ∈ Z, i = 1, . . . , n, the vector (a1, . . . , an) ∈ Zn of its exponents, we can
extend the lexicographic order to the groupM = {xa}a∈Zn of monomials by writing
x
a1
1 · · · xann lex xb11 · · · xbnn ⇐⇒ (a1, . . . , an) lex (b1, . . . , bn) .
This extension will also be called the lexocographic order for monomials; it is easily seen to be a group
order. The same holds for the group M1/d, d ∈ Z > 0, of monomials with vectors of exponents in
(1/d) · Z.
Notations 2. Let Fn,d be the set of all the functions f : (1/d) · Zn → k; then Fn,d is an abelian group
with respect to the usual addition of functions. If we fix a vector x of variables, we may write every
f ∈ Fn,d as a formal sum f = ∑a∈Zn faxa/d, where fa = f (a/d) ∈ k and, if a = (a1, . . . , an), then
xa/d = xa1/d1 · · · xan/dn . In this case, we set Fn,d = Fx,d. We call the support of f the set
E(f ) = {a/d ∈ (1/d) · Zn | a ∈ Zn, fa = 0}.
Finally, let us denote by Kx,d the subgroup Kx,d = k((x1/dn )) . . . ((x1/d1 )) of Fx,d, which is a field
constructed by induction, as follows: If n = 1, then Kx,d = k((x1/d1 )), the field of formal meromor-
phic functions in the variable x
1/d
1 . Any element
∑
ir αix
i/d
1 ∈ k((x1)), αi ∈ k, gives the function
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f : (1/d) · Z → k defined by f (i/d) = 0 if i < r and f (i/d) = αi for i  r. Let us assume that n > 1
and that we have defined the subfield L = k((x1/dn )) · · · ((x1/d2 )) of F(x2,...,xn),n−1,d; for each α ∈ L,
we denote by fα : (1/d) · Zn−1 → k the corresponding function. In this situation, Kx,d is the field
L((x
1/d
1 )). Any element
∑
ir αix
i/d
1 ∈ L((x1)), αi ∈ L, gives the function f : (1/d) · Zn → k defined
by f (i/d, a2/d, . . . , an/d) = 0 if i < r and f (i/d, a2/d, . . . , an/d) = αi(a2, . . . , an) for i  r.
Proposition 3. Let 0 = f ∈ Fx,d; then f ∈ Kx,d if and only if E(f ) is a well-ordered subset of (1/d) · Zn
for the lexicographic order.
Proof. Let us assume that f ∈ Kx,d and use induction on n. If n = 1, then f ∈ k((x1/d1 )) and E(f ) ⊂
(1/d) · Zr is clearly well-ordered. Let us assume that n > 1 and the result true for n − 1. Let
∅ = Ω ⊂ E(f ); since f is a power series in x1/d1 , the set of the first components of the vectors in Ω
must have a minimum a1/d. Let 0 = u1 ∈ k((x1/dn )) · · · ((x1/d2 )) be the coefficient of xa1/d1 in f ; by
the induction assumption, ∅ = [{a1/d}× E(u1)]∩Ω must have a minimum (a1/d, a2/d, . . . , an/d),
which is the minimum of Ω , hence E(f ) is well-ordered.
Now, let us assume that E(f ) is well-ordered and use again induction on n. If n = 1, then E(f )
has a lower bound in (1/d) · Z, so f ∈ k((x1/d1 )). Let us assume that n > 1 and the result true for
n − 1. Let a1/d be the first component of the minimum of E(f ). For a fixed i ∈ Z, i  a1, we define
ui : (1/d) · Zn−1 → k by the relation ui(b2/d, . . . , bn/d) = f (i/d, b2/d, . . . , bn/d). For any such i,
the support E(ui) is either empty or well-ordered, so ui ∈ k((x1/dn )) · · · ((x1/d2 )). Therefore, f can be
written as f = ∑ia1 uixi/d1 , which implies f ∈ k((x1/dn )) · · · ((x1/d2 ))((x1/d1 )). 
This construction can be also found, for instance, in [8,10,7]. Let us remark that the above proof
shows that, if f , g ∈ Kx,d, then the product fg has an expansion as a power series in x1 whose coeffi-
cients can be written as polynomials in the coefficients of the expansions of f and g.
Definition 4. The elements of Kx,d will be called generalized Puiseux power series.
As we shall see later (in Section 6), McDonald’s roots can belong toFx,d but not to Kx,d. The iterated
roots must belong to Kx,d by Theorem 1.
3. Lex-order preserving linear automorphisms
In this section,we introduce a certain class ofZ-linear automorphismsofZn,whichwill be essential
to define the monomial blowing-ups. However, we describe them as automorphisms of Rn because
we will also use them later on to work with convex polyhedral cones.
Definition 5. A positive elementary R-linear automorphism is a map φij of R
n, 1  i , j  n, i = j
defined by
φij(a1, . . . , an) = (a1, . . . ,
j)
ai + aj, . . . , an) .
The inverses of these are called negative elementaryR-linear automorphisms.
Remark 6. Let us denote by Eij(α), α ∈ Z \ {0}, i = j, the elementary n × n matrix equal to the
identity, with an α at the (i, j) position. Then
φij(a1, . . . , an) = (a1, . . . , an)Eij(1)
φ−1ij (a1, . . . , an) = (a1, . . . , an)Eij(−1)
Accordingly, we will simply call an elementary automorphism any of the φij or φ
−1
ij .
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(1) An elementary automorphism φij or φ
−1
ij preserves the lexicographic order if and only if i < j
(see [9, Proposition 5]). If one of them preserves the lexicographic order, so does its inverse. We
will call them lex-order preserving elementary automorphisms.
(2) Since the lexicographic order in Rn is an additive group order, any automorphism φ preserves
lex-order if and only if carries the non-negative cone
(Rn)lex0 =
n−1⋃
i=1
⎡
⎣R>0ei +
n∑
j=i+1
Rej
⎤
⎦+ R0en
onto itself. Here the el , l = 1, . . . , n are the vectors of the canonical base ofRn
(3) One can easily check that the composition of a finite sequence of lex-order preserving positive
elementaryR-linear automorphisms ofRn can be seen as the map
ηA : Rn −→Rn
(a1, . . . , an) −→ (a1, . . . , an)A,
where A is an upper triangular matrix with 1’s at the main diagonal and non-negative integers
above it, with at least one different from 0. We call positive integer elementary such a matrix
and we denote by SL
(+)
lex (n,Z) the (multiplicative, without identity) subsemigroup of SL(n,Z)
consisting of all of them. Conversely any such matrix corresponds to the composition of a finite
sequence of positive elementary lex-order preserving automorphisms. Moreover, one can show
that the subgroup SLlex(n,Z) of SL(n,Z) generated by SL
(+)
lex (n,Z) can be interpreted as the
group of all theZ-linear automorphisms ofZn which preserve lexicographic order. Wewill also
denote with the same symbol ηA the restriction of ηA to Z
n or to (1/d) · Zn, d ∈ Z>0.
Finally, any integer matrix Bwith det(B) = ±1 defines an automorphism a → aB ofZn, which
will be also denoted by ηB.
(4) The partial order 
 is defined by: (a1, . . . , an) 
 (b1, . . . , bn) if and only if ai  bi, for
all i = 1, . . . , n. Note that the partial order is preserved by any positive elementary R-linear
automorphism.
We borrow from [9] (Lemma 15) the following
Lemma 7. Let ∅ = Λ ⊂ Zn0; then there exists A ∈ SL(+)lex (n,Z) and a vector with integer coordinates
a ∈ ηA(Λ) such that ηA(Λ) ⊂ a + Zn0.
From this result we deduce an important consequence, namely
Corollary 8. Let Λ1, . . . , Λr be a finite number of non-empty subsets of Z
n
0. Then there exists A ∈
SL
(+)
lex (n,Z), and vectors ai ∈ ηA(Λi), i = 1, . . . , r, such that ηA(Λi) ⊂ ai + Zn0.
Proof. Let us observe that, for every such a matrix A and every vector b ∈ Zn0, one has ηA(b +
Zn0) ⊂ ηA(b) + Zn0. Let us prove the corollary by induction on r. If r = 1, this is Lemma 7, so let us
assume r > 1 and the result true for r − 1. There exists A′ and bi ∈ ηA′(Λi), i = 1, . . . , r − 1, such
that ηA′(Λi) ⊂ bi + Zn0. On the other hand, ηA′(Λr) ⊂ Zn0 so, by Lemma 7, there exists A′′ and
ar ∈ ηA′′ηA′(Λr) = ηA′A′′(Λr) such that ηA′A′′(Λr) ⊂ ar + Zn0. If, for every i = 1, . . . , r − 1, we
write ai = ηA′′(bi), i = 1, . . . , r − 1, then, by the above observation,
ηA′A′′(Λi) ⊂ ηA′′(bi + Zn0) ⊂ ηA′′(bi) + Zn0 = ai + Zn0 .
If we set A = A′A′′, our result is proven. 
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4. Monomial blowing-ups
In this section, we give a geometric interpretation of the elementary R-linear automorphisms of
Section 3 as monomial toric blowing-ups and blowing-downs.
Notations 9
(1) Let d ∈ Z>0; any Z-linear automorphism ηB of Zn, where B is an integer n × n matrix with
det(B) = ±1, induces an isomorphism ψB of the multiplicative group M1/dx of the Laurent
monomials in x (i.e.,monomialswith exponents in (1/d)·Z) ontoM1/du ,whereu = (u1, . . . , un)
is alsoavectorof variables, by the relationψB(x
a/d) = uηB(a)/d, for alla ∈ Zn. The isomorphisms
ψB will be called monomial maps. This denomination agrees with toric maps, as we shall see
below.
(2) In particular,wewillwriteϕij = ψEij(1), henceϕ−1ij = ψEij(−1). Let us remember (Remark6) that
we denoted by φij (or φ
−1
ij ) the automorphism ηEij(1) (or ηEij(−1)). If A = Eij(1), or A = Eij(−1),
and i < j, then ηA is a lex-order preserving elementary Z-linear automorphism of Z
n, so it
bijectivelymaps a lexicographicallywell-ordered subset of (1/d)·Zonto another one. Therefore,
ψA uniquely extends to a k-algebra isomorphism (denoted with the same symbol) of Kx,d onto
Ku,d just by writing
ψA
(∑
fax
a/d
)
= ∑ fauηA(a)/d
Observe that ψEij(1) amounts to the substitutions xj → uiuj , xl → ul , l = j while ψEij(−1)
corresponds to xj → uj/ui, xl → ul , l = j.
Remark 10. Themapsϕij (resp.ϕ
−1
ij ) can be interpreted as formal blowing-ups (resp. blowing-downs)
in Kx,d. The word “formal” should be taken in the sense of the corresponding morphism in ordinary
AlgebraicGeometry, followedby localization, completion and extension toKx,d. Let us bemore specific.
We fix ϕ12, in the understanding that any other case (i, j) is similar, even if i > j. Let us take the
(n − 2)-dimensional linear variety L of kn with equations x1 = x2 = 0 and the Zariski closure Ω in
kn × P1k of the graph of the projection
π ′ : kn \ L −→ P1k
(x1, x2, . . . , xn) −→ (x1 : x2) .
Then the blowing-up of L in kn (or the blowing-up of kn with center at L) is the projection π : Ω → kn
onto the first component. The set π−1(L) ⊂ Ω is called the exceptional divisor of π .
If we take on P1k the homogeneous coordinates (y1 : y2), then Ω is defined on kn × P1k by the
single equation y2x1 − y1x2 = 0. The equation of Ω in the affine piece y1 = 0 is x2 = x1(y2/y1) (or
y2/y1 = x2/x1 outof theexceptionaldivisor). Ifwechange thenamesof thevariablesby settingui = xi,
i = 2, u2 = y2/y1 then, in this affine piece, π corresponds to the k-algebra injection k[x] → k[u]
sending xi onto ui, i = 2 and x2 onto u1u2. In other words, in this affine piece, the blowing-up can be
described by the substitutions xi = ui, i = 2, x2 = u1u2. Needless to say, if we take the affine piece
y2 = 0 and a new vector v of variables, the substitutions will be x1 = v1v2, xi = vi, i = 1.
We make some final observations and conventions:
(1) If we take the power series ring kx instead of the polynomial ring k[x] corresponding to kn and
blow-up as before, we get the algebra kx[x2/x1] (or kx[x1/x2]). If we want to get another
power series ring (to give a meaning to “blowing-up” power series) we must take completion.
This is easily done by injecting the algebra into Kx,d and taking completion.
(2) In the same way we described blowing-up, we can give a meaning to blowing-down, as “the
inverse operation” of blowing-up. For that, one must observe the obvious fact that π is an
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isomorphism outside the exceptional divisor, i.e., an isomorphism fromΩ \π−1(L) onto kn \ L.
In this case, the substitutions will be
xi = ui, i = 2, x2 = u2/u1 or x1 = v1/v2, xi = vi, i = 1.
Weare going to use these substitutions (both blowing-up and blowing-down) in a purely formal
way in combinatorial operations with equations. In this sense, these remarks are not needed.
We write them here just to give a geometrical meaning to the combinatorics we will be dealing
with from now on.
(3) According to the previous considerations, and in view of Notations 9, we will call ϕij (or ϕ
−1
ij )
amonomial blowing-up (or amonomial blowing-down). In the obvious sense, we will also speak
of lex-order preserving monomial blowing-ups (or lex-order preserving monomial blowing-downs).
Note that, among the two possible affine charts of the geometric blowing-up, only one gives rise
to lex-order preserving substitutions. So if we operate combinatorially with finite sequences
of lex-order preserving monomial blowing-ups (or blowing-downs), there is no (geometrical)
ambiguity in taking affine charts at every step. This fact makes our sequences compatible with
toric geometry, once we start with the toric structure of kn.
(4) In the above sense, finite sequences of lex-order preservingmonomial blowing-ups (or blowing-
downs), will amount to base changes of the type: toric-modification plus choice of “the” affine
chart.
Remark 11. Let us summarize the Remark 10. The building of the Newton Procedure for P(x, z) = 0
will produce a sequence of equations P(i)(x(i), z(i)) = 0. We will need to apply to any one of these
equations somechangesof variables,whichwehavecalledmonomial blowing-ups, andcanbedescribed
in a purely formal way. Remark 10 tells us that these changes are translations of geometric facts. The
ordinary geometric blowing-up (cf., for instance [4, p. 398]), interpreted in our toric milieu (for toric
modifications see [2, p. 248]) uniquely determines an affine chart to operatewith. Our (formal) changes
of variables are, then, base changes of type: toric modifications plus operations on the only possible
affine chart.
5. Lex-positive strictly convex rational polyhedral cones
The aim of this section is to introduce the concept of lex-positive strictly convex rational polyhedral
cone and to prove an essential property of them, namely Theorem 13. We borrow from [2] (beginning
in page 6) the following definitions:
Definition 12. A convex polyhedral cone is the positive hull
σ = pos(M) =
⎧⎨
⎩
m∑
i=1
λiai
∣∣∣∣ λi ∈ R0, i = 1, . . . ,m
⎫⎬
⎭
where M = {a1, . . . , am} is a fixed set of vectors in Rn. We will say that σ is strictly convex if it
contains no non-zero linear variety of Rn. We will say that σ is rational if M ⊂ Qn. We will say that
σ is lex-positive if
σ ⊂ (Rn)lex0 = {a ∈ Rn | a lex 0} .
To state the following theorem, we bring from Section 3 the lex-order preserving elementary au-
tomorphisms φij or φ
−1
ij , with i < j. We also observe that the transforms φij(σ ), φ
−1
ij (σ ) of a strictly
convex rational polyhedral coneσ are again strictly convex rational polyhedral cones. In [9, Theorem6],
we proved that, for a strictly convex polyhedral cone σ , the following conditions are equivalent:
(1) σ can be transformed onto a subset ofRn0 by a finite sequence of positive elementaryR-linear
automorphisms.
(2) σ ∩ Rn0 = {0}.
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Theorem 13. Let σ = pos {a1, . . . , am}, ai ∈ Qn, be a strictly convex rational polyhedral cone; then
the following conditions are equivalent:
(1) σ can be brought to the first quadrant by a finite sequence of lex-order preserving positive elementary
R-linear automorphisms of Rn. In other words, if A is the matrix whose rows are the vectors ai,
i = 1, . . . ,m, there exists B ∈ SL(+)lex (n,Z) such that AB has non-negative entries (cf. Remark 6).
(2) σ is a lex-positive strictly convex rational polyhedral cone.
Proof. Let us observe that the first non-zero component of any vector is invariant under any lex-
order preserving positive elementary R-linear automorphism. Consequently, if there exists a vector
0 = c ∈ σ whose first non-zero component is negative, 1 cannot hold.
Conversely, let us assume that 2 holds. By the previous observation, there must exist a finite se-
quence of lex-order preserving positive elementaryR-linear automorphisms ofRn (callΦ their com-
position) such that Φ(ai) ∈ Rn0, i = 1, . . . ,m, so Φ(σ) ⊂ Rn0. 
Corollary 14. Let σ ⊂ Rn be a lex-positive strictly convex rational polyhedral cone and 0 = f ∈ Fx,d be
such that E(f ) ⊂ σ ∩ (1/d) · Zn (see Section 2); then f ∈ Kx,d.
Proof of Theorem 13 (See [9]). Since (1/d) · Zn0 is well-ordered, so is σ , being the inverse image of
some subset of (1/d) ·Zn0 by a finite sequence of inverses of lex-order preserving positive elementary
R-linear automorphisms ofRn. This implies that E(f ) is well-ordered, so f ∈ Kx,d by Proposition 3. 
6. The Newton Procedure for several variables
The aim of this section is to prove Theorem 1. For the case n = 1, the result trivially follows
from the classical Newton Procedure for one variable. For n > 1, we will derive the proof through
a generalization to several variables of this classical Newton Procedure, namely: we consider any
equation P(x, z) = 0 as one in (x1, z) only, with coefficients in k((xn)) · · · ((x2)), and solve it in a
suitable algebraic extension of the ground field. We first establish the framework.
Remark 15. As the grounds for our proof, the reader is required to recall in some depth the classical
Newton Procedure as explained, say, in [4, Chapter V] or [11, Chapter 1V]. For our purposes, it will be
enough to outline it here very briefly.
We start with an equation of the form
P(x, z) = zμ + w1(x)zμ−1 + · · · + wμ−1(x)z + wμ(x) , wi ∈ kx , i = 1, . . . , μ
andwritew0 = 1.We look for the roots of P(x, z) = 0 among the formal expressions z0 = ∑i1 αixγi ,
where γi ∈ R form a strictly increasing sequence andαi ∈ k,∀i ∈ Z>0. The aim is to show thatwe can
always find the αi, the γi, and that all the γi are positive rational numbers with bounded denominators.
Let us write z′0 =
∑
i2 αix
γi−γ1 , so that z0 = xγ1(α1 + z′0); we then have
0 = P(x, z0) = wμ(x) + wμ−1(x)[xγ1(α1 + z′0)]+ · · · + [xγ1(α1 + z′0)]μ
= wμ(x) + wμ−1(x)xγ1α1 + · · · + w0xγ1μαμ1 + Γ (x, z′0), (2)
where Γ (x, z′0) is the sum of all the terms in z′0. We will see that we can find γ1 and α1, and iterate
the construction.
Since the order of z′0 is γ2 > γ1, each term in Γ (x, z′0) has strictly greater order (in x) than some
wμ−r(x)xrγ αr . Now, a necessary condition for P(x, z′0) to vanish is that the lowest order terms cancel
out, so there must be at least two integers r1 < r2 such that
β = νμ−r1 + r1γ1 = νμ−r2 + r2γ1  νμ−r + rγ1, for r = 0, . . . , μ, (3)
where νμ−r is the order of wμ−r(x). If we group together the lowest order terms in Eq. (2), we obtain
an equation in α1, called the characteristic equation, of the form
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C(α1) =
∑
h
w′μ−hαh1, w′μ−h ∈ k, (4)
where w′μ−h is the coefficient of the initial form of wμ−h(x), and where h runs over all terms with
νμ−h + hγ = β .
There is a finite number of possible set of relations (3), and we need to find all of them. In fact, each
set of such relations uniquely determines a γ1 ∈ Q>0. For this, we look at the Newton polygon P(P)
of P(x, z), which is the convex hull Δ of the set{
(a, b) + R0 (1, 0) ∣∣ (a, b) ∈ E(P)} .
A set of relations as (3) implies that there exists a rational line u + γ1v = β in the coordinate plane
(u, v) such that all points of E(P(x, z)) lie on or above it, and at least two lie exactly on it. This linemust
contain an edge of P(P), and conversely, so all the possible γ1 are found by taking the lines containing
all the edges ofP(P). Once the line is chosen, γ1 is uniquely determined by it and, for α1, wemust take
every non-zero root of the characteristic equation (4). Bear in mind that the line u + γ v = β might
be vertical at the first step.
Once we have computed γ1 and α1, we denote by P
(1)(x1/d1 , z′) the polynomial P
(
x, xγ1(α1 + z′))
divided by the highest possible power of x, where d1 is the denominator of the irreducible expression
of γ1. Then, the order in z
′ of P(1)(0, z′) equals the order r1 of α1 of the characteristic equation. In this
way, the Newton polygon of P(1)(x1/d1 , z′) has at least an edge of negative slope. We again apply the
previous procedure to compute the first term of z′0 as a root of P(1)(x1/d1 , z′), by taking any edge of
negative slope, and so on. It is, then, clear that, after the first step, the Newton polygon has always an
edge of negative slope.
The proof is completed in [11] by showing that (a) we can always solve for α1 in Eq. (4), and (b) all
the γi have a common denominator, which must obviously be reached after a finite number of steps
(this is expressed by saying that the exponents of the root z0 have bounded denominators).
We now introduce some terminology.
Notations 16. Let us consider a polynomial
P(x, z) = w0(x)zm + w1(x)zm−1 + · · · + wm−1(x)z + wm(x)
where x = (x1, . . . , xn) is a vector of variables, x = (x1, . . . , xn),m , n ∈ Z>0,m > 1, and
wi(x) ∈ k((xn)) · · · ((x2))x1 , k((xn)) · · · ((x2)) = k if n = 1 ,
w0(x)wm(x) = 0. We denote by E1(P(x, z)) ⊂ Z20 the support of P(x, z) as a power series only in
(x1, z), that is, we plot every monomial x
an
n · · · xa22 xa11 zb, ai , b ∈ Z, i = 1, . . . , n, occurring in P(x, z)
with a non-zero coefficient, onto the point (a1, b) ∈ Z0 × {0, 1, . . . ,m}.
For every integer, non-singular, n × nmatrix B, we will writeψB(P(x, z)) = ∑mi=0 ψB(wi(x))zm−i.
An important remark is that, if B ∈ SL(+)lex (n,Z) (or it is an inverse of such a matrix), and n > 1, then
E1
(
ψB(P)
) = E1(P). The reason is that, for any monomial xa, a = (a1, . . . , an), the exponent of u1 in
ψB(x
a) is a1.
Now, we solve an equation P(x, z) = 0, x = (x1, . . . , xn), by applying the classical Newton Proce-
dure for one variable to (x1, z), by taking as the ground field k((xn)) · · · ((x2)), eventually transform-
ing our equation, at each step, by compositions of finite sequences of monomial blowing-ups, i.e., of
monomial maps of the type ψB, where B ∈ SL(+)lex (n,Z). This will produce a sequence of equations
P(i)(x(i), z(i)) = 0. For coherence, we set x(0)i = xi, i = 1, . . . , n. One should keep in mind that
E1
(
ψB(P)
) = E1(P) (see Notations 16).
The proof of Theorem 1 is achieved by induction on the number n of variables in the coefficients.
We make the following induction assumption, which holds for t = 1 and A = (1), by the classical
Newton Procedure:
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Induction assumption (IA). For every polynomial
(x, z) = zμ + ω1(x)zμ−1 + · · · + ωμ−1(x)z + ωμ(x) ∈ kx1, . . . , xt[z],
withμ > 1, t < n, thereexistsA ∈ SL(+)lex (t,Z)andd ∈ Z>0, such that all the rootsofψA
(
(x, z)
) = 0
belong to ku1/d.
Remark 17. The main point is to find roots of the characteristic equations, as in part (a) at the end
of Remark 15. This is trivial for n = 1, i.e., if we start from an algebraically closed field k. However, if
n > 1, and we apply the Newton Procedure only in (x1, z) we find, at the first step, a characteristic
equation with coefficients wμ−h ∈ kx2, . . . , xn. We will show that one can find a A1 ∈ SL(+)lex (n,Z)
such that, in the transform polynomial by the monomial map ψA1 , the induction assumption IA can
be applied to find suitable roots. Moreover, we must show:
(1) The same will hold through all the steps of the process.
(2) There will be a step such that, in the following ones, the roots can be computed without trans-
forming by additional monomial blowing-ups
We do it in three lemmas.
We first consider the case of a vertical edge of the Newton polygon of P (not considered, in general,
if n = 1).
Lemma 18. Let
P(x, z) = zm + w1(x)zm−1 + · · · + wm−1(x)z + wm(x) ,
be a polynomial, assume that E1(P) has a point on the vertical axis other than (0,m) and that we choose
the vertical edge of the Newton polygon for the first step of the process. Then there exists A1 ∈ SL(+)lex (n,Z)
and a positive integer d1 such that all the roots of the characteristic equation C(α) = 0 of ψA1(P) = 0
corresponding to the vertical edge belong to k(x
(1)
2 )
1/d1 , . . . , (x
(1)
n )
1/d1 for some d1 ∈ Z>0 (we set
x
(1)
1 = x1).
Proof. If we choose the vertical edge at the first step of the Newton Procedure, then the corresponding
characteristic equation is of the form (α is the unknown)
0 = αm + ŵi1(x2, . . . , xn)αm−i1 + · · · + ŵis(x2, . . . , xn)αm−is ,
with s  1, i1 < · · · < is and ŵij(x2, . . . , xn) = wij(0, x2, . . . , xn) = 0, j = 1, . . . , s. Then we
have an equation of integral dependence on less than n variables and, by IA, there exist d1 ∈ Z>0 and
A′1 ∈ SL(+)lex (n−1,Z) such thatψA′1(P) has a corresponding characteristic equation C(α) = 0with all
its roots in k(x
(1)
2 )
1/d1 , . . . , (x
(1)
n )
1/d1. If we denote by A1 the matrix obtained from A
′
1 by adjoining
a top row, and a left column, which are, respectively, the first row and column of the identity matrix
n × n, then the lemma is proven. 
Remark 19. The operation of passing from A′1 to A1, as above, will be called the extension by identity.
In the next lemma, we consider the case of an edge of negative slope. This could be the case at the
first step of the Newton Procedure, and it must be the case at any subsequent step.
Lemma 20. Let P(x, z) = 0 be an equation,
P(x, z) = w0(x)(z)m + w1(x)(z)m−1 + · · · + wm−1(x)z + wm(x),
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with x = (x1, . . . , xn), m > 1, wi(x) ∈ kx, i = 0, . . . ,m, and w0(x)wm(x) = 0. Let us assume
that we choose an edge of negative slope for the first step of the Newton Procedure. Then, there exists
A′ ∈ SL(+)lex (n,Z) and a positive integer p, such that all the roots of the characteristic equation C(α) = 0
corresponding to ψA′(P), and the same edge, belong to k(x(1))1/p.
Proof. Let us denote by νy the order of a power series in the variable y. Let us write νi = νx1
(
wi(x)
)
,
i = 0, 1, . . . ,m. Let i+γ j = μ be the equation of the line containing the chosen edge, with γ ∈ Q>0,
and let (νm1 ,m−m1), . . . , (νms ,m−ms), s > 1, be the points of E1(P′) on this line, withm−m1 >· · · > m − ms. Since μ = νmt + γ (m − mt), foo all t = 1, . . . , s, one must have νm1 < · · · < νms .
Let us write E(wmt (x)) = Λmt with Λmt ⊂ Zn0, for all t = 1, . . . , s. By Corollary 8, there exists
A′′ ∈ SL(+)lex (n,Z), and a set of vectorsamt ∈ ηA′′(Λmt ), t = 1, . . . , s, such thatηA′′(Λmt ) ⊂ amt +Zn0.
Then ψA′′
(
wmt (x)
) = vamt ŵmt (v), where ŵmt (0) = 0, for all t = 1, . . . , s and v is a vector of n
variables. We now take the equation ψA′′
(
P(x, z)
) = 0 and recall that E1(ψA′′(P)) = E1(P).
In this situation, we have a set of positive integers
Ω1 = {νmt′ − νmt = amt′ ,1 − amt ,1 | 1  t < t′  s},
and a set of integers
Ω2 = {(amt ,j − amt′ ,j) | 1  t < t′  s , j = 2, . . . , n
}
.
We see that there exists a positive integer e such that each element of eΩ1 is greater than all the
elements ofΩ2. In fact, it is enough to take theminimumω1 ofΩ1, themaximumω2 ofΩ2 and e ∈ Z>0
such that eω1 > ω2. For each t , t
′ such that 1  t < t′  s and each j = 2, . . . , n we have that
e(amt′ ,1−amt ,1) > amt ,j−amt′ ,j , soamt ,j + eamt ,1 < amt′ ,j+eamt′ ,1. LetA′′1 ∈ SL(+)lex (n,Z)be thematrix
corresponding toϕe1n · · ·ϕe12 (which clearly commute), bmt = ηA′′1 (amt ) = (bmt ,1, . . . , bmt ,n); one has
νmt = amt ,1 = bmt ,1 and bm1 
 bm2 
 · · · 
 bms . Moreover, ψA′′1ψA′′
(
wmt (x)
) = ybmt ψA′′1
(
ŵmt (y)
)
and this last factor is a unit.
We now take the equationψA′′A′′1
(
P(x, z)
) = 0 andwe choose the same edge as before. To compute
the corresponding terms of the roots of ψA′′A′′1
(
P(x, z)
) = 0 we take the change of variable z =
y
γ
1 (α + z1) (where α is the unknown) and solve the characteristic equation C(α) = 0 with
C(α) = ŵ′′m1(y2, . . . , yn)αm−m1 + · · · + ŵ′′ms(y2, . . . , yn)αm−ms ,
where ŵ′′mt (y2, . . . , yn) = ψA′′1ψA′′
(
wmt (x)
)
y
−νmt
1 evaluated at y1 = 0 or, what is the same,
ŵ′′mt (y2, . . . , yn) = (ybmt /y
bmt ,1
1 ) ψA′′1 (ŵ
′
t(0, v2, . . . , vn)) and the last factor is a unit. By the above
arguments, ŵ′′m1(y2, . . . , yn) divides all other coefficients of the characteristic equation. Dividing by
it, C(α) = 0 becomes an equation of integral dependence of α over ky2, . . . , yn.
By IA, there exists A′′2 ∈ SL(+)lex (n − 1,Z) and a positive integer p, such that, if αj , j = 1, . . . , r are
the non-zero roots of C(α) = 0, one has that ψA′′2 (αj) ∈ k(x
(1)
2 )
1/p, . . . , (x
(1)
n )
1/p. Let us denote by
A′′3 the extension by identity of A′′2 (see Remark 19) and write A′ = A′′A′′1A′′3; then ψA′ and p show the
lemma. 
We now jump to a finite number of steps into the Newton Procedure for our starting equation
P(x, z) = 0.
Proposition 21. Let i  1 be any integer; there exist A′ ∈ SL(+)lex (n,Z) and a positive integer di such that,
if we apply i steps of the classical Newton Procedure to the equation ψA′
(
P(x, z)
) = 0 in (u1, z), in any
possible way, the sum of the first i terms of any obtained root belongs to k(x(i))1/di .
Proof. We first fix a sequence of i choices of edges and roots of characteristic equations in the Newton
Procedure applied to P(x, z). Lemmas 18 and 20 show that we can indeed solve the characteristic
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equation in each step of the Newton Procedure, perhaps applying a suitableψB, with B ∈ SL(+)lex (n,Z).
Let us observe, and this is essential, that any ηB preserves R
n
0. This allows us to compose monomial
maps of the form ψB without loosing the property that previous partial sums of roots have supports
contained inRn0.
To be more specific, let us assume we have taken i steps of the Newton Procedure for P(x, z) = 0,
with fixed choices of edges and roots of the characteristic equations. Suppose that, at each step, we
have applied ψB′′j , j = 1 . . . i, as in Lemmas 18 and 20, and denote by ψB′′ the composition of them. If
we compare the final situation, after these i steps, of the Newton Procedure for P(x, z)with the same
for ψB′′(P), we have:
(1) The same Newton polygons.
(2) If C(α) = 0 is the characteristic equation for P(x, z), thenψB′′(C(α)) = 0 is the corresponding
characteristic equation in the case of ψB′′(P) = 0.
(3) Theobtained sumof i termsof the root corresponding to thefixed choices, has support contained
inRn0 (see observation above)
Now we change the choices of edges and roots in all possible ways, and we denote by ψA′ the
composition of all the ψB′′ . Having in mind the observation above, the proposition is now clear. 
To finish our argument, wemust use the assumptionwemade in Section 1, namely that P(x, z) = 0
has no multiple roots. In this case, if we apply the Newton Procedure as in Remark 15, dividing the
equation in each step by the maximal possible power of x1, then the lowest point on the vertical axis
decreases, until it stabilizes at (0, 1) [11, p. 102]. Lemma 22 deals with this case.
Lemma 22. Let P(x, z) = 0 be an equation,
P(x, z) = w0(x)(z)m + w1(x)(z)m−1 + · · · + wm−1(x)z + wm(x),
with m > 1, wi(x) ∈ kx, i = 0, 1, . . . ,m, assume that wi(0, x2, . . . , xn) = 0, for all i ∈ {0, . . .m −
2,m} and that β = wm−1(0, x2, . . . , xn) = 0. Then P(x, z) = 0 has only one root ζ with positive
x1-order and there exists A ∈ SL(+)lex (n,Z) such that ψA(ζ ) ∈ kx(1).
Proof. The only edge of the Newton polygon of P(x, z) in (x1, z) with negative slope consists of just
the two points (0, 1) and (γ, 0), where γ = νx1
(
wm(x)
)
. Now, α = −α′/β is the only root of the
characteristic equation 0 = C(α) = βα + α′, where α′ is the result of making x1 = 0 in wm(x)/xγ1 .
This yields αx
γ
1 as the only possible first term of any root of P(x, z) = 0 with positive x1-order.
To continue the Newton Procedure, we must perform the change of variables z = xγ1 (α + z1), and
divide P
(
x, x
γ
1 (α+z1)
)
by the highest possible power of x1,which is x
γ
1 . The transformof themonomial
βz of P(x, z) is βαx
γ
1 + βxγ1 z1. The first summand of this expression cancels with the initial form in
x1 of wm(x). After this cancellation and division by x
γ
1 , it remains the monomial βz1, which cannot
be cancelled with any other coming from xa1z
b because all of them contain a power of x1 with strictly
greater exponent than γ . This shows that the transform equation is of the same form as P(x, z) = 0,
with the same β . This implies the uniqueness of the root with positive x1-order.
Let us write E(β) = Λ, with ∅ = Λ ⊂ Zn−10 . According to Lemma 7, there exists A′′ ∈
SL
(+)
lex (n − 1,Z) and a vector (a2, . . . , an) ∈ ηA′′(Λ) satisfying that ηA′′(Λ) ⊂ (a2, . . . , an) + Zn−10 .
In other words, ψA′′(β) = ua22 · · · uann β ′, where β ′ is a unit in ku2, . . . , un (ui are intermediate
variables). Since all the monomials occurring in P(x, z) contain x1 raised to a positive exponent, ex-
cept those in βz, the same happens with ψA′′
(
P(x(1), z)
)
, and the exception is u
a2
2 · · · uann β ′. Let A′′1 be
the extension by identity of A′′ and A′′2 the matrix corresponding to ϕ
an
1n · · ·ϕa212; then all the mono-
mials in ψA′′2ψA′′1
(
P(x, z)
)
are divisible by (x
(1)
2 )
a2 · · · (x(1)n )an (x(1)i are the final variables) and only
those occurring in (x
(1)
2 )
a2 · · · (x(1)n )anβ ′ are not divisible by x1. Applying the Newton Procedure to
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ψA′′2ψA′′1
(
P(x, z′)
)
/(x
(1)
2 )
a2 · · · (x(1)n )an , as we did before to P(x, z), it is now clear that the only root
with positive x1-order of ψA′′2ψA′′1
(
P(x, z)
) = 0 belongs to kx(1). Then A′ = A′′1A′′2 is the required
matrix. 
We now state and prove our last result which will give us the clue to the proof of Theorem 1.
Theorem 23. Let P = ∑mi=0 wizm−i ∈ kx1, . . . , xn, w0 = 1, be a polynomial of degree m > 0. Then,
there exists a positive integer d and a matrix A ∈ SL(+)lex (n,Z) (cf. Remark 6) defining the monomial map
(cf. Notations 9)
ψA : kx1, . . . , xn → kx(1)1 , . . . , x(1)n 
such that the roots of ψA(P) : = ∑mi=0 ψA(wi)zm−i belong to k(x(p))1/d.
Proof. For any i  1, Proposition 21 tells us that our theorem is true if we consider the truncation
of the roots to the first i terms. We know that, after p steps, the classical Newton Procedure, with all
the necessary choices to compute all the roots of P(x, z) = 0, arrives at a finite set of equations of the
same type as those in Lemma 22. Composing with the newψA′ given by this lemma (for the whole set,
see Lemma 7), we have our result. 
We finally arrive to the
Proof of Theorem 1. By Theorem 23, the roots ζi, i = 1, . . . ,m, ofψA(P) belong to k(x(p))1/d. Since
ψA : Kx,d → Kx(p),d is a field isomorphism (see Notations 9.2), we have that
P(x, z) = ψ−1A ψA(P) =
m∏
i=1
(
z − ψ−1A (ζi)
)
,
so the roots of P(x, z) are ψ−1A (ζi), i = 1, . . . ,m and E
(
ψ−1(ζi)
) ⊆ ψ−1A ((1/d) · Zn0), which is a
lex-positive strictly convex rational polyhedral cone by Theorem 13. 
Appendix A. Comparison with McDonald’s roots
Wefirst compare the iterated rootswe foundabovewith theMcDonald’s roots, showing that iterated
roots occur among McDonald’s, but not conversely, as we advanced in Section 1.
Lemma 24. Let P(x, z) = 0 an equation as in Theorem 1, where
P(x, z) = zm + w1(x)zm−1 + · · · + wm−1(x)z + wm(x) = 0 .
Then, every iterated root is a McDonal’s root.
Proof. By Theorem 23, there exists a positive integer d and a matriz A ∈ SL(+)lex (n,Z) defining the
monomialmapψA : kx1, . . . , xn → ku1, . . . , un such that the roots ofψA(P) = ∑mi=0 ψA(wi)zm−i
belong to ku
1/d
1 , . . . , u
1/d
n . As we pointed out above, this implies that the roots ξi, i = 1, . . . ,m, of
P(x, z) = 0 belong to Kx,d and their supports are contained in a lex-positive strictly convex rational
polyhedral cone σ . We show that the ξi can be obtained as McDonald’s roots of P(x, z) = 0.
Since Kx,d is a field, we can factor P in Kx,d[z] as a product of linear factors P(x, z) = ∏mi=1(z − ξi).
Therefore, all we have to show is that the only root ξ of a linear equation z − ξ = 0 can be obtained
as a McDonald’s root, and this clearly follows from McDonald’s procedure. 
Remark 25. The Lemma24 above admits a stronger version in the convergent case. The local version of
McDonald’s procedure given in [3] depends on the order defined by a fixed irrational vectorw ∈ Rn>0.
The vectorw, seen as a linear formonRn, reaches itsminimumon a vertex v of theNewton Polyhedron
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D of the discriminant Δz(P). One associates to v the cone σv := {u − v | u ∈ D} (the barrier cone of
v ∈ D in [5]).
In the convergent case, when P belongs to ∈ C{x}[z], it is proved in [3] (Theorem 3) that there
exists an integer d > 0 such that P decomposes as P = ∏(z− ξi) in the ringC{σv ∩ 1dZn}. In addition,
suppose that v is the minimum for the lex-order among the vertices of D. Then, by Lemma 7, there
exists a matrix B ∈ SL(+)lex (n,Z) such that ηB(D) ⊂ ηB(v) + Rn0 and hence ηB(σv) ⊂ Rn0. Notice
that the monomial map ψB : C{x} → C{y} extends to a map C{σv ∩ 1dZn} → C{y}. This implies
that ψB(P) = ∏(z − ψB(ξi)) where ψB(ξi) ∈ C{y1/d}.
By Theorem 23, there exists a matrix A ∈ SL(+)lex (n,Z) defining the monomial map ψA : Cx →
Cx(1) such that ψA(P) = ∏(z − ψA(ζi)), where ψA(ζi) ∈ C(x(1))1/d′ for some suitable integer
d′. We can assume d = d′ by replacing d and d′ by a common multiple. The support of the roots ζi
of P is independent of the choice of a suitable auxiliary matrix A ∈ SL(+)lex (n,Z) (see the claims (1),
(2) and (3) in the proof of Proposition 21). Hence, we can assume that A is of the form A = B′B for
B′ ∈ SL(+)lex (n,Z). Notice that ψB′ ◦ ψB = ψA and then {ψB′(ψB)(ξi)} = {ψA(ζi)} since this is the set
of roots of the polynomial ψB′(ψB)(P) = ψA(P) on the integral domainCx(1).
It follows that in the convergent case, the supports of the roots obtained by the generalized Newton
Procedure with respect to the lex-order belong the cone σv , for v the lex-order smallest vertex of the
polyhedron D.
Remark 26. Let us give an interesting example. Let
P(x, z) = z2 − x14 − x12x2 − x1x22 − x24 ;
we compute the roots corresponding to every vertex of the Newton diagram of the discriminant D of
P(x, z), where
D
4
= x14 + x12x2 + x1x22 + x24 .
Wewill take every vertex, transform it into the smallest for the lex-order by a suitable finite sequence of
non-necessarily order-preserving monomial blowing-ups (see Notations 9), find the roots (eventually
by applying another sequence of monomial blowing-ups) and go back through the sequence to find
the corresponding roots of P(x, z).
(1) The vertex (0, 4) is the lex-order smallest one. We have
ϕ212(P(x, z)) = z2 − x24
(
x1
4x2
4 + x12x2 + x1 + 1
)
which has the roots
±x22
√
x1
4x2
4 + x12x2 + x1 + 1 .
Therefore, the roots of P(x, z) are the transforms of these roots by ϕ−212 , namely
ξ1 , ξ2 = ±x22
√√√√x14
x2
4
+ x1
2
x2
3
+ x1
x2
2
+ 1 .
(2) We transform the vertex (1, 2) onto the lex-order smallest one by taking
ϕ21ϕ12(P(x, z)) = z2 − x23x14
(
x1
4x2 + x1 + 1 + x2
)
.
This polynomial has the roots
±x12x23/2
√
x1
4x2 + x1 + 1 + x2
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hence P(x, z) has the roots
ξ1 , ξ2 = ±√x1x2
√√√√x13
x2
2
+ x1
x2
+ 1 + x2
2
x1
as we see after applying ϕ−112 ϕ−121 . We observe that the support of these roots is minimally
contained in the cone σ = pos{(1,−1) , (−1, 2)}, which is not a lex-positive strictly convex
rational polyhedral cone (even switching the order of the variables to change the lex-order).
(3) We transform the vertex (2, 1) onto the lex-order smallest one by taking
ϕ21(P(x, z)) = z2 − x14 − x13x2 − x13x22 − x14x24 .
By applying a further monomial blowing-up, we get the polynomial
ϕ12ϕ21(P(x, z)) = z2 − x13x24
(
x1 + 1 + x2 + x1x24
)
,
which has the roots
±x13/2x22
√
x1 + 1 + x2 + x1x24 .
Therefore P(x, z) has the roots
ξ1 , ξ2 = ±x1√x2
√√√√x12
x2
+ 1 + x2
x1
+ x2
3
x1
2
as we see after applying ϕ−121 ϕ−112 . We observe that the support of these roots is minimally
contained in the cone σ = pos{(2,−1) , (−1, 1)}, which is not a lex-positive strictly convex
rational polyhedral cone (even changing the order of the variables to change the lex-order).
(4) After switching the variables, the vertex (4, 0) is the lex-order smallest one. We have
ϕ221(P(x, z)) = z2 − x14
(
1 + x2 + x1x22 + x14x24
)
which has the roots
±x12
√
1 + x2 + x1x22 + x14x24
Therefore, the roots of P(x, z) are the transforms of these roots by ϕ−221 , namely
ξ1 , ξ2 = x12
√√√√1 + x2
x1
2
+ x2
2
x1
3
+ x2
4
x1
4
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