We consider a signaling format where information is modulated via a superposition of independent data streams.
I. INTRODUCTION
Recently, the technique of spatial graph coupling applied to iterative processing on graphs attracted significant interest in many areas of communications. The method was first introduced to construct low-density parity-check convolutional codes (LDPCCCs) [1] that exhibit the so-called threshold saturation behavior [2] [3], which occurs when the limit (threshold) of suboptimal iterative decoding of LDPCCCs asymptotically achieves the optimum maximum a posteriori probability (MAP) decoding threshold [3] of LDPC block codes with the same structure [19] .
The idea of constructing graph structures from connected identical copies of a single graph has since been applied to compressed sensing [20] [36] , image recognition, quantum coding [24] , and other fields.
A number of applications of spatial graph coupling to communications over multi-user channels have since been developed. Yedla et. al. studied threshold saturation for a two-user Gaussian multiple-access channel (MAC) [7] while Kudekar and Kasai studied it for binary erasure MACs [8] . In terms of multi-user signaling formats, spatially-coupled partitioned-spreading code-division multiple-access (PS-CDMA) was studied in [21] , [25] . It was proven that in the noiseless regime the coupled system can achieve arbitrary multi-user loads with the two-stage demodulation/decoding method contrary to uncoupled PS-CDMA [11] or dense CDMA in general [28] . Sparse CDMA, extensively studied by Guo and Wang [9] in the uncoupled regime, was extended via spatial coupling in [23] , [34] where significant threshold improvements over uncoupled CDMA were derived.
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In this work we focus on a generalized multi-user communication signaling format which lends itself to efficient spatial coupling and iterative demodulation. Each user's transmitter chain includes common elements such as error-correction encoding, higher-order constellation mapping, symbol repetition and permutation, and signature sequences. The complexity and rate of the system can be flexibly adjusted depending on the communication scenario. The systems can be operated and studied in both coupled and uncoupled regimes. For specific parameter settings some classes of coupled generalized modulation [10] , coupled PS-CDMA [21] , or coupled version of IDMA introduced by Ping et. at. [12] , [13] , [16] can be derived as particular cases. The iterative demodulation is a sequence of symbol estimation and interference cancellation iterations and can be seen as a message-passing process on the system graph.
In this paper we investigate spectral efficiency achievable by iterative demodulation/decoding in uncoupled and coupled regimes and quantifying the gap to the channel capacity. In particular, we focus on the two-stage demodulation/decoding schedule where there is no feedback between the error-correction decoders and the demodulator.
The two-stage schedule allows for simplified system design and improved decoding latency compared to either sequential peeling schedules or turbo demodulation/decoding schedules based on the exchange of soft information between the demodulator and the error-correction decoders. The main contributions of our work can be summarized as follows.
A. Main Contributions
• We rigorously derive a coupled recursion characterizing the evolution of noise-and-interference power throughout demodulation iterations for the coupled and uncoupled systems. We show that for any given number of demodulation iterations there exists a system graph for which the iterative demodulation operates as message passing on a set of trees. We then quantify the achievable data rate as a function of the signal-to-noise ratio (SNR), constellation symbol alphabet, and the finite system parameters: the number of interfering data streams, repetition factor, and symbol constellation.
• For the case of a binary symbols we derive an upper bound on the gap between the achievable rate and the channel capacity. The gap is a function of the SNR and the finite set of system parameters. We show that the asymptotic gap it is inversely proportional to the capacity itself and vanishes as the system's SNR increases.
• We study an alternative demodulation/decoding schedule were hard decision feedback from the error-correction decoders to the demodulator is allowed, which is also capacity-achieving asymptotically. We derive a bound on the gap to capacity and compare the achievable rate with that of the two-stage schedule. In this case we prove that the gap to capacity vanishes for any fixed SNR as the system load increases.
B. Related Work
A related multi-user communications problem is the problem of maximizing the number of users simultaneously communicating over the MAC channel or achieving high multi-user efficiency [41] , which measures the impact of residual post/detection multi-user interference on a user's performance. A number of papers have been dedicated to the study of asymptotics of joint and individual multi-user detection for classic CDMA. Tse and Verdu investigated the asymptotic performance of joint MAP decoding of random CDMA, and proved that the multiuser efficiency approaches one as the SNR goes to infinity [42] . Later Tanaka [28] , Müller and Gerstacker [43] , and Guo and Verdu [44] studied the performance of joint and individual multi-user detection of CDMA via the nonrigorous replica method, and derived the limits for the rates of coded random CDMA with joint and separate demodulation/decoding in terms of multi-user efficiency. In a paper by Takeuchi, Tanaka, and Kawabata [35] , developed in parallel to ours [22] , coupled sparse CDMA was studied in the asymptotic regime where the number of users, spreading gain, and the system size were taken to infinity, while the multi-user load was kept constant.
Based on continuous approximation of the respective coupled recursion for the case of binary symbol alphabet the authors showed saturation of the iterative detection threshold of sparse CDMA to the MAP threshold of dense CDMA via spatial graph coupling.
The focus of our paper is on rigorously deriving and demonstrating the rates achievable by coupled and uncoupled sparse multi-user systems. We estimate the resulting gap to capacity explicitly as a function of SNR rather than multi-user efficiency. We study a system with general symbol alphabets and derive the achievable rate for finite parameter settings. Our approach allows us to study the system's performance for various explicitly defined decoding schedules, such as the demodulation/decoding schedule with hard feedback, for different numbers of iterations, and receiver signal-processing options. Our framework leads to graphical interpretations of the achievable rates and the gap to capacity in a form similar to the are theorem for threshold saturation of LDPCCC in BEC.
It's worth mentioning that the capacity of the multiple-access channel can be achieved using peeling decoding, a fact that stems directly from the chain rule of the mutual information. Various types of peeling or sequential cancellation decoders have been extensively studied for a variety of systems [5] , [14] , [15] , [17] . The target of our work is the iterative demodulation and the low-latency two-stage demodulation/decoding schedule and, in particularly, on the role of spatial graph coupling in approaching channel capacity.
Interleaved-division modulation (IDM) method used in point-to-point transmission proposed by Hoeher and
Wo [18] , has common elements with the multi-user format we consider such as superposition of the data streams and bit interleaving. The latter is also a feature of bit-interleaved coded modulations in general [6] . Contrary to the reception techniques for the separation of symbol-synchronous data streams studied by Hoeher and Wu, we investigate a cancellation based low-complexity iterative interference cancellation approach which is independent of data stream synchronism and power fluctuations and it specially suited for a coupled system.
Another related point-to-point communications format are the sparse superposition codes studied by Baron and Joseph [50] , and later shown to achieve capacity in the uncoupled unequal power regime [51] . Sparse superposition codes are based on superimposing data streams based on Gaussian matrices, a technique closely related to compressed sensing reconstruction. A coupled version of sparse superposition codes was recently studied in [49] where it was shown that given the coupled recursion describing the state evolution of the approximate message-passing (AMP) decoder, the codes achieve channel capacity asymptotically. The AMP decoder for coupled superposition code does not lend itself to a rigorous derivation of the coupled recursions, however.
C. Structure of the Paper
System model, transmission format and receiver processing are described in Section II. Section III presents the performance analysis, derivation of the main coupled recursions and formulation of the main results. Numerical results are given in Section IV-A. Finally, Section V concludes the paper.
II. SYSTEM MODEL
We consider a communication scenario in which a number of terminals communicate to a single receiver. The signal observed at the receiver is formed by a superposition of L independently modulated data streams that originate at a single or multiple terminals and then superimpose at the receiver.
The processes of generating data stream l, l = 1, 2, · · · , L is depicted in Fig. 1 . First, a binary information
is encoded for error correction and mapped to a sequence of constellation
, where v n,l ∈ A l . By A l we denote a set of signal constellation symbols (which can be a PAM constellation, for example). At the next step each symbol of the sequence v l is replicated M 1 times. After the replication the resulting symbols are permuted using a permutation matrix P l of
of the permuted sequence is multiplied by a signature sequence s i,l of length M 2 . We consider pseudo-random energy normalized binary signature sequences, however, Gaussian or other sequences can alternatively be used. The symbols of the signature sequences satisfy
The resulting sequenceṽ l =ṽ 1,l ,ṽ 2,l , · · · ,ṽ M N,l is multiplied by an amplitude a l and transmitted over the channel.
The overall symbol repetition factor is given by
Therefore, we can see that generation of a data stream is done in two steps. The first step encompasses individual error-correction encoding and constellation mapping. The second step is the preparation of the data for multi-user processing at the receiver and includes replication, permutation, and application of the signature sequences.
A. Uncoupled System
The uncoupled system corresponds to a communication scenario in which all data streams are transmitted over the channel simultaneously. Assuming real-valued Gaussian noise added in channel the received signal is given by
where n is a vector of the iid Gaussian noise samples with zero mean and variance σ 2 . The uncoupled system can be represented by the dependency graph shown on the left side of Fig. 2 
B. Coupled System
A spatially graph coupled system for the presented modulation format arises naturally when the modulated data streams are transmitted over the channel with time offsets. This is illustrated in Fig. 2 b) . The graphs representing transmitted data streams couple through the channel nodes which correspond to the times at which the data stream symbols are transmitted over the common channel. Contrary to the uncoupled case, where the data streams superimpose in groups of size L, and each group is represented by an independent graph at the receiver, the coupled system is represented by a single connected graph, also called the coupled graph chain. This draws parallels to coupled graph chains appearing in other applications such as SC-LDPC codes [1] . We will prove that iterative demodulation and decoding on this graph chain will give us a substantially higher achievable rate.
The hexagonal channel nodes represent received symbols y t , t = 1, 2, 3, · · · . Symbolsṽ j,l transmitted at the same time t share the same channel node. For the sake of representation we assume that the transmission is "symbolsynchronous". It is important to note, however, that the receiver processing which is based on symbol estimation and interference cancellation does not depend on this assumption nor does the iterative demodulation analysis.
We denote the time offset of data stream l by τ l , l = 1, 2, · · · ,L whereL is the total number of streams transmitted. Then the components of the received signal vector y are given by
In order to study the performance of the coupled system we consider a regularized delay structure defined as follows. We introduce W , the coupling parameter, and assume that each transmitted data stream consists of 
streams are added. henceforth we will understand the term "coupled system" to mean a system with regularized coupling.
While the degrees of nodes in the coupled graph chain are predetermined, the positions of the edges are not. We can define a graph ensemble to describe a coupled system using random permutation matrices P l for the construction of the individual data streams. This representation is given in Appendix A along with a matrix representation of the coupled chain. In addition, signature sequences are also chosen randomly.
The regularized delay structure is assumed for analysis purposes and to demonstrate the capacity-achieving properties of the coupled system. It is not required for receiver signal processing. Fig. 2 b) depicts six data streams transmitted with delays τ 1 = 1, τ 2 = 5, τ 3 = 7, τ 4 = 11, τ 5 = 12, τ 6 = 13. In general, the system performance, depends on the distribution of the delays. A Poisson delay process produces results close to those with regularized coupling. The study of delay distributions and their impact on performance is, however, beyond the scope of this paper.
C. System Load and Rate
We define the load α of the uncoupled system as the ratio of the number of transmitted data streams L to the repetition factor M , α = L/M . If we assume equal power data streams and the same modulation index B in terms of the number of bits mapped to a constellation symbol for each data stream we can normalize the transmit symbol amplitudes to be a l = 1/L. Hence the total systems SNR measured as a ratio of the total transmit power over noise power equals 1/σ 2 . The total transmit data rate equals RBL/M = αBR information bits per channel use where R = K/N is the rate of the error-correction codes common to all data streams. The signal-to-noise ratio per
In the coupled case the system load in terms of the number of data streams per repetition factor M for the first N time instances t = 1, 2, · · · , N is smaller than α. Assuming infinite number of data streams in the systemL = ∞ system load equals α for t > N and the same expression for the rate and SNR as for the uncoupled case. The initial reduced load leads to the initial rate loss typical for all coupled systems, that vanishes asL = ∞.
D. Iterative Demodulation Process
The received signal vector y = ( j,l where t ∈ T (j, l). Moreover, by J (t) we denote a set of all index pairs (j, l) such that v j,l is included in y t (see Fig. 3 ). The cardinality of the set T (j, l) is always equal to M .
The cardinality of J (t) equals L for uncoupled system and varies depending on t for the coupled system (see Section II-C). For each bit v j,l we use a set of received signals {y t } t∈T (j,l) to form a vector y j,l . Since each y t , t ∈ T (j, l) contains v j,l we have
where h = a l (s
is the noise-and-interference vector with respect to the signal v j,l . The components of this noise-and-interference vector are given by
Let us denote the covariance matrix of the interference vector ξ j,l by R j,l . We now perform minimum meansquared error (MMSE) filtering on y j,l to form an SNR-optimal linear estimate of v j,l , given by
where
Since we know that v j,l belongs to the symbol alphabet A l we can form a conditional expectation estimatê
For the case of equiprobable binary symbols v j,l ∈ {1, −1} (2-PAM modulation)v j,l takes the formv j,l = tanh(z j,l γ j,l ), where γ j,l is the SNR of the estimate z j,l . We will compute this SNR in the next section.
Once the estimatesv j,l are generated for all data symbols
starts with an interference cancellation step performed by computing y
j,l with components
Therefore,
where the components of ξ
We then proceed with calculating new estimatesv (1) j,l repeating the same procedure that lead to (4) and (5), and the estimation and interference cancellation steps are repeated for a number of iterations. To avoid reusing the same information throughout the iterations, we compute M extrinsic vectors y
where τ ∈ T (j, l), τ = t. The vectors y
j,l,t according to (4) and correspondinĝ v (i) j,l,t estimates according to (5) , one for each replica of v j,l . This rules correspond to message passing on a system's graph. Each variable node (j, l) passes M estimatesv (i) j,l,t to the connected channel nodes t ∈ T (j, l) while each channel node passes z (i) j,l,t where (j , l ) ∈ J (t) to the connected variable nodes.
E. Demodulation and Decoding Schedules
The demodulation and error-correction decoding at the receiver can be scheduled in a number of ways. We consider two possibilities which are of relatively low complexity. One alternative schedule of significantly higher complexity is the "turbo-schedule" with soft feedback between the decoders and the iterative demodulator.
Two-Stage Schedule
At the first stage I iterative demodulation iterations are performed as described above. The second stage comprises simultaneous decoding of the forward error correction codes used to encode the information into the data streams.
Hard Decoding Feedback and Cancellation Schedule
Iterative demodulation iteration are performed until one or more data stream's SNR raises above the errorcorrection code threshold. Once it happens the code is decoded and hard feedback is given to the demodulator, the result is subtracted and the demodulation process continues.
III. PERFORMANCE ANALYSIS
At every iteration the demodulator attempts to reduce the amount of inter-stream interference. The central part of the performance analysis is dedicated to tracking the evolution of noise-and-interference power throughout the demodulation iterations. We start with an assessment of the performance of the uncoupled system for which the evolution of the noise-and-interference power is not dependent on the time index t. After that we derive a characteristic equation that determines when the iterative demodulation process for the uncoupled system converges to a nearly interference-free state.
We then proceed with deriving the noise-and-interference power evolution for the coupled system and making a connection to the characteristic equation of the uncoupled system and its fixed points. Based on this connection we obtain the expressions for the achievable rates and the gap-to capacity. Contrary to some related work we make our derivation for the finite parameter values M, L, B and then derive the asymptotically achievable rates as a particular case.
A. Uncoupled System
We focus on the case of equal power data streams where the amplitudes a l = a, l = 1, 2, · · · , L. Without loss of generality we normalize data stream powers so that a = 1/L and vary the noise power σ 2 . In this case the total system SNR per receive symbol equals 1/σ 2 (see Section II-C). We then proceed with considering the noise-and-interference power evolution equation (9) .
Let us denote the noise-and-interference power at iteration i by
where the mean-square error (MSE) of the symbols at iteration i − 1 are given by µ i−1 , i.e.
The expectation is taken over the respective channel node index t, variable node index (j , l ), and the system realizations. When breaking the variance of the noise-and-interference power in (9) into the sum of variances of the components v j ,l −v
j ,l ,τ as in (10) we assume that these are independent. This can be guaranteed by making sure that the system graph has large girth, the property not required for practical implementation but is important for the rigor of the analysis.
Coming back to the graph representation of the system if we connect the variable node v j,l to the channel nodes y t where t ∈ T (j, l) and then connect each channel node y t to v j ,l such that v j,l ∈ J (t) we obtain a sub-graph describing one demodulation iteration for symbol v j,l . If we expand it further by connecting the nodes v j ,l to their channel nodes y τ ∈ T (j, l) and so on we can obtain a sub-graph describing i demodulation iterations for symbol v j,l . If we the girth of the entire system's graph is at least 4i + 1 any demodulation sub-graph for any symbols v j,l will not contain repeated nodes and is, therefore, a tree. This description and conditions closely resemble these for LDPC block [33] and convolutional codes [39] . The following lemma elaborates on this connection and proves that a system graph with arbitrary large girth can be constructed for both uncoupled and coupled systems if the data stream length is chosen large enough.
Lemma 1. For any number of iterations i, and parameters L, M, B, W both coupled and uncoupled systems can be constructed such that the corresponding graph has girth larger than 4i.
Proof. See Appendix A. The next step is to express the MSE µ i−1 in terms of the noise and interference power x i−1 at iteration i − 1. The Central Limit Theorem implies that the noise and interference vector ξ j,l converges to a Gaussian random vector with independent zero-mean components and covariance matrix R j,l = diag(σ 
The MSE expression (12) can be computed as MSE of symbol estimation in additive Gaussian noise and is a function of the symbol constellation and the SNR which we denote by
The MSE for the case of binary symbol alphabet takes the form
Series expansion and a number of bounds and approximation for it have been derived in [48] .
In case of the uncoupled system all noise and interference components in (9) have the same power and, therefore,
for all k forming the diagonal covariance matrix R j,l = 1 xi−1 I M where I M is the M × M identity matrix. Hence (10), (15) , (13) lead to the characteristic equation of the uncoupled system
Using a variable exchage we get the form of the characteristic equation which will be central to our analysis
This representation allows us to carry out a performance analysis of the system for finite parameter values of L and M where the data stream size N is going to infinity for the purpose of allowing any number of i demodulation iterations to be performed as message passing on respective trees.
Equation (17) is initialized with
which constitutes the noise-and-interference power before the demodulation iterations start.
Depending on the value of σ 2 (17) can have a different number of fixed points (see Section III-D) but it always converges to the largest fixed point below the initial state 1 + σ 2 .
B. Coupled System
We consider the regularized delay structure introduced in Section II-B where each data stream is divided into 2W + 1 subsections of length N w . Since a data stream can only be transmitted a at the beginning of a subsection we can assume that the receive sequence consists of subsections of length N w as well and they are indexed by the index t = 1, 2, 3, · · · . For the case of coupled system the noise-and-interference power and MSE values are not just dependent on the demodulation iteration i but also on the time index t of the respective receive subsection.
In order to asses noise-and-interference power for subsection t we look again at equation (10) . All variable nodes connected to a channel node that belongs to receive subsection t are within subsections indexed by τ 1 = t − W, t − W + 1, · · · , t + W . In addition, in average (L − 1)/(2W + 1) variable nodes (j , l ) connected to the a single check node belong to each of the 2W + 1 subsections Hence
In turn, to compute µ 
Combining (19) and (20) together applying a variable exchange (18) we obtain the characteristic equation of the coupled system
We assume that transmission starts at time t = 1. At every time instant t, a new set consisting of L w data streams is transmitted. Starting from t = 2W + 1 also a set of L w is finished at each section t. As a result, the initial conditions for recursion (21) can be formulated as
C. Demodulation/Decoding Schedules
Two-Stage Schedule
For the case of uncoupled system the residual SINR per symbol after I demodulation iterations equals
Assuming that each data stream is encoded with the same error correction decoder with SNR threshold θ for the
we obtain asymptotically error-free performance where the limit is taken in therm of the code length N . For coupled system the SINR for subsection t after I iterations equals
(see the argument of g mse (·) function in (21) . Hence the subsequent error correction decoding performed at the second stage of the two-stage receive process is successful for the block transmitted at time t iff
Hard Decoding Feedback and Cancellation Schedule
For hard decision decoding and cancellation schedule the receiver performs the decoding of any data stream for which SINR exceeds the error-correction code threshold θ and cancels the impact of that stream to the received signal. That means that any data streams with SINR above θ will no longer contribute to the noise-and-interference power (17), (21) . Let us define the MSE function which included the impact of error correction
As soon as the SINR reaches the error correction code threshold the function is set to 0 accounting for the fact that the respective data stream is eliminated from the cancellation process. The characteristic equations for the coupled and uncoupled system are modified accordingly and we obtain
and
The system converges iff x i and x t i for every t converge to σ 2 after a number of iterations indicating the residual of the received signal contain just noise while all data streams have been decoded.
D. Fixed Points of the Characteristic Equation
The largest fixed point of the characteristic equation of the uncoupled system (17) determines how much the noise and interference power can be reduced by the iterative demodulation process. Since the MSE function is differentiable and strictly decreasing [48] , [45] the values x i are strictly decreasing with iterations i. Depending of the modulation symbol alphabet, σ 2 , and α (17) may different number of roots.
We can define a threshold load value α s (σ 2 ) such that for α ∈ [0, α s (σ 2 )) (17) has only one root, two roots for α = α s (σ 2 ), and there roots for α > α s (σ 2 ). Fig. 4 shows α s as a function of the SNR 1/σ 2 (circles) for the case of 2-PAM (blue), 4-PAM (magenta) and 8-PAM (black) symbol alphabets.
Consider now the 2-PAM case and denote the three roots of the system by x (1) < x (2) < x (3) . Lemma 2 states upper and lower bounds on the roots x (1) and x (3) which will be used in the proof of the main result stated in the next section. In case (17) has single root we denote it by x s and it satisfies Lemma 2 (b).
Lemma 2. Consider σ 2 ≤ 1. Then the following statements are satisfied: where
is the capacity of the AWGN channel with SNR 1/σ 2 .
Proof. See Appendix B.
In contrast to the uncoupled system (17), the fixed points x * of the coupled system (21) are vectors. Again we notice that due to the fact that the MSE function is decreasing the components x t i of the coupled recursion vectors are decreasing as well for each t = 1, 2, 3, · · · , and x * t = lim i→∞ x t i , t = 1, 2, 3, · · · . We show (see Appendix C) that the entries of the fixed points x * , are concentrated around the fixed points x (1) and x (3) of the uncoupled characteristic equation (17) depending on the parameters α , σ 2 . Since the smallest fixed point x (1) is close to the value of the noise power σ 2 (Lemma 2 (b)) we will also show that the system's performance approaches channel capacity. For fixed σ 2 letᾱ denote the maximum load for which the coupled system converges to x (1) , i.e., for any α ≤ᾱ the solution of the coupled system (21) satisfies lim i→∞ x t i ≤ x (1) for any t > 0 and lim t→∞ lim i→∞ x t i ≤ x (1) for sufficiently large W . The critical loadᾱ is given by blue, magenta, and black squares curves in Fig. 4 for 2-PAM, 4-PAM and 8-PAM symbol alphabets respectively.
In addition Fig. 4 demonstrates the load maximizing the rate achievable by the uncoupled system for each 1/σ 2 which is given by the blue stars (2-PAM), magenta starts (4-PAM) and black stars (8-PAM) curves. While we introduce the achievable rate expressions in the next section we notice that the load maximizing the rate achievable by the uncoupled system almost coincides with α s which is the highest load such that the system has a single root.
The optimal loads for the uncoupled system coincide with the critical loadᾱ of the coupled system for low SNRs but then diverge for high SNRs. The divergence points are different for different signal constellations. At high SNRs the optimal loads of the uncoupled system saturate while the loadᾱ of the coupled system keeps increasing. This behavior is consistent with the behavior of the individually optimal and jointly optimal MAP decoding thresholds studied in [43] , [44] (using replica method).
E. Achievable Rate and Capacity
For loads α < α s the uncoupled system's noise-and-interference power converges to the single root of the characteristic equation (17) x (1) and the corresponding SINR to (α x (1) ) −1 . In order to determine the maximum sum rate achieved by the entire system we assume that we use codes optimal with respect to the SINR to (α x (1) )
and the symbol alphabet of interest, i.e. codes achieving capacity of the AWGN channel with SNR (α x (1) ) −1 and the symbol alphabet of interest as an input. The total communication rate (sum-rate) achievable by the system for α < α s is, therefore,
where C A (γ) denotes the capacity of the AWGN channel with input alphabet A and SNR γ and x s is the single root of (17) . The factor α = L M accounts for the number of data stream in the system and the repetition factor. Here we recall that system (21) operates with total signal power 1 and noise power σ 2 and the corresponding capacity of the (real-valued) AWGN channel for these parameters equals C(σ 2 ) (while σ 2 = σ 2 L/(L − 1)). For the case when the characteristic equation has three roots, i.e., for α > α s
Then
for someW (see Appendix C). We are now ready to state the main result of the paper.
Theorem 1.
There exists aW > 0 such that for any W >W
for C(σ 2 ) ≥ 5, and, therefore, The expression in Theorem 1 1 demonstrates the asymptotic behavior of the achievable rate and shows that the gap between the achievable rate and the AWGN channel capacity tends to zero as the SNR 1/σ 2 increases.
The proof of the asymptotic capacity-achieving property involves potential functions [47] , [46] which can be used to characterize the conditions for convergence of the coupled system. While the proof in Appendix C uses [47] type potential function here we use [46] type potential function to visualize the capacity approaching behavior of the coupled systems for the two demodulation/decoding schedules discussed in Section II-E. We start with the two-stage schedule. We consider the asymptotic scenario in this case where L, M → ∞; α = L/M is constant. A variable exchange in the characteristic equation (17) leads to
Graphically the fixed points of (39) are demonstrated in Fig. 6 that shows MSE vs SNR for a 2-PAM system with load α = 2.5 and σ 2 = 0.0254. The left hand side of the (39) is shown by the blue solid curve while the right hand side of (39) is depicted by the red curve. The three black stars depict the three fixed points (1/(αx
(1/(αx (2) ), αx (2) ), and (1/(αx (1) ), αx (1) ) of (39). According to Lemma 2 the fixed points are contained between
(1/(α(1 + σ 2 )), α(1 + σ 2 )) and (1/(ασ 2 ), ασ 2 ). The two areas labeled P 1 and P 2 between the curves are equal (this point is one of the key benefits of the potential function approach taken in [46] ) since the parameter values α and σ 2 are chosen such that the potential function is exactly equal to 0. The area colored in light red (divided by 2 ln 2) is equal to the total rate achieved by the coupled system
while the area colored in blue (divided 2 ln 2) equals AWGN channel capacity
We notice that the area R 1 belongs to the achievable rate only which the areas C 1 , C 2 , C 3 (a tiny area between 1/(αx (1) ) and 1/(ασ 2 )) belongs exclusively to the AWGN capacity calculation. Both achievable rate and capacity share the main area M . Similar situation would happen in case of no-binary symbol alphabet and, as well see later, in case of other decoding schedules where usage of error-correction in the iterative demodulation loop impacts the MSE curve.
For the pictorial representation we can see that the difference between the achievable rate and capacity can be extracted from the areas R 1 , C 1 , C 2 , C 3 where R 1 and C 2 are the largest and play the main role. We can derive a simple lower bound on the gap-to-capacity
For the case of 2-PAM signals we can generalize it further using the upper bound (1 + s) −1 ≥ g 2 (x) derived in [48] and obtain
As σ 2 → 0 the right hand side is approximately equal to
which is consistent with the behavior showcased by Theorem 1. The upper bound on the gap derived in Theorem 1 involves estimation of all areas C 1 , C 2 , C 3 and relates estimation of the largest root x (3) of (17).
Consider now the hard decoding feedback and cancellation schedule. Once during the demodulation process a data stream reaches SNR equal or exceeding the threshold θ of the error correction code the data is passed to the error correction decoder. The decoder is then capable to perform error-free decoding and the effect of the data stream would be perfectly cancelled once the decoder gives its feedback to the demodulator.
Fixed points of the modified characteristic equation
as well as the areas between the curves characterizing the achievable rate and capacity are given in Fig. 7 . The achievable rate expression is now given by
while the AWGN channel capacity is still computed as in (41) . The gap to capacity in terms of the area is now given by
which is the same lower bound as in (42) . At the same time we can derive an upper bound where x s is the single root of the characteristic equation (17) . If we focus on the case of binary symbols we can now use Lemma 2 (c) and the lover bound 1 − y ≤ g 2 (y) [48] and based on (48) further obtain
For the case of 2-PAM constellation the capacity-achieving property for hard decoding feedback and cancellation schedule has been proven in [25] . Here we look at the problem in more detail and prove that in case of one time feedback and cancellation schedule convergence to channel capacity happens for any fixed σ 2 when we let α → ∞.
For the two-stage decoding the system is only capacity achieving asymptotically as σ 2 → 0. We can formulate this result as a theorem.
Theorem 2. For any σ 2 ≤ 0.1 (necessary for existence of at lease one root) and any α > 4 there exists aW > 0 such that for any W >W such that
and, therefore, for any σ 2 ≤ 0.1
IV. NUMERICAL RESULTS

A. Numerical Results
In this section we present numerical results on the spectral efficiency achievable by the coupling data transmission. we notice that the performance curve does not saturate at the modulation load of α = 2.07 as it happens for the uncoupled system. The slight divergence for the higher load is likely caused by the presence of short cycles in the system's graph which becomes denser as the system load increases.
V. CONCLUSION
We consider modulation of information in a form a superposition of independent equal power and equal rate data streams. Each stream is formed by repetition and permutation of data and the streams are added up with an offset initiating the effect of "stream coupling". We prove that the proposed system used with iterative demodulation followed by external error control decoding achieves the capacity of the AWGN channel and Gaussian multipleaccess channel asymptotically and asses the gap to capacity as a function of the system's parameters. For the hard feedback and cancellation schedule we show that the gap to capacity can vanish at finite SNR. We start by observing the fact that each modulated data streamṽ l can be represented as a product of the data sequence v l and a binary matrix H which represents repetition and permutation operations,
i.e., H l = P l R, where P l is an M N × M N binary permutation matrix, and M N × N matrix R is a binary repetition matrix, repeating each bit of v l M times,
Without loss of generality we consider M 1 = M , M 2 = 1 here. Further, when we consider coupling of the data streams in the channel as described in the end of Section II-B we can represent the resulting modulated sequence
is the vector of all data and C is the coupling matrix. The coupling matrix C (see Fig. 9 ) permutation matrix P is a block-diagonal matrix which consists of permutation matrices of individual data streams P = diag (P 1 , P 2 , P 3 , P 4 , · · · ) and the repetition matrixR is constructed as given in (51) but is infinitely long.
Here we leave the signature sequence out of the consideration since they do not affect the structure of the system's graph.
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The resulting matrix H is a band-diagonal binary matrix with M ones in each row and L ones in each column.
Such a matrix can be a syndrome former (infinite parity check matrix) of an LDPC convolutional code. An example of such matrix for L = 6 and M = 3 is given in Fig. 10 . This particular matrix is constructed using P consisting of smaller permutation matrix sub-blocks. It is interesting to note that if the addition of our binary modulated data streams was modulo 2 the resulting sequence would be a codeword of an (L, M ) spatially coupled LDPC code. Such code is graphically represented by an infinitely-long bipartite Tanner graph [1] [38] . The same bipartite graph describes our modulation system (see Fig. 3 b) ). Several researchers showed that it is possible to construct such bipartite graphs of block LDPC codes without any cycles of length 2I for any fixed integer I [37] (Appendix B), [40] if the length of the code is chosen large enough. Finally, it has been shown that periodic LDPC constitutional codes with graphs of any given girth I can be constructed from block LDPC code graphs of large girths by simple unwrapping procedure [39][38] . This directly implies that modulation graphs of any given girth I can be constructed if M N is chosen to be large enough.
Once graph with no short cycles is constructed we note that the demodulation operations, described in Section 2, actually correspond to message passing on a modulation graph. The operation of symbol estimation (5) (see Fig. 3 ) and the operation of interference cancellation (6) both can be regarded as message exchange, always excluding one node. As a result, on a graph with no cycles of length up to 2I demodulation with I iterations performed to estimate each bit v j,l is actually operating on a tree. Therefore, the analysis described above assuming no reuse of information is precise. We note here that construction of modulation graphs with large girth is done for the purpose of analysis while in practice it is typically enough to expurgate cycles of length four and six.
B. Proof of Lemma 2
Let us define
where the inequality follows from g 2 (y) > 0, for y ∈ (0, ∞). Similarly the fact that g 2 (·) is non-negative implies the lower bound in Lemma (28) (a)
We use the upper bound [48] 
and the condition α ≤ C(σ 2 ) of Lemma (28) to upper bound
The first inequality in (58) is valid for σ 2 ≤ 1 and is due to the fact that the term −1/σ 2 dominates the exponent in (57) as σ 2 → 0. Bounds (52) and (55)-(58) imply the existence of a root
when σ 2 ≤ 1. The root x (1) then satisfies the first inequality in (58) which is the upper bound given by (28) .
Lemma 2 (a) is proved.
The upper bound on x (3) in (29) is straightforward since g 2 (y) ≤ 1 for y ∈ [0, ∞] and, therefore,
To prove the lower bound in (29) we use the lower bound [48] 
Inequality (59) implies that x r , the largest root of the equation
is a lower bound on x (3) . Hence
i.e. for α ≥ 4 in particular. Lemma 2 (b) is proved.
To prove the lower bound in (30) we simply refine the bound on x r via a Taylor series expansion of 1 − 4 α (1+σ 2 ) 2 . Lemma 2 is proved.
C. Proof of Theorem 1
Proof. We start with deriving a convergence condition for the coupled system (21) using the method of potential functions [47] . The use of potential function for coupled systems was suggested in [34] , [35] where the authors show that these functions relates to the Bethe free energy of continuous dynamical system describing a coupled model of a code-division multiple-access (CDMA) system and in [30] , [46] , where the technique was designed for more general types of coupled recursions. The potential function has also been used in [36] to study a coupled dynamical system describing reconstruction for compressed sensing.
The main part of the proof is dedicated to the derivation of the limiting load α * for which the coupled system converges to the nearly interference-free state. To do so we use a relation between the mutual information and the MSE [26] to derive an analytically tractable lower bound on the minimum of the potential function. Finally, we use bounds on the roots x (1) and x (3) of the convergence equation, provided by Lemma 2, to compute the achievable communication rate R(α * , σ 2 ) and prove that it is within a small gap from the channel capacity C(σ 2 ), and derive the asymptotic behavior of this gap.
We focus on the case of 2-PAM symbols and for a fixed pair of parameters α , σ
consider the recursion
equivalent to (17) in a sense that the fixed points of (62) are equal to these of (17) reduced by
which is the smallest fixed point of (17) and are given by 0, x (2) − x (1) , and x (3) − x (1) . The coupled recursion corresponding to (62) is given by
and is, in turn, equivalent to (21) from the convergence perspective. The resulting fixed point sequences for (21) and (63) differ by x (1) . The recursion (62) can be stated in the form
The potential function of the uncoupled system (64) is given [47] by
and based on the fact that f, g are increasing and differentiable satisfying admissibility conditions we can utilize Theorem 1 [47] which states that the fixed points of (62) U (x, α ) ≥ 0 .
For any α < α * (63) converges to 0 and therefore the original coupled system (21) converges to a value not exceeding x (1) . We will focus of estimating α * and the respective load R coup (α * , σ 2 ) which we now know is achievable.
The function U (x, α ) is plotted in Fig. 11 for σ 2 = 0.0129, 0.003347, and 0.000855 and the corresponding α * = 3, 4, 5. Note that α * is a decreasing function of σ 2 . 
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To find the minimum of U (x, α ) defined by (67) for a given α and σ 2 we compute its partial derivative with respect to x and equate it to 0
which is equivalent to
Since we consider α ∈ (4, C(σ 2 )) and 4 > α s (70) has three roots and, therefore, U (x, α ) has two local minima achieved at x = 0 and x m = x (3) − x (1) . Moreover, for α = α * we have U (x m , α * ) = 0. Computing U (x m , α ) leads to
x (1) −
(1)
We will now focus on the function u(α , σ 2 ), compute lower bounds for it and fund out when these are positive in order to find a lower bound on α * (σ 2 ) and the achievable rate R(α, σ 2 ). .
Applying ( 
= 2 ln 2 C(σ 2 ) − α C BIAWGN 1 α x (1) + ξ(α , σ 2 ) ,
≥ 2 ln 2 C(σ 2 ) − α + ξ(α , σ 2 ) .
x ( 
We can see that in case the potential function u(α , σ 2 ) ≥ 0 it consist of the gap between a term α C BIAWGN 1 α x (3) , which resembles the achievable rate R coup (α, σ 2 ) to the channel capacity C(σ 2 ) (74) (evaluated the point σ 2 close to σ 2 ) and an additional function ξ(α , σ 2 ) (76).
In order to lower bound ξ(α , σ 2 ) we use the bounds on the capacity of the BIAWGN channel [33] [29]
We apply the lower bound in (77) is valid for γ < 1 to the last term in (73). Lemma 2 (b) implies that the condition 1/(α x (3) ) < 1 is satisfied for α > 4. We also apply the upper bound in (77) to the fourth term in (76) and obtain 
where we use a simple linear bound for the above series. The bound is valid for α ≥ 4.
Coming back to inequality (75) and utilizing the lower bound (83) on ξ(α , σ 2 ) we obtain u(α , σ 2 ) ≥ 2 ln 2 C(σ 2 ) − α − 9 2α − ln(1 + e 
for α > 4. If we substitute a candidate solution
for C(σ 2 ) ≥ 5 into (84) and obtain u(α * * , σ 2 ) ≥ 2 ln 2 C(σ 2 ) − C(σ 2 ) + 3.9 C(σ 2 ) − 9 2 C(σ 2 ) − 
bound Q( √ γ) ≤ − exp(γ/2).
We then bound the gap to the actual capacity C(σ 2 ) − C(σ 2 ) = 1 2 log 2 σ 2 + 1
and achievable rate α * * C BIAWGN 1 α * * x (1) − R coup (α * * , σ 2 ) ≤ α * * C BIAWGN 1 α * * x (1) − αC BIAWGN 1 α * * x (1) (91)
The Theorem is proved.
