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This paper presents a new approach to segment traﬃc signs from the rest of a scene via CIECAM, a colour appearance model. This
approach not only takes CIECAM into practical application for the first time since it was standardised in 1998, but also introduces
a new way of segmenting traﬃc signs in order to improve the accuracy of colour-based approach. Comparison with the other CIE
spaces, including CIELUV and CIELAB, and RGB colour space is also carried out. The results show that CIECAM performs better
than the other three spaces with 94%, 90%, and 85% accurate rates for sunny, cloudy, and rainy days, respectively. The results also
confirm that CIECAM does predict the colour appearance similar to average observers.
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1. INTRODUCTION
Recognising a traﬃc sign correctly at the right time and the
right place is very important to ensure the safe journey not
only for the car drivers but also for their passengers as well
as pedestrians crossing the road at the time. Sometimes, due
to a sudden change of viewing conditions, traﬃc signs can
hardly be spotted/recognised until it is too late, which gives
rise to the necessity of development of an automatic system
to assist car drivers for recognition of traﬃc signs. Normally,
such a car-assistant system requires real-time recognition to
match the speed of the moving car, which in turn requires
speedy processing of images. Segmentation of potential traf-
fic signs from the rest of a scene should therefore be per-
formed first before the recognition in order to save the pro-
cessing time. In this study, segmentation of traﬃc signs based
on colour is investigated.
Colour is a dominant visual feature and undoubtedly
represents a piece of key information for drivers to handle.
Colour information is widely used in traﬃc sign recognition
systems [1, 2], especially for segmentation of traﬃc sign im-
ages from the rest of a scene. Colour is regulated not only
for the traﬃc sign category (red = stop, yellow = danger, etc.)
but also for the tint of the paint that covers the sign, which
should correspond, with a tolerance, to a specific wavelength
in the visible spectrum [3]. The most discriminating colours
for traﬃc signs include red, orange, yellow, green, blue, vio-
let, brown, and achromatic colours [4, 5].
Broadly speaking, three major approaches are applied in
traﬃc sign recognition, that is, colour-based, shape-based,
and neural-network-based recognition. Due to the colour
nature of traﬃc signs, colour-based approach has become
very popular.
1.1. Traffic sign segmentation based on colour
Many researchers have developed various techniques in or-
der to make full use of the colour information carried by
traﬃc signs. Tominaga [6] creates clustering method in a
colour space, whilst Ohlander et al. [7] employ an approach
of recursive region splitting to achieve colour segmentation.
The colour spaces they applied are HSI (hue, saturation, in-
tensity) and L∗a∗b∗. These colour spaces are normally lim-
ited to only one lighting condition, which is D65. Hence, the
range of each colour attribute, such as hue, will be narrowed
down due to the fact that weather conditions change with
colour temperatures ranging from 5000 K to 7000 K.
Many other researchers focus on a few colours contained
in the signs. For example, Kehtarnavaz et al. [8] process
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“stop” signs of mainly a red colour, whilst Kellmeyer and
Zwahlen [9] have created a system to detect “warning” signs
combining colours of red and yellow. Their system is able to
detect 55% of the “warning” signs within the 55 images. An-
other system detecting “danger” and “prohibition” signs has
been developed by Nicchiotti et al. [10] applying hue, sat-
uration, and lightness (HSL) colour space. Paclı´k et al. [11]
try to classify traﬃc signs into diﬀerent colour groups, whilst
Zadeh et al. [12] have created subspaces in RGB space to en-
close the variations of each colour in each of the traﬃc signs.
The subspaces in RGB space have been formed by training
clusters of signs and are determined by the ranges of colours,
which are then applied to segment the signs. Similar work is
also conducted by Priese et al. [13] applying a parallel seg-
mentation method based on HSV colour space and working
on “prohibition” signs. Yang et al. [14] focus just on red tri-
angle signs and define a colour range to perform segmenta-
tion based on RGB. The authors have developed several addi-
tional procedures based on the estimation of shape, size, and
location of primarily segmented areas to improve the perfor-
mance of RGB method. Miura et al. [15] use both colour and
intensity to determine candidates of traﬃc signs and con-
fine themselves to detect white circular and blue rectangular
regions. Their multiple-threshold approach is good for not
missing any candidate, but it detects many false candidate re-
gions.
Due to the change of weather conditions, such as sunny,
cloudy, and evening times when all sorts of artificial lights
are present [3], the colour of the traﬃc signs as well as il-
lumination sources appears diﬀerent, resulting in that most
colour-based techniques for traﬃc signs segmentation and
recognition may not work properly all the time. So far, there
is no method available that is widely accepted [16, 17].
In this study, traﬃc signs are segmented based on
colour contents using a standard colour appearance model
CIECAM97s that is recommended by the CIE (International
Committee on Illumination) [18, 19].
1.2. CIECAM colour appearance model
CIECAM, or CIECAM97s, the colour appearance model
recommended by CIE (Commission Internationale de
l’Eclairage), was initially studied by a group of researchers
in UK between middle 1980s and early 1990s running two 3-
year projects consecutively. They based on Hunt’s colour vi-
sion model [20–23] of a simplified theory of colour vision for
chromatic adaptation together with a uniform colour space,
and they conducted a series of psychophysical experiments to
study human’s perception under diﬀerent viewing conditions
simulating real viewing environment. In total, about 40 000
data were collected for a variety of media, including reflec-
tion papers, transparencies, 35 mm project slides, and textile
materials. These data were applied to evaluate and further de-
velop Hunt’s model, which was standardised in 1998 as a sim-
ple colour appearance model by CIE [19], called CIECAM.
It can predict colour appearance as accurately as an average
observer and is expected to extend traditional colorimetry
(e.g., CIE XYZ and CIELAB) to the prediction of the ob-
served appearance of coloured stimuli under a wide variety
of viewing conditions. The model takes into account the tris-
timulus values (X, Y, and Z) of the stimulus, its background,
its surround, the adapting stimulus, the luminance level, and
other factors such as cognitive discounting of the illuminant.
The output of colour appearance models includes mathe-
matical correlates for perceptual attributes that are bright-
ness, lightness, colourfulness, chroma, saturation, and hue.
Table 1 summarises the input and output information for
CIECAM.
In this study, colour attributes of lightness, chroma, and
hue angle are applied, which are calculated in (1):
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and R′a, G′a, B′a are the postadaptation cone responses with
detailed calculations in [23] and AW is the A value for refer-
ence white. Constants Nbb,Ncb are calculated as
Nbb = Ncb = 0.725
(
1
n
)0.2
, (3)
where n = Yb/YW , the Y values for the stimulus and refer-
ence white, respectively.
Since it is standardised, the CIECAM has not been
applied to the practical application. In the present study,
this model is investigated on the segmentation of traﬃc
signs. Comparisons with the other colour spaces including
CIELUV, HSI, and RGB are also carried out on the perfor-
mance of sign segmentation.
2. METHODS
2.1. Image data collection
A high-quality Olympus digital camera with C-3030 zoom,
which has been calibrated before shooting, is employed to
capture pictures in real viewing conditions [24]. The col-
lection of sign images reflects the variety of viewing condi-
tions and the variations in sizes of traﬃc signs caused by the
changing distances between traﬃc signs and the driver (the
position to take pictures). The viewing conditions are con-
sisted of two elements. One is the weather conditions includ-
ing sunny, cloudy, and rainy conditions and the other is the
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Table 1: The input and output information for CIECAM.
Input Output
XYZ: relative tristimulus values of colour stimulus Lightness (J)
XWYWZW : relative tristimulus values of white Colourfulness (M)
La: luminance of the adapting field ((cd/m∗m) = 1/5) of adapted D65 Chroma (C)
Yb: relative luminance of the background = 0.2 Hue angle (h)
Surround parameters: c, Nc, FLL, F = 0.69, 1, 0, 1, respectively Brightness (Q)
Saturation (S)
viewing angles with complex traﬃc sign positions as well as
multiple signs at a junction, which distorts the shapes of signs
to some degrees.
The distance between the driver (and therefore the car)
and the sign determines the size of traﬃc sign inside an im-
age and is related to the recognition speed. According to The
Highway Code [25] from UK, the stopping distance should
be more than 10 meters under 30 MPH (miles per hour), giv-
ing around 10 seconds to brake the car in case of emergency.
Therefore, the photos are taken between the distances of 10,
20, 30, 40, and 50 meters, respectively, to each sign. In total,
145 pictures have been taken including 52, 60, and 33 pic-
tures under sunny, rainy, and cloudy days, respectively. All
the photos are taken with similar camera settings.
2.2. Initial estimation of viewing conditions
To apply CIECAM model, a quick and rough classification
takes place first to determine a particular set of viewing pa-
rameters for each of three categories of viewing conditions,
that is, sunny, cloudy, and rainy.
Since most sign photos are taken under similar driving
positions, at normal viewing position, one image consists of
3 parts from top to the bottom, containing sky, signs/scenes,
and the road surface, respectively. If, however, some images
miss one or two parts, for example, an image may miss the
road surface when taken uphill; these images are classified
into sunny day conditions, which can be corrected during
recognition stage.
Based on this information, image classification can be
carried out based on the saturation of sky or the texture of
the road. The degree of saturation of the sky (blue colour
in this case) will decide the sunny, cloudy, and rainy sta-
tus, which is determined using threshold method collectively
based on the information from our sign database. For the sky
colour, sunny sky is very distinguished from cloudy and rainy
skies. On the other hand, for the cloudy or rainy day, another
measure has to be introduced by the study of the texture of
the road that appears at the bottom 1/3 part of an image.
The texture of the road is measured using fast Fourier trans-
form with the average magnitude (AM) as threshold, which
is shown in
AM =
∑
j,k
∣∣F( j, k)∣∣
N
, (4)
where |F( j, k)| are the amplitudes of the spectrum calculated
by (5) and N is the number of frequency components:
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MN
M−1∑
m=0
N−1∑
n=0
f (m,n) exp
[
− 2πi
(
mu
M
+
nv
N
)]
,
(5)
where f(m, n) is the image, n, m are the pixel coordinates, N,
M are the numbers of image row and column, and u, v are
frequency components [26].
2.3. Traffic sign segmentation
After classification, the reference white is obtained by mea-
suring a piece of white paper many times during the period of
two weeks using a colour meter, CS-100A, under each view-
ing condition. The average of these values is given in Table 2
and applied in the subsequent calculations.
The images taken under real viewing conditions are
transformed from RGB space to CIE XYZ values using (6)
gained during camera calibration procedure and then to
LCH (lightness, chroma, hue), the space generated by the
model of CIECAM:⎡
⎢⎣
X
Y
Z
⎤
⎥⎦ =
⎡
⎢⎣
0.2169 0.1068 0.048
0.1671 0.2068 0.0183
0.1319 −0.0249 0.3209
⎤
⎥⎦ ·
⎡
⎢⎣
R
G
B
⎤
⎥⎦ . (6)
The range of hue, chroma, and lightness for each weather
condition is therefore calculated as given in Table 3. These
values are the mean values ± standard deviations. Only hue
and chroma are employed in the segmentation in the consid-
eration that lightness hardly changes much with the change
of viewing conditions. These ranges are applied as thresholds
to segment potential traﬃc sign pixels. Those pixels within
the range are then clustered together using the algorithm
of quad-tree histogram method [27], which recursively di-
vides the image into quadrants until all elements are homo-
geneous, or until a predefined, “grain,” size is reached.
3. EXPERIMENTAL RESULTS
Figure 1 demonstrates the interface for traﬃc sign segmen-
tation, which shows that three potential signs are segmented
from the image shown in Figure 1. The bottom right is how-
ever the rear part of a car.
To evaluate the results of segmentation, two measures are
used. One is the probability of correct detection, denoted by Pc,
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Table 2: Parameters used in each viewing condition for the application of CIECAM.
Weather conditions
Reference white Surrounding parameters
X y C FLL F Nc Yb
Sunny 0.3214 0.3228
0.69 1 1 1 20Cloudy 0.3213 0.3386
Rainy 0.3216 0.3386
Table 3: The range of colour attributes used for segmentation of traﬃc signs.
Weather conditions
Hue Chroma
Red Blue Red Blue
Sunny day 375–411 287–305 31–43 37–59
Cloudy day 370–413 275–290 25–45 30–65
Rainy day 345–405 280–305 30–50 35–60
Figure 1: The interface for traﬃc sign segmentation.
and the other is the probability of false detection, denoted by
Pf , as calculated in
Pc = numbers of segmented regions with signsnumbers of total signs ,
Pf = numbers of segmented regions with no signstotal number of segmented regions .
(7)
To evaluate CIECAM model, a diﬀerent set of 128 pic-
tures is selected including 48 pictures taken under sunny day,
and 53 and 27 pictures taken under rainy and cloudy days,
respectively. Within these images, a total of 142 traﬃc signs
are visible. Among them, 53, 32, and 57 signs are with sunny,
cloudy, and rainy conditions, respectively. The results of seg-
mentation are listed in Table 4.
Table 4 illustrates that for the sunny day 94% signs have
been correctly segmented using CIECAM model. However,
it also gives 23% false segments, that is, the regions with-
out any signs at all, like the segment at the bottom right in
(a) (b)
Figure 2: The initial results of segmentation: (a) regions marked by
white contours; (b) rejection of false regions after recognition stage.
Figure 1 showing the rear part of a car. Table 4 also demon-
strates that the model works better on sunny days than on
cloudy or rainy days, the last two viewing conditions receiv-
ing Pc values of 90% and 85%, respectively. Although the seg-
mentation process gives some false segments, these segments
can be discarded during the 2nd phase of shape classifica-
tion and recognition stages described in other papers [28].
Figure 2 demonstrates rejection of falsely segmented regions
after both segmentation and recognition procedures.
During the shape classification and recognition stages,
the system first checks all the segments and discards the non-
sign segments. For all 128 pictures, 99% of false positive re-
gions were discarded; 58% of them were rejected after shape
classification procedure and 41% after following recognition
procedure. The foveal system for traﬃc sign (FOSTS) recog-
nition that applies behavioural model of vision (BMV) will
retrieve the correct sign back which matches the segment of
interest. Those correct signs have been stored in a database in
advance. Figure 3 demonstrates an interface for sign recogni-
tion [28].
4. COMPARISON WITH HSI AND CIELUV METHODS
In the literature, HSI and CIELUV are the most commonly
used methods employed in segmentation based on colour.
The comparison with CIECAM applied in this study is there-
fore carried out. The calculation for HSI (hue, saturation,
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Table 4: Segmentation results based on CIECAM.
Weather condition Total signs Correct segmentation False segmentation Pc P f
Sunny 53 50 15 94% 23%
Cloudy 32 29 11 90% 28%
Rainy 57 48 18 85% 27%
Figure 3: The interface for sign recognition by BMV-FOSTS model
[28].
and intensity) is shown in (8), which is claimed to be much
closer to human perception [27] than that for RGB, the space
by which images are originally represented:
H=cos−1
{
(R−G) + (R− B)
2
√
(R−G)2 + (R−B)(G−B)
}
, R /=G or R /=B,
S= Max(R,G,B)−Min(R,G,B),
I= (R + G + B)
3
.
(8)
CIELUV is recommended by CIE for specifying colour
diﬀerences, and it is uniform as equal scale intervals rep-
resent approximately equal perceived diﬀerences in the at-
tributes considered. This space has been widely used for eval-
uating colour diﬀerences in connection with colour render-
ing of light sources and colour diﬀerence control for surface
colour industries including textile, painting, and printing.
The attributes generated by the space are hue (H), chroma
(C), and lightness (L) as described in (9) [29]:
L∗ = 116 f
(
Y
Y0
)
− 16, if Y
Y0
> 0.008856,
L∗ = 903.3·
(
Y
Y0
)
, if
Y
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≤ 0.008856,
u∗ = 13·L∗·(u′ − u′0),
v∗ = 13·L∗·(v′ − v′0),
H = arctan gent
(
v∗
u∗
)
,
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√(
u∗
)2
+
(
v∗
)2
,
(9)
where Y0, u0, v0 are the Y, u, v values for the reference white.
The segmentation procedure using these two spaces is
similar to that of CIECAM. Firstly, the colour ranges for
each attribute are obtained for each weather condition. Then,
images are segmented using thresholding method based on
these colour ranges. Table 5 gives the results of comparison
between these three colour spaces.
These data show that for each weather condition,
CIECAM outperforms the other two spaces with correct seg-
mentation rates of 94%, 90%, and 85%, respectively, for
sunny, cloudy, and rainy conditions. CIELUV performs bet-
ter than HSI for the cloudy and rainy day conditions. Also,
HSI gives the largest percentage of false segmentation with
29%, 37%, and 39%, respectively, for each of the sunny,
cloudy, and rainy weather conditions. The results also show
that all colour spaces perform worse for the rainy day than for
the other two weather conditions (sunny and cloudy), which
is in line with everyday experience. That is, the visibility is
worse in a rainy day than in a sunny or cloudy day for drivers.
Figure 4 demonstrates the results of segmentation carried
out by the 3 colour spaces, which show that CIECAM gives
two correct segments with signs. Whilst CIELUV segments
two signs correctly, it also gives one false segment without
any signs. Though for HSI colour space, it gives two correct
sign segments and two false segments, which again illustrates
that HSI performs the worst in traﬃc sign segmentation task
based on colour.
5. TRAFFIC SIGN SEGMENTATION BASED ON RGB
Comparison with RGB colour space for the segmentation
of traﬃc sign is also carried out on a calibrated monitor.
The calibrated colour temperature setting is the average day-
time D65. On the basis of preliminary evaluation, the RGB
composition characteristic for traﬃc signs was determined
as follows: for red signs, R > G, R − B ∈ [35; 255], and
B − G ∈ [−20; 20]; for blue signs, G − R ∈ [15; 230] and
B − G ∈ [5; 85], where R,G,B ∈ [0; 255] are red, green,
and blue components of a pixel, respectively. In addition,
while determining each segmented region as a potential traf-
fic sign, two additional conditions should be taken into ac-
count, which are as follows.
(i) The size of clustered colour blobs is no less than 10×10
pixels.
(ii) The relation of width/height of the segmented region
is in a range of 0.5–1.5.
The same group of pictures (n = 128) as tested by
CIECAM is segmented based on the approach described
above. The results obtained are listed in Table 6.
In comparison with the data presented in Table 4, it indi-
cates that the probability of correct traﬃc sign segmentation
6 EURASIP Journal on Image and Video Processing
Table 5: Segmentation results by three colour spaces: CIECAM97s, HSI, and CIELUV.
Weather condition Total signs Colour space
Results
Correct segmentation False segmentation Pc P f
Sunny 53
HCJ(CIECAM97s) 50 15 94% 23%
HSI 46 19 88% 29%
HCL(CIELUV) 46 17 88% 27%
Cloudy 32
HCJ(CIECAM97s) 29 11 90% 28%
HSI 24 14 77% 37%
HCL(CIELUV) 26 12 82% 32%
Rainy 57
HCJ(CIECAM97s) 48 18 85% 27%
HSI 41 26 73% 39%
HCL(CIELUV) 43 24 76% 36%
Segmentation results
HCJ colour space (CIECAM97s)
HSI colour space
HCL colour space (CIELUV)
Figure 4: Segmentation results by three colour spaces for an image
taken in a sunny day.
by RGB is lower than that by CIECAM for sunny and cloudy
weather conditions. In addition, the probability of false pos-
itive detection is much higher for the RGB method, and it
strongly depends on weather conditions.
6. CONCLUSIONS AND DISCUSSIONS
This paper introduces a new colour-based approach for seg-
mentation of traﬃc signs. It utilises the application of CIE
colour appearance model that is developed based on human
perception. The experimental results show that this CIECAM
model performs very well and can give very accurate seg-
mentation results with up to 94% accuracy rate for sunny
days. When compared with HSI, CIELUV, and RGB, the three
most popular colour spaces used in colour segmentation re-
search, CIECAM overperforms the other three. The result
Table 6: The results of RGB segmentation.
Weather conditions Pc P f
Sunny 88% 86%
Cloudy 83% 68%
Rainy 82% 65%
not only confirms that the model’s prediction is closer to av-
erage observer’s visual perception but also opens up a new
approach for colour segmentation when processing images.
However, when it comes to the calculation, CIECAM is more
complex than the other colour spaces and needs longer cal-
culations with more than 20 steps, which will pose a prob-
lem when processing video images in real time. At the mo-
ment, the processing time for segmentation can be reduced
to 1.8 seconds, and the recognition time is 0.19 second (for
86 signs in traﬃc sign database scanned from The Highway
Code [25], UK, and arranged by colour and shape), arriving
at 2 seconds for processing one frame of image. When pro-
cessing video images, there are usually 8 frames in one sec-
ond, which means that the total time (= segmentation time
+ recognition time) should be 0.125 second for one frame
of image in order to match current calculation speed. There-
fore, more work needs to be done to further optimise algo-
rithms for segmentation and recognition in order to meet
the demand for real-time traﬃc sign recognition. Incorpora-
tion with the other method as explained in [30] can also be
an approach. Although the correct segmentation rate is less
than 100% when applying CIECAM, the reason is mainly the
sign images being too small in some scenes. When processing
video images, the signs of interest will become larger when
the car is closer to the signs. Hence, the correct segmentation
rate can be improved increasingly.
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Digital filter banks find various good applications in com-
munications signal processing. In general, they can be used
to obtain very sharp frequency selectivity to isolate diﬀerent
communications frequency channels from each other and
from interfering spectral components. This can be done
in a very flexible and dynamic manner. Thus, filter banks
constitute a very powerful generic tool for software-defined
radios and spectrally agile communication systems.
The theoretical capacity limits in communications can be
approached by multicarrier techniques. With radio channels,
multicarrier techniques can be combined with multiantenna
transmitters and receivers to provide eﬃciency. Existing or
planned transmission systems rely on the OFDM technique
to reach these goals. However, OFDM has a number of
drawbacks, such as the use of the cyclic prefix to cope with
the channel impulse response which results in a loss of
capacity and the requirement of block processing tomaintain
orthogonality among all the subcarriers. Furthermore, the
leakage among frequency subbands has a serious impact
on the performance of FFT-based spectrum sensing and
OFDM-based cognitive radio in general.
So far, some attempts have been made to introduce filter
bank multicarrier (FBMC) in the radio communications
arena, in particular, the isotropic orthogonal transform
algorithm (IOTA). However, the full exploitation and opti-
mization of FBMC techniques in the context of radio evo-
lution have not been considered suﬃciently. Consequently,
advances in communication aspects of FBMC are still
required to make it useful for future radio systems.
This has motivated advanced research in the European
ICT project PHYDYAS, which supports this special issue.
Topics of interest include, but are not limited to:
• Filter bank-based multicarrier transmission and pro-
totype filter design
• Filter bank-based signal processing for other commu-
nication waveforms
• Filter bank applications in software-defined radio
• Data-aided and blind techniques for synchronization
and channel estimation
• Preamble and pilot-pattern design
• Equalization and demodulation
• FBMC MIMO techniques and beamforming
• Radio scene spectrum analysis and cognitive radio
• Interference management
• Interlayer optimization and FBMC-specific scheduling
• Filter bank for channel coding
• Filter bank in AD and DA conversions
Before submission authors should carefully read over the
journal’s Author Guidelines, which are located at http://www
.hindawi.com/journals/asp/guidelines.html. Prospective au-
thors should submit an electronic copy of their complete
manuscript through the journal Manuscript Tracking Sys-
tem at http://mts.hindawi.com/, according to the following
timetable:
Manuscript Due June 1, 2009
First Round of Reviews September 1, 2009
Publication Date December 1, 2009
Lead Guest Editor
Markku Renfors, Department of Communications
Engineering, Tampere University of Technology (TUT),
33720 Tampere, Finland; markku.renfors@tut.fi
Guest Editors
Pierre Siohan, Orange Labs 4, France Telécom, rue du Clos
Courtel, BP 91226, 35512 Cesson Sévigné Cedex, France;
pierre.siohan@orange-ftgroup.com
Behrouz Farhang-Boroujeny, Department of Electrical
and Computer Engineering, University of Utah, 3280 MEB
Salt Lake City, UT 84112, USA; farhang@ece.utah.edu
Faouzi Bader, Centre Tecnologic de Telecommunication de
Catalunya (CTTC), Parc Mediterrani de la Tecnologia,
Avenue Canal Olimpic, Casstelldefels, 08860 Barcelona,
Spain; faouzi.bader@cttc.es
Hindawi Publishing Corporation
http://www.hindawi.com
EURASIP Journal on Wireless Communications and Networking
Special Issue on
Femtocell Networks
Call for Papers
Recently, there has been a growing interest in femtocell net-
works both in academia and industry. They oﬀer significant
advantages for next-generation broadband wireless commu-
nication systems. For example, they eliminate the dead-
spots in a macrocellular network. Moreover, due to short
communication distances (on the order of tens of meters),
they oﬀer significantly better signal qualities compared to
the current cellular networks. This makes high-quality voice
communications and high data rate multimedia type of
applications possible in indoor environments.
However, this new type of technology also comes with its
own challenges, and there are significant technical problems
that need to be addressed for successful deployment and
operation of these networks. Standardization eﬀorts related
to femtocell networks in 3GPP (e.g., under TSG-RAN
Working Group 4 and LTE-Advanced) and IEEE (e.g., under
IEEE 802.16m) are already underway.
The goal of this special issue is to solicit high-quality
unpublished research papers on design, evaluation, and
performance analysis of femtocell networks. Suitable topics
include but are not limited to the following:
• Downlink and uplink PHY/MAC design for femtocells
in 3G systems, WiMAX systems, and LTE systems
• Interference analysis, avoidance, and mitigation
• Coexistence between a macrocellular network and
femtocell network
• Resource allocation techniques
• Closed subscriber group (CSG) versus open-access
femtocells
• Power control and power saving mechanisms (e.g.,
sleep/idle mode etc.)
• Mobility support and handover
• Time synchronization
• Multiple antenna techniques
• Tradeoﬀs between femtocells, picocells, relay networks,
and antenna arrays
• Comparison with other fixed-mobile convergence
(FMC) approaches such as UMA/GAN and dual-mode
terminals
• Self-organizing networks and issues in self mainte-
nance and self install
• Issues related to enterprise femtocells
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The maritime domain continues to be important for our
society. Significant investments continue to be made to
increase our knowledge about what “happens” underwater,
whether at or near the sea surface, within the water column,
or at the seabed. The latest geophysical, archaeological, and
oceanographical surveys deliver more accurate global knowl-
edge at increased resolutions. Surveillance applications allow
dynamic systems, such as marine mammal populations, or
underwater intruder scenarios, to be accurately character-
ized. Underwater exploration is fundamentally reliant on
the eﬀective processing of sensor signal data. The minia-
turization and power eﬃciency of modern microprocessor
technology have facilitated applications using sophisticated
and complex algorithms, for example, synthetic aperture
sonar, with some algorithms utilizing underwater and satel-
lite communications. The distributed sensing and fusion
of data have become technically feasible, and the teaming
of multiple autonomous sensor platforms will, in the
future, provide enhanced capabilities, for example, multipass
classification techniques for objects on the sea bottom. For
such multiplatform applications, signal processing will also
be required to provide intelligent control procedures.
All maritime applications face the same diﬃcult operating
environment: fading channels, rapidly changing environ-
mental conditions, high noise levels at sensors, sparse
coverage of the measurement area, limited reliability of
communication channels, and the need for robustness and
low energy consumption, just to name a few. There are
obvious technical similarities in the signal processing that
have been applied to diﬀerent measurement equipment,
and this Special Issue aims to help foster cross-fertilization
between these diﬀerent application areas.
This Special Issue solicits submissions from researchers
and engineers working on maritime applications and devel-
oping or applying advanced signal processing techniques.
Topics of interest include, but are not limited to:
• Sonar applications for surveillance and reconnaissance
• Radar applications for measuring physical parameters
of the sea surface and surface objects
• Nonacoustic data processing and sensor fusion for
improved target tracking and situational awareness
• Underwater imaging for automatic classification
• Signal processing for distributed sensing and network-
ing including underwater communication
• Signal processing to enable autonomy and intelligent
control
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