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1. INTRODUCTION
The public’s concern and interest in the safety of nuclear
power plants has increased considerably since the Fukushima
accident, because operators may not be able to quickly
check the status of the plant in an incident or accident
situations, or respond appropriately to each situation.
The status of a nuclear power plant can be confirmed
from the safety-related parameters (reactor vessel water
level, neutron flux, pressurizer pressure, pressurizer water
level, steam generator pressure, steam generator water
level, etc.). In particular, to check the status of a nuclear
power plant and take the proper actions, it is very important
to measure the safety-related parameters for a very short
period in the initial event conditions that can lead to a
serious accident, such as a loss of coolant accident (LOCA)
and steam generator tube rupture (SGTR). In particular,
the reactor vessel water level is essential information for
confirming the cooling capability of the nuclear reactor
core, to prevent the reactor core from melting down and
to manage severe accidents effectively. As it cannot be
confirmed that the reactor vessel water level is being
measured properly in severe accidents, where the reactor
core integrity is uncertain, it is important to predict the
reactor vessel water level to make provisions against a
worsening situation.
Many artificial intelligence techniques have been
applied successfully to nuclear engineering areas, such as
signal validation [1-3], plant diagnostics [4-7], event
identification [8-10], etc. In this paper, a fuzzy neural
network (FNN) model was proposed to predict the reactor
vessel water level, which has a direct impact on the impor-
tant times (time approaching the core exit temperature
exceeding 1200°F, core uncovery time, reactor vessel
failure time, etc.). To predict the water level, the loss of
coolant accident (LOCA) size and other measured signals
were used. The LOCA size is not a measured variable.
Instead, it is a predicted variable using the trend data for a
short time early in the event proceeding to a severe accident.
The LOCA classification algorithm for determining the
LOCA position and LOCA size prediction algorithm were
explained in previous papers [11-13]. Because the LOCA
size can be predicted accurately, it can be used as an input
variable for predicting the reactor vessel water level.
Safety-related parameters are very important for confirming the status of a nuclear power plant. In particular, the reactor
vessel water level has a direct impact on the safety fortress by confirming reactor core cooling. In this study, the reactor vessel
water level under the condition of a severe accident, where the water level could not be measured, was predicted using a fuzzy
neural network (FNN). The prediction model was developed using training data, and validated using independent test data.
The data was generated from simulations of the optimized power reactor 1000 (OPR1000) using MAAP4 code. The
informative data for training the FNN model was selected using the subtractive clustering method. The prediction performance
of the reactor vessel water level was quite satisfactory, but a few large errors were occasionally observed. To check the effect
of instrument errors, the prediction model was verified using data containing artificially added errors. The developed FNN
model was sufficiently accurate to be used to predict the reactor vessel water level in severe accident situations where the
integrity of the reactor vessel water level sensor is compromised. Furthermore, if the developed FNN model can be optimized
using a variety of data, it should be possible to predict the reactor vessel water level precisely.
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Because real severe accident data does not exist, it is
essential to obtain the data required to develop and verify
the proposed FNN data-based model using numerical
simulations. This data was obtained by simulating severe
accident scenarios for the Optimized Power Reactor 1000
(OPR1000) using the MAAP4 code [14]. 
2. FNN TO PREDICT THE REACTOR VESSEL
WATER LEVEL
2.1 Fuzzy Inference System
In general, the conditional rule, which is described as
the if/then rule, is used in the fuzzy inference system (FIS),
and is composed of a pair of conditions and conclusions
[15]. The fuzzy inference engine, as shown in Fig. 1, uses
fuzzy if/then rules to determine the mapping from fuzzy
sets in the input universe of discourse V Rm to fuzzy sets
in the output universe of discourse W R based on a fuzzy
logic principle. A fuzzifier needs to be added to the input,
because the inputs of the FIS are real-valued variables.
The fuzzifier maps the crisp points in V to the fuzzy sets
in V. The membership function in the FIS maps each
element of V to a continuous membership value between
zero and one. The membership function has no restriction
of shape; in general, the Gaussian, triangular, trapezoid
and bell-shaped functions are used in the formula. In
addition, because the reactor vessel water level is a real
value, the FIS output should be a real value that requires
a defuzzifier. On the other hand, an FNN consists of a
fuzzy inference system and its neuronal training system.
To predict the water level in the reactor vessel using FNN,
it is important to find the optimal input variables among
several variables. 
In this study, instead of the Mamdani-type FIS [15],
which requires a defuzzifier in the output unit, the Takagi-
Sugeno-type FIS [16], which does not require the defuzzifier
shown in Fig. 1 because its output value is real, was used.
In the FIS, an arbitrary ith fuzzy rule can be expressed as
follows (first-order Takagi-Sugeno-type):
where
x1,…, xm : input values of FIS
Ai1,…, Aim : fuzzy sets
yi : output of the ith fuzzy rule
m : number of input values
The number of N input and output training data of the
fuzzy model zT(k)= xT(k), y(k) (where xT(k)=(x1(k), x2(k),…,
xm(k)) and k = 1, 2,…, N) were assumed to be available and
the data point in each dimension was normalized. The
membership functions of the fuzzy sets Ai1,…, Aim are
denoted as Ai1(x1),…, Aim(xm). Generally, there is no special
restriction on the shape of the membership functions. In
this paper, the symmetric Gaussian membership function
was used to reduce the number of the parameters to be
optimized.
In Eq. (1), the function, fi(x(k)) , is expressed as the
first-order polynomial of input variables, and the output
of each rule is expressed as follows:
where
qij : weight of the ith rule and the jth fuzzy input
ri : bias of the ith fuzzy rule
The FIS expressed as Eq. (1) is called the first order
Takagi-Sugeno-type [16] fuzzy model because the arbitrary
ith rule output, fi, is a real value and is expressed as the
first-order polynomial for the inputs. The output yˆ(k) of
the FIS is calculated by summing the weighted fuzzy rule
outputs ywi as follows:
where
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Fig. 1. Fuzzy Inference System (Mamdani-type FIS) 
(1)
(2)
(3)
(4)
(5)
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n = number of fuzzy rules
Finally, the output yˆ(k) is expressed as the vector product
as follows:
where
The predicted outputs for a total of N input and output
data pairs induced from Eq. (8) can be expressed as follows:
where   
The vector q is called a consequent parameter vector,
and the matrix W consists of input data and membership
function. The output values of FIS are expressed in a matrix,
W, of N (m+1)n dimensions and a parameter vector q
of (m+1)n dimensions.
Figure 2 describes the calculation structure of the FNN
model. The symbols, Π and N, indicate multiplication and
normalization calculations, which are expressed as Eqs.
(7) and (6), respectively. The symbol, , is expressed as
Eq. (5), and indicates a multiplication sign, and the symbol
Σ is expressed as Eq. (4), which is the summation of the
weighted fuzzy rule outputs.
Figure 3 shows the optimization procedure of a FNN
model that is a fuzzy inference system combined with its
neuronal training system. This procedure optimizes each
Fig. 2. Fuzzy Neural Network (FNN)
Fig. 3. Optimization Procedure of the FNN Model
(8)
(9)
(6)
(7)
antecedent and consequent parameters using both the genetic
algorithm and least square method. In genetic algorithms,
the variables to be optimized are encoded within the chro-
mosome, and the superiority regarding each chromosome
is judged by the fitness function. If the antecedent parameters
are determined using a genetic algorithm through selection,
crossover and mutation, the resulting parameters appear
like Eq. (9) as a first-order combination. Therefore, the
consequent parameters can be calculated easily using the
least squares method.
2.2 Training of Fuzzy Inference Model
The FNN model to predict the reactor vessel water
level was developed by training from the given data. The
proposed model should also be optimized to maximize
the prediction performance. For this purpose, a genetic
algorithm was used in this study as it is the most useful
method for solving the optimization problem for a range
of purposes [17], [18]. 
The genetic algorithm uses a fitness function that
assigns each chromosome a score (degree of optimization)
in the current population, and solves the optimization
problem by the process of the laws of nature, such as
selection, crossover and mutation operators. To predict
the signals using AI techniques, the prediction error makes
a difference depending on how the input signals were
selected. In addition, eliminating the unnecessary signals
can reduce the time for training, because it simplifies the
structure of the AI technique. On the other hand, even if
the proper input signals were selected, the prediction
performance is affected by how the time-step data is
utilized. Therefore, in this study, the training data, which
contained good information using the Subtractive Clustering
(SC) technique, was selected from all acquired data [19].
The data points generally form clusters in high dimen-
sional data space, and the FNN model is trained using the
data points, which are located in the center of each cluster.
This is slightly different from the physical center, because
the center of each cluster has the most information. The
SC technique uses the following function as a measure of
the potential of each data, and it can be defined as a function
of the Euclidean distance to all other input values [19].
In Eq. (10), ra is the radius of neighboring parts and it
significantly affects the potential. Through this equation,
the potential of the data points is high when surrounded
by a large volume of neighboring data. The data point
with the highest potential was selected as the first cluster
center. Let x*(1) be the location of the first cluster center
and P*(1) be its potential value. The potential of each
data point is revised by the following formula:
where rb is also the radius, which is normally greater than
ra in Eq. (10). As shown in Eq. (11), the data points near
the first cluster center will have a greatly reduced potential,
and are unlikely to be selected as the next cluster center.
When the potential of all data points is revised according
to Eq. (11), the datum with the highest remaining potential
is selected as the second cluster center, x*(2). Eq. (11) is
repeated by substituting P*(1) and x*(1) with P*(i) and
x*(i), respectively, until the inequality P*(i) < εP*(1) is
true or the required number of training data is obtained.
The antecedent parameters of the membership functions
were optimized using a genetic algorithm, and the input
signals used were selected using the correlation coefficient
matrix of the input/output signals. In addition, the least
squares method was used to calculate the consequent
parameters. Many optimization methods use some transition
law to determine the next optimal point. This moves from
one point in space to the next point. On the other hand,
these point-to-point methods can be dangerous, because
the probability of finding the wrong peak in a search space
with many peaks is quite high. By contrast, the genetic
algorithm is ascending many peaks in parallel based on
the abundant database of many points. Therefore, the
chances of finding a false peak are much lower than with
point-to-point methods, and there is no concern of being
stuck in a local optimal point [17], [18].
In this study, the training data was used to calculate
the antecedent parameters of the fuzzy rules. The test data
was used to check the developed model and is different from
the training data set. The fitness function in the following
equation was intended to minimize the maximum error
and RMS error:
where
Variable y means the actual measured value, and yˆ is
its value predicted using the FNN model. µ1 and µ2 are
weighting functions that weight the maximum error and
RMS error. If the antecedent parameters are fixed by the
genetic algorithm, the results of the proposed model can be
explained by the development of some functions. Therefore,
the least squares method was used to determine the con-
sequent parameter of fuzzy rules. The consequent parameter,
q, was chosen to minimize the objective function. This
consists of the square error between the actual value y and
its predicted value yˆ, and it is expressed as follows:
where
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(10)
(11)
(12)
(13)
In Eq. (13), Nt is the number of training data. A solution
for minimizing the above objective function can be obtained
using the following equation:
To solve the parameter vector, q, the inverse matrix
must exist in a matrix, W. However, as there is generally
no inverse matrix, the pseudo-inverse of the matrix W
was used. The parameter vector, q, is easy to solve from
the pseudo-inverse as shown below.
The parameter vector, q, can be calculated from a series
of input and output data pairs.
3. ACCIDENT SIMULATION DATA
The proposed FNN model was applied to predict the
water level in the reactor vessel. To train and independently
test a proposed FNN model, it is essential to obtain the
data using numerical simulations, because there is little
real accident data. Therefore, the training and test data of
the proposed model was acquired by simulating the severe
accident scenarios using the MAAP4 code regarding the
OPR1000 nuclear power plant.
The simulation data was divided into the break position
and break size of the loss of coolant accident (LOCA).
The break position was divided into hot-leg LOCA, cold-
leg LOCA and SGTR, and the break size was divided
into a total of 270 steps. In addition, the simulations were
performed under the conditions that the Safety Injection
System (SIS) does not work. In accidents concerned with
LOCAs, because the LOCA position and size are not
detected, they must be identified and predicted. The LOCA
position was identified completely and the LOCA size
was predicted accurately in previous studies [11]-[13],
with an approximately 1% error level. Therefore, the
LOCA size signal, which is an input signal to the FNN
model, was assumed to be predicted from the algorithms
of previous studies.
Through the simulations, a total of 810 cases of severe
accident scenarios were obtained. This data was composed
of 270 pieces of hot-leg LOCA, 270 pieces of cold-leg
LOCA and 270 pieces of SGTR.
4. APPLICATION
In severe accident circumstances, the main concern is
whether or not there is sufficient coolant in the reactor core,
which is described as the reactor vessel water level. The
input variables for predicting the reactor vessel water level
are the elapsed time after reactor shutdown, the predicted
break size and the pressurizer pressure. These input variables
are strongly correlated with the output variable of the
reactor vessel water level. Values on all the input signals
should be provided to the FNN model, even if they have
instrument errors. The predicted break size can be estimated
accurately using several measured signals for a very short
time (60sec) after reactor shutdown [11]-[13]. Therefore,
input signals about the elapsed time and the predicted
break size do not have problems in being used for the FNN
model. The problem is the pressurizer pressure signal. It
is assumed that the pressurizer pressure instrument keeps
integrity better than the RV water level instrument.
The parameter values used are concerned with the genetic
algorithm and the FIS are as follows:
n = 30: number of fuzzy rules
crossover probability = 100%
mutation probability = 0.05%
Figures 4, 5 and 6 show the predicted reactor vessel
water levels and their errors for the test data in the hot-leg
LOCA, cold-leg LOCA, and SGTR situations, respectively.
The test data is different from the data used to develop
the FNN model, and consists of elapsed time, predicted
LOCA size, pressurizer pressure, and the reactor vessel
water level. In this study, 100 data points in each LOCA,
such as hot-leg LOCA, cold-leg LOCA and SGTR were
selected as test data points. As shown in Fig. 4 and Table 1,
the prediction errors of the test data for hot-leg LOCA
are inside the 1.93m error band and their RMS error is
0.34m. 
Also, as shown in Fig. 5 and Table 1, the prediction
errors of the test data for the cold-leg LOCA are inside
the 2.01m error band and their RMS error is 0.45m. As
shown in Fig. 6 and Table 1, the prediction errors of the
test data for the SGTR are inside the 1.31m error band
and their RMS error is 0.33m. 
Table 1 summarizes the prediction performance results
of the proposed FNN model. This table shows that the
RMS errors for the training data are approximately 0.26m,
0.28m and 0.23m for the hot-leg LOCA, cold-leg LOCA,
and SGTR, respectively. The RMS errors for the test data
are approximately 0.34m, 0.45m and 0.33m for hot-leg
LOCA, cold-leg LOCA, and SGTR, respectively. Even if the
prediction error is increased a little for test data, the proposed
FNN model accurately predicts the reactor water level
that is in the range of 7.33m (hot-leg height). Sometimes,
although the large errors are shown, the RMS error is
approximately 0.37m for the test data.
Until now, it was assumed that the input data have no
instrument errors. Therefore, the FNN model was tested
using the input data with a random error to check this effect.
The errors were assumed to be inside the 3% band or 5%
band. Table 2 shows the effect of the instrument errors.
As shown in Table 2, the FNN models run with inten-
tional errors generated a slightly higher error rate than the
model run with pure data. The RMS errors are 0.40m and
0.43m for the 3% error band and 5% error band, respectively.
The prediction performance was not degraded much due to
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the measurement uncertainty. We could predict the reactor
vessel water level with an approximate RMS error of 0.4m
even if the input signals have measurement uncertainty.
During accident situations, it is important to have
sufficient coolant inventory to assure reactor core cooling.
The FNN model will be useful in confirming the coolant
inventory, and therefore can aid in managing severe
accidents. 
Fig. 4. Prediction Performance of the FNN Model in Hot-leg LOCA
Fig. 5. Prediction Performance of the FNN Model in Cold-leg LOCA
5. CONCLUSION
In this study, an FNN model was developed to predict
the reactor vessel water level in severe accident circum-
stances. The training data was selected from all the acquired
data using an SC method to train the proposed FNN model
with more informative data. The developed FNN model
predicted the reactor vessel water level using some of the
measured or predicted signals except for the reactor vessel
water level. The developed FNN model was verified based
on the simulation data of OPR1000 using MAAP4 code.
The simulations showed that the performance of the
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Fig. 6. Prediction Performance of the FNN Model in SGTR Accidents.
Break position
Hot-leg LOCA
Cold-leg LOCA
SGTR
Training data Test data
Maximum Error(m)
4.9418
3.4524
1.9912
RMS Error(m)
0.2649
0.2808
0.2346
Maximum Error(m)
1.9270
2.0138
1.3081
RMS Error(m)
0.3447
0.4468
0.3256
Table 1. Performance of the FNN Model
Hot-leg LOCA
Cold-leg LOCA
SGTR
Training data
No error
Maximum
Error(m)
Break position
RMS Error(m) MaximumError(m) RMS Error(m)
Maximum
Error(m) RMS Error(m)
Instrument error (3% error band) Instrument error (5% error band)
1.9270
2.0138
1.3081
0.3447
0.4468
0.3256
2.0773
2.0266
1.2630
0.4119
0.4421
0.3354
2.5948
2.0474
1.5735
0.4288
0.4776
0.3742
Table 2. Effect of Instrument Error
developed FNN model was quite satisfactory but a few
large errors were observed occasionally. On the other hand,
it will be possible to predict the reactor vessel water level
precisely if the developed FNN model can be optimized
using a variety of data. The developed FNN model will
be helpful for providing effective information for operators
in severe accident situations. 
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