Abstract. Relevance vector machine (RVM) is a machine learning technique that uses Bayesian inference to obtain parsimonious solutions for regression and probabilistic. Compared to support vector machines (SVM), the Bayesian formulation of the RVM avoids the set of free parameters of the SVM. However, the classification accuracy of RVM is not high when apply to hyperspectral data. A novel classification method based on RVM is presented in this paper. The method combine principal component analysis (PCA) and linear discriminant analysis (LDA) to reduce the dimensionality of hyperspectral data. Firstly, PCA is used to the first dimension reduction and obtain nonsingular intra-class scatter matrix. Secondly, LDA is applied to the second dimension reduction and reduce the amounts of computation great. Finally, the relevance vector machine model is applied to remote sensing image classification. The hyperspectral data of 1992 Indian Pines has been used in this paper. The experimental results show that the proposed method not only improves overall accuracy than RVM and PCA-RVM, but also extend the ratio between inter-class distances and intra-class distances.
Introduction
The hyperspectral data is a three-dimensional image, which can provide both spatial information and spectral information. Hyperspectral data is used in a wide array of applications, such as mining, oil industries, agriculture and surveillance [1] [2] [3] . However, the classification hyperspectral data with traditional method will result in low classification precision and data redundancy because of great redundancy information in hyperspectral data. To deal with these difficulties, some supervised classification methods and unsupervised classification methods have been widely used [4] [5] [6] [7] . Supervised classification methods, such as the neural networks [4] , SVM [5, 6] , minimum distance classifier [7] , multinomial logistic regression (MLR) [8] , Maximum-likelihood or Bayesian estimation methods [9] , can deal effectively with the hyperspectral data classification. Among these methods, machine learning methods, such as SVM and RVM [10] [11] [12] , are usually superior to the others and have been successfully applied to hyperspectral data classification. However, supervised classification is generally a difficult task due to the Hughes phenomenon between the high dimensionality of the data and the limited availability of labeled training samples in hyperspectral data. RVM is introduced by M.E.Tipping [10] based on general Bayesian framework. As a supervised learning algorithm, RVM is not only gets the sample variance, but also outputs precise forecasts in regression.
However, the problem that the classification accuracy of high dimensional data is not high, still remain in RVM [13] . In order to improve classification accuracy, this paper presents a method that combine PCA and LDA to reduce the dimensions of process data before image classification. PCA have good effect on the feature extraction of high dimensional data. LDA can extend the ratio between inter-class distances and intra-class distances. For PCA+LDA to be competitive, the crucial step is to select the most discriminant PCA features before performing LDA. Therefore, PCA is used to process the original data firstly. The goal of the first step is to eliminate the redundancy of data and ensure the intra-class distances scatter matrix non-singular. Then using LDA to reduce the dimension and the extra computation complexity of computing the inter-class distances scatter matrix. LDA can keep the main information and extend the ratio between inter-class distances and intra-class distances, and improve the discrimination of samples. Finally, RVM is applied to the classification of hyperspectral data.
The organization of this paper is as follows. In the second section, the basic theory of principal component analysis, linear discriminant analysis and relevance vector machine are described. Results and discussion are given in section 3. The final section is the conclusions.
Methods

Principal Component Analysis
Common linear method principal component analysis is also known as K-L transform. According to the distribution of samples, PCA project n dimension eigenvector to the direction that the sample variance is maximum in multi-dimensional space, so as to complete data compression and feature extraction.
Given a data set i z , it contains N samples , (
Covariance matrix C of data set i z can be defined as in Eq. (2).
The eigenvectors i v and eigenvalues i  of covariance matrix C can be obtained. The eigenvalues are sorted in descending order. So now we can select the k largest eigenvalues corresponding eigenvector to make up a new feature vector matrix. Finally, n dimensional data set can be translated into k dimensional data set by projected to the eigenvector matrix. This is done by using only the first few principal components so that the dimensionality of the transformed data is reduced.
Linear Discriminant Analysis
Let us assume a m  n data set i y , rows represent sample quantity, columns represent dimensions.
We suppose i y has k categories, i t means the quantity of classification i, then
Mean value of classification i can be defined as in Eq. (3).
Mean value of all samples can be defined as in Eq. (4).
The intra-class scatter matrix w S and inter-class scatter matrix b S are as in Eq. (5) and Eq. (6).
is a covariance matrix, describe the relationship between intra-class samples and classification i. Similarly,
is also a covariance matrix which describes the relationship between sub class and the whole data set [14, 15] .
The theory high cohesion and low coupling is applied to LDA, so we introduce the Fisher discrimination formula as in Eq. (7).
Where  is a N dimension column vector. It can be obtained by maximizing ) ( J fisher  . Eq.8 is derived from Eq. (5), Eq. (6) and Eq. (7).
We can consider ) (
as a whole and it is equal to R , then we can achieve the equation :
, its geometric meaning is on the projection direction  the square of geometric distance of u) - (u i .The same as denominator. Thus we can transfer the matter to find a space that the ratio between inter-class distances and intra-class distances is maximum , so we just attain the optimal projection space Vopt , as in Eq. (9) .
The intra-class distances scatter matrix w S of PCA is non-singular, so column vector of Vopt is the eigenvectors that corresponding to d top eigenvalues in feature space as described in Eq. (10) .
The eigenvector is just the projection space what is needed [16] .
Classification Model of Relevance Vector Machine
For binary classification, we use the regression algorithm which called Laplace quadratic approximation. We assume a training data set
, N is the number of spectral channels. The classification model function of RVM is as in Eq. (11) . 
The above formula does not contain noise, in addition,
However, the weight value can't calculate through convolution. So we adopt the method Laplace quadratic approximation:
Firstly, define the parameter  and fixed the value of  , so the value of MP w can be obtained by maximizing
, the maximum value of MP w can be calculated by Eq. (13) . Secondly, the second derivative of Laplace approximation is as in Eq. (14) .
Where ) , , , ( 
They are basically equivalent to the solution of a generalized least-squares problem. Arguably, Laplace quadratic approximation can effectively turn classification algorithm into regression algorithm with additive noise [17] [18] [19] .
The Steps of the Algorithm
This paper present a new method that combine PCA and LDA to reduce the dimensions of process data before image classification, then RVM is used to improve the classification accuracy. The classification steps are as follows:
Step 1: The first dimension reduction. PCA is used to eliminate the redundancy of origin data and ensure the intra-class distances matrix non-singular.
Step 2: The second dimension reduction. LDA is used to keep the main information and extend the ratio between inter-class distances and intra-class distances, improve the discrimination of samples.
Step 3: Select samples and train classifier. 75 percent samples are selected randomly as training samples to train RVM classifier, and the remaining 25 percent samples as the test samples.
Step 4: Count test results. Voting algorithm one against one is used here.
Step 5: Experimental conclusion. Repeat step (3) and (4) five times, average of all the 5 experiments is the final result.
Step 6: The algorithm flow chart is shown in Fig.1 . Figure 1 . Algorithm Flow Chart.
Results and Discussion
A sample hyperspectral image which is taken over northwest Indiana's Indian Pine test site in June 1992 is used to test the proposed algorithm. The Indian Pine data consists of 145×145 pixels with 220 bands and 16 kinds of substances. The origin hyperspectral image is shown in Fig. 2 . Several classes have large samples and used in the test set, such as corn-notill, corn-min, soybeans-notill, soybeans-min and woods. The real sample tag is given in Fig.3 . PCA, RVM, SVM algorithm are compared on the same selected sample in this paper. The ratio between inter-class distances and intro-class distances, classification precision and kappa coefficient are used to evaluate the performance of method. Gaussian RBF kernel function is adopted as the basis function of RVM and SVM, and Gaussian kernels width is 0.5. The number of bands is reduced to 200 by removing bands covering water absorption and noisy bands. The 75 percent samples are selected randomly as training samples, and the remaining 25 percent samples as the test samples. Table 1 shows the sample quantity. Firstly, Table 2 show the value of ratio between inter-class distances and intro-class distances in different situations. The second row is the results of original data. The third row is the results of dimension-reduced data using PCA. The fourth row is the results of dimension-reduced data using PCA and LDA.
From Table 2 , the ratio between inter-class distances and intra-class distances using PCA and LDA are smaller than other methods. The results using PCA is same to the original data. We can draw a conclusion from Table 2 that PCA can not extend the ratio between inter-class distances and intra-class distances and improve class partition degree, but LDA can really do that. Based on original data, the classification results used by SVM and RVM are shown in Table 3 . From Table 3 , the classification accuracy of SVM is better than RVM except soybeans-notill and woods. The classification accuracy has not improved when we combine PCA with RVM. The classification accuracy of corn-notill and corn-min decrease 4%~8% than RVM. However, when we combine PCA with LDA to reduction, the classification accuracy of sample classes improve one percent to two percent except soybeans-notill. We can draw a conclusion that this method can be extended the ratio between inter-class distances and intra-class distances. The classification results are shown in From Table 3 and Fig. 4 , taking into account the quality of the results from the classification and images, it will be noticed that the best results are reached by the proposed method. The value of classification accuracy of soybeans-min of this method is the highest compared with the other methods. The value of other substance's classification accuracy of this method is better than SVM and RVM method. This is mainly duo to this method combines the LDA and PCA to reduce the dimensionality of original data.
The Kappa coefficient and overall classification accuracy are often used to evaluate the classification results in the remote sensing image, we make a quantitative analysis on the experimental results. The results are shown in Table 4 . From Table 4 , the proposed algorithm can remarkably heighten the Kappa coefficient and the Overall classification accuracy than RVM and PCA+RVM. Compared with SVM method, it was shown both have a similar results in Kappa coefficient and the classification accuracy. The experimental results show that the proposed algorithm can effectively improve the classification accuracy of relevance vector machine model.
Conclusion
Aiming at the problem that the classification accuracy of high dimensional data is not high, this paper presents a method that combine PCA and LDA to reduce the dimensions of hyperspectral data before image classification. The method not only keep the main information of the image, but also reduce the dimension and increase the radio between the inter-class distances and intra-class distances, and thus corn-notill corn-min soybeans-notill soybeans-min woods improve the classification accuracy. In this paper, we conclude that the LDA method is able to increase inter-class distances and decrease the intra-class distance. The experimental results show that the increase of the radio between the inter-class distances and intra-class distances can really heighten the difference and thus improve the classification accuracy. In general, this method can effectively enhance relevance vector machine model for the classification accuracy of high dimensional data.
