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Abstract
The symbol-wise mutual information between the binary inputs of a channel encoder and the soft-outputs of a
LogAPP decoder, i.e., the a-posteriori log-likelihood ratios (LLRs), is analyzed. This mutual information can be
expressed as the expectation of a function of solely the absolute values of the a-posteriori LLRs. This result provides
a simple and elegant method for computing the mutual information by simulation. As opposed to the conventional
method, explicit measurements of histograms of the soft-outputs are not necessary. In fact, online estimation is
possible, and bits having different statistical properties need not be treated separately. As a direct application, the
computation of extrinsic information transfer (EXIT) charts is considered.
1 Introduction
In many transmission systems the receiver consists of
several processing stages. Due to a well-known result of
information theory, the sequences at the outputs of the
individual processing stages should not only comprise
hard decisions of the transmitted symbols, but also re-
liability information. A hard decision and its reliability
value are usually represented by a single soft value.
To ensure that a maximum amount of information is
passed, soft-in soft-out processors should be employed
in each stage.
The APP (a-posteriori probability) decoder is such
a processor, where the soft inputs and the soft outputs
are a-posteriori probabilities of the code symbols and/or
of the binary information symbols (in the following
referred to as info bits). This kind of decoder is
optimum in the sense that decisions based on its outputs
minimize the bit error rate.
APP decoding may be implemented by means of the
BCJR algorithm [1] or in the log-domain by means of
the LogAPP algorithm [2] (also known as LogMAP),
which works directly with log-likelihood ratios (LLRs)
and offers practical advantages, such as numerical
stability. The outputs of the LogAPP algorithm are a-
posteriori LLRs of the code bits and/or of the info bits.
In this paper, we will restrict to LogAPP decoding.
The bit error rate can be estimated by using only the
absolute values of the a-posteriori LLRs; knowledge of
the info bits is not necessary [3], [4]. In this paper
we will investigate the mutual information between
the inputs of the channel encoder (the info bits) and
the outputs of the LogAPP decoder (the a-posteriori
LLRs). It will be shown that this mutual information
can also be computed by using only the absolute values
of the LLRs. This is due to the fact that an a-posteriori
LLR contains the same information about a transmitted
binary symbol as the whole received sequence does,
i.e., the a-posteriori LLR is a sufficient statistic of the
received sequence.
In [5], the mutual information between blocks of info
bits and the respective APPs is investigated. In [6], the
information rate between the info bit sequence and the
sequence of APPs is addressed. As opposed to [5],
[6], we will restrict ourselves to the analysis of the
average mutual information between a single info bit
and its corresponding a-posteriori LLR, i.e., the average
symbol-wise mutual information between encoder input
and decoder output.
Another closely related topic was investigated in [7]–
[10]: The authors applied APP detectors to compute
the symmetric information rate of channels with mem-
ory. In these papers, the information rate between the
channel input and the channel output is considered.
As opposed to this, the present paper deals with the
mutual information between the encoder inputs and the
decoder outputs.
A direct application of the method proposed in this
paper is a simple and convenient technique to compute
extrinsic information transfer (EXIT) charts [11]. These
charts describe the input-output behavior of a soft-
in soft-out decoder in terms of mutual information,
and they can be used to predict the behavior of the
iterative decoder for a concatenated code. For further
information on the EXIT chart technique, we would
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Fig. 1. Transmission system and mutual information under consideration.
like to refer the reader to [11] and related papers.
The conventional method for computing the EXIT
chart for a component code of the concatenated code is
as follows. Firstly, the histogram of the soft-outputs of
the decoder is determined by simulation. Then, the mu-
tual information is computed numerically based on this
histogram. If LogAPP decoders (or equivalently APP
decoders) are employed as decoders for the component
codes, then the computation can be done in only one
step by applying the method derived in this paper. The
histogram of the soft-outputs need not be determined
explicitly.
The paper is structured as follows: In Section 2, the
transmission system under consideration is introduced.
Furthermore, the type of mutual information addressed
in this paper is defined. Section 3 and Section 4 deal
with the theoretical background. In the former, some
important properties of LLRs are derived, and in the
latter, several theorems on mutual information for the
case of LogAPP decoders are given and proven. In
Section 5, a simple and convenient method for compu-
tation of the average symbol-wise mutual information is
presented. In Section 6, this method is applied to EXIT
chart computation. Finally, conclusions are drawn in
Section 7.
2 Transmission System and Nota-
tion
Throughout this paper, random variables will be de-
noted by upper-case letters, and their realizations will
be denoted by the corresponding lower-case letters.
Vector-valued random variables or realizations will be
written boldface.
The transmission system under consideration is de-
picted in Fig. 1. The info bits uk ∈ {−1,+1}, k ∈
{0, 1, . . . ,K − 1}, are assumed to be independent and
uniformly distributed, i.e.,
pU (+1) = pU (−1) = 12 . (1)
They form the info word u = [u0, u1, . . . , uK−1] ∈
{−1,+1}K of length K. The encoder, the channel, and
the decoder are as follows.
Encoder: A linear encoder (ENC) maps the info
word u onto the code word c ∈ C ⊂ QN of length N ,
where C denotes the code, and Q denotes the code
symbol alphabet.
Channel : The code word is transmitted over a dis-
crete symmetric (not necessarily memoryless) channel
(CH), leading to the received word y ∈ YN , where Y
denotes the channel output alphabet.
Decoder: The LogAPP decoder (LogAPP DEC)
computes the a-posteriori LLR wk ∈ R for each info
bit Uk, k ∈ {0, 1, . . . ,K − 1}. Each a-posteriori LLR
is separated into the hard decision, uˆk = sgn(wk),
and the reliability of this decision, λk = abs(wk). The
words of wk, uˆk, and λk are denoted by w , uˆ, and λ,
respectively.
Note that the transmission system is quite general.
The main assumption is that a LogAPP decoder is
available.
This paper deals with the mutual information be-
tween the encoder input symbols Uk and the decoder
output values Wk, k ∈ {0, 1, . . . ,K − 1}. For clarity,
we would like to point out the difference between two
“types” of mutual information [12]. The average word-
wise mutual information (per info symbol) is defined
as
I¯word :=
1
K
I(U ;W ), (2)
whereas the average symbol-wise mutual information
is defined as
I¯symbol :=
1
K
K−1∑
k=0
I(Uk;Wk). (3)
The second type of mutual information is also used
in the EXIT chart method. Due to the well-known
information theoretical result that “memory increases
capacity”, the two types of mutual information are
related as I¯word ≥ I¯symbol [12]. This paper addresses
solely the average symbol-wise mutual information.
3 Log-Likelihood Ratios and Prop-
erties
In the following two sections, the indices of uk and wk
will be omitted for convenience. The derivations are
valid for all k ∈ {0, 1, . . . ,K − 1}.
The a-priori log-likelihood ratio (LLR) of the info
bit U is defined as
L(U) := ln
pU (+1)
pU (−1) , (4)
where lnx denotes the natural logarithm loge x. Note
that (1) can be written equivalently as L(U) = 0.
Similarly, the a-posteriori LLR L(U |y) and the channel
LLR L(y|U) are defined as
L(U |y) := ln pU |Y (+1|y)
pU |Y (−1|y) (5)
and
L(y|U) := ln pY |U (y|+ 1)
pY |U (y| − 1) . (6)
(We adopt the short-hand notations L(U |y) :=
L(U |Y = y) and L(y|U) := L(Y = y|U) for
convenience.) According to the chain rule [13], these
LLRs are related as
L(U |y) = L(U) + L(y|U) . (7)
The a-posteriori LLR is regarded as a random vari-
able W with realization
w := L(U |y) . (8)
By combining (1), (5), and (8), the a-posteriori proba-
bility of U can be written as
pU |Y (u|y) = 11 + e−wu , (9)
where u ∈ {−1,+1} and w ∈ R (cf. [3], [4]).
For computation of the mutual information between
U and W , the conditional probabilities of U given
W are required. Since the LogAPP decoder provides
only the conditional LLR for U given y, we have to
establish a relation between those two. This is done in
the following.
Theorem 1
Let w = L(U |y) and L(U) = 0. Then,
L(U |w) = L(U |y) .
Proof: Considering (7) and L(U) = 0, it follows
that w = L(y|U). With (6), we get
pY |U (y|+ 1) = ew pY |U (y| − 1) .
The conditional pdfs of w with respect to u are then
related as
pW |U (w| − 1) =
∫
y:w
pY |U (y| − 1) dy
=
∫
y:w
e−w pY |U (y|+ 1) dy
= e−w
∫
y:w
pY |U (y|+ 1) dy
= e−w pW |U (w|+ 1) ,
where “w : y” is an abbreviation for “y ∈ {y′ ∈
YN : L(U |y′) = w}”. According to (6), we obtain
L(w|U) = w. This result combined with L(U) = 0
and (7) gives the proof. 2
Theorem 1 can easily be transformed into the proba-
bility domain by using the definition of the a-posteriori
LLR according to (5). Taking (9) into account, we
immediately obtain the following equalities.
Corollary 2
Let w = L(U |y) and L(U) = 0. Then,
pU |Y (u|y) = pU |W (u|w) = 11 + e−wu (10)
for u ∈ {−1,+1}.
These identities will be utilized in the next section.
4 Mutual Information and LogAPP
Decoding
In this section, the relations between the (unconditional)
mutual information between U and W , the (uncon-
ditional) mutual information between U and Y , and
the corresponding conditional mutual informations for
given Λ are discussed. As in the previous section,
the indices of Uk, Wk, and Λk will be omitted for
convenience.
First, the effect of conditioning the mutual informa-
tion on the reliability Λ is investigated.
Theorem 3
The mutual information between an info bit U and the
received word Y and the mutual information between an
info U bit and the respective a-posteriori LLRW do not
change when they are conditioned on the reliability Λ,
i.e.,
I(U ;Y ) = I(U ;Y |Λ),
I(U ;W ) = I(U ;W |Λ).
Proof: First equality: With λ being a function of
y and with the chain rule of entropy, we obtain
H(Y ) = H(Y ,Λ)
= H(Y |Λ) +H(Λ)
and
H(Y |U) = H(Y ,Λ|U)
= H(Y |U,Λ) +H(Λ|U).
Taking into account that H(Λ|U) = H(Λ), the mutual
information can then be written as
I(U ;Y ) = H(Y )−H(Y |U)
= H(Y |Λ)−H(Y |U,Λ)
= I(U ;Y |Λ) .
Second equality: Considering that λ is a function
of y, the second part of the theorem can be proven
similarly. 2
For a given realization of Λ, we get the following
relation.
Theorem 4
For every λ = |L(U |y)|, the following equality holds:
I(U ;Y |λ) = I(U ;W |λ) .
Proof: Since λ is a function of y, we have
pU |Y Λ(u|y, λ) = pU |Y (u|y), and since λ is a function
of w, we have pU |WΛ(u|w, λ) = pU |W (u|w). These
equalities and Corollary 2 give
pU |Y Λ(u|y, λ) = pU |Y (u|y) =
= pU |W (u|w) = pU |WΛ(u|w, λ).
Thus we have
I(U ;y|λ) =
∑
u=±1
pU |Y Λ(u|y, λ) ld
pU |Y Λ(u|y, λ)
pU |Λ(u|λ)
=
∑
u=±1
pU |WΛ(u|w, λ) ld
pU |WΛ(u|w, λ)
pU |Λ(u|λ)
= I(U ;w|λ), (11)
where ldx denotes the binary logarithm log2 x. Taking
the conditional expectation over y and w with respect
to λ, we get the following chain of equalities:
I(U ;Y |λ) =
∫
y
pY |Λ(y|λ) I(U ;y|λ) dy
(a)
=
∫
y:λ
pY |Λ(y|λ) I(U ;y|λ) dy
(b)
=
∫
y:λ
pY |Λ(y|λ) I(U ;w|λ) dy
(c)
=
∫
y:w=λ
pY |Λ(y|λ) I(U ;w|λ) dy +
+
∫
y:w=−λ
pY |Λ(y|λ) I(U ;w|λ) dy
= I(U ;W = +λ|λ) ·
·
∫
y:w=λ
pY |Λ(y|λ) dy +
+ I(U ;W = −λ|λ) ·
·
∫
y:w=−λ
pY |Λ(y|λ) dy
(d)
=
∑
w=±λ
pW |Λ(w|λ) I(U ;w|λ)
= I(U ;W |λ) . (12)
The applied relations are: (a) pY |Λ(y|λ) = 0 for
all y which do not lead to λ; (b) Equ. (11);
(c) for a given λ, we have either w = λ or
w = −λ; (d) ∫
y:w=λ
pY |Λ(y|λ) = pW |Λ(λ|λ) and∫
y:w=−λ pY |Λ(y|λ) = pW |Λ(−λ|λ). 2
From Theorem 4, it follows that EΛ
{
I(U ;Y |λ)} =
EΛ
{
I(U ;W |λ)}, which can be written as
I(U ;Y |Λ) = I(U ;W |Λ). (E{.} denotes expectation.)
After applying Theorem 3 to this equality, we get
immediately the following result.
Corollary 5
The a-posteriori LLR W of an info bit U contains the
same information about this info bit as the received
vector Y does, i.e.,
I(U ;Y ) = I(U ;W ).
Note that this is another formulation of the well-
known fact that the a-posteriori LLR w is a sufficient
statistic of the received word y with respect to the info
bit U .
Consider now how the conditional mutual informa-
tion I(U ;W |λ) can be expressed by using only the
absolute values of the a-posteriori LLRs. For doing so,
let first define the following function.
Definition 1
For x ≥ 0,
fI(x) :=
1
1 + e+x
ld
2
1 + e+x
+
1
1 + e−x
ld
2
1 + e−x
.
The meaning of this function is made clear in fol-
lowing theorem.
Theorem 6
Let w = L(U |y) and λ = |w|. Then,
I(U ;W |λ) = fI(λ).
Proof: Consider the following chain of equalities:
I(U ;W |λ) =
∑
w=±λ
pW |Λ(w|λ) I(U ;w|λ)
=
∑
w=±λ
pW |Λ(w|λ) ·
·
∑
u=±1
pU |WΛ(u|w, λ) ·
· ld pU |WΛ(u|w, λ)
pU |Λ(u|λ)
(a)
=
∑
w=±λ
∑
u=±1
pW |Λ(w|λ) ·
· 1
1 + e−wu
ld
2
1 + e−wu
(b)
=
1
1 + e+λ
ld
2
1 + e+λ
+
+
1
1 + e−λ
ld
2
1 + e−λ
.
The applied relations are: (a) pU |Λ(u|λ) = pU (u) =
1
2 and Corollary 2; (b) pW |Λ(±λ|λ) = 1/2 due to
symmetry. 2
This theorem verifies that I(U ;W |λ) is only a func-
tion of the absolute values of the LLRs, as already
mentioned in the introduction. Therefore, it depends
neither on the actual values of the info bits nor on the
channel model. Fig. 2 shows the plot of I(U ;W |λ)
versus λ.
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Fig. 2. The conditional mutual information between an info bit U
and the corresponding a-posteriori LLR W , I(U ;W |λ) = fI(λ),
versus the absolute value of the a-posteriori LLR, λ = |L(U |y)| =
|w|.
For the sake of completeness, we also give the mutual
information between the info bit U and its estimate Uˆ :
I(U ; Uˆ) = −pe ld pe − (1− pe) ld (1− pe) ,
where pe := P (U 6= Uˆ) denotes the bit error probabil-
ity. Using Corollary 2, it is easy to show that
pe =
∫
w<0
pU |W (+1|w)∑
u=±1 pU |W (u|w)
dw
=
∫
w<0
e+w/2
e+w/2 + e−w/2
dw .
5 Computation of Mutual Informa-
tion
The theoretical results found in the previous two sec-
tions will now be exploited for computing the mutual
information by simulation.
As already stated in Section 2, the average symbol-
wise mutual information is defined as
I¯symbol :=
1
K
K−1∑
k=0
I(Uk;Wk), (13)
where the symbol-wise mutual information for posi-
tion k is given by
I(Uk;Wk) = E
{
ld
pUk|Wk(u|w)
pUk(u)
}
=
=
∫
pUk,Wk(u,w) ld
pUk|Wk(u|w)
pUk(u)
dw, (14)
k ∈ {0, 1, . . . ,K − 1}. Since the info bits U are
assumed to be independent and uniformly distributed,
the value of this mutual information depends only on
the pdfs pWk|Uk(w|u).
For distinquishing between actual values and esti-
mated values, we adopt the following notation: Let
pˆWk|Uk(w|u) denote histograms representing estimates
of the actual pdfs pWk|Uk(w|u). Let further Iˆ(Uk;Wk)
denote estimates of I(Uk;Wk), and let ˆ¯Isymbol denote
an estimate of I¯symbol.
Generally, the pdfs in (14) may depend on k, and
thus also I(Uk;Wk) may depend on k. Accordingly, an
unbiased simulative estimation of the average symbol-
wise mutual information comprises the following three
steps:
1) Determine simulatively the histograms
pˆWk|Uk(w|u) for each k ∈ {0, 1, . . . ,K − 1}.
2) Compute numerically Iˆ(Uk;Wk) based on
pˆWk|Uk(w|u) for each k ∈ {0, 1, . . . ,K − 1},
according to (14).
3) Compute ˆ¯Isymbol by averaging over I(Uk;Wk)
with respect to k, according to (13).
This method is referred to as three-step method in
the sequel. Note that only positions k having different
statistical properties need to be treated separately.
If the statistical properties do not depend on posi-
tion k, the following two-step method is sufficient:
1) Determine simulatively the histogram
pˆW |U (w|u).
2) Compute numerically Iˆ(U ;W ) based on
pˆW |U (w|u), according to (14). Due to the
independence of k, we have ˆ¯Isymbol = Iˆ(U ;W ),
and averaging according to (13) is not necessary.
Note that the three-step method and the two-step
method are not equivalent, if the statistical properties
depend on position k. Step 1 and and Step 3 of
the three-step method are not interchangable, because
Step 2 is a non-linear operation.
The applicability of the two methods shall be dis-
cussed for several examples of transmission systems.
Binary channel codes and discrete memoryless channels
are assumed if not stated otherwise.
• For tail-biting convolutional codes, the trellis is
not time-varying, and thus the statistical properties
are the same for each position k in the trellis.
Therefore, the two-step method can be applied to
get an unbiased estimate.
• Consider now terminated convolutional codes with
well-defined initial and final state of the encoder.
The trellis is time-varying only at the beginning
and at the end, and it is time-invariant in between.
Therefore the statistical properties can be assumed
to be the same only for positions k in the centre
part of the trellis. Correspondingly, only the three-
step method will give an unbiased estimate of the
mutual information.
Nevertheless, an estimate based on the two-step
method will tend to the true value if the trellis
length approaches infinity. Thus, the resulting es-
timate can still be used as an approximation in
cases where the major part of the trellis is time-
invariant.
• For codes having time-varying trellises, like punc-
tured convolutional codes, time-varying convolu-
tional codes, or block codes (most of which have
time-varying trellises), the two-step method can
never give an unbiased estimate of the mutual
information. Note that this is also the case for
higher order modulation schemes. On the other
hand, applying the three-step method can become
quite complicated, even if positions k having the
same statistical properties are treated in groups.
The theorems from the previous section provide a
means for computing the average symbol-wise mu-
tual information without explicit determination of his-
tograms and without the necessity of distinguishing
between positions k having different statistically prop-
erties. The average symbol-wise mutual information
can be written as
I¯symbol
(a)
=
1
K
K−1∑
k=0
I(Uk;Wk)
(b)
=
1
K
K−1∑
k=0
I(Uk;Wk|Λk)
=
1
K
K−1∑
k=0
E
{
I(Uk;Wk|λk)
}
(c)
=
1
K
K−1∑
k=0
E
{
fI(λk)
}
= E
{ 1
K
K−1∑
k=0
fI(λk)
}
(d)
= E{fI(λ)}.
The applied relations are: (a) Equ. (13); (b) Theorem 3;
(c) Theorem 6; (d) since the function fI(.) does not
depend on k, the different positions k need not be
treated separately. Thus, we have the following result.
Theorem 7
Let λ = |L(U |y)| and let function fI(.) be defined
according to Definition 1. The average symbol-wise
mutual information between encoder input and LogAPP
decoder output is given as
I¯symbol = E{fI(λ)}.
The evaluation of the mutual information by means
of Theorem 7 can be interpreted in the following way:
The absolute value of the a-posteriori LLR, Λ, is used to
partition the channel between U and W (see Fig. 1) into
binary symmetric sub-channels, of which the outputs
are either −λ or +λ; let these sub-channels be labeled
with λ. For each sub-channel λ, the mutual information
is given by I(U ;W |λ) = fI(λ), which is only a
function of λ. The mutual information of the overall
channel, I(U ;W ), is then the expectation of the mutual
information of the sub-channels.
Theorem 7 can easily be translated into the fol-
lowing one-step method for determining the mutual
information by simulation. The only requirement for
applicability is that a-posteriori LLRs of the info bits,
L(U |y), are available. Note that funtion fI(x) is given
in Definition 1.
For each a-posteriori LLR, determine its absolute
value λ = |L(U |y)|, and average over the function
values fI(λ).
This method has several advantages compared to the
three-step method and the two-step method.
1) No histograms need to be determined. This
method can rather operate “on-line”, because as
soon as a new a-posteriori LLR is available, it can
be used to update the current estimate of I¯symbol.
2) The results are exact, i.e., unbiased, even for
time-varying trellises.
3) The reliability of the estimate for I¯symbol can eas-
ily be determined. Since the estimate for I¯symbol
is simply the mean of the samples fI(λi), its
variance is equal to the variance of fI(λi) di-
vided by the number of such samples; the vari-
ance of fI(λi) can easily be computed during
simulation. For methods based on histograms,
estimation of the reliability is less obvious.
Thus, the one-step method is simple and convenient
for all cases, and it is efficient for the cases where the
statistical properties of the info bits depend on their
positions. The method relies only on the fact that the
decoder delivers a-posteriori LLRs.
6 Application to EXIT Charts
In many receivers several soft-in soft-out APP modules
detect or decode in an iterative fashion by exchanging
extrinsic LLRs. An efficient method to determine the
minimum signal-to-noise ratio, at which iterative de-
tection or decoding operates almost error-free for very
long code words, is the so-called EXIT chart method
(see e.g. [11], [14]). This method relies on mutual
information measured by simulation. If the component
decoders (or detectors) are LogAPP decoders, then the
one-step method derived above can be applied. This
shall be illustrated for the component decoder of a
parallel concatenated convolutional code (PCCC) for
transmission over an additive white Gaussian noise
(AWGN) channel. A generalization to other systems,
like serially concatenated codes, iterative equalization
and decoding, bit-interleaved coded modulation, etc., is
straightforward.
Fig. 3 depicts the typical setup for determining the
EXIT chart for the component decoder. As opposed to
Fig. 1, not only the code word c, but also the info
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Fig. 3. Typical setup for determining the EXIT chart for a component decoder of a parallel concatenated code.
word u is transmitted. The “code bit channel” (AWGN
CH1) and the “info bit channel” (AWGN CH2) are
statistically independent AWGN channels, with inde-
pendently adjustable signal-to-noise ratio (SNR). The
received words are denoted by yc and yu, respectively.
Firstly, the info word is decoded by LogAPP DEC2,
i.e., the corresponding LLRs are computed as
wa,k := L(Uk|yu,k), (15)
k ∈ {0, 1, . . . ,K − 1}. Note that this can be done
symbol-by-symbol due to the independence of the info
bits. (Effectively, LogAPP DEC2 only converts received
values into the corresponding LLRs.) The computed
LLRs are given to LogAPP DEC1 as a-priori LLRs of
the info bits (as indicated by the index of wa,k). This
is done in order to model the LLRs provided by the
other component decoder during iterative decoding.
Secondly, LogAPP DEC1 computes the extrinsic
LLRs we,k, based on the received vector for the code
word, yc, and on the vector of a-priori LLRs, wa. With
wa,\k denoting the vector wa without element wa,k,
the extrinsic LLRs are given as
we,k := L(Uk|yc,wa,\k), (16)
k ∈ {0, 1, . . . ,K − 1}.
Since both the a-priori LLRs and the extrinsic LLRs
are a-posteriori LLRs according to (15) and (16), The-
orem 7 can be applied, and the a-priori information and
the extrinsic information can be written as
I¯symbola :=
1
K
K−1∑
k=0
I(Uk;Wa,k) = E{fI(λa)} (17)
and
I¯symbole :=
1
K
K−1∑
k=0
I(Uk;We,k) = E{fI(λe)}, (18)
respectively, where λa := |wa| and λe := |we|. (Note
that different positions k need not be distinquished.)
Accordingly, the one-step method can be used for
simulative estimation of I¯symbola and I¯symbole . The EXIT
chart is then given by the plot of I¯symbole versus I¯symbola
with the SNR of the code bit channel as parameter [11].
Since for an EXIT chart, a large number of such
pairs of values, (I¯symbola , I¯symbole ), have to be determined,
the one-step method is much more convenient than the
two-step method, which is conventionally applied. In
addition to this, the results are unbiased even for codes
with time-varying trellises, higher order modulation
schemes, etc., as discussed in the previous section.
7 Conclusions
In this paper the average symbol-wise mutual informa-
tion between info bits and the outputs of a LogAPP
decoder was investigated.
Firstly, three theoretical results were proven: (a) The
average symbol-wise mutual information between info
bits and the vector of channel outputs is equal to the one
between info bits and the outputs of a LogAPP decoder.
(b) This average symbol-wise mutual information does
not change if it is conditioned on the absolute value
of the a-posteriori LLR. (c) The value of this mutual
information conditioned on the absolute value of the
a-posteriori LLR can be written as a function of only
this absolute value.
Based on the theoretical results, a method (denoted as
one-step method) was derived, which allows for simple
and convenient simulative computation of the mutual
information. This can be done by simply averaging over
a function of the absolute values of the a-posteriori
LLRs. Determination of histograms of the a-posteriori
LLRs, as in the conventional method, is not required.
The method gives an unbiased estimate for the mutual
information even if the statistical properties of the info
bits depend on their positions. As an application, the
computation of EXIT charts was discussed.
The EXIT chart method is widely used, because it
has shown to be a powerful tool for analysis and design
of concatenated coding and detection schemes. In many
cases, optimal symbol-by-symbol decoding/detection,
i.e., LogAPP decoding is used for each processing
stage. Then, the simplicity and generality of the pro-
posed method for computing the mutual information
makes the application of the EXIT chart method simpler
and more efficient.
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