Solvent-mediated crystallization represents a robust approach to self-assembly of nanostructures and microstructures. In organic systems, the relative ease with which the structure of hydrogenbonded molecules can be manipulated allows for generation of a wide variety of nanoscale crystal structures. In living organisms, control over the micron-to-millimeter form of inorganic crystals is achieved through introduction of b&organic molecules. The purpose of this proposal is to understand the interplay between solution chemistry, molecular structure, surface chemistry, and the processes of nucleation and crystal growth in solvent-mediated systems, with the goal of developing the atomic and molecular basis of a solvent-mediated self-assembly technology. We will achieve this purpose by: 1) utilizing an atomic force microscopy (AFM) approach that provides in situ, real time imaging during growth from solutions, 2) by modifying kinetic Monte Carlo (KMC) models to include solution-surface kinetics, 3) by introducing quantum chemistry (QC) calculations of the potentials of the relevant chemical species and the near-surface structure of the solution, and 4) by utilizing molecular dynamics (MD) simulations to identify the minimum energy pathways to the solid state. Our work will focus on two systems chosen to address both the nanometer and micron-to-millimeter length scales of assembly, the family of 2,5diketopiperazines (X-DKPs) and the system of CaC03 with amino acids. Using AIM, we will record the evolution of surface morphology, critical lengths, step speeds, and step-step interactions as a function of supersaturation and temperature. In the case of the X-DKPs, these measurements will be repeated as the molecular structure of the growth unit is varied. In the case of CaC03, they will be performed as a function of solution chemistry including pH, ionic strength, and amino acid content. In addition, we will measure nucleation rates and orientations of CaC03 on polyamino acid templates. From these measurements, we will extract fundamental growth parameters for input into KMC simulations whose predictions will in turn be compared to the experimental observations. The KMC simulations will incorporate atomic processes representing the minimum energy pathways as determined from the MD calculations. The interaction potentials of the relevant chemical species as well as the hydrated surface, including the electrochemical double layer, used in the MD simulations will be determined using coupled solutions to the S&r&linger and PoissonBoltzmann equations which take account of electronic relaxation effects.
Motivation and Pursose
Controlling the nanostructure and microstructure of crystalline solids is a major driving force behind materials research. Among the many approaches being explored, self-assembly promises to be one of the most robust, with structure determined at the molecular level. Because crystal growth by its very nature is a rapid, repeatable method of self-assembly occurring in a wide variety of molecular systems both inorganic and organic, it presents an attractive approach to this nanoscale synthesis of solids. A number of crystallization-based avenues to this nascent discipline ate being pursued within a broad set of existing disciplines including surface science, 1 organic chemistry,24 and biology.5 '7 Many of the most attractive approaches to self-assembly involve crystallization of solids from aqueous and/or organic solutions. In organic systems, the relative ease with which the structure of hydrogen bonded molecules can be manipulated allows for generation of a wide variety of supramolecular motifs. Establishing control over the size, shape, and the degree of anisotropy of the growth units has been shown to produce well-ordered crystals of molecular tapes, ladders, layers, nano-porous structures, and other motifs for potential application as high density storage media, optoelectronic devices, shape selective catalysts, nano-scale reaction and storage vesicles, and trace-contaminant separators. 2-4 The basic concept behind this approach to engineering the solid state is that, through control of the structure of the individual molecular units, the final crystal structure is determined by design. Moreover, because hydrogen-bonded molecules can be systematically extended along multiple axes independently, molecular units can be designed to assemble into 1D and 2D aggregates that serve as scaffolds for three dimensional structures.
This approach provides control over the nanometer scale crystal structure. Equally important for self-assembly technologies is the development of control over crystal form and orientation at the micron-to-millimeter scale. By far, the most dramatic examples of tailored molecular self-assembly at this scale are found in naturally occurring mineralized structures generated through biological control over the process of inorganic crystallization. Recent investigations 5-g have demonstrated the ability of many living organisms to control crystallization by selective application of bio-organic molecules which enable nucleation and growth of crystalline structures of carbonates, phosphates, oxides, silicates, metals, and other inorganic materials as shown in Table I . By selectively inhibiting or modifying nucleation, step kinetics, surface morphologies, and facet stability, these organisms are able to produce nanophase materials as well as exquisite and topologically complex single-crystals and multi-layer composites, some examples of which are shown in Fig 1: The resulting materials have functions as diverse as Table 1 Approaches to synthesis of biomineralized structures observed in nature and typical materials produced. structural supports, porous filtration media, grinding and cutting tools, lenses, gravity sensors, and magnetic guidance systems. An understanding of the physical mechanisms by which these organic molecules manipulate the structure of crystals and crystal surfaces can enable us to produce a new array of tailored, crystalline microstructures for application across a wide range of technologies.
The purpose of this proposal is to understand the interplay between solution chemistry, molecular structure, surface chemistry, and the processes of nucleation and crystal growth with the goal of forming the physical basis of a competency in solvent mediated self-assembly. The questions we will address include: l How do systematic variations in the structure of the molecular building blocks in the crystal affect the kinetics and morphology of assembly? l What are the minimum energy pathways by which growth units leave the solvated state to enter into the crystal? l How do changes in the solution chemistry such as pH, ionic strength, and supersaturation alter the kinetics and energetics of growth'? l How do organic additives such as proteins common in biomineralizing systems interact with the solvated species and the crystal surface to produce morphological and structural changes? l How do organic templates act to alter the surface energies and activation barriers in order to control the process of nucleation? Figure 1 -Examples of crystalline structures generated through biomineralization. a.) Single crystal calcite oriented along the spine axis, b.) Abalone shell composed of a single crystal CaCO3 / polymeric-protein laminate, c.) Skeleton of a coccolithophore composed of calcite single crystals. Each element has an identical crystallographic orientation.
General Approach
Our approach to understanding the physical controls on solvent-mediated self-assembly builds upon the successful methodology developed over the past fifteen years for the study of thinfilm growth. Using scanned probe microscopy, molecular dynamics (MD), and kinetic Monte Carlo (KMC) methods, the physics of crystalline thin film epitaxy on metals and semiconductors in UHV environments has been intensely investigated both experimentally and theoretically.1o A detailed picture of growth has emerged including quantitative detemnnations of the relative importance of energetic and kinetic factors in controlling surface morphology.
Much less attention has been given to epitaxy in solvent mediated systems despite the fact that it fomls the basis for both the organic and biomimetic approaches to nanoengineering of the solid state discussed above, as well as many other materials technologies as diverse as rational drug design11 and corrosion science. The maior reason for this lack of advancement is that, until recentlv, no exnerimental techniuue existed for investigating solvent-mediated svstems at the nanometer scale. The advent of atomic force microscopy has changed that. In recent years, our group and others have demonstrated the capability to use atomic force microscopy (AFM) to monitor in situ growth and dissolution of single crystals of inorganic molecules, small organic molecules, proteins, and viruses with near molecular resolution in real time ( See Fig 2) .12-16 The resulting AFM "movies" provide a window into the growth process that allows us to study the dynamics of evolving surface morphologies with a level of rigor rivaled only by low energy electron microscopy (LEEM) and some STM studies of metals and semiconductors, applicable only in UHV systems. While many of the questions which have been addressed for UHV systems still apply, the involvement of complex molecular or ionic species as well as the solvent layer above the solid significantly complicates the energy landscape at or near the surface.
Growth of a crystal surface from solution is a multistage process involving both energetic and kinetic factors. Figure 3 illustrates the structure of the energy landscape traversed by a solute molecule in making the transition from the solvated state to attachment at a kink site on the surface. The solute molecule starts out at high free energy in the solvated state. In order to become part of the solid it must be thermally activated through a series of energy barriers and wells associated with some combination of desolvation, adsorption, diffusion, and incorporation at a kink site. The kinetics of growth is controlled by the heights of the barriers while the equilibrium morphologies and growth modes are determined by the depths of the wells. The goal of the proposed effort is to provide a physical picture of growth which includes the hydration state of the surface, the structure of the near-surface liquid layer, the pathway by which solute molecules make the transition from solvated to solid state and the relative heights and depths of the barriers and wells, as well as the effects of molecular structure and solution chemistry on these parameters.
The presence of complex molecular and ionic species and a near-surface solvent layer presents new challenges for both the experimental and theoretical approaches. In this proposal, we address these challenges by utilizing: The focus is on two systems chosen to address the two length scales of assembly, the family of 2,5-diketopiperazines (X-DKPs) and the system of CaC03 with amino acids. Using AFM, we will record the evolution of surface morphology, critical lengths, step speeds, and stepstep interactions as a function of supersaturation and temperature. In the case of the DKPs, these measurements will be repeated as the molecular structure of the growth unit is varied. In the case of CaC03, they will be performed as a function of solution chemistry including pH, ionic strength, and amino acid content. In addition, we will measure nucleation rates and orientations of CaC03 on polyamino acid templates. From these measurements, we will extract fundamental growth parameters for input into KMC simulations whose predictions will in turn be compared to the experimental observations.
The KMC simulations will incorporate atomic processes representing the minimum energy pathways as determined from the MD calculations. The interaction potentials of the relevant chemical species as well as the hydrated surface, including the electrochemical double layer, which go into the MD calculations will be determined using coupled solutions to the SchrBdinger and Poisson-Boltzmann equations taking into account electronic relaxation effects. Figure 4 illustrates the relationships between the three modelling approaches. KMC simulates the experimental time and length scales; the MD simulations capture the 10 -100 nanometer length scale both with real time (ns) and quasistatic calculations; and the QC approach addresses the molecular length scale quasistatically.
The X-DKP and CaC03/amino acid systems that will be investigated are strongly complimentary. The experimental techniques used to analyze both systems are identical and the X-DKP molecules belong to a class of cyclic dipeptides whose chemistry is closely related to that of the amino acids of interest allowing us to readily adapt the quantum chemistry and molecular dynamics calculations to both systems; and because the KMC models provide a general description of molecules traversing the energy landscape, they are also applicable to both systems. 
Backwound science and Dreliminarv results
EnEineerine crvstal structure
I
The overall goal of the supramolecular approach to crystal engineering is to understand the relationship between the structure of molecules and the structure of the crystals they form. Covalent interactions between atoms defiie the structure of the molecules but the structure of the crystals is defined by additional factors including electrostatic interactions, molecular shape, and molecular symmetry, all of which influence the arrangement of molecules within the solid. 4 Engineering the structure of a crystal requires an understanding of how and to what degree these factors influence molecular packing and how they can be used to control the assembly of molecules during crystallization and thus engineer structure at the nanometer scale.
Efforts have recently begun to exploit the directionality and selectivity of hydrogen bonds to control the orientation of the molecules in the solid.2-4y18 Judicious choice of molecular structure allows for independent control over the strength of bonding and geometry of packing in the three orthogonal directions. For example, Russel et al.2 showed that pillared two-dimensional hydrogen-bonded networks could be constructed in which molecular pillars separating the sheets define galleries designed to host guest molecules, with the size of the galleries defined by choice of the pillars .
The systematic approach to supramolecular engiqeering which h+s been pursued by one of us (Paltiore) is to design molecules which assemble into one-and two-tllmensional aggregates that serve as scaffolds on which to construct three dimensional structures.l8 Derivatives of 2,5-diketopiperazines (X-DKPs) have been chosen as the molecule building. blocks as sl~ow? in Fig  5a. These are particularly attractive both from the standpomt of sohd-state engmeermg and understanding controls on growth because, while in their simplest form they generate simple onedimensional tapes, more complex molecular units and supramolecular motifs CT be easily constructed by adding increasing complexity to the same basic unit as shown m Fig 5b. The selection of DJCPs is based on several criteria that include: 1) the presence of a pair of secondary amides held in cis conformation to promote the formation of a robust, ?ne-diye?siona.l aggregate referred to as "tapes" (Fig 5b) , 2) the near planarity and conformational ngrdity of the sixmembered ring to decrease the occurrence of polymorphism caused by confo.rm?$onal mobility in the backbone of the tape, 3) the relative ease of synthesis, and 4) the avarlabhty of numerous avenues for systematic variation of molecular properties such as size, shape, symmetry, hydrogenbonding ability, and hydrophobicity through changes in X, all of which can mfluence both the kinetics and morphology of crystallization. direction but weakly bonded in the two orthogonal directions; the cant angle of the tapes reverses from layer-to-layer; and the crystal possesses a 180" screw axis so that the interaction between adjacent layers alternates between H-H and O-O, the latter being more repulsive.
All of these asymmetries are reflected in the kinetics and morphology of the growing crystal at the molecular level. Figures 6c and 6d show AFM images of the surface of a growing GLYDKP crystal. 1' The asymmetry in bonding leads to ragged step edges along the stronglybonded tape ends and straight step edges perpendicular to the tape direction. In addition, the steps propagate an order of magnitude faster along the tape direction than perpendicular to it. The alternation in cant angle between adjacent layers leads to alternate step-doubling as, on one side of a terrace, the fast step of an upper terrace overtakes the slow step on the terrace below, while on the other side of the terrace the situation is reversed. Finally, due to the alternation between O-O and H-H interactions, double steps emitted at the dislocation sources show a similar alternation in doubling on opposite sides of the growth source. This behavior -known as step interlacingarises from three separate causes: differences in bond-strength, packing, and repulsion. This initial data on the simplest member of the XDKP family demonstrates that the ability to control the complexity of the shape, bonding, and packing of the molecular growth units provides a source of rich behavior and an ideal testbed for theoretical models of solvent-mediated growth. 
Engineeriw crvstal form
In controlling crystal growth at the micron to millimeter scale, living organisms utilize a diverse array of strategies to generate biomineralized structures, including synthesis of clusters and nanoparticles, growth and assembly of single crystals and shaped composites, and microstuctural fabrication of mineral-polymer ceramic-like composites and organized materials (see Table I ). As Table I shows, CaCO3 -in the form of calcite and aragonite -is ubiquitous among biomineralized structures. Recent biological and biochemical studies of biomineralization suggest that calcifying organisms have adopted strategies for controlling morphology based on the release of functional organic molecules. l9 The fascinating complexity of this control is illustrated in a comparison of the external fomr of single calcite crystals deposited as coccolith segments -as, for example, in Fig 1 - with a typical rhombohedral inorganic calcite crystal.2o
The organic mixtures believed to be responsible for biologically-directed mineral growth have complex and diverse chemistries. For example, mollusks are rich in aspartate (30%) and glutamate residues while some algae polysaccharides. 21 coccoliths are associated with carboxylated This complexity may explain the surprisingly few studies that have attempted to investigate mechanisms by which organic molecules modify calcite morphology. Berman et aZ. 22 found that the habit of calcite crystals changed when grown in the presence of sea urchin proteins and Belcher et al.8 showed that proteins from abalone shells could be used to switch t&-crystallizing form of CaCO3 back and forth between aragonite and calcite. Other investigations have examined the inhibitory effects of some macromolecules in solution.9 However, the chemistries of these naturally occurring systems are too complex for isolating the molecular controls of individual molecules on growth morphology.
In a more fundamental approach, Didymus et aL20 investigated the inhibitory effects of simple oxyanions on calcite habit. A comparison of resulting crystal morphologies by S&M showed that decreasing the chain length between the termiual carboxylates of different additives correlated with the increasing elongation of crystals with roughened and curved prismatic faces. They explained this change by a cooperative binding mechanism of carboxylate groups with calcium atoms at the mineral surface. Addadi et aZ.9 found that calcite formed in polyaspartic acid exhibited (001) faces while those grown in polyglutamic acids did not. These investigations offer tantalizing insights to the control of simple carboxyl groups on calcite morphology and suggests that structure directing effects are systematically related to the configuration of the functional ionized groups.
When considering the controls of organic compounds on inorganic crystallization, it is important to distinguish between the stages of nucleation and growth. The common association of organic compounds with biominemlized structures,5~*~9~19~21 the gross morphological changes induced by the addition of these compounds to crystallizing systems 7 8 22 3 9 as well as their effect on crystallization kinetics,23 and the variations in x-ray rocking curve widths observed among naturally occurring CaC03 structures 22 all demonstrate that these compounds modify the growth stage of minerals. In addition, there is a substantial body of evidence to suggest that proteins and other organic molecules can and do serve as nucleation "templates", providing preferential sites for nucleation and controlling both the orientation and stable growth facet of the resulting crysta.ls.24-2s Many organic-inorganic composites including the shells of bird eggs24 and mollusks25 exhibit a layered structure in which the inorganic component grows at the macromolecule-solution interface. A number of experimental studies 9 26-28 9 have used organic Mms to mimic this process. However, no investigations into the physical mechanisms of this process have been performed, nor have the systematic relationships between functional groups on amino acids and the rates and mechanisms of nucleation control been explored. In fact, littIe effort has been made to understand the reaction mechanisms or physical basis of these processes.
We are currently pursuing an experimental investigation of CaCO3 growth with and without the presence of amino acids.29 Figure 7a shows the morphology of a growth hillock on the (lOi4) face of calcite. This face advances on anisotropic, polygonal dislocation hillocks which exhibit well defined steps along the two [441] and [48i] microfacets. The geometry of the growing face is shown in Fig 7b along with the distribution of kink sites along the steps.30 There arc four types of kink sites (labeled 1 -4 in Fig 7b) characterized by differences in bond distributions. For example, the three coordinating oxygen atoms of the type 1 kink lie within a single carbonate layer while those of the type 4 kink site lie in two adjacent layers resulting in a more closed site. These differences result in a pair of steps that make one obtuse angle and one acute angle with the surface. We should expect this anisotropy in kink site bond distribution to be reflected in kink site activity and/or surface diffusivity and, hence, in step speed and hillock slope, resulting in two pairs of equivalent hillock sectors. And, in fact, we find that the obtuse steps grow faster than the acute steps. We should also expect changes in solution chemistry to modify the step kinetics and surface morphologies of the crystal by selectively altering the activity of the kink sites. Figure 8 shows the effect of aspartic acid and glycine on the etchpit microfacet directions during dissolution. The addition of the amino acid alters the microfacet directions either through changes in the step edge energies or step kinetics. Other measurements show that changes in the ionic strength and/or Ca 2+ to CO32-ratio also leads to variations in step kinetics and hillock geometry. These preliminary results illustrate the rich behavior exhibited by this system and the dramatic potential of organic additives for modifying crystal morphology at the molecular level. Aoplication of crvstal growth fundamentals As a solute molecule approaches the crystal it encounters an electrostatic potential due to the crystalline surface charge and its associated counterion distribution, the so called electrochemical double-layer. If the solute molecule attaches directly to the kink-site, an intemlediate solute-kink complex may form with a higher free energy, creating a barrier to attachment over which the molecule must be thermally activated. If the pathway to the kink site is instead via surface diffusion, then the solute molecule must overcome the barrier of partial desolvation to adsorb to the surface. Its attachment to the kink site is then preceded by a series of activated hops along the surface. Because the presence of the step disturbs the surface periodicity, the barriers near the step edge will, in general, be different than those on the isolated terrace. As a consequence, the barrier to attachment may be different for approach to the step from below versus approach from above, producing a diffusion bias commonly referred to as the Schwoebel-Ehrlich effect. The energy landscape associated with these processes is shown schematically in Fig 3. Consistent with this general picture of growth, a formalism for quantitatively relating the morphology and kinetics of growth to the energy landscape based on equilibrium thermodynamic considerations was developed. X-34 It provides relationships between experimentally adjustable parameters such as temperature and supersaturation and measurable quantities such as island sizes and shapes, critical step lengths, and step speeds. Application of this formalism to AFM data allows us to extract fundamental growth parameters for input into and comparison with KMC simulations.
The need for coordination between experiments, the classical growth formalism and the KMC approach is illustrated by the measurements of the critical length during growth of calcite. At the low values of supersaturation, (T, typical in solvent mediated systems, growth occurs primarily on dislocation-generated growth spirals such as that shown in Fig 7a on a calcite (lOi4) surface. Measurement of the dependence of the length of the first turn of the spiral on supersaturation, (T, gives the critical length, lc, directly, and the step edge free energy, a, through the relationship lc = 2?ocr/kTo, where o is the molecular volume in the solid, and kT is the thermal energy.31932 The dependence of lc on l/o as measured from sequences of images such as Fig 7a is given iu Fig 7c. While at high supersaturation the dependence of lc on l/o is linear, extrapolates to zero, and gives the value of a, at low supersaturation (large lc) the dependence of lc on l/o deviates from the equilibrium thermodynamic prediction, indicating that kinetic factors must be considered. These are accessible through KMC simulations.
The need to combine the experiments with both classical theory and a KMC approach is further emphasized by considering the kinetics of step advancement. The thermodynamic driving force for growth is the difference in free energy between the initial and final states (Ap = kTo), but the rate at which growth proceeds is controlled both by A/J and by the largest energy barriers in the energy landscape There is a considerable body of data (see for example, refs. 15, 35-37) as well as theoretical considerations32y33 which show that in many aqueous systems, over a wide concentration range, this relationship is given by v = op(C-Ce) where v is the step speed and C and Ce are the actual and equilibrium concentrations, respectively. This relationship is expected to hold even when the systems is well mixed so that growth is not limited by bulk diffusion, provided step advancement is not limited by the availability of kink sites (rough step approximation). The kinetic coefficient, p, is generally assumed to be of the form p = Poe-ElkT and relates the admolecule current to the steps (i.e., the step speed) to the solute concentration, C. At least in some systems p does exhibit Arrhenius behavior, 37 and the dependence of p on step-step spacing matches the predictions of a surface diffusion model. IS936 However, the parameters which go into p must take into account the multiple steps involved in getting from the solvated state to the crystalline state. Thus the details of the dependence of p on atomistic parameters are model specific32933 which, while not easily addressed analytically, can be readily incorporated into KMC models, particularly when the temperature dependence of p is known. Our measurements of the dependence of step speed on C-Ce for the two distinct types of steps on the calcite (1014) surface show that, while step speed is linear in C-Ce for the fast step direction, the slow step exhibits a nonlinear dependence which may be explainable in terms of kink site kinetics. But the classical models do not allow us to adequately account for the myriad of potential kinetic processes. Application of atomistic KMC simulations allows the potential sources of such behavior to be identified.
Other comparisons between classical theory and AFM experiments have given important information on activation barriers and surface energies for 2D nucleation,38 the diffusion length of adsorbed molecules15 and the effects of stress on critical length. 37 The salient point for the purposes of the proposed effort is that by using the AFM to measure the changes in surface morphologies, hihock geometry, and step kinetics, one can determine the effects of altering the structure of the solute molecules, changing the solution chemistry or modifying the surface chemistry on the step-edge free energies, activation barriers, molecule-step and step-step interactions, diffusion lengths, and surface energies. Most importantly, interpreting the data in terms of atomic processes requires an atomistic modeling effort.
Modeling: Solvent-mediated growth Our understanding of the physical and chemical basis of solvent-mediated self assembly of solids will be enhanced by a strong computer modeling effort rooted in fundamental theoretical principles. Our methodology must provide a path for meso-scale calculations which can be compared with experiment. To this end, we require a hierarchy of computational techniques which enable us to incorporate information obtained on one length scale into calculations that address another length scale.
Monte Carlo Models: Kinetic Monte Carlo (KMC) simulations provide a direct link between experimentahy observed morphology and atomistic processes. It has long been the method of choice for modeling the long time evolution of crystal growth and dissolution. Monte Carlo methods have been applied to the study of island growth during metal-on-metal epitaxy,39 growth of compound semiconductors 40~41 surface roughening and scaling,42 the growth of spirals from solution,43 and the dissolution of calcite. 44 The application of KMC to the study of crystal growth relies on the simple picture of atoms (or growth units) evolving along the energy landscape shown in Fig 3. The rate at which an atom can move from one minimum to the next is assumed to have the Arrhenius form (h=ve-Eb kT) where v is proportional to the attempt frequency of the event and Eb is the height of the barrier between the initial and final state. At any given step in the simulation, the probability that a particular process may occur is proportional to its rate. A process is selected and carried out (e.g., movement of an atom along the surface), the time step for the event is computed stochastically, 45 and the rates for additional movement am recomputed in response to the event. Hence, KMC provides a statistical method for the real time evolution of a surface through the motion of the individual growth units.
In order to apply KMC methods, the position of the energetic minimum, the transition rates, and the processes by which the system may evolve from one minima to the next must be known a nriori. The accuracy of the method is only as good as the processes and rates included into the simulation. This information must come from experiment and/or more detailed quantum mechanical or molecular dynamics simulations.
Molecular dynamics: Metropolis Monte Carlo (MC) and molecular dynamics (MD) calculations have been used to study the structure46947 and dynamical processes48 at crystalsolvent interfaces. This region has long-range (in plane) atomic structure and high ionic concentrations making continuum approximations invalid, but it can be treated using MDiMC methods. However, due to long range electrostatics and chemical equilibrium considerations, the effects of the solvent-solute solution far from the surface needs to be included. Continuum methods for pH and concentrations of interest are well suited to modeling the bulk and the "transition to bulk" (diffuse layer) regions. The bulk solution region controls the chemical potentials whereas the diffuse layer controls the electrostatic potential at the interface.
Under the assumption that the bulk region and diffuse region become uncorrelated from the surface region except for charge neutrality, the effects of the bulk and diffuse regions can be replaced with a set of chemical potentials to model the particle source/sink of the bulk, a fixed sheet of charge to model the diffuse layer, and a soft repulsive interaction to model the remaining short range atomic interactions. The chemical potential can be calculated for a given bulk solution via a chemical equilibrium code using Debye-Huckel theory. The charge on the sheet is fixed by overall charge neutrality. For dynamical properties a tractable approach is to employ a constant pressure, temperature, and particle number MD method with pressure and particle number fixed using the above grand canonical MC method. The MC/MD approach requires a set of potentials to describe the interaction between solvent and solute, solvent and surface, and solute and surface. For many of the interactions of interest, empirical potentials have been developed. 49 Qttantnm chemical calculation will be used to both test and modify these potentials as well as to develop new potentials as needed.
Quantum chemistry: We have developed a method for incorporating solvent effects, including ionic strength, into ab initio electronic structure determinations,50~51 a technique which is directly applicable to solvent-mediated assembly. Briefly, a molecular or solvent-accessible surface surrounds the molecule, providing an interface between the internal region of the molecule and the solvent. An ab initio quantum calculation can then be performed at the 6-31G**/MP2 level of theory which provides the electrostatic fields to be used as the source terms at these surface elements in a Green's function-based Poisson-Boltzmann calculation. This calculation then provides the single-and double layers of induced polarization charge at the molecular surface.
In the next iteration, the quantum calculation is repeated, this time with the induced surface charges from the Poisson-Boltzmann (PB) calculation included in the Hamiltonian. The result is a new set of electric fields at the surface elements which again provide the sources for the PB calculation. Again, the induced surface charges am added to the Hamiltonian. The calculation is iterated until convergence is achieved.
In this way, the electron distribution relaxes in response to the single and double layers of charge, a significantly different approach from classical methods in which the charge distribution is fixed. Whereas these classical methods utilize fixed partial charges obtained. e. g., from vacuumstate quantum calculations, in our method, partial charges can be obtained when required from the fully relaxed electronic charge distribution in the presence of solvent. This method has been applied to the calculation of the free energy of solvation of the carbonate ion, C032-, and found to be in excellent agreement with experiment50
From this procedure we find the potential and electric field at the surface determined by the ab initio calculation in the presence of both single and double layers of charge. We have produced an "object," a Molecular Single and Double Layer (MSDL) containing the relaxed electronic charge distribution and the single and double layers of charge . This MSDL can then be used to determine the potential and electric field outside the molecule, e. g ., at the surface elements of another such MSDL. The electrostatic interaction between the molecules is dependent on molecular orientation, the dielectric constant, ionic strength, and pH of the solution. Each molecular type (amino acid 2,5diketopiperazine) is treated individually in its proper pH-dependent protonation or charge state.
The electrostatic interaction between a large number of these MSDLs is obtained by summing over these single and double layers of surface charge. The problem is amenable to fastmultipole and Greengard-Rocklin algorithms which greatly speed the process of minimization of the total energy of a system of these MSDLs. The MD calculations then provide the path from these fnndamental quantum determinations of interactions to an assembled1 structure through KMC models.
ProDosed work Experimental approach
Our basic experimental strategy is to use AFM to measure the dependencies of step speeds, critical lengths, nucleation rates, terrace widths, and step-step interactions on molecular structure and solution/solute composition. Imaging is performed in a fluid cell where the solution is kept flowing at a rate sufficient to maintain a constant saturation state within the cell. Currently, the temperature inside the fluid cell can be varied over the range of 15-4O"C and controlled to within 05°C. For the proposed work, this range will be extended to lo-90°C through minor modifications to our experimental setup. Additionally, the solutions can be changed "on the fly" without,interrupting the imaging. This allows direct comparison of effects of solution variations.
Individual images provide direct information about step directions and roughness, anisotropies, general morphology, and growth mode (step flow vs. island nucleation). When viewed sequentially, they form movies of the evolving surface morphology. From these movies, the step velocities, nucleation rates and critical step lengths are measured.
In addition to AFM imaging, single crystal X-ray diffractometry will be used to determine crystal structures.
Molecular structure: During the first six months, we will perform measurements of the step velocities and critical lengths as a function of supersaturation and temperature for GLYDKP, the simplest member of the X-DKP family. Given the importance of step-step interactions, we will also determine the dependence of step speed on step spacing and attempt to investigate the dependence of 2D nucleation on terrace width at high supersaturation.
Following completion of the measurements on GLYDKP, we will systematically collect data on each of the other members of the X-DKP family starting with ASPDKP. The presence of the aspartic acid group leads to cross linking of the tapes to form connected nets. The interlayer bonding, however, remains weak. In addition to providing a strong variation in molecular structure and bonding, the functional groups of this molecule bear a strong resemblance to the amino acid additives to be used with CaC03 and make an immediate connection through the QC and MD modeling. We expect that each system will require about six months to fully explore so that work will extend well into the third year of the project.
Solution chemistry: The pure calcite system offers a richness of parameters with which to explore the systematics of solution induced changes in crystal morphology. Our preliminary results are providing a reconnaissance survey of this system over a very limited range of solution chemistries including fixed pH, ionic strength, and aspartic and glutamic acid concentrations. But the variations in morphology and kinetics induced by changes in these factors will provide the best testbed for our theoretical modeling effort to understand the atomistic processes controlling assembly. We will vary the supersaturation from 0.5 to 10, the ratio of { Ca2+} to { CO32-} from 0.1-10000, ionic strength from 0.005 to 0.5 M, the pH from 7.8 to 9.0, and the temperature from 10 to 90°C. The supersaturation determines the driving force for crystallization and by changing it, we change the degree to which the system is out of equilibrium. Varying the ratio of Ca to CO3 provides a way to probe the competition between calcium and carbonate species; the pH determines the ratios of carbonate species (predominately HC03-and CO32-) as well as the surface charge; the ionic strength controls the shielding between charged species; and the temperature determines the degree of molecular mobility. While the general effect of amino acids on morphology and kinetics will be observed during our preliminary work, the first nine months will be primarily devoted to establishing this database for the pure system.
The addition of amino acids to the growth solution provides a way to probe the interaction between organic and inorganic materials. Aspartic acid and glutamic acid have a carboxyl side group which is thought to chelate calcium. Glycine is another amino acid very commonly found in biomineralizing proteins associated with shell formation. While it is not anticipated that the individual amino acids will reproduce the effects of the much more complex proteins, the systematic evaluation of the effects of the components is more likely to reveal the nature of organic controls and provides a more tractable problem for the modeling effort.52 Based on the results of the first phase of research, we will choose solution conditions that represent limits of morphological and kinetic behavior as starting points for a systematic investigation of amino acidcalcite interactions. During the second phase of the project, we will introduce aspartic acid, glutamic acid, and glycine into the system to leam'how the individual amino acids bind to the surface and affect calcite growth morphology and kinetics. Finally, we will determine the effects of peptide chains of poly-aspartic and poly-glutamic acid to look for cooperative effects of regularly spaced functional groups.
Organic templates: In order to investigate the control of amino acid functional groups on nucleation rates and crystal orientation during calcite nucleation, we will use poly-aspartic films 13 as a template for nucleating calcium carbonate crystals. Our approach will mimic that of Berman et al .21 aud Addadi et al.9 in which poly-aspartic acid in the P-pleated sheet conformation is adsorbed onto sulfonated polystyrene substrates. By measuring the dependence of nucleation rate and critical island size on supersaturation, we can determine the activation energy for nucleation and the surface free energy. Initial imaging of this process will be performed during the first nine months, but complete investigation of the kinetics and energetics will occur during the third year of the project.
Theoretical approach
Experimental measurements will be compared directly to the results of kinetic Monte Carlo simulations and analytic models of the growth of calcite and organic solids. Initially, simple rules will be assumed for the energetic barriers and reaction pathways in order to test the effect of atom&tic processes on crystalline morphology (e.g., predominant step orientations, step velocity, and roughness, critical length for growth of a spiral) and provide limits to the various rates dictated by consistency with experimental observation. The rate limiting processes are currently unknown for the systems of interest. The KMC simulations provide a testing ground for possibilities that will be examined more closely with atomistic simulations and electronic structure investigations. In turn, the KMC simulations test the effect of the processes derived from the fundamental models of the crystal solution interface.
Because much of the underlying physics and chemistry is common to assembly of both the calcite and X-DJSP systems, we restrict our discussion to one system, but it has immediate relevance to the other. The calcite surface has two types of straight step edges (described by either an obtuse or acute bond angle with the layer below) and four types of kinks. In studies of dissolution$4 this has been modeled as a cubic system consisting of only one species, three kink energies (two of the four kink types are expected to be close in energy), and a kink pair formation energy (removal of a single unit from the step edge). Reasonable agreement was obtained between simulations and experiment for the dependence of step velocity on the size of an etch pit while reproducing the extremely straight steps observed in AFM images.44 A similar model will be applied to set a bound on the relative rates of double kink nucleation and the growth rate of kinks. Unlike dissolution, however, transport of material to the step can be the rate limiting process. Ions can attach directly to the kink sites from solution or by diffusing to the kink sites along the surface. The relative importance of direct attachment and surface diffusion is currently unknown. However, the dependence of step velocity on step separation and supersaturation will give insight into which path dominates the kinetics. Simulated surfaces will be constructed which accurately represent the structure of the crystal surface and the large anisotropies of bonding that occur for these molecular solids. The following set of assumptions will be made for the early simulations: (1) The concentration of ionic species in the solution above the surface is uniform (well stirred).
(2) The adsorption rate has an Arrhenius form with a prefactor proportional to the concentration of the species in solution. The activation barrier for attachment is expected to depend on the structure of the surface. (3) Energetic barriers for ions (molecules) to detach from the surface oE diffuse along the surface are proportional to the number of nearest neighbors, the type of nearest neighbor, and the direction of the bonds (accounting for anisotropies). The equilibrium concentration of species at the surface results from the balance of attachment and detachment. This set of assumptions is consistent with growth being surface reaction limited. The barrier to attachment may be caused by the necessity to break a bond or by the presence of an ordered liquid layer at the surface. Quantum-chemical calculations coupled to solutions of the Poisson-Boltzmann equation (QM-PB) will provide insight into the details of this barrier.
The atomic studies will first consider equilibrium structure of the crystal surface and, in particular, how this structure changes with changes in the bulk solution and/or solute structure. The influence of the bulk solution on the surface will he included via chemical potentials found using a multi-component chemical equilibrium code (CHEQ) and Debye-Huckel theory. With these chemical potentials, grand canonical MC methods will be used to find the structure of surfaces under solution. The effects of ionic concentration and pH will be determined for both flat and stepped surfaces.
These equilibrium structures will be used as a starting point to understand the dynamics. Using the Quantum mechanical-Poisson-Boltzmann a preach, critical positions in the energy E landscape will be explored to find adsorption sites and li ely diffusion paths along the surface. To directly investigate the dynamical process, constant pressure, temperature, and particle number MD will be used to explore adsorption/desorption process, diffusion along the surface as well as step edges, and the role of collaborative effects in these process.
One of the differentiating strengths of the proposed work is the ability to calculate intermolecular potentials and interactions with charged and polarizable surfaces from first principles. It is well known that results derived from molecular dynamics calculations are only as good as the potentials on which they are based. "Small" molecules (up to -50 atoms) are amenable to ab initio techniques; we have developed the capability of using these techniques for molecules in the presence of a solvent electrolyte, including ionic strength effects (salt), and interacting with charged, polar&able surfaces. These fundamental interactions will be the starting point for our molecular dynamics calculations.
The effect of organic molecules on the solvent-mediated growth morphology and kinetics of step migration and pinning of an inorganic solid is expected to involve a covalent interaction. The incoming foreign molecule may form bonds with Ca %I-and CO32-constituents at critical sites along the step. Furthermore, the organic molecule does not impinge upon a perfect CaC03 lattice, but upon a structure which has been electrostatically charged by exposure to an aqueous environment. We do not know on an atomic scale how the surface charge develops on a carbonate, but recognize, e. g., that protons in water may readily interact with C032-surface ions and that Ca2+ ions will readily interact with OH-to form covalent bonds. The evolution of surface charge and the adsorption of organics require an extension of the methods described above. We will follow the method which was applied to the adsorption of a Cl-ion on Al203 (alumina) in an electrolyte. 51 There it was found that these polarization effects can reduce the binding energy of the Cl-and that a charged defect can displace the minimum and well depth of an adsorbing Cl-.
A crystal lattice will be generated and an atomic surface (thousands of atoms) constructed. An incoming molecule will interact chemically with neighboring ions in the lattice; that is, there is a redistribution of electrons in the neighboring environment which can only be understood quantum mechanically. Beyond this region, polarization and atomic rearrangement effects may influence the behavior of the incoming molecule, effects which may be treated by atomic and continuum methods. Here, we will surround the molecule and its immediate neighboring Ca2+ and C032-constituents with a virtual molecular surface, a two dimensional interface which encapsulates the quantum region, separating it from a polarizable dielectric continuum. The surface will be discretized into boundary elements as described above, but the elements of that surface will appropriately interface with the dielectric constant of the lattice or to the solvent.
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