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Abstract
It is well known that the main difﬁculty in solving eigenvalue problems under shape
deformation relates to the continuation of multiple eigenvalues of the unperturbed
conﬁguration. These eigenvalues may evolve, under shape deformation, as separated, distinct
eigenvalues, and the splitting may only become apparent at high orders in their Taylor
expansion. In this paper, we address the splitting problem in the evaluation of resonant and
scattering frequencies of the two-dimensional Laplacian operator under boundary variations
of the domain. By using surface potentials we show that the eigenvalues are the characteristic
values of meromorphic operator-valued functions that are of Fredholm type with index 0. We
then proceed from the generalized Rouche´’s theorem to investigate the splitting problem.
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1. Introduction
The properties of eigenvalue problems under shape deformation have been the
subject of comprehensive studies [8,12,5,6], and the area continues to carry great
importance to this day [13]. A substantial portion of these investigations relate to
properties of smoothness of eigenfunctions with respect to boundary perturbations.
Recently, Bruno and Reitich have presented in [4] explicit constructions of high-
order boundary perturbation expansions for eigenelements. Their algorithm is based
on certain properties of joint analytic dependence on the boundary perturbations
and spatial variables of the eigenfunctions. The main difﬁculty in solving eigenvalue
problems relates to the continuation of multiple eigenvalues of the unperturbed
conﬁguration. These eigenvalues may evolve, under shape deformation, as separated,
distinct eigenvalues, and this splitting may only become apparent at high orders in
their Taylor expansion.
In this paper, we address this splitting problem in the evaluation of resonant and
scattering frequencies of the Laplacian operator under boundary variations of the
domain. By using surface potentials we show that the eigenvalues are the
characteristic values of meromorphic operator-valued functions that are of
Fredholm type with index 0. We then proceed from the generalized Rouche´’s
theorem to construct their complete asymptotic expressions and investigate the
splitting problem. The main idea of our method is to reduce, by using the generalized
Rouche´’s theorem, the eigenvalue problem to a matrix problem (on a ﬁnite-
dimensional space).
Our results in this paper are closely connected with the work of Bruno and
Reitich [4]. A key difference in our work is the approach: we develop a boundary
integral approach with rigorous justiﬁcation based on the generalized Rouche´’s
theorem.
2. Problem formulation
Let gðtÞ : ½0; 2p-R2 and zðtÞ : ½0; 2p-R2 be two analytic, 2p-periodic
functions satisfying jg0ðtÞj4C for all tA½0; 2p; where C is a positive constant. We
introduce
gaðtÞ ¼ gðtÞ þ azðtÞ; aAR:
With this deﬁnition, ðt; aÞ/gaðtÞ is an analytic function on ½0; 2p 
 R; 2p-periodic
in the variable t and satisﬁes 2jg0aðtÞj4C for any a such that 2jajjz0ðtÞjC0ð½0;2pÞoC:
We consider the bounded domain Oa in R2 with boundary @Oa parameterized by
the function gaðtÞ:
@Oa ¼ fgaðtÞ; tA½0; 2pg:
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In this paper, we deal with the asymptotics of eigenvalues and eigenfunctions
associated with the following eigenvalue problems:
DUðaÞ þ l2ðaÞUðaÞ ¼ 0 in Oa;
UðaÞ ¼ 0 on @Oa
(
ð1Þ
and
DVðaÞ þ l2ðaÞVðaÞ ¼ 0 in Oa;
@naVðaÞ ¼ 0 on @Oa:
(
ð2Þ
Here @na is the derivative along the outer unit normal to Oa:
It is well known that the operator D on L2ðOaÞ with domain H2ðOaÞ-H10 ðOaÞ is
self-adjoint with compact resolvent. Consequently, its spectrum consists entirely of
isolated, real and positive eigenvalues with ﬁnite multiplicity, and there are
corresponding eigenfunctions which make up an orthonormal basis of L2ðOaÞ:
Similarly, the operator D on L2ðOaÞ with domain fVAH2ðOaÞ; @naV ¼ 0 on @Oag
is self-adjoint with compact resolvent but only its eigenvalues different from 0 are
isolated. Throughout this paper, the eigenvalues of (1) (respectively (2)) will be called
the resonant frequencies of (1) (respectively (2)).
We will also address the resonance problems:
Du þ l2u ¼ 0 in R2\Oa;
u ¼ 0 on @Oa;
grad u:
x
jxj  ilu

 ¼ o 1=jxj12
 
as jxj-N
8>><
>>:
ð3Þ
and
Dv þ l2v ¼ 0 in R2\Oa;
@nav ¼ 0 on @Oa;
grad v:
x
jxj  ilv

 ¼ o 1=jxj12
 
as jxj-N:
8>><
>>:
ð4Þ
We deﬁne the scattering frequencies of (3) (respectively (4)) the frequencies l for
which problem (3) (respectively (4)) has a nontrivial solution. By extending our
approach for treating the eigenvalue problem (1) we will investigate the splitting of
the scattering frequencies and derive their asymptotic expansions under boundary
perturbations.
Let l2040 denote an eigenvalue of the eigenvalue problem (1) (resp. (2)) for a ¼ 0
with geometric multiplicity m: There exists a small constant e040 such that l
2
0 is the
unique eigenvalue of (1) (resp. (2)) for a ¼ 0 in the set fl2; lADe0ðl0Þg; where De0ðl0Þ
is a disc of center l0 and radius e0: Let us call the l0-group the totality of the
ARTICLE IN PRESS
H. Ammari, F. Triki / J. Differential Equations 202 (2004) 231–255 233
perturbed eigenvalues of (1) for a40 (resp. (2)) generated by splitting from l0: The
following analyticity result is well known [8].
Theorem 2.1. There exits a040 such that for jajoa0; the l0-group consists of m
eigenvalues, liðaÞ; i ¼ 1;y; m (repeated according to their multiplicity). Moreover,
they are analytic functions with respect to a satisfying lið0Þ ¼ l0; i ¼ 1;y; m: The
normalized eigenfunctions associated to the l0-group of eigenvalues are analytic and
their values at 0 are m linearly independent solutions of the unperturbed eigenvalue
problem.
Classical regularity results and the previous theorem imply that the eigenfunctions
associated to the l0-group of eigenvalues are separately analytic in the small
parameter a and the spatial variable x: By an integral equation technique we will also
establish the joint analytic dependence of these functions with respect to ðx; aÞ: As it
is well known, joint analyticity does not follow from separate real analyticity
properties.
3. The Generalized Rouche´’s theorem
For convenience we recall in this section the main results of Ghoberg and Sigal in
[7].
3.1. Notations and definitions
LetH andH0 be two Banach spaces and let LðH;H0Þ be the algebra of all bounded
valued functions acting from H into H0:
Let l0 be a ﬁxed complex value in C: We denote by AðlÞ an operator-valued
function acting from Deðl0Þ into LðH;H0Þ; where Deðl0Þ is a disc of center l0 and
radius e40:
l0 is called a characteristic value of AðlÞ if
(i) AðlÞ is holomorphic in some neighborhood of l0; except possibly at this point
itself.
(ii) There exists a vector valued function fðlÞ: Deðl0Þ-H holomorphic at l0 and
veriﬁes fðl0Þa0; such that AðlÞfðlÞ is a holomorphic at l0 and vanishes at this
point. fðlÞ is called a root function of AðlÞ associated to l0 and the vector
f0 ¼ fðl0Þ is called an eigenvector. The closure of the linear set of eigenvectors
corresponding to l0 is denoted by KerAðl0Þ:
Suppose that l0 is a characteristic value of the function AðlÞ and fðlÞ is a root
function satisfying (ii). Then there exists a number mðfÞX1 and a vector valued
ARTICLE IN PRESS
H. Ammari, F. Triki / J. Differential Equations 202 (2004) 231–255234
function cðlÞ: Deðl0Þ-H holomorphic such that
AðlÞfðlÞ ¼ ðl l0ÞmðfÞcðlÞ;
cðl0Þa0:
The number mðfÞ is called the multiplicity of the root function fðlÞ: Let f0 be an
eigenvector corresponding to l0 and let
Rðf0Þ ¼ fmðfÞ : fðlÞ is a root function such fðl0Þ ¼ f0g:
Then by rank of f0 we mean rankðf0Þ ¼ maxRðf0Þ: Suppose that n ¼
dim KerAðl0ÞoþN and that the ranks of all vectors in KerAðl0Þ are ﬁnite. A
system of eigenvectors fj0; j ¼ 1;y; n; is called a canonical system of eigenvectors of
AðlÞ associated to l0 if the ranks possess the following property: rankðfj0Þ is the
maximum of the ranks of all eigenvectors in some direct complement in
dim KerAðl0Þ of the linear span of the vectors f10;y;fj10 : Let rj ¼ rankðfj0Þ: Then
ðrjÞj determines the function AðlÞ uniquely. We call
NðAðl0ÞÞ ¼
Xn
j¼1
rj ;
the null multiplicity of the characteristic value l0 of AðlÞ:
If l0 is not a characteristic value of AðlÞ we put NðAðl0ÞÞ ¼ 0:
Suppose that A1ðlÞ exists and holomorphic in some neighborhood of l0; except
possibly at this point itself. Then the number
MðAðl0ÞÞ ¼ NðAðl0ÞÞ  NðA1ðl0ÞÞ;
is called the multiplicity of the characteristic value l0 of AðlÞ: Suppose that l1 is a
pole of the operator valued function. The Laurent expansion ofAðlÞ in l1 is given by
AðlÞ ¼
X
jXs
ðl l1ÞjAj:
If in the last expression the operators Aj; j ¼ 1;y; s; are ﬁnite dimensional, then
AðlÞ is called finitely meromorphic at l1:
The operator-valued function AðlÞ is said to be of Fredholm type at the point l1 if
the operator A0 in the last expansion is a Fredholm operator.
If AðlÞ is holomorphic at the point l0 and the operator Aðl0Þ is invertible, then l0
is called a regular point of AðlÞ:
3.2. Main results
The point l0 is called a normal point ofAðlÞ if there exists a constant 0oe0pe such
that AðlÞ is ﬁnitely meromorphic and of Fredholm type at l0 and all the points of
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De0ðl0Þ  fl0g are regular for AðlÞ; where De0ðl0Þ is a disc of center l0 and radius
e040:
Lemma 3.1. Every normal point l0 of AðlÞ is a normal point of A1ðlÞ:
Let @De0 be the contour bounding the domain De0ðl0Þ: An operator-valued
function AðlÞ which is ﬁnitely meromorphic and of Fredholm type in De0ðl0Þ and
continuous at @De0 is called normal with respect to @De0 if the operator AðlÞ is
invertible in De0ðl0Þ; except for a ﬁnite number of points of De0ðl0Þ which are normal
points of AðlÞ: Now, if AðlÞ is normal with respect to the contour @De0 and li;
i ¼ 1;y; s; are all its characteristic values and poles lying in De0ðl0Þ; we put
MðAðlÞ; @De0Þ ¼
Xs
i¼1
MðAðliÞÞ:
Theorem 3.1. Suppose that the operator-valued AðlÞ is normal with respect to @De0
then we have
MðAðlÞ; @De0Þ ¼
1
2ip
tr
Z
@De0
A1ðlÞ d
dl
AðlÞ dl:
The operator generalization of Rouche´’s theorem is stated below.
Theorem 3.2. Let AðlÞ be an operator-valued function which is normal with respect to
@De0 : If an operator-valued function SðlÞ which is finitely meromorphic in De0ðl0Þ and
continuous at @De0 satisfies the condition
jA1ðlÞSðlÞjLðH;HÞo1; lA@De0 ;
then AðlÞ þ SðlÞ is also normal with respect to @De0 ; and
MðAðlÞ; @De0Þ ¼ MðAðlÞ þ SðlÞ; @De0Þ:
The generalization of Steinberg theorem is given by:
Theorem 3.3. Suppose that AðlÞ is an operator-valued function which is finitely
meromorphic and of Fredholm type in the domain De0ðl0Þ: If the operator AðlÞ is
invertible at one point of De0 ; then AðlÞ has a bounded inverse for all lADe0 ; except
possibly for certain isolated points.
Finally, the following result shows central.
Theorem 3.4. Suppose that AðlÞ is an operator-valued function which is normal with
respect to @De0 : Let f ðlÞ be a scalar function which is analytic in De0ðl0Þ and
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continuous in De0ðl0Þ: Then,
1
2ip
tr
Z
@De0
f ðlÞA1ðlÞ d
dl
AðlÞ dl ¼
Xs
j¼1
MðAðljÞÞf ðljÞ;
where lj; j ¼ 1;y; s are all the points in De0ðl0Þ which are either poles or
characteristic values of AðlÞ:
4. Boundary integral formulation
We now develop a boundary integral formulation for solving the eigenvalue
problems (1) and (2) and the resonance problems (3) and (4). The integral equations
applying to these problems will be obtained from a study of the following operators,
called single- and double-layer potentials, respectively:
SlðlÞf ðxÞ ¼
Z
@Oa
Fðl; jx  yjÞf ðyÞ dsðyÞ; xAR2\@Oa;
DlðlÞf ðxÞ ¼
Z
@Oa
@naðyÞFðl; jx  yjÞf ðyÞ dsðyÞ; xAR2\@Oa;
where Fðl; jx  yjÞ is the Green’s function of the Helmholtz equation with the
outgoing radiation condition:
Fðl; jx  yjÞ ¼ i
4
H
ð1Þ
0 ðljx  yjÞ:
Here H
ð1Þ
0 ðzÞ is the Hankel function of the ﬁrst kind and of order 0. For fACNð@OaÞ;
or even fAL1ð@OaÞ; the functions SlðlÞf and DlðlÞf are well deﬁned and smooth for
xAR2\@Oa: For such f ; xA@Oa; we denote by fþðxÞ and fðxÞ the limits of f ðyÞ as
y-x; from yAOa and yAR2\Oa; respectively, when these limits exist. It is a well-
known classical result that, for xA@Oa;
SlðlÞfþðxÞ ¼ SlðlÞfðxÞ ¼ SðlÞf ðxÞ
and
DlðlÞf7ðxÞ ¼71
2
f ðxÞ þ 1
2
NðlÞf ðxÞ;
where SðlÞ and NðlÞ are pseudo-differential operators of order 1 given by
SðlÞf ðxÞ ¼
Z
@Oa
Fðl; jx  yjÞf ðyÞ dsðyÞ; xA@Oa;
NðlÞf ðxÞ ¼ 2
Z
@Oa
@naðyÞFðl; jx  yjÞf ðyÞ dsðyÞ; xA@Oa:
ARTICLE IN PRESS
H. Ammari, F. Triki / J. Differential Equations 202 (2004) 231–255 237
Throughout this paper, we use for simplicity the notation Hspð0; 2p½Þ ¼
HsðR=0; 2p½Þ; for sAR; where HsðR=0; 2p½Þ denotes the classical Sobolev Hs-space
on the quotient R=0; 2p½:
By change of variables and use of integral equations the following important result
immediately holds from Taylor [14]. See also [11].
Proposition 4.1. Let AaðlÞ: H1=2p ð0; 2p½Þ-H1=2p ð0; 2p½Þ and BaðlÞ: H1=2p ð0; 2p½Þ-
H
1=2
p ð0; 2p½Þ be defined as follows:
AaðlÞf ðtÞ ¼ ðSðlÞf ðg1a ÞÞðgaðtÞÞ
¼
Z 2p
0
Fðl; jgaðtÞ  gaðsÞjÞjg0aðsÞjf ðsÞ ds for f ðtÞAH1=2p ð0; 2p½Þ;
BaðlÞgðtÞ ¼ 1
2
gðg1a Þ þ
1
2
NðlÞgðg1a Þ
 
ðgaðtÞÞ
¼ 1
2
gðtÞ þ i
4
Z 2p
0
ðHð1Þ0 Þ0ðljgaðtÞ  gaðsÞjÞga0ðsÞ 
gaðtÞ  gaðsÞ
jgaðtÞ  gaðsÞj
gðsÞ ds
for gðtÞAH1=2p ð0; 2p½Þ:
Then the operator-valued functions AaðlÞ and BaðlÞ are Fredholm analytic with index 0
in C\iR: Moreover, A1a ðlÞ and B1a ðlÞ are meromorphic functions and their poles are
in fIzp0g: The pure complex poles are precisely the scattering frequencies of (3) and
(4) while the real ones are precisely the resonant frequencies of (1) and (2), respectively.
From now on we will focus our attention on solving the eigenvalue problem (1)
and the resonance problem (3). Similar results can be obtained for those
corresponding to the Neumann boundary condition (2) and (4) with only minor
modiﬁcations of the arguments and techniques presented here.
5. Joint analyticity of kernels
Regarding the form of the operator Aa we shall now prove the following
proposition using the argument of Millar [10]. The following results will show useful
in Section 6.
Proposition 5.1. There exists a constant Z40 and a complex neighborhood V of 0 such
that for every function fðt; aÞAH1=2p ð0; 2p½Þ analytic in fjIðtÞjpZg 
 V; the function
AaðlÞfðt; aÞAH1=2p ð0; 2p½Þ is analytic with respect to ðt; lÞ in fjIðtÞjpZg 
 V 

Deðl0Þ where Deðl0Þ is a disc of center l0 and radius e:
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The proof of this proposition relies heavily on the work of Bruno and Reitich [3].
See also [2]. We ﬁrst show that the kernel of AaðlÞ has the following form.
Lemma 5.1. There exist positive numbers e; r; Z; and b such that the kernel of the
operator AaðlÞ has the form
i
4
H
ð1Þ
0 ðljgaðtÞ  gaðsÞjÞjga0ðsÞj
¼  1
2p
X1
p¼1
logðjt  s  2ppjÞhðl2jgaðtÞ  gaðsÞj2Þjga0ðsÞj þ kðt; s; a; lÞ
for ðt; s; a; lÞAJ-fIðtÞ ¼ 0g-fIðsÞ ¼ 0g-fIðaÞ ¼ 0g; seft; t þ 2p; t  2pg; where
hðzÞ is an analytic function in C; and kðt; s; a; lÞ is analytic with respect to ðt; s; a; lÞ in
J: Here we have put J ¼ fjIðtÞjpZ; jIðsÞjpZ; jajpb; lADeðl0Þ;rpRðtÞp2pþ
r;rpRðsÞp2pþ rg:
Proof. Since
i
4
H
ð1Þ
0 ðljgaðtÞ  gaðsÞjÞjga0ðsÞj
¼  1
2p
logðljgaðtÞ  gaðsÞjÞhðl2jgaðtÞ  gaðsÞj2Þjga0ðsÞj
þ f ðl2jgaðtÞ  gaðsÞj2Þjga0ðsÞj;
where f ðzÞ and hðzÞ are entire functions, it immediately follows that
i
4
H
ð1Þ
0 ðljgaðtÞ  gaðsÞjÞjga0ðsÞj
¼  1
2p
X1
p¼1
logðjt  s  2ppjÞhðl2jgaðtÞ  gaðsÞj2Þjga0ðsÞj
 1
2p
logðlÞhðl2jgaðtÞ  gaðsÞj2Þjga0ðsÞj þ f ðl2jgaðtÞ  gaðsÞj2Þjga0ðsÞj
 1
2p
log
jgaðtÞ  gaðsÞj
jt  s  2pjjt  s þ 2pjjt  sj
 
hðl2jgaðtÞ  gaðsÞj2Þjga0ðsÞj:
Thus, if we set
kðt; s; a; lÞ
¼  1
2p
logðlÞhðl2jgaðtÞ  gaðsÞj2Þjga0ðsÞj þ f ðl2jgaðtÞ  gaðsÞj2Þjga0ðsÞj
 1
2p
log
jgaðtÞ  gaðsÞj
jt  s  2pjjt  s þ 2pjjt  sj
 
hðl2jgaðtÞ  gaðsÞj2Þjga0ðsÞj;
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then the latter formula for the kernel i
4
H
ð1Þ
0 ðljgaðtÞ  gaðsÞjÞjga0ðsÞj becomes
i
4
H
ð1Þ
0 ðljgaðtÞ  gaðsÞjÞjga0ðsÞj
¼  1
2p
X1
p¼1
logðjt  s  2ppjÞhðl2jgaðtÞ  gaðsÞj2Þjga0ðsÞj þ kðt; s; a; lÞ;
where, there exist positive numbers e; r; Z; and b; such that kðt; s; a; lÞ is an analytic
function with respect to ðt; s; a; lÞ in the set J as deﬁned in the theorem. This ends the
proof of the lemma. &
We are now ready to proceed with:
Proof of Proposition 5.1. The central difﬁculty to prove the analytic propriety of the
operator Aa comes from the spatial regularity of its kernel. We show that
logarithmic singularity of the kernel of AaðlÞ is independent of the parameter a:
Recall that
AaðlÞfðt; aÞ ¼ i
4
Z 2p
0
H
ð1Þ
0 ðljgaðtÞ  gaðsÞjÞjg0aðsÞjfðs; aÞ ds:
Let us introduce
Fðt; a; lÞ ¼ 1
2p
Z 2p
0
X1
p¼1
logjt  s  2ppjhðl2jgaðtÞ  gaðsÞj2Þfðs; aÞjga0ðsÞj ds:
By a change of variables this function can be rewritten as follows:
Fðt; a; lÞ ¼ 1
2p
Z 4p
2p
logjt  sjhðl2jgaðtÞ  gaðsÞj2Þfðs; aÞjga0ðsÞj ds:
Upon integrating by parts, we obtain that
Fðt; a; lÞ ¼ logðjt  4pjÞcðt; 4p; a; lÞ
 logðjt þ 2pjÞcðt;2p; a; lÞ 
Z 4p
2p
cðt; s; a; lÞ
jt  sj ds;
where
cðt; s; a; lÞ ¼ 1
2p
Z s
t
hðl2jgaðtÞ  gaðqÞj2Þfðq; aÞjga0ðqÞj dq:
Clearly, Fðt; a; lÞ can be extended to a complex analytic function in C
 V 

Deðl0Þ: Furthermore, from the following identity
AaðlÞfðt; aÞ ¼ Fðt; a; lÞ þ
Z 2p
0
kðt; s; a; lÞfðs; aÞ ds;
applying Lemma 5.1 yields the desired result. &
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6. Characteristic values
We will use, as we said earlier in the introduction, the generalized Rouche´’s
theorem. From Proposition 4.1 we know that if l20 is an eigenvalue of (1) then l0 is a
characteristic value of A0ðlÞ: Moreover, for e0 small enough, the function A10 ðlÞ is
meromorphic in De0ðl0Þ; where De0ðl0Þ the disc of center l0 and radius e0; and l0 is
its unique pole in De0 :
Our main results in this section are summarized in the following theorem.
Theorem 6.1. There exists a positive constant a0ðe0Þ such that for jajoa0; the
operator-valued function l/AaðlÞ has exactly m characteristic values ðliðaÞÞi
(counted according to their multiplicity) in De0ðl0Þ: These characteristic values form
the l0-group associated to the perturbed eigenvalue problem (1), and are analytic with
respect to a in   a0; a0½: They satisfy lið0Þ ¼ l0; for i ¼ 1;y; m: Moreover, if
ð#liðaÞÞsai¼1 denotes the set of distinct values of ðliðaÞÞmi¼1 then the following assertions
hold:
MðAaðlÞ; @De0Þ ¼
Psa
i¼1
MðAað#liðaÞÞÞ ¼ m;
A1a ðlÞ ¼
Psa
i¼1
ðl ð#liðaÞÞ1ciðaÞ þ RaðlÞ;
ciðaÞ : KerðAaðð#liðaÞÞÞ-KerðAaðð#liðaÞÞÞ;
8>>><
>>>:
ð5Þ
where RaðlÞ is a holomorphic function with respect to ða; lÞA  a0; a0½
De0ðl0Þ:
We ﬁrst recall that m is the geometric multiplicity of l20 as an eigenvalue of the
eigenvalue problem (1). Proposition 5.1 implies that AaðlÞ is an analytic operator-
valued function with respect to ða; lÞAR
 De0ðl0Þ: Then there exists a constant
a0ðe0Þ40 such that for any a lying in   a0; a0½ the following holds:
jðAaðlÞ  A0ðlÞÞA10 ðlÞjLðH1=2p ;H1=2p Þo1; 8lA@De0ðl0Þ: ð6Þ
It then follows from the generalized Rouche´’s theorem that AaðlÞ is invertible on
@De0 and has sa characteristic values ð#liðaÞÞi in De0ðl0Þ which are (obviously) the
poles of the function A1a ðlÞ in the disc De0ðl0Þ: Thus, with the deﬁnitions introduced
earlier, the following holds:
MðAaðlÞ; @De0Þ ¼
Xsa
i¼1
MðAað#liðaÞÞÞ ¼ MðA0ðlÞ; @De0Þ ¼ MðA0ðl0ÞÞ:
Using Theorem 6.1 and Proposition 5.1 it can now be easily seen that the set of these
characteristic values form precisely the l0-group of eigenvalues introduced in the last
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section, i.e. ð#liðaÞÞi  ðliðaÞÞi: Hence they are analytic in the variable a: Notice that
in general we have MðA0ðl0ÞÞXdim KerA0ðl0Þ ¼ m:
In order to prove now (5) (for a ¼ 0) we will use the following result.
Lemma 6.1. Any eigenvalue of problem (1) is a simple pole of A10 ðlÞ:
Let l20 be an eigenvalue of (1). Let u0 be an associated eigenfunction normalized in
L2ðO0Þ: From integration by parts we know that @nu0 is in fact a chara-
cteristic function of the operator-valued function l/A0ðlÞ corresponding to
characteristic value l0; i.e. A0ðl0Þ@n0u0 ¼ 0 on @O0: Let us deﬁne fðlÞ to be a
root function of A0ðlÞ corresponding to ðl0; @n0u0Þ; it is holomorphic in De0ðl0Þ;
fðl0Þ ¼ @nu0 and satisﬁes the identity A0ðlÞfðlÞjl¼l0 ¼ 0: The multiplicity of fðlÞ is
the order of l0 as a zero of A0ðlÞfðlÞ: But it is well known that the order of l0 as a
pole of A10 ðlÞ is precisely the maximum of the ranks of the eigenvectors in
KerA0ðl0Þ: Then it sufﬁces to show that the rank of an arbitrary eigenvector is equal
to one.
Let us write: A0ðlÞfðlÞ ¼ ðl2  l20ÞcðlÞ; where cðlÞ is a holomorphic function in
H1=2ð@O0Þ: For lADe0ðl0Þ; we denote by uðlÞ the unique solution of ðDþ l2ÞuðlÞ ¼
0 in O0 with the boundary condition uðlÞ ¼ cðlÞg1 on @O0: By a simple integration
by parts over O0 we ﬁnd that
Z
O0
uðlÞu0 dx ¼ðl2  l20Þ1
Z
@O0
uðlÞ@n0u0 dsðxÞ
¼
Z
@O0
cðlÞ@n0u0 dsðxÞ;
which immediately implies that
Z
@O0
cðl0Þ@n0u0 dsðxÞ ¼
Z
O0
ju0j2 dx ¼ 1;
since
R
O0 uðlÞu0 dx is holomorphic in De0ðl0Þ: Therefore, jcðl0Þj
2
L2ð@O0Þa0 and thus,
the function cðl0Þ is nontrivial. &
We are now ready to proceed with:
Proof of Theorem 6.1. It is clear that MðA0ðl0ÞÞ ¼ m: Furthermore, we have the
Laurent expansion
A10 ðlÞ ¼ ðl l0Þ1c0 þ R0ðlÞ; ð7Þ
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where c0 ¼
Ps0
i¼1cið0Þ and R0ðlÞ is a holomorphic function. From decomposition (7)
we obtain
c0A0ðl0Þ ¼ 0 in LðH1=2p ð0; 2p½Þ; H1=2p ð0; 2p½ÞÞ;
A0ðl0Þc0 ¼ 0 in LðH1=2p ð0; 2p½Þ; H1=2p ð0; 2p½ÞÞ:
It follows that c0 : KerA0ðl0Þ-KerA0ðl0Þ: But from the properties of the
Green’s function Fðl; jx  yjÞ we know that
KerA0ðl0Þ ¼ KerA0ðl0Þ:
Note that by the same arguments we can prove that ðliðaÞÞi are also simple poles of
A1a ðlÞ and MðAaðliðaÞÞ ¼ dim KerAaðliðaÞÞ; for i ¼ 1;y; m: Moreover, we have
A1a ðlÞ ¼
Psa
i¼1
ðl #liðaÞÞ1ciðaÞ þ RaðlÞ;
ciðaÞ : KerðAað#liðaÞÞÞ-KerðAað#liðaÞÞÞ;
where RaðlÞ is a holomorphic function which completes the proof of the
theorem. &
We now investigate the properties of the characteristic functions corresponding to
the l0-group. In this connection we have the following:
Theorem 6.2. The operator PiðaÞ ¼ ciðaÞ@lAað#liðaÞÞ is an orthogonal projector from
H
1=2
p ð0; 2p½Þ into KerAað#liðaÞÞ; for iAf1;y; sag:
Proof. It sufﬁces to prove the result only for a ¼ 0: From (7) we immediately obtain
I  Pð0Þ ¼R0ðl0ÞA0ðl0Þ;
Pð0Þ ¼ c0@lA0ðl0Þ:
Since ðI  Pð0ÞÞPð0Þ ¼ 0 the Residue theorem yields
Pð0Þ ¼ 1
2ip
Z
@De0
A10 ðlÞ@lA0ðlÞ dl:
But KerA0ðl0Þ ¼ KerA0ðl0Þ: Thus, Pð0Þ ¼ Pð0Þ and the proof of the theorem is
complete. &
Based on the generalized Rouche´’s theorem we are now ready to derive in the next
section asymptotic formulae for the characteristic elements of AaðlÞ:
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7. Asymptotic expansions
Our strategy for deriving asymptotic expansions of the perturbations in a multiple
eigenvalue l0 with multiplicity m that are due to boundary deformations relies on
ﬁnding a polynomial of degree m; with a-analytic coefﬁcients, such that its zeros are
precisely the perturbations ðliðaÞ  l0Þi: We then obtain complete asymptotic
expansions of the perturbations in the eigenvalues by computing the Taylor series of
the polynomial coefﬁcients. By the generalized Rouche´’s theorem we give the
complete expansion of the normal derivatives of the eigenfunctions of (1). Finally,
using integral equations together with the joint analyticity of the kernel of the
operator Aa we calculate the asymptotic expressions of the eigenfunctions
themselves.
Let, for kAN; akðaÞ denote:
akðaÞ ¼ 1
2ip
tr
Z
@De0
ðl l0ÞkA1a ðlÞ@lAaðlÞ dl:
The functions ðakðaÞÞkAN are analytic in a complex neighborhood of 0 and satisfy:
akðaÞ ¼ akð%aÞ: The following result holds.
Theorem 7.1. There exists a polynomial-valued function a/QaðlÞ of degree m;
analytic in   a0; a0½ and of the form:
QaðlÞ ¼ lm þ c1ðaÞlm1 þ?þ ckðaÞlmk þ?þ cmðaÞ ð8Þ
such that the perturbations ðliðaÞ  l0Þi are precisely its zeros. The polynomial
coefficients are given by
ckðaÞ ¼ cˆkða1ðaÞ;y; akðaÞÞ; ð9Þ
where cˆkða1;y; akÞ is a holomorphic and universal function from Ck into C;
independent of the multiplicity m and can be computed by the following recurrence
relation:
cˆkða1;y; akÞ ¼  1
k
Xk
i¼1
ðliðaÞ  l0Þcˆk1ða1  ðliðaÞ  l0Þ;y; aj  ðliðaÞ
 l0Þj;y; ak1  ðliðaÞ  l0Þk1Þ; ð10Þ
with cˆ1ða1Þ ¼ a1: In particular, we have: cˆ2ða1; a2Þ ¼ ða21  a2Þ=2; and cˆ3ða1; a2; a3Þ ¼
ða31  a3Þ=3 a1ða21  a2Þ=2:
Note that in order to compute ckðaÞ we need only to know the values of aiðaÞ; for
i ¼ 1;y; k: We also note that the analyticity of the zeros of QaðlÞ with respect to the
parameter a is a nontrivial task. An immediate consequence of the latter theorem is
ARTICLE IN PRESS
H. Ammari, F. Triki / J. Differential Equations 202 (2004) 231–255244
that we can explicitly compute the perturbed eigenvalues ðliðaÞÞi when the
multiplicity mp4:
The proof of the latter theorem is essentially based on the following lemma which
is a direct application of the generalized Rouche´’s theorem.
Lemma 7.1. Let f ðlÞ be a holomorphic function in De0ðl0Þ: Then we have
1
2ip
tr
Z
@De0
f ðlÞA1a ðlÞ@lAaðlÞ dl ¼
Xsa
i¼1
f ð#liðaÞÞMðAað#liðaÞÞÞ:
Proof of Theorem 7.1. In order to prove this theorem we introduce the functions:
fkðlÞ ¼ ðl l0Þk which are holomorphic in De0ðl0Þ to get
akðaÞ ¼
Xsa
i¼1
ð#liðaÞ  l0ÞkMðAað#liðaÞÞÞ ¼
Xm
i¼1
ðliðaÞ  l0Þk: ð11Þ
Clearly, the functions ðliðaÞ  l0Þ1pipm form then the unique set of the m
solutions of the following nonlinear system:
x1 þ x2 þ?þ xm ¼ a1ðaÞ;
x21 þ x22 þ?þ x2m ¼ a2ðaÞ;
^
x
j
1 þ x j2 þ?þ x jm ¼ ajðaÞ;
^
xm1 þ xm2 þ?þ xmm ¼ amðaÞ:
8>>>>><
>>>>:
ð12Þ
Now we shall explain how to solve this system. Formally, substituting x1 by a1 Pm
i¼2 xi in the second line from the top, we ﬁnd that x2 is a zero of a polynomial of
degree 2: Replacing x2 by one of the roots of the last polynomial in the third line, we
obtain again that x3 is one of the zeros of a polynomial of degree 3: Carrying on this
process we arrive at the fact that xm is a zero of a unitary polynomialQaðxÞ of degree
m for which all its coefﬁcients are computed from ðajðaÞÞj: Since the order of our
investigation is arbitrary the values ðxiÞ1pipm form the unique set of all zeros of
QaðxÞ: We remark that it is impossible to apply this method when mX5 (Galois
proved that we cannot compute formally the zeros of a polynomial of degree X5 ).
We will give a recurrence relation which allows us to calculate all the coefﬁcients of
our polynomial at any arbitrary order. The fact that the values ðxiÞi are the zeros of
QaðxÞ implies that
QaðxÞ ¼
Ym
i¼1
ðx  xiÞ
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and therefore,
ckðaÞ ¼ ð1Þk
X
a1þ?þam¼k
0pajp1
xa11 ?x
am
m :
We now calculate
c1ðaÞ ¼  a1ðaÞ;
c2ðaÞ ¼ ða21ðaÞ  a2ðaÞÞ=2;
ckðaÞ ¼  1
k
Xk
i¼1
xið1Þk1
X
a1þ?þam¼k1
0pajp1
jai
xa11 ?x
am
m ;
ckðaÞ ¼  1
k
Xk
i¼1
xicˆk1ða1  xi;y; aj  x ji ;y; ak1  xk1i Þ:
The function xi/cˆk1ða1  xi;y; aj  x ji ;y; ak1  xk1i Þ is a polynomial of
degree k  1: Setting:
cˆk1ða1  xi;y; aj  x ji ;y; ak1  xk1i Þ
¼ cˆk1ða1;y; aj;y; ak1Þ þ Fkððxi;y; xk1i ÞÞ;
where FkðxÞ : Ck1-C is a linear function to ﬁnally get that
ckðaÞ ¼ cˆkða1;y; aj;y; akÞ ¼ a1
k
cˆk1ða1;y; aj ;y; ak1Þ
 1
k
Fkðða2;y; ak1; akÞÞ
and so Theorem 7.1 is proved. &
Suppose now that l1ðaÞp?plm1ðaÞplmðaÞ: We shall give a formula for akðaÞ
by only considering perturbations of the eigenvalue 0 of A0ðl0Þ on the ﬁnite-
dimensional space KerðA0ðl0ÞÞ and by using well-known classical results from the
theory of analytic perturbations in ﬁnite dimension. In the particular case m ¼ 2; we
explicitly ﬁnd the eigenvalues:
l1ðaÞ ¼ l0 þ 1=2ða1ðaÞ  ð2a2ðaÞ  a21ðaÞÞ1=2Þ;
l2ðaÞ ¼ l0 þ 1=2ða1ðaÞ þ ð2a2ðaÞ  a21ðaÞÞ1=2Þ:
(
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Once the characteristic values are computed, we want to determine the characteristic
functions. We deﬁne, for j ¼ 1;y; sa; the following polynomials:
Q ja ðlÞ ¼
Ysa
i¼1;iaj
l #liðaÞ
#ljðaÞ  #liðaÞ
 !
:
Proposition 7.1. For aA  a0; a0½; where a0 is a small positive constant, the orthogonal
projector from H
1=2
p ð0; 2p½Þ on KerðAaðljðaÞÞÞ; is given by
PjðaÞ ¼ 1
2ip
Z
@De0
Q ja ðlÞA1a ðlÞ@lAaðlÞ dl:
We can construct an orthonormal basis of KerðAað#ljðaÞÞÞ that is analytic in the
variables ðt; aÞAR
  a0; a0½:
Proof. From the Laurent Series of AaðlÞ we immediately obtain that PjðaÞ is an
orthogonal projector from H
1=2
p ð0; 2p½Þ on KerðAaðljðaÞÞÞ:
Since akðaÞ are analytic in   a0; a0½; the coefﬁcients of the polynomials Q ja ðlÞ are
analytic. For j ¼ 1;y; sa; we set
LjðaÞ ¼ ðI  PjðaÞÞðI  Pjð0ÞÞ þ PjðaÞPjð0Þ:
LjðaÞ is invertible for a small enough and satisﬁes: LjðaÞRðPjð0ÞÞ ¼ RðPjðaÞÞ: Let
fqi;jðtÞg be an orthonormal basis of RðPjð0ÞÞ: By the Schmidt orthogonalization
process we construct from fPjðaÞqi;jðtÞg which is a basis of RðPjðaÞÞ an orthonormal
basis for RðPjðaÞÞ: Finally, we obtain that this basis is analytic in
ðt; aÞAR
  a0; a0½: &
Theorem 7.2. Let K0 be a bounded neighborhood of O0 in Rd : Then there exists a
constant a140 smaller than a0ðe0Þ40 such that an orthonormal basis of eigenfunctions
ðUiðaÞÞi corresponding to the l0-group, ðliðaÞÞi; in H10 ðOaÞ can be chosen to depend
holomorphically in ðx; aÞAK0
  a1; a1½: Moreover, these eigenfunctions satisfy the
following asymptotic formulae:
UiðaÞ ¼ U0;i þ
X
nX1
Ui;nan; ð13Þ
where the family ðU0;iÞi forms a basis of eigenfunctions of (1) associated to l20 and
normalized in L2ðO0Þ: The terms Ui;n are computed from the Taylor coefficients of the
functions ðakðaÞÞk:
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Proposition 7.1 implies that there exists an orthonormal basis
ðfi;jÞ1pipMðAað#ljðaÞÞÞðt; aÞAH1=2p ð0; 2p½Þ
of KerðAað#ljðaÞÞÞ; which is analytic in R
  a0; a0½:
We know that Slð#ljðaÞÞfi;jðg1; aÞ form a basis of eigenfunctions of the eigenvalue
problem (1) associated to #l2j ðaÞ: By the Schmidt orthogonalization process once
again we construct the desired orthonormal basis. To complete the proof of the latter
theorem we need the following lemma.
Lemma 7.2. The functions given by Uˆi;jðaÞðxÞ ¼ Slð#ljðaÞÞfi;jðg1; aÞ are jointly
analytic in the variables ðx; aÞ in K0
  a0; a0½:
Proof. Uˆi;jðaÞðxÞ ¼ Slð#ljðaÞÞfi;jðg1; aÞ satisﬁes the Helmholtz equation in Oa with
the boundary conditions: Uˆi;jðaÞj@Oa ¼ 0 and @naUˆi;jðaÞðgaðtÞÞ ¼ fi;jðt; aÞ; which are
jointly analytic with respect to the variables ðt; aÞ in R
  a0; a0½: The outward unit
normal na to @Oa is given by ga
0ðtÞ
jga 0ðtÞj; as a function of t ¼ g
1ðxÞ: The symbol of the
operator Dx ¼ @2x1 þ @2x2 is Pðx1; x2; aÞ ¼ x21 þ x22: Thus PðnaÞ ¼ 140: Since the
surface @Oa is noncharacteristic for Dx the Cauchy–Kowaleski theorem implies that
uðx; aÞ is jointly analytic with respect to ðx; aÞ in fjx  gðtÞjpb0g
  a0; a0½; where
b0 is a positive constant. &
Let us now complete the proof of Theorem 7.2. Clearly, the functions ðUˆi;jðaÞÞi;j ;
introduced above, form a basis of the eigenspaces corresponding to the l0-group,
ðliðaÞÞi in H10 ðOaÞ:
We shall now give the asymptotic expansion of these functions when a tends to 0.
To simplify notations we drop the subscripts i and j: Integral equations give us
UˆðaÞðxÞ ¼
Z 2p
0
FðlðaÞ; jx  gaðtÞjÞfðx; aÞjga0ðtÞj dt: ð14Þ
The perturbed eigenvalue lðaÞ is in a small neighborhood of l0 for small values of a:
Then, we have the following Taylor expansion:
FðlðaÞ; jx  gaðtÞjÞjga0ðtÞj ¼ Fðl0; jx  gðtÞjjg0ðtÞj þ
X
kX1
akFkðx; tÞ; ð15Þ
which holds uniformly in xAK0 and tA½0; 2p: By Proposition 7.1 we have
fðt; aÞ ¼ qðtÞð¼ c0ðtÞÞ þ
X
kX1
akckðtÞ; ð16Þ
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uniformly in tA½0; 2p: Substituting the last two asymptotics into (14) we ﬁnd
UˆðaÞ ¼ Uˆð0Þ þ
X
kX1
ak
Xk
n¼1
Z 2p
0
cknðtÞFnðx; tÞ dt
" #
: ð17Þ
Now we use the Schmidt orthogonalization process to construct from the
eigenfunctions ðUˆi;jðaÞÞi;j an orthonormal basis ðUiðaÞÞi of the direct sum of
eigenspaces associated to the l0-group. This method allows us to compute the
asymptotic expansions of these functions. &
After calculating ðakðaÞÞ1pkpm; it is possible to compute high-order terms in the
asymptotic expansions of the eigenfunctions. The Laurent series of the operator-
valued function A10 ðlÞ for l in De0ðl0Þ reads:
A10 ðlÞ ¼
XN
n¼1
Lnðl l0Þn;
where L1 ¼ c0; and Ln : H1=2p ð0; 2p½Þ-H1=2p ð0; 2p½Þ: Since the operator-valued
function AaðlÞ is analytic with respect to the variables ða; lÞ in the set  
a0; a0½
De0ðl0Þ; where a0 is a small positive constant, we can expand Aa as follows:
AaðlÞ ¼ A0ðlÞ þ
XN
n¼1
AnðlÞan;
where AnðlÞ : H1=2p ð0; 2p½Þ-H1=2p ð0; 2p½Þ:
The following holds.
Proposition 7.2. The real coefficients ðakðaÞÞ1pkpm are analytic in   a0; a0½ and
satisfy:
akðaÞ ¼ 1
2ip
XN
p¼k
k
p
tr
Z
@De0
ðl l0Þk1ðA10 ðlÞÞpðA0ðlÞ  AaðlÞÞp dl;
akðaÞ ¼ ak;kak þ
XN
n¼kþ1
ak;nan;
where
ak;k ¼ trðc0A1ðl0ÞÞk;
ak;n ¼ 1
2ip
Pn
p¼k
k
p
tr
R
@De0
ðl l0Þk1ðA10 ðlÞÞpBn;pðlÞ dl; nXk;
Bn;pðlÞ ¼
P
n1þ?þnp¼n
niX1
An1ðlÞyAnpðlÞ:
8>>><
>>>>:
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Proof. Recalling that
akðaÞ ¼ 1
2ip
tr
Z
@De0
ðl l0ÞkA1a ðlÞ@lAaðlÞ dl:
Since, for a in a small neighborhood of 0, the following Neumann series converges
uniformly with respect to l in @De0 :
A1a ðlÞ ¼ A10 ðlÞ þ
XN
p¼1
A10 ðlÞ½ðA0ðlÞ  AaðlÞÞA10 ðlÞp;
we may deduce that
akðaÞ ¼ 1
2ip
XN
p¼0
tr
Z
@De0
ðl l0ÞkðA10 ðlÞÞpþ1ðA0ðlÞ  AaðlÞÞp@lAaðlÞ dl:
Writing now
ðA0ðlÞ  AaðlÞÞp@lAaðlÞ
¼ ðA0ðlÞ  AaðlÞÞp@lA0ðlÞ  1
p þ 1 @l½ðA0ðlÞ  AaðlÞÞ
pþ1;
a simple integration by parts yields
akðaÞ ¼ 1
2ip
XN
p¼k
k
p
tr
Z
@De0
ðl l0Þk1ðA10 ðlÞÞpðA0ðlÞ  AaðlÞÞp dl:
Notice that
ðA0ðlÞ  AaðlÞÞp ¼
XN
n¼p
X
n1þ?þnp¼n
niX1
An1ðlÞ::AnpðlÞan:
Therefore, upon inserting this into the latter formula we arrive at
akðaÞ ¼
XN
n¼k
1
2ip
Xn
p¼k
k
p
tr
Z
@De0
ðl l0Þk1ðA10 ðlÞÞpBn;pðlÞ dl
" #
an;
with the deﬁnitions introduced earlier, and so the proposition is proved. &
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8. Splitting of scattering frequencies
In this section, we extend our approach to construct asymptotic expansions of the
perturbations in the scattering frequencies due to boundary deformations.
We consider the scattering problems (3) and (4). From Proposition 4.1 the
scattering frequencies for which problem (3) (respectively (4)) has nontrivial
solutions are the complex characteristic values of the operator-valued function
AaðlÞ (respectively, BaðlÞ) lying in fz; Izo0g:
Proposition 8.1. There exists a positive constant a0ðe0Þ such that for jajoa0; AaðlÞ has
sa complex characteristic values liðaÞ in De0ðl0Þ: These characteristic values are
precisely the perturbed scattering frequencies. Moreover,
MðAaðlÞ; @De0Þ ¼
Xm
i¼1
MðAaðliðaÞÞÞ ¼ m:
The proof is similar to that of Theorem 7.1. Let the functions ðbkðaÞÞkAN be
deﬁned by
bkðaÞ ¼ 1
2ip
tr
Z
@De0
ðl l0ÞkA1a ðlÞ@lAaðlÞ dl:
These functions are analytic in Da0ð0Þ ¼ fzAC; jzjoa0g:
The following holds.
Theorem 8.1. There exists a polynomial-valued function a/QaðlÞ of degree m;
analytic in Da0ð0Þ:
QaðlÞ ¼ lm þ c1ðaÞlm1 þ?þ ckðaÞlmk þ?þ cmðaÞ
such that the perturbations in the scattering frequencies ðliðaÞ  l0Þ1pipsa ; are
precisely its zeros. The coefficients ckðaÞ ¼ cˆkðb1ðaÞ;y; bkðaÞÞ: Ck-C are analytic
functions that can be explicitly computed independently of the multiplicity m by the
recurrence relations:
cˆkðz1;y; zkÞ
¼ 1
k
Pm
i¼1
ðliðaÞ  l0Þcˆk1ðz1
ðliðaÞ  l0Þ;y; zj  ðliðaÞ  l0Þj;y; zk1  ðliðaÞ  l0Þk1Þ;
cˆ1ðz1Þ ¼ z1;
8>>><
>>>:
where ðliðaÞ  l0Þ is repeated with its multiplicity MðAaðliðaÞÞÞ: The functions cˆk are
in fact the same as those in Theorem 7.1.
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The proof is exactly the same as for Theorem 7.1. The scattering frequencies
satisfy the algebraic equation QaðlÞ ¼ 0 and are then branches of analytic functions
in Da0ð0Þ with a unique possible algebraic singularity at a ¼ 0: In fact 0 is a zero of
order m of Q0ðlÞ and so, is a critical point in the terminology of Knopp [9]. Rotating
the disc Da0 ; the set of scattering frequencies ðliðaÞÞ1pipsa moves analytically in a
neighborhood of l0 and after a complete tour these functions are permuted cyclically
among themselves. However, they can be rearranged as follows:
fl1ðaÞ;y; ln1ðaÞg; fln1þ1ðaÞ;y; ln2ðaÞg;y; flnsþ1ðaÞ;y; lsaðaÞg:
Each group forms a cycle where its elements are permuted cyclically after a complete
tour of Da0 among themselves. The number of elements forming a cycle is called a
period. It is obvious that the elements of a cycle of period n constitute a branch of an
analytic function in Da0 with only possible algebraic singularity at a ¼ 0 when nX2:
Moreover, the following asymptotic expansions hold:
llðaÞ ¼ l0 þ b1ola1=n þ b2o2la2=n þ?þ bkoklak=n þ? for l ¼ 1;y; n;
where o ¼ e2pi=n: We refer the reader to Knopp [9] and Kato [8] for more details. It is
quite easy to verify that ðPpl¼1 lkl ðaÞÞ1pkpm are analytic in Da0 : When mX5; it is not
possible in general to compute the periods of center l0: The average remains in this
case the best approximation for the perturbations of the scattering frequencies:
Corollary 8.1. For aADa0ð0Þ; we have
1
m
Xsa
i
MðAaðliðaÞÞÞliðaÞ  l0 ¼ 1
m2ip
tr
Z
@De0
ðl l0ÞA1a ðlÞ@lAaðlÞ dl:
Using the same notation as in the previous section we write:
Proposition 8.2. The complex coefficients ðbkðaÞÞ1pkpm are analytic with respect to a
in   a0; a0½; and satisfy:
bkðaÞ ¼ 1
2ip
XN
p¼1
k
p
tr
Z
@De0
ðl l0Þk1ðA10 ðlÞÞpðA0ðlÞ  AaðlÞÞp dl;
bkðaÞ ¼ bk;1aþ
XN
n¼2
bk;nan;
where
bk;n ¼ 1
2ip
Pn
p¼1
k
p
tr
R
@De0
ðl l0Þk1ðA10 ðlÞÞpBn;pðlÞ dl; nX1;
Bn;pðlÞ ¼
P
n1þ?þnp¼n
niX1
An1ðlÞyAnpðlÞ:
8>><
>>:
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9. Illustration of the method
Theorems 6.1 and 7.1 assert that the perturbations ðlðaÞ  l0Þi are analytic over
  a0; a0½ and form precisely the zero set of the polynomial Qa: In this section, we
shall describe an algorithm that produces such solutions.
The set of Taylor coefﬁcients of the functions fakðaÞ: 1pkpmg is all the
information required from the boundary deformation to determine the perturbed
resonances. The asymptotic expansions of the polynomial coefﬁcients ckðaÞ of Qa are
obtained directly from those of akðaÞ using the universal functions #ck:
ckðaÞ ¼
X
l¼k
ck;lal :
Our problem is to evaluate the eigenvalues of the Laplacian operator under
variations of the domain of deﬁnition from an exactly solvable geometry. And so,
the coefﬁcients fck;l : 1pkpm; kplg present the data of our problem and considered
known in what follows. To describe the process let us consider the eigenvalue
problem (1) and assume that
lðaÞ  l0 ¼
X
i¼1
liai:
By Theorem 7.1 we have the equation
QaðlðaÞ  l0Þ ¼ 0;
which is analytic over   a0; a0½: Its Taylor expansion leads to the following
relations: Xm
p¼0
Xpþmn
l¼p
cmp;nl
X
fklsg
Yl
s¼1
p!
kls!
ðlsÞk
l
s ¼ 0; for mpn; ð18Þ
where the set fklsg consists of all nonnegative integer solutions of the diophantine
equations
kl1 þ kl2 þ?þ kll ¼ p;
kl1 þ 2kl2 þ?þ lkll ¼ l:
(
ð19Þ
A simple algorithm is described for obtaining all solutions of Eq. (19) in [1].
Our strategy once we have Eq. (18) is to derive from them a recursive process such
that the knowledge of the values ðljÞjpi leads to the computation of liþ1: For m ¼ n
we have Xm
p¼0
cmp;mpl
p
1 ¼ 0
and so l1 is a zero of the polynomial Q1ðlÞ ¼
Pm
p¼0 cmp;mpl
p: Then, the eigenvalue
splits at order one if and only if Q1ðlÞ has more than one zero. We choose one of its
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zeros and plug it into Eq. (18) in place of l1: In a second step, we consider (18) for
m þ 1pn and take the ﬁrst one involving l2 (the coefﬁcient of a power of l2 is
nonzero). This equation reads in fact, l2 is a zero of a certain polynomial Q2ðlÞ of
degree less than the multiplicity of l1 as a zero of Q1ðlÞ (¼ r1; in the equation
n ¼ m þ r1; the higher power of l2 is r1 and its coefﬁcient is exactly dr1Q1dlr1 ðl1Þa0).
Thus, there is a splitting at order two of the eigenvalue (which l1 is the ﬁrst term)3
Q2ðlÞ has more than one zero.
Suppose now that ‘‘li is a zero of a polynomial QiðlÞ’’ is the equation for certain
n ¼ j: Then, the ﬁrst equation involving liþ1 for j þ 1pn is ‘‘liþ1 is a zero of a certain
polynomial denoted Qiþ1ðlÞ’’. Similarly, its degree is less than the multiplicity of li
as zero of QiðlÞ and it has more than one zero and thus, the branch of the eigenvalue
splits at order i:
By induction, we ﬁnd that liþ1 is a zero of a polynomial Qiþ1ðlÞ which its
coefﬁcients depend on the choice of the values ðljÞjpi:
The difﬁculty for determining the Taylor series expansion of the perturbed
eigenvalues is essentially in the computation of zeros of polynomials (of degree less
than m). The degree of QiðlÞ is decreasing with respect to i: Then, the difﬁculty in the
recursive process is decreasing too. In the particular case where the multiplicity of
the branch of the eigenvalue is one, after a ﬁnite number of iterations, the relation
between li and liþ1 becomes linear.
The convergence of our algorithm is related to the precision in the computation of
the real polynomial zeros. Nowadays, there is a large literature concerning the
approximation of them. The accuracy of some algorithms is high even for a large
degree polynomials.
In the cases where the multiplicity mAf1; 2; 3; 4g; there is no need to use the
algorithm above, because we have explicitly the expressions of the perturbed
eigenvalues as a functions of fakðaÞ; 1pkpmg: For example, for m ¼ 2 which is the
problem addressed in [4], by using our method it is easy to see when the splitting
occurs. It sufﬁces that one of the terms in the asymptotic expansion of DðaÞ given by
DðaÞ ¼ 2a2ðaÞ  a21ðaÞ ¼
XN
n¼2
Dnan; with Dn ¼ 2a2;n 
Xn
p¼1
a1;pa1;np
does not vanish. Necessarily the order of splitting is even (because of the analyticity
of the eigenvalues). Assume that it equals to 2s; the two branch eigenvalues have
then the following Taylor expansions:
ljðaÞ ¼ l0 þ
X
i¼1
ljia
i for j ¼ 1; 2:
We also have
l1i ¼ l2i ¼
a1;i
2
for ip2s  1;
l12s ¼
a1;2s
2
 ðD2sÞ1=2; l22s ¼
a1;2s
2
þ ðD2sÞ1=2;
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l1i ¼
a1;i
2

X
fkmg
drðD2sÞ1=2r
Yi2s
m¼1
ði  2sÞ!
km!
ðDmÞkm for 2s þ 1pi;
l2i ¼
a1;i
2
þ
X
fkmg
drðD2sÞ1=2r
Yi2s
m¼1
ði  2sÞ!
km!
ðDmÞkm for 2s þ 1pi;
where dr ¼ ð1Þ
r
22r1
ð2r2Þ!
ðr1Þ! ; k1 þ k2 þ?þ ki2s ¼ r and the set fkmg consists of all non
negative integer solutions of the diophantine equation k1 þ 2k2 þ?þ ði 
2sÞki2s ¼ i  2s: Here, note that the convergence radius of the eigenvalues Taylor
series are the same, belong to 0; a0½ and depend only on the precision of the data
fak;l : 1pkp2; kplg:
References
[1] S. Bilinnikov, R. Moessner, Expansion for nearly Gaussian distributions, Astron. Astrophys. Suppl.
Ser. 130 (1998) 193–205.
[2] O.P. Bruno, P. Laurence, Existence of three-dimensional toroidal MHD equilibria with nonconstant
pressure, Commun. Pure Appl. Math. 49 (1996) 717–764.
[3] O.P. Bruno, F. Reitich, Solution of a boundary value problem for Helmholtz equation via variation
of the boundary into the complex domain, Proc. Royal Soc. Edinburgh 122A (1992) 317–340.
[4] O.P. Bruno, F. Reitich, Boundary-variation solution of eigenvalue problems for elliptic operators,
J. Fourier Anal. Appl. 7 (2001) 169–187.
[5] R.R. Gadyl’shin, Existence and asymptotics of poles with small imaginary part for the Helmholtz
resonator, Russian Math. Surveys 52 (1997) 1–72.
[6] R.R. Gadyl’shin, A.M. Il’in, Asymptotic behavior of the eigenvalues of the Dirichlet problem in a
domain with a narrow crack, Sbornik Math. 189 (1998) 503–526.
[7] I.TS. Gohberg, E.I. Sigal, Operator extension of the logarithmic residue theorem and Rouche´’s
theorem, Math. USSR Sbornik 84 (1971) 607–642.
[8] T. Kato, Perturbation Theory for Linear Operators, Die Gundlehren der Math. Wissenschoften, Bard
132, Springer, New York, 1966.
[9] K. Knopp, Theory of Functions. Part II : Applications and Further Development of the General
Theory, Dover Publications, New York, 1947.
[10] R.F. Millar, On the Rayleigh assumption in scattering by a periodic surface II, Proc. Cambridge
Philos. Soc. 69 (1971) 217–225.
[11] N.I. Muskhelishvili, Singular Integral Equations, Noordhoff International Publishing, Leyden, 1977.
[12] F. Rellich, Perturbation Theory of Eigenvalue Problems, Gordon and Breach Science Publishers,
New York, 1969.
[13] B. Simon, Fifty years of eigenvalue perturbation theory, Bull. Amer. Math. Soc. 24 (1991) 303–319.
[14] M.E. Taylor, Partial Differential Equations II, Qualitative Studies of Linear Equations, in: Applied
Mathematical Sciences, Vol. 116, Springer, Berlin, 1996.
ARTICLE IN PRESS
H. Ammari, F. Triki / J. Differential Equations 202 (2004) 231–255 255
