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Abstract
Some known inequalities concerning p-variations and conditional p-variations for discrete
parameter martingales are sharpened and carried over in the more general context.
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1. Introduction and preliminaries
The main purpose of this paper is to study some inequalities concerning p-variations
and conditional p-variations for discrete parameter martingales. Some known results,
which were given in Burkholder (1973, 1991), Garsia (1973), Hitczenko (1990a),
Wang (1991) and Weisz (1995), will be sharpened or carried over in the more general
context.
Let (;F; P) be a complete resonant probability space with the <ltration {Fn}n¿0 for
which F=
∨
n¿0 Fn. The expectation operator and the conditional expectation operators
relative to Fn are denoted by E=E0 and En for n¿ 1, respectively. A sequence (!n)n¿0
of random variables is said to be adapted (resp. predictable) if !n is Fn- (resp. Fn−1-)
measurable for all n¿ 0 (resp. n¿ 1). For each random variable, f∈L1 =L1(;F; P)
with Ef=0, we consider the corresponding martingale f=(fn)n¿0, where fn =Enf.
The martingale di>erences are de<ned by
d0 = d0f = 0 and dn = dnf = fn − fn−1 (n¿ 1):
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Sometimes we simply write d = (dn)n¿0. For stopping times  and , the martingale
f started at  and stopped at  is denoted by f, and the martingale f stopped at
 is denoted by f. In particular, fn = (f0; f1; : : : ; fn; fn; : : :) is the corresponding
martingale stopped at n.
Following Burkholder and Gundy (1970) and Weisz (1995), we consider some
martingale operators T that map the set of martingales into the set of non-negative
F-measurable functions. These kinds of operators satisfy the following conditions:
(B1) T is subadditive, i.e. if f; g and h are martingales for which f = g+ h, then
T (fn)6T (gn) + T (hn):
This property holds even for in<nite sums.
(B2) T is homogeneous, i.e. T (cf) = |c|T (f) for any constant c.
(B3) T is local, i.e. T (f) = 0, if
∑∞
k=1 Ek−1 |dkf|2 = 0.
(B4) T is symmetric, i.e. T (f) = T (−f).
We de<ne Tn(f)=T (fn) for n¿ 0, T˜ (f)=supn¿0 Tn(f) and suppose that T0(f)=0.
An operator T is said to be adapted (resp. predictable) if Tn(f) is Fn- (resp. Fn−1-)
measurable for all martingales f and for all n¿ 0 (resp. n ¿ 1). As examples, we
consider the following special martingale operators: for a martingale f= (fn)n¿0, the
maximal function M (f), the p-variation Sp(f) and the conditional p-variation sp(f),
for 16p¡∞, are de<ned by
M (f) = sup
k¿0
|fk |; Sp(f) =
( ∞∑
k=1
|dkf|p
)1=p
; sp(f) =
( ∞∑
k=1
Ek−1 |dkf|p
)1=p
:
Observe that all these operators satisfy the conditions (B1)–(B4); moreover, M and
Sp are adapted, and sp is predictable. Furthermore, we de<ne the sharp operators S#p
and s#p by
S#p (f) = sup
n¿1
(
En
( ∞∑
k=n
|dk |p
))1=p
and
S#p (f) = sup
n¿1
(
En
( ∞∑
k=n+1
Ek−1(|dk |p)
))1=p
:
It is clear that S#p and s
#
p also satisfy conditions (B1)–(B4). In addition,
S#p (f)6 Sp(f) and s
#
p(f)6 sp(f):
For an arbitrary martingalef, the following inequalities are well known:
‖Sp(f)‖r6Ap;r‖sp(f)‖r (0¡r6p); (1.1)
Ap;r‖sp(f)‖r6 ‖Sp(f)‖r (r¿p); (1.2)
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‖Sp(f)‖r6Bp;r‖S#p (f)‖r (r¿p); (1.3)
‖sp(f)‖r6Bp;r‖s#p(f)‖r (r¿p): (1.4)
Here ‖ · ‖r is the norm on Lr(;F; P), and Ap;r and Bp;r are constants only depending
on p and r. We refer to Weisz (1995) for more details. Moreover, if p= 2, then the
best constants in (1.1)–(1.3) are A2; r =
√
2=r (Wang, 1991) and B2; r =
√
r=2 (Garsia,
1973). In Hitczenko (1990a), a martingale version of Rosenthal’s inequality is given
as follows:
‖M (f)‖r6 Crlog r (‖s2(f)‖r + ‖M (!)‖r) (26 r ¡∞); (1.5)
where (!n)n is a predictable sequence of random variables which dominates (|dn|)n,
r=log r is the best possible rate, and C is an absolute constant. In the present paper,
we are going to determine the best possible constants/rates in these inequalities for all
relevant p. In Section 2, we will sharpen inequalities (1.1)–(1.4). In Section 3, we will
formulate Rosenthal’s inequality (1.5) for operators sp and Lr-spaces with 16p6 2
and p6 r ¡∞, and even for more general rearrangement-invariant function spaces.
The proof of our results will exploit some ideas of Burkholder (1973, 1991), Garsia
(1973), Hitczenko (1990a, b), Johnson and Schechtman (1989), and Wang (1991).
Finally, we include some related topics concerning interpolation of martingale Hardy
spaces.
2. Sharp martingale inequalities on Lr-spaces
For the estimates in inequalities (1.1)–(1.4), let us begin with the following two
lemmas.
Lemma 2.1. For x; y¿ 0 and d¿ 0, we have
(y + d)r=p
(
x + d
y + d
− p
r
)
6yr=p
(
x
y
− p
r
)
(0¡r6p)
and
(y + d)r=p
(
p
r
− x + d
y + d
)
6yr=p
(
p
r
− x
y
)
(r¿p):
Proof. These inequalities were proved in Wang (1991) for p=2. Observe that r=p=
(2r=p)=2. Thus, the more general inequalities remain true for all r ¿ 0.
Lemma 2.2. If 0¡6 1, then t − t + (1− )¿ 0 for all t¿ 0.
Proof. Let ’(t) = t− t + (1− ). Then ’′(t) = − t−1. Hence, ’′(t) = 0 i> t=1.
Since ’(0) = 1− ¿ 0, ’(1) = 0 and limt→∞ ’(t) =∞, it implies that ’(t)¿ 0 for
all t¿ 0.
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Theorem 2.3. Let f be a martingale. Then
‖Sp(f)‖r6 (p=r)1=p‖sp(f)‖r (0¡r6p) (2.1)
and
(p=r)1=p‖sp(f)‖r6 ‖Sp(f)‖r (r¿p): (2.2)
Proof. It is enough to investigate the inequality in (2.1). For 0¡r6p, let
W (x; y) =
(p
r
)r=p
yr=p−1
(
xp − p
r
y
)
for x; y¿ 0:
By Lemma 2.1, we obtain that W ((x+d)1=p; y+d)6W (x1=p; y). Moreover, if we set
= r=p and t = rxp=py, then by Lemma 2.2, we have
r
p
(
rxp
py
− 1
)
¿
(
r
p
)r=p( xr
yr=p
)
− 1;
and hence xr − ((p=r)y)r=p6W (x; y). This implies, for #¿ 0, that
E
(
Srp(f
n+1)−
(p
r
(spp (f
n+1) + #p)
)r=p)
6EW (Sp(fn+1); spp (f
n+1) + #p)
6EW ((Spp (f
n) + |dpn+1|)1=p; spp (fn) + #p + En(|dpn+1|))
=E(EnW ((Spp (f
n) + |dpn+1|)1=p; spp (fn) + #p + En(|dpn+1|)))
=EW ((Spp (f
n) + En(|dpn+1|))1=p; spp (fn) + #p + En(|dpn+1|))
6EW (Sp(fn); spp (f
n) + #p)6EW (Sp(f1); spp (f
1) + #p)6 0
by repeating the process n times. Therefore, ‖Sp(f)‖r6 (p=r)1=p‖sp(f)‖r for 0¡
r6p, by letting # → 0 and n →∞.
Theorem 2.4. If r¿p, then
‖Sp(f)‖r6 (r=p)1=p‖S#p (f)‖r (2.3)
and
‖sp(f)‖r6 (r=p)1=p‖s#p(f)‖r : (2.4)
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Proof. Set = 1− p=r. Then we have

1−  t −
1
1−  t
 + 1¿ 0
for all t¿ 0 by Lemma 2.2, and hence ((r=p− 1))tr − (r=p)tr−p +1¿ 0 for all t¿ 0.
For functions ’;  ¿ 0 in Lr with ‖ ‖r 
= 0, let t = ‖’‖r=‖ ‖r . Then(
r
p
− 1
)
‖’‖rr −
r
p
‖’‖r−pr ‖ ‖pr + ‖ ‖rr¿ 0:
Observe, by HIolder’s inequality, that
E(’r−p p)6E(’r)(r−p)=rE( r)p=r6 ‖’‖r−pr ‖ ‖pr :
This implies that
E
((
r
p
−1
)
’r− r
p
’r−p p+ r
)
¿
(
r
p
−1
)
‖’‖rr −
r
p
‖’‖r−pr ‖ ‖pr + ‖ ‖rr
¿ 0:
Consequently,
E(’r −  r)6 r
p
E(’r−p(’p −  p)): (2.5)
For the operator Sp, let hk = S
r−p
p (fk) − Sr−pp (fk−1). Then hk is Fk -measurable.
According to (2.5), we obtain
E(Srp(f
n)) =
n∑
%=1
E(Srp(f
%)−Srp(f%−1))6
r
p
n∑
%=1
E(Sr−pp (f
%)(Spp (f
%)−Spp (f%−1)))
6
r
p
n∑
%=1
%∑
k=1
E(hk(Spp (f
%)− Spp (f%−1)))
=
r
p
n∑
k=1
n∑
%=k
E(hk(Spp (f
%)− Spp (f%−1)))
=
r
p
n∑
k=1
E(hk(Spp (f
n)− Spp (fk−1))):
Since
E(hk(Spp (f
n)− Spp (fk−1))) = E(hkEk(Spp (fn)− Spp (fk−1)))
= E
(
hkEk
(
n∑
%=k
|dp% |
))
6E(hkS#p (f)
p); (2.6)
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this, together with HIolder’s inequality again, implies that
E(Srp(f
n))6
r
p
n∑
k=1
E(hkS#p (f)
p) =
r
p
E(Sr−pp (f
n)S#p (f)
p)
6
r
p
E(Srp(f
n))(r−p)=rE(S#p (f)
r)p=r :
Therefore, ‖Sp(f)‖r6 (r=p)1=p‖S#p (f)‖r by a direct calculation.
The inequality ‖sp(f)‖r6 (r=p)1=p‖s#p(f)‖r can be obtained in a similar way. The
only di>erence is that the function hk = s
r−p
p (fk) − sr−pp (fk−1) is Fk−1-measurable
instead. Thus the formula in (2.6) reads
E(hk(sr−pp (f
n)− sr−pp (fk−1))) = E(hkEk−1(sr−pp (fn)− sr−pp (fk−1)))
= E
(
hkEk−1
(
n∑
%=k
E%−1(|dp% |)
))
6E(hks#p(f)
p);
which completes the proof.
For p=2, the estimates in (2.1)–(2.2), resp., (2.3), were obtained by Wang (1991,
Theorem, 1), resp., Garsia (1973, Theorem II.1.2). Here we developed the methods
used by them to the more general index p. For the sharpness of these inequalities, we
follow an approach of Burkholder (1991) and Wang (1991) as shown below.
Theorem 2.5. The constants in inequalities (2.1)–(2.4) are best possible.
Proof. Let M be the set of all simple real conditionally symmetric martingales f =
(fn)n¿0 with the <ltration Fn=&(f0; f1; : : : ; fn) over the probability space ([0; 1);B; dt),
where B is the Borel &-algebra on [0; 1). Let 'p;r be the best constant in (2.1). If we
choose f = (fn)n¿0 as a martingale with independent di>erences (dn)n¿0, then we
obtain that p;r6 16 'p;r .
Let 0¡r6p, = r=p and ' = 'rp;r . For x; y∈R, we de<ne
U1(x; y) = sup
f∈M
{E|Spp (f) + x| − 'E|spp (f) + y|}:
Then U1(px; py) = ||rU1(x; y), U1(x; y)¿ |x| − '|y|, and U1(0; 1)6 0. For 0¡
a¡ 1 and for f; g∈M, let h = (hn)n¿0 ∈M be the splice of f and g with weight a
as in the proof of Burkholder (1991, Theorem 2.1). That is,
hn+1(t) =
{
fn(t=a) if 06 t ¡a;
gn((t − a)=(1− a)) if a6 t ¡ 1:
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If x1; x2; y∈R, and x = ax1 + (1− a)x2, then we have
a(E|Spp (f)+x1|−'E|spp (f)+y|)+(1− a)(E|Spp (g)+x2| − 'E|spp (g) + y|)
6E|Spp (h) + x| − 'E|spp (h) + y|;
and hence
aU1(x1; y) + (1− a)U1(x2; y)6U1(x; y):
Let b¿'p;r and 0¡a¡ 1 ∧ (1=bp). Then we have
a
2
U1
(
1
a
;
1
abp
)
+
a
2
U1
(
−1
a
;
1
abp
)
+ (1− a)U1
(
0;
1
abp
)
6U1
(
0;
1
abp
)
6U1
(
0;
1
abp
− 1
)
;
and
U1
(
±1
a
;
1
abp
)
¿
1
a
− '
abr
¿ 0:
This implies that U1(0; 1− abp)− (1− a)U1(0; 1)¿ 0, and hence
((1− abp) − (1− a))U1(0; 1)¿ 0:
Now we have h(a)=(1−abp)−(1−a)¡ 0 and h(0)=0. Thus h′(0)=−bp+1¡ 0.
Therefore, b¿ (p=r)1=p and hence 'p;r¿ (p=r)1=p.
Let r¿p and = r=p. For x; y∈R, we de<ne
U2(x; y) = sup
f∈M
{E|spp (f) + x| − '−1E|Spp (f) + y|};
U3(x; y) = sup
f∈M
{E|Spp (f) + x| − 'E|(S#p )p(f) + y|};
U4(x; y) = sup
f∈M
{E|spp (f) + x| − 'E|(s#p)p(f) + y|};
where '1=r is the best constant in (2.j) for Uj (j=2; 3; 4). The sharpness of inequalities
(2.2)–(2.4) can be obtained similarly.
3. On variants of Rosenthal’s inequality
We begin with a result about the upper bounds of martingales given by Hitczenko
(1990b).
Lemma 3.1. Let  be a non-negative, strictly increasing function on R+, and let T
be a martingale operator satisfying the conditions (B1)–(B4). Suppose that for all
martingales f with the property that both (|dn|)n and (T (n−1fn))n are dominated by a
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predictable sequence of random variables (!n)n the following inequality holds:
P(|fn|¿(‖T˜f‖∞ ∨ ‖M (!)‖∞))6 a exp(−b ()); ¿ 0;
for some constants a; b. Then, there is an absolute constant CT such that the inequality
‖f‖r6CT −1(r)(‖T˜f‖r + ‖M (!)‖r)
holds true for all martingales f as above and for r¿ r0.
As an application of this result, we now extend Rosenthal’s inequality (1.5) to the
conditional variation operator sp. The key point of our proof is a version of Prokorov’s
“arcsinh” inequality for martingales, which was used by Hitczenko (1990a) for s2 on
Lr with 26 r ¡∞. For a sequence of random variables (!n)n, let us denote M (!) =
supk¿0 |!k | as in the martingale case.
Theorem 3.2. Let 16p6 2 and p6 r ¡∞. Then there is a constant Cp such that
the inequality
‖M (f)‖r6Cp rlog r (‖sp(f)‖r + ‖M (!)‖r)
holds true for any martingale f and for any predictable sequence of random variables
(!n)n which dominates (|dn|)n.
Proof. Let us assume that |dk |6M a.s., and ‖sp(f)‖∞=K ¡∞. Following the proof
of Hitczenko (1990a, Propositions 3.1 and 3.2), we set, for c¿ 0,
gn = exp
(
c
n∑
k=0
dk − cM sinh cM · s
p
p (f
n)
)
:
Then (gn)n¿0 is a supermartingale since
En(exp(cdn+1)− 1)6 En(c|dn+1| sinh c|dn+1|) = En
(
c2|dn+1|p sinh c|dn+1|c|dn+1|p−1
)
6 En(c|dn+1|p) sinh cMMp−1 :
The last inequality holds because the function sinh x=xp−1 increases on R+ for 16
p6 2. This implies that
P
(∣∣∣∣∣
n∑
k=1
dk
∣∣∣∣∣¿ 
)
6 exp
(
−c+ cK
p
Mp−1
sinh cM
)
for all ¿ 0:
If we choose c = (1=M)arc sinhMp−1=2Kp, then we obtain
P
(∣∣∣∣∣
n∑
k=1
dk
∣∣∣∣∣¿ 
)
6 exp
(
− 
2M
arc sinh
(
Mp−1
2Kp
))
for all ¿ 0:
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Therefore,
P(|fn|¿ (‖sp(f)‖∞ ∨ ‖d‖∞))6 exp
(
− 
2M
arc sinh 
)
6 2 exp
(
−
2
log
(
1 +

2
))
for all ¿ 0. According to Lemma 3.1, we have
‖M (f)‖r6 Cprlog r (‖sp(f)‖r + ‖M (!)‖r):
Around 1990, the well-known Burkholder–Davis–Gundy inequality was placed in
the more general framework of rearrangement-invariant function spaces (r.i. spaces in
short) by several authors independently in terms of the Boyd indices and the stan-
dard stopping time argument (Antipa, 1990; Johnson and Schechtman, 1989; Novikov,
1991). It would be natural to expect that other martingale inequalities are also valid in
this situation. One usually considers r.i. spaces X with  X ¿ 0. Here we denote by  X
and O X the lower and higher Boyd indices for X . We refer to Bennett and Sharpley
(1988) for further information of r.i. spaces. The next result of this section is to extend
the martingale version of Rosenthal’s inequality to r.i. spaces.
It is helpful to begin with a version of Johnson and Schechtman (1989, Lemma 4
and Corollary 2).
Lemma 3.3. Let X be an r.i. space over (;F; P) with  =  X ¿ 0, and let f and g
be non-negative random variables in X. Suppose that '; #; .¿ 0 with '. ¡ 1 satisfy
P(f¿'; g6 #)6 .P(f¿) for all ¿ 0;
then
‖f‖X 6 '#(1− '.) ‖g‖X :
Lemma 3.4. If X is an r.i. space with  X ¿ 0, then there exists a constant cX such
that ∣∣∣∣∣
∣∣∣∣∣
∞∑
k=0
Ek−1!k
∣∣∣∣∣
∣∣∣∣∣
X
6 cX
∣∣∣∣∣
∣∣∣∣∣
∞∑
k=0
!k
∣∣∣∣∣
∣∣∣∣∣
X
for all sequences of non-negative measurable functions (!k)k¿0 in X.
Theorem 3.5. Let X be an r.i. space over (;F; P) with  X ¿ 0 and let 16p¡∞.
Then the inequalities
‖Sp(f)‖X 6 cp;X (‖sp(f)‖X + ‖M (d)‖X ) (16p¡∞); (3.1)
‖M (f)‖X 6 cp;X (‖sp(f)‖X + ‖M (d)‖X ) (16p6 2) (3.2)
hold true for all martingales f.
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Proof. Without loss of generality, let us only consider the inequality (3.1). We will
<rst show that, if f is a martingale with the property that (|dn|)n is dominated by a
predictable sequence of random variables (!n)n, then the following good  inequality:
P(Sp(f)¿'; sp(f) ∨M (!)6 #)6 2#
p
(' − #− 1)p P(Sp(f)¿)
remains true for all ¿ 0, '¿ 1 and 0¡#¡'−1. To be more precise, let us de<ne
three stopping times as below:
1 = inf{n | Sp(fn)¿};
2= inf{n | Sp(fn)¿'};
& = inf{n | sp(fn)¿# or !n+1 ¿#}:
Let h= (hn)n¿0 be the martingale f started at 1 and stopped at 2 ∧ &. That is,
hn =
n∑
k=1
I(1¡k6 2 ∧ &)dk :
Observe that, on {1 =∞}= {Sp(f)6 }, sp(h) = 0; on {0¡&¡∞},
sp(h)p6 sp(f&)pP(Sp(f)¿)6 (sp(f&−1)p + E&−1(dp& ))P(Sp(f)¿)
6 (#pp + !p& )P(Sp(f)¿)6 2#
ppP(Sp(f)¿) (3.3)
and on {2¡∞; & =∞},
Sp(h) = Sp(f2)− Sp(f1)− |d1|¿ (' − 1− #): (3.4)
Observe that
‖Sp(h)‖pp = ‖sp(h)‖pp6 2#ppP(Sp(f)¿)
by Weisz (1995, (25)) and (3.3). This, together with (3.4), implies that
P(Sp(f)¿'; sp(f) ∨M (!)6 #)
=P(2¡∞; & =∞)6P(Sp(h)¿ (' − #− 1))
6
1
(' − #− 1)pp ‖Sp(h)‖
p
p6
2#p
(' − #− 1)p P(Sp(f)¿):
Let =  X and .= 2#p=(' − 1− #)p. Choose '¿ 1 and 0¡#¡' − 1 such that
#'1=p
' − 1− # ¡
1
21=p
:
Then '. ¡ 1 and hence
‖Sp(f)‖X 6 '#(1− '.) (‖sp(f)‖X + ‖M (!)‖X )
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by Lemma 3.3. The estimate ‖Sp(f)‖X 6 cp;X (‖sp(f)‖X + ‖M (d)‖X ) follows from
this inequality, Davis’ decomposition of a martingale as in Burkholder (1973, Section
14), and Lemma 3.4. The proof is a straightforward adaption of that of Burkholder
(1973, Theorem 15.1).
In case X = Lr (16 r ¡∞), the inequality (3.1) was proved by Rosenthal (1970)
and Burkholder (1973) for p= 2, and by Weisz (1995) for 1¡p¡∞.
Remark 3.6. Similarly, we can generalize the strong p-variation of martingales to r.i.
spaces. For 16p¡∞, the strong p-variation of a sequence x= (xn)n¿0, denoted by
Wp(x), is de<ned as follows:
Wp(x) = sup{‖(xnk − xnk−1 )k‖p | 06 n06 n16 · · ·}:
In fact, if X is an r.i. space over (;F; P) with  X ¿ 0, then the inequalities
‖Wp(f)‖X 6 cp;X ‖Sp(f)‖X (16p¡ 2);
‖Wp(f)‖X 6 cp;X ‖M (f)‖X (2¡p¡∞);
hold true for all martingales f in X . We leave the proof to the reader.
4. Remarks on interpolation of martingale Hardy spaces
In Weisz (1995), Weisz formulated several interpolation results on Hardy and BMO
spaces generated by some martingale operators in terms of the classical real interpo-
lation methods, and used these results to prove some martingale inequalities. In fact,
the results of Weisz (1995) continue to hold true in the general setting of real inter-
polation methods in the sense of Brudnyi and Krugljak with a quasi-power parameter
(Brudnyi and Krugljak, 1991). In the <nal section, we give a quick review of this
approach without proof. We refer to Bergh and LIofstrIom (1976) and Brudnyi and
Krugljak (1991) for the background knowledge on interpolation theory. The equality
between Banach spaces means isomorphic equivalence.
Let us assume that OX = (X0; X1) is a Banach couple with Q OX = X0 ∩ X1 and 4 OX =
X0 + X1. For t ¿ 0, the J - and K-functionals are given by
J (t; x; OX ) = ‖x‖0 ∨ (t‖x‖1) for x∈Q OX ;
K(t; x; OX ) = inf{‖x0‖0 + t‖x1‖1|x = x0 + x1; xj ∈Xj} for x∈4 OX :
We now introduce Brudnyi–Krugljak’s K- and J -methods as follows: let 6 be a
Banach function space on R+ = (0;∞) such that
1 ∧ t ∈6 and
∫ ∞
0
1 ∧ (1=t)|f(t)| dt
t
¡∞ for all f∈6;
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then we de<ne
K6( OX ) = {x∈4 OX | ‖x‖K6 = ‖K(t; x; OX )‖6 ¡∞}
(Brudnyi and Krugljak; 1991; (3:3:1))
and de<ne J6( OX ) as the space of all those x∈4 OX which permits a canonical repre-
sentation x =
∫∞
0 u(t) dt=t for a strongly measurable function u : R
+ → Q OX with the
norm
‖x‖J6 = infu ‖J (t; u(t); OX )‖6 ¡∞ (Brudnyi and Krugljak; 1991; (3:4:3))
If T : Xj → Yj (j = 0; 1) are quasi-linear and bounded, then
T : K6( OX )→ K6( OY ) and T : J6( OX )→ J6( OY )
are also bounded with the interpolation norm 6 ‖T‖0 ∨ ‖T‖1. Now let us de<ne the
CalderRon operator S by
(Sf)(t) =
∫ ∞
0
1 ∧ (t=s)f(s) ds
s
:
The function space 6 is called a quasi-power parameter if S is bounded on 6. In this
case, we have the equivalence J6( OX )=K6( OX ) for all Banach couples OX (Brudnyi and
Krugljak, 1991, Corollary 3.5.35).
Let X be an r.i. space over (;F; P) with nontrivial Boyd indices  X ; O X satisfying
0¡ 1=r1 ¡X 6 O X ¡ 1=r0 ¡ 1. By an argument in Fan (2002, Remark 4.4), one can
construct a quasi-power function space 6, for which
X = J6(Lr0 ; Lr1 ) = K6(Lr0 ; Lr1 ): (4.1)
Furthermore, if T is a martingale operator satisfying (B1)–(B4), then we can de<ne
the martingale Hardy space HTX , which is generated by X and T , and consists of all
martingales f for which ‖f‖HTX =‖T˜ (f)‖X ¡∞. In particular, we write HTp =HTLp for
16p6∞. Now we can formulate the following interpolation result for martingale
Hardy spaces: if T =M; Sp or if T is predictable, then
HTX = J6(H
T
r0 ; H
T
r1 ) = K6(H
T
r0 ; H
T
r1 ) (4.2)
by using (4.1) and the inequality
K(t; f;HT1 ; H
T
∞)6 c
∫ t
0
(T˜f)∗(s) ds= cK(t; T˜f;L1; L∞)
for any martingale f and for some constant c in terms of Milman (1981, Lemma 3.1)
and Weisz (1995, Lemmas 2 and 3).
As a consequence of (4.2), many martingale inequalities, including (1.1)–(1.4), can
be easily carried over from Lr-spaces to the more general r.i. spaces. The drawback
of this approach, however, is that on the one hand the constants appearing in those
inequalities are far from the best possible, and on the other, it is diScult to deal with
the “end points” r =  X or r = O X .
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