ABSTRACT With respect to the frequency estimation of a real-valued single-tone, a direct frequency estimation method is proposed to acquire fine-resolution parameter by only utilizing three discrete Fourier transform (DFT) samples around the peak. Inspired by the Quinn, Rife and Candan methods, a novel Candan combined Quinn Rife estimator (CCQRE) is proposed, and the theoretical analysis of the corresponding MSE is also given. It has been verified that the proposed method is more robust to the interbin frequency and has better performance than these existed state-of-the-art methods. Both simulations and real data experiments demonstrate the effectiveness of the proposed method. In addition, the proposed methods are suitable for real-time applications due to the simplicity, efficiency and low computational burden.
I. INTRODUCTION
Frequency estimation of a real-valued single-tone represents a fundamental problem of signal processing, and can be used in many applications including spectrum estimation, communications, speech, radar and sonar signal processing, etc. [1] , [2] . The parameter estimation of a single-tone problem was initially formulated by Slepian [3] , and his works focused on the continuous-time observation model [4] . The maximum likelihood (ML) estimators were examined and developed by Rife and Boorstyn in the discrete-time case [5] . It has been demonstrated that the peak location of the periodogram of a single-tone has the maximum likelihood (ML) in an additive white Gaussian noise condition. Due to the intrinsic discrete property of the DFT based the periodogram, its maximum is often deviated from the true location in the noisy condition.
The inherent defects of the picket fence and the leakage in DFT will lead to the deviations of parameter estimation. Two-step procedures, including coarse estimation and refined estimation, are often taken into consideration to acquire
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fine-resolution frequency parameter. In general, the largest magnitude in the periodogram is selected in the coarse frequency interval case in the first step, and then the refined search procedure is subsequently followed with the finer interval in the region of interest in the second step. A number of methods had been provided for the refined estimation, and they are generally regarded as Interpolated Fast Fourier Transform (IpFFT). It has been proved that the MSE is generally plagued by the threshold due to a non-linear operation in the IpFFT, and the MSE often degrades rapidly with the decreases of SNR [5] . In general, when the SNR is high, the MSE is only caused by the deviation of true location, which is less than 1/2 bin, due to the discretization in the DFT [7] , [8] . In this paper, we will focus on the fine-resolution frequency estimation problem in the high SNR case.
In recent decades, various methods have been proposed for fine-search implementation by interpolating two or more DFT complex samples or modules. These methods can be divided into two categories: direct approaches and iterative approaches [9] . Direct methods apply a simple formula on a few DFT outputs obtained in the first stage and generate the final frequency estimate with an almost negligible additional VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ computational cost. The direct method was originally studied by Rife and Vincent [10] . The peak value and the adjacent submaximal component in the main lobe are used to estimate the interbin frequency. When the interbin frequency is far away from 0, the MSE of the Rife estimator approaches the Cramer-Rao Lower Bound (CRLB) as SNR increases. However, there is a high probability that the incorrect sign problem will occur when the interbin frequency is close to 0 [11] . Instead of exploiting the amplitudes of the maximum component and the adjacent submaximal components in the main lobe, Quinn in [12] and [13] proposes a number of classical estimators that interpolates the true signal frequency employing the phase information of three DFT coefficients. The performance of Quinn estimator does not degrade when the interbin frequency is close to 0. However, these algorithms also have a frequency-dependent performance that is worst for a signal frequency coinciding with a bin center [14] . In [15] , a new three-point interpolated Fourier algorithm relying on complex DFT samples estimator has been proposed by Jacobsen. The Jacobsen estimator is based on empirical observations and presented without a proof. In [8] , specifically designed for signal records with a small number of samples, Candan presents a derivation for the Jacobsen formula and present a bias correction. In [7] , the bias and MSE analysis of the frequency estimator are given and an improved version of the estimator, with the removal of estimator bias, were suggested in [8] . It approaches the Jacobsen estimator when the number of analyzed samples is quite high [6] . Also, in [16] , Orguner and Candan use more DFT samples to reduce the gap between the performance of the estimator proposed in [7] and the related unbiased CRLB. Different from the direct methods, the iterative methods carry out iterations treating the refined estimate of an earlier iteration as the coarse estimate of the next until convergence [16] . The effect of wideband noise on the estimates returned by two or three interpolation points algorithms can be minimized when using the iterative methods. In [14] , two iterative Fourier interpolation algorithms was proposed by Aboutanios and Mulgrew (A&M). One of the A&M algorithms uses two complex DFT coefficients located in the middle of neighbor FFT coefficients, and another works on the moduli of the DFT coefficients. In [6] , the A&M iterative interpolation algorithms are generalized by introducing an additional parameter to allow for selection of the Fourier interpolation coefficients relative to the true frequency. The two generalized algorithms are both capable of employing more information from the FFT results and consequently improve the performance of the original algorithms in either accuracy or efficiency, depending on the choice of the additional parameter. These iterative algorithms can achieve identical asymptotic performance to approach the CRLB. However, the required number of iterations depends on the resolution as well as the operating SNR and can be quite large, so these iterative methods are time consuming with a high complexity [17] . The frequency of a real-valued single-tone can also be estimated by extracting the instantaneous frequency on the basis of the signal maximum distributed energy calculated by time-frequency distribution (TFD) [18] .
In this paper, a direct frequency estimation method is proposed to acquire fine-resolution frequency parameter by leveraging three DFT samples around the peak. According to analyzing the characteristics of Rife, Quinn and Candan estimators, we propose a novel Candan combined Quinn-Rife estimator (CCQRE) by jointly inheriting the advantages of these three methods. An improved Quinn-Rife estimator (CQRE) is firstly given and the corresponding MSE is theoretically analyzed. It is shown that the CQRE has the lower MSE than these in original Quinn and Rife estimators. It is also found that the CQRE method has smaller MSE with a small interbin frequency, whereas higher MSE with a large one, compared to the Candan estimator. To inherit the advantages of CQRE and Candan estimator, a novel and improved CCQRE is proposed to acquire fine-resolution frequency parameter, and the theoretical analysis of the MSE in the CCQRE is also given. It has been demonstrated that the CCQRE is more robust against interbin frequency, and has better estimation performance, compared to the original Quinn, Rife and Candan estimators. The proposed CCQRE only utilizes three DFT samples for the frequency estimation, and thus has comparable computation to three estimators.
The rest of the paper is organized as follows. The realvalued single-tone model and the problem statement are introduced in Section II. The proposed method is described and the theoretic analysis of MSEs is given in Section III. In Section IV, simulations and real data experiments are carried out to analyze the performance of the proposed method. Conclusions are drawn in Section V.
II. PROBLEM DESCRIPTION
The discrete-time observed signal model for real-valued single-tone is given as
where x(n) is the single-tone, A 0 > 0, 0 < f 0 < f s /2, and φ 0 ∈ [0, 2π ) are an unknown constants, which represent the amplitude, frequency, and initial phase of the signal, respectively. The noise term w(n) is assumed to be a zeromean, additive white Gaussian process with variance σ 2 , f s is the sampling frequency, and N is the number of samples.
The signal-to-noise ratio (SNR) definition used in this paper is the input SNR which is defined as SNR=A 2 0 2σ 2 . It had been proved that a poor frequency estimate would lead to the poor performance of amplitude and phase estimates [19] , and thus we will focus on the problem of the fine-resolution frequency estimate. The problem of frequency estimation f 0 can be written as
where k pN indicates the index of the bin that is closest to the true frequency, and δ N is a fractional correction term in the interval [−0.5, 0.5]. The subscript N indicates the dependence of the various parameters on N [17] . In the rest of the paper, unless the dependence on N needs to be emphasized, we drop the subscript for the sake of simplicity of notation. It's assumed that the coarse search returns the index of the true maximum bin. Thus our goal is to estimate the fractional correction term δ. The estimated frequency is then given bŷ
The signal x(n) can be transformed into X (k) by DFT, and it can be expressed as
where S(k) and W (k) are the DFTs of the signal s(n) and noise w(n) respectively. It's well known that the N -point DFT samples of the real sequence is symmetrical on N /2, so only N /2 DFT samples from 0 to N /2-1 is considered in this paper.
S(k) is expressed as
where f = f s N . From Eq. (5) and (6), the peak bin and its immediate left and right neighbor bins can be expressed as follows:
where φ k p = φ 0 + π δ 1 − 1 N . For the direct approaches, the most popular ones, such as Rife and Vincent [10] , Quinn [12] , [13] and Candan [7] , [8] methods, are to directly interpolate from the three DFT bins where the peak occurs and its immediate left and right neighbors.
Our goal is also utilizing the three DFT samples X (k p ), X (k p−1 ) and X (k p+1 ) to produce a precisely estimate of δ. Once δ is estimated, the final frequency can be estimated by taking estimatedδ into Eq. (4).
To acquire the statistical performance of the estimators, we firstly analyze the statistical distribution of W (k). W (k) can be expressed as follow,
where W R (k) and W I (k) are respectively the real and imaginary part of W (k), denoted as,
According to Eq. (11), it's clear that W R (k) can be regarded as the linear combinations of N independent Gauss white noise sequences. Therefore, W R (k) is also Gaussian distributed. The mean value and variance of W R (k) are given by,
where E [•] denotes the expectation operator. Therefore, W R (k) follows Gaussian distribution with zero mean and the variance of N σ 2 2, i.e.
In the following, the correlation of W R (k) and
where Re[x] denotes taking the real part of x. Due to the Gaussian property of
. VOLUME 7, 2019 (m − n) denotes the unit impulse function. Therefore, Eq. (15) can be rewritten as
Eq. (16) implies that, for each different discrete frequency k, W R (k) are independent with each other, and the similar conclusions can be made for W I (k), and between W I (k) and W R (k).
III. STATISTICAL PERFORMANCE ANALYSIS OF PROPOSED METHOD
In this section, by introducing the statistical performance of the state-of-the-art direct estimation methods including Rife, Quinn and Candan estimator, an improved Quinn-Rife estimator (CQRE) is firstly given and the corresponding MSE is theoretically analyzed. Inspired by the Candan estimators, a novel Candan combined Quinn-Rife estimator (CCQRE) is subsequently proposed by jointly exploiting the merits of these two methods.
A. IMPROVED QUINN-RIFE ESTIMATOR
Rife and Quinn estimator are the most commonly used ones to estimate the frequency of single-tone. Therefore, Rife and Quinn estimator are firstly considered. By analyzing their statistical performances, the CQRE is given by combing Rife and Quinn estimator. The MSE for the CQRE method is also derived.
1) RIFE ESTIMATOR
The Rife estimator was proposed in [10] , the modulus of the peak value and the adjacent submaximal component in the main lobe are used to estimate the fractional correction term δ as follows: In [20] , it is proven that the Rife estimator is unbiased and the MSE of the Rife estimator is given as follows,
where P E (δ) denotes the probability of the incorrect interpolation direction. For Rife estimator, it is given as [20] ,
where erfc(x) denotes the complementary error function and the superscript R representatives abbreviation of Rife. The MSE of the Rife estimator versus the fractional correction term |δ| under different SNRs are presented in Fig.1 . In Fig.1 , the CRLB is also considered which sets the lowest variances of frequency measurement for the optimal method. The CRLB for the frequency estimation is [5] var
From Fig. 1 , it has been found that there exists a threshold of δ, when |δ| is smaller than the threshold, the MSE of the Rife estimator increases rapidly with |δ| increasing; while |δ| is smaller than the threshold, the MSE of the Rife estimator decreases with the δ increasing. When |δ| approaches 0.5, the MSE of the Rife estimator is very close to the CRLB. This results from the fact that when δ is small, the adjacent submaximal component in the main lobe is small, the amplitude of the first side lobe on the other side of the peak value may exceeds the adjacent submaximal component in the main lobe. In other words, the probability of the incorrect interpolation sign of Rife estimator is large for small |δ|.
2) QUINN ESTIMATOR
It's known that only the modulus of the peak value and the adjacent submaximal component in the main lobe are used to estimate δ by Rife estimator. The natural question to ask is whether the phases can be used to estimate δ. The answer to this question is that the phases are used by Quinn estimator [12] . For the procedure of Quinn estimator: the moduli of the complex Fourier coefficients are used to select k p , and the real parts of two successive ratios of these coefficients are then used to construct the estimator. In [12] , the real parts of two successive ratios of these coefficients are denoted as
It's clear that when |δ| is small and there exists noise, for |S(k p − 1)| is close to |S(k p + 1)|, the probability of the incorrect interpolation direction of Rife estimator is high; while the phase difference between S(k p − 1) and S(k p +1) is π , the probability of the incorrect interpolation direction of Quinn estimator is small [21] . For comparative analysis, the probability of the incorrect interpolation sign of Quinn estimator P Q E (δ) will be derived. From Eq. (21), we can derive
Now, we analyze α 1 and α 2 ,
where
Im[x] denotes taking the imaginary part of x.
Considering the fact that the SNR of FFT coefficients in the main lobe is generally high, under high SNR, it can be found that
Substitution Eq. (25) into (24), α 1 is approximately given as
Expanding α 1 by the Taylor series yields:
Similarly, we can derive
where U 3 = R 3 cos φ k p + I 3 sin φ k p . For 0 < δ < 0.5, we can acquire
Substitution Eq. (29) into (27) and (28), for 0 < δ < 0.5, we can get that α 1 > 0, α 2 < 0 is equivalent to
Similarly, for −0.5 < δ < 0, we can get that α 1 < 0, α 2 > 0 is also equivalent to,
Therefore,
. According to the analysis in Eq. (13) and Eq. (14), R 1 , I 1 , R 2 , I 2 , R 3 and I 3 , follow Gaussian distribution with zero mean and the variance of N σ 2 2, and they are independent with each other. Therefore, we have U 1 ∼ N 0, N σ 2 2 , U 2 ∼ N 0, N σ 2 2 , U 3 ∼ N 0, N σ 2 2 . U 1 , U 2 and U 3 are also independent with each other. Therefore, we can obtain
Substitution Eq. (33) and
,
Both P R E (δ) and P Q E (δ) versus δ under different SNRs are presented in Fig.2. From Fig. 2 , it's easy to see that P Q E (δ) is obviously smaller than P R E (δ) for small |δ|. This results from the fact that both the phase and modulus information are used to determine the direction of interpolation by Quinn estimator while only the modulus information is used by Rife estimator.
3) COMBINED QUINN-RIFE ESTIMATOR (CQRE)
By comparing Eq. (17) and Eq. (21), it's clear that only the real parts of two successive ratios of these coefficients are used to construct the Quinn estimator while the modulus are used by the Rife estimator. The noise resistance capacity of Quinn estimator is worse than the Rife estimator due to the neglect of imaginary part when the interpolation direction is correct. Based on the above analysis, an improved method by combing the Quinn and Rife estimator (CQRE) is considered. We denote the estimated fractional correction term of CQRE asδ CQRE . The procedure of CQRE is as shown in Table 1 .
From Table 1 , it is found that both the phases and modulus are used to determine the interpolation direction while only the modulus is used to construct the fractional correction term δ as the Rife estimator. The CQRE integrates the merits of the Quinn and Rife estimator. From the procedure of CQRE as shown in Table 1 , the probability of the incorrect interpolation sign of CQRE can be given as
Substitution Eq. (35) into Eq. (18), we acquire the MSE of CQRE:
B. PROPOSED COMBINED CANDAN-QUINN-RIFE ESTIMATOR
As described in section III (A), although the frequencydomain peak sample and two adjacent samples are used to determine the interpolation direction, only the peak sample and the adjacent submaximal sample are used to construct δ by the CQRE. The natural question to ask at this stage is whether all the three samples can be used to construct δ. Jacobsen and Kootsookos [15] proposed a new three-point interpolated Fourier estimator relying on all the three complex DFT samples. In [8] , Candan presented a derivation for the Jacobsen formula and present a bias correction. For the complex single-tone records with a small number of samples, the bias and MSE analysis of the Candan frequency estimator is given in [7] . In this section, for the real-valued single-tone records with a large number of samples, the statistical performance of the Candan estimator proposed in [8] is introduced, and then by comparing the statistical performance of the proposed CQRE and Candan estimator, a novel combined estimator is proposed and its MSE is also derived.
1) CANDAN ESTIMATOR
The Candan estimator proposed in [8] is given aŝ
In the absence of noise, the estimator given by Eq. (37) can be expressed asδ
By taking S k p , S k p − 1 and S k p + 1 into B and C, they can be written as follows:
From Eq. (39) and (40), it's easy to know that B C = δ. Re B C is actually the output of the Jacobsen estimator [14] in the absence of noise. We denote Re B C asδ J , it's easy to get thatδ C = c NδJ . For N π , c N ≈ 1, we can get thatδ C ≈δ J . It means that the Candan estimator is equivalent to Jacobsen estimator for N π . We denote α and β respectively as α = X (k P − 1)
Using the independence of W (k), it can be easily verified that ω α and ω β are independent zero-mean Gaussian distributed random variables with the variances 2N σ 2 and 6N σ 2 . Therefore, the estimatedδ C can be expressed as follows:δ
Expand Eq. (41) by the Taylor series:
Here the term h.o.t. denotes the higher order terms of ω β C. For large SNR, the Eq. (42) can be approximated witĥ
where ω α,r = Re (ω α ) and ω β,r = Re ω β . Using the independence of ω α and ω β , it can be easily verified that ω α,r and ω β,r are independent zero-mean Gaussian distributed random variables with the variances N σ 2 and 3N σ 2 . Therefore, it's easy to get that
From Eq. (44), it can be seen that the Candan estimator is unbiased. Therefore, the MSE of the Candan estimator can be written as
C. COMBINED CANDAN-QUINN-RIFE ESTIMATOR (CCQRE)
From Eq. (36) and Eq. (46), it's clear that both MSE δ CQRE and MSE δ C are non-linear functions of δ and SNR, it's difficult to compare the proposed CQRE and Candan estimator directly. Therefore, the numerical analysis is used to compare the statistical performance of the two methods. We denote
R MSE versus δ under different SNRs are presented in Fig. 3 . From Fig. 3 , it's easy to see that R MSE decreases with the increase of |δ|. When |δ| is smaller than 0.15, R MSE is larger than 1, while |δ| is larger than 0.15, R MSE is smaller than 1. It means that the MSE of the CQRE is larger than the Candan estimator for |δ| is smaller than 0.15, while the MSE of the CQRE is smaller than the Candan estimator for |δ| is larger than 0.15. That is to say, there exists a threshold of δ between the CQRE and the Candan estimator. We denote the threshold as η. For |δ| is smaller than η, the Candan estimator outperforms the CQRE while it performs worse than the CQRE for |δ| is larger than η.
Based on the above analysis, the proposed method named as combined Candan-Quinn-Rife estimator (CCQRE) is given,δ
Now we analyze the statistical performance of the proposed CCQRE. In [21] , it is proven that
where 
It has been proven that the Candan and the CQRE is unbiased, so from Eq. (48), it's clear that the CCQRE is also unbiased. Therefore, the MSE of the CCQRE can be written as
For |δ| ≤ η,
For |δ| > η, 
IV. SIMULATIONS AND EXPERIMENTS
In this section, the performance comparison of the proposed method is carried out with the existed state-of-the-art methods including Rife, Quinn and Candan estimator in both simulated and real data.
A. SIMULATIONS
The signal is of length N = 1024 samples, a sampling frequency f s = 4000Hz and amplitude A 0 = 1. The index of the bin k p corresponding the peak frequency is set to be 79. The snr is defined in decibels as snr = 10 log 10 [SNR] . The accuracy of the estimated parameters is measured by MSE which is defined as
whereδ r denotes an estimated parameter, δ denotes the actual value and N r is the number of Monte Carlo runs. In this paper, unless otherwise stated, 1000 times Monte Carlo simulations are run for each SNR and δ, and φ 0 ∼ uniform [0,2π ). Case 1 (MSE ofδ for CCQRE Versus the Threshold η): As analyzed in Section III, the MSE of the CCQRE is dependent on the threshold η. Therefore, we firstly assess the performance of the CCQRE by plotting the MSE of CCQRE versus η. η is set to start from 0 to 0.5 in a step of 0.05 for a fixed snr. For a fixed η and snr, the fractional correction term δ is set to vary from 0.025 to 0.5 in a step of 0.025. Then the mean and standard deviation (std) of the MSEs for the varying δ with a fixed η and snr are calculated to show the dependences of MSE regard to the threshold η. Fig. 4 shows the mean and std of MSEs for the varying δ versus the threshold η under different snrs. From Fig. 4 , it's easy to see that both the mean and std of MSEs for the varying δ are smallest when η is 0.15 under all the set snrs. It shows a quite good agreement with the results concluded from Fig. 3 in Section III. Therefore, in all the following experiments, we have fixed the threshold η to 0.15.
Case 2 (MSE ofδ Versus δ): As analyzed in Section III, the statistical performance of the direct estimation methods are dependent on the |δ|, so we just analyze for the fractional correction term δ > 0. For δ < 0, it is symmetrical with δ < 0. The fractional correction term δ is set to start from 0.025 to 0.5 in a step of 0.025 and the snr is set to be −3 dB for each δ.
The accuracy of the probability of the incorrect interpolation sign of Quinn estimator P Fig. 6 show a quite good agreement between simulation and theoretical results versus δ. Fig. 7 shows the MSEs versus δ between the proposed estimator and the state-of-the-art direct estimators. From Fig. 7 , it can be found that the MSE of the CQRE shows a monotone decrease with δ increasing while the MSE of the Quinn and Candan estimator shows a monotone increase with δ increasing. The MSE of Rife estimator and CCQRE does not change monotonically with δ increasing. The MSE of Rife shows a very large fluctuation with δ increasing while the CCQRE shows a slight fluctuation.
From Fig. 7 , it can also be found that the CQRE outperforms the Rife and Quinn estimator for δ > 0.05. The CQRE performs better than the Rife estimator but worse than Quinn estimator for δ < 0.05. However comparing with the Rife and Quinn estimator, the CQRE performs more robust against for all δ. The Candan estimator outperforms the CQRE for δ < 0.15 while it performs worse than the CQRE for δ > 0.15. It is consistent with the theoretical analysis in Section III (B). Comparing all the estimators, it's easy to see although the MSE of CCQRE is slightly larger than the Candan estimator for δ < 0.15, it is most robust against for all δ.
Case 3 (MSE ofδ Versus SNR): We now assess the performance of the estimators by plotting the MSE versus different snrs starting from −6 to 6 dB in a step of 1 dB for a fixed δ. δ is respectively set to be 0.1 and 0.4 which respectively represent a typical small and large fractional correction term.
The accuracy of MSE δ CQRE , MSE δ C and MSE δ CCQRE versus snr has also been verified by means of computer simulations. The accuracy of MSE versus snr with δ = 0.1 and 0.4 are respectively presented in Fig. 8 The MSEs of the estimated fractional correction term versus snr with δ = 0.1 and δ = 0.4 are respectively presented in Fig. 9 and Fig. 10 . From both Fig. 9 and Fig. 10 , it can be seen that the MSEs of all estimators decrease and approach the CRLB with the snr increasing.
From Fig. 9 , it can be seen that, for δ = 0.1, the Rife estimator performs worst while the Candan estimator performs best. The CQRE performs better than the Quinn and Rife estimator while it performs worse than the CCQRE and Candan estimator. For snr>0 dB, the CQRE and CCQRE performs closely to the Candan estimator. For snr<0 dB, the CCQRE performs slightly worse than the Candan estimator. It is caused by that, for δ = 0.1 which is close to the set threshold 0.15, the probability of δ R ≤ η is low as the snr is low.
According to Fig. 10 , we can see that the Quinn estimator performs worst while the estimator CCQRE performs best. The MSE of CQRE is very closely to CCQRE. The Candan estimator performs better than the Quinn estimator but worse than the other estimators even for high snr.
The means and stds of MSEs for the varying δs or snrs are shown in Table 2 . The means and stds of MSEs for δ varying from 0.025 to 0.5 in a step of 0.025 with snr=−3dB as illustrated by Fig. 7 are given by the second line of Table 2 . As shown by the second line, for varying δs with a fixed snr, both the mean and std of the MSEs for the CCQRE are smallest among all the analyzed methods. The means and stds of MSEs for snr varying from −6 to 6 dB in a step of 1 dB with δ = 0.1 and 0.4 as illustrated by Fig. 9 and Fig. 10 are respectively given by the third and fourth line of Table 2 . As shown by the third and fourth line, for varying snrs, the mean and std of the MSEs for the CCQRE is slightly larger than the Candan method but much smaller than other methods when δ = 0.1. When δ = 0.4, both the mean and std of the MSEs for the CCQRE are smallest among all the analyzed methods.
Based on the above analysis, we can draw a conclusion of that the CCQRE performs best and most robust among all the presented estimators.
B. EXPERIMENTS OF SEA TRIAL DATA
Schematic diagram of the sea trial is shown in Fig. 11 . As shown in Fig. 11 , the acoustic source is 10 m to the ocean surface and the receiver is 30 m. The distance between the acoustic source and receiver is about 45 km. The sea trial is carried out in the East China Sea and the depth of the sea is 100 m. The sea condition is three-level. A single-tone with f 0 = 310Hz has been sent from the acoustic source and the transmitting source level is 200dB. The sampling frequency f s and DFT length are the same as the computer simulations. So δ is equal to 0.36 and k p is also 79. Fig. 12 shows the amplitude normalization time-domain waveform, amplitude spectrum and time-frequency distribution of the received 10 single-tones with f 0 = 310Hz in the sea trial. The received 10 single-tones are recorded by a single hydrophone. It can be found that the received single-tones are almost masked by the ocean ambient noise in the timedomain, as shown in Fig.12 .
The accuracy of the estimated δ for the sea trial data is measured by absolute error (AE) which is defined as AE δ = δ − δ
Absolute error of the estimated δ for the received 10 singletones in sea trial is presented in Fig.13. From Fig. 13 , it can be seen that the proposed CCQRE performs the same as the Rife estimator while they outperforms the Quinn and Candan estimator. This proves that, even for the single-tones polluted by the real ocean ambient noise, the CCQRE is also effective and more robust.
V. CONCLUSION
For fine-resolution frequency estimation of a real-valued single-tone, a direct frequency estimation method named CCQRE is proposed by only utilizing three DFT samples around the peak. The CCQRE method is proposed by inheriting the advantages of the Rife, Quinn and Candan estimators. Both theoretical analysis and simulation results show that the CCQRE is more robust against the interbin frequency, and has better estimation performance, compared to the original three estimators.
Experiments of sea trail data prove that, even for the singletones polluted by the real ocean ambient noise, the proposed CCQRE is also effective and more robust. The proposed CCQRE only utilizes three DFT samples for the frequency estimation, and thus it is suitable for real-time applications such as sonar and radar signal processing.
