Abstract. We extend the classical spectral estimation problem to the infinitedimensional case and propose a new approach to this problem using the Boundary Control (BC) method. Several applications to inverse problems for partial differential equations are provided.
1. Introduction. The classical spectral estimation problem consists of the recovery of the coefficients a n , λ n , n = 1, . . . , N , N ∈ N, of a signal (1.1) s(t) = N n=1 a n e λnt , t ≥ 0, from the given observations s(j), j = 0, . . . , 2N − 1. Here the coefficients a n , λ n , n = 1, . . . , N , may be arbitrary complex numbers. This problem is important for signal processing, with applications in the areas of wireless communications, antenna array design, bio-medical imaging, high-speed circuit analysis, and other areas (see, e.g., [19, 27] ). There exist many methods for solving the spectral estimation problem: The method of Prony and its numerous modifications [18, 24] ; the matrix pencil method developed by Hua and Sarkar [20, 19, 27] ; iterative maximum likelihood methods (cf., e.g., [25] ); MUSIC (Multiple Signal Classification) [28] , and ESPRIT (Estimation of Signal Parameters via Rotational Invariance Techniques) algorithms [26] , and others. Badeau, Bertrand, and Gaël [9] developed a generalized ESPRIT algorithm for the estimation of parameters of a signal modeled by the Polynomial Amplitude Complex Exponentials model.
In [4, 5] a new approach to this important problem was proposed: Using the signal s(t), a convolution operator regarded as an input-output map of some linear discrete-time dynamical system was constructed. Knowing the input-output map then makes it possible to recover some parameters of the system. While the system realized from an input-output map is not unique, it was proved that the coefficients a n and λ n , n = 1, . . . , N , of s(t) can be determined exactly from the spectral data of any such system. This approach is based on a "non-self-adjoint" version of the Boundary Control (BC) method [1] . The BC method has been recently developed for solving boundary spectral and dynamical inverse problems for partial differential equations (see, e.g., [2, 10, 14, 15] ). Proposed originally for solving the boundary inverse problem for the multi-dimensional wave equation, it was successfully extended to the heat, Schrödinger, and other fundamental equations of mathematical physics (see, e.g., [3, 7, 8, 11, 12, 13, 21] ). The BC method reveals that the two central problems of inverse and control theory of distributed parameter systems are intimately connected: The first problem consists of the recovery of unknown coefficients, the second problem entails the controllability of the corresponding initial boundary value problem. Roughly speaking, the BC method gives the realization of Kalman's idea that the controllable (or observable) part of a system can be identified.
Using the Boundary Control method it was shown in [5] that the coefficients {λ n }, n = 1, . . . , N , can be obtained as in the matrix pencil method by solving the generalized eigenvalue problem for the following matrices A and B:
using the relation, λ n = ln λ n , n = 1, . . . , N . In addition, this method yields exact formulas for the computation of the amplitudes a n , n = 1, . . . , N , in terms of the eigenvectors of the above eigenvalue problem and the data s(j), j = 0, . . . , 2N − 1.
We also note that N may be unknown and can be found as part of the procedure.
In the present paper we generalize the classical spectral estimation problem to the infinite-dimensional case. More precisely, we solve the following problem: Problem 1. Recover the coefficients a n , λ n , n ∈ N, of a signal
a n e λnt , t ∈ (0, T ), from the given data s(t), t ∈ (0, T ). Here T > 0 is a fixed number and we suppose that the series (1.3) converges in L 2 ((0, T ); dt). The solution of Problem 1 will be presented in Section 2. The main idea of this paper (as well as of [4, 5] ) exploits a fundamental result of the BC method -the possibility to extract the inverse spectral data from the dynamical data provided the system is spectrally controllable [11, 3, 7, 8] (see also the closely related papers [22, 23] ).
In paper [4] , the BC method was applied to the spectral estimation problem for a signal s(t) = N n=1 a n (t)e λnt , where the amplitudes a n (t), n = 1, . . . , N , are polynomials in t. This result can also be extended to the infinite-dimensional situation, and that will be the subject of a forthcoming paper. In the present paper we restrict ourselves to the case of a signal with constant amplitudes a n ∈ C, n ∈ N. This problem is important in signal processing and has also interesting applications to the inverse theory for certain partial differential equations. Some of these applications are discussed in Section 3.
2. The spectral estimation problem. We consider the following differential equation in a separable complex Hilbert space H,
and suppose that the operator A has eigenvectors {ϕ n } n∈N , which form a Riesz basis (a basis equivalent to an orthonormal one) in H with corresponding eigenvalues
for some fixed T > 0. Let {ψ n } n∈N and {λ n } n∈N ⊂ C be eigenvectors and eigenvalues of the adjoint operator A * , and β n = (b, ψ n ) H , n ∈ N, where (·, ·) H denotes the scalar product in H. We suppose that β n = 0 for all n ∈ N.
Looking for a solution of (2.4) in the form of a series (2.5)
and using that (ϕ n , ψ k ) H = δ n,k , one obtains
Therefore,
We suppose that the dynamical system (2.4) is spectrally controllable. More precisely, we need the following property: For any n ∈ N, there exists a control f n ∈ H 1 0 ((0, T )) such that x fn (T ) = ϕ n . The spectral controllability can be expressed in terms of minimality of the exponential family e λnt n∈N in L 2 ((0, T ); dt). A family {e n } n∈N in the Hilbert space H is called minimal if any e n does not belong to the closure of the linear span of all other elements {e k } k∈N\{n} . We set
Integrating by parts in (2.7), and taking into account that f (0) = f (T ) = 0, one infers
These equations imply that the system (2.4) is spectrally controllable if and only if for any ∪ {t} in the case λ n = 0 for some n ∈ N) and to the fact that β n = 0 for all n ∈ N.
Let c ∈ H and let y(t) = (x(t), c) H be the output of the dynamical system (2.4), and γ n = (ϕ n , c) H , n ∈ N. From (2.5) and (2.7) one gets (2.13)
where (2.14)
Thus, the function r(·) has the form of the series depicted in (1.3) . Next, we demonstrate how to find the exponents λ n and inner products β n , γ n , n ∈ N, given the function r(·). Introducing the system adjoint to (2.4), (2.13),
one verifies that 
Next, we introduce the connecting operator C T acting in the space L 2 ((0, T ); dt) through its bilinear form by
where (·, ·) L 2 ((0,T );dt) denotes the scalar product in L 2 ((0, T ); dt). The right-hand side of (2.18) can be written as (see (2.7), (2.16)) (2.19)
By the definition of f n ,
The definition of the operator C T and equations (2.21) imply that for any g ∈ L 2 ((0, T ); dt) one has
Using (2.20), one gets the following integral eigenvalue equation for finding λ n and f n :
and finally, (2.24)
A priori, we do not suppose thatṙ ∈ L 2 ((0, T ); dt), and therefore, in general, the integral T 0ṙ
(2T −t−τ )f n (t) dt should be understood as the action of the functional r ∈ H −1 (0, T ) on f n ∈ H 1 0 (0, T ). For algorithmic purposes it is convenient to rewrite the equations (2.23), (2.24) in the form
where R(t) = t 0 r(τ )dτ and f n (t) = t 0 h n (τ )dτ . Every function f n which solves the spectral control problem satisfies the equation (2.24), and any function satisfying this equation satisfies also the equality Ax fn (T ) = λ n x fn (T ). Therefore, the spectral controllability (i.e., the minimality of the exponential family) guarantees that equation (2.24) has an infinite sequence of solutions {λ n , f n } n∈N . The functions {f n (t)} n∈N form a family biorthogonal to e
. Equation (2.24) determines the functions f n up to constant factors. To find these factors (and the coefficients a n in (1.3) ), we consider the equation analogous to (2.24) with the kernel r replaced by r. This equation yields the sequence {λ n , g n } n∈N . The functions g n solve the control problems w gn (T ) = ψ n , n ∈ N. Since (2.26)
the functions f n and g k should be normalized according to (2.27)
The coefficients a n can now be found as the products (2.28) a n = β n γ n , n ∈ N,
and similarly,
It is possible to extend the spaces of sequences {β n } n∈N and {γ n } n∈N to the case where one of them belongs to ℓ ∞ (N).
3. Inverse problems. In this section we consider the following initial boundary value problem for the Schrödinger equation
is assumed to be real-valued (the case of a complexvalued potential q(·) can also be considered within our framework) and a(·) ∈ L 2 ((0, L); dx). (Equation (3.32) represents a boundary condition and (3.33) an initial condition.)
The inverse problem consists of the recovery of the unknown potential q(x) for a.e. x ∈ (0, L), from the given data (the "trace") u(0, t), t ∈ (0, T ), of the solution of the problem (3.31)-(3.33) at x = 0. We emphasize that T > 0 may be arbitrarily small.
We denote by λ n and ϕ n , n ∈ N, the eigenvalues and eigenfunctions of the mixed boundary value problem
and let
Then u(0, t) is represented as the series
The series on the right-hand side of (3.36) has the form of (1.3), and our next step amounts to finding the exponents λ n from the given data u(0, t), t ∈ (0, T ). It is known (see, e.g., [7, 8] ) that the family e iλnt n∈N is minimal in L 2 ((0, T ); dt) for any T > 0. Moreover, this family forms a Riesz basis in the closure of its linear span in L 2 ((0, T ); dt) (see [8] for more details). Since 0 < inf n∈N |ϕ n (0)| ≤ sup n∈N |ϕ n (0)| < ∞, the series in (3.36) converges in L 2 ((0, T ); dt). Using the results of the previous Section 2, we can recover the spectrum {λ n } n∈N of (3.34), provided α n = 0 for all n ∈ N. A recipe for constructing initial data satisfying these conditions is proposed in [17] .
Applying the same method, one can recover the spectrum {µ n } n∈N of the Neumann boundary value problem (3.37) and then find the potential q(·) from the two spectra {λ n } n∈N and {µ n } n∈N .
Following the same ideas, one can solve similar inverse problems for the heat and wave equations. For instance, consider the heat equation The function u(0, t) is then represented as the series
, where α n , ϕ n , n ∈ N, are defined in (3.34), (3.35) . It is known (cf. [6] ) that for any T > 0 the exponential family {exp(−λ n t)} n∈N is minimal in L 2 ((0, T ); dt). Therefore, applying the results of Section 2, one can recover the exponents {λ n } n∈N from the data u(0, t), provided α n = 0 for all n ∈ N. Similarly, one can recover the spectrum {µ n } n∈N of the boundary value problem (3.37), and finally, find the coefficient c(·). The inverse approach to this type of problem was studied in [17] . The authors in [17] proposed a method recovering c(·) from the data u(0, t), t ∈ (0, ∞). Our approach allows us to use the same data on an arbitrarily small time interval (0, T ).
The analogous inverse problem for the string equation is the recovery of the density ρ(x) from the given data u(0, t), t ∈ (0, T ), where u(x, t) solves the initial boundary value problem T ) ; dt), with α n , ϕ n , n ∈ N, defined as above. Next, we denote by L opt the optical length of the string, forms a Riesz basis in the Hilbert space L 2 ((0, 2L opt ); dt); this family forms a Riesz basis in the closure of its linear span in L 2 ((0, T ); dt) for T > 2L opt and it is not minimal in L 2 ((0, T ); dt) for T < 2L opt (see [6] ). Therefore, using the results of Section 2, one can recover the exponents {λ n } n∈N from the data u(0, t), t ∈ (0, T ), T ≥ 2L opt , provided α n = 0 for all n ∈ N. Similarly, one can recover the spectrum {µ n } n∈N of the boundary value problem (3.37), and then find the coefficient ρ(·).
We note that in the case a(x) = δ(x), this inverse problem for the string equation has been studied by several authors, starting with [16] . It can be solved by the BC method (see, e.g., [2] ) without the spectral estimation described in Section 2, however, this approach does not work directly for other choices of a(·).
