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Introduction
Edge-coloring of a graph is an assignment of colors to the edges so that no vertex is incident to edges with the same color. Edge-coloring is optimal if the number of assigned colors is minimum. The best known edge-coloring algorithm for bipartite graphs is due to Cole-Ost-Schirra [3] . Their algorithm finds an optimal edge-coloring of a bipartite graph with m edges and maximum degree d in O(m log d) time with use of rather elaborate data structures. Rizzi [7] and Makino-Takabatake-Fujishige [6] independently proposed O(m log d + (m/d) log(m/d) log d) edge-coloring algorithms which do not require such elaborate data structures. These three edge-coloring algorithms consist of their respective matching algorithms for regular bipartite graphs and a method proposed by Kapoor-Rizzi [5] . Their matching algorithms are well tailored to be fast matching algorithms by themselves.
On the other hand, Alon [1] showed that a simple and hence slower matching algorithm attains a fairly good performance, precisely speaking O(m log m) time, for the edgecoloring problem.
Here I present a new simple matching algorithm which is based on algorithms by Makino-TakabatakeFujishige and Alon. This matching algorithm provides an O(m log d + (m/d) log(m/d)) edge-coloring algorithm for bipartite graphs together with Kapoor-Rizzi's method.
Preliminaries
The vertex-set and edge-set of a graph G are denoted by V(G) and E(G), respectively. Kapoor-Rizzi [5] showed that an optimal edgecoloring of a bipartite graph with m edges and maximum degree d can be found in O(m log d + T ) time, where T is the time needed to find a perfect matching in a k-regular bipartite graph with O(m) edges and k ≤ d. Therefore we consider the following matching problem. A multigraph is a graph such that each edge e has an integer weight w(e). A multigraph is d-regular if the sum of weights of the edges incident to each vertex is d. The set of distinct edges of a multigraph G is denoted by E(G) and the set of edges with weight α is denoted by E α (G).
Matching Problem for Regular Bipartite Graphs
A procedure called Edge-Sparsification was introduced by Cole-Hopcroft [2] .
Procedure Edge-Sparsification
Step 3: For = 1 to log 2 d do;
Set E 2 (G * ) = ∅.
While E 2 −1 (G * ) contains a cycle C do; Let C 1 and C 2 be matchings of G with
Delete edges in C from E 2 −1 (G * ). Gabow [4] showed that a perfect matching in a regular bipartite graph whose degree is some power of two is obtained by repeatedly halving the degree of the graph with Euler-Split. Makino-Takabatake-Fujishige [6] and Alon [1] independently proposed general matching algorithms for regular bipartite graphs based on this result. The key idea of their algorithms is the use of a perfect matching possibly containing "dummy" edges. An edge is called dummy if the input graph has no edge connecting its two end-vertices. Multiple copies of such a perfect matching are added to the input graph to obtain a graph whose degree is some power of two. Dummy edges are eliminated in repeated applications of Euler-Split to get a matching with no dummy edges.
The new algorithm is obtained as an improvement of their two algorithms. Its essential improvement is to adjust the degree by multiplying the input graph so that only a single copy of a dummy matching is added. Euler's Theorem plays an important role here.
Theorem (Euler's Theorem): Let ψ(n) be the number of integers among 0, · · · , n that are relatively prime to n. If a is relatively prime to n, then a ψ(n) ≡ 1 (mod n).
This theorem implies that for every odd integer d there exist integers y and s with yd + 1 = 2 s and s ≤ d.
Algorithm
The new algorithm is described below. Step 1: Find integers x, t with xd + 1 = 2 t and d ≤ t < 2d.
Algorithm AUGMENT-BITWISE-ADD-SPLIT
Step 2: Apply Edge-Sparsification to G and obtain G * .
Step 3: Multiply the weight of each edge in G * by x and define the resulted multigraph as H.
Step 4: Apply Edge-Sparsification to H and obtain H * .
Step 5: Find an arbitrary perfect matching M d of K n/2,n/2 and set R 0 = M d .
Step 6: For = 0 to t − 1 do Set F to be an unweighted graph with multiple edges whose vertex-set is V(G) and whose edge-collection consists of the edges in E 2 (H * ) and those in R . Apply Euler-Split to F and obtain F 1 and F 2 . Let F 1 have at most as many dummy edges as F 2 . Set R +1 = E(F 1 ).
Step 7: If R t contains no dummy edge, return R t as M and halt. Otherwise set R 0 = R t and go to Step 6.
If we delete the edges in ∪ i=0,···, −1 E 2 i (H * ) from H * and add the edges in R whose weights are regarded as 2 , the resulted multigraph keeps 2 t -regular for = 0, · · · , t−1, where ∪ i=0,···,−1 E 2 i (H * ) is regarded to be an empty set. Therefore every vertex of the unweighted graph F is incident to even number of edges and R t becomes a perfect matching of H * , which may have dummy edges. This shows the validity of the algorithm.
The time complexity of the algorithm is estimated as follows. If we know the pair of positive integers (y, s) with yd = 2 s − 1 and minimum y, then x is calculated in a constant time. 
