Abstract. Time optimal control of the wave equation is analyzed on the basis of a regularized formulation which is considered as a bilevel optimization problem. For the lower level problems, which are constrained optimal control problems for the wave equation, a detailed sensitivity analysis is carried out. Further a semi-smooth Newton method is analyzed and proved to converge locally superlinearly. Numerical examples are provided.
Introduction
This paper is devoted to the time optimal control problem (P )
y tt − ∆y = χ ω u in (0, τ ) × Ω, y(0) = y 1 , y t (0) = y 2 , y(τ ) = z 1 , y t (τ ) = z 2 in Ω, y = 0 on Γ, u(t) L 2 (ω) ≤ γ, for a.e. t ∈ (0, τ ).
Here, γ > 0 is a fixed positive constant and Ω ⊂ R n , n ≥ 1 is a fixed bounded domain with a C 2 boundary Γ. Further ω ⊂ Ω is a measurable subset and χ ω u denotes the extension-by-zero operator from ω to Ω. The initial and terminal states are fixed and -unless specified otherwise -are assumed to satisfy
In previous work [17] we used a regularization scheme to derive an optimality system for (P ), and in particular to investigate the maximum principle and the transversality condition for (P ). The present work aims at solving (P ) on the basis of this regularization scheme.
Let us briefly explain the route that we will follow. The regularized time optimal problem is considered as a bilevel optimization problem. The lower level consists of constrained optimal control problems for the wave equation 1 and the upper level problems are minimization problems with respect to τ . Alternatively we can consider our approach as a reduced approach, with the optimal time the only independent optimization variable, and the control a dependent variable. The lower level problems are parameterized optimization problems in the parameter τ . We establish Bouligand differentiability of the solutions to these lower level problems. This allows us to obtain second order directional differentiability of the cost of the parameterized optimization problems. Moreover we show that setting the first derivative of the cost equal to zero corresponds to the transversality condition in the optimality system. This structural result is not restricted to the case where the constrained equation is the wave equation. The solution of the lower level problem requires efficient solution techniques. For this purpose we analyze a semi-smooth Newton method. This necessitates to establish Newton differentiability of the projection onto the unit ball in L 2 , a result which is of interest in its own right. Finally there is an outermost iteration within which the regularization parameter is driven to zero.
The development of numerical techniques for time optimal control problems has received much attention in the context of ordinary differential equations. They are frequently categorized into direct and indirect methods. Indirect methods based on multiple shooting techniques [1, 12] solve the two point boundary value problem describing first order necessary conditions. In [10] a semi-smooth Newton method was recently proposed for solving the non-smooth optimality systems. Direct methods on the other hand, consider time optimal problems as genuine nonlinear programming problems. They are used in several variants, which frequently involve re-parametrization of the controls as the unknowns. The new unknowns can be the switching times as in [19] or the arc durations as in [11] .
Time optimal control for the wave equation was frequently investigated in previous work, mostly with the aim of deriving different forms of the maximum principle. We refer e.g. to Fattorini [3, 4] , Gugat and Leugering [8] , and Krabs [14, 15] , and the references given there. In this context it was also discussed that time-optimal control problems can be addressed alternatively by solving appropriately defined dual norm-optimal control problems, which are parameterized by the time τ , see e.g. [5, 14] . If for some parameter valueτ the norm-optimal control satisfies û L ∞ (I;L 2 (ω)) = γ, then (τ ,û) is a solution of (P ). However, this equivalence is typically established only for the special case ω = Ω. An example in [8] shows that the equivalence of time-optimal and norm-optimal control problems cannot be expected in the general case. In [7] the relationship between norm-and time optimal problems was utilized to develop a method-of-moments-based algorithm to solve time-optimal control problems for one dimensional vibrating systems. In a recent paper Wang and Zuazua [21] analyzed the equivalence of timeand norm-optimal control problems for the heat equation for the case ω = Ω. The proof of equivalence uses two properties that are not available for the wave equation: unconstrained null-controllability for arbitrarily small times and the bang-bang property of time-optimal controls. Hence addressing the time-optimal control problem for the wave equation in the general situation ω = Ω by means of the dual norm-optimal control problem remains to be an independent challenge.
The paper is organized as follows. In Section 2 we introduce the abstract form of the wave equation and of problem (P ) and recall selected results from [17] . Section 3 is devoted to the sensitivity analysis of a parametric family of optimization problems parameterized in the variable τ . In Section 4 we give the analysis of the semi-smooth Newton method for the lower level problems. Section 5 contains a description of the numerical algorithm and selected numerical experiments.
Preliminaries

Abstract formulation
Let us recall some concepts for the wave equation
with τ > 0 fixed, that will be relevant to our work. For the purpose of numerical realization it is convenient to perform a transformation of equation (2.1) to the fixed time interval
Moreover, to express (2.1) in abstract form we introduce the operators
and vectors
Then the wave equation (2.1) can be expressed as the first-order evolution equation
The components of the solution y of this equation fulfill (y 1 ) t = τ y 2 and (y 2 ) t = τ (∆y 1 + χ ω u). For convenience of notation we introduce the function spaces
and the associated vector-valued spaces, which take account of the regularity of the components of solutions y of (2.2):
By assumption we have y 0 ∈ Y 1 . Utilizing this notation the operator A is a continuous linear operator in the following sense
Moreover, the operator B has the property
Next we transform (P ) to the interval I and express it in abstract form. For this purpose we introduce the set of admissible controls
Now (P ) can be expressed as
subject to τ ≥ 0 and
For existence and uniqueness of weak solutions of system (2.2), we have the following well-known result, see e.g. [2, 18] .
Then the first-order equation (2.2) admits a unique very weak solution y satisfying
If in addition y 0 ∈ Y 1 holds, then the first-order equation (2.2) admits a unique weak solution y that satisfies
In either of these cases the solution y depends continuously on (u, y 0 ) in the indicated norms.
Together with the primal equation (2.2), the adjoint equation will play a central role. It is defined as the evolution equation
Here A * is given as adjoint of A:
Hence, equation (2.3) is a wave equation in the second coordinate p 2 with (p 2 ) t = −τ p 1 and (p 2 ) tt = τ 2 ∆p 2 .
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It will be convenient to introduce the notation
which will be used for s = 0, 1, 2. The index s with Y s and P s denotes the regularity of the wave function for the primal state y and the adjoint state p, respectively. We may note that (Y s ) * = P (1−s) . If the adjoint equation is completed with a terminal condition p(1) = p withp ∈ P 0 , then it is uniquely solvable with solution p ∈ C(Ī; P 0 ). Moreover, one has regularity results analogous to those for the primal wave equation expressed in Theorem 2.1.
To guarantee well-posedness of (P) we need to assume that the set of feasible controls is nonempty. For this purpose we assume that (H1) the wave equation (2.2) is null controllable, i.e. there exists some τ 0 > 0 and c > 0 such that
, for every solution to the adjoint equation (2.3) with τ = τ 0 . With (H1) holding it can be shown that there exists a feasible solution to (P) for τ large enough [17, 20] , and then existence to (P) readily follows.
A family of regularized problems
To derive an optimality system for (P), the following family of problems was considered in [17] , which involves a regularization of the control and a penalization of the terminal constraint: For ε > 0 we consider
Here and below the norm on
where w = (−∆) −1 v 2 is the solution of −∆w = v 2 in Ω, w = 0 on Γ. For any ε > 0 problem (P ε ) admits a solution {(τ ε , y ε , u ε )} independently of (H1). In order to guarantee convergence of these solutions to a solution of (P), it is, of course, required to assume (H1). Theorem 2.2. Assume that (H1) holds and let {(τ ε , y ε , u ε )} ε>0 denote a family of solutions of (P ε ). Then we have that
. Moreover, for each weakly-star converging subsequence {(y εn , u εn )} with
the limit (ỹ,ũ) is a solution of the original time-optimal control problem (P).
Ifũ is bang-bang, then the convergence
This result was proved in [17] . There (P ε ) was also used to investigate the first order optimality condition for (P), involving the maximum principle and the transversality condition. In the present work we focus on the numerical realization of (P ε ).
It is based on the necessary optimality conditions for (P ε ) from [17] which we recall next. Theorem 2.3. Let (τ ε , y ε , u ε ) be a local solution of (P ε ). Then there exists p ε ∈ C(Ī; P 2 ) ∩ C 1 (Ī; P 1 ) such that the following optimality system holds:
The optimal control u ε has the additional regularity
If moreover y 0 ∈ Y 2 , then
3 Sensitivity analysis for a parametric optimization problem
Throughout this section we fix ε > 0, and consider, for any τ > 0 the minimization problem with respect to the variable u:
subject to
Clearly this problem admits a unique solution (
) and the necessary and sufficient optimality condition is given by
Here we use the index τ for the solution to (P τ ε ), since our attention focuses on the dependence of the solution on this parameter. We will investigate differentiability of τ → (y τ , u τ , p τ ) as well as first and second order differentiability of the value functional in (P τ ε ) with respect to τ . Further we shall show that the derivative of this value function is given by the left hand side of the transversality condition, which is the last equation in (2.5). Some preliminaries will be required. Let us note that these results apparently cannot be directly derived from well-known abstract sensitivity results. This is due to the fact that these results require us to express the constraint in an abstract setting, in which the partial differential equation in (P τ ε ) is transformed to an equality constraint of the form e(y, u) = 0. The natural domain for e is (L 2 (I;
, which is a Banach space when endowed with the natural norm. However, this space depends on the the parameter τ . For this reason and due to the fact that the image space of the inequality constraints is infinite dimensional, general 8 results appear not to be readily applicable. In this section we do not need to require (H1) to hold, but throughout we assume
With (H2) holding the solution to (P τ ε ) satisfies the regularity (3.2)
This can be verified with the same techniques that provide the regularity of y ε in Theorem 2.3.
Proof. We first show the asserted uniform bound. Since
where (y τ , u τ , p τ ) is the solution to (P τ ε ) and analogously for (y τ , u τ , p τ ). Then we have
We note that the scalar form of the first equation in (3.3) is given by
and for the second component we have τ δy 2 = ∂ t δy 1 − δτ yτ ,2 . Similarly for the second equation in (3.3) we find (3.5)
and for the first component we have τ δp 1 = −∂ t δp 2 − δτ pτ ,1 . From Theorem 2.1, the first two equations in (3.3) and (3.4), (3.5) there exists a constant K 1 independent of τ ∈ J such that
Setting u = u τ and u = u τ in the two inequalities of (3.3) we obtain, after rearranging terms,
Next we take the inner product in L 2 (I; L 2 (Ω)) of the first equation in (3.1) with δp and of the second equation with δy. After integration by parts and subtraction of the two resulting equations we obtain, using that δy(0) = 0
where the inner products on the right hand side are taken in L 2 (I; L 2 (Ω)). The initial condition for δp(1) and (3.7) imply that
Using (3.6) and the estimates established at the beginning of the proof, we obtain the existence of a constant K 2 independent of τ ∈ J, τ ∈ J such that 1 ε δy(1)
which, in turn, implies the existence of a constant K 3 independent of τ ∈ J, τ ∈ J, such that
The conclusion now follows from (3.6).
Proof. The proof follows the ideas of a related result in [13] on the continuity of the operator y → max(y, 0) in H 1 (Ω). Let a sequence q n be given, with
We have for the time derivative
for almost every t ∈ I. Here we use that (q(t), ∂ t q(t)) = 0 for a.e.
The pointwise a.e. convergence of ∂ t P U (q n (t)) to ∂ t P U (q(t)) for t ∈ I with q(t) L 2 (ω) = γ follows from the fact that (q(t), ∂ t q(t)) = 0 holds for almost all such t ∈ I.
In addition we have the pointwise bound
This continuity result for the projection onto the set of admissible controls allows to conclude continuity of the mapping τ → (y τ , u τ , p τ ) with respect to stronger norms.
Proof. Due to the result of Proposition 3.1, we have the Lipschitz continuity of τ → p τ with values in C(Ī; P 1 ). This implies the Lipschitz continuity of
The result now follows with the regularity result of Theorem 2.1.
We will now prove directional differentiability of the mapping τ → (y τ , u τ , p τ ) directly, using the projection representation u τ = P U ad − 1 ε B * p τ , following the lines of a similar result in [6] . First, we will show Bouligand differentiability of the projection onto U ad .
Recall that a function f : X → Y between normed linear spaces X and Y is called Bouligand differentiable if for every x 0 ∈ X there exists ε > 0 and a positively homogeneous function f
for all x ∈ X, where r(
In particular this implies that f is directionally differentiable.
uniformly on bounded subsets of L 2 (ω), where the Bouligand derivative is given by
Proof. Let q, h ∈ L 2 (ω) be given. If q L 2 (ω) = γ then the claim follows immediately. In the case q L 2 (ω) = γ and (q, h) ≥ 0 it holds q+h ≥ γ, and the claim is a consequence of the Fréchet differentiability of q → γL 2 (ω)
, for q = 0. Moreover, the convergence order o( h L 2 (ω) ) is uniform with respect to q in bounded subsets of L 2 (ω). It remains to consider the case q L 2 (ω) = γ and (q, h) < 0. If in addition q + h ≤ γ holds then the first-order remainder term is zero. This leaves to discuss the case q + h L 2 (ω) > γ. Here we find
which implies the inequality 0
The first-order re-mainder term is now given as
where we use a−b =
It shall be noted that the directional derivative P ′ U is itself a projection onto a convex set:
Let us define the sequence of first-order remainders
Moreover, due to the Lipschitz continuity of projections it holds
By the Lebesgue dominated convergence theorem, we have that the se-
The claim follows with the inequality
a.e. on I .
with T U defined in (3.8).
Proof. Let us define for abbreviation T := T U ad (− 1 ǫ B * pτ ) . Let τ > 0, δτ ∈ (−1, 1) with τ + δτ > 0 be given. At first, let us prove existence and uniqueness of solutions of the sensitivity system (3.9). This system is the first-order necessary optimality condition of the optimization problem
subject to u ∈ T and
Since this problem is strictly convex with respect to u, it admits a unique solution. This proves that there exists a unique solution (ẏ,u,ṗ) of the system (3.9). Let us define (δy, δu, δp) = (y τ +δτ − y τ , u τ +δτ − u τ , p τ +δτ − p τ ).
Then (δy, δu, δp) solves the system (3.10)
By the result of Proposition 3.5, we have
Let us write this representation of δu as the variational inequality
Setting v :=u in this inequality and v := δu − r in the fourth relation of (3.9) and adding the resulting inequalities gives
which implies
Proceeding as in the proof of Proposition 3.1 to estimate the last term we find
We shall return to this estimate below. Now we introduce w = δy −ẏ and note that
As in the proof of Proposition 3.1, see (3.4), we next write this equation in its coordinates:
By Theorem 2.1, there is a constant K > 0 independent of δτ such that
This further implies that
and hence
Applying the continuity result of Theorem 3.3 to the right hand side results in
for δτ → 0. In an analogous manner we estimate
with K > 0 independent of δτ . We continue to estimate the critical expression on the right-hand side of (3.11) by using (3.12), (3.13), and the Lipschitz continuity result of Proposition 3.1:
By (3.11), (3.13), (3.14), we get the estimate
with K independent of δτ but dependent on ε. This proves u−δu
, holds, and by (3.12) and (3.13) we obtain analogous estimates for the state and adjoint variables. This ends the proof.
Corollary 3.7. For any τ ∈ (0, ∞) and δτ the Bouligand derivativeu satisfies
Proof. Setting u = u τ +σδτ in the first inequality of (3.3), dividing by σ > 0 and taking σ → 0 + , we find (
From the second inequality with u τ replaced by u τ and u = u τ +σδτ it follows that (εu τ + B * p τ ,u) L 2 (I;L 2 (ω)) ≤ 0. Combined this implies (3.15).
Let V denote the value functional associated to (P τ ε ), i.e.
The following result establishes smoothness of V and the relationship of d dτ V(τ ) to the transversality condition.
Theorem 3.8. Let (H1) hold. Then the mapping τ → V(τ ) is continuously differentiable on (0, ∞) and
Moreover, it admits a second order directional derivative given by
Proof. Let τ ∈ (0, ∞) and let (ẏ,u,ṗ) Bouligand derivative at τ in direction δτ . To save notation it will be convenient to set
We compute
By (3.15) we have (εu τ + B * p τ ,u) (I;L 2 (Ω)) = 0 and hence
This provides the expression for
V(τ ) follows from Proposition 3.1 using the fact that (p τ ,
Using it, we obtain for the second-order directional derivative
Using once again (3.15) implies the claim. V coincides with the left hand side of the transversality condition. Note that due to extra regularity requirement that y 0 ∈ Y 2 we have that Ay ∈ L 2 (I; L 2 (Ω)), so that we can avoid the duality pairing that we used in the transversality condition in (2.5).
We conclude this section with an asymptotic estimate of V(τ ) as τ → ∞.
Theorem 3.10. Let as assume that (H1) is satisfied, which is the null controllability of wave equation in time τ 0 > 0. Then there exist constants ε 0 > 0 and c > 0 independent of τ such that for all τ > τ 0 and ε ∈ (0, ε 0 ) we have
Proof. Let σ > 0 and a positive integer N be given. From [17, Proposition 2.3] it follows that if
holds there exists controls u N,0 and u N,z with the property u N,0 L ∞ (I;L 2 (ω)) , u N,z L ∞ (I;L 2 (ω)) ≤ σ/2 that drive the wave equation from y 0 to 0 and from 0 to z, respectively. Let now τ > τ 0 be given, and define the positive integer
hence (3.17) holds. Then by linearity of the wave equation the controls u N,0 and u N,z can be used to construct a control u τ,0,z that drives the system from 0 to z in time τ . Moreover, it holds
with a constant C independent of τ . Then for τ sufficiently large, u τ,0,z is admissible for (P τ ε ) and hence
This proves the first claim. This estimate further implies that
where c is used as a generic constant, independent of τ .
Testing the adjoint equations, −p
and −p ′ τ,1 , respectively, subtracting the resulting equations, and integrating on (t, 1), t ∈ (0, 1), gives the energy equation
for all t ∈ (0, 1) and τ > 0. Together with (3.18) this proves
Analogously one obtains the estimate
with c > 0 independent of τ , which shows that Ay τ is bounded in L ∞ (I; Y 0 ) uniformly with respect to τ . This implies that
which, together with Theorem 3.8 and (3.18), proves the second claim.
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4 Semi-smooth Newton algorithm for the regularized optimality system associated to (P τ ε )
The algorithm for solving (P ε ), which will be described in the following section, relies on an efficient numerical method to solve (P τ ε ). For this purpose we use a semi-smooth Newton method. In this section we verify its local superlinear convergence.
In view of (3.1) a control u, which depends on τ and ε, is a solution to (P τ ε ), if and only if (4.1)
where p τ = p τ (u) is defined through the primal and adjoint equations in (3.1). Here F is considered as an operator from L 2 (I; L 2 (ω)) to itself. We shall verify below that
is Newton differentiable [9] with Newton derivative denoted by
, it follows that u → F u is Newton differentiable. To carry out the Newton iteration, given u 0 , we compute u k+1 = u k + δu by solving
where
To analyze this algorithm we first address Newton differentiability of radial projections in L 2 (ω) and L 2 (I; L 2 (ω)). The Newton derivative differently is -in contrast to the Bouligand derivative, which was considered in Proposition 3.4 -a linear operator.
) is Newton differentiable with Newton derivative given by
Proof. We need to argue that
for any q ∈ L 2 (ω), see e.g. [9, page 261] . Throughout the proof · stands for · L 2 (ω) .
Let us first consider the mapping G :
Since G is Fréchet differentiable for every u with q = γ it suffices to consider the case q = γ. Let {h n } be an arbitrary sequence in L 2 (ω) converging to 0. It has subsequences h 
For the second one we find (4.6)
Here we used that for q = 0
In the proof of the following proposition we shall use the fact that o in (4.7) is uniform with respect to q in sets of the form {q : ρ ≤ q ≤ R}, where 0 < ρ < R.
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With (4.6) Newton differentiability of G holds. Newton differentiability of P U is now an easy consequence. In fact, we have (4.8)
Remark 4.2. Note that in (4.4) we assigned the value 0 to DG(q) for q at the critical value q = γ. This corresponds to the equality sign in (4.
3) which appears in the first, rather than the second line. Similarly to considerations above, one can prove that the mapping
is a Newton derivative of G too. Here, the proof has to be modified in the case q = γ only for a subsequence h 
For our purpose the projection operates pointwise in time on elements q ∈ C(Ī; L 2 (ω)). We denote it by the same symbol.
) is Newton differentiable with Newton derivative given by (DP U )q(t) as in (4.3).
Proof. Let q ∈ C(Ī; L 2 (ω)) Further let {h n } be a sequence in C(I; L 2 (ω)) with h n → 0 in C(I; L 2 (ω)). Let K 1 = {t : q(t) < γ}, K 2 = {t : q(t) = γ}, and K 3 = {t : q(t) ≥ γ}.
We need to estimate
where z(t) denotes the integrand of the integral on the left hand side. By Lebesgue's bounded convergence theorem
and hence lim n→∞
To obtain the estimate on K 2 we express h n as h n (t) = h
By (4.8) we find using a splitting similar to (4.6)
and consequently lim n→∞ Let us reconsider (4.2) and set p k = p (u k ), the solution to the first two equations in (3.1) with u τ replaced by u k . Let us further note that the Fréchet
.
We further set
Then (4.2) can equivalently be expressed as
where the norms are taken in L 2 (I; L 2 (ω)). Setting u k+1 = u k + δu the Newton update can be expressed as (4.10)
Proposition 4.4. The Newton update u k+1 is the unique solution to
Proof. Existence of an unique solution to (4.11) follows from the linear quadratic structure of the problem. To derive the necessary and sufficient optimality system for (4.11) we consider the Lagrangian associated to (4.11), which is given by
It follows that the adjoint equation for (4.11) is given by
and that
The latter equation implies that
By the last equality in (4.11)
By (4.13) we find for a.e. t ∈ A
or equivalently for t ∈ A (4.14)
Combined, (4.12) and (4.14) imply that (4.10) is satisfied with (u k+1 , p k+1 ) = (u, p).
Uniform boundedness of the inverses of the generalized derivatives of F is addressed next.
Proof. Let p = p(u) denote the solution to the adjoint equation as in (P τ ε ) with u τ replaced by u and let
e. p ′ satisfies (4.9) with δu = h. We set
and we define
We have the orthogonal decomposition
According to Proposition 4.3 we find
where dependence on t is suppressed. We note that (p We are now prepared to verify local convergence of the semi-smooth Newton iteration (4.2).
Proof. The mapping F is continuous and by Proposition 4.3 is also Newton differentiable at every u ∈ L 2 (I; L 2 (ω)). By Proposition 4.5 the inverses of DF (u) are uniformly bounded. The conclusion therefore follows from wellknown results on semi-smooth Newton methods, cf. [9, page 238].
A semi-smooth Newton algorithm
In this section a Newton-type algorithm for solving (P ε ) is proposed. Minimization with respect to (τ, y, u, p) is carried out in two nested loops, an outer τ -and an inner (y, u, p)-loop. Key ingredients of the method are provided by Theorem 3.8 stating that the derivative of the value functional V is given by the transversality condition, and that the second order directional derivative can be obtained from the sensitivity system. Moreover for each given τ , the optimal control problem (P τ ε ) can be solved efficiently by a semismooth Newton method. Around these two loops which solve (P ε ) there is an outer loop, within which the regularization parameter ǫ is driven to 0. Thus we consider (P ε ) for a sequence {ε i } with lim i→∞ ε i = 0. Of course, this regularization also plays the role of a penalty parameter with respect to realizing the endpoint condition, and in practice these two parameters can be decoupled.
28
Description of the algorithm
The basic building block is a Newton algorithm for the minimization of the functional V, defined in (3.16) by
where (y τ , u τ ) is the unique solution of the parametric optimization problem (P τ ε ). The first and second derivatives of V are computed on the basis of Theorems 3.6 and 3.8. Each evaluation of V is realized by a semi-smooth Newton step to solve (P τ ε ) as explained in section 4. The resulting Newtontype algorithm is embedded in an outer loop that drives the parameter ǫ to zero. The overall solution procedure is depicted in Algorithm 1.
Algorithm 1 Outline of the solution algorithm
Initial guess:
Solve sensitivity system (3.9)
Some remarks are in order. For the innermost semi-smooth Newton iteration that solves the parametric optimization problem (P τ ε ) an Armijo-type 29 linesearch is used. The iteration is stopped as soon as the residual at the current iterate u
To apply a non-smooth Newton's method for the minimization of V, the second order directional derivative of V is computed by solving the sensitivity system (3.9). We observed that the computational effort to solve (3.9) is comparable to the effort of computing one Newton step for (P τ ε ). Once the solution of (3.9) is available, the second order directional derivative of V is obtained from
As stopping criteria for the solution of the regularized problem (
That is, the precision in which the middle loop is solved is directly coupled to the regularization parameter. This prevents the algorithm to spend too much time to solve problems with relatively large regularization parameter.
Turning to the discretization scheme, the state-, adjoint-, and control variables were discretized by finite elements. The amplitude components y 1 and p 2 are discretized by P1-elements, while P0-elements are used for the velocity unknowns y 2 and p 1 , and for the controls.
For time discretization, we used a cg(1)dG(0)-scheme as described in [16] , which corresponds to a Crank-Nicolson time-stepping procedure.
Numerical experiments
Let us report on the outcome of our computational experiments. We modified the cost functional of the penalized problem (P ε ) to
That is, the violation of the terminal constraint is penalized with larger weight. We chose Ω = (0, 1) 2 for our computations. The control bound was set to γ = 3. The target state was z 1 = z 2 = 0 and the initial state was given as
The spatial domain was discretized using a uniform triangulation, and the time interval was split into equidistant subintervals. We will report on the results for the following hierarchy of discretizations: (N, M) = (50, 10), (200, 20) , (800, 40), and (3200, 80), where N is the numbers of triangles and M the numbers of time intervals. The resulting mesh size h is h = 2/ √ N , the resulting length of the temporal subintervals ∆t = 1/M.
The parameters for the algorithm as described in the previous section were chosen as ε 0 = 0.1, τ 0 = 1.9, θ = 10 −3 .
The algorithm was stopped as soon as the terminal residual satisfies y ε (1) − z Y 0 ≤ 10 −3 , which corresponds to the choice r tol = 10 −3 . In the examples which follow, we also pay special attention to the behavior of the boundedness of { p ε,h (1) P 1 } and { p ε,h (1) P 0 } with respect to ε. As shown in [17] , if { p ε (1) P 1 } is bounded, we can pass to the limit in the point-wise form of the last equation of (2.5) to obtain for cluster points u, p of {u ε }, {p ε }
where u is a solution of the unregularized problem (P). If { p ε (1) P 0 } is bounded and u is bang-bang, then again (5.1) holds. In case that { p ε (1) P 0 } is unbounded, then for weak limitsp of the normalized adjointsp ε = pε pε(1) P 0 we have Az + Bu(1),p(1) (P 0 ) * ,P 0 = 0. For the details we refer to [17] .
Let us briefly comment on our experience with combining the minimization with respect to τ and to (y, u) in one semi-smooth Newton iteration. It turned out that the bilevel optimization analyzed here is clearly more robust for the problems that we tested. For this reason we gave preference to it in this work.
Example 1
Here the initial velocity was y 2 = 0. That is, the control objective was to steer the system from a given deflection into zero. The control domain was chosen to be ω := Ω.
The most delicate issue is the behavior of the algorithm with respect to the asymptotic behavior ε → 0 + . So let us report on it first. In Figure 1 we show the convergence of τ ε for different discretizations. Moreover, we depict the evolution of |τ ε − τ * | for the finest discretization, where we use as value for τ * the optimal time for the smallest ε i , i.e. τ * = τ ε i min . In Table 1 we report on the convergence of τ ε and y ε (1) − z Y 0 for the finest discretization. We observe the convergence rate [17] this implies that
which can be seen in Table 1 as well. Moreover, since by (2.5) we have p ε (1) P 1 = 1 ε y ε (1) − z Y 0 this convergence rate implies that {p ε (1)} is bounded in P 1 , where p ε are the solutions of the undiscretized problem, see also [17, Remark 4.5] . To address the effect of discretization we plotted in Figure 2 the evolution of p ε,h (1) P 1 for the solutions of the discrete problems for the 4 different discretizations, and we observed that the P 1 -norms of p ε,h (1) are bounded uniformly with respect to ε and with respect to the discretization. This suggests that the continuous norms { p ε (1) P 1 } are bounded as well. Table 2 depicts the behavior of the number of iterations of the middle and the innermost loops of Algorithm 1, i.e. the τ and the semi-smooth Newton loops, as a function of a decreasing sequence of ε i values. Except for the solution for the initial ε-value, the number of τ iterations increases as ε i decreases. The number of semi-smooth Newton iterations necessary for each fixed value of ε and τ remains almost constant for the example shown here. 
Example 2
In our second example we chose the initial velocity to be y 2 (x 1 , x 2 ) = x 2 1 + y 2 2 . All other data are the same as in the previous example. The convergence history can be found in Table 3 . We observed the same convergence rates as in the previous example, i.e. y ε (1) − z Y 0 = O(ε). Moreover, {p ε (1)} is bounded in P 1 , which indicates that strict transversality holds for the continuous original problem.
Example 3
Here again the initial velocity was y 2 = 0, however, the control domain ω was chosen to be a proper subset of Ω: ω = Ω \ [0, 0 we have controllability for times T ≥ √ 2. The optimal time is found to be τ * ≈ 0.43, which is not within the range of controllability. The convergence rates are worse than in Example 1. In fact, we observe |τ ε − τ * | = O( √ ε). Another interesting observation is that on the finest discretization level a smaller value of ε and thus more iterations to reach the prescribed accuracy for the terminal residual are needed, see Figure 3 .
Moreover, the norms { p ε,h (1) P 1 } ε>0 are not bounded uniformly with respect to the discretization, see Figure 4 , and { p ε(1),h P 0 } ε>0 is not bounded either. This suggests that for the original system the transversality condition holds in the form Bu(1),p(1) (P 0 ) * ,P 0 = 0, which was also observed numerically. In Remark 4.5 of [17] it was observed that if |τ ε − τ * | = O(ε), then { p ε,h (1) P 1 } ε>0 is bounded. Since |τ ε − τ * | = O( √ ε) only, unboundedness vs. ε for different discretizations spatially. Pointwise controls are equally important and require, in part, different treatment. Boundary control problems, as well, are a natural problem to be addressed. Various aspects of discretization would also be of interest.
