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Abstract
Surface temperature plays a key role in many micro-scale urban processes. Walls comprise a
significant percentage of the urban surface, yet are under-represented by many methods of ther-
mal remote sensing and not considered in detail by micro-scale surface temperature models.
This thesis presents a novel method of mobile thermal observation performed in urban street
canyons in London, ON that uses a thermal imager as well as a visual spectrum camera to pro-
vide dense spatial and temporal resolution of micro-scale wall temperature distributions. Im-
ages are manually classified by a series of nominal variables and the resulting data set discusses
the influence of micro-scale wall geometry on shading patterns and temperature distributions.
Results show that micro-scale geometry both cools and heats walls, that small amounts of geo-
metric complexity significantly affect temperature distributions, and that micro-scale structure
may warm facets at night. Implications for temperature and wind applications are discussed.
Keywords: urban, climate, surface temperature, remote sensing, shading
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Chapter 1
Introduction
1.1 The Urban Climate
Cities and urban environments represent human modification to natural environments. The
modification of the natural environment, and the agglomeration of people that urban environ-
ments attract create a unique urban climate that is typified by higher surface and air tempera-
tures (Oke et al., 2017). The geometries and materials employed in cities modify the microcli-
matic variables of these spaces, such as air temperature, surface temperature, humidity, wind
speed and direction, and radiative fluxes. The temperatures of urban surfaces play important
roles in the experienced urban climate, affecting human health and comfort, building energy
use and internal temperature, and urban wind flows.
1.2 The Urban Form
In comparison to the pre-urban landscapes on which they are built, the city structure is highly
three-dimensional. The typical urban form, characterised by a block-pattern of buildings sep-
arated by streets, is a unique geometry that has important implications for microclimate pro-
cesses.
Because buildings rise vertically, their walls have unique interactions with solar geometry
compared to horizontal surfaces. Figure 1.1 illustrates differences in the incident shortwave
and emitted longwave radiation between vertical walls and a horizontal roof under clear sky
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conditions. Shortly after sunrise, east-facing walls receive large amounts of solar radiation
that cause their temperature to rapidly rise. At the same time, the west-side of a building will
remain in shadow with much lower temperatures. This relationship reverses after solar noon,
when suddenly the shaded west-facing walls are bathed in sunlight and the east-facing are cast
in shadow. In the northern hemisphere, a south-facing wall may be irradiated for almost the
entire day, and a north-facing wall may only receive brief periods of insolation during part of
the year, and none in others. These complex relationships and processes of sunlight and shading
regimes help to create an urban micro-climate that is unlike that of a natural environment. We
would expect a simple open horizontal surface to receive a smooth parabola of solar radiation
through the day with a surface temperature that follows a similar trajectory (like the roof in
Figure 1.1). Instead, for any given location in the urban environment, the procession of sunlight
and surface temperature is likely to be much more complex.
When viewed in aggregate the urban form and consequent differential distribution of solar
radiation creates a complex pattern of surface temperature that changes with viewing angle
when observed. This directional dependence of observed temperature is known as effective
thermal anisotropy (Voogt and Oke, 1998) and has implications for thermal remote sensing of
urban surfaces and processes influenced by surface temperature.
Of the individual roofs, streets, and walls that create this urban form, a significant portion
are walls. Specific proportions are dictated by the local urban geometry, however even in
a residential neighbourhood walls may comprise ≈ 25% of the complete urban surface area
(Voogt and Oke, 1997). Despite this, many methods of thermal remote sensing have a tendency
to under-sample wall surfaces. Satellite or aerial observation methods that view the surface
from a (near) nadir angle will preferentially view horizontal surfaces such as roofs and roads.
Deliberate observations are necessary to ensure that wall surfaces are not overlooked.
1.3 Conceptual Units and Scale
This thesis discusses a few different conceptual units and spatial scales which are useful to
define. The smallest unit typically discussed is the facet. A facet is a useful conceptual division
of the urban surface. If we consider a simple representation of a building as a smooth cube,
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Figure 1.1: A comparison between incident shortwave (a) and emitted longwave (b) radiation
for an isolated cubic building calculated in TUF-3D (see section 1.4.6) From Oke et al. (2017).
then that cube is made up of four wall facets and one roof facet (see illustrations in Figure 1.2).
This thesis also concerns itself with the sub-facet scale, i.e. the complexities that arise when
we consider an individual wall facet of a real building not as a smooth surface, but as rough,
complex, and itself three-dimensional.
Individual facets and buildings may be aggregated to the urban canyon scale. This is
another conceptual unit that has proven itself useful to micro-climatic processes. An urban
canyon is defined as a road facet flanked on either side by wall facets, and the air that fills
the resulting volume. Canyons are frequently described by the orientation of their primary
axis, e.g. a street that runs North-South, with wall facets to the East and West, is called a N-S
canyon. This scale agglomerates many individual facets. The length scale of an individual
canyon may vary, and in the residential neighbourhoods discussed in this thesis there is no
‘true’ canyon. Instead the canyon shown in Figure 1.2 would be frequently interrupted due to
the isolated geometries of detached houses. The concept of the canyon however is still useful
for certain discussions, and for this thesis could be considered all street-facing wall facets of a
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given orientation.
Figure 1.2: Conceptual illustration of the hierarchy of scales discussed in this thesis. Modified
from Christen (2015).
The neighbourhood scale is the largest scale that will be discussed in this thesis. For micro-
climate processes it can be considered to be a subsection of a city for which micro-climatically
relevant variables are relatively consistent or homogenous in distribution, e.g. building size
and density, or vegetation type and fraction. A neighbourhood is comprised of many urban
canyons, which are themselves comprised of many facets. The Local Climate Zone (LCZ)
scheme (Stewart and Oke, 2012) is designed to make designation and inter-comparison of
neighbourhoods simpler by abstracting specific urban forms to a set of criteria shown to be
relevant to, especially, urban air temperature studies. The LCZ scheme distinguishes classes
using metrics essentially applied at the canyon scale: height to width ratios, building plan frac-
tions, pervious surface fraction, etc. This thesis distinguishes its study sites by sub-facet scale
geometries, and therefore the LCZ scheme is not used to describe the study sites. However,
LCZs are a common scale used in the urban climate literature and will be returned to later in
the discussion.
Aggregating neighbourhoods creates the city scale, in which anomalies compared to sur-
rounding rural areas may be observed as well as intra-city differences caused by different neigh-
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bourhood processes. Finally the urban region scale, composed of the city and its surrounding
countryside, is the largest scale typically considered in the urban climate literature (Oke et al.,
2017), in which, e.g., regional modification to atmospheric processes downwind of cities are
considered. It is important to describe a process at its associated scale, and this thesis con-
siders sub-facet scale processes and their effects at each scale up to that of the neighbourhood
scale. Typical horizontal lengths for the scales discussed in this thesis are 10 x 10 m (facet), 30
x 200 m (canyon), 2 x 2 km (neighbourhood) (Oke et al., 2017), though the neighbourhoods
discussed here are smaller.
1.4 Measurement of wall temperatures
As a component of many urban climate processes, wall temperatures are regularly measured
or factored in to observational campaigns or micro-scale climate simulations, such as those
described below. Despite their ubiquity as a component of research studies, there has been
little work that observes wall temperatures and their variability at a range of spatial scales, or
the micro-scale geometries of walls themselves.
1.4.1 Vehicle Traverses and Initial Work
The first and only observational study that explicitly examined wall temperatures within and
across different neighbourhoods was performed by Voogt and Oke (1998). This study com-
prised traverses through different neighbourhoods of Vancouver in a vehicle mounted with
infrared radiometers (IRRs) pointed at the canyon walls orthogonal to the direction of travel
(Figure 1.3). This study was part of a larger body of work that examined the complete ur-
ban surface temperature (Voogt and Oke, 1997). The observations yielded wall temperature
distributions on facets of different orientations, and from different neighbourhoods.
A significant limitation of this work relates to the nature of the IRR instrument. An IRR
returns a temperature reading that incorporates all surfaces within its field of view (FOV). If
an observation is recorded when the field of view is partially occupied by the sky, then the
temperature recorded will be lower than the actual surface temperature of the wall (position
A in Figure 1.3). Due to the limitations of the IRR instrument, there is no definitive way to
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remove these erroneous observations, as an observation that contains, e.g., 50% warm wall and
50% cool sky can not be discerned from an observation that contains 100% cooler wall: the
mean FOV temperature returned might be the same. Voogt and Oke (1998) addressed this by
statistically truncating the observations, however they nevertheless note that observations were
likely biased to be cooler than the actual wall facet temperatures. In addition, the instrument
used operated on a 500 ms time period: 250 ms of sampling time and 250 ms of internal
temperature calibration. The larger the time period, the less able the instrument is to record
step changes in temperature. The result is a lack of resolution at smaller spatial scales. The
method may be able to characterize neighbourhood and canyon scale temperatures, but sub-
facet resolution is not obtainable, and inter-canyon resolution may be coarse at best.
Figure 1.3: Representation of FOV error from Voogt and Oke (1998). Ellipses projected on
the walls are the FOVs of the IRRs mounted on the vehicle. In Position A, the FOV of the up-
permost IRR is largely sampling the sky above the wall, providing a temperature measurement
that would skew colder than the actual wall facet.
Additional work regarding wall temperature variability was performed by Aldred (2003) as
part of the larger BUBBLE (Basel UrBan Boundary Layer Experiment) microclimate observa-
tional campaign (Rotach et al., 2005). A thermal imager was used to image a wall facet and
the temperature variability within that individual facet was examined. This project remedied
the drawback of the IRRs used in Vancouver, but only examined one wall facet at one mo-
ment in time, therefore lacking temporal resolution as well as spatial resolution at scales larger
than the facet scale. Additionally, the viewing angles were relatively oblique, making accurate
Chapter 1. Introduction 7
assessment of spatial variability difficult.
Aldred (2003) found that temperature histograms of a single facet were distinctly multi-
modal, likely relating to different thermal properties of the variety of materials that may com-
prise a single facet. His work suggests that sub-facet scale temperature heavily depends on
building materials, geometry, and solar angle.
Since the time of the BUBBLE campaign, wall temperature data have been collected or
modelled for a variety of urban climate studies, but always as a component of a larger study.
None have studied wall temperature variability at any scale as the primary focus. The mea-
surements tend to use one of a few methods, depending on the broader aim of the study. Some
examples are discussed below, grouped by method.
1.4.2 Canyon Cross Sections
Urban observational studies that take place within a street canyon frequently measure wall
temperatures by observing a representative cross-section of the canyon. Offerle et al. (2006)
examined the effects of wall heating in relation to within-canyon air circulation. A series of
contact thermocouples were placed in a column on each side of the studied canyon. Although
mean facet temperatures progress along the diurnal trend that would be expected due to simple
solar geometry (Figure 1.1), there is evidence that this mean value is inadequately represent-
ing sub-facet variability (Offerle et al., 2006, p. 288). This may be due to vertical structural
variability that is not represented by the smooth surface of the conceptual urban canyon.
Similar work was performed by Niachou et al. (2008) in Athens, Greece. Studying temper-
ature and airflow distributions within a canyon, a similar cross-sectional approach to tempera-
ture measurement was taken, with samples obtained via a handheld infrared thermometer. The
diurnal trend is less apparent in this paper and reveals more clearly the potential limitations
of the conceptual urban canyon. Comparing the real street canyon studied to the conceptual
diagram (Figure 1.4), it is clear that there are significant geometric differences that might affect
temperature measurements. In these two images, it is not clear where the actual measurements
were made, nor what surface was actually observed. Given the large amount of geometric vari-
ation present in the canyon, it is likely that shading complicates temperature measurement in a
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way that is not represented by the simplified diagram.
Figure 1.4: Comparison of real and conceptual canyon that illustrates the masked complexities
of idealized street canyons. Modified from Niachou et al. (2008)
This cross-sectional approach provides sub-facet spatial resolution in the vertical dimen-
sion, and it provides dense temporal resolution. It fails to represent variability in the horizontal
dimension, or at the neighbourhood scale. Additionally, it may be complicated by geometri-
cally complex canyons.
1.4.3 Point Measurements
Another approach has been to use a portable, hand-held instrument to collect point samples
across a neighbourhood. Both Ahmed et al. (2014) and Din et al. (2012) recorded wall temper-
atures of different building materials at a neighbourhood scale. Ahmed et al. (2014) used an
infrared thermometer that, similar to the IRR, registers a mean temperature for surfaces within
its FOV. For each observation, the authors took five orthogonal readings of the facet at screen
height (1.65 m) and recorded the mean. However, the walls varied in height from 55 to 140
meters and it is therefore likely that there is significant vertical variation in wall temperature
that was not captured by this method. Din et al. (2012) used a thermal imager, however it was
used to collect point data (i.e., a central point from the image was taken as representative of the
facet and used in their analysis). In the sample images provided in the paper it is quite clear that
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there is sub-facet scale temperature variation that the authors do not address. In both studies,
the authors sought to take measurements of facets that were representative of specific neigh-
bourhoods. The method provides temperatures at the neighbourhood scale, assuming that the
recorded temperatures were indeed representative. This provides larger spatial extent than the
cross-sectional method, but fails to provide any sub-facet scale variability, and at a drastically
reduced temporal resolution.
1.4.4 Scale Models
Physical scale models have been employed to study facet temperatures. Hao et al. (2012)
constructed a small array of regular sized cubes situated on a rotatable trestle and observed their
temperature changes throughout the day with a thermal imager. As a secondary component,
the diurnal trend of different wall facets oriented in the cardinal directions using IRRs was also
observed. This approach provides data that are temporally dense and uses an array intended to
represent an individual neighbourhood. The study focused on temperature differences between
sunlit and shaded facets, and the data obtained were fit for this purpose. The Comprehensive
Outdoor Scale MOdel (COSMO) (Kanda et al., 2006) located in Japan is a large array of 512
cubic concrete structures each 1.5 m per size that has also been observed at the sub-facet scale
using infra-red thermography for examinations of temperature distribution (Meier et al., 2009)
as well as effective urban thermal anisotropy (Morrison et al., 2018). Examinations using
such scale models are more applicable in examining neighbourhood-scale geometries such as
canyon height to width ratios as they do not contain sub-facet structural or material variation.
1.4.5 Time Sequential Thermography
Another approach to examining walls at the sub-facet scale is time sequential thermography
(TST). TST involves the use of a fixed thermal imager, a high sample rate (once per second to
once per 5 minutes) and a long sampling period. Hoyano et al. (1999) observed two buildings
over the course of a year to capture seasonal variation. Buildings were subset to a sub-facet
scale and day-time observations were analysed in sunrise, noon, and sunset groups. The tem-
peratures were examined as brightness temperatures before sensible heat fluxes per subset were
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considered. The primary objective of the study was to determine the sensible heat flux of an
entire building. This study provides a much denser temporal scale than studies previously
discussed as well as providing sub-facet scale temperature analysis. Christen et al. (2012)
similarly used TST at a high (1 Hz) temporal resolution to consider micro-scale temperature
variability of, amongst others, wall facets in Berlin. This study however was more focused on
decomposing mean and fluctuating surface temperatures and considering temperature fluctua-
tions at a small temporal scale. TST provides the option of extremely dense temporal thermog-
raphy of urban facets but is conducted from a fixed platform. The fixed platform reduces the
ability of this approach to categorize at the neighbourhood scale.
An improvement to the spatial limitation of a fixed thermal imager is Panoramic Time
Sequential Thermography (PTST) described in Adderley et al. (2015). Here an articulating
thermal imager is able to pivot and rotate to capture thermal images over a full 360° range of
azimuth and a large range of off-nadir angles in a short period of time. This sampling technique
does still preferentially view horizontal surfaces as it is captured above roof height, and is still
performed from a fixed station. Nevertheless, PTST allows for the densest spatial and temporal
scales of observation discussed to date, but has hitherto only been used in fixed locations.
1.4.6 Numerical Modelling
The rise of computer power has driven computer simulations to the forefront of much research
in the urban climate literature, and surface temperatures are no exception. There are many
urban canopy models currently in use for a variety of applications that derive wall temperatures
(Best and Grimmond, 2015). These models operate at a variety of scales, but tend to produce
mean facet temperatures as outputs.
Temperatures of Urban Facets in 3D (TUF-3D) is a model that resolves the surface energy
balance at a sub-facet scale (Krayenhoff and Voogt, 2007) and has been employed to study
thermal phenomena related to urban geometry (Krayenhoff and Voogt, 2016). Although the
model has shown good agreement when compared against observational data, it has also over-
estimated wall temperatures (Krayenhoff and Voogt, 2007, p. 454). It is hypothesized that this
disagreement may be due to sub-facet shading from the surface geometry: In the TUF-3D
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model, although temperatures may be resolved at the sub-facet scale, the facets themselves
are all considered to be smooth surfaces with no geometric variation; an assumption that is
common to almost all urban canopy models (Best and Grimmond, 2015). At least one group
(Yaghoobian and Kleissl, 2012) has modified TUF-3D to incorporate sub-facet scale variability
by including windows for the purpose of building energy simulation. This method modifies the
thermal and radiative properties of sub-facet patches however, and does not address geometric
complexity of the facet.
1.5 Research Rationale and Objectives
To date studies of urban wall temperatures have generally failed to consider the temperature
variability that occurs at a sub-facet scale, focussing on mean facet temperatures or taking
multiple samples from an FOV-averaging instrument that can only provide a superficial assess-
ment of sub-facet scale variability. The small body of work that has considered sub-facet scale
temperatures has either been conducted within a single canyon or through simulations that fail
to account for geometric and material variability at this scale. This thesis strives to take the
first step in filling this gap by examining sub-facet scale temperatures at high spatio-temporal
resolution. The primary objective of this thesis is to create a dataset of urban wall surface tem-
peratures that can be analysed at the sub-facet to neighbourhood scales and that is spatially and
temporally representative. This dataset will be used to:
1. Evaluate wall temperature variability at the sub-facet, street canyon, and neighbourhood
scales.
2. Determine the extent to which sub-facet scale surface structure affects facet temperature
distribution.
In addition to these research objectives, we pose a series of research questions. Two neigh-
bourhoods with differing geometries are considered to facilitate comparison at the neighbour-
hood scale:
1. Does sub-facet scale surface structure affect facet temperature distributions?
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2. Are there temperature biases at the canyon scale due to sub-facet scale surface structures?
3. Do neighbourhoods with different types and sizes of sub-facet scale surface structures
exhibit different temperature distributions due to these geometries?
1.6 Thesis Structure
The thesis is divided in to four further chapters with four appendices. Chapter 2 describes
the methods of the research, including processes developed for this thesis. Chapter 3 provides
analysis and results of the observations. Chapter 4 considers the implications of this research
within the urban climate literature and addresses some limitations of the method. Chapter 5
provides a summary and conclusions of the thesis. Appendix A shows results of lab testing of
the primary instrument. Appendix B provides more detail on the manual facet characteristics
classification scheme used in the thesis. Appendix C shows the meteorological variables mea-
sured for the day and the converted values used as inputs for modelling. Finally, Appendix D
provides some additional figures supporting Chapter 3.
Chapter 2
Methods
2.1 Site Selection and Description
Two neighbourhoods were selected for examination due to their differing facet scale geome-
tries. The first site (site 1) was selected due to the prevalence of large covered porches, which
create large areas of wall shading at most times of day. In contrast, the houses of the second
site (site 2) predominantly have no significant porches or overhangs that cause self-shading
(apart from minor shade cast by, e.g., eavestroughs). Each site was selected to both minimize
the number of trees between the street and the houses, as well as contain houses facing each of
the four cardinal directions. The street grid of these neighbourhoods of London does not run
precisely along a North-South axis and is instead rotated approximately 20 degrees counter-
clockwise from North. For ease of discussion, this thesis will continue to refer to facets as
facing north, east, south, or west. The street angle grid of both neighbourhoods is the same,
and therefore inter-neighbourhood comparison of these sites is not confounded by this rotation.
True facet orientations for the sites may be determined by subtracting 20 degrees from their
cardinal direction, i.e. an east-facing facet has an azimuth of 70° rather than 90°. This thesis
uses the convention of labelling facets in terms of the direction they face, i.e. a street-facing
wall on the west side of a N-S street canyon would be considered an east-facing facet. Also
important to the selection process was proximity of the two sites. Due to the sampling method
employed (see 2.2.2), the neighbourhoods were sampled sequentially. The time from the start
of sampling at site 1 and the end of sampling at site 2 needed to be kept to a minimum so that
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each traverse could be reasonably considered a sample of one time of day. The driving distance
between the two sites is approximately 4.5 kilometres. The location of both sites within the
broader area of London, Ontario is shown in Figure D.1 in Appendix D.
Site 1 is located in the Old East Village neighbourhood of London. The site comprises
the entirety of the N-S street canyon of Woodman Ave, and a one block subset of the E-W
street canyon of Dufferin Ave. In total this site contains 100 houses: 25 east-facing, 30 west-
facing, 22 north-facing, and 23 south-facing. The houses are relatively older, with most built
between 1920 and 1940 as determined from aerial photography archives (Western University
Map and Data Centre, 2018), though approximately 25% of the houses pre-date 1920. Of the
100 houses, 90 have porches or overhangs that cover some or all of the first storey. Houses
are a mixture of building materials and colours, but are predominantly brick or vinyl-sided.
Houses are predominantly two storeys. Some exemplary houses are shown in Figure D.2 in
Appendix D.
Figure 2.1: House locations and numbering scheme for site 1. A green number indicates the
house was kept in the final data set (section 2.3.1).
Site 2 is located in the Huron Heights neighbourhood of London. The site comprises the
entirety of Fleming Dr, a street which consists of a loop and encompasses all four cardinal
directions. The site consists of 82 houses: 24 east-facing, 23 west-facing, 15 north-facing, and
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20 south-facing. The houses were constructed in 1996 - 1998 (MLS, 2018), and only four have
porches that cover the first storey. There is a mixture of one and two-storey buildings, as well
as a mixture of brick and vinyl-siding. Some exemplary houses are shown in Figure D.3 in
Appendix D.
Figure 2.2: House locations and numbering scheme for site 2. A green number indicates the
house was kept in the final data set (section 2.3.1).
Each house was numbered for ease of reference, and any specific houses will hereafter be
referenced in terms of their study number. These numbers were assigned based on the order
in which they were sampled during traverses, i.e. each traverse began at house 1 and ended at
house 182. A brief summary is provided in Table 2.1.
Site 1 has an average canyon height to width ratio (H:W) of roughly 0.25; the H:W for site
2 varies between 0.2 and 0.1 depending on whether the buildings on the side of the canyon are
one or two storeys tall. Differences in canyon H:W affect the rate at which a neighbourhood
will cool by modifying the amount of radiatively cool sky that any given point in the canyon
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Table 2.1: Relative house numbers within the study and associated sites and orientations
Orientation Site 1 Site 2
East 1 - 25 113 - 124, 141 - 152
West 26 - 55 129 - 140, 161 - 171
North 56 - 77 125 - 128, 172 - 182
South 78 - 100 101 - 112, 153 - 160
can ‘see’: the sky view factor (SVF) (Oke et al., 2017). The difference in in-canyon SVF of
each neighbourhood caused by the different H:W will influence the wall temperatures to some
degree. Simulations were run in TUF-3D that compared the H:W of site 1 to site 2 with all
other variables held constant and the results suggest that the H:W difference between sites 1
and 2 accounts for < 1 °C variation in mean wall temperatures.
2.2 Field Methods
2.2.1 Fixed Site
To obtain boundary conditions and forcing data for the TUF-3D model, a fixed monitoring
site was erected on the roof of Talbot College on the Western University campus. The model
requires six forcings: above-canopy incident shortwave and longwave radiation (K ↓, L ↓), air
temperature at reference height z (Tair), wind speed and direction at reference height z (u, ϕ),
and water vapour pressure at reference height z (ea). The instruments and variables obtained
from the fixed site are summarized in Table 2.2. All instruments were sampled once per second
and five-minute averages were recorded.
Table 2.2: Fixed site instrumentation
Manufacturer Instrument Variable(s) (Units)
Campbell Scientific
HC2-S3 Probe Tair (°C), RH (%)
03001-L Wind Sentry u (m s−1), ϕ (°)
Kipp & Zonen CMA-6 Albedometer K ↓ (W m−2)
Eppley Precision Infrared Radiometer L ↓ (W m−2)
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No direct measurement of water vapour pressure was made. As per Krayenhoff and Voogt
(2007) this variable has minor impact on the model and may be estimated. Water vapour
pressure was calculated by first obtaining a dew point temperature from Tair and RH via an
improved version of the Magnus equation (Alduchov and Eskridge, 1996).
γ = ln
( RH
100
)
+
b Tair
c + Tair
; (2.1)
Tdew =
cγ
b − γ (2.2)
where b = 18.678 and c = 257.14 °C. Vapour pressure is then obtained via
ea = 0.6108exp
[ 17.27Tdew
Tdew + 237.3
]
(2.3)
The anemometer and wind vane placed at the fixed site were not at a sufficient height
above the roof to escape the influence of the building envelope on both speed and direction:
the instruments measured within the building-affected wind field rather than the above-canopy
flows needed as boundary conditions. Measurements were instead obtained from the London
International Airport and transformed via equation 2.4 as per Wieringa (1986).
u¯zA = u¯zB
[ ln(zr/z0B)ln(zA/z0A)
ln(zB/z0B)ln(zr/z0A)
]
(2.4)
where u¯ is mean wind speed, zr is the blending height (approximated as two times the mean
building height), z0 is the roughness length, and the subscripts A and B refer respectively to
the site of interest and the site of observation. These transformed values were then linearly
interpolated to a five-minute interval. The fixed site was erected on 13 July, 2017 and recorded
continuously through the observation period in August and instrument testing in September
before being taken down in October 2017.
2.2.2 Vehicle Traverses
Observations at the study sites were conducted using a pickup truck as an instrument platform.
Such a mobile platform allows the full extent of the sites to be sampled in the smallest possible
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time, i.e. keeping the elapsed time from the start to the end of a sampling period as small
as possible. The full array of mounted instruments is described in Table 2.3, though most
of these instruments were used for projects other than this thesis. With the exception of the
thermal imager and GoPro, the instruments were connected to a Campbell Scientific CR3000
datalogger that was positioned inside the cabin of the truck to shield it from direct sunlight,
and sampled at 1 Hz. The imager was also positioned inside the cabin, and recorded out of the
rear left-facing window at 5 Hz. The GoPro was configured as a time lapse camera (TLC) and
imaged at 1 Hz. Images of the platform are shown in Figures D.4 and D.5 in Appendix D.
The primary instrument used in this thesis is a FLIR T650 thermal imager. Specifica-
tions of the instrument are provided in Table 2.4. More discussion of imager characteristics
and accuracy can be found in Appendix A. The thermal imager provides an advantage over
FOV-averaging instruments used by Voogt and Oke (1998) because it allows sub-facet scale
temperature variations to be resolved. This allows for more removal of unwanted temperature
measurements. It also enables the classification of pixels (temperatures) according to any de-
sired set of variables, i.e. subsets of an individual thermal image can be associated to a set
of classification criteria. By combining the thermal imagery with the RGB imagery from the
TLC, we can more precisely determine characteristics of the house under consideration. The
TLC provides an additional spectral channel so that nominal variables such as surface material,
colour, shading, etc., that can not be accurately ascertained from the thermal image alone can
be classified by using the RGB image of the house as a reference.
Each traverse encompassed both sites, beginning at the southern end of Woodman Ave at
house 1. Site 1 was sampled by driving north on Woodman Ave, turning around and driving
south, then proceeding to Dufferin Ave and driving it first in a westerly direction, then east.
The truck was then driven to site 2, and began sampling at house 101 on the western edge of
Fleming Dr. The street was driven counter-clockwise, and then clockwise, and the traverse was
completed facing west at house 182 (see Figures 2.1 and 2.2).
Traverses were conducted multiple times over the course of a day to consider the diurnal
progression of surface temperature and shading patterns. Eight traverse times were selected:
six during the day and two at night. Figure 2.3 shows the traverse times as gray bars compared
against the solar elevation. The day-time traverses were selected to produce a variety of shad-
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Table 2.3: Mobile Traverse Instrumentation
Manufacturer Instrument Variable(s)
FLIR T650 Thermal Imager Twall
Campbell Scientific HC-S3 Probe Tair (°C), RH (%)
Garmin 16X-HVS GPS Location
GoPro Hero 3+ (TLC) RGB Photos
Apogee
SIF-121 Infrared Radiometer Twall (°C)
SIF-1H1 Infrared Radiometer TRoad (°C)
SI-1H1 Infrared Radiometer TRoad (°C)
SL-510 Pyrgeometer L ↓ (W m−2)
SP-510 Pyranometer K ↓ (W m−2)
SQ-500 Quantum Sensor PAR (µm m−2 s−2)
ST-200 Finewire thermistor Tair (°C)
Table 2.4: Specifications of the FLIR T650 thermal imager (FLIR, 2016a)
Parameter Value
Temperature range -40 to 150 °C
NETD < 20 mK
Accuracy ± 1 °C
Spectral range 7.5 - 13.0 µm
Time constant < 8 ms
Resolution 640 x 480 px
Detector Uncooled microbolometer
Focal length 13.1 mm
FOV 45° x 34°
ing patterns on the houses. The first and last day-time traverses (traverses one and six) were
selected such that east or west-facing vertical facets were not casting shadow on the opposing
canyon walls. In addition, two traverses were performed at night so that differences in cooling
processes between neighbourhoods could be considered. The precise timing of the traverses as
collected by the GPS are provided in Table 2.5 along with the associated change in solar geom-
etry over that time period. Traverses at site 1 take longer that those at site 2, taking on average
6 minutes 10 seconds to site 2’s 4 minutes 19 seconds. The most time-consuming portion of
each traverse was the drive between sites that took on average 8 minutes 15 seconds.
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Figure 2.3: Solar elevation and traverse times (gray rectangles). Times are in EDT.
Table 2.5: Traverse times (HH:MM:SS) in EDT and associated changes in solar elevation (∆β,
°) and solar azimuth (∆Ω, °)
Start Time End Time ∆β ∆Ω
1
1 08:12:00 08:20:18
3.91 3.71
2 08:29:19 08:33:30
2
1 10:06:58 10:13:01
3.18 4.35
2 10:21:37 10:26:05
3
1 11:43:38 11:49:15
2.01 6.11
2 11:57:33 12:01:11
4
1 14:12:45 14:17:48
1.25 6.91
2 14:25:21 14:29:37
5
1 16:35:18 16:40:46
3.14 4.1
2 16:49:37 16:53:54
6
1 18:41:21 18:46:45
3.13 2.91
2 18:54:04 18:58:34
7
1 23:35:05 23:43:00
Dark
2 23:51:14 23:55:35
8
1 05:05:30 05:11:06
Dark
2 05:19:14 05:23:48
Data from the traverses will be discussed as single points in time in this thesis, i.e. tem-
peratures from traverse one are considered to have been taken at the same time even though
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there are roughly 20 minutes between the sampling of house 1 and house 182. Temperatures
of course will not have remained static during this elapsed time, however due to the myriad
different properties that determine surface temperature, it is impractical to attempt any correc-
tion for this drift. Simulations with TUF-3D suggest the mean change in temperature over a
15-minute period is 0.3 K, and the maximum 1.5 K. The mean temperature change falls within
the accuracy of the instrument.
2.2.3 Kinematic LiDAR Measurements
The surface structure of the neighbourhoods was obtained through a Light Detection and Rang-
ing (LiDAR) system. The kinematic LiDAR system (KLS) consists of a backpack-mounted
LiDAR scanner, DGPS system, and an inertial measurement unit. The system enables the cre-
ation of very dense (> 5000 points m−2) point clouds at cm-scale accuracy and samples while
the operator walks through the observation site. A thorough discussion of the kinematic LiDAR
system (KLS) can be found in Galofre et al. (2018) and Kukko et al. (2012). The significant
advantage of the KLS in comparison to airborne LiDAR systems is its ability to capture the
complex 3d geometry of a residential neighbourhood, including vertical surfaces that are hid-
den from above by, e.g., porches. The LiDAR scans obtained for each neighbourhood facilitate
areal measurement of features at the centimetre scale. Scans were performed on 5 October,
2017.
2.3 Data Processing
2.3.1 Pre-processing
The image series recorded by the thermal imager were examined frame-by-frame and the clear-
est, most comprehensive frames of each house were exported as individual CSV files, where
each row and column corresponded to a location on the imager sensor array, and each entry
was the observed brightness temperature in °C (see Section 2.3.2). Each CSV was corrected
for geometric distortion caused by the lens in Matlab (see Appendix A). The corrected CSVs
were then converted to the ArcGIS Binary Grid Format. A similar process was performed for
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Figure 2.4: Screenshot illustrating the level of detail provided by the KLS scans.
the TLC imagery: individual frames were selected and geometrically corrected for each house.
Because the camera used for this is mass-produced and widely used, pre-sets for geometric
correction of its lens were available and applied through Photoshop.
Of the 182 houses, 57 were removed from the data set during this pre-processing. Houses
were removed for a variety of reasons: 17 houses could not be measured due to an incomplete
LiDAR dataset on Woodman Ave caused by equipment malfunction. Significant facet obstruc-
tion due to vegetation eliminated 33 houses, as useful temperature measurements of the walls
could not be obtained. Finally, 7 houses were excluded from site 2 that were situated on the
rounded corners of Fleming Dr. that did not share the same orientations as the other houses.
Table 2.6 shows the result of the excluded houses on the distribution of facets. The remaining
125 houses were completed for inclusion in the final data set. Five other individual images are
missing due to periodic automatic calibration of the thermal imager against its own internal
temperature during which the shutter is closed. These are house 11 and 15 during traverse 6,
house 32 during traverse 4, and house 56 during traverses 2 and 4. These houses are included
in the rest of the dataset, i.e. sample size is decreased by two in traverse 6, two in traverse 4,
and one in traverse 2.
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Table 2.6: Excluded houses by site number and orientation
Site Orientation Starting houses
Removed due to ...
Remaining houses
Obstruction LiDAR Angle
1
East 25 4 7 - 14
West 30 - 10 - 20
North 22 7 - - 15
South 23 10 - - 13
2
East 24 3 - 1 20
West 23 6 - 2 15
North 15 2 - 1 12
South 20 1 - 3 16
Total 182 33 17 7 125
2.3.2 Directional Brightness Temperature
It is possible to convert the radiance received by the thermal imager’s sensor array to a ra-
diometric surface temperature, but this conversion is not performed for this thesis. All bodies
above 0 K emit radiation in the electromagnetic spectrum. The magnitude of this radiance is
dependent on the temperature of the body and varies with wavelength (λ). Plotting the radiance
of a blackbody (perfect emitter) over a series of wavelengths yields the characteristic Planck
curve with one positively skewed mode. Bodies of higher temperature emit proportionally
more radiation and the wavelength of peak emission moves to smaller wavelengths. Integrat-
ing from λ = 0 to λ = ∞ relates the total emitted radiation of a blackbody to its temperature
via the Stefan-Boltzmann equation:
L = σT 4 (2.5)
where L is an emitted flux density in W m−2, σ is the Stefan-Boltzmann constant = 5.67 x
10−8 W m−2 K−4, and T is the surface temperature in K. At terrestrial temperatures the wave-
length of peak emission falls in the thermal infrared waveband (3 µm to 15 µm). The thermal
imager operates in the Long-Wavelength Infrared waveband (8 to 14 µm) in which the atmo-
sphere is a good transmitter of radiation. The radiation received by this instrument is related to
temperature by
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Usource = CWsource (2.6)
where U is a voltage created by a detector element on the instrument sensor array, W is incident
radiance, and C is a constant calibrated by the instrument manufacturer (FLIR, 2016b). Real
surfaces however are not blackbodies and therefore radiance received by a detector element in
the thermal imager is not directly relatable to a surface temperature. Instead, incident radiance
is the sum of radiation emitted by the target object, radiation reflected by its surroundings, as
well as radiation emitted by the atmosphere between the object and sensor. Additionally the
emissivity of the object and transmissivity of the atmosphere must be considered. Multiplying
each radiant source by the calibration constant of the sensor means that the object produces a
radiance measured by the instrument as
Uob ject =
1
ετ
Utotal − 1 − ε
ε
Ure f lected − 1 − τ
ετ
Uatmosphere (2.7)
where τ is the atmospheric transmissivity and ε is emissivity. This is the general equation
used by FLIR instruments as per FLIR (2016b, p. 511). Minkina and Dudzik (2009) show that
at atmospheric temperatures and path lengths similar to those measured during this thesis the
atmospheric influence on measured temperature is < 0.01K, well below the accuracy of the
instrument. Values of ε vary by surface, so it was desired that no in-camera correction was
applied for this term. Setting ε and τ to 1 simplifies Equation 2.7 to
Uob ject = Utotal (2.8)
which is similar to a direct rearrangement of Equation 2.5 to solve for T , as Uob ject is then
related empirically to a temperature by a calibrated constant. This is termed directional bright-
ness temperature as per Norman et al. (1995). Estimations of surface specific ε for each site are
described in Section 3.7 but corrections are not performed. This thesis mainly concerns itself
with temperature distributions and differences, which are not significantly affected by differ-
ences in ε when surface materials share similar emissivities. Therefore the raw directional
brightness temperatures are used. Any mention of observational temperature, surface tem-
perature, radiative temperature, etc., is assumed to refer to a brightness temperature defined
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in Equations 2.5 and 2.8 unless otherwise specified. A thorough discussion of the radiative
principles behind infrared thermography and the methods employed in determining surface
temperatures using micro-bolometer arrays can be found in FLIR (2016b), Usamentiaga et al.
(2014), and Rogalski (2011).
2.3.3 Georeferencing
Both visual and thermal images were co-registered to a common local coordinate system (LCS)
for each house. Due to the precision provided by the kinematic LiDAR scans, a centimetre-
scale LCS was used. Measurements of the dimensions of each street-facing facet in cm were
made from the LiDAR point clouds, and a series of pseudo-ground control points (GCPs) were
collected. Typically the ‘bottom-left’ of the facet was given a false origin coordinate of (0,0)
and other control points defined relative to this origin, i.e. each ordered (x, y) coordinate pair
in the LCS corresponds to a real-world (x, z) distance with a constant (y) distance from the
viewing position. In cases where this preferred origin location was obscured, another feature
would be chosen as origin. Typically 7-8 GCPs were measured per facet, though more or fewer
were used in the actual referencing process. Due to the three-dimensionality of the structures
under consideration, GCPs were only selected from a single vertical plane of the facet, and
the rectification can only be considered accurate on this plane. Surfaces that extend to the
foreground from the main facet plane, such as porch pillars, as well as surfaces that extend to
the background, such as rooftops, are often poorly placed. Their location in the image depends
highly on the angle between the imager and the facet.
The visual imagery from the TLC was co-registered first using the derived GCPs, and the
thermal imagery subsequently referenced to the visual imagery. The reasons for this are two-
fold: First, for practical consideration as most facets from the first study site were too large to fit
in a single thermal image and therefore two or more images needed to be mosaicked together.
Co-registering each individual image would necessitate the collection of at least twice as many
GCPs per facet. Secondly, a primary purpose in combining the visual and thermal imagery was
to use the visual imagery as an independent assessment of surface characteristics and shadow
locations on the thermal imagery, making it more important that the images align with each
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other rather than fit perfectly to the LCS. With few exceptions, the images were transformed
using an affine transformation. The best fit for each image was determined subjectively on a
case-by-case basis that attempted to a) create the best alignment in the primary vertical plane so
that shadow patterns could be most accurately determined, b) create the least visual distortion
of the imagery, and c) minimize the re-projection error.
Facets for which multiple thermal images were needed had their component images mo-
saicked to form a single image. To avoid distorting actual temperature values, the images were
not combined with a ‘blend’ or ‘mean’ function; this results in a seam through each composite
image. This was determined to be preferable as the seam could be navigated during classifi-
cation of the image, without affecting the temperature measurements. During mosaicking, the
image was also re-sampled to a 1 x 1 cm cell size, such that areal measurements of classified
sections could be obtained by counting the number of pixels, as long as the section is part of
the primary vertical plane from which the GCPs were measured. This re-sample results in a
large increase in the number of pixels, however as seen in Figure 2.5, in test cases this had little
to no noticeable effect on the actual distribution of temperatures within the image. The mean,
median, maximum, and minimum temperatures remain unchanged.
Figure 2.5: Comparison of temperatures (°C) within an original image (1.67 x 1.67 cm cell
size, 136,486 pixels) and a re-sampled image (1 x 1 cm cell size, 383,203 pixels)
The result of this process is a paired set of visual and thermal images for each facet being
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considered, with the exception of traverses 7 and 8, at which point there are no shadows to
consider, and the visual imagery becomes unnecessary.
2.3.4 Classification
The resultant thermal/RGB image pairs were manually classified in ArcGIS. To classify each
image, polygons were drawn on homogenous surfaces on the thermal image and an attribute
table was populated. Each table contained 9 nominal variables: traverse number, house number,
orientation, shaded, shade source, covered, type, material, and colour. Traverse number is an
integer 1 to 8 and references the traverse number from Table 2.5. House number is an integer
1 to 182 and references the house number per Table 2.1. Orientation is a character N, E,
S, or W and represents the direction the facet faces. Shaded is a binary number 0 or 1 and
determines whether the pixels in the polygon are sunlit (0) or shaded (1). Shade source is a
character string that states the source of shade on that surface. In the data set only three shade
sources are used: self (shading cast on the facet by its own geometry); tree (shading cast by
a tree or other vegetation); and na (used when the surface is sunlit). When the solar azimuth
is ± 90° of the facet orientation angle such that none of the facet is sunlit (e.g. traverses 1-3
for west-facing facets), all polygons are classified with the shade source ‘self’. The same is
true for all night-time traverses. Covered is a binary number 0 or 1 and determines whether
the surface is underneath a porch or awning. Type is a character string that states the kind
of surface. Examples of type are wall, window, door, roof, etc. Material is a character string
containing a visually determined first-order descriptor of the surface material, such as brick,
glass, shingle, vinyl, etc. This variable was selected to allow emissivity corrections on a per-
material basis. Colour is a character string containing a descriptor of the colour of the surface
and was collected so that a first-order estimate of albedo could be assessed. These variables
were selected to provide a large range of opportunities to subset and analyse the data.
Each thermal image was assessed for all unique combinations of the above-mentioned vari-
ables and the resulting classified homogenous polygons were complemented by a series of
residual polygons. Because there are significant portions of each facet that contain pixels that
are not neatly classified or that are impractical to classify, the above-mentioned polygons do
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not cover the entirety of a facet. Large polygons were drawn that encompassed the entire facet
and given type, e.g., resid wall, resid roof, etc. This residual polygon layer was joined to the
primary classification layer and thereby ‘filled in’ all the gaps between the previously classified
surfaces. Additional details of the classification process are provided in Appendix B.
The thermal image was then clipped to the extent of the polygons and converted to points
whose value was equal to their temperature. The point file was spatially joined to the polygons
such that each temperature point was then associated with the attribute table of the polygon
in which it was located. This table of temperatures and nominal variables, referred to in this
thesis as an output table, was then exported as a CSV.
2.4 Final Data Format
The classification and type conversion processes in ArcGIS result in many additional columns
in each output table that are superfluous, and it seems that the spatial join process results in a
handful of rows in each table that fail to be populated. Each table was therefore post-processed
to remove extra columns as well as remove un-labeled rows. The cleaned output tables were
joined in a final master data set containing approximately 400,000,000 rows and 11,000 unique
variable combinations. There remain some errors in the data set that are the inevitable result
of human error when manually classifying such a large dataset. Some of these errors are
obvious and may be found by searching the data for variable combinations that are logically
inconsistent, but there are likely more that are acceptable variable combinations, but are simply
mis-labeled. An example of obvious errors are data points for which the shade source is ‘na’
(implying that the surface is sunlit) but shaded is set to 1. These mis-labeled points account
for less than half of one percent of all points and are mostly confined to the residual classes.
A similar error is the inverse: points for which the shade source is not ‘na’ but shaded is set
to 0. These points again account for less than one percent of all points. It is unfortunately not
possible to quantify the magnitude of other labelling errors, but it is assumed to be small.
Although material characteristics were collected to allow for emissivity corrections, no
such corrections have been performed on the data for this thesis. This project concerns itself
with temperature variability moreso than absolute temperature, and applying emissivity cor-
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rections will not impact the variability amongst similar materials. Additionally, tabled values
of emissivity for the two most common wall materials of brick and vinyl siding fall within the
same range (Porter, 2009), and these make up > 70% of observed wall surfaces.
Chapter 3
Analysis and Results
This chapter presents the analysis and results from the dataset. To begin, a descriptive analysis
of some example imagery is provided. Results are then shown for different spatial scales, be-
ginning with the facet scale and followed by the canyon and neighbourhood scales. Additional
factors are then considered: the rotation of the street grid, air temperatures at each site, and
surface material heterogeneities within the neighbourhoods. Finally, temperature differentials
between opposing canyon walls are considered.
3.1 Descriptive Analysis
3.1.1 Sample House and Temperature Distributions
Figure 3.1 shows an example of a thermal image used for classification as well as the associated
classified polygons. The temperature scale for this image ranges from -24 °C for the coldest
parts of the sky to 65 °C for the doors, which are the hottest part of the house. Clear shading
patterns may be seen beneath the second storey eavestroughs and cast on the first storey wall
by the awnings over the doors. Windows appear cool due to their lower emissivities as well as
their transmission of solar radiation. Some obstructing vegetation can also be seen, notably in
the middle of the first storey as well as to both lower corners of the house.
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Figure 3.1: Visual image (top), thermal image (middle) and classified image (bottom) of house
169 (west-facing) during traverse 5 (approximately 16:50 EDT). Purple polygons are non-
residual and green polygons are residuals, shown here before merging for illustrative purposes.
The seam of the overlapped thermal images runs through the left windows and causes some
distortion in the upper left triangular awning. Differences in wall materials can also clearly be
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seen. The second storey of this house is vinyl clad and this material causes a clear horizontal
striping of temperatures, alternating relatively warmer and cooler. The temperature distribution
of this material has a greater range than the brick surface below it on the first floor.
The lower portion of Figure 3.1 shows how associated non-residual (purple) and residual
(green) polygons were drawn for this thermal image. This figure shows how polygons were
drawn around homogenous surface areas, and separate polygons created for shaded and sunlit
portions of similar surfaces. Surfaces that are sufficiently small or too complex to classify are
recorded in residual classes, as are the farthest boundaries of the structure. For example, the
portion of wall immediately to the left of the door on the right: this contains a house number
plaque and a mailbox. These features are too small and abnormal to classify in to a non-residual
class and are therefore encompassed in a green residual wall polygon. It can also be seen that
the windows are actually comprised of a large number of small pieces of glass set in a lattice
frame. Due to the unique properties of treated glass they do not provide useful radiometric
temperature values and are largely excluded from consideration of surface temperatures in this
thesis. For that reason care was not taken to separate the individual panes of glass from their
frame in situations such as this, and all components are merged in one class.
The associated Figure 3.2 shows smoothed temperature distributions output by these poly-
gons coloured by their ‘Type’ variable. The non-residual types used are wall, window, door,
roof, and eaves and the residual types are residuals of wall, roof, eaves, and obstruction. Many
ideas discussed in the previous paragraph can be seen quantitatively in these plots. The roof
class is the only uni-modal distribution, as this surface is uniformly sunlit. The door class has
two distinct modes, corresponding to the sunlit body of the door that occupies the highest tem-
peratures, as well as the shaded body of the door and the inset pane of glass, which comprise
the second mode just below 35 °C. There are four distinct modes to the wall class which cor-
respond to the sunlit and shaded components of the brick and vinyl siding. The highest mode
at approximately 55 °C is the sunlit second storey. The second mode with the highest count is
the sunlit brick of the first storey. The third mode at 35 °C is the shaded vinyl, and the final
mode at 30 °C is the shaded brick. Separating the plot by the Material class would show this
more distinctly, along with the wider range of the vinyl distribution compared to the brick. The
window class also shows two distinct modes, which likely correspond in part to the panes of
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glass themselves compared to the frame in which they are set.
Figure 3.2: Smoothed temperature distributions coloured by ‘Type’ for the non-residual (left)
and residual (right) classes. Note different x and y axes.
The residual classes show similar ranges of temperature compared to their non-residual
counterparts. For example, the residual wall class ranges from just under 30 °C to just over 60
°C, the same range occupied by the non-residual wall class. The same is true for the residual
eaves class. The residual roof class extends to lower temperatures than its non-residual pair,
and indeed a few errant sky pixels were caught in this class, which is why the x axis of this plot
extends well below 0 °C. In trying to ensure the entire building is encapsulated by the residual
classes, it is common for a few of these radiatively cool sky pixels to accidentally be classified.
For this reason the non-residual polygons are never drawn right to the edge of a surface. The
residual obstruction class trends cooler than the others as this class contains vegetation that
obscures part of the facet and which remains cooler than most built surfaces.
The complex multimodality of the residual wall class demonstrates why surfaces are sep-
arated into non-residual and residual classes. It is possible to combine both into a complete
histogram of radiometric temperatures of the facet, but it is also possible to separate out clear
patterns in constituent materials and surfaces that allow for a clearer understanding of how each
facet is behaving at the sub-facet scale.
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3.1.2 Thermal vs. Visual Images
Figure 3.3 demonstrates the importance of having multispectral data available for the surface
classification, especially with regards to shadow patterning. The images are taken from east-
facing house 10 during traverse 3. The shadow cast on the facet from the porch draws a clear
line in the thermal image and it would be clear when classifying this facet where that shadow
lies. The shadow cast by the eavestrough however is impossible to place from the thermal
image alone. Instead of a sharp line differentiating the sunlit and shaded portions, a relatively
smooth temperature gradient exists through the shaded area and in to the sunlit area. Especially
on surfaces that were recently irradiated and then became shaded, the visible spectrum imagery
is necessary to correctly place shading differences. Similarly when a surface is shaded by a tree,
it is not necessarily clear from the thermal imagery alone that the surface is shaded, and the
visual imagery becomes the only way to assess which surfaces are shaded or not. During the
morning traverse (1) of some facets and the overnight traverses (7-8) when the surfaces are
much more isothermal in the absence of direct solar radiation, material differences are often
discernible from the visual images alone.
3.2 Facet Scale
3.2.1 Effect of Porches
3.2.1.1 Effect on Diurnal Temperatures
The porches that cover a significant portion of the wall surfaces in site 1 have a dramatic
effect on the diurnal temperature trends of these walls that extends beyond simply shading and
therefore cooling the surfaces they cover. Examined at the facet scale it is clear that the porches
serve to both decrease wall surface temperature during the day, but also to increase it during the
night; an effect that persists through the morning until the facet becomes sunlit and forces the
un-covered portion to warm much faster than the covered portion. This effect is explored for a
typical facet using the west-facing house 29. This house was selected because the wall is almost
entirely a uniform material and colour and as such will demonstrate the effect quite clearly. The
analysis in this section is performed by subsetting the dataset to only include the type ‘wall’
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Figure 3.3: Thermal and visible spectrum images of house 10 (east-facing) during traverse 3.
Shadows that are clearly delineated in the visible spectrum are not always clear in the thermal
spectrum.
and comparing covered vs. uncovered temperatures grouped by traverse number. Figure 3.4
begins with traverse 4, the first traverse in which west-facing facets are sunlit. It is clear that the
uncovered portion of the wall has warmed at a faster rate, with a mean temperature of 28.9 °C
to the covered portion’s 22.6 °C. By traverse 5 this difference increased to 41.4 °C compared to
26.6 °C. The temperature distribution of the covered surface is uni-modal, and the two modes
of the uncovered surface show the sunlit portion and the uncovered portion still self-shaded
by the eavestroughs. Traverse 5 shows the greatest cooling effect caused by the porch because
the solar angles are such that the entirety of the covered surface is shaded by the porch. By
traverse 6 it is clear from the second mode of the covered distribution that the sun is low enough
to irradiate a portion of the wall covered by the porch. The mean uncovered temperature has
decreased slightly to 40.9 °C while the mean covered temperature has increased to 29.3 °C.
The uncovered distribution displays a third mode here because a tree on the west side of the
street canyon is now shading a portion of the house.
Figure 3.5 shows that overnight the distributions overlap and then reverse. Traverse 7,
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Figure 3.4: Histograms of traverses 4, 5, and 6 for house 29 showing differences in covered
and uncovered temperature distributions. β is solar elevation and Ω f is solar azimuth relative
to the facet (see Appendix C). Bin width is 0.25 °C.
conducted just before midnight, shows a mean of 20.3 °C for the covered surface and 20.7 °C
for the uncovered surface. By traverse 8, roughly an hour before sunrise the following morning,
the covered portion of the wall is now 2 °C warmer than the uncovered. This is likely due to
the difference in sky view factor (SVF) of the surfaces. The cooling rates of urban surfaces
are controlled in part by the amount of radiatively cool sky that a given point or surface can
‘see’ (Oke et al., 2017). The greater the SVF the more rapidly a surface will cool. The porch
overhang obstructs or eliminates the SVF for the covered surface and as such it will cool more
slowly, resulting in warmer night-time temperatures even though it never reached nearly as
high a day-time temperature as the uncovered surface.
This night-time relationship between covered and uncovered surfaces continues through
the morning as long as the entire facet remains shaded. Figure 3.6 shows that well after sunrise
during traverse 1, the temperature differential between the surfaces is even greater than before
sunrise, with a difference in means of 2.86 °C. The covered portion remains warmer than the
uncovered as both surfaces heat up while still shaded through traverse 3, though the uncovered
surface warms at a faster rate. This may be due to the day-time heating effect of the porch
discussed in 3.2.1.2. Through the diurnal cycle porches appear to have a moderating effect on
the temperature of surfaces they cover, increasing the lowest temperatures and lowering the
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Figure 3.5: Histograms of traverses 7 and 8 for house 29 showing differences in covered and
uncovered temperature distributions. Relative solar angles are not provided as the sun is down.
Bin width is 0.25 °C.
highest temperatures compared to an uncovered surface.
The same effect may be seen at the facet scale for each orientation, though with different
magnitudes and temporal processions (see Appendix D). For an east-facing facet the within-
facet temperature differential is greatest during traverses 2 and 3 because the uncovered portion
is irradiated and the covered portion is completely shaded by the porch. After traverse 3 the
entire facet is shaded until the following morning, and the cooling pattern discussed above
manifests itself through the rest of the day and night. The magnitude of the within-facet tem-
perature differential does not reach that of the west-facing facet largely because a smaller total
amount of solar radiation is received over the course of the day by the east-facing facets due to
the rotation of the street grid in the study sites (see Section 3.5).
The effect is also present on south-facing facets. The separation of temperatures occurs
quite early in the day and south-facing facets remain sunlit much longer than the other orienta-
tions. Due to the solar elevation the efficacy of the porch in cooling temperatures is somewhat
muted as the sun is able to irradiate the lowest portion of the wall for much of the day. The re-
sult is a wider distribution of covered temperatures on south-facing facets through the day. By
traverse 5 south-facing facets have begun to cool and they are completely shaded by traverse 6.
Traverse 7 has slightly overlapping but warmer covered temperatures that separate by traverse
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Figure 3.6: Histograms of traverses 1, 2, and 3 for house 29 showing differences in covered
and uncovered temperature distributions. β is solar elevation and Ω f is solar azimuth relative
to the facet (see Appendix C, Ω f < 270 means the facet is not sunlit). Bin width is 0.25 °C.
8.
The north-facing facets receive very little direct solar radiation, and the diurnal range of
temperatures experienced is the smallest of the four orientations. Covered surfaces remain
cooler through the entire day, though the difference between covered and uncovered temper-
atures is smaller than other orientations, approximately 5 °C. Traverse 6 is the only sunlit
traverse for north-facing facets, though due to a combination of solar elevation and azimuth
and the number of large trees, most surfaces are still largely shaded by tree crown. There is
still a slight increase in covered temperatures and the emergence of a small second mode of
warmer covered temperatures as the sun undercuts many porches from the side. Overnight the
distributions separate distinctly by traverse 7. The covered surfaces show a mean temperature
4 to 5 °C warmer than the uncovered surfaces through the night.
These plots also serve to illustrate the messy and multimodal nature of sub-facet scale
temperature distributions caused by frequent material differences and micro-scale structure.
3.2.1.2 Day-Time Warming
A secondary unanticipated effect of porch coverings discovered during data processing is a
heating of the wall surface above them. This is a logical result of their geometries: the hor-
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izontal overhang topped with shingles will both reflect some incident shortwave radiation on
to the wall above it as well as contribute to an increase in longwave radiation input from the
high surface temperature of the porch roof. Quantifying this effect at a facet scale is somewhat
difficult. Figure 3.7 shows two different approaches. First, site 1 was examined for pairs of
houses which had similar surface material characteristics, the same orientation, and for which
one house had a porch and one did not. West-facing house 40 was selected as a non-porch
house and houses 49 and 53 were selected as porch houses. Each had light brown brick as a
surface material. For each traverse number, the mean temperature above the porch was taken
for houses 49 and 53, and for house 40 the mean temperature of the wall portion above the
first storey was taken. Secondly, two iterations of TUF-3D were run, first with normal cubic
representations of buildings, and secondly with the upper half of the west facets recessed by
1.5 metres, replicating the geometry of the porch overhang.
Figure 3.7: Modelled and observed heating influence of porch on wall surface above. There
are two observed houses with porches (49 and 53) compared to one without (40). Walls are
west-facing.
In each approach the temperature increase caused by the porch overhang is clearly visible,
reaching a maximum of 6 - 8.5 °C in the observations and roughly 2 °C in the model. The
difference in magnitude may be due to material and height differences between the observed
houses whereas in the model runs only the geometry was altered: the wall of house 40 extends
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taller than one storey but it is ultimately a one-storey house and not as tall as houses 49 and
53. It is possible that this height difference that does not exist in the simulation played some
role, as radiative view factors would change slightly with this height, though this is unlikely
to make a significant contribution. Additionally surface material characteristics were matched:
building material and colour. However, it is also possible that non-visible characteristics such
as wall depth or insulation would create different conductive heat fluxes between the houses
and modify surface temperature. In the simulations, all these variables are constant between
runs.
Also of interest is the offset in peak temperature difference, as the greatest observational
temperature difference appears while the facets are cooling whereas the greatest modelled tem-
perature difference occurs when the facets are at their warmest. Both the observed and mod-
elled temperatures show a slight increase in temperature during the first part of the night for
the house with no porch. This effect is again greater for the observed houses at 2 - 3 °C and
disappears by the late night/early morning. The model shows a smaller increase of only 0.25
°C but the effect persists through the night.
The day-time warming effect caused by porch overhangs suggests that when comparing a
neighbourhood with porches to one without porches, we should not only expect reduced mean
temperatures from the shading, but a greater range of temperatures across the facet and higher
maximum wall surface temperatures to the augmented short and longwave loading from the
porch roof.
3.2.2 Self-Shading by Small Structures
In the absence of large overhangs such as porches, smaller facet geometries such as eave-
stroughs can still cast significant amounts of shade that impact mean facet temperature and
temperature distributions. An example is given for house 166, a two-storey west-facing house
from site 2 that contains no overhang larger than an eavestrough. Figure 3.8 shows temperature
distributions from traverses 4 through 6 (when the facet is sunlit). These show that even on a
comparatively smooth wall, self-shading still has a significant effect on temperature distribu-
tions. Self-shading was quantified by comparing the ratio of self-shaded to all pixels (excluding
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roofs) to provide a self-shading fraction. For traverse 4 the fraction is 0.27, for traverse 5 0.12,
and for traverse 6 it is 0.03.
Figure 3.8: Comparison of sunlit vs. self-shaded temperature distributions by count on house
166. β is solar elevation and Ω f is solar azimuth relative to the facet (see Appendix C). Bin
width is 0.25 °C.
This is clear from Figure 3.8 as the number of pixels classified as self-shaded diminishes
over time. If we consider that a similar ‘smooth’ wall that cast no self-shade would likely have
a temperature distribution similar to that of the sunlit portion of the facet, then the difference
in the weighted mean between the sunlit portion of the facet and the complete facet including
self-shading can be considered the degree to which the self-shading, and therefore the geometry
causing that shading, impacts mean facet temperature. This would imply a difference in mean
facet temperature caused by self shading of 3.02 °C for traverse 4, 2.52 °C for traverse 5,
and 0.32 °C for traverse 6. These results suggest that the reduction in mean facet temperature
caused by self-shading could be correlated to the self-shading fraction of the facet. Note as
well that the distributions in Figure 3.8 are distinctly bi-modal, which is due to the material
differences between the first and second stories of the building (the former being brick and
latter being vinyl). When separated by material, the distributions become normal.
The relationship between self-shaded fraction and the temperature reduction it causes seems
clear at a facet scale, yet viewing the relationship for each facet as in Figure 3.9 shows that the
relationship is more complex, and likely depends on a variety of factors such as the specific
material characteristics of the facets under consideration. Each house and traverse number
Chapter 3. Analysis and Results 42
combination was checked to see if there was both a sunlit and self-shaded type ‘wall’. If there
was, the mean temperature of the entire wall was subtracted from the mean temperature of
the sunlit portion, to represent the mean temperature reduction caused by self-shading. The
relationship is stronger for site 2 (R2 of 0.36 for site 2 vs. 0.24 for site 1 when fit with a linear
model, both significant at α < 0.001), which may be related to the additional heating discussed
in Section 3.2.1.2, and due to which the assumptions about sunlit mean temperature discussed
in the previous paragraph are not valid.
Figure 3.9: Relationship between self-shaded fraction and reduction in mean facet temperature.
Each point is a facet for which both a self-shaded and sunlit wall polygon exist.
3.2.3 Temperature Variability
The data also reveal the need to consider more realistic and complex material distributions
when representing urban facets. Certain surfaces such as doors may comprise only a small
portion of the total surface of a given facet, however they can also be the hottest part of the facet
when exposed to sunlight. There are many examples in the dataset where a dark-coloured door,
when sunlit, can raise the mean temperature of the entire facet by several degrees. An extreme
example of this is house 138, a west-facing facet in site 2. During traverse 5, when the facet is
completely irradiated, the mean wall temperature is 32.5 °C while the mean door temperature
is nearly 10 degrees warmer at 41.98 °C. Weighted by area, the mean facet temperature is
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raised by approximately 2.7 degrees to 35.2 °C due to the influence of the door alone. This
demonstrates that a failure to account for sub-facet scale material differences can dramatically
affect the ability to accurately predict facet temperatures.
3.3 Canyon Scale
3.3.1 Self-Shading Fraction
The same approach employed in Section 3.2.2 was used again to quantify the amount of self-
shading, this time at the canyon scale. For each canyon orientation in both study sites, the
number of self-shaded pixels was divided by the total number of pixels (less the roof classes)
to provide a self-shaded fraction (i.e. a self-shaded fraction of 1.0 indicates a completely self-
shaded facet, 0.0 indicates entirely sunlit).
Figure 3.10: Self-shaded fraction for each street canyon.
The differences in site geometry can be clearly seen as site 1 consistently has a greater
degree of self-shading than site 2. These differences are most apparent in west-facing facets,
though the effects are clear in each orientation. The smaller difference in south-facing facets
between the two sites is likely indicative of sunlight irradiating surfaces under porches (espe-
cially in the early morning) due to solar geometry, as well as the smaller number of porches on
Dufferin Ave. compared to Woodman Ave. The effects of the rotated street grid are also clear
in the asymmetry of the north and south facets. In a true north-south street grid the north-facing
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facets would be irradiated briefly in the morning and late afternoon and the south-facing facets
would see sinusoidal symmetry in their diurnal cycle. It is important to note here that because
not every house was kept for analysis (see Section 2.3.1) these fractions are not accurate for
the entire canyon per se, though they are accurate for the temperature measurements that are
used for analysis.
3.3.2 Self-Shading Temperature Reduction
Aggregating the concept of reduction in mean facet temperature discussed in Section 3.2.2 to
the canyon scale produces a clearer relationship between self-shaded fraction and temperature
reduction as shown in Figure 3.11. Fitting a simple linear model to the relationship yields
a significance at α < 0.05, and an R2 value of 0.35. A pattern does not seem clear even if
we decompose this to separate facet orientations, and it is probable that other sub-facet scale
features such as material variability are playing a role.
Figure 3.11: Self-shaded fraction vs. mean temperature reduction for each facet orientation
and traverse number.
3.4 Neighbourhood Scale
Comparison of temperature distributions between neighbourhoods supports many of the ideas
discussed in the previous sections. Figures 3.12, 3.13, 3.14, and 3.15 show temperature distri-
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butions of vertical facets compared between neighbourhoods for north, south, east, and west-
facing facets respectively. The plots are shown as boxplots where the whiskers show the range,
the extent of the box shows the inter-quartile range (IQR) and the thick line in the box shows
the mean. The results of these plots frequently match with the previous facet-level analysis,
but do contain some surprises.
Figure 3.12: Comparison of surface brightness temperatures of north-facing facets between
sites 1 and 2.
The inter-neighbourhood comparison of north-facing facets in Figure 3.12 is quite interest-
ing as it shows the effect of porches mostly in the absence of direct sunlight. Some shortwave
radiation will be received via reflection from the opposing canyon walls as well as diffused
through the atmosphere, but they are only directly irradiated during traverse 6. These facets
show in general a higher mean temperature throughout the day for site 1 compared to site 2,
as well as a larger inter-quartile range and larger range. This suggests that in the absence of
direct insolation, the porches may serve to trap heat. When the surfaces are finally sunlit, site
2 achieves a greater mean temperature, likely due to the greater amount of self-shading in site
1. During the night the increased mean temperature in site 2 carries forward through traverse 7
before the mean temperatures roughly level out by traverse 8, although the IQRs suggest that
temperatures skew higher in site 1. The hypothesis that above-porch temperatures are increased
by reflected shortwave and emitted longwave radiation from the porch to the wall surface above
is likely not the source of the higher temperatures in site 1 from traverses 1 through 5 as there
is no direct sunlight to reflect. Instead this difference is perhaps due to a persistent effect of
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decreased SVF in site 1, which is supported by the slightly higher air temperatures and slower
rate of air temperature cooling (see Section 3.6).
Figure 3.13: Comparison of surface brightness temperatures of south-facing facets between
sites 1 and 2.
The south-facing facets in Figure 3.13 show a similar relationship to the north-facing facets:
decreased day time mean temperatures with a greater IQR and range for site 1, and lower mean
temperatures during traverse 7 that level out by traverse 8, suggesting a lower rate of cooling
for site 1. This lower cooling rate is likely an effect of the smaller SVF for covered walls
in site 1. The IQR of site 1 when shaded (traverses 6-8) is somewhat smaller than for other
orientations, which may be related to a greater number of 1 storey houses on the north side of
the street which result in more homogenous covered/uncovered temperatures.
The east-facing facets of Figure 3.14 show a sharp increase in temperature between tra-
verses 1 and 2 when incident solar radiation is most normal to the facet. As the sun continues
to rise and the angle between the sun and facet increases, so too does the amount of shaded
area increase and received shortwave radiation decreases enough that there is a slight cooling of
mean temperatures between traverses 2 and 3, as well as a reduction in the range and IQR. All
three sunlit traverses show a decreased mean temperature in site 1 compared to site 2. Once the
facets become shaded however, the means, ranges, and IQRs are very consistent between the
sites during the remaining sun-up traverses (4-6). Traverse 7 shows similar mean temperatures
with a smaller IQR for site 1, and by traverse 8 the mean temperature for site 1 is slightly higher
than site 2. It is worth noting that the temperature range for site 1 traverse 1 extends below 0
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Figure 3.14: Comparison of surface brightness temperatures of east-facing facets between sites
1 and 2.
°C. There is no surface in the neighbourhood that would result in such a temperature and so it
is presumed that some part of the canyon has been mis-labeled (either some errant sky pixels
have been classified, or more likely a window reflecting sky radiation has been mis-classed as
type wall).
Figure 3.15: Comparison of surface brightness temperatures of west-facing facets between
sites 1 and 2.
West-facing facets are shown in Figure 3.15. These facets show a very small temperature
range through the morning when shaded, and during the sunlit traverses 4-6 echo the patterns
seen in the previous figures. Interestingly the night-time temperatures for site 2 skew quite
cool, and as such the mean temperatures for site 1 are consistently and significantly warmer
through the night.
Chapter 3. Analysis and Results 48
It is important to note that each of Figures 3.12 to 3.15 are displayed on different y-axes.
The warmest temperatures by far are found on the west-facing facets, reaching 70 °C in site 1,
where night-time and shaded temperatures hover near 10 °C. South-facing facets experience a
similar amplitude of temperatures by virtue of being sunlit through most of the day. East-facing
temperatures are slightly less extreme in their range, which is likely due to the reduced total
insolation they receive as a result of the rotated street grid (see Section 3.5). Most muted is the
cycle of north-facing facets, ranging from means of 10 °C up to 25 °C, roughly equivalent to
the ambient air temperature (see Section 3.6) by virtue of not experiencing significant direct
solar radiation.
3.5 Effect of Street Grid Rotation
The -20° rotation of the study sites impacts the amount of sunlight and therefore total incident
solar energy that each orientation receives when compared to a North-South oriented street
grid. Figure 3.16 shows incident shortwave radiation for each facet orientation for both a
N-S street grid and a rotated grid on the day the observations were conducted. Albedos of
all surfaces were set to 0 so that only direct insolation and diffuse shortwave radiation are
considered.
The rotated street grid shifts the times at which surfaces become sunlit and shaded. The
east-facing facets receive the same amount of insolation for approximately the first 2.5 hours
of sun-up, then K ↓ begins to decrease in the rotated grid while still increasing in the N-S
grid. The point at which the east walls become shaded is offset by approximately 1 hour. The
complete shading of the east facets also marks the point at which west-facing facets become
sunlit. The rotation of the street grid means that these facets receive approximately 1 hour
more insolation than the N-S grid, and this occurs just before solar noon, when K ↓ is highest.
The south-facing facets receive a similar time and magnitude of radiation, though the rotated
grid is sunlit and shaded earlier, offset by approximately 2 hours. The north-facing facets in the
rotated grid receive direct insolation just after 15 hours LST, though by this time the magnitude
of K ↓ is relatively small. Table 3.1 shows the total integrated shortwave radiation from Figure
3.16 over the course of the day in MJ. The greatest effect caused by this rotation is that east-
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Figure 3.16: Modelled incident shortwave radiation for each facet orientation and roofs (for
reference). The rotated grid has a -20° orientation from north (0°). Solar forcings for the
model were observed fluxes during the observation day.
facing facets received 2 MJ less K ↓ than west-facing facets, which received 1.4 MJ more.
The important result of this is that not all differences in temperature patterns between east and
west-facets can be attributed to their materials and sub-facet geometries. We should expect
west-facing facets to reach higher mean temperatures by virtue of the street grid rotation alone.
The hours of sunlight the north facets receive in the afternoon in the rotated grid contribute
to a 0.68 MJ difference between the two grids. The south-facing facets are most similar, with
the rotated grid receiving 0.3 MJ more than the N-S grid. Actual values of K ↓ received by
individual surfaces in the field sites will vary based on sub-facet geometry, surface albedo, and
the albedos of surrounding surfaces.
Table 3.1: Total incident shortwave radiation (MJ)
Orientation North-South Rotated (-20°)
North 3.07 3.75
East 10.9 8.9
South 12.9 13.2
West 10.6 12
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3.6 Air Temperatures
There is some difference in air temperatures between the two sites. Air temperatures were
measured from the mobile platform at 1 Hz using a fast-response fine-wire thermistor. The
temperatures displayed in Figure 3.17 are a mean of sampled air temperatures in each study
site. The temperatures are compared against a weather station maintained by the Department of
Geography at Western University and located at the Social Science Centre (SSC) over a grass
surface. In general site 2 has cooler air temperatures than site 1, though these differences are
mostly < 0.5 °C and during traverses 2-4 the difference is < 0.1 °C. The only exception is tra-
verse 1, when mean temperature at site 2 is ≈ 1.25 °C higher. This difference is commensurate
with a rapid warming in air temperature during the morning also seen at the SSC station, as site
2 is sampled after site 1. The largest difference between the sites is seen in the first night-time
traverse when ∆Tair ≈ 1.5 °C. This appears to be due to a slower rate of cooling of air temper-
ature in site 1, which would be consistent with the higher H:W and larger tree crowns of site 1.
By the eighth and final traverse, just before sunrise on the following day, this effect has largely
disappeared. The similarity in air temperature between the two sites suggests that differences
in wall temperature distributions between the two sites are due to the geometries and materials
of the houses themselves, rather than a consequence of the morphology and characteristics of
the neighbourhoods at large.
3.7 Surface Material Heterogeneity
Two variables classified for each polygon were surface material and surface colour. This was
performed so that first-order albedo estimates could be created when modelling the neighbour-
hood, and so that individual surfaces could be emissivity corrected if deriving surface rather
than brightness temperatures. This catalogue allows the quantification of surface material het-
erogeneity in the neighbourhoods to some degree, though it is necessary to first note some
important limitations.
The complete area of the facet is encompassed in the residual classes, which due to rea-
sons discussed in Section 2.3.4 are assigned material and colour ‘na’. This means that when
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Figure 3.17: Comparison of air temperatures measured in the study sites and at an independent
location over a standard meteorological surface. SSC refers to the location of the fixed station
at the Social Science Centre of UWO.
quantifying the relative frequency of each classified material type, the residual classes must
be removed. The remaining classes will therefore exhibit some unquantifiable error, because
certain surfaces are easier to entirely classify (e.g. windows). Doors, in addition to being easy
to classify, were very often composed of multiple materials and therefore received a material
classification of ‘mixed’. The result for a quantification of surface materials is that the material
classes ‘glass’ (windows) and ‘mixed’ (doors) will be over-represented. This error extends to
the catalogue of colours (albedos) for the same reason. Windows were given a colour of ‘na’
as were mixed material classes, resulting in an over-representation of the colour class ‘na’.
This was not an originally intended objective of the thesis, and as such the method is poorly
equipped to perform this task. Because the same method was used for each facet when drawing
polygon classes it is probable that the relative proportion of the remaining classes can be con-
sidered fairly representative, though this is not possible to quantify. Table 3.2 was created by
excluding all residual and roof classes and determining a resulting percentage of observations
for each material or colour, along with an associated emissivity (ε) and albedo (α).
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Table 3.2: Breakdown of classified materials and colours for each site, as well as relative
proportion. Sources are (Arasteh, 1991)1, (Porter, 2009)2, (Fronapfel and Stolz, 2006)3, (Oke,
1987)4.
Material ε Site Freq. (%) Colour α4 Site Freq. (%)
Glass 0.21 - 0.8652
1 23
Red 0.2 - 0.4
1 20.3
2 16.1 2 8.9
Mixed na
1 10.5
White 0.5 - 0.9
1 16.3
2 11.9 2 7
Vegetation 0.936 - 0.9772
1 2.2
Brown 0.2 - 0.4
1 7.5
2 0.15 2 7.7
Brick 0.9 - 0.932
1 38.7
Gray
1 4.6
2 34.1 2 15.7
Vinyl 0.923
1 16.9
Offwhite
1 5.7
2 24.1 2 -
Wood 0.946 - 0.9542
1 7
Green
1 4.2
2 - 2 0.7
Stucco 0.9412
1 1.7
Black 0.02 - 0.15
1 0.7
2 - 2 0.8
Metal (painted) 0.9 - 0.9252
1 -
Beige
1 2.7
2 13.9 2 26.6
Blue
1 1.3
2 1.2
Yellow
1 5.2
2 0.9
Purple
1 -
2 0.6
Pink
1 -
2 1.9
na
1 31.5
2 28
Precise values of ε and α are dependent on numerous factors such as relative solar angles,
weathering of the material, and in the case of windows the frequent presence of specially engi-
neered coatings (Porter, 2009), responsible for the large range in ε seen in Table 3.2. Values of
α especially are very dependent on relative solar geometries as urban surfaces are not perfectly
Lambertian and exhibit some specular reflection at certain times of day (Oke, 1987). In the
absence of a catalogue of in-situ measurements of ε and α it is necessary to reference tabled
values, which are notoriously broad in their ranges and potentially inaccurate when compared
to direct measurement. The emissivities of common materials measured by Porter (2009) are
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used when possible because his observations were made within London, ON.
Tabled values of α for common surfaces are difficult to come by, and the resolution at which
the method employed in this thesis can categorize surface material and colour is greater than
the urban climate literature’s definition of these parameters. Tabled values for a small number
of common materials are available in Oke et al. (2017) and Oke (1987) but these ultimately
reference the same work conducted in the 1960s to 1970s. Tests of urban models typically
refer back to these same tables (e.g. Masson et al. (2002); Krayenhoff and Voogt (2007)) or
do not specify how wall properties are determined (e.g. Stewart et al. (2014)), with values that
are the same as the middle of ranges given in Oke (1987). What is clear from Table 3.2 is
that significant variation in these surface properties is apparent within individual canyons, and
that tabled ranges of α especially are so wide that it is difficult to do more than pick a number
somewhere in the middle.
Using site 1 as an example, it would be common to use a wall emissivity value of 0.9 to
0.93 due to the prevalence of brick and vinyl building materials. Area weighting emissivities
however, largely due to the range of glass values, yields estimates that vary between 0.65 and
0.81. Albedo is harder to determine but could conservatively be selected as between 0.2 and
0.4. Simple simulations in TUF-3D suggest these can impact wall temperature predictions by
1 - 3 K.
3.8 Opposing Wall Temperature Differentials
Krayenhoff and Voogt (2016) suggest that temperature differentials between opposing canyon
walls are an important forcing of effective thermal anisotropy as observed by airborne or satel-
liteborne sensors. Differential canyon temperatures were quantified for each site and canyon
orientation. The magnitude is determined by taking the absolute difference of mean tempera-
tures between opposing canyon walls. Figure 3.18 displays these results. Sun-up traverses are
considered, and observations are subset to remove roof, window, and residual classes.
The magnitude of the differential varies from less than 1 °C to over 22 °C. With the ex-
ception of traverse 2 the magnitude is greater for site 2 than for site 1. The large area in site
1 that is covered by porches moderates the temperatures between canyon walls and keeps the
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Figure 3.18: Magnitude of wall temperature differential for each site and canyon. Note that
canyons here are named by facet orientation rather than street direction, i.e., East-West refers
to the difference between east- and west-facing facets rather than the street that runs east to
west.
mean temperatures of opposing walls more similar than site 2. During traverses 1 and 2 both
sites have greater differentials in the E-W canyon than the N-S canyon. This pattern switches
for traverses 3 and 4, when the magnitude of the N-S differential is greater than E-W for both
sites. During traverse 3 the east-facing facets in both sites become > 50% shaded, and during
traverse 4 the west-facing facets begin to receive direct solar radiation. These contribute to
a smaller solar forcing of temperature differences and reduce the magnitude of the tempera-
ture differential. In traverses 5 and 6 the E-W canyons exhibit the highest differential as the
west-facing facets become completely irradiated.
The N-S facets show a pattern of increasing temperature differential from the morning
through to solar noon at which point it decreases. The E-W facets show the inverse pattern,
starting higher, decreasing to solar noon, and then increasing, though the first traverse in site
1 clearly does not follow this pattern. Additionally, traverse 4 in site 1 shows a decreased
magnitude from traverse 3 while site 2 shows an increase. The difference in the procession of
the temperature differential is likely due to the different sub-facet geometries between the two
sites, which keeps the mean temperature of irradiated site 1 walls lower than in site 2.
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The opposing wall temperature differential is higher among N-S facets in site 2 than site 1 at
all times of the day. The E-W facets also have a higher differential in site 2 with the exception
of traverses 2 and 3, during which the magnitudes are very similar (< 1°C difference) and
slightly higher in site 1.
Chapter 4
Discussion
4.1 Urban Climate Studies
The diurnal procession of mean temperatures by orientation follows those described by Voogt
and Oke (1998) with some modification due to street grid rotation. This research also highlights
the complexity of sub-facet temperature distributions and the strong reliance of temperature on
both individual material components as well as solar geometry as demonstrated by Aldred
(2003).
The facets examined in this thesis may be considered relatively complex in their sub-facet
distribution of materials in that there are many different materials as well as windows, doors,
etc. and no obvious repeating pattern that may be found in a downtown street canyon like those
referenced in much of the introduction. The thesis also suggests that these variations in mate-
rial and location impact surface temperature and that at an instant of time and over a diurnal
cycle these complexities are important in understanding sub-facet temperature distributions.
Careful consideration of the sub-facet scale material and geometric composition is important
to characterizing the vertical surface temperatures of a canyon. Sampling of some material(s)
and not others could lead to biased results (see, e.g., Section 3.2.3). The location of a sampling
area in relation to the facet geometry and diurnal procession of shading patterns could similarly
create bias. An appropriate degree of consideration must be tailored to the scale of the subject
being investigated as well as the instruments performing the observations. Sampling of small
portions of walls with FOV-averaging instruments does not allow the user to easily assess sub-
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facet variability nor can they determine the within-FOV variability. The hand-held narrow FOV
radiative surface temperature measurements performed by Niachou et al. (2008), Ahmed et al.
(2014), and Din et al. (2012) are quite likely failing to address significant sub-facet temperature
variability due to the geometries of the walls being sampled.
4.2 Tree Shading vs. Self Shading
This thesis specifically sought out neighbourhoods with the smallest number of in-canyon trees
to reduce the impact of tree shading on wall facets. Site 1 still contains a number of large
trees whose height is greater than the houses. At certain solar angles these trees shade large
portions of the canyon and reduce mean wall temperatures. There has been much attention
recently to the implementation of trees and other vegetation to urban micro-climate models
(e.g. Nice et al. (2018b), Lee and Park (2008), Krayenhoff et al. (2014)). While tree shading
does lower surface temperature, the results of this thesis suggest that self-shading caused by
geometric complexity may cause a greater reduction in facet temperature. This is not to say
that the impact of tree shading is negligible or that self-shading is more important per se,
but instead that when a given surface is self-shaded, its temperature is lower than when it is
tree-shaded. This is a consequence of many tree canopies only partial interception of direct
shortwave radiation, whereas a constructed overhang likely intercepts 100% of direct solar
radiation. Determining which shading source contributes more to an absolute cooling of facet
temperatures at a canyon or neighbourhood scale depends on the relative degree of shading
provided by each. Trees would need to shade a larger area than the facet geometry in order
to achieve the same temperature reduction. It has also been shown that porches heat the wall
surface above them, which reduces their efficacy slightly at a facet scale. One advantage of the
tree cooling is that it does not produce this secondary heating effect.
In the neighbourhoods studied in this thesis trees play a relatively smaller role in reduc-
ing mean temperatures at the neighbourhood scale. In comparison to similar nearby neigh-
bourhoods of London, ON there are a fewer number of trees and in the case of site 2 they are
younger with smaller crowns. The relative magnitude of self- vs. tree-shading will change with
the vegetative and geometric properties of the neighbourhood. A greater number of trees will
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increase the relative importance of tree shading. Similarly, trees which are taller and whose
crowns are larger (i.e. older deciduous trees) will be more effective at reducing wall facet
temperatures: larger crowns intercept more solar radiation, and taller trees provide a greater
number of solar elevation angles at which shade will be cast on wall facets. Trees that are
smaller than the building height will only shade wall surfaces at low solar elevations and will
be less effective during the majority of the day. For neighbourhoods with deciduous trees there
will likely be seasonal effects as loss of tree canopy in the fall will reduce the ability of these
trees to shade wall surfaces.
Relative magnitudes of tree- vs. self-shading can also be considered at different temporal
scales. At the diurnal scale tree shading may be relatively larger at low solar elevation an-
gles when shorter trees can shade wall facets and sub-facet geometries like eavestroughs and
porches are least effective. At longer temporal scales seasonal shifts in solar geometry will
modify shading patterns and potentially affect relative shading magnitudes.
It is important to reiterate however that the individual houses in the neighbourhoods most
likely to be affected by tree shading - those which have a large tree directly in front of the
house - were removed from the data because the imager field of view was so obstructed. If we
were able to obtain a complete urban surface temperature of the neighbourhoods it is probable
that those facets which were removed due to vegetative obstruction were much cooler than
others due to a combined decrease of surface temperature caused by self shading as well as
tree shading.
4.3 Generalizing Results
It is shown here that sub-facet scale structure decreases facet surface temperature when it casts
shade on the facet, and that certain structures increase surface temperature relative to a smooth
facet. This thesis examined the impacts of eavestroughs and porches as sub-facet obstructions.
Conceptually generalizing the analysis of the data it is hypothesized that during the day
geometric obstructions that extend normal from the wall surface will tend to cool surfaces be-
low them commensurate with their ability to cast shade, as well as heat surfaces above them.
Compared to a smooth wall surface, these obstructions will decrease the incident solar radia-
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tion on the surface below them while increasing the radiation (both reflected short- and emitted
longwave) incident on the surface above them. When there is no wall surface above the ob-
struction this radiation is reflected and emitted back to the atmosphere. During the night they
will tend to increase wall temperature commensurate with their ability to lower the sky view
factor of surfaces below them. Decreasing the SVF of a surface at night results in a lower rate
of cooling.
One of the most common larger-scale vertical obstructions that is likely in urban environ-
ments is the balcony. The results of this thesis suggest that on, e.g., an apartment building with
many balconies, we would see a general reduction in mean facet temperature due to shading
cast by these obstructions on the surface as well as a slight warming of the wall surface above
the balcony. Indeed it is also possible that during low solar elevations tall buildings may ex-
perience shading above the balcony itself and a slight warming of reflected radiation below it.
A balcony with solid siding may cast additional shade on the surface of the balcony itself and
reduce heating above the surface as well as potentially reduce convective transfer of heat and
modify air flow regimes.
Sub-facet geometry, especially on larger buildings such as apartment complexes or office
buildings that may not have large obstructions but rather textured facades, may run along the
vertical axis of the building, but to similar effect. It would be expected that the spatial dis-
tribution of shading and consequently temperature would then be controlled largely by solar
azimuth rather than elevation.
The effect of self-shading will be greater in canyons with lower H:W ratios as these will
tend to isolate the canyon walls from shading effects of the opposing canyon wall. Smaller H:W
canyons will spend larger portions of the day with their walls completely irradiated whereas
the larger the H:W ratio the longer the time that the canyon wall will be shaded by the opposing
wall. Residential neighbourhoods with low density housing likely have the greatest influence
of self-shading due to low canyon H:W ratios and potentially complex sub-facet geometries.
High density LCZs where canyon walls may be shaded for much of the day by the opposing
canyon wall will likely see diminished magnitudes of self-shading temperature reductions.
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4.4 Computational Fluid Dynamics
Differential heating of canyon walls has been shown to impact within-canyon circulations (e.g.
Xie et al. (2005a, 2007); Cai (2012); Magnusson et al. (2014); Nazarian et al. (2018), among
others). Using Computational Fluid Dynamics (CFD), canyons of varying geometric properties
are heated on one wall under various atmospheric stability conditions and above-canyon wind
flows, and the influence on within-canyon air flow and pollutant dispersion is studied. Results
suggest that heating of the leeward wall somewhat reduced the magnitude of the canyon vortex,
while heating of the windward wall can produce secondary vortices within the canyon under
certain H:W ratios. This is broadly consistent with observations from Offerle et al. (2006),
though heating of the leeward wall was found to have a smaller impact. The Xie et al. studies
define the degree of wall heating as ∆θ = Twall − Tair and consider values of ∆θ of 0.2 to 15 K.
Similarly, Cai (2012) examine values of ∆θ of up to 15 K, and Magnusson et al. (2014) values
of approximately 10 K. The walls are heated with a uniform temperature, and higher values of
∆θ have a greater degree of influence on within canyon flow. Results from this thesis suggest
that values of ∆θmuch greater than 15 K could be considered, peaking at ≈ 27 K during traverse
5 in site 2. Incorporation of sub-facet scale material variability could push portions of the wall
facet well over a 27 K difference. Considering materials individually, Hoyano et al. (1999)
found values of ∆θ in excess of 35 K. The previous studies also leave the non-heated wall at
air temperature. Results from this thesis suggest that during the day shaded wall facets are
generally slightly above within canyon air temperature due to reflected shortwave and received
longwave radiation from the sunlit canyon walls.
Incorporation of sub-facet scale temperature variability may also impact within-canyon
wind flows. Differences in opposing canyon wall temperatures of < 5 K are shown to im-
pact within canyon wind flows (Xie et al., 2005a,b) and this thesis has observed within-facet
temperature differences of > 20 K. It is probable however that the presence of the structural
complexity that causes these temperature differences would have a greater influence on wind
flows within the canyon. The results of this thesis may be useful for setting realistic conditions
for future CFD studies, especially if similar studies are performed in 3D. Mean wall tempera-
tures are likely to be biased high if sub-facet influences are not taken in to account and ∆θ may
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also bias warm.
4.5 Implications for Thermal Anisotropy
It has been suggested that micro-scale structures not normally considered in urban temperature
models contribute to urban effective thermal anisotropy (Krayenhoff and Voogt, 2016) and that
anisotropy may therefore be underestimated by models. The results of this thesis suggest that
sub-facet scale geometries and material variability do contribute to temperature differences
between opposing canyon walls as there are significant differences between the two sites in
opposing facet temperatures that are not explained by canyon geometry alone. From a canyon
scale geometric perspective the two sites examined are relatively similar: simulating the differ-
ences in their canyon scale geometries alone does not account for the significant temperature
differences between the sites. This suggests that sub-facet scale geometries may have an im-
pact on effective thermal anisotropy as measured by airborne or satellite sensors. However it
is not to say that increasing geometric complexity increases measurements of anisotropy, as
this research suggests site 1 exhibits a smaller canyon temperature differential despite a higher
degree of self-shading.
When considered from a sensor-view perspective of an above-canyon sensor, effective
anisotropy would be increased the most when the greatest degree of facet self-shading is caused
by the smallest amount of geometric complexity. Extending a roof 30 cm over the edge of a
wall will cause significant amounts of self-shading at opportune solar angles while receiving
some degree of solar radiation. A large porch at similar angles will cause perhaps slightly
more self-shading due to its greater size, but also thereby receive a significantly larger amount
of insolation and perhaps reduce the effective anisotropy as seen by the sensor. This trade-off
between vertical shading caused by horizontal obstruction and relative magnitude of each may
account for the magnitudes of effective anisotropy seen in this thesis. Shading will only reduce
effective anisotropy insofar as the sensor is able to view this shading. Therefore even though
a large overhang will reduce mean wall temperature it must be considered from a sensor-view
model to determine the impact on measurement of thermal anisotropy.
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4.6 Limitations
As discussed in Section 2.3.1 a large number of houses were eliminated from consideration due
to failure of the KLS and facet obstruction. This limits the dataset’s ability to be an accurate
representation of all temperatures in the neighbourhood. At solar azimuth angles in which a
tree that obstructs our imager’s view of a facet also stands between the sun and the facet, the
mean surface temperature of that facet should be much lower than the canyon average, due
to the shading from the tree. This shouldn’t have an impact on self-shading temperatures but
does affect the actual ‘complete’ canyon surface temperature of the neighbourhood and is not
captured by the observations. As an example, during traverse 1, complete east-facing surface
temperatures for site 1 are likely lower than the data set suggests, because a number of rejected
facets will have trees casting shade on them. No field site will ever be perfect, but future uses
of the method should strive to find different facet geometries with similar degrees of vegetation
so that this is not a confounding variable when comparing sites. It would also simplify the
comparability of the results to find a street grid with a true North-South orientation.
An additional limitation of the method is that determining the proportion of shaded area of
the facet requires the inclusion of the residual classes. Because the non-residual polygons are
not drawn to the full extent of the surface being classified (see Appendix B) it is only possible to
determine the degree to which an entire facet is self-shaded, and it is not possible to accurately
assess the degree to which an individual material is self-shaded at the sub-facet scale. This is
frustrating because it is hypothesized that the relationships between self-shaded facet fraction
and temperature reduction (Figure 3.9) will be stronger when subdivided by surface material to
account for differing thermal properties. If the degree of self-shading could be quantified at the
sub-facet material scale, and mean temperature reduction considered at this scale, a stronger
relationship would be expected.
Perhaps one of the largest drawbacks of the method is the large manual time commitment
necessary to process the data. Many processes could be reasonably automated or at least per-
formed significantly faster with the aid of scripting, however some primary tasks such as geo-
referencing of each individual image must be performed by hand. The most time-consuming
portion was the manual classification of thermal images. Once the method had been tuned and
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some proficiency attained, it took approximately 2.5 to 3.5 hours per house depending on the
complexity. For the pruned dataset of 125 houses this amounts to roughly 310 to 435 hours,
or 40 to 55 eight-hour days comprised completely of classifying. Recently the intersection of
machine learning and massive datasets of hemispherical street-level imagery like Google Street
View have been used to characterise canyon parameters like SVF and vegetated fraction (Gong
et al., 2018; Middel et al., 2018) as well as predict mean radiant temperatures (Nice et al.,
2018a). A similar process could likely be used to help characterise sub-facet scale material and
structural variation.
4.7 Future work
There are many potential avenues for future work that have been identified through this the-
sis. Firstly, a simple parameterization of the degree of self-shading and reduction in mean facet
temperature could be implemented in to micro-scale surface temperature models. Alternatively
implementation of sub-facet scale geometries could be considered: an eavestrough or porch
could feasibly be modelled to some degree of accuracy while still falling within TUF-3Ds re-
quirement for plane-parallel cubic geometries. This would allow the impact of self-shading to
be examined at a variety of neighbourhood geometries, sub-facet scale geometries, latitudes,
times of year, and if coupled with a model such as VTUF, types of vegetation as well. Perform-
ing observations with a similar method in different LCZs as well as in neighbourhoods with
different degrees of vegetative shading could help address some of the questions and hypothe-
ses posed in the previous discussion sections. Opposing canyon wall temperature differentials
are just one small component of effective urban thermal anisotropy. The full implications of
sub-facet scale geometries would need to be considered in a sensor view model to truly tease
out the implications of these complexities for thermal anisotropy.
Additionally the dataset created has not been fully exploited. Examples of topics that could
be addressed using the assembled data are material-scale temperature variations, or differences
between self- and tree-shading, which have only been speculated on here. The array of ad-
ditional data collected from the mobile platform (see Section 2.2.2) could also be coupled.
If relationships exist between, e.g. road temperatures and wall temperatures, perhaps param-
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eterizations of wall temperatures could be obtained for (near) nadir sensing geometries and
lead to improved assessment of complete urban surface temperatures. An comparison with the
method employed by Voogt and Oke (1998) could also be performed using the wall-facing IRR
traversed for this project.
Finally, similar research could be performed with improved methods. Classifying total
shading at a material rather than facet scale would allow for clearer observation of the pro-
posed relationship between sub-facet material characteristics, total shading fraction, and mean
facet temperature reduction. Systems that couple thermal and RGB imagery with a LiDAR
scanner such as Borrmann et al. (2012) present an opportunity to collect synchronized data in
an efficient manner while creating a dense 3D data set that would be ideal for applications such
as this. There also exists the possibility of using supervised classification methods on a well
co-registered dataset to improve the speed at which classification could be performed, as this
was identified as a significant bottleneck in the previous section.
Chapter 5
Summary and Conclusions
5.1 Summary
This thesis presents a novel method of observing urban wall temperatures using a mobile in-
strumentation platform. The method allows high spatial and temporal resolution data sets of
urban surface temperatures to be obtained and allows examination of temperature distributions
at a sub-facet scale. Two neighbourhoods in London, ON with differing sub-facet geometric
complexity were observed to investigate the effect that such geometries have on vertical facet
temperature distributions. The results suggest that at the facet scale:
1. Shading cast on a facet by its own geometric complexity reduces mean facet temperature.
2. Geometric complexities below building height may increase the temperature of the sur-
face above them by day.
3. Large obstructions such as porches may alternately reduce mean facet temperature by
day but increase it by night.
4. Relatively minor material heterogeneity within the facet can impact mean facet temper-
ature by several K.
Observations made at the (sub-)facet scale were then scaled up and considered at the urban
canyon scale. The results of this analysis suggest that:
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1. Facet-scale patterns of decreased day-time temperatures due to shading and increased
night-time temperatures due to large overhangs aggregate to the canyon scale.
2. Reduction of day-time temperatures correlates with the self-shaded fraction of the facet
but is partially controlled by other factors.
3. Canyon-solar geometry determines the efficacy of obstructions at modifying facet tem-
peratures.
Finally the observations were once more scaled up to the neighbourhood scale and the two
sites were compared to one another. The results of this analysis suggest that:
1. A neighbourhood with relatively larger obstructions at the facet scale will have lower
daytime mean wall temperatures and a larger range.
2. Greater sub-facet geometry tends to decrease opposing canyon wall temperature differ-
entials.
3. Neighbourhoods with comparable canyon scale geometries (similar LCZs) may exhibit
significantly different sub-facet temperatures due to their micro-scale geometry.
These results demonstrated the need to carefully consider sub-facet scale material and ge-
ometric complexities when performing surface temperature observations at these scales. Im-
plications for modelling of in-canyon processes such as surface temperatures and wind flows
were discussed, as well as possible consequences for measurement of effective urban thermal
anisotropy. The research identified additional questions such as the relative importance of veg-
etative shading vs. geometric self-shading and presented suggestions for future work that could
aid in better understanding the causes and magnitudes of the effect. The data set created for
this thesis will remain a useful tool for future investigations in to sub-facet scale temperatures
that can be used for model verification, analysed for additional insight, or even returned to and
re-classified if desired, to improve some shortcomings identified in Section 4.6.
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Appendix A
Imager Characteristics
A.1 Spatial Resolution
The imager used for this research features an interchangeable lens mount system. The lens
chosen for this project has a focal length of 13.1mm and a FOV of 45° x 34°. The spatial
resolution per pixel is listed as 1.3 mrad (FLIR, 2016a). The lens size was chosen so that the
entirety of each house could be captured. The real-world per-pixel resolution is determined by
the distance to the object. Distances between the centre of the road and the canyon facets at the
study sites ranged from approximately 6 to 10 m. Field of view values at these distances are
listed in Table A.1. To image the greatest vertical area, the imager was rotated 90°. Therefore
the horizontal field of view in A.1 represents the vertical field of view while sampling.
Table A.1: Field of View (FOV) calculations for five target distances (D) where H - Horizontal,
V - Vertical, I - Instantaneous. IFOV represents the size of a single detector element.
D (m) 6 7 8 9 10
HFOV (m) 5.02 5.86 6.70 7.53 8.37
VFOV (m) 3.77 4.39 5.02 5.65 6.28
IFOV (mm) 7.85 9.15 10.46 11.77 13.08
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A.2 Absolute Temperature
To assess the accuracy of the temperatures recorded by the FLIR imager, it was tested against
a recently purchased and factory calibrated Heitronics KT15.82 Infrared radiometer (IRR).
Some brief specifications of this instrument are provided in Table A.2. An aluminum plate 2
cm thick with a diameter of 34 cm was painted matte black and heated to approximately 80 °C.
The plate was then placed in a bed of insulating foam on the ground within the field of view
of both the thermal imager and the Heitronics IRR and allowed to cool to room temperature.
Over 185 minutes the plate cooled from a starting temperature of 75.9 °C to 21.3 °C. The plate
is designed to create a uniform surface temperature, and the standard deviation of the plate’s
temperature decreased from 0.4 °C to 0.01 °C over the course of the test.
Table A.2: Specifications of the Heitronics KT15.82 IRR (Heitronics, 2004)
Parameter Value
Temperature range -30 - 1000 °C
Calibrated range -30 - 70 °C
NETD 60 mK
Accuracy ± 0.5 °C
Spectral range 8 - 10 µm
FOV ≈ 12°
The IRR was positioned 42 cm above the plate, resulting in a FOV of approximately 7.5 cm
diameter. The imager was positioned roughly 90 cm above the plate to ensure that the entire
surface was within the FOV of the imager. The IRR was positioned straight downwards (nadir)
and the imager was approximately 10° off-nadir. Both instruments were set to target emissivity
of 1 and sample rate of 1 Hz. The samples recorded by the thermal imager were cropped to
match the FOV of the IRR to ensure that both instruments were measuring the same area on
the plate.
The difference between the two instruments is shown in Figure A.1. The y axis shows the
mean subset temperature recorded by the imager minus the temperature recorded by the IRR.
Over the course of the three hours the difference between the instruments trends from roughly
+ 0.3 °C to - 0.3 °C. This suggests that over the temperature range of approximately 23 to 75 °C
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the imager has a slight tendency to over-estimate higher temperatures and under-estimate lower
temperatures in comparison to the IRR. It is important to note however that these differences
fall well within the stated accuracy estimates of the instruments (± 0.5 °C for the IRR and ±
1 °C for the imager). The short-term variation seen in Figure A.1 is caused by noise from the
IRR, which is much greater than that of the imager. This noise is a result of the short (100 ms)
integration time used on the IRR, which results in a noise-equivalent temperature difference
(NETD) of 0.25 K for an object at 20 °C (Heitronics, 2004). Increasing this integration time to
1 s decreases the magnitude of the noise to 0.05 K, but does not significantly alter the longer-
term mean (shown in red).
Figure A.1: Imager recorded temperature minus IRR recorded temperature during the cooling
of the plate. The blue line is the raw signal and the red line is a smoothed mean.
A.3 Vignetting
In the same way that a photograph can appear darker in the corners due to lens geometry caus-
ing less light to reach the edges of the sensor, so too can wider-angle lenses on thermal imagers
cause ‘temperature fall-off’ (vignetting) in the corner of the frame (Minkina and Dudzik, 2009).
To quantify the magnitude of this effect, the same calibration plate used in A.2 was heated to
80 °C and placed within the full frame of the imager. Lines were sampled from the centre pixel
of the sensor (320, 240) to each of the four corners, and a temperature profile along this line
was extracted. Figure A.2 shows each of these temperature profiles radiating from the centre
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to the edge of frame, and assessed in each of six starting temperatures in terms of a deviation
from the centre-frame temperature.
The vignette magnitude for any given pixel is dependent on the pixel distance from the cen-
tre of frame and the ∆T between the imager sensor and the target body. This error approaches 0
as the target temperature approaches the sensor temperature. No correction for this temperature
error has been made in this thesis, though it is also not expected to have a significant impact
on the results: typical ∆T between the imager and target temperatures would rarely result in
errors that exceed the accuracy of the imager, and then only at the corners of the frame. Images
used in classification do not use the farthest corners of the sensor: these are occupied by sky
or ground. It is unclear what causes the abnormal measurement of the top left corner at target
temperature 80 °C, but it is assumed to be a surface heterogeneity of the plate.
Figure A.2: Demonstration of thermal vignetting for a variety of target temperatures. Sensor
temperature is approximately equal to room temperature, or ≈ 22 °C as measured by an in-room
thermocouple.
A.4 Geometric Lens Distortion
Correction of geometric lens distortion for the thermal imagery involved first quantifying the
lens distortion. The Camera Calibrator Application in the Image Processing and Computer
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Vision Toolbox of Matlab was used. This application uses images of a checker-board pattern
to estimate the geometric distortion caused by a lens: Multiple images of the checkerboard
are taken from different viewing angles, and the intersection of the squares are detected by the
software. These form a regular series of straight lines that when straightened provide estimates
of the distortion.
The standard checkerboard pattern used for this process is printed in black-and-white and
therefore unable to be used for thermal applications. A custom checkerboard was made out of
low-emissivity tape, and when placed outside on a clear day with an unobstructed view of the
sky provided sufficient contrast between squares for the calibration software to compute their
intersections (see Figure A.3). A total of 40 images from a variety of viewing angles were
taken of the checkerboard and used with the calibration software. Images were then manually
inspected to ensure that the checkerboard pattern had been correctly read. Six outliers were
removed whose checkerboard pattern was not correctly identified by the software. From these
34 images distortion coefficients for the lens were derived that could be used to correct the
thermal imagery. Using these coefficients the software estimated a mean reprojection error of
0.1465 pixels. This error represents the difference between corrected and calculated calibration
point placement. There is no hard-and-fast threshold for acceptable error, however a rule of
thumb suggests that errors < 1 pixel are acceptable (Scaramuzza et al., 2006). The camera
parameters derived from the software were then applied to the CSV temperature files discussed
in Section 2.3.1 to obtain corrected thermal images ready for georeferencing.
Figure A.3: The checkerboard used to quantify lens distortion in thermal and visual spectra.
Appendix B
Classification Process and Export
B.1 Classes
Due to the uniqueness of each individual facet that was classified it is not possible to give a
thorough accounting of the entire classification process, nor are there a set of prescribed rules
that can be detailed. Instead a loose set of guidelines were followed that were considered on
a case by case basis. A brief overview of the classifications is given in Section 2.3.4. The
unique values for variable types Traverse Number, House Number, Orientation, Shaded, Shade
Source, and Covered are intuitive and previously described. Table B.1 lists all the unique
values given for variables Material, Colour, and Type. These values were assigned by visual
inspection of images from the TLC and it is possible that some material attributions of more
esoteric materials are incorrect. Additionally it is clear that colour assignment is a subjective
attribution. For the most part a very small range of colours was used, however site 2 contained
many garage doors painted with bright colours and this is the source of the blues, yellows,
pinks, etc.
B.2 Classification Process
At the borders of objects with large temperature differences, the image does not produce a sharp
transition from one surface to the next but instead produces a temperature gradient over a few
pixels. For this reason it is not practical nor accurate to draw polygons that reach to the direct
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Table B.1: All unique variable entries in the classification scheme
Material Colour Type
shingle red roof
brick white wall
glass brown window
vinyl gray door
wood offwhite eaves
metal green surface veg
stucco black garage
vegetation beige shutter
mixed blue resid roof
na yellow resid wall
purple resid eaves
pink resid veg
na resid obstruction
edge of a surface as the probability of erroneous temperatures in this gradient being sampled
is almost guaranteed. In addition, during long days of classifying, when one is aiming to go
as fast as possible while still being accurate, it was quickly determined that being slightly con-
servative in polygon sizes was preferable to inaccurately classifying pixels or drawing classes
that overlapped each other. Restraint was shown when drawing the boundaries of homogenous
surfaces and a gap was left at the border between different surfaces, with the goal of balancing
accuracy with time needed. In contrast, the purpose of the residual classes was partly to be
able to determine fractions of self-shading and therefore polygons that extend to the furthest
boundaries of the surface were drawn (see Figure 3.1 and associated discussion).
Disruptions in the homogeneity of a surface were avoided when possible. For example
metal house numbers fixed to the fronts of houses, mailboxes, etc. were dodged when classi-
fying. Objects that are clear during one part of the day may not be at others. The same objects
that are very clear in the thermal image when they are directly irradiated may not stand out
during the overnight traverses once surfaces return to a relatively isothermic distribution. In
these cases effort was made to still avoid sampling those areas so that relative consistency was
maintained in terms of sample areas. Barring movable obstructions such as cars parked in front
of the house for some traverses but not others, polygons cover the same surface from traverse
to traverse.
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No hard and fast rule is set for the scale at which details become too small to warrant their
own class, however the line was essentially drawn at something approaching the scale of a
shutter. Individual shutters were given their own polygons and type, but homogenous surfaces
smaller than this were typically amalgamated in to a larger class or put in residual classes.
For example the windows that are set in many doors were not classified separately from their
doors but instead classified with the door and given a material value of ‘mixed’. In addition
individual window panes are classified when their size is large enough that this is practical.
Smaller windows are typically classified with their frames because selecting individual panes
is not practical.
The ArcGIS workflow involved in extracting the temperatures begins with the two polygon
shapefiles. The residual shapefile is merged with the nonresidual via a Union. The resulting
file is verified to ensure that its Attribute Table is completely filled. The thermal image is then
cropped to the shape of the classes file using Extract By Mask. The clipped thermal image
is converted to a series of points whose value is their temperature in the thermal image using
Raster To Point. A spatial join is then performed in which each individual temperature-value
point is given all the associated variables from the classes file polygon in which it lies. The
result is a point shapefile whose attribute table consists of the temperatures of each pixel and
the nominal variable values from the polygon classes created earlier. The attribute table is then
exported as a text file.
A database of the class polygons was kept so that it is possible to return to the classification
stage and modify it if necessary.
B.3 Post-Classification
Each house number and traverse number combination produced a separate attribute table text
file, referred to here as an out table. The unions and spatial joins performed to create the table
also creates a series of extraneous columns in the attribute tables. Once all attribute tables
had been created they were processed using the programming language R to remove undesired
columns, create uniform variable names and arrange columns, and finally create a ‘master’ file
that contains every observation. This data structure is relatively inefficient computationally but
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provides a simple and intuitive way to interrogate the data. The dataset can be read in to a
single data frame in R and then subset to include or exclude any variable value as desired.
Each row in the data frame is a single temperature pixel and associated variable values
exported from ArcGIS. The advantage of this approach is the simplicity in its creation and ease
of subsetting for analysis. The largest disadvantage is that it becomes abstracted from its real-
world spatial distribution. Once the attribute tables are exported from ArcGIS it is no longer
clear where in coordinate space a given temperature was observed. This allows for analysis of
temperature distributions at the polygon scale at the smallest. Examining the thermal imagery
it is clear that there are further spatial patterns of temperature distribution at the sub-facet scale
that it is not possible to easily examine with this data format, e.g. increased temperatures near
the eavestroughs.
Appendix C
Meteorology and Forcings
C.1 Fixed Site Meteorology
The day chosen for observation was essentially clear of cloud cover through the day and night.
This is important as any clouds that obstructed the sunlight at the study sites would remove the
solar forcing from the facets. Figure C.1 shows the influence of a few clouds (the disturbances
in K) but these were isolated cumulus that did not interfere with the forcings at the study sites.
The strong dip in L during the first traverse is likely dew that settled on the pyrgeometer being
burned off. The dew would keep L artificially high, and the dip represents a return to a true
clear-sky value. The local airport weather station reported that Tair was equal to Tdew for many
hours overnight and in the early morning. Incident shortwave followed an otherwise smooth
parabola and reached a maximum of approximately 880 W m−2. Incident longwave increased
slightly during the day but remained at roughly 310 W m−2. Figure C.2 similarly shows the air
temperature and relative humidity recorded during the same period.
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Figure C.1: Incident shortwave (K) and longwave (L) fluxes observed at the stationary site
during the observation period. Shaded bars show traverse times.
Figure C.2: Air temperature and relative humidity observed at the stationary site during the
observation period. Shaded bars show traverse times.
C.2 Airport Meteorology
Hourly wind speed and direction data were obtained from the London International Airport
(YXU) before being converted to an above-canopy wind speed at the study sites using the
process described in Section 2.2.1. These converted values where then linearly interpolated to
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produce 5-minute forcing data for TUF. These converted values are displayed in Figure C.3.
Figure C.3: Wind speed and direction in degrees from North used for forcing the TUF-3D
model.
C.3 Solar Geometry
Table C.1 shows the solar geometry and relative solar geometry for each traverse and facet,
where β is solar elevation, Ω is solar azimuth, Ω f is the solar azimuth relative to each facet
orientation (i.e., normal from the facet is Ω f = 0), and the subscripts N, S, E, W are the facet
orientations North, South, East, and West. All solar angle are measured in degrees, and t is the
reference time in EDT from which the solar angle are calculated.
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Table C.1: Solar geometry and relative solar geometry for each traverse and facet.
Traverse Site β Ω Ω fN Ω fS Ω fE Ω fW t
1
1 15.8 90.6 - 290.6 20.6 - 08:15
2 18.5 93.2 - 293.2 23.2 - 08:30
2
1 36.3 112.5 - 312.5 42.5 - 10:10
2 38.7 115.9 - 315.9 45.9 - 10:25
3
1 50.4 138.4 - 338.4 68.4 - 11:45
2 52.2 143.7 - 343.7 73.7 - 12:00
4
1 55.5 201.3 - 41.3 - 311.3 14:15
2 54.8 205.5 - 45.5 - 315.5 14:25
5
1 37.6 245.5 - 85.5 - 355.5 16:35
2 35.1 248.9 - 88.9 - 358.9 16:50
6
1 14.5 270.4 290.4 - - 20.4 18:45
2 12.6 272.1 292.1 - - 22.1 18:55
Appendix D
Supplemental Figures
D.1 Site Locations
Figure D.1: The locations of study sites one and two in relation to the downtown core of the
city of London, Ontario.
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D.2 Representative Houses
Figure D.2: Three typical houses from Site 1 showing the large porches that cover the first
storey.
Figure D.3: Three typical houses from Site 2 showing, in contrast to Site 1, smaller overhangs.
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Figure D.4: The instrumented truck platform viewed from the rear. A wooden frame was
constructed and secured to the truck bed with ratchet straps. Nu-Rail connectors were affixed
to the frame and the instruments were mounted on the Nu-Rails. The instrumentation wiring
is fed through the rear passenger-side window where the datalogger is located to shield it from
the sun.
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D.3 Instrument Platform
Figure D.5: Detailed view of instrument mounts. A - road-facing IRTs, B - GPS, C - time lapse
camera, D - wall-facing IRT, E - hemispherical radiative instruments, F - aspirated radiation
shield containing temperature and humidity probe and fast-response thermistor. See Table 2.3
for instrument details. Not shown is the thermal imager which was on a tripod in the rear
driver-side seat and directed out the window. The instruments are between 240 and 270 cm off
the ground. The aspirated radiation shield is mounted 30 cm over the passenger-side edge of
the truck bed to mitigate bias in sampling from air in the truck bed.
D.4 Porch Cooling
The figures in this section supplement the discussion in section 3.2.1.1.
D.4.1 East
Figures D.6, D.7 and D.8 show histograms of facet temperature distributions comparing cov-
ered and uncovered surfaces. House 8 was chosen as a representative east-facing house for this
comparison. Discussed in section 3.2.1.1.
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Figure D.6: Histograms of traverses 1, 2, and 3 for house 8 (east-facing) showing differences in
covered and uncovered temperature distributions. β is solar elevation and Ω f is solar azimuth
relative to the facet (see Appendix C). Bin width is 0.25 °C.
Figure D.7: Histograms of traverses 4, 5, and 6 for house 8 (east-facing) showing differences
in covered and uncovered temperature distributions. β is solar elevation and Ω f > 90 indicates
the facet is not sunlit (see Appendix C). Bin width is 0.25 °C.
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Figure D.8: Histograms of traverses 7 and 8 for house 8 (east-facing) showing differences in
covered and uncovered temperature distributions. Relative solar angles are not provided as the
sun is down. Bin width is 0.25 °C.
D.4.2 North
Figures D.9, D.10 and D.11 show histograms of facet temperature distributions comparing
covered and uncovered surfaces. House 57 was chosen as a representative north-facing house
for this comparison. Discussed in section 3.2.1.1.
Figure D.9: Histograms of traverses 1, 2, and 3 for house 57 (north-facing) showing differences
in covered and uncovered temperature distributions. β is solar elevation and Ω f > 90 indicates
the facet is not sunlit (see Appendix C). Bin width is 0.25 °C.
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Figure D.10: Histograms of traverses 4, 5, and 6 for house 57 (north-facing) showing differ-
ences in covered and uncovered temperature distributions. β is solar elevation and Ω f is solar
azimuth relative to the facet. Ω f < 270 indicates the facet is not sunlit(see Appendix C). Bin
width is 0.25 °C.
Figure D.11: Histograms of traverses 7 and 8 for house 57 (north-facing) showing differences
in covered and uncovered temperature distributions. Relative solar angles are not provided as
the sun is down. Bin width is 0.25 °C.
D.4.3 South
Figures D.12, D.13 and D.14 show histograms of facet temperature distributions comparing
covered and uncovered surfaces. House 8 was chosen as a representative east-facing house for
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this comparison. Discussed in section 3.2.1.1.
Figure D.12: Histograms of traverses 1, 2, and 3 for house 86 (south-facing) showing differ-
ences in covered and uncovered temperature distributions. β is solar elevation and Ω f is solar
azimuth relative to the facet (see Appendix C). Bin width is 0.25 °C.
Figure D.13: Histograms of traverses 4, 5, and 6 for house 86 (south-facing) showing differ-
ences in covered and uncovered temperature distributions. β is solar elevation and Ω f is solar
azimuth relative to the facet. Ω f > 90 indicates the facet is not sunlit(see Appendix C). Bin
width is 0.25 °C.
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Figure D.14: Histograms of traverses 7 and 8 for house 86 (south-facing) showing differences
in covered and uncovered temperature distributions. Relative solar angles are not provided as
the sun is down. Bin width is 0.25 °C.
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