Abstract. We first derive from abstract results on Feller transition kernels that, under some mild assumptions, a Markov stochastic algorithm with constant step size ε usually has a tight family of invariant distributions ν ε , ε ∈ (0, ε 0 ], whose weak limiting distributions as ε ↓ 0 are all flowinvariant for its ODE. Then the main part of the paper deals with a kind of converse: what are the possible limiting distributions among all flow-invariant distributions of the ODE? We first show that no repulsive invariant (thin) set can belong to their supports. When the ODE is a stochastic pseudogradient descent, these supports cannot contain saddle or spurious equilibrium points either, so that they are eventually supported by the set of local minima of their potential. Such results require only the random perturbation to lie in L 2 . Various examples are treated, showing that these results yield some weak convergence results for the ν ε 's, sometimes toward a saddle point when the algorithm is not a pseudogradient.
Introduction. The use of recursive stochastic algorithms is widespread for solving optimization problems. This is due to the new simulation facilities brought by modern scientific computation. Stochastic algorithms are especially encountered in situations where some on-line parameter estimation has to be performed. Such algorithms are recursive, the current estimate being updated at every new observation of a process according to some time-varying deterministic (or predictable) parameter ε t called step or gain parameter. In most practical situations, this parameter is gradually decreased so as to finally reach some lower bound ε ∞ . Generally ε ∞ is nonzero to prevent any "freezing" of the algorithm at some metastable state or to track some possible slow change of the target.
Hence, this work addresses constant step algorithms, i.e., ε t = ε ∞ > 0. On the other hand, partially because of the recent developments of artificial neural network procedures, it turns out that many learning algorithms share the same features: a "gentle" white noise perturbing the "sophisticated" dynamics of a deterministic "average" differential system ODE h ≡ẋ = −h(x) (known as the ordinary differential equation of the system) so that it reads
ω t independently and identically distributed (i.i.d.), h(x) := E(H(x, ω 1 )).
In such a framework, an algorithm proves to be a homogeneous Markov chain parametrized by its step ε. Under some reasonable conditions, for every small enough ε the chain owns (at least) one invariant distribution ν ε . Let I ε be the set of invariant distributions of the algorithm with step ε. The set ∪ ε∈(0,ε0] I ε is tight for small enough ε 0 > 0, i.e., weakly relatively compact. On the other hand, the differential system ODE h being a (deterministic) homogeneous Markov chain, usually owns some invariant distribution(s) as well, characterized by a flow-invariance property. Let I h be the set of such flow-invariant distributions. Actually, in most practical situations, I h is infinite: whenever ODE h has two equilibrium points x * 1 and x * 2 , any combination αδ x * 1 + (1 − α)δ x * 2 is an invariant distribution. The set I h can be much more sophisticated: for instance, an attracting cycle surrounding a repulsive equilibrium, etc.
It is a rather classical result that the set I 0 + := ∩ ε→0 ∪ 0<η≤ε I η of the possible weak limiting distributions of ν ε ∈ I ε as ε ↓ 0 is contained in I h (see [15] in one dimension, [20] , [29] in the case of a unique attracting equilibrium x * or, more recently, [18] in the slightly different framework of perturbed dynamical systems ; see also [9] for similar results for abstract continuous-time Markov processes).
However, whenever I h = {δ x * }, the inclusion generally does not hold as an equality: not any flow-invariant distribution ν ∈ I h is a limiting value of ν εp ∈ I εp as ε p ↓ 0. Thus, it seems quite natural that a repulsive equilibrium of ODE h cannot be asymptotically weighted by any invariant distribution ν ε of the algorithm when ε ↓ 0, provided that there is noise enough at this point to push it away. Indeed, similar problems have been investigated in the decreasing step setting, see, e.g., [7] , [21] , or [28] , for repulsive or saddle points leading to the conclusion that such points cannot be limit points for the algorithm. The question is to state whether or not such results still hold in the constant step setting.
These problems are deeply connected to the field of randomly perturbed systems which has been extensively investigated by several authors. Freidlin and Wentzell [13] deal with an ordinary differential equation perturbed by a vanishing standard Brownian motion. They show, using large deviations techniques, that such a diffusion converges in probability to some absolute minima of a suitably defined potential function. Y. Kifer, in several papers and in his book (see, e.g., [18, Chap. 2] ), treats the case of randomly perturbed discrete dynamical systems when the perturbation fades. He obtains some general results, still based on a large deviation approach, that prove that the only possible limiting distributions for the invariant distributions ν ε as ε ↓ 0 are supported by "quasi-attractors" which turn out to be classical attractors under some natural assumptions. In fact, these works are more in connection with algorithms with decreasing step, since in all cases the perturbation fades as time goes by. In the field of Markov stochastic algorithms with constant step, new results by large deviation techniques have been obtained by M. Benaïm in [3] . This work, carried out independently from ours, was originally motivated by urn processes where the random perturbation term is naturally bounded.
Our aim in this paper is of the same sort but with different techniques. It consists, still within this Markov framework, of investigating the set I 0 + but under some low moment assumption on the random perturbation term (essentially L 2 ). Thus, a comparison shows what results are or are not moment dependent. Our methods rely on the local or global existence of a smooth Lyapunov function for the algorithm. We show, by twisting this function somewhat, that the distributions in I 0 + never weight the repulsive equilibrium points or the thin invariant repelling sets provided that they are excited enough by the noise. Furthermore, in the pseudogradient setting, i.e., when there exists a global Lyapunov function V such that (∇V |h) ≥ 0 and {(∇V |h) = 0} = {∇V = 0}, the whole set I 0 + is supported by the local minima of V if other critical points are excited enough. The case of spurious points is also investigated (x * is spurious if h(x * ) = 0, whereas ∇V (x * ) = 0). The paper is organized as follows. In section 1 some existence and tightness results for invariant distributions of Feller homogeneous Markov chains are recalled; these yield some tractable criteria for constant gain stochastic algorithms. The aim is to show that our framework is quite realistic from a practical point of view. We do not care about the possible uniqueness of the invariant distribution for a given positive step ε as this question seems not to interfere with the asymptotic behavior of these distributions.
Section 2 is essentially devoted to the flow-invariance theorem and its first applications. This theorem proves that, under a mild uniform integrability assumption, I 0 + ⊂ I h . An additional result is provided when the existence of the flow fails, provided there is some global Lyapunov function. In these two sections, we give only some very short proofs, along with references for the classical technical points.
Section 3 is the main part of the work. It relies on a second-order Taylor expansion in ε of the homogeneous Markov transitions P ε (x, dy). First, this yields that no excited enough repulsive critical point of the average function h can be asymptotically weighted by the invariant distributions of the algorithm as ε ↓ 0. This result extends to repulsive thin invariant sets. Two subsections deal with important examples: the Lemniscate example and the periodic/quasi-cycle example, which illustrate both the apparent dissimilarity between the constant and the decreasing step versions of the same stochastic algorithm.
Second, the case of excited enough saddle points of ODE h is investigated. It is first pointed out that such critical points can be asymptotically weighted when the algorithm is not a stochastic pseudogradient. The Lemniscate example stresses this situation: all the mass of the ν ε concentrates at some saddle point of h. At this stage, a whole subsection is devoted to stochastic pseudogradient algorithms under the classical assumption in differential geometry that all saddle points are of Morse type. Finally, some further types of critical points are eliminated: the spurious equilibrium points. This latter result solves the case of inflection points in one dimension. Several examples illustrate these results.
Notation.
• | . | denotes the canonical Euclidean norm on any R d space unless noted otherwise; • (.|.) denotes the canonical inner product; • B(x, r) denotes the Euclidean open ball with center x and radius r > 0; • C(0; 1) denotes the unit circle;
• u ∈ R d denotes a row vector and t u denotes its (horizontal) transpose;
=⇒ denotes the weak convergence of probability measures on the topological space X endowed with the topology T ; when this topology is obvious (e.g., on
=⇒ will be preferred; • The letter ν-with or without superscript-always denotes a probability measure.
1. Background: Existence and tightness of the invariant distributions of a family of Markov chains.
. We propose in Theorem 1.1 below several criteria for the existence and tightness of a family of stationary distributions in a Feller setting.
These criteria are based on the existence of a Lyapunov function. They are adapted from classical criteria mentioned, e.g., in [9] or [25] . They turn out to be especially well fitted for stochastic approximation with constant step. Theorem 1.1. Let (P ε ) ε∈(0,ε0] be a family of transitions. A. Pakes-Has'minskii setting. Assume that (P ε ) ε∈(0,ε0] satisfies the PakesHas'minskii assumption
(a) If the transitions P ε (x, dy) are Feller for every ε ∈ (0, ε 0 ], there exists a family
The function V is called a Lyapunov function for the family. B. Hajek setting. Assume that (P ε ) ε∈(0,ε0] satisfies the Hajek assumption
Then, (H b ) is fulfilled with λ(ε) := 1−α(ε), µ(ε) := β(ε), and ψ := −V . If, moreover,
Proof (sketch). Setting A is a parametrized version of a classical criterion of existence of a stationary distribution for Feller-Markov chains (see, e.g., [9, p. 272] ). The boundedness of the ν ε (V )'s in setting B derives from the following inequalities:
Then, integrating with respect to ν ε , letting first n go to +∞ and then K, completes the proof.
This theorem is well suited for stochastic algorithms with constant step (see subsection 1.2 below). It is important for applications to emphasize two features of these criteria: the tightness conclusion holds for the whole set {ν ε / ν ε P ε = ν ε , ε ∈ (0, ε 0 ]} • without a uniqueness assumption of the invariant distribution at a given ε (such a property is not always true and is usually difficult to fulfill even when it holds);
• without a Feller assumption, once the existence of a family (ν ε ) ε∈(0,ε0] is granted. Following, e.g., [8] , the Hajek setting implies, for every ε ∈ (0, ε 0 ], the stability of the chain (X ε,t ) t∈N in the following sense: for every starting value x ∈ R d , P x -almost surely (a.s.), the sequence of empirical distributions ( 1 t 0≤s≤t−1 δ X ε,s ) t≥1 is tight and all its weak limiting distributions are
) and p ε (x, y) > 0, θ(dy)-almost everywhere (a.e.) for every x, then uniqueness of the invariant distributions ν ε holds (see, e.g., [8] ). So, in the Hajek setting, P x -a.s., the empirical distribution weakly converges to this invariant distribution ν ε .
1.2. The case of stochastic algorithms with constant gain. In this paper, a stochastic algorithm with constant gain parameter is a family of homogeneous Markov chains, depending on a parameter ε > 0, satisfying the general recursive equation
where H :
. sequence with common distribution µ on a measurable space (E, B(E)) and ε is a positive real number. The transition (P ε (x, dy)) x∈R d is obviously defined on nonnegative or bounded Borel functions
The first assumption to be made ensures that the above transitions are Feller: There exists some ρ ∈ (0, 1] s.t.
Note that if (C µ ρ ) holds for some ρ ∈ (0, 1], the so-called mean function h(x) := H(x, ω)µ(dω) of the algorithm is continuous (due to uniform integrability).
Most Lyapunov functions V that will be used further on fulfill the following smoothness assumption:
Of course, some nonnegativity assumption on (∇V |h) will be added when necessary throughout the text. From a practical point of view, finding a function V that satisfies assumption (L ρ ) for some ρ ∈ (0, 1), instead of (L 1 ), allows a decrease in the integrability requirement on the noise. Theorem 1.1 applied to Markov stochastic algorithms with constant step straightforwardly yields the following global existence and tightness result for the P ε -invariant distributions ν ε . Proposition 1.2. A. Pakes-Has'minskii setting. Let ρ ∈ (0, 1] and V :
Hajek setting. Assume that there is some ρ ∈ (0, 1] such that
Then assumption H c is fulfilled. B ′ . Sometimes, rather than the above assumption (Haj) ρ (c), it may be more convenient to check the slightly more stringent
Proof (sketch). Both settings rely on the following inequality, derived from the bounded increment formula
, and integrating with respect to µ(dω) yields
A. Pakes-Has'minskii setting. One concludes by setting
, and
Hajek setting. One concludes by setting
V (x), and
About other natural settings. A simpler setting that is commonly encountered in applications is the case of compact valued stochastic algorithms like the Kohonen algorithm (see, e.g., [5] or [6] ) and the normalized Benzecri-Oja algorithm (see [26] ). Thus, assume that for ε ∈ (0, ε 0 ] and every x 0 lying in a compact set K, the algorithm defined by (1.1) a.s. lies in K. It is straightforward that, whenever the algorithm is Feller on K (with an obvious definition), every transition P ε has at least one invariant distribution and {ν ε / ν ε P ε = ν ε } is tight. Furthermore, all the results below remain valid for such K-valued Feller algorithms with the straightfor-
Such an extension will work out for the Benzecri-Oja algorithm that lives in the unit d-dimensional sphere, or some special cases of the Kohonen algorithm (uniform stimuli and 0 neighbor setting).
When the algorithm is not Feller, another family of methods based on ergodicity and recurrence is available (see [22] or [8] ) for the existence and tightness of the invariant distributions. Once this point is solved, similar studies to those carried out below can be done; thus, in [6] , after proving the existence of the invariant distributions ν ε by a Doeblin recurrence approach for the Kohonen algorithm with 0 neighbor, a localization of the support of the limiting distribution is carried out. This is done by specific methods since this algorithm is a stochastic gradient descent whose gradient function is not even continuous (see also [27] ).
Asymptotics of ν
ε as ε ↓ 0. This section is devoted to the location of the support of any weak limiting value of a tight family (ν ε ) ε∈(0,ε0] of P ε -stationary probability measures. The results mentioned in the first subsection call upon some functional results on stochastic processes and need some more stringent hypothesis on the average function h through ODE hẋ = −h(x). In the second subsection, we give some applications of the flow-invariance theorem. In the third subsection, we provide some results and examples requiring less regularity on h in the spirit of section 1.
A flow-invariance theorem for the ν
ε 's. In this section we deal with a flow-invariance result for any tight family (ν ε ) ε∈(0,ε0] of P ε -invariant distributions. This version for Markov stochastic algorithms can appear as the constant step version of the ODE method developed by Ljung, Kushner, and Clark. It looks like a variant of the old seminal averaging principle by Has'minskii (see [15] or [18] ) for perturbed deterministic dynamical systems. Let us mention, too, for diffusion approximation, the work by Norman on limit theorems for stationary sequences (see [24] ) and the synthetic result that can be found in ([9, p. 244]).
The following assumption will hold throughout this section:
Uniqueness is generally provided by a local Lipschitz assumption on h.
where (X (ε,x0),t ) t∈N denotes the algorithm with constant step ε starting at x 0 as defined by (1.1). A straightforward computation shows that X
and u denotes the integral part of u ∈ R + . The sequence (M ε,x0,t ) t∈N is a martingale with respect to its natural filtration under mild integrability assumptions.
Proposition 2.1. (a) For every sequence ε p ↓ 0,
is an obvious corollary of item (a). Item (a) reads as follows in a sequential form: for any sequences
One easily derives this convergence (in distribution) from some abstract weak functional convergence theorems for semimartingales (see, e.g., [17, Thm. 3 .39, p. 510] for a comprehensive approach). A direct and self-contained proof is available in [10] (when the function h is not bounded, the proof involves some localization techniques relying on the Sk-regularity for stopped processes).
Theorem 2.2. Assume that the family (ν ε ) ε∈(0,ε0] of P ε -invariant distributions is tight and that both H ODE and
Consequently, if the flow is uniquely ergodic, i.e., exactly one flow-invariant distribution ν 0 exists, then ν ε ⇒ ν 0 as ε ↓ 0. Note that as a practical matter, (U I) loc always holds when ( Haj) 1 does. Proof of Theorem (2.2). Let u ∈ R + and let f be a bounded Lipschitz function, with Lipschitz coefficient [f ]. E( . ) will denote the P-expectation on the probability space (Ω, A, P) on which the innovations ω t are defined. We have
Let ε p → 0 and η > 0. Since the sequence (ν εp ) p≥0 is tight, there exists a compact set K η such that
as ν ε ⇒ ν 0 . This completes the proof. A similar flow-invariance theorem was obtained independently in [3] , in the context of urn processes, which, roughly speaking, corresponds to the case where H(x, ω) is globally bounded.
The first consequence of the flow-invariance theorem above relies on the celebrated Poincaré recurrence theorem (see, e.g., [19, Thm. 3 .1, p. 16]) for invariant distributions of a dynamical system. In our setting, it reads as follows.
Proposition 2.3. The support of any flow-invariant distribution ν 0 of ODE h is contained in the Birkhoff 's center B(Φ) of Φ (the set B(Φ) is defined as the closure
Some first consequences and examples.
The examples below are illustrations of Proposition 2.3.
Proof. For every x 0 ∈ R d , the function u → (∇V |h)(Φ(x 0 , u)) converges to 0 as u → +∞. For every p ∈ N, let ϕ p : R + → R + be a continuous nondecreasing function such that
One readily checks using the flow-invariance theorem that
Letting u go to 0, it follows from Fatou's lemma that ϕ ′ p (V )(∇V |h)(x 0 )ν 0 (dx 0 ) = 0 for every p ∈ N. Letting p go to infinity completes the proof since ϕ ′ p → 1.
We will see below that this result admits an extension to the case where the existence of the flow fails. The next result is a straightforward application of Proposition 2.3. Proposition 2.6. (a) Converging dynamics. If ODE h has a converging flow, i.e., any solution of the ODE h converges toward (a connected component of ) {h = 0}, then
(b) Cascade converging dynamics. Assume that there exists a decreasing sequence
Then supp(ν 0 ) ⊂ ∩ n A n . Actually, we do not know any example of an infinite cascade of A n in R d ; for an example of a finite sequence see (2.9) and Proposition 3.5. Several criteria ensure the convergence of the flow without using a Lyapunov function, like the celebrated two-dimensional Poincaré-Bendixson theorem or the Bendixson-Dulac criterion for functions h having a never zero divergence. (See [1] or [11] for some applications to stochastic approximation.) One must mention, too, the cooperative irreducible differential systems introduced by Hirsch in [16] : when the equilibrium set {h = 0} is reduced to a single point, the flow of such differential equations is converging. An application to the Kohonen algorithm is carried out in [4] .
The Lemniscate example. The algorithm defined by (2.5) below is a typical example, where the decreasing and the constant step algorithms seem to behave differently. We will come back to that question further on.
Let L : R 2 → R be the Lemniscate function-{L = 0} is a Lemniscate-defined by
Then, set for every
is for Hamiltonian ,
. The algorithm (see a simulated path in Figure 1 ) is defined by
where ϕ is a µ-square integrable and centered 2 × 2-matrix valued function. In Figure  1 are plotted trajectories of the stochastic algorithm for t ∈ {1, . . . , 10 4 } and ε := 1.5 × 10 −3 . One readily checks that assumption ( Haj) 1 holds; hence, one derives from Proposition 1.2B the existence of a tight family of invariant distributions (ν ε ) ε∈(0,ε0] .
Now, since h is locally Lipschitz, (H ODE ) is fulfilled. So is (U I) loc due to ( Haj) 1 . Then one readily checks the following facts:
• {L = 0} = {V = 0} is flow-invariant since V ≥ 0 and, for every x ∈ {L = 0}, Φ(x, u) → (0, 0) as u → +∞ (set x 1 := s, x 2 := ts). Now applying Proposition 2.6(b) yields the (partial) result
At this stage, a straightforward computation shows that these critical points are of different natures: (0; 0) is a saddle point while both (− √ 2; − √ 2), ( √ 2; √ 2) are repulsive points as
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The aim of this paper is to investigate whether such repulsive or saddle points can be weighted by ν 0 . The answer will be negative for repulsive critical points.
Location without the ODE.
It is possible to get location results for ν 0 even if (H ODE ) fails, provided that a global Lyapunov function does exist. As in this paragraph the existence of a tight P ε -invariant family of distributions (ν ε ) ε∈(0,ε0] is assumed, assumption (C µ ρ ) can be relaxed into
Note that 
Then, supp(ν 0 ) ⊂ {(∇V |h) = 0}. The proof of this result relies on a first-order Taylor expansion of the transition P ε (V )(x) (see, e.g., [10] ). We provide here no further details since a similar method, but with a second-order Taylor expansion of P ε (V ), will be used in section 3 to treat the case of unstable equilibrium points. Proposition 2.7 yields the corollary below, which is more tractable for applications. then the same conclusion as in A holds.
The periodic/quasi-cycle example. Consider the linearly perturbed algorithm H(x, ω) := h(x) + ω defined by its vector field
where ϕ is a bounded continuous function and (ω t ) t≥1 is a (1 + ρ)-integrable twodimensional white noise. One readily checks that this algorithm is a pseudogradient related to the Lyapunov function
Furthermore, the Hajek criterion ( Haj) ρ is fulfilled using V . Hence, it follows from Proposition 1.2B ′ and Corollary 2.8 that the set {ν ε / ν ε P ε = ν ε , ε ∈ (0, ε 0 ]} is tight for some ε 0 > 0 and
where C(0; 1) denotes the unit circle. If no further assumption is made on the function ϕ, the existence of the flow of ODE h may fail, which prevents the use of the flow-invariance theorem. The second feature to be noticed is that the origin (0, 0) is a repulsive point for the ODE h as it is a local maximum of its Lyapunov function V . As in the Lemniscate example, one expects (0, 0) not to be weighted by a limiting distribution ν 0 since the random perturbation H((0, 0), ω) = ω is nonzero at this point.
The asymptotic behavior of this algorithm will be described in subsection 3.1.5 once the case of repulsive points and sets has been treated. Proposition 2.7 admits a non-Feller version in which the regularity requirements on V are slightly strengthened. Namely, assumption (2.6) then becomes
3. About the support of ν ε as ε ↓ 0 near an unstable equilibrium point of the ODE. In the previous section the support of any limiting value ν 0 of ν ε as ε ↓ 0 was located under some reasonable assumptions. For instance, when ODE h has a converging flow (resp., when there exists a global Lyapunov function V ), it was shown that supp(ν 0 ) ⊂ {h = 0} (resp., supp(ν 0 ) ⊂ {(∇V |h) = 0}). We know (see [7] , [21] ) that under suitable assumptions on the (decreasing) steps and on the variance function of H(x, ω), the corresponding algorithm a.s. cannot converge toward an unstable stationary point of ODE h (i.e., to some maximum or saddle point of V ).
The aim of this section is to try to obtain the same type of result. However, we will see further on that the global dependency of ν ε with respect to the global behavior of the solutions of ODE h does not lead to the same results.
The key of this section is a proposition based on a second-order Taylor expansion of the transition.
Proposition 3.1. Let (ν ε ) ε∈(0,ε0] be a tight family of (P ε ) ε∈(0,ε0] -stationary distributions and let ν 0 be one of its limiting distributions as ε ↓ 0. Assume that
Then, for every f ∈ C 2 (R d , R) such that f and ∇ 2 f are bounded and for every sequence ν εp ⇒ ν 0 , (∇f |h)dν 0 = 0 and
Remark. Assumption (C µ 1+ ) is fulfilled whenever C µ 1+ρ (i) holds and
Proof. Using a second-order Taylor-Lagrange expansion of the bounded C 2 function f between x and x − εH(x, ω) and successively integrating with respect to µ and ν ε leads to
where G
ε (x) := µ(dω)|H(x, ω)| 2 w(∇ 2 f, x, ε|H(x, ω)|) ∧ ∇ 2 f ∞ and w(g, x, .) denotes the continuity modulus of g at x.
We note that G
ε (x) is nondecreasing as a function of ε; hence,
is ν ε -uniformly integrable. Assuming without loss of generality that ν ε ⇒ ν 0 , it follows that
η (x).
The Lebesgue-dominated convergence theorem yields lim η→0 ν 0 (dx)G
η (x) = 0. This completes the proof of the first equality. The second straightforwardly follows.
3.1. The case of repulsive equilibrium points of the ODE.
3.1.1. The pointwise result. The next theorem agrees with the intuition that generally speaking no excited enough repulsive point can be weighted when ε ↓ 0. 
(Assertion (b) means that the noise has a positive variance in the direction u). Then, 
The idea is to build a function f , whose support is contained in V * , that satisfies the assumptions of Proposition 3.1 and for which x * is also a local maximum. Let α > 0 be such that B(x * , α) ⊂ V * and set K α := sup{V (x),
, where y + := max(y, 0). The function f is clearly C 2 and nonnegative since y
.
Consequently ∇f and ∇ 2 f satisfy
Applying Proposition 3.1 to the above function f first yields
Since ∇V (x * ) = 0 and V (x * ) > K α , it follows that
We may assume without loss of generality that the vector u ∈ E − := (Ker∇
where π ⊥ E− denotes the orthogonal projection on E − . In turn these inequalities yield
implying that ν 0 ({x * }) = 0. Remark. The assumptions of Theorem 3.2(a) do not imply that h(x * ) is zero but only that h(x * ) belongs to Ker∇ 2 V (x * ). However, if h(x * ) = 0-and if the assumptions of the flow-invariance theorem (Theorem 2.2) are fulfilled by h-then ν 0 ({x * }) = 0 whatever the noise is: the discrete part of ν 0 necessarily lies in {h = 0} by Proposition 2.4.
A first application. If x * ∈ {h = 0}, h is differentiable at x * , and all eigenvalues of ∇h(x * ) have negative real part, then ν 0 ({x * }) = 0. This follows from the quite classical construction (see, e.g., [1] ) of an appropriate local Lyapunov function defined by V (x) :
3.1.2. The case of higher-order strict local maxima. Theorem 3.2 seems not to be powerful enough to treat the case where the noise exclusively lies in the direction of (Ker∇ 2 V (x * )) ⊥ . This is the case, e.g., for a stochastic algorithm having, near (0, 0), V (x, y) = 1 − (x 2 + y 4 ) as a (local) Lyapunov function. Actually, this question can be solved by simply changing the Lyapunov function. Definition 3.3. Let V : R d → R + be a function having a (strict) local maximum at x * ∈ R d . The function V has a polynomial local maximum at x * of order 2p, p ∈ N * , if V is 2p-differentiable at x * and
Remark. ∇V (x * ) is necessarily 0 and it is meaningless to stop at some odd order. For such maxima, it turns out that 1 − |x − x * | 2 is locally a Lyapunov function around x * . Proposition 3.4. Assume that V :
* is a strict polynomial local maximum of V whose degree is 2p,
Note that assumption (i) with p = 1 amounts to ∇ 2 V (x * ) being positive. Combining this result and Theorem 3.2 straightforwardly solves the following example.
Example. Set H(x, ω) := ( − Proof. The Taylor-Young formula applied at x * to ∇V reads
Finally, it follows that ∃ α * ∈ (0, α] and ρ * > 0 s.t.
Further comments. One must keep in mind that the square Euclidean norm may be a local Lyapunov function near an obviously nonpolynomial strict local maximum of a function V . This is the case, e.g., when (in
One readily checks that all the derivatives of V at 0 are 0 and that 1 − V is a C ∞ function whose all derivatives are bounded on R d , having a local/global maximum at 0. However,
whose sign is obviously not constant near 0. In fact, the only way to make up such an example is to choose functions V having infinitely many undulations arbitrarily close to its local maximum.
Extension to thin zero sets.
A straightforward generalization of Theorem 3.2 is obtained by considering a compact connected set χ * , instead of an isolated point x * , provided that χ * is thin, i.e., χ * = ∂χ * . Assume that there exists a neighborhood V * of χ * and V ∈ C 2 (V * , R + ) such that
If, for every x * ∈ χ * , there exists u(x * ) such that
Example. Following the notations of subsection 2.2, let
where ψ : 
where the last two points are repulsive stationary points for ODE h ≡ẋ = −h(x). Following Theorem 3.2, namely assumption (b)(ii) in Proposition 3.1, one derives that
This result stresses the fact that the asymptotic behavior of ν ε near an unstable point x * as ε ↓ 0 depends on the global behavior of the deterministic underlying flow of the dynamical system and on the local properties of the random perturbation term Figure 2 are plotted three histograms of |X(t)| for t ∈ {1, . . . , 2 × 10 5 }, with ε := 1.5 × 10 −4 , ε := 0.75 × 10 −4 , and ε := 0.3 × 10 −4 . ν ε clearly concentrates at (0; 0).
Comparison with the algorithm with decreasing step. The same algorithm, implemented with a regular decreasing step, will a.s. not converge. As a matter of fact, following, e.g., [11] or [2] , one derives that, a.s., its limiting value set X ∞ makes up a flow-invariant compact connected subset of the Lemniscate {L = 0} (hence containing (0; 0)). Then calling upon [7] or [21] implies that it cannot converge to (0; 0) as it is a point at which the noise is not degenerate. So X ∞ is one of the two loops, or the whole Lemniscate {L = 0} depending on the noise structure at (0; 0). Actually, the constant step algorithm behaves the same way. What the convergence in (3.3) says is that the algorithm spends infinitely more time in any neighborhood of the origin than anywhere else.
3.1.5. The periodic/quasi-cycle example: Continuation. Let us come back to algorithm (2.9). We saw using the nonfunctional approach that whenever the function ϕ is continuous and bounded, if E(|ω| 1+ρ ) < +∞, then supp(ν 0 ) ⊂ C(0; 1) ∪ {(0; 0)}.
If, moreover, 0 < E(|ω| 2 ) < +∞, then Theorem 3.2 implies that ν 0 ((0; 0)) = 0 as (0; 0) is an isolated local maximum of the Lyapunov function V 2 whose Hessian is ∇ 2 V 2 (0; 0) = I 2 . Proposition 3.5. Assume that ϕ is continuous and bounded and if 0 < E(|ω| 2 ) < +∞, then either (a) if ϕ is never 0 on C(0; 1), then The unit circle C(0; 1) is flow-invariant for ODE h , on which the flow is well defined since ϕ is never 0 on C(0; 1) and the differential equation ODE θ ≡θ = −ϕ(e iθ ) is scalar. A straightforward extension of Theorem 2.2 shows that ν 0 is still flowinvariant. Now, it is known that ODE θ is uniquely ergodic with invariant distribution
The proof is reproduced for the reader's convenience: let T > 0 and v ∈ [0, T ]. The invariance property yields, for every n ∈ N * ,
The Fourier transform being one to one, ϕ(e iθ0 )ν
Conversely, ν 0 actually is flow-invariant. (b) Since ϕ does have zeros on C(0; 1), the flow Φ(θ, u) of ODE θ is well defined and it converges to some zero of ϕ. Once again, it is straightforward to show that the flow invariance of ν 0 still holds in the following way: for every Borel set A and every
As any limiting distribution of Φ(ν 0 , u) is supported by {ϕ |C(0;1) = 0}, it follows that ν 0 (A) = 0, i.e., supp(ν 0 ) ⊂ {ϕ |C(0;1) = 0}. Remark. If ϕ ≥ 0 does have zeros on C(0; 1) while the integral
is still an invariant distribution of ODE θ . Some further investigations can be carried out by studying the nature of the critical points of {h |C(0;1) = 0}. Furthermore, if the distribution of the white noise is known and admits moments enough (Gaussian, etc.), one may restrict again the support (see, e.g., [23] in a continuous time-diffusion setting) using, e.g., some large deviation methods.
3.2. Saddle points of a stochastic pseudogradient. It was emphasized in section 3.1.4 that a saddle critical point x * of the mean function h can be weighted by a limiting distribution ν 0 even if the random perturbation does not fade at x * . The aim of this section is to show that, in many situations, this cannot occur-namely, when the algorithm is a stochastic pseudogradient with a C 2 Lyapunov function V satisfying {(∇V |h) = 0} = {h = 0} and x * is a saddle point of V . Many learning algorithms issued from neural networks are stochastic pseudogradient descents. They are often performed with a (small) constant step (Boltzmann machine, backpropagation algorithm for the multilayer perceptron, and others) precisely to avoid false convergence phenomena to metastable critical points.
The fact that an algorithm is a stochastic pseudogradient provides the information about the global behavior of the flow of its ODE h . For the sake of simplicity, we will assume that there is no spurious equilibrium (see section 3.3). The case of possible spurious points will be investigated later.
Before getting into the technicalities let us explain the method developed in this section. Basically, it consists once again in modifying the global Lyapunov function V near some critical points. Namely, we will flatten V at the local minima and nearly pull down to zero the positive part of the spectra of the Hessian of V near the saddle points. To this end we need to write V locally as a quadratic form up to some C 2 -diffeomorphic change of coordinates. The Morse lemma (see, e.g., [14] ) will be called upon to ensure this is possible.
Proposition 3.6 (Morse). Let g ∈ C 3 (V * , R), where V * is a neighborhood of x * . Assume that g(x * ) = 0, ∇g(x * ) = 0, and ∇ 2 g(x * ) is invertible. Then there exist ε 0 > 0 and u ∈ C 2 (B(
Notation. From now on, E ± x will denote the vector spaces respectively spanned by eigenvectors of ∇ 2 V (x) with positive and nonpositive eigenvalue. Theorem 3.7. Let (ν ε ) ε∈(0,ε0] be a tight family of (P ε ) ε∈(0,ε0] -stationary distributions, and let ν 0 be one of its limiting distributions as ε ↓ 0. Assume that H, µ, and the ν ε 's fulfill assumptions (a) and (b) of Proposition 3.1 and that there exists a global C 2 Lyapunov function V :
Assume that {∇V = 0} is V -locally finite (i.e., for every v > 0, {∇V = 0} ∩ {V ≤ v} is finite) and that, furthermore, it is made up exclusively of points of type (α), (β), and (γ). If every local maximum satisfies the assumption of Theorem 3.2 (possibly with a modified local Lyapunov function) and if the above assumption (iii) holds at every saddle point, then
Remark. Actually, a fourth category of points could have been added in the above results (a) or (b) made up of all the points that can be "rejected" by any appropriate method: this category contains, e.g., the excited thin sets or the spurious points that satisfy the assumptions of Proposition 3.8 below.
Proof.
Step 1 (flattening of the local minima of C * 0 ). Let x * 0 ∈ C * 0 be a local minimum. Being isolated, there is some δ * > 0 such that
Let m * := min{V (x), x ∈ ∂B(x * , δ * )}, K * ∈ (V (x * ), m * ), and let ϕ * be a nonnegative increasing C 2 function defined on [V (x * ), +∞) satisfying
Then, we set
One may assume without loss of generality that this modification is carried out around every local minimum contained in C * 0 so that the different (closed) balls B(x * , δ * ) remain pairwise distinct and meet no other critical point of V. The function V * is then C 2 , V * and V have the same critical points and, for every one of them,
Step 2 (lowering of the positive part of the spectrum of Morse saddle points of
As for the local minima, one may assume that this modification is made at every Morse saddle point of C * 0 and that all the closed balls B(x * , δ * ) provided by these first two steps have a pairwise empty intersection.
Step 3 (localization). Let ψ : R + → R + be a C ∞ nondecreasing function whose derivative has exactly [v *
It follows from assumption (L) that W * γ meets the following properties: (∇W * γ |h) is nonnegative and bounded,
Step 4 (fading). Applying Proposition 3.1 to W * γ yields, as
We will show that, if this spurious equilibrium is excited in the direction of ∇V (x * ), that is, (∇V |h)(x * ) = 0 and µ(dω)|(∇V (x * )|H(x, ω))| 2 > 0, then x * is not in the support of ν 0 . Let P * be the set of spurious excited equilibrium. Proposition 3.8. Assume that V is a C 2 function and that H satisfies the assumptions of Proposition 3.1. If x * is an excited spurious equilibrium point at level v * and if there is η for some α * > 0. Then, x * is a spurious critical point for any C 2 nondecreasing function V satisfying
All the results of this section rely on a second-order Taylor expansion of the probability transition P ε as ε ↓ 0 (see the proof of Proposition 3.1). That is the main reason why they require a rather low integrability assumption on the noise (2 + ε). In [3] , the noise H(x, ω) − h(x) is bounded in the original urn model that motivated the work. So, the assumption that the Legendre transform of the noise has a uniform quadratic bound is quite natural in that setting. An equivalence between the chain-transitive relationship and the large deviation zero-cost relationship is established under a dimensionality condition (chaining number of unstable attractors less than 2). Then, some large deviation estimatesà la Freidlin-Wentzell of the invariant distribution yield some precise results on the possible supports for the limiting invariant distributions. Thus, the case of an isolated unstable (saddle) cycle can be excluded from the possible supports using such methods in a more general context than that, e.g., proposed in the local result item of Theorem 3.7.
Conclusion.
We have seen that the asymptotic behavior of a constant step stochastic algorithm, when the step goes to 0, is almost the same as that of the corresponding decreasing step stochastic algorithm. They share many properties: concentration near the equilibrium points of ODE h , convergence to the invariant measure in the case of an attracting limit cycle of ODE h , avoiding of repulsive equilibrium points or cycles in general and of the saddle points in the case of stochastic pseudogradient with isolated singular points. Only one difference seems to occur: a saddle point can be asymptotically weighted when ODE h is not a stochastic pseudogradient with isolated singular points (see the Lemniscate example) or, more generally, with some unstable equilibrium points (see the periodic/quasi-cycle example when h does have zeros on the cycle). This happens when the algorithm is trapped into a quasi-cycle of singular points. In fact, this dissimilarity is an illusion: the asymptotics of the invariant measures ν ε essentially take into account the time spent by the algorithm near some points and there is no contradiction between spending almost all the time at some place and not converging to it. This is exactly what happens, e.g., in the Lemniscate example. By the way, this illuminates the result obtained by several authors ( [7] , [21] , [28] ) that states that a stochastic algorithm (X t ) t∈N with decreasing step cannot converge toward an excited unstable equilibrium point x * . Actually several behaviors are hidden under this nonconvergence: when x * is a repeller or a saddle point of a global Lyapunov function, it means that lim t |X t − x * | > ε 0 > 0. When x * is a saddle point trapped in a quasi-cycle as in the Lemniscate example, it just means that lim t |X t − x * | > ε 0 > 0. It is the same for the unstable equilibrium points in the quasi-cycle example (setting (b) of Proposition 3.5). In this latter example, if the step is decreasing at the right rate (fast enough indeed), it has been shown by using some shadowing techniques (see [2] ) that the algorithm may still converge to such unstable equilibrium (which are not saddle points, which makes this result consistent with those mentioned above). Actually, these results obtained with constant step lead us to think that it would be more appropriate to describe the behavior of a stochastic algorithm with decreasing step in terms of time spent near the singular points, even when the step approaches 0 too slowly to get some a.s. convergence properties. This can be carried out by studying the weighted empirical measures of the algorithm itself (see [12] ).
