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Abstract
In this paper we ﬁnd the trace-minimal graph in the class of (v + 1)-regular graphs with 2v vertices. It is proved that the join of
an empty graph on v − 1 vertices and a cycle graph on v + 1 vertices is the unique trace-minimal graph in this class. These ﬁndings
have applications to experimental designs in statistics, and to the geometry of the unit hypercube in higher dimensions. We present
these applications.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let G denote a ﬁnite simple graph. Deﬁne the graph class G(v, ) as the set of all -regular graphs on v vertices.
Let A(G) be the adjacency matrix of a graph G ∈ G(v, ). Since A(G) is a symmetric (0, 1)-matrix with zeros on the
diagonal and  ones in each row, tr(A(G)) = 0 and tr(A(G)2) = v. These two traces do not depend on the choice of
the graph G. However, for i3, tr(A(G))i depends on the inherent structure of the graph G, because the (j, j) entry
of A(G)i equals the number of closed walks of length i that start and end at vertex j. Following Ábrego et al. [1] for
G ∈ G(v, ) we deﬁne the trace sequence of G by TR(G) = (tr(A(G)3), tr(A(G)4), . . .). The trace sequence induces
an order relation on the graphs in G(v, ). For G, H ∈ G(v, ), we say that G is trace-dominated by H, if TR(G) is
less than or equal to TR(H) in lexicographic order. If G is trace-dominated by all graphs in G(v, ), we say that G is
trace-minimal in G(v, ). Note that tr(A(G))3 equals 6 times the number of triangles in the graph G. Thus, if there is a
unique graph G with the fewest number of triangles in its graph class G(v, ), then G is trace-minimal in G(v, ).
In this paper, we ﬁnd a new inﬁnite family of trace-minimal graphs. More precisely, we prove the following.
Theorem 1. G = Iv−1Cv+1 is the unique trace-minimal graph in the graph class G(2v, v + 1).
Here In and Cn denote the empty graph with n vertices, and the cycle graph with n vertices, respectively. In addition,
GH denotes the join of graphs G and H, that is, the graph obtained from G+H by adding all possible edges between
vertices of G and H.
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Previously, there were only 12 inﬁnite families of graph classes where trace-minimal graphs were known [2]. Those
are G(v, v − k) for all v and 1k6, G(2v, v − k) for all v and k = 0, 1, 2, and G(2v, q + 1) for
v = q
3 − 1
q − 1 ,
q4 − 1
q − 1 ,
q6 − 1
q − 1 ,
where q is a power of a prime. There are also some ﬁnite families of graph classes where trace-minimal graphs are
known [2].
Trace-minimal graphs are also important because Ábrego et al. [1,2] found applications of them to the problem of
D-optimal weighing designs in statistical theory, and the problem of ﬁnding the maximum volume of an n-simplex on
the vertices of the unit cube in Rm. We discuss these applications in Section 3.
2. Proof of Theorem 1
Let G ∈ G(2v, v + 1) be a trace-minimal graph. For every vertex u in G, deﬁne the triangular degree of a vertex
u, denoted by (u), as the number of triangles in G with u as a vertex. If two neighbors of u are adjacent, these three
vertices form a triangle. Thus, (u) is equal to the number of edges in the neighborhood of u. The degree of a vertex u,
denoted by d(u), is the number of neighbors of u. If S is a set of vertices, then the degree of a vertex u with respect to S,
denoted by dS(u), is the number of neighbors in S of u. It follows that the number of edges connecting vertices of S is
( 12 )
∑
w∈S dS(w). Let u0 be a vertex in G with the minimum triangular degree in G, V be the neighborhood of u0 andW
be the set of all vertices which are not adjacent to u0. We have |V |=v+1, |W |=v−2, and (u0)= ( 12 )
∑
w∈V dV (w).
The proof of Theorem 1 is based on three lemmas. In addition, we use the following results from Ábrego et al. [2].
Lemma 1 (Ábrego et al. [2]). Let G1 ∈ G(v1, 1) and G2 ∈ G(v2, 2). If v2 + 1 = v1 + 2 = , then G1G2 ∈
G(v1 + v2, ). If G1G2 is trace-minimal then G1 and G2 are trace-minimal.
Lemma 2 (Ábrego et al. [2]). The cycle G = Cv is the only trace-minimal graph in G(v, 2).
First, we bound the minimum triangular degree of a vertex in G and indicate what happens when equality is attained.
Lemma 3. LetG ∈ G(2v, v+1)with v3.Then,(u)v+1 for all u ∈ V (G).Furthermore, if G is a trace-minimal
graph with a vertex u with (u) = v + 1, then G = Iv−1Cv+1.
Proof. Choose an arbitrary vertex u of G. Let S be the neighborhood of u and T be a set of all vertices which are not
adjacent to u. Since G is a (v + 1)-regular graph with 2v vertices, |S| = v + 1 and |T | = v − 2. Pick any vertex u1 ∈ S.
Notice that there are v neighbors of u1 other than u. Since there are v − 2 vertices which are not adjacent to u, u1 is
adjacent to at least two other vertices in S. In other words, dS(u1)2. Since this is true for all vertices in S, we have
( 12 )
∑
w∈S dS(w)v + 1. It follows that (u)v + 1.
Suppose that G is a trace-minimal graph with (u0) = v + 1. Recall that V is the neighborhood of u0 and that W is
the set of all vertices which are not adjacent to u0. Then, we have ( 12 )
∑
w∈V dV (w) = v + 1. Since dV (w)2 for all
w ∈ V , dV (w) = 2 for all w ∈ V . This implies that the subgraph of G generated by V is a sum of cycles in V. Notice
that every vertex in V is adjacent to all vertices in W since dV (w) = 2 for all w ∈ V . This implies that every vertex in
W is adjacent to all vertices in V, because |V | = v + 1. Thus, there is no edge in {u0} ∪ W . So G is a join of an empty
graph and a sum of cycles. Both an empty graph and a sum of cycles are regular. Since G is trace-minimal, we have
G = Iv−1Cv+1 by Lemmas 1 and 2. 
Assume (u0) = (v + 1) + n for a positive integer n. We have∑u∈V d(u) = (v + 1)2. This sum is decomposed
into three parts according to the contribution of the number of edges adjacent to u0, the number of edges connecting
vertices of V counted twice, and the number of edges adjacent to vertices in W. Then, we have
∑
u∈V
d(u) = (v + 1)2 = (v + 1) + 2(v + 1 + n) + t ,
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where t is the number of edges which join V and W. Solving for t, we have t = v2 − v − 2 − 2n. The corresponding
value of t in Iv−1Cv+1 is v2 − v− 2. Thus, G has 2n fewer edges which joinV andW compared to Iv−1Cv+1. Since
G is a regular graph, the number of edges in total is ﬁxed. Hence, G has n edges connecting vertices of W.
From the observation above, we will obtain a lower bound on the number of triangles in G. To this end, we introduce
a tool called the redundant degree sequence. Let u1, u2, . . . , um be those vertices in V such that dV (ui)> 2. Let
ai = dV (ui) − 2 and assume that a1a2 · · · am. We call (a1, a2, . . . , am) the redundant degree sequence for u0.
Notice that dV (w)2 for all w in V, as shown in the proof of Lemma 3. Thus, ui is not adjacent to ai vertices in W but
to ai + 2 vertices in V. Also, we have∑mk=1 ak = 2n, and so m2n since ai1.
The next two lemmas give lower bounds on the number of triangles according to the number of vertices the triangles
have in V.
Lemma 4. If (u0) = (v + 1) + n and (a1, a2, . . . , am) is the redundant degree sequence for u0, then there are at
least (v + 1 − m)n triangles in G with two vertices in W and one vertex in V.
Proof. Suppose that we have a redundant degree sequence (a1, a2, . . . , am) for u0. Let w1w2 be an edge in W. Let
U ⊆ V be the set of vertices u in V such that dV (u) = 2. Since the redundant degree sequence has length m, we have
that |U | = v + 1−m. If u ∈ U then u is adjacent to two other vertices in V and to all v − 2 vertices in W. Thus, w1w2u
is a triangle for every vertex u ∈ U , and so an edge w1w2 forms at least v + 1 − m triangles in G with two vertices in
W and one vertex in V. Since this is true for all n edges connecting vertices of W, the claim follows. 
Lemma 5. If (u0) = (v + 1) + n and (a1, a2, . . . , am) is a redundant degree sequence for u0, then the number of
triangles in G with two vertices in V and one vertex in W is at least
v2 + (n − 1)v − m2 + m + 4mn − 4n2 − 10n − 2.
Proof. First, we show that the redundant degree sequence (2n + 1 − m, 1, 1, . . . , 1) for u0 of length m gives a lower
bound on the number of triangles in G with two vertices inV and one vertex inW. Let ui be a vertex inV corresponding
to ai, i=1, 2, . . . , m. Notice that ui is adjacent to ai +2 vertices inV and not adjacent to ai vertices inW. This implies
that ai + 2 edges connecting ui and vertices of V do not form triangles with ai vertices in W. We call a combination of
two adjacent vertices in V and one vertex in W which do not form a triangle a non-triangle. Let s =∑mk=1 ak(ak + 2).
Then s is an upper bound for the number of non-triangles in G with two vertices in V and one vertex inW, because if ui
and uj are adjacent, we may count non-triangles more than once. If all endvertices of the v + 1 + n edges connecting
vertices of V are adjacent to every edge connecting vertices of W, we have (v + 1 + n)(v − 2) triangles in G with two
vertices in V and one vertex in W. Thus, we have at least (v + 1 + n)(v − 2) − s triangles in G with two vertices in V
and one vertex in W. Since the ﬁrst term is ﬁxed, it sufﬁces to maximize s to obtain a lower bound.
Let (a1, a2, . . . , am) be an arbitrary redundant degree sequence for u0. We claim that this sequence can be obtained
from the redundant degree sequence (2n + 1 − m, 1, 1, . . . , 1) by repeating operations of transferring units from the
ﬁrst entry into another entry. Furthermore, the order relation among entries is kept in the process of operations. It is
easy to verify that the following way satisﬁes the claim. First, transfer a2 − 1 from the ﬁrst entry into the second entry.
Second, transfer a3 − 1 from the ﬁrst entry to the third entry. Continuing this process we obtain the redundant degree
sequence (a1, a2, . . . , am). The order relation is kept in each step of the process since otherwise the resulting sequence
violates the condition a1a2 · · · am.
Next, we claim that a redundant degree sequence before an operation gives fewer triangles in G with two vertices in
V and one vertex in W than a redundant degree sequence after an operation. Suppose that we start with the sequence
(x1, x2, . . . , xm) and we transfer one unit from x1 into xi . Then, the resulting redundant degree sequence is (x1 −
1, x2, . . . , xi−1, xi +1, xi+1, . . . , xm). This changes the ﬁrst and ith summands in s. Let s′ be the resulting upper bound
for the number of non-triangles in G with two vertices in V and one vertex in W. Then,
s − s′ = x1(x1 + 2) + xi(xi + 2) − (x1 − 1)(x1 − 1 + 2) − (xi + 1)(xi + 1 + 2)
= 2(x1 − xi − 1).
Notice that x1 − 1xi + 1 since the order relation after an operation is kept. Thus, s − s′2> 0.
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Therefore, our two claims imply that (2n+ 1 −m, 1, 1, . . . , 1) gives a lower bound on the number of triangles in G
with two vertices in V and one vertex in W. In this case we have that
s =
m∑
k=1
ak(ak + 2) = (2n + 1 − m)(2n + 3 − m) + 3(m − 1)
= m2 − m + 4n2 + 8n − 4mn.
Thus, a lower bound on the number of triangles in G with two vertices in V and one vertex in W is
(v + 1 + n)(v − 2) − s = v2 + (n − 1)v − m2 + m + 4mn − 4n2 − 10n − 2.
This completes the proof. 
Finally, we can prove Theorem 1.
Proof of Theorem 1. Assume that a graph G = Iv−1Cv+1 is a trace-minimal graph in G(2v, v + 1). Then, the
number of triangles in G, denoted by (G), equals 13
∑
u∈V (G) (u)(Iv−1Cv+1)= v2 − 1. If there exists a vertex
u of G with (u)= v + 1, then G= Iv−1Cv+1 by Lemma 3. So we may assume (u)v + 2 for all vertices u of G.
Suppose that G has a redundant degree sequence (a1, a2, . . . , am) for u0 a vertex with minimum triangular degree,
where 1m2nv − 3. By Lemmas 4 and 5, G has at least
(v + 1 + n) + (v + 1 − m)n + v2 + (n − 1)v − m2 + m + 4mn − 4n2 − 10n − 2
= (v2 − 1) + 2nv − m2 + m + 3mn − 4n2 − 8n
triangles. Since 2nv − 3, we have
(v2 − 1) + 2nv − m2 + m + 3mn − 4n2 − 8n(v2 − 1) + 2nv − m2 + m + 3mn − 2n(v − 3) − 8n
= (v2 − 1) + (m − 23 )(3n − m + 13 ) + 29
> v2 − 1.
The last inequality follows from the fact that 1m2n implies m− 23 > 0 and 3n−m+ 13n+ 13 > 0. Hence, the
number of triangles in G is strictly greater than that in Iv−1Cv+1 for 1m2nv − 3. Thus, we may assume that
(u)v+1+n for all vertices u of G where n> (v−3)/2. It follows that (u)(3v)/2 for all vertices u of G. Then,∑
u∈V (G) (u)3v2 > 3(v2−1). This contradicts the assumption that the number of triangles in G is less than or equal
to that in Iv−1Cv+1. Since the number of triangles in any graph G not satisfying the equality in Lemma 3 is strictly
greater than that in Iv−1Cv+1, we conclude that Iv−1Cv+1 is the unique trace-minimal graph in G(2v, v + 1). 
3. Applications
Let Mm,n(0, 1) be the set of all m × n (0, 1)-matrices and let
G(m, n) = max{detXTX : X ∈ Mm,n(0, 1)}.
A matrix X is D-optimal if detXTX = G(m, n). In statistical weighing designs, the goal is to estimate the weights of
n objects using a single-pan scale. We measure several objects on the scale at once. We repeat this measurements for
different combinations of objects m times. The objects to be measured are encoded in an m × n (0, 1) design matrix
whose (i, j) entry is 1 if the jth object is measured in the ith measurement, and 0 otherwise. Under certain assumptions
of the error distribution of the scale, D-optimal design matrices give the smallest conﬁdence region for the n-tuple of
weights of the n objects. See [7] for details.
In geometry, D-optimal matrices have a different interpretations. Let X ∈ Mm,n(0, 1) such that the columns of X
represent vertices on the unit cube inRm. The volume of the simplex spanned by the origin and n columns of X is given
by (1/n!)√detXTX. Thus, ﬁnding G(m, n) is equivalent to ﬁnding the maximum volume of an n-simplex with one
vertex at the origin and n vertices among the vertices of the unit cube in Rm.
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Formula for G(m, n) has been determined exactly when 2n6 and all mn [3,5,6] and for all sufﬁciently large
m when n ≡ −1 (mod 4) and 7n27 [1–6].
The authors of [1] proved that for n ≡ −1 (mod4) and sufﬁciently large t,G(nt+r, n) can be written as a polynomial
P(n, r, t) of degree n with a variable t. Moreover, they showed that such P(n, r, t) can be obtained by the characteristic
polynomial of the adjacency matrix of a certain trace-minimal graph. The main results in [2] we will use are:
Theorem A (Ábrego et al. [1]). For each n ≡ −1 (mod4) and 0r <n, there exists a polynomial P(n, r, t) in t of
degree n such that
G(nt + r, n) = P(n, r, t),
for all sufﬁciently large t.
Theorem B (Ábrego et al. [1]). Let n = 4p − 1 and r = 4d + 2. Let G be a trace-minimal graph in G(2p, p + d).
Then
P(n, r, t) = 4t[ch(G, pt + d)]
2
(t − 1)2 .
where ch(G, x) is the characteristic polynomial of the adjacency matrix of G.
The authors of [2] found P(n, r, t) for 0r9 except r = 6. Here, we obtain P(n, 6, t) using the trace-minimal
graph in Theorem 1 together with Theorems A and B.
Theorem 2. For each n ≡ −1 (mod4) with n7 and for all t sufﬁciently large, G(nt + 6, n) equals
P(n, 6, t) = (n + 1)T (T + 1)
(n−7)/2(4T + n + 1)2[Q((n + 5)/4, (T + 1)/2) − 1]2
4(T − 1)2 ,
where T = (n + 1)t/4 and Q(v, x) is the vth Tchebychev polynomial of the ﬁrst kind. In particular,
G(7t + 6, 7) = 8(2t)(2t + 2)6,
G(11t + 6, 11) = 12(3t)(3t + 1)6(3t + 3)4,
G(15t + 6, 15) = 16(4t)(4t + 1)4(4t + 4)2((4t)2 + 3(4t) + 1)4,
G(19t + 6, 19) = 20(5t)5(5t + 1)6(5t + 2)4(5t + 3)2(5t + 5)2,
G(23t + 6, 23) = 24(6t)(6t + 1)8(6t + 6)2((6t)3 + 4(6t)2 + 3(6t) − 1)4,
G(27t + 6, 27) = 28(7t)(7t + 1)14(7t + 3)2(7t + 7)2((7t)2 + 2(7t) − 1)4,
G(31t + 6, 31) = 32(8t)(8t + 1)12(8t + 8)2(8t + 2)4((8t)3 + 3(8t)2 − 1)4.
Proof. We apply TheoremsA andB to the graph obtained in Theorem 1. The characteristic polynomial of the adjacency
matrix of I(n+1)/4−1C(n+1)/4+1 can be obtained from the following properties. For the join of two regular graphs,
ch(G1G2, x)
(x − )(x + v − ) =
ch(G1, x)ch(G2, x)
(x − 1)(x − 2) , (1)
where v = v1 + v2 and  = v2 + 1 = v1 + 2. For the empty graph G = Iv with v vertices,
ch(G, x) = xv . (2)
For the cycle graph G = Cv with v vertices,
ch(G, x) = 2Q(v, x/2) − 2. (3)
where Q(v, x) stands for the vth Tchebychev polynomial of the ﬁrst kind. 
Explicit formulae for G(nt + 6, n), n = 7, 11, . . . , 27 in the last theorem were previously obtained in [1,2].
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4. Discussion
In Iv−1Cv+1, all v − 1 vertices of Iv−1 attain the minimum triangular degree in G(2v, v + 1). It follows that v − 1
is the maximum number of vertices with the minimum triangular degree in G(2v, v + 1) because by Lemma 3, the
existence of a vertex with minimum triangular degree in G(2v, v + 1) implies that Iv−1Cv+1 is trace-minimal. Thus,
we propose the next conjecture.
Conjecture. G = Iv−kS(v + k, 2k) is a trace-minimal graph in the graph class G(2v, v + k), k = 2, 3, . . . , v − 1
where S(v + k, 2k) is a trace-minimal graph in G(v + k, 2k).
In Iv−kS(v + k, 2k), all v − k vertices of Iv−k attain the minimum triangular degree in G(2v, v + k), and v − k
is the maximum number of vertices with the minimum triangular degree in G(2v, v + k). We provide some evidence
for this conjecture by examining the class G(2v, v + 2). For v = 1, 2, . . . , 8, trace-minimal graphs take the form of
Iv−kS(v+k, 2k) [2]. For v=9, 10, we proved the conjecture using the same method in this paper. We omit the proof.
Theorem 3. The graphG=I7S(11, 4) is the unique trace-minimal graph in the graph classG(18, 11)where S(11, 4)
is a trace-minimal graph inG(11, 4). The graph G= I8S(12, 4) is the unique trace-minimal graph in the graph class
G(20, 12) where S(12, 4) is a trace-minimal graph in G(12, 4).
The graphs S(11, 4) and S(12, 4) were obtained and proved to be unique in [2]. Using them we can obtain the
following application.
Theorem 4. For all t sufﬁciently large,
G(35t + 10, 35) = (9t + 9)(9t − 9)(9t + 2)6((9t)5 + 12(9t)4 + 51(9t)3 + 96(9t)2 + 80(9t) + 23)2,
G(39t + 10, 39) = (10t + 10)(10t − 10)(10t + 4)2(10t + 5)2(10t + 1)6(10t + 2)8.
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