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THE UNIVERSAL DAHA OF TYPE (C∨1 , C1) AND LEONARD TRIPLES
HAU-WEN HUANG
Abstract. Assume that F is an algebraically closed field and q is a nonzero scalar in F
that is not a root of unity. The universal Askey–Wilson algebra △q is a unital associative
F-algebra generated by A,B,C and the relations state that each of
A+
qBC − q−1CB
q2 − q−2
, B +
qCA− q−1AC
q2 − q−2
, C +
qAB − q−1BA
q2 − q−2
is central in △q. The universal DAHA Hq of type (C
∨
1
, C1) is a unital associative F-algebra
generated by {t±1i }
3
i=0 and the relations state that
tit
−1
i = t
−1
i ti = 1 for all i = 0, 1, 2, 3;
ti + t
−1
i is central for all i = 0, 1, 2, 3;
t0t1t2t3 = q
−1.
It was given an F-algebra homomorphism △q → Hq that sends
A 7→ t1t0 + (t1t0)
−1,
B 7→ t3t0 + (t3t0)
−1,
C 7→ t2t0 + (t2t0)
−1.
Therefore any Hq-module can be considered as a △q-module. Let V denote a finite-
dimensional irreducible Hq-module. In this paper we show that A,B,C are diagonalizable
on V if and only if A,B,C act as Leonard triples on all composition factors of the△q-module
V .
Keywords: double affine Hecke algebras, Askey–Wilson algebras, Leonard pairs, Leonard triples.
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1. Introduction
Throughout this paper, we adopt the following conventions. Assume that F is an alge-
braically closed field and fix a nonzero scalar q ∈ F that is not a root of unity.
We begin this paper by recalling the notion of Leonard pairs and Leonard triples. We
will use the following terms. A square matrix is said to be tridiagonal if each nonzero entry
lies on either the diagonal, the superdiagonal, or the subdiagonal. A tridiagonal matrix is
said to be irreducible if each entry on the superdiagonal is nonzero and each entry on the
subdiagonal is nonzero.
Definition 1.1 (Definition 1.1, [17]). Let V denote a vector space over F with finite positive
dimension. By a Leonard pair on V , we mean a pair of linear operators L : V → V and
L∗ : V → V that satisfy both (i), (ii) below.
(i) There exists a basis for V with respect to which the matrix representing L is diagonal
and the matrix representing L∗ is irreducible tridiagonal.
(ii) There exists a basis for V with respect to which the matrix representing L∗ is diagonal
and the matrix representing L is irreducible tridiagonal.
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Definition 1.2 (Definition 1.2, [3]). Let V denote a vector space over F with finite positive
dimension. By a Leonard triple on V , we mean a triple of linear operators L : V → V, L∗ :
V → V, Lε : V → V that satisfy the conditions (i)–(iii) below.
(i) There exists a basis for V with respect to which the matrix representing L is diagonal
and the matrices representing L∗ and Lε are irreducible tridiagonal.
(ii) There exists a basis for V with respect to which the matrix representing L∗ is diagonal
and the matrices representing Lε and L are irreducible tridiagonal.
(iii) There exists a basis for V with respect to which the matrix representing Lε is diagonal
and the matrices representing L and L∗ are irreducible tridiagonal.
In [11], Leonard gave a characterization of the q-Racah polynomials. The Leonard pairs
provide a linear algebra interpretation of Leonard’s theorem [17, Appendix A]. The Leonard
triples are a natural generalization of Leonard pairs.
Next we recall the universal Askey–Wilson algebra and its connections to the Leonard
pairs and Leonard triples. In [21], Zhedanov proposed the Askey–Wilson algebras to link
the representation theory and the Askey–Wilson polynomials. In [18], Terwilliger introduced
the universal Askey–Wilson algebra as a central extension of the Askey–Wilson algebras and
the definition is as follows.
Definition 1.3 (Definition 2.1, [18]). The universal Askey–Wilson algebra △q is a unital
associative F-algebra defined by generators and relations in the following way. The generators
are A,B,C and the relations state that each of
A +
qBC − q−1CB
q2 − q−2
, B +
qCA− q−1AC
q2 − q−2
, C +
qAB − q−1BA
q2 − q−2
(1)
is central in △q.
Let V denote a vector space over F with finite positive dimension. An eigenvalue θ of a linear
operator L : V → V is said to be multiplicity-free if the algebraic multiplicity of θ is equal
to 1. A linear operator L : V → V is said to be multiplicity-free if all eigenvalues of L are
multiplicity-free. The representation theory of △q is related to Leonard pairs and Leonard
triples in the following ways:
Lemma 1.4 (Theorem 6.2, [20]; Theorem 5.2, [7]). If V is a finite-dimensional irreducible
△q-module then the following are equivalent:
(i) A,B (resp. B,C) (resp. C,A) are diagonalizable on V .
(ii) A,B (resp. B,C) (resp. C,A) are multiplicity-free on V .
(iii) A,B (resp. B,C) (resp. C,A) act as a Leonard pair on V .
Lemma 1.5 (Theorem 5.3, [7]). If V is a finite-dimensional irreducible △q-module then the
following are equivalent:
(i) A,B,C are diagonalizable on V .
(ii) A,B,C are multiplicity-free on V .
(iii) A,B,C act as a Leonard triple on V .
If the equivalent statements (i)–(iii) of Lemma 1.4 hold, then the Leonard pairs are of q-
Racah type [17]. If the equivalent statements (i)–(iii) of Lemma 1.5, then the Leonard triple
is of q-Racah type [6].
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Next we recall the universal DAHA (double affine Hecke algebra) of type (C∨1 , C1) and
its connection to the universal Askey–Wilson algebra △q. In [1, 2] the DAHAs were intro-
duced by Cherednik in connection with quantum affine Knizhni–Zamolodchikov equations
and Macdonald eigenvalue problems. The DAHAs of type (C∨1 , C1) are closely related to the
Askey–Wilson polynomials and their nonsymmetric counterpart [8–10,12,14–16,19]. In [19],
the universal DAHA of type (C∨1 , C1) was introduced by Terwilliger as a central extension
of the DAHAs of type (C∨1 , C1) and the definition is as follows.
Definition 1.6 (Definition 3.1, [19]). The universal DAHA Hq of type (C
∨
1 , C1) is a unital
associative F-algebra defined by generators and relations. The generators are {t±1i }
3
i=0 and
the relations state that
tit
−1
i = t
−1
i ti = 1 for all i = 0, 1, 2, 3;
ti + t
−1
i is central for all i = 0, 1, 2, 3;(2)
t0t1t2t3 = q
−1.(3)
The algebra △q is related to the algebra Hq in the following way and this result can be
considered as a universal analogue of [9, Corollary 6.3].
Theorem 1.7 (Theorem 4.1, [19]). There exists a unique F-algebra homomorphism△q → Hq
that sends
A 7→ t1t0 + (t1t0)
−1,
B 7→ t3t0 + (t3t0)
−1,
C 7→ t2t0 + (t2t0)
−1.
By virtue of Theorem 1.7, each Hq-module can be viewed as a △q-module. Suppose that
V is a finite-dimensional irreducible Hq-module. In [13], it was shown that if
(a) t0 has two distinct eigenvalues on V ;
(b) t0t1 and t3t0 are diagonalizable on V ,
then A and B act as Leonard pairs on the eigenspaces of t0 in V . In [5], it was given a
classification of the lattices of △q-submodules of finite-dimensional irreducible Hq-modules.
As a consequence of [5], the △q-module V is completely reducible if and only if t0 is diago-
nalizable on V ; in this case the irreducible △q-submodules of V are the eigenspaces of t0 in
V . Note that the condition (a) is a sufficient condition for t0 as diagonalizable on V but not
a necessary condition. See [5, §5] for details. In this paper we are devoted to proving the
following result:
Theorem 1.8. If V is a finite-dimensional irreducible Hq-module then the following are
equivalent:
(i) A (resp. B) (resp. C) is diagonalizable on V .
(ii) A (resp. B) (resp. C) is diagonalizable on all composition factors of the △q-module V .
(iii) A (resp. B) (resp. C) is multiplicity-free on all composition factors of the △q-module
V .
Combined with Lemmas 1.4 and 1.5 we have the following byproducts:
Theorem 1.9. If V is a finite-dimensional irreducible Hq-module then the following are
equivalent:
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(i) A,B (resp. B,C) (resp. C,A) are diagonalizable on V .
(ii) A,B (resp. B,C) (resp. C,A) are diagonalizable on all composition factors of the
△q-module V .
(iii) A,B (resp. B,C) (resp. C,A) are multiplicity-free on all composition factors of the
△q-module V .
(iv) A,B (resp. B,C) (resp. C,A) act as Leonard pairs on all composition factors of the
△q-module V .
Theorem 1.10. If V is a finite-dimensional irreducible Hq-module then the following are
equivalent:
(i) A,B,C are diagonalizable on V .
(ii) A,B,C are diagonalizable on all composition factors of the △q-module V .
(iii) A,B,C are multiplicity-free on all composition factors of the △q-module V .
(iv) A,B,C act as Leonard triples on all composition factors of the △q-module V .
Note that the condition (b) is a sufficient condition for A and B as diagonalizable on V but
not a necessary condition. See Examples 3.19 and 4.16.
The paper is organized as follows. In §2 we recall some sufficient and necessary con-
ditions for A,B,C as diagonalizable on finite-dimensional irreducible △q-modules. In §3
we prove Theorem 1.8 in the even-dimensional case. In §4 we prove Theorem 1.8 in the
odd-dimensional case.
2. The conditions for A,B,C as diagonalizable on finite-dimensional
irreducible △q-modules
In this section, we recall the equivalent conditions for A,B,C as diagonalizable on finite-
dimensional irreducible△q-modules. We begin by some facts concerning the finite-dimensional
irreducible △q-modules.
Define the elements α, β, γ of△q obtained by multiplying the three elements (1) by q+q
−1,
respectively. In other words,
α
q + q−1
= A+
qBC − q−1CB
q2 − q−2
,
β
q + q−1
= B +
qCA− q−1AC
q2 − q−2
,
γ
q + q−1
= C +
qAB − q−1BA
q2 − q−2
.
By Definition 1.3 the elements α, β, γ are central in △q.
Proposition 2.1 (§4.1, [7]). For any nonzero scalars a, b, c ∈ F and any integer d ≥ 0, there
exists a (d+1)-dimensional △q-module Vd(a, b, c) satisfying the following conditions (i), (ii):
(i) There exists an F-basis for Vd(a, b, c) with respect to which the matrices representing A
and B are 

θ0 0
1 θ1
1 θ2
. . .
. . .
0 1 θd

 ,


θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2
. . .
. . . ϕd
0 θ∗d

 ,
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respectively, where
θi = aq
2i−d + a−1qd−2i for i = 0, 1, . . . , d,
θ∗i = bq
2i−d + b−1qd−2i for i = 0, 1, . . . , d,
ϕi = a
−1b−1qd+1(qi − q−i)(qi−d−1 − qd−i+1)
× (q−i − abcqi−d−1)(q−i − abc−1qi−d−1) for i = 1, 2, . . . , d.
(ii) The elements α, β, γ act on Vd(a, b, c) as scalar multiplication by
(b+ b−1)(c+ c−1) + (a+ a−1)(qd+1 + q−d−1),
(c+ c−1)(a+ a−1) + (b+ b−1)(qd+1 + q−d−1),
(a + a−1)(b+ b−1) + (c + c−1)(qd+1 + q−d−1),
respectively.
The sufficient and necessary condition for the △q-module Vd(a, b, c) as irreducible was
given in [7, Theorem 4.4]. Moreover, those irreducible △q-modules are all (d+1)-dimensional
irreducible △q-modules up to isomorphism [7, Theorem 4.7]. The statements are as follows:
Theorem 2.2 (Theorem 4.4, [7]). For any nonzero scalars a, b, c ∈ F and any integer d ≥ 0,
the △q-module Vd(a, b, c) is irreducible if and only if
abc, a−1bc, ab−1c, abc−1 6∈ {q2i−d−1 | i = 1, 2, . . . , d}.
Theorem 2.3 (Theorem 4.7, [7]). Let d ≥ 0 denote an integer. If V is a (d+1)-dimensional
irreducible △q-module, then there are nonzero a, b, c ∈ F such that the △q-module Vd(a, b, c)
is isomorphic to V .
It was given the following sufficient and necessary conditions for A,B,C as diagonalizable
on Vd(a, b, c).
Lemma 2.4 (Lemma 5.1, [7]). Let d ≥ 0 denote an integer and let a, b, c denote nonzero
scalars in F. If the △q-module Vd(a, b, c) is irreducible then the following are equivalent:
(i) A (resp. B) (resp. C) is diagonalizable on Vd(a, b, c).
(ii) A (resp. B) (resp. C) is multiplicity-free on Vd(a, b, c).
(iii) a2 (resp. b2) (resp. c2) is not among q2d−2, q2d−4, . . . , q2−2d.
3. The conditions for A,B,C as diagonalizable on even-dimensional
irreducible Hq-modules
In this section we will prove Theorem 1.8 in the even-dimensional case. We begin by some
facts concerning the even-dimensional irreducible Hq-modules.
Define
ci = ti + t
−1
i for all i = 0, 1, 2, 3.
By Definition 1.6 the element ci is central in Hq for i = 0, 1, 2, 3.
Proposition 3.1 (Proposition 2.3, [4]). Let d ≥ 1 denote an odd integer. Assume that
k0, k1, k2, k3 are nonzero scalars in F with
k20 = q
−d−1.
Then there exists a (d + 1)-dimensional Hq-module E(k0, k1, k2, k3) satisfying the following
conditions:
6 HAU-WEN HUANG
(i) There exists an F-basis {vi}
d
i=0 for E(k0, k1, k2, k3) such that
t0vi =
{
k−10 q
−i(1− qi)(1− k20q
i)vi−1 + (k0 + k
−1
0 − k
−1
0 q
−i)vi for i = 2, 4, . . . , d− 1,
k−10 q
−i−1(vi − vi+1) for i = 1, 3, . . . , d− 2,
t0v0 = k0v0, t0vd = k0vd,
t1vi =
{
−k1(1− q
i)(1− k20q
i)vi−1 + k1vi + k
−1
1 vi+1 for i = 2, 4, . . . , d− 1,
k−11 vi for i = 1, 3, . . . , d,
t1v0 = k1v0 + k
−1
1 v1,
t2vi =
{
k−10 k
−1
1 k
−1
3 q
−i−1(vi − vi+1) for i = 0, 2, . . . , d− 1,
(k0k1k3qi−k2)(k0k1k3qi−k
−1
2
)
k0k1k3qi
vi−1 + (k2 + k
−1
2 − k
−1
0 k
−1
1 k
−1
3 q
−i)vi for i = 1, 3, . . . , d,
t3vi =
{
k3vi for i = 0, 2, . . . , d− 1,
−k−13 (k0k1k3q
i − k2)(k0k1k3q
i − k−12 )vi−1 + k
−1
3 vi + k3vi+1 for i = 1, 3, . . . , d− 2.
t3vd = −k
−1
3 (k0k1k3q
d − k2)(k0k1k3q
d − k−12 )vd−1 + k
−1
3 vd.
(ii) The elements c0, c1, c2, c3 act on E(k0, k1, k2, k3) as scalar multiplication by
k0 + k
−1
0 , k1 + k
−1
1 , k2 + k
−1
2 , k3 + k
−1
3 ,
respectively.
For convenience, we adopt the following conventions in the rest of this section: Let d ≥ 1
denote an odd integer. Let k0, k1, k2, k3 denote nonzero scalars in F with k
2
0 = q
−d−1. Let
{vi}
d
i=0 denote the F-basis for E(k0, k1, k2, k3) from Proposition 3.1(i).
The sufficient and necessary condition for E(k0, k1, k2, k3) as irreducible was given in [4,
Theorem 5.8]. Moreover, all (d + 1)-dimensional irreducible Hq-modules are obtained by
twisting those irreducible Hq-modules E(k0, k1, k2, k3) up to isomorphism. The statements
are as follows:
Theorem 3.2 (Theorem 5.8, [4]). The Hq-module E(k0, k1, k2, k3) is irreducible if and only
if
k0k1k2k3, k0k
−1
1 k2k3, k0k1k
−1
2 k3, k0k1k2k
−1
3 6= q
−i for all i = 1, 3, . . . , d.
Let Z denote the additive group of integers. Recall that Z/4Z is isomorphic to the cyclic
group of order four. Observe that there exists a unique Z/4Z-action on Hq such that each
element of Z/4Z acts on Hq as an F-algebra automorphism in the following way:
ε ∈ Z/4Z t0 t1 t2 t3
0 (mod 4) t0 t1 t2 t3
1 (mod 4) t1 t2 t3 t0
2 (mod 4) t2 t3 t0 t1
3 (mod 4) t3 t0 t1 t2
Table 1. The Z/4Z-action on Hq
Let V denote an Hq-module. For any F-algebra automorphism ε of Hq the notation V
ε
stands for the Hq-module obtained by twisting the Hq-module V via ε.
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Theorem 3.3 (Theorem 6.1, [4]). If V is a (d+1)-dimensional irreducible Hq-module, then
there exist an element ε ∈ Z/4Z and nonzero scalars k0, k1, k2, k3 ∈ F with k
2
0 = q
−d−1 such
that the Hq-module E(k0, k1, k2, k3)
ε is isomorphic to V .
We recall a result concerning the isomorphism class of E(k0, k1, k2, k3).
Theorem 3.4 (Theorem 2.2, [4]). If the Hq-module E(k0, k1, k2, k3) is irreducible then the
following hold:
(i) the Hq-module E(k0, k1, k2, k3) is isomorphic to E(k0, k
−1
1 , k2, k3).
(ii) the Hq-module E(k0, k1, k2, k3) is isomorphic to E(k0, k1, k
−1
2 , k3).
(iii) the Hq-module E(k0, k1, k2, k3) is isomorphic to E(k0, k1, k2, k
−1
3 ).
Using Proposition 3.1(i) a routine calculation yields the following lemma:
Lemma 3.5. The determinants of t0, t1, t2, t3 on E(k0, k1, k2, k3) are q
−d−1, 1, 1, 1, respec-
tively.
We develop the following discriminant to determine the element ε ∈ Z/4Z and the nonzero
scalars k0, k1, k2, k3 ∈ F in Theorem 3.3.
Theorem 3.6. Suppose that V is a (d + 1)-dimensional irreducible Hq-module. For any
ε ∈ Z/4Z and any nonzero scalars k0, k1, k2, k3 with k
2
0 = q
−d−1, the following are equivalent:
(i) The Hq-module E(k0, k1, k2, k3)
ε is isomorphic to V .
(ii) The determinant of t0 on V
−ε is equal to q−d−1 and c0, c1, c2, c3 act on V
−ε as scalar
multiplication by k0 + k
−1
0 , k1 + k
−1
1 , k2 + k
−1
2 , k3 + k
−1
3 , respectively.
Proof. (i) ⇒ (ii): By (i) the Hq-module E(k0, k1, k2, k3) is isomorphic to V
−ε. Hence (ii)
follows by Proposition 3.1(ii) and Lemma 3.5.
(ii) ⇒ (i): By Theorem 3.3 there are an ε′ ∈ Z/4Z and nonzero k′0, k
′
1, k
′
2, k
′
3 ∈ F with
k′20 = q
−d−1 such that the Hq-module E(k
′
0, k
′
1, k
′
2, k
′
3) is isomorphic to V
−ε′. By Lemma 3.5
and since q is not a root of unity, it follows that ε = ε′. It follows from Proposition 3.1(ii)
that k0 = k
′
0 and ki = k
±1
i for all i = 1, 2, 3. Hence (i) follows by Theorem 3.4. 
Lemma 3.7. The action of t0t1 on E(k0, k1, k2, k3) is as follows:
(1− k0k1q
2⌈ i
2
⌉(t0t1)
(−1)i−1)vi =
{
vi+1 for i = 0, 1, . . . , d− 1,
0 for i = d.
Proof. Apply Proposition 3.1 to evaluate the action of t0t1 on E(k0, k1, k2, k3). 
Lemma 3.8. If the Hq-module E(k0, k1, k2, k3) is irreducible then the following hold:
(i) There exists an F-basis {wi}
d
i=0 for E(k0, k1, k2, k3) such that
(1− k0k2q
2⌈ i
2
⌉(t2t0)
(−1)i−1)wi =
{
wi+1 for i = 0, 1, . . . , d− 1,
0 for i = d.
(ii) There exists an F-basis {wi}
d
i=0 for E(k0, k1, k2, k3) such that
(1− k0k3q
2⌈ i
2
⌉(t3t0)
(−1)i−1)wi =
{
wi+1 for i = 0, 1, . . . , d− 1,
0 for i = d.
(iii) There exists an F-basis {wi}
d
i=0 for E(k0, k1, k2, k3) such that
(1− k0k2q
2⌊ i
2
⌋+1(t1t3)
(−1)i)wi =
{
wi+1 for i = 0, 1, . . . , d− 1,
0 for i = d.
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Proof. Suppose the Hq-module V = E(k0, k1, k2, k3) is irreducible.
(i): By Definition 1.6 there exists a unique F-algebra automorphism ρ : Hq → Hq given by
(t0, t1, t2, t3) 7→ (t0, t
−1
0 t2t0, t
−1
0 t3t0, t1)(4)
whose inverse sends (t0, t1, t2, t3) to (t0, t3, t0t1t
−1
0 , t0t2t
−1
0 ). By Proposition 3.1(ii) the ele-
ments c0, c1, c2, c3 act on V
ρ as scalar multiplication by k0+ k
−1
0 , k2+ k
−1
2 , k3+ k
−1
3 , k1+ k
−1
1 ,
respectively. By Lemma 3.5 the determinant of t0 on V
ρ is q−d−1. Therefore the Hq-module
V ρ is isomorphic to E(k0, k2, k3, k1). It follows from Lemma 3.7 that there exists an F-basis
{wi}
d
i=0 for V
ρ such that
(1− k0k2q
2⌈ i
2
⌉(t0t1)
(−1)i−1)wi =
{
wi+1 for i = 0, 1, . . . , d− 1,
0 for i = d.
It follows from (4) that the action of t0t1 on V
ρ is identical to the action of t2t0 on V . Hence
(i) follows.
(ii): By Definition 1.6 there exists a unique F-algebra automorphism ρ : Hq → Hq given
by
(t0, t1, t2, t3) 7→ (t0, t
−1
0 t3t0, t1t2t
−1
1 , t1)(5)
whose inverse sends (t0, t1, t2, t3) to (t0, t3, t
−1
3 t2t3, t0t1t
−1
0 ). By Proposition 3.1(ii) the ele-
ments c0, c1, c2, c3 act on V
ρ as scalar multiplication by k0+ k
−1
0 , k3+ k
−1
3 , k2+ k
−1
2 , k1+ k
−1
1 ,
respectively. By Lemma 3.5 the determinant of t0 on V
ρ is q−d−1. Therefore the Hq-module
V ρ is isomorphic to E(k0, k3, k2, k1). It follows from Lemma 3.7 that there exists an F-basis
{wi}
d
i=0 for V
ρ such that
(1− k0k3q
2⌈ i
2
⌉(t0t1)
(−1)i−1)wi =
{
wi+1 for i = 0, 1, . . . , d− 1,
0 for i = d.
It follows from (5) that the action of t0t1 on V
ρ is identical to the action of t3t0 on V . Hence
(ii) follows.
(iii): By Definition 1.6 there exists a unique F-algebra automorphism ρ : Hq → Hq given
by
(t0, t1, t2, t3) 7→ (t1t2t
−1
1 , t1, t3, t0)(6)
whose inverse sends (t0, t1, t2, t3) to (t3, t1, t
−1
1 t0t1, t2). By Proposition 3.1(ii) the elements
c0, c1, c2, c3 act on V
ρ as scalar multiplication by k2 + k
−1
2 , k1 + k
−1
1 , k3 + k
−1
3 , k0 + k
−1
0 ,
respectively. By Lemma 3.5 the determinant of t3 on V
ρ is q−d−1. Therefore the Hq-module
V ρ is isomorphic to E(k0, k2, k1, k3)
1 mod 4. Let {wi}
d
i=0 denote the basis for E(k0, k2, k1, k3)
from Proposition 3.1(i). Since t0t1 = (qt2t3)
−1 it follows from Lemma 3.7 that
(1− k0k2q
2⌊ i
2
⌋+1(t2t3)
(−1)i)wi =
{
wi+1 for i = 0, 1, . . . , d− 1,
0 for i = d.
By Table 1 the action of t1t2 on E(k0, k2, k1, k3)
1 mod 4 is identical to the action of t2t3 on
E(k0, k2, k1, k3). By (6) the action of t1t2 on V
ρ is identical to the action of t1t3 on V . By
the above comments the statement (iii) follows. 
Using Lemmas 3.7 and 3.8 yields the following equivalent conditions for tit0 and t0ti as
diagonalizable on E(k0, k1, k2, k3) for i ∈ {1, 2, 3}. Additionally, we obtain the following
sufficient conditions for titj + (tjti)
−1 as diagonalizable on E(k0, k1, k2, k3) for distinct i, j ∈
{1, 2, 3}.
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Lemma 3.9. If the Hq-module E(k0, k1, k2, k3) is irreducible the the following are equivalent:
(i) t1t0 and t0t1 are diagonalizable on E(k0, k1, k2, k3).
(ii) t1t0 and t0t1 are multiplicity-free on E(k0, k1, k2, k3).
(iii) k21 is not among q
d−1, qd−3, . . . , q1−d.
Proof. Note that t1t0 is similar to t0t1 on E(k0, k1, k2, k3).
(ii) ⇔ (iii): By Lemma 3.7 this characteristic polynomial of t0t1 in E(k0, k1, k2, k3) has
the roots
k0k1q
i for i = 0, 2, . . . , d− 1; k−10 k
−1
1 q
−i−1 for i = 1, 3, . . . , d.(7)
Since q is not a root of unity and k20 = q
−d−1, the scalars (7) are mutually distinct if and
only if (iii) holds. Therefore (ii) and (iii) are equivalent.
(ii), (iii) ⇒ (i): Trivial.
(i) ⇒ (ii), (iii): By Lemma 3.7 the product
d∏
i=0
(1− k0k1q
2⌈ i
2
⌉(t0t1)
(−1)i−1)
vanishes at v0. Moreover (1− k0k1q
2⌈ i
2
⌉(t0t1)
(−1)i−1)vj is equal to{
(1− qi−j)vj + q
i−jvj+1 if i = j mod 2,
(1− k20k
2
1q
i+j+1)vj − q
i−j−1(vj+1 − vj+2) if i 6= j mod 2
for all i, j = 0, 1, . . . , d, where vd+1 = 0 and vd+2 = 0. Using the above result yields that
d∏
i=0
i 6=j
(1− k0k1q
2⌈ i
2
⌉(t0t1)
(−1)i−1)v0 6= 0
for all j = 0, 1, . . . , d. More precisely it is equal to (−1)d−jvd plus a linear combination of
v0, v1, . . . , vd−1. Hence t0t1-annihilator of v0 is equal to the characteristic polynomial of t0t1
in E(k0, k1, k2, k3). Therefore (i) implies (ii) and (iii). 
Lemma 3.10. If the Hq-module E(k0, k1, k2, k3) is irreducible the the following are equivalent:
(i) t2t0 and t0t2 are diagonalizable on E(k0, k1, k2, k3).
(ii) t2t0 and t0t2 are multiplicity-free on E(k0, k1, k2, k3).
(iii) k22 is not among q
d−1, qd−3, . . . , q1−d.
Proof. Applying Lemma 3.8(i) the lemma follows by an argument similar to the proof of
Lemma 3.9. 
Lemma 3.11. If the Hq-module E(k0, k1, k2, k3) is irreducible the the following are equivalent:
(i) t3t0 and t0t3 are diagonalizable on E(k0, k1, k2, k3).
(ii) t3t0 and t0t3 are multiplicity-free on E(k0, k1, k2, k3).
(iii) k23 is not among q
d−1, qd−3, . . . , q1−d.
Proof. Applying Lemma 3.8(ii) the lemma follows by an argument similar to the proof of
Lemma 3.9. 
Lemma 3.12. If the Hq-module E(k0, k1, k2, k3) is irreducible then the following hold:
(i) If k21 is not among q
d−3, qd−5, . . . , q3−d, then t2t3 + (t2t3)
−1 and t3t2 + (t3t2)
−1 is diago-
nalizable on E(k0, k1, k2, k3).
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(ii) If k22 is not among q
d−3, qd−5, . . . , q3−d, then t1t3 + (t1t3)
−1 and t3t1 + (t3t1)
−1 is diago-
nalizable on E(k0, k1, k2, k3).
(iii) If k23 is not among q
d−3, qd−5, . . . , q3−d, then t1t2 + (t1t2)
−1 and t2t1 + (t2t1)
−1 is diago-
nalizable on E(k0, k1, k2, k3).
Proof. (i): Let D = t2t3+(t2t3)
−1. Note thatD is similar to t3t2+(t3t2)
−1 on E(k0, k1, k2, k3).
More precisely, titj + (titj)
−1 = tjti + (tjti)
−1 for all i, j ∈ {0, 1, 2, 3} by [8, Lemma 3.8].
Thus it suffices to show that D is diagonalizable on E(k0, k1, k2, k3). Using (3) yields that
t2t3 = (qt0t1)
−1. Hence
D = qt0t1 + (qt0t1)
−1.
Given any element X of Hq, let [X ] denote the matrix representing X with respect to {vi}
d
i=0.
Using Lemma 3.7 a direct calculation yields that [D] is a lower triangular matrix of the form

θ0 0
0 θ0
θ1
θ1
. . .
θd−1
2
∗ 0 θd−1
2


(8)
where
θi = k0k1q
2i+1 + k−10 k
−1
1 q
−2i−1 for i = 0, 1, . . . , d−1
2
.
Since q is not a root of unity and k21 is not among q
3−d, q5−d, . . . , qd−3, the scalars {θi}
d−1
2
i=0
are mutually distinct. Hence the θi-eigenspace of D in E(k0, k1, k2, k3) has dimension less
than or equal to two for all i = 0, 1, . . . , d−1
2
. By (8) the first two rows of [D−θ0] are zero and
the last two columns of [D − θd−1
2
] are zero. By the rank-nullity theorem, the θi-eigenspace
of D in E(k0, k1, k2, k3) has dimension two for i = 0,
d−1
2
. To see the diagonalizability of D
it remains to show that the θi-eigenspace of D in E(k0, k1, k2, k3) has dimension two for all
i = 1, 2, . . . , d−3
2
.
By Lemma 3.7 the matrix q[t0t1] is a lower triangular matrix of the form

ϑ0 0
ϑ−10
ϑ1
ϑ−11
. . .
ϑd−1
2
∗ ϑ−1d−1
2


(9)
where
ϑi = k0k1q
2i+1 for i = 0, 1, . . . , d−1
2
.
Since q is not a root of unity and k21 is not among q
3−d, q5−d, . . . , qd−3, the eigenvalues
{ϑ±1i }
d−3
2
i=1 of qt0t1 are multiplicity-free. Hence the θi-eigenspace of D in E(k0, k1, k2, k3) has
dimension two for all i = 1, 2, . . . , d−3
2
. The statement (i) follows.
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(ii): Using Lemma 3.8(iii) the statement (ii) follows by an argument similar to the part
(i).
(iii): Using Lemma 3.8(ii) the statement (iii) follows by an argument similar to the part
(i). 
Recall from the finite-dimensional irreducible △q-modules from §2. The composition fac-
tors of any (d+ 1)-dimensional irreducible Hq-modules are classified as follows.
Theorem 3.13 (§4.2–§4.5, [5]). If the Hq-module E(k0, k1, k2, k3) is irreducible then the
following hold:
(i) If d = 1 then the △q-module E(k0, k1, k2, k3) is irreducible and it is isomorphic to
V1(k0k1q, k0k3q, k0k2q).
(ii) If d ≥ 3 then the factors of any composition series for the △q-module E(k0, k1, k2, k3)
are isomorphic to
V d+1
2
(k0k1q
d+1
2 , k0k3q
d+1
2 , k0k2q
d+1
2 ),
V d−3
2
(k0k1q
d+1
2 , k0k3q
d+1
2 , k0k2q
d+1
2 ).
(iii) The factors of any composition series for the △q-module E(k0, k1, k2, k3)
1 mod 4 are iso-
morphic to
V d−1
2
(k0k3q
d+1
2 , k0k1q
d+3
2 , k0k2q
d+1
2 ),
V d−1
2
(k0k3q
d+1
2 , k0k1q
d−1
2 , k0k2q
d+1
2 ).
(iv) The factors of any composition series for the △q-module E(k0, k1, k2, k3)
2 mod 4 are iso-
morphic to
V d−1
2
(k0k1q
d+1
2 , k0k3q
d+1
2 , k0k2q
d+3
2 ),
V d−1
2
(k0k1q
d+1
2 , k0k3q
d+1
2 , k0k2q
d−1
2 ).
(v) The factors of any composition series for the △q-module E(k0, k1, k2, k3)
3 mod 4 are iso-
morphic to
V d−1
2
(k0k3q
d−1
2 , k0k1q
d+1
2 , k0k2q
d+1
2 ),
V d−1
2
(k0k3q
d+3
2 , k0k1q
d+1
2 , k0k2q
d+1
2 ).
Applying Lemma 2.4 to Theorem 3.13 yields the following lemmas:
Lemma 3.14. If the Hq-module E(k0, k1, k2, k3) is irreducible then the following hold:
(i) A is multiplicity-free on all composition factors of the △q-module E(k0, k1, k2, k3) if and
only if k21 is not among q
d−1, qd−3, . . . , q1−d.
(ii) B is multiplicity-free on all composition factors of the △q-module E(k0, k1, k2, k3) if and
only if k23 is not among q
d−1, qd−3, . . . , q1−d.
(iii) C is multiplicity-free on all composition factors of the △q-module E(k0, k1, k2, k3) if and
only if k22 is not among q
d−1, qd−3, . . . , q1−d.
Lemma 3.15. If the Hq-module E(k0, k1, k2, k3) is irreducible then the following hold:
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(i) A is multiplicity-free on all composition factors of the △q-module E(k0, k1, k2, k3)
1 mod 4
if and only if k23 is not among q
d−3, qd−5, . . . , q3−d.
(ii) B is multiplicity-free on all composition factors of the △q-module E(k0, k1, k2, k3)
1 mod 4
if and only if k21 is not among q
d−1, qd−3, . . . , q1−d.
(iii) C is multiplicity-free on all composition factors of the △q-module E(k0, k1, k2, k3)
1 mod 4
if and only if k22 is not among q
d−3, qd−5, . . . , q3−d.
Lemma 3.16. If the Hq-module E(k0, k1, k2, k3) is irreducible then the following hold:
(i) A is multiplicity-free on all composition factors of the △q-module E(k0, k1, k2, k3)
2 mod 4
if and only if k21 is not among q
d−3, qd−5, . . . , q3−d.
(ii) B is multiplicity-free on all composition factors of the △q-module E(k0, k1, k2, k3)
2 mod 4
if and only if k23 is not among q
d−3, qd−5, . . . , q3−d.
(iii) C is multiplicity-free on all composition factors of the △q-module E(k0, k1, k2, k3)
2 mod 4
if and only if k22 is not among q
d−1, qd−3, . . . , q1−d.
Lemma 3.17. If the Hq-module E(k0, k1, k2, k3) is irreducible then the following hold:
(i) A is multiplicity-free on all composition factors of the △q-module E(k0, k1, k2, k3)
3 mod 4
if and only if k23 is not among q
d−1, qd−3, . . . , q1−d.
(ii) B is multiplicity-free on all composition factors of the △q-module E(k0, k1, k2, k3)
3 mod 4
if and only if k21 is not among q
d−3, qd−5, . . . , q3−d.
(iii) C is multiplicity-free on all composition factors of the △q-module E(k0, k1, k2, k3)
3 mod 4
if and only if k22 is not among q
d−3, qd−5, . . . , q3−d.
We are in the position to prove Theorem 1.8 in the even-dimensional case.
Theorem 3.18. If V is an even-dimensional irreducible Hq-module then the following are
equivalent:
(i) A (resp. B) (resp. C) is diagonalizable on V .
(ii) A (resp. B) (resp. C) is diagonalizable on all composition factors of the △q-module V .
(iii) A (resp. B) (resp. C) is multiplicity-free on all composition factors of the △q-module
V .
Proof. (i) ⇒ (ii): Trivial.
(ii) ⇒ (iii): Immediate from Lemma 2.4.
(iii) ⇒ (i): Suppose that (iii) holds. Let d = dimV − 1. By Theorem 3.3 there are an
ε ∈ Z/4Z and nonzero scalars k0, k1, k2, k3 ∈ F with k
2
0 = q
−d−1 such that the Hq-module
E(k0, k1, k2, k3)
ε is isomorphic to V .
Using Lemmas 3.9–3.11 and 3.14 yields that (i) holds for the case ε = 0 (mod 4). Note
that the actions of A,B,C on E(k0, k1, k2, k3)
1 mod 4 are identical to the actions of
t2t1 + (t2t1)
−1, t0t1 + (t0t1)
−1, t3t1 + (t3t1)
−1
on E(k0, k1, k2, k3), respectively. Hence (i) holds for the case ε = 1 (mod 4) by Lemmas 3.9,
3.12 and 3.15. The actions of A,B,C on E(k0, k1, k2, k3)
2 mod 4 are identical to the actions of
t3t2 + (t3t2)
−1, t1t2 + (t1t2)
−1, t0t2 + (t0t2)
−1
on E(k0, k1, k2, k3), respectively. Hence (i) holds for the case ε = 2 (mod 4) by Lemmas 3.10,
3.12 and 3.16. The actions of A,B,C on E(k0, k1, k2, k3)
3 mod 4 are identical to the actions of
t0t3 + (t0t3)
−1, t2t3 + (t2t3)
−1, t1t3 + (t1t3)
−1
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on E(k0, k1, k2, k3), respectively. Hence (i) holds for the case ε = 3 (mod 4) by Lemmas
3.11, 3.12 and 3.17.
We have shown that (i) holds for all elements ε ∈ Z/4Z. Therefore (i) follows. 
We end this section with an example to show that the condition (b) is not a necessary
condition for A and B as diagonalizable on even-dimensional irreducible Hq-modules.
Example 3.19. Set (k0, k1, k3) = (q
− d+1
2 , q
d−1
2 , q
d−1
2 ) and choose k2 as a nonzero scalar in F
satisfying
k2 6∈ {q
3d−3
2 , q
3d−7
2 , . . . , q
3−3d
2 }.
By Theorem 3.2 the Hq-module E(k0, k1, k2, k3) is irreducible. The actions of t0t1 and t3t0 on
E(k0, k1, k2, k3)
2 mod 4 are identical to the actions of t2t3 and t1t2 on E(k0, k1, k2, k3), respec-
tively. Since t2t3 = (qt0t1)
−1 by (3) it follows from Lemma 3.9 that t0t1 is not diagonalizable
on E(k0, k1, k2, k3)
2 mod 4. Since t1t2 = (qt3t0)
−1 by (3) it follows from Lemma 3.11 that
t3t0 is not diagonalizable on E(k0, k1, k2, k3)
2 mod 4. However, the elements A and B are
diagonalizable on E(k0, k1, k2, k3)
2 mod 4 by Lemma 3.12.
4. The conditions for A,B,C as diagonalizable on odd-dimensional
irreducible Hq-modules
In this section we will prove Theorem 1.8 in the odd-dimensional case. We begin by some
facts concerning the odd-dimensional irreducible Hq-modules.
Proposition 4.1 (Proposition 2.6, [4]). Let d ≥ 0 denote an even integer. Assume that
k0, k1, k2, k3 are nonzero scalars in F with
k0k1k2k3 = q
−d−1.
Then there exists a (d + 1)-dimensional Hq-module O(k0, k1, k2, k3) satisfying the following
conditions:
(i) There exists an F-basis {vi}
d
i=0 for O(k0, k1, k2, k3) such that
t0vi =
{
k−10 q
−i(1− qi)(1− k20q
i)vi−1 + (k0 + k
−1
0 − k
−1
0 q
−i)vi for i = 2, 4, . . . , d,
k−10 q
−i−1(vi − vi+1) for i = 1, 3, . . . , d− 1,
t0v0 = k0v0,
t1vi =
{
−k1(1− q
i)(1− k20q
i)vi−1 + k1vi + k
−1
1 vi+1 for i = 2, 4, . . . , d− 2,
k−11 vi for i = 1, 3, . . . , d− 1,
t1v0 = k1v0 + k
−1
1 v1, t1vd = −k1(1− q
d)(1− k20q
d)vd−1 + k1vd,
t2vi =
{
k2q
d−i(vi − vi+1) for i = 0, 2, . . . , d− 2,
−k2(1− k
−2
2 q
i−d−1)(1− qd−i+1)vi−1 + (k2 + k
−1
2 − k2q
d−i+1)vi for i = 1, 3, . . . , d− 1,
t2vd = k2vd,
t3vi =
{
k3vi for i = 0, 2, . . . , d,
−k−13 (1− k
−2
2 q
i−d−1)(1− qi−d−1)vi−1 + k
−1
3 vi + k3vi+1 for i = 1, 3, . . . , d− 1.
(ii) The elements c0, c1, c2, c3 act on O(k0, k1, k2, k3) as scalar multiplication by
k0 + k
−1
0 , k1 + k
−1
1 , k2 + k
−1
2 , k3 + k
−1
3 ,
respectively.
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For convenience, we adopt the following notations in the rest of this section: Let d ≥ 0
denote an even integer. Let k0, k1, k2, k3 denote nonzero scalars in F with k0k1k2k3 = q
−d−1.
Let {vi}
d
i=0 denote the F-basis for O(k0, k1, k2, k3) from Proposition 4.1(i).
The sufficient and necessary condition for the Hq-module O(k0, k1, k2, k3) as irreducible was
given in [4, Theorem 7.7]. Moreover, those irreducible Hq-modules are all (d+1)-dimensional
irreducible Hq-modules up to isomorphism [4, Theorem 8.1]. The statements are as follows:
Theorem 4.2 (Theorem 7.7, [4]). The Hq-module O(k0, k1, k2, k3) is irreducible if and only
if
k20, k
2
1, k
2
2, k
2
3 6= q
−i for i = 2, 4, . . . , d.
Theorem 4.3 (Theorem 8.1, [4]). If V is a (d+1)-dimensional irreducible Hq-module, then
there exist nonzero scalars k0, k1, k2, k3 ∈ F with k0k1k2k3 = q
−d−1 such that the Hq-module
O(k0, k1, k2, k3) is isomorphic to V .
Using Proposition 4.1(i) a routine calculation yields the following lemma:
Lemma 4.4. The determinants of t0, t1, t2, t3 on O(k0, k1, k2, k3) are equal to k0, k1, k2, k3,
respectively.
By means of Lemma 4.4 we develop the following discriminant to determine the nonzero
scalars k0, k1, k2, k3 ∈ F in Theorem 4.3.
Theorem 4.5. Suppose that V is a (d + 1)-dimensional irreducible Hq-module. For any
nonzero scalars k0, k1, k2, k3 with k0k1k2k3 = q
−d−1, the following are equivalent:
(i) The Hq-module O(k0, k1, k2, k3) is isomorphic to V .
(ii) The determinants of t0, t1, t2, t3 on V are equal to k0, k1, k2, k3, respectively.
Proof. Immediate from Theorem 4.3 and Lemma 4.4. 
Lemma 4.6. The action of t0t1 on O(k0, k1, k2, k3) is as follows:
(1− k0k1q
2⌈ i
2
⌉(t0t1)
(−1)i−1)vi =
{
vi+1 for i = 0, 1, . . . , d− 1,
0 for i = d.
Proof. Apply Proposition 4.1 to evaluate the action of t0t1 on O(k0, k1, k2, k3). 
Lemma 4.7. If the Hq-module O(k0, k1, k2, k3) is irreducible then the following hold:
(i) There exists an F-basis {wi}
d
i=0 for O(k0, k1, k2, k3) such that
(1− k0k1q
2⌈ i
2
⌉(t1t0)
(−1)i−1)wi =
{
wi+1 for i = 0, 1, . . . , d− 1,
0 for i = d.
(ii) There exists an F-basis {wi}
d
i=0 for O(k0, k1, k2, k3) such that
(1− k0k3q
2⌈ i
2
⌉(t3t0)
(−1)i−1)wi =
{
wi+1 for i = 0, 1, . . . , d− 1,
0 for i = d.
(iii) There exists an F-basis {wi}
d
i=0 for O(k0, k1, k2, k3) such that
(1− k0k2q
2⌈ i
2
⌉(t2t0)
(−1)i−1)wi =
{
wi+1 for i = 0, 1, . . . , d− 1,
0 for i = d.
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Proof. Suppose the Hq-module V = O(k0, k1, k2, k3) is irreducible.
(i): Since t0t1 is similar t1t0 on V , the part (i) is immediate from Lemma 4.6.
(ii): By Definition 1.6 there exists a unique F-algebra automorphism ρ : Hq → Hq given
by
(t0, t1, t2, t3) 7→ (t0, t
−1
0 t3t0, t1t2t
−1
1 , t1)
whose inverse sends (t0, t1, t2, t3) to (t0, t3, t
−1
3 t2t3, t0t1t
−1
0 ). By Lemma 4.4 the determinants
of t0, t1, t2, t3 on V
ρ are k0, k3, k2, k1, respectively. Therefore the Hq-module V
ρ is isomorphic
to O(k0, k3, k2, k1) by Theorem 4.5. It follows from Lemma 4.6 that there exists an F-basis
{wi}
d
i=0 for V
ρ such that
(1− k0k3q
2⌈ i
2
⌉(t0t1)
(−1)i−1)wi =
{
wi+1 for i = 0, 1, . . . , d− 1,
0 for i = d.
Observe that the action of t0t1 on V
ρ is identical to the action of t3t0 on V . Hence (ii)
follows.
(iii): By Definition 1.6 there exists a unique F-algebra automorphism ρ : Hq → Hq given
by
(t0, t1, t2, t3) 7→ (t0, t
−1
0 t2t0, t
−1
0 t3t0, t1)
whose inverse sends (t0, t1, t2, t3) to (t0, t3, t0t1t
−1
0 , t0t2t
−1
0 ). By Lemma 4.4 the determinants of
t0, t1, t2, t3 act on V
ρ are k0, k2, k3, k1, respectively. Therefore the Hq-module V
ρ is isomorphic
to O(k0, k2, k3, k1) by Theorem 4.5. It follows from Lemma 4.6 that there exists an F-basis
{wi}
d
i=0 for V
ρ such that
(1− k0k2q
2⌈ i
2
⌉(t0t1)
(−1)i−1)wi =
{
wi+1 for i = 0, 1, . . . , d− 1,
0 for i = d.
Observe that the action of t0t1 on V
ρ is identical to the action of t2t0 on V . Hence (iii)
follows. 
Using Lemmas 4.6 and 4.7 yields the following equivalent conditions for tit0 and t0ti as
diagonalizable on O(k0, k1, k2, k3) for i ∈ {1, 2, 3}. Additionally we obtain the following
sufficient conditions for A,B,C as diagonalizable on O(k0, k1, k2, k3).
Lemma 4.8. If the Hq-module O(k0, k1, k2, k3) is irreducible the the following are equivalent:
(i) t1t0 and t0t1 are diagonalizable on O(k0, k1, k2, k3).
(ii) t1t0 and t0t1 are multiplicity-free on O(k0, k1, k2, k3).
(iii) k20k
2
1 is not among q
−2, q−4, . . . , q−2d.
Proof. Note that t1t0 is similar to t0t1 on O(k0, k1, k2, k3).
(ii) ⇔ (iii): By Lemma 4.6 this characteristic polynomial of t0t1 in O(k0, k1, k2, k3) has
the roots
k0k1q
i for i = 0, 2, . . . , d, k−10 k
−1
1 q
−i−1 for i = 1, 3, . . . , d− 1(10)
Since q is not a root of unity, the scalars (10) are mutually distinct if and only if (iii) holds.
Therefore (ii) and (iii) are equivalent.
(ii), (iii) ⇒ (i): Trivial.
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(i) ⇒ (ii), (iii): By Lemma 4.6 the product
d∏
i=0
(1− k0k1q
2⌈ i
2
⌉(t0t1)
(−1)i−1)(11)
vanishes at v0 and any proper factor of (11) does not vanish at v0. Hence the t0t1-annihilator
of v0 is equal to the characteristic polynomial of t0t1 in O(k0, k1, k2, k3). Therefore (i) implies
(ii) and (iii). 
Lemma 4.9. If the Hq-module O(k0, k1, k2, k3) is irreducible the the following are equivalent:
(i) t2t0 and t0t2 are diagonalizable on O(k0, k1, k2, k3).
(ii) t2t0 and t0t2 are multiplicity-free on O(k0, k1, k2, k3).
(iii) k20k
2
2 is not among q
−2, q−4, . . . , q−2d.
Proof. Applying Lemma 4.7(iii) the lemma follows by an argument similar to the proof of
Lemma 4.8. 
Lemma 4.10. If the Hq-module O(k0, k1, k2, k3) is irreducible the the following are equivalent:
(i) t3t0 and t0t3 are diagonalizable on O(k0, k1, k2, k3).
(ii) t3t0 and t0t3 are multiplicity-free on O(k0, k1, k2, k3).
(iii) k20k
2
3 is not among q
−2, q−4, . . . , q−2d.
Proof. Applying Lemma 4.7(ii) the lemma follows by an argument similar to the proof of
Lemma 4.8. 
Lemma 4.11. If the Hq-module O(k0, k1, k2, k3) is irreducible then the following hold:
(i) If k20k
2
1 is not among q
−2, q−4, . . . , q2−2d then A is diagonalizable on O(k0, k1, k2, k3).
(ii) If k20k
2
3 is not among q
−2, q−4, . . . , q2−2d then B is diagonalizable on O(k0, k1, k2, k3).
(iii) If k20k
2
2 is not among q
−2, q−4, . . . , q2−2d then C is diagonalizable on O(k0, k1, k2, k3).
Proof. (i): Let {wi}
d
i=0 denote the F-basis for O(k0, k1, k2, k3) from Lemma 4.7(i). Given any
element X of Hq, let [X ] denote the matrix representing X with respect to {wi}
d
i=0. Using
Lemma 4.7(i) a direct calculation yields that [A] is a lower triangular matrix of the form

θ0 0
θ1
θ1
θ2
θ2
. . .
θd
2
∗ 0 θd
2


(12)
where
θi = k0k1q
2i + k−10 k
−1
1 q
−2i for i = 0, 1, . . . , d
2
.
Since q is not a root of unity and k20k
2
1 is not among q
−2, q−4, . . . , q2−2d, the scalars {θi}
d
2
i=0
are mutually distinct. Hence the θ0-eigenspace of A in O(k0, k1, k2, k3) has dimension one
and the θi-eigenspace of A in O(k0, k1, k2, k3) has dimension less than or equal to two for all
i = 1, 2, . . . , d
2
. By (12) the last two columns of [A−θd
2
] are zero. By the rank-nullity theorem,
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the θd
2
-eigenspace of A in O(k0, k1, k2, k3) has dimension two. To see the diagonalizability of
A it remains to show that the θi-eigenspace of A in O(k0, k1, k2, k3) has dimension two for
all i = 1, 2, . . . , d
2
− 1.
By Lemma 4.7(i) the matrix [t1t0] is a lower triangular matrix of the form

ϑ0 0
ϑ−11
ϑ1
ϑ−12
ϑ2
. . .
ϑ−1d
2
∗ ϑd
2


where
ϑi = k0k1q
2i for i = 0, 1, . . . , d
2
.
Since q is not a root of unity and k20k
2
1 6∈ {q
−2, q−4, . . . , q2−2d} the eigenvalues {ϑ±1i }
d
2
−1
i=1 of
t1t0 in O(k0, k1, k2, k3) are multiplicity-free. Hence the θi-eigenspace of A in O(k0, k1, k2, k3)
has dimension two for all i = 1, 2, . . . , d
2
− 1. Therefore (i) follows.
(ii): Applying Lemma 4.7(ii) the statement (ii) follows by an argument similar to the part
(i).
(ii): Applying Lemma 4.7(iii) the statement (iii) follows by an argument similar to the
part (i). 
Recall from the finite-dimensional irreducible △q-modules from §2. The composition fac-
tors of any (d+ 1)-dimensional irreducible Hq-modules are classified as follows.
Theorem 4.12 (§4.6, [5]). If the Hq-module O(k0, k1, k2, k3) is irreducible then the following
hold:
(i) If d = 0 then the △q-module O(k0, k1, k2, k3) is irreducible and it is isomorphic to
V0(k0k1, k0k3, k0k2).
(ii) If d ≥ 2 and k20 = 1 then the factors of any composition series for the △q-module
O(k0, k1, k2, k3) are isomorphic to
V0(k0k1, k0k3, k0k2),
V d
2
−1(k0k1q
d
2
+1, k0k3q
d
2
+1, k0k2q
d
2
+1),
V d
2
−1(k0k1q
d
2
+1, k0k3q
d
2
+1, k0k2q
d
2
+1).
(iii) If d ≥ 2 and k20 6= 1 then the factors of any composition series for the △q-module
O(k0, k1, k2, k3) are isomorphic to
V d
2
(k0k1q
d
2 , k0k3q
d
2 , k0k2q
d
2 ),
V d
2
−1(k0k1q
d
2
+1, k0k3q
d
2
+1, k0k2q
d
2
+1).
Applying Lemma 2.4 to Theorem 4.12 yields the following lemmas:
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Lemma 4.13. Suppose that the Hq-module O(k0, k1, k2, k3) is irreducible. If k
2
0 = 1 then the
following hold:
(i) A is multiplicity-free on all composition factors of the △q-module O(k0, k1, k2, k3) if and
only if k21 is not among q
−6, q−8, . . . , q2−2d.
(ii) B is multiplicity-free on all composition factors of the △q-module O(k0, k1, k2, k3) if and
only if k23 is not among q
−6, q−8, . . . , q2−2d.
(iii) C is multiplicity-free on all composition factors of the △q-module O(k0, k1, k2, k3) if and
only if k22 is not among q
−6, q−8, . . . , q2−2d.
Lemma 4.14. Suppose that the Hq-module O(k0, k1, k2, k3) is irreducible. If k
2
0 6= 1 then the
following hold:
(i) A is multiplicity-free on all composition factors of the △q-module O(k0, k1, k2, k3) if and
only if k20k
2
1 is not among q
−2, q−4, . . . , q2−2d.
(ii) B is multiplicity-free on all composition factors of the △q-module O(k0, k1, k2, k3) if and
only if k20k
2
3 is not among q
−2, q−4, . . . , q2−2d.
(iii) C is multiplicity-free on all composition factors of the △q-module O(k0, k1, k2, k3) if and
only if k20k
2
2 is not among q
−2, q−4, . . . , q2−2d.
We are in the position to prove Theorem 1.8 in odd-dimensional case:
Theorem 4.15. If V is an odd-dimensional irreducible Hq-module then the following are
equivalent:
(i) A (resp. B) (resp. C) is diagonalizable on V .
(ii) A (resp. B) (resp. C) is diagonalizable on all composition factors of the △q-module V .
(iii) A (resp. B) (resp. C) is multiplicity-free on all composition factors of the △q-module
V .
Proof. (i) ⇒ (ii): Trivial.
(ii) ⇒ (iii): Immediate from Lemma 2.4.
(iii)⇒ (i): Suppose that (iii) holds. Let d = dimV −1. By Theorem 3.3 there are nonzero
scalars k0, k1, k2, k3 ∈ F with k0k1k2k3 = q
−d−1 such that the Hq-module O(k0, k1, k2, k3) is
isomorphic to V .
Suppose that k20 = 1. Since the Hq-module O(k0, k1, k2, k3) is irreducible it follows from
Theorem 4.2 that none of k21, k
2
2, k
2
3 is among q
−2, q−4, . . . , q−d. Combined with Lemmas
4.11 and 4.13 this yields that (i) holds for the case k20 = 1. By Lemmas 4.11 and 4.14 the
statement (i) holds for the case k20 6= 1. Therefore (i) follows. 
We end this paper with an example to show that the condition (b) is not a necessary
condition for A and B as diagonalizable on odd-dimensional irreducible Hq-modules.
Example 4.16. Choose k0 as a nonzero scalar in F satisfying
k20 6∈ {q
−2, q−4, . . . , q2−3d}
and set (k1, k2, k3) = (q
−dk−10 , q
d−1k0, q
−dk−10 ). Note that k0k1k2k3 = q
−d−1. By Theorem
4.2 the Hq-module O(k0, k1, k2, k3) is irreducible. It follows from Lemmas 4.8 and 4.10 that
neither of t0t1 and t3t0 is diagonalizable on O(k0, k1, k2, k3). However the elements A and B
are diagonalizable on O(k0, k1, k2, k3) by Lemma 4.11.
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