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WHEN DOES FRACTIONAL BROWNIAN MOTION NOT
BEHAVE AS A CONTINUOUS FUNCTION WITH
BOUNDED VARIATION?
EHSAN AZMOODEH, HEIKKI TIKANMA¨KI AND ESKO VALKEILA
Abstract. If we compose a smooth function g with fractional Brownian
motion B with Hurst indexH > 1
2
, then the resulting change of variables
formula [or Itoˆ- formula] has the same form as if fractional Brownian
motion would be a continuous function with bounded variation. In this
note we prove a new integral representation formula for the running
maximum of a continuous function with bounded variation. Moreover
we show that the analogue to fractional Brownian motion fails.
Keywords: function of bounded variation, fractional Brownian motion,
pathwise stochastic integral, running maximum process.
2010 AMS subject classification: 60G22, 26A45.
1. Introduction
1.1. Fractional Brownian motion as a continuous function with
bounded variation. Let B be a fractional Brownian motion with Hurst
index H ∈ (0, 1): B0 = 0, B is continuous centered Gaussian process with
covariance function
IE(BsBt) =
1
2
(
t2H + s2H − |t− s|2H) s, t ≥ 0.
We fix T > 0 and work on the interval [0, T ]. We recall that the fractional
Brownian motion with Hurst parameter H > 12 has zero quadratic variation:
assume that {πn} is a sequence of partitions of the interval [0, T ] such that
‖πn‖ := max
1≤i≤k(n)
(tni − tni−1)→ 0 as n→∞;
then
lim
n→∞
∑
tn
i
∈πn
(
Btni −Btni−1
)2
→ 0 a.s.
1. The fact that B has zero quadratic variation allows one to prove the
following result. Assume that g ∈ C1(IR), and put gx = ∂∂xg. Then
the following change of variables formula holds:
g(BT ) = g(B0) +
∫ T
0
gx(Bs)dBs;
here the stochastic integral is a Riemann-Stieltjes integral by the
Young- integration theory (see [4] for more details). Note that this
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change of variables formula is the same for continuous functions with
bounded variation.
2. Assume now that g is a convex function, and let g−x be the left deriv-
ative of g. Then we have the following change of variables formula:
g(BT ) = g(B0) +
∫ T
0
g−x (Bs)dBs.
Here the integral is a generalized Lebesgue–Stieltjes integral. One
can even show that here the integral is a limit of Riemann sums (see
[2] for more details). Again we have that fractional Brownian motion
behaves as it was a continuous function with bounded variation.
In the above two cases fractional Brownian motion behaves as a continuous
function with bounded variation. So it is natural to ask, how far this similar-
ity goes? We will prove an integral representation for the running maximum
of a continuous function with bounded variation. It turns out that here
the analogy between fractional Brownian motion and a continuous function
with bounded variation ends. More precisely, the corresponding formula
does not hold for fractional Brownian motion in the sense of generalized
Lebesgue-Stieltjes integral nor as a limit of Riemann-Stieltjes sums.
1.2. The stochastic integral representation of the maximum of Brow-
nian motion. Let W = {Wt}t∈[0,T ] be a standard Brownian motion on the
interval [0, T ] with natural filtration FWt . A classical result implies that
any square integrable random variable X, measurable with respect to FWT
admits a stochastic integral representation
X = IE(X) +
∫ T
0
HtdWt
for some FWt -predictable process H (see [7] for more details). The Clark-
Ocone formula gives an explicit form of the integrand process H in terms of
Malliavin derivative, when the random variable X is smooth enough. In the
next theorem the notation D1,2 stands for Hilbert space of random variables
with square integrable Malliavin derivative (see [5] for more details).
Theorem 1.1. Let X ∈ D1,2. Then X admits the following representation
X = IE(X) +
∫ T
0
IE(DtX|FWt )dWt.
See [5]. The computation of the conditional expectation in the represen-
tation above is sometimes rather difficult in general, but it is possible to
handle it in some cases as it is shown below.
We denote the maximum random variable of Brownian motion W by ST ,
i.e.
ST = max
t∈[0,T ]
Wt.
For ST , we have the following result.
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Theorem 1.2. For the random variable ST the stochastic integral represen-
tation
ST = IE(ST ) + 2
∫ T
0
[
1− Φ(St −Wt√
T − t )
]
dWt
holds, where St = maxu≤tWu,
IE(ST ) = IE(|WT |) =
√
2T
π
, Φ(x) =
1√
2π
∫ x
−∞
e
−y2
2 dy.
Proof. See [8]. For a different proof see [11]. 
1.3. The problem. Assume f : [0, T ]→ R be a bounded variation function.
We denote by µf , the signed measure induced by bounded variation function
f . We are interested in whether the following representation
(1.1) f∗(T ) = f(0)+
∫ T
0
1{f∗(t)=f(t)}df(t) = f(0)+
∫ T
0
1{f∗(t)=f(t)}dµf (t).
holds, where f∗ is the running maximum function i.e.
f∗(t) := max
0≤s≤t
f(s).
The integral in the right hand side (1.1) is understood in the Lebesgue-
Stieltjes integral sense. We will show that equation (1.1) holds for continuous
bounded variation functions but not for fractional Brownian motion.
2. Auxiliary results
2.1. Facts on bounded variation functions. We recall some results on
bounded variation functions. First, recall that for every bounded variation
function f : [0, T ]→ R, the derivative f ′ exists a.e..
Theorem 2.1. Let f : [0, T ] → R be a (continuous) bounded variation
function. Then
(1) The function f can be decomposed to difference of two increasing
(continuous) functions i.e.
f = Vf −Wf
where
Vf (t) := sup
∑
ti∈π
(f(ti)− f(ti−1))+
Wf (t) = sup
∑
ti∈π
(f(ti)− f(ti−1))−
and the supremum is taken over all partitions π of [0, t]. Therefore,
the Lebesgue-Stieltjes measure µf induced by (continuous) bounded
variation function f can be expressed as the difference of two (atomless)
positive measures (µf )
+ and (µf )
−, i.e. µf = (µf )
+− (µf )−. More-
over
|µf | = (µf )+ + (µf )−,
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where |µf | stands for the total variation measure of µf .
(2) The Lebesgue-Stieltjes measure µf associated to a continuous bounded
variation function f can be expressed as the sum of two (atomless)
measures µac and µsc
µf = µac + µsc µac ≪ m and µsc ⊥ m,
where m stands for Lebesgue measure.
See [3].
Theorem 2.2. (The fundamental theorem of calculus for Lebesgue integral)
The function f : [0, T ] → R is absolutely continuous iff f is differentiable
a.e., f
′ ∈ L1(m) and
f(t)− f(0) =
∫
[0,t]
f
′
dm t ∈ [0, T ].
See [12].
Theorem 2.3. Let µf be a Lebesgue-Stieltjes signed measure with µf ≪ m
i.e. f is an absolutely continuous function. Then
µf (E) =
∫
E
f
′
dm
for every bounded measurable set E.
See [12].
2.2. Pathwise stochastic integration in fractional Besov-type spaces.
Fractional Brownian motion is not a semimartingale, and hence the sto-
chastic integral with respect to fractional Brownian motion BH is not al-
ways defined. We shall give some details of the construction of generalized
Lebesgue-Stieltjes integrals in this section. For more information see [4,
Section 2.1.2].
Definition 2.1. Fix 0 < β < 1.
(i) Let W β1 = W
β
1 ([0, T ]) be the space of real-valued measurable functions
f : [0, T ]→ R such that
‖f‖1,β := sup
0≤s<t≤T
( |f(t)− f(s)|
(t− s)β +
∫ t
s
|f(u)− f(s)|
(u− s)1+β du
)
<∞.
(ii) Let W β2 = W
β
2 ([0, T ]) be the space of real-valued measurable functions
f : [0, T ]→ R such that
‖f‖2,β :=
∫ T
0
|f(s)|
sβ
ds+
∫ T
0
∫ s
0
|f(u)− f(s)|
(u− s)1+β duds <∞.
Remark 2.3.1. The Besov spaces are closely related to the spaces of Ho¨lder
continuous functions. More precisely, for any 0 < ǫ < β ∧ (1− β),
Cβ+ǫ([0, T ]) ⊂W β1 ([0, T ]) ⊂ Cβ−ǫ([0, T ]) and Cβ+ǫ([0, T ]) ⊂W β2 ([0, T ]).
where Cγ([0, T ]) denotes Ho¨lder continuous functions of order γ.
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Recall that almost surely the trajectories of BH for any T > 0 and any
0 < γ < H belong to Cγ([0, T ]). This follows from the Kolmogorov continu-
ity theorem. By remark 2.3.1 we obtain that almost surely the trajectories
of BH for any T > 0 and any 0 < β < H belong to W β1 ([0, T ]).
Denote by Γ the Gamma-function. Recall the left-sided Riemann-Liouville
fractional integral operator Iβ+ of order β > 0:
(Iβ0+f)(s) =
1
Γ(β)
∫ s
0
f(u)(s − u)β−1du.
The corresponding right-sided fractional integral operator Iβ− is defined by
(Iβt−f)(s) =
1
Γ(β)
∫ t
s
f(u)(u− s)β−1du.
Remark 2.3.2. If f ∈ W β1 ([0, T ]), then its restriction to [0, t] ⊆ [0, T ] be-
longs to Iβ−(L∞([0, t])). Also, if f ∈W β2 ([0, T ]), then its restriction to [0, t] ⊆
[0, T ] belongs to Iβ+(L1([0, t])), where I
β
−(L∞([0, t])) (resp. I
β
+(L1([0, t])))
stand for the image of L∞([0, t]) (resp. L1([0, t])) by the fractional Riemann-
Liouville operator Iβ− (resp. I
β
+).(For details we refer to [9]).
Definition 2.2. Let f : [0, T ]→ R and 0 < β < 1. If f ∈ Iβ+(L1([0, T ]))(resp.
f ∈ Iβ−(L∞([0, T ])) then the Weyl fractional derivatives are defined by
(Dβ0+f)(x) =
1
Γ(1− β)
(
f(x)
xβ
+ β
∫ x
0
f(x)− f(y)
(x− y)β+1 dy
)
1(0,T )(x),
(
resp.(Dβ
T−
f)(x) =
1
Γ(1− β)
(
f(x)
(T − x)β + β
∫ T
x
f(x)− f(y)
(y − x)β+1 dy
)
1(0,T )(x)
)
.
For a detailed discussion we refer to [9]. The following proposition clarifies
the construction of the stochastic integrals. This approach is by Nualart
and Ra˘	scanu.
Proposition 2.1. Let f ∈ W β2 ([0, T ]), g ∈ W 1−β1 ([0, T ]). Then for any
t ∈ (0, T ] the Lebesgue integral∫ t
0 (D
β
0+f)(x)(D
1−β
t− gt−)(x)dx
exists, and we can define the generalized Lebesgue-Stieltjes integral by
∫ t
0
fdg :=
∫ t
0
(Dβ0+f)(x)(D
1−β
t− gt−)(x)dx.
See [6].
Remark 2.3.3. It is shown in [13] that if f ∈ Cγ([0, T ]) and g ∈ Cµ([0, T ])
with γ+µ > 1,then the integral
∫ T
0 fdg exists in the sense of proposition 2.1
and coincides with the Riemann-Stieltjes integral.
The next theorem is an estimate for generalized Lebesgue-Stieltjes integral
and it can be used for studying the continuity of the integral.
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Theorem 2.4. Let f ∈ W β2 ([0, T ]) and g ∈ W 1−β1 ([0, T ]). Then we have
the estimate
∣∣∣∣
∫ t
0
fdg
∣∣∣∣ ≤ 1Γ(β)‖f‖2,β‖g‖1,1−β .
See [6].
3. Main Results
3.1. The case of continuous bounded variation functions. Let f :
[0, T ]→ R be a bounded variation function. Put
E = {t ∈ [0, T ] : f∗(t) = f(t)}.
Now we are ready to give a positive answer to our problem in the case, when
f is a continuous bounded variation function.
Theorem 3.1. Let f : [0, T ] → R be a continuous function of bounded
variation. Then
(3.1) f∗(T ) = f(0) +
∫ T
0
1{f∗(t)=f(t)}dµf (t).
Proof. Step 1. Since f∗ is an increasing function, we have
f∗(T ) = f(0) +
∫
(0,T ]
dµf∗(t)
= f(0) + µf∗(E) + µf∗(E
c).
Step 2. We show that
µf∗(E
c) = 0.
Since Ec is an open set, without loss of generality we can assume Ec =
(a, b) ⊂ (0, T ). So
µf∗(E
c) = f∗(b)− f∗(a).
Assume f∗(b) − f∗(a) 6= 0 =⇒ f∗(a) < f∗(b). Take K ∈ (f∗(a), f∗(b))
and set
t0 = inf{t > a : f(t) = K}.
Obviously a < t0 < b, since f is a continuous function and moreover by the
definition of t0 we have that f(t0) = f
∗(t0). So t0 ∈ E which is a contradic-
tion.
Step 3. We show that
µf∗(E) = µf (E).
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We know that set E is closed and nonempty. Thus, T ∗ = sup{t ∈ E} ∈ E.
Clearly f∗(T ) = f∗(T ∗) = f(T ∗). It also holds that (T ∗, T ] ⊂ Ec and
I = Ec\(T ∗, T ] is open with measure µf (I) = µf (Ec)− (f(T )− f(T ∗)).
f(T )− f(0) = µf (E) + µf (Ec) and
f∗(T )− f(0) = µf∗(E) + µf∗(Ec) = µf∗(E).
It follows that
(3.2) µf∗(E) − µf (E) = µf (I).
We know that I is an open set and thus can be represented as a countable
union of disjoint open intervals i.e.
I = ∪∞n=1(an, bn).
Note that an, bn ∈ E as boundary points of Ec and
f(an) = f
∗(an) = f
∗(bn) = f(bn).
Now
(3.3) µf (I) = µf (∪∞n=1(an, bn)) =
∞∑
n=1
f(bn)− f(an) = 0.
Now we deduce from equations (3.2) and (3.3) that
µf∗(E) = µf (E)

When f is an absolutely continuous function of bounded variation, one can
give a different proof of equation (3.1). However, we will use the argument
of step 2 of the proof of theorem 3.1. First, we need the following simple
lemma.
Lemma 3.1. Let f : [0, T ] → R be an absolutely continuous function of
bounded variation. Then f∗ is absolutely continuous function.
Proof. This follows from µf∗ ≪ (µf )+ ≪ |µf |. Moreover, µf ≪ m if and
only if |µf | ≪ m. 
Theorem 3.2. Let f : [0, T ] → R be an absolutely continuous function of
bounded variation function. Then
f∗(T ) = f(0) +
∫ T
0
1{f∗(t)=f(t)}dµf (t).
Proof. Put
Λ1 = {t ∈ [0, T ] : f ′ exists at t}
Λ2 = {t ∈ [0, T ] : (f∗)
′
exists at t}.
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∫ T
0
1{f∗(t)=f(t)}dµf (t) =
∫
E∩Λ1
f
′
dm Theorem 2.3
=
∫
E∩Λ2
(f∗)
′
dm
=
∫
[0,T ]∩Λ2
(f∗)
′
dm−
∫
[0,T ]∩Ec∩Λ2
(f∗)
′
dm
=
∫
[0,T ]∩Λ2
(f∗)
′
dm =
∫
[0,T ]
(f∗)
′
dm Step 2
= f∗(T )− f∗(0) = f∗(T )− f(0) Lemma 3.1.

Remark 3.2.1. Note that the continuity assumption is essential. A jump
from below the running maximum to a new maximum value would destroy
the representation of equation (3.1).
3.2. The case of fractional Brownian motion. Assume B = {Bt}t∈[0,T ]
be a fractional Brownian motion with Hurst parameter H ∈ (0, 1). We
denote by M = {Mt}t∈[0,T ] the running maximum of fractional Brownian
motion, i.e.
Mt := max
0≤s≤t
Bs t ∈ [0, T ].
We start with the following fact on running maximum.
Lemma 3.2. For all t ∈ (0, T ],
P{Mt = 0} = 0.
Proof. By contrary assume that there exists a t0 ∈ (0, T ] such that IP(A) >
0, where A = {ω ∈ Ω : Mt0(ω) = 0}. Then
lim sup
ǫ→0+
Bǫ√
2ǫ2H log log(1
ǫ
)
≤ 0 for all ω ∈ A.
Now, this is a contradiction with the law of iterated logarithm for fractional
Brownian motion [1]: for all t ≥ 0, almost surely
lim sup
ǫ→0+
Bt+ǫ −Bt√
2ǫ2H log log(1
ǫ
)
= 1.

First, we note that the set
(3.4) E = {(t, ω) ∈ [0, T ]× Ω :Mt(ω) = Bt(ω)}
is product-measurable: E ∈ B([0, T ])⊗F , because the process B is separable.
We denote the sections of E by
Et := {ω ∈ Ω : (t, ω) ∈ E}, Eω := {t ∈ [0, T ] : (t, ω) ∈ E}.
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For t ∈ (0, T ] we have
P{Et} = P{Bt −Bs ≥ 0 : ∀s ∈ [0, t]} = P{Bt−s −Bt ≤ 0 : ∀s ∈ [0, t]} = 0
because of the fact that the process B˜ = {B˜s} = {Bt−s − Bt}s∈[0,t] is a
fractional Brownian motion and lemma 3.2. Therefore by Fubini’s theorem
we have
∫
Ω
m(Eω)dP = (m× P)(E) =
∫ T
0
P(Et)dt = 0
which implies that
m(Eω) = 0 almost surely.
Theorem 3.3. For the set E defined by equation (3.4) we have
P{Et} = 0 ∀t ∈ (0, T ], m(Eω) = 0 almost surely.
Now we have the following theorem.
Theorem 3.4. Let {πn} be any sequence of partitions of the interval [0, T ]
such that ‖πn‖ → 0 as n → ∞, and let B = {Bt}t∈[0,T ] be a fractional
Brownian motion with Hurst parameter H ∈ (0, 1). Then∫ T
0
1{Bt=Mt}dBt : = limn→∞
∑
tn
i
∈πn
1{Btn
i−1
=Mtn
i−1
}(Btni −Btni−1) = 0
almost surely.
Proof. Put ξn :=
∑
tn
i
∈πn
1{Btn
i−1
=Mtn
i−1
}(Btni −Btni−1). Then for every ǫ > 0,
P{|ξn| > ǫ} ≤ P{Btn
i
=Mtn
i
, for some 0 < i ≤ k(n)} = 0
by theorem 3.3.

Corollary 3.1. Let {πn} be any sequence of partitions of the interval [0, T ]
such that ‖πn‖ → 0 as n→∞. Then the representation
MT = B0 +
∫ T
0
1{Bt=Mt}dBt
does not hold, where the integral in the right hand side is understood as limit
of Riemann-Stieltjes sums over partitions πn almost surely.
Theorem 3.5. Let B = {Bt}t∈[0,T ] be a fractional Brownian motion with
Hurst parameter H > 12 . Then the integral
∫ T
0
1{Bt=Mt}dBt
can be understood in the sense of generalized Lebesgue-Stieltjes integral and
actually is equal to 0 almost surely.
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Proof. Let f(t) = 1{Bt=Mt}. Then according to theorem 3.3 we have
‖f‖2,β = 0 for every β ∈ (1−H, 1
2
).
Now, the claim follows by proposition 2.1 and theorem 2.4.

Corollary 3.2. Let B = {Bt}t∈[0,T ] be a fractional Brownian motion with
Hurst parameter H > 12 . Then the representation
MT = B0 +
∫ T
0
1{Bt=Mt}dBt
does not hold, where the integral in the right hand side is understood as
generalized Lebesgue-Stieltjes integral.
Remark 3.5.1. It is not clear whether it is possible to have some explicit
representation for the maximum random variable of fractional Brownian mo-
tion analogously to theorem 1.2.
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