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Abstrat
In this paper we derive an expliit expression for the normal zeta
funtion of lass two nilpotent groups whose assoiated Pfaan hyper-
surfae is smooth. In partiular, we show how the loal zeta funtion
depends on ounting Fp-rational points on related varieties, and we
desribe the varieties that an appear in suh a deomposition. As
a orollary, we also establish expliit results on the degree of polyno-
mial subgroup growth in these groups, and we study the behaviour of
poles of this zeta funtion. Under ertain geometri onditions, we also
onrm that these funtions satisfy a funtional equation.
1 Introdution
Zeta funtions of a nitely generated group G were introdued in [12℄ as
a non-ommutative analogue to the Dedekind zeta funtion of a number
eld. They are used to study the arithmeti and asymptoti properties of
the sequene of numbers
an(G) = |{H ≤f G : |G : H| = n}|.
The fat that G is nitely generated ensures that an(G) is nite for all n.
The term subgroup growth is used to desribe the study of the sequenes
an(G) and sn(G) =
∑n
i=1 ai(G).
We an also onsider dierent variants of subgroup growth, for example,
we may only ount the normal subgroups of nite index. To do this we dene
the sequene
a⊳n(G) = |{H ⊳f G : |G : H| = n}|.
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Or we an dene a sequene
a∧n(G) = |{H ≤f G : |G : H| = n, Hˆ ∼= Gˆ}|,
to ount those subgroups whose pronite ompletion is isomorphi to the
pronite ompletion of the group itself. We dene the zeta funtion of G to
be the formal Dirihlet series
ζ∗G(s) =
∞∑
n=1
a∗n(G)n
−s,
where ∗ ∈ {≤, ⊳,∧}, and s is a omplex variable. The absissa of onver-
gene of ζ∗G(s), whih we denote by α
∗
G, determines the degree of polynomial
subgroup growth sine
α∗G := inf{α ≥ 0 : there exists c > 0 with s∗n(G) < cnα for all n}.
When G is a nitely generated torsion-free nilpotent group, alled hene-
forth a T-group, the funtion a∗n(G) grows polynomially and is multipliative,
in the sense that a∗n(G) =
∏
i a
∗
p
ki
i
(G) where n =
∏
i p
ki
i . Therefore, like the
zeta funtions in number theory, we an write the Dirihlet series as an Euler
produt deomposition of the loal zeta funtions, i.e.,
ζ∗G(s) =
∏
p prime
ζ∗G,p(s),
where
ζ∗G,p(s) =
∞∑
k=0
a∗pk(G)p
−ks
ounts only the subgroups with p-power index.
A fundamental theorem of Grunewald, Segal and Smith [12℄ states that
these loal zeta funtions of T-groups are rational funtions in p−s. This ra-
tionality implies that the oeients a∗n(G) behave smoothly; in partiular,
they satisfy a linear reurrene relation. This is proved by expressing the
zeta funtion as a p-adi integral and then using a model theoreti blak box
to dedue the rationality. Results of Denef on p-adi integrals arising from a
loal Igusa zeta funtion have been generalised by Grunewald and du Sautoy
in [9℄ and by Voll [19℄. This has lead to some new interesting problems. For
example it transpires that the Hasse-Weil zeta funtion of smooth projetive
varieties is possibly a better analogue for the zeta funtions in the group
setting than the Dedekind zeta funtion of number elds, as previously men-
tioned. This initiated an arithmeti-geometri approah to zeta funtions
of groups. Theorem 1.6 in [9℄ gives an expliit deomposition for the zeta
funtion as a sum of rational funtions Pi(p, p
−s), with oeients oming
from ounting points mod p on various varieties. In a subsequent paper [8℄
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du Sautoy presents a group whose zeta funtion depends on the Fp-rational
points on an ellipti urve. The expliit zeta funtion ζ⊳G,p(s) of this ellipti
urve example is alulated by Voll in [21℄, and he also proves that it satis-
es a funtional equation. Sine the zeta funtion depends on ounting the
number of Fp-points on the ellipti urve, an expression that is more om-
pliated than just a polynomial in p, the proof that it satises a funtional
equation uses the fat that the Hasse-Weil zeta funtion of smooth projetive
varieties also satises a funtional equation. In [22℄, he extends this to all
smooth hypersurfaes, with the restrition that these hypersurfaes should
not ontain any lines.
In the urrent paper, we generalise Voll's work by removing the ondition
on linear subspaes. We still require that the hypersurfae assoiated with
the groups is smooth. The main ontribution of this generalisation is that it
sheds some light on whih varieties an arise in the ontext of zeta funtions
of groups. In partiular, we an desribe the varieties and the numerial
data assoiated to the poles of the zeta funtion quite expliitly.
Let us now dene the partiular varieties that will be of interest to us.
Denition 1.1. Let Γ be a lass 2 T-group with Z(Γ) = [Γ,Γ], and a
presentation of the form
Γ := 〈x1, . . . , xd, y1, . . . , yd′ : [xi, xj ] = M(y)ij〉,
where d is even and M(y) is the matrix of relations; an antisymmetri d× d
matrix with entries that are linear forms in the yi. We all the variety dened
by the equation
PΓ : det
1
2M(y) = 0
the Pfaan hypersurfae assoiated to Γ. We exlude from this denition
the ase when the determinant is identially zero.
We shall extend this denition for a general lass 2 T-group G by writing
G = Γ× Zm, where Γ is as above and m ≥ 0. Then PG := PΓ.
Note that the ondition that d is an even number is neessary to ensure
that the orresponding Pfaan hypersurfae is non-trivial. Similarly the ex-
tended denition, we want to exlude the Zm, beause otherwise the Pfaan
would be identially zero.
Denition 1.2. The set of (k−1)-planes in Pd′−1 forms a variety alled the
Grassmannian, denoted by G(k− 1, d′ − 1). The ane analogue is the set of
k-planes in ane d′-dimensional spae, whih we denote by G(k, d′).
It is well-known that G(k − 1, d′ − 1) an be embedded in PN via the
Plüker embedding, where N =
(
n
k
)
.
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Denition 1.3. The Fano variety assoiated to a hypersurfae X ⊂ Pd′−1
is the variety
Fk−1(X) = {Π ∈ G(k − 1, d′ − 1) : Π ⊂ X}
of (k − 1)-planes ontained in X.
By abuse of notation we will identify (k − 1)-dimensional linear spaes
Π ∈ Pd′−1 with the orresponding point Π ∈ G(k − 1, d′ − 1).
We shall show in this paper that we an derive a deomposition of the
normal loal zeta funtion of G, whih is similar to that of Theorem 1.6 in
[9℄, and also desribe the varieties that appear in our deomposition exatly
as the Pfaan hypersurfae, and omponents of the Fano varieties of the
linear subspaes ontained on the Pfaan. Here omponents may arise be-
ause the Fano variety may be reduible and, moreover, sine we onsider
determinantal varieties, the rank of the dening matrix needs to be taken
into aount, and dierent omponents may give dierent ranks.
The loal zeta funtions of nitely generated torsion-free nilpotent groups
alulated over the years, see [7℄ for a olletion of these, exhibit urious
symmetries whih suggest the possibility all zeta funtions of groups may
have a similar loal funtional equation. In a reent paper [19℄, Voll has
shown that a funtional equation is satised for loal zeta funtions of T-
groups ounting all subgroups, onjugay lasses of subgroups and represen-
tations. However, for the loal normal zeta funtion Voll's proof works only
in nilpoteny lass two. Expliitly, let G = Γ× Zm be a lass two nilpotent
group, where Z(Γ) = [Γ,Γ] with h(Γab) = d and h(Z(Γ)) = d′, whih yields
h(G) = d+ d′ +m, h(Z(G)) = m+ d′, h([G,G]) = d′, h(G/[G,G]) = m+ d
and h(G/Z(G)) = d. Here h is the Hirsh length, whih for a nitely gen-
erated group G is the number of innite yli fators in a subnormal series
of G. Then, as Voll shows, the funtional equation in the lass two is of the
form
ζ⊳G,p(s)|p 7→p−1 = (−1)d+d
′+mp(
d+d′+m
2 )−(2d+d
′+m)sζ⊳G,p(s).
Examples of loal normal zeta funtions of groups of nilpoteny lass
three alulated by Woodward [7℄ show that a funtional equation is not
always satised. However, [7℄ ontains also a number of examples of loal
normal zeta funtions in higher lasses where the funtional equation holds.
It remains mysterious when there is a funtional equation for the normal
zeta funtion and when not.
Other type of results on funtional equations onneted to zeta fun-
tions of groups inlude work by Lubotzky and du Sautoy [11℄ on zeta fun-
tions ounting those subgroups whose pronite ompletion is isomorphi to
the pronite ompletion. These results have been partially generalised by
Berman [4℄.
In the urrent paper we onrm with a dierent method than Voll's that
the funtional equation is satised in the ase where the Pfaan hypersurfae
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assoiated to the group, and the omponents of its Fano varieties, are smooth
and absolutely irreduible. This is the best possible result using our methods,
sine the nal step uses the fat that the Hasse-Weil zeta funtion of points
on a smooth and absolutely irreduible algebrai variety satises a funtional
equation.
Our main theorem also has appliations to subgroup growth. In parti-
ular, we provide evidene that some of the best bounds known so far for
subgroup growth may be exat. We also dedue results on the number and
nature of poles of the normal zeta funtion for lass two nilpotent groups.
We refer the reader to [10℄ for the most resent survey of the general theory
of these zeta funtions.
1.1 Results
Before stating our main results, we begin with a few preliminary denitions.
A lassial result, e.g. [12℄ states that the zeta funtion of the free abelian
group of rank d an be expressed in terms of ζ(s), the Riemann zeta funtion,
as follows:
ζ
Zd
(s) = ζ(s)ζ(s− 1) . . . ζ(s− (d− 1)).
We write ζp(s) =
1
1−p−s
for its loal fators, where p is a prime.
Denition 1.4. A ag of type I in V = Fd
′
p , where I = {i1, . . . , il}< ⊆
{1, . . . , d′}, (where {i1, . . . , il}< is an indexing set ordered suh that i1 <
i2 < · · · < il) is a sequene (Vij )ij∈I of inident vetor spaes
{0} < Vi1 < · · · < Vil ≤ V
with dimFp(Vij ) = ij . The ags of type I form a projetive variety FI , whose
number of Fp-points is denoted by bI(p) ∈ Z[p], where
bI(p) =
(
d′
il
)(
il
il−1
)
. . .
(
i3
i2
)(
i2
i1
)
.
Denition 1.5. The Igusa fator is a rational funtion in the set of variables
U = {U1, . . . , Un} dened by
In(U) =
∑
I⊆{1,...,n}
bI(p
−1)
∏
i∈I
Ui
1− Ui ,
where bI(p) is the number of ags of type I in F
n+1
p .
Denition 1.6. We all a rational funtion of the form
Eιi(Xi, Yιi) =
p−dιiYßi − p−niXi
(1−Xi)(1− Yßi)
the ßthi exeptional fator with numerial data ni and dßi .
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Our main theorem is the following
Theorem 1.7. Let G = Γ × Zm be a lass two nilpotent group suh that
Z(Γ) = [Γ,Γ] and d = h(G/Z(G)) is an even number. Set d′ = h([G,G])
and let PG be the assoiated Pfaan hypersurfae, whih we assume to be
redued, smooth and non-zero. Then for almost all primes p
ζ⊳G,p(s) = ζZd+m,p(s)ζp((d+d
′)s−d(d+m))(W0(X,Y)+
k∑
i=1
∑
ßi
nßi(p)δßiWßi(X,Y)),
where the inner sum is over omponents Fßi of Fi−1(PG), and δßi is the Kro-
neker delta funtion. The nßi(p) denotes the number of Fp-rational points
on these omponents, and
Wßi(X,Y) = Id′−i−1(Xd′−1, . . . ,Xi+1)Eßi(Xi, Yßi)Ii−1(Yßi−1 , . . . , Yß1).
Here In is an Igusa fator with n variables and we set E0 = I0 = I−1 = 0.
The numerial data is
Xi = p
i(d+d′+m−i)−(d+i)s, i ≥ 1
Y1 = p
(d+m+d1)−(d−1)s,
Yßi = p
(i(d+m)+dßi )−(d+i−1)s, i ≥ 2.
where dßi is the dimension of Fßi .
Remark 1.8. When δßi is 1 or 0 is a tehnial ondition, that depends on the
possible reduibility of the Fano variety and the rank of the matrix dening
the Pfaan hypersurfae. We will delay the exat denition to Remark 6.7.
Remark 1.9. Lemma 2.1 below gives a generi bound k ≤ 5. This gives us
also a good bound for the number of poles as in Corollary 1.14.
In all the following Corollaries, we will assume G satises the onditions
of the main theorem. Moreover, in the results about the degree of poly-
nomial subgroup growth, we have to assume that the Pfaan hypersurfae
assoiated to G behaves as a generi hypersurfae of degree d2 . This will be
explained in Setion 2.
Corollary 1.10. The absissa of onvergene is
α⊳G = max
1≤i≤d′−1
{
d+m,
i(d+ d′ +m− i) + 1
(d+ i)
}
. (1)
Note that this is the lower limit given in [18, Theorem 1.3℄, exept that
we have removed the restrition on Z(G) = [G,G].
The next orollary follows immediately from Corollary 1.10.
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Corollary 1.11. Let G be a lass two nilpotent group with d′ = h([G,G]) ≤
6, suh that the Pfaan hypersurfae assoiated to G is a smooth generi
hypersurfae. Then α⊳G = d+m.
The proof of Corollary 1.11 uses the fat that a generi hypersurfae is
smooth in Pd
′−1
, if d′ ≤ 6 (see Remark 8.3 in [2℄), and that the maximum in
(1) is attained at d+m if 4d(d+m) > d′2.
In number theory there are muh ner asymptoti estimates onerning
the asymptoti behaviour of the oeients of a Dirihlet series; these are
the so-alled Tauberian theorems. To apply these results we need to be
able to analytially ontinue the zeta funtion to the left of its absissa of
onvergene. The analyti ontinuation by some ε > 0 for zeta funtions
of T-groups is proved in [9℄ using the analyti ontinuation of the Artin
L-funtions.
Using the ombination of Theorem 1.7 and the appropriate Tauberian
theorems it is possible to obtain more detailed results on subgroup growth.
Corollary 1.12. Let β⊳G ∈ N be the multipliity of the pole of the zeta
funtion loated at the absissa of onvergene. Then exists cG ∈ R suh that
s⊳n(G) ∼ cG · nα
⊳
G(log n)β
⊳
G−1.
as n→∞.
Remark 1.13. It is lear from the statement of Theorem 1.7 that all the
poles are simple, exept when the numerial data is suh that it produes a
multiple pole. In partiular, we have β⊳G = 1.
Theorem 1.7 indiates that the existene of a multiple pole is just a
oinidene of the numerial data, rather than any strutural properties of
the funtion or the group. It should be noted that these oinidenes exist
for smooth Pfaans. Moreover, it is not diult to prove that ertain types
of singularities on the Pfaan always produe genuine multiple poles, for
instane the ordinary double point at the origin, as is the ase in the Pfaan
hypersurfae for the group
U3 := 〈x1, . . . , x4, y1, y2, y3 : [x1, x2] = y1, [x2, x3] = y2, [x3, x4] = y3〉,
produes a double pole in the zeta funtion.
Our nal orollary bounds the number of poles for all these zeta funtions.
This follows immediately from Theorem 1.7.
Corollary 1.14. Let G be a group as in Theorem 1.7, and assume that the
Pfaan is a generi hypersurfae of degree
d
2 . Then the number of poles of
the loal zeta funtion ζ⊳G,p(s) is at most d+d
′+m+ r where r is the number
of irreduible omponents of the Fano varieties on the Pfaan hypersurfae.
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Finally, we observe the funtional equations, proved by Voll [19℄.
Corollary 1.15. Assume the Pfaan hypersurfae of G is absolutely irre-
duible, and that the omponents of the Fano varieties appearing in the de-
omposition of the zeta funtion of G are smooth and absolutely irreduible.
Then the loal normal zeta funtion satises a funtional equation of the
form
ζ⊳G,p(s)|p 7→p−1 = (−1)d+d
′+mp(
d+d′+m
2 )−(2d+d
′+m)s · ζ⊳G,p(s).
It would be interesting to know if all the omponents of the Fano varieties
orresponding to a smooth irreduible Pfaan have the same dimension.
For quadris this is known, also for the Fano variety of lines on a ubi
hypersurfae (see [1℄). However, for singular Pfaans this is not true. In [5℄
Browning and Heath-Brown give an example of a ubi hypersurfae dened
by the equation y1y2y3 + y
2
1y4 + y
2
2y5 = 0, whose Fano variety of planes
onsists of P1 and a point. This hypersurfae an be enoded as the Pfaan
of the group
G = < x1, . . . , x6, y1, . . . , y5 : [x1, x4] = y1, [x1, x5] = y2, [x2, x4] = y5,
[x2, x5] = y3, [x2, x6] = y4, [x3, x5] = y1, [x3, x6] = y2 > .
However, this Pfaan hypersurfae is not smooth and hene our theorem
does not apply to this group. The splitting of the Fano variety of planes in
this ase is urious and deserves some further investigation.
1.2 Layout of the paper
Our results on subgroup growth and absissae of onvergene, namely Corol-
laries 1.10-1.14, are proved in Setion 2. In Setion 3 we briey omment
on how the funtional equation desribed in Corollary 1.15 an be dedued
from the main theorem.
Next in Setion 4 we explain how to enumerate latties in Zmp , and alu-
late the number of latties of a xed elementary divisor type. In Setion 5 we
dene Grassmannian and ag varieties, give oordinates for the Plüker em-
bedding of the Grassmannian and dene ags in terms of these oordinates.
We also determine when two dierent latties lift the same ag. In Setion 6
we shall disuss solution sets of systems of linear ongruenes, dene Pfaan
hypersurfaes and give a areful desription of the geometry needed to nd
a solution set of general ongruenes. In Setion 7 we ompute the p-adi
valuations whih arise in the solution sets.
In the Setions 8 to 10 we deompose the zeta funtion and apply our
earlier work to omplete the proof of Theorem 1.7. Setion 11 is an expliit
example and illustration of the general theory.
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2 Absissae of onvergene
In this setion we prove the Corollary 1.10 on the rate of subgroup growth
and prove a result about the number of poles of the zeta funtion in the ase
that the Pfaan hypersurfae is generi; generi meaning that, there is a
non-empty open subset U of the parameter spae of hypersurfaes suh that
for every point in U the answer to the property we are asking, is uniform.
Our main theorem, Theorem 1.7, is stated in terms of loal zeta funtions.
However, the degree of polynomial subgroup growth is equal to the absissa
of onvergene of the global zeta funtion. Thus we need to analyse the
onvergene of an innite produt. This an be done using the following
well-known results.
(A) An innite produt
∏
n∈J(1+ an) onverges absolutely if and only if
the orresponding sum
∑
n∈J |an| onverges.
(B)
∑
p |p−s| onverges at s ∈ C if and only if ℜ(s) > 1.
In view of (B),
1
1−p−ais+bi
has absissa of onverge
bi
ai
, so (A) implies that∏
p prime
1
1−p−ais+bi
has absissa of onvergene
bi+1
ai
.
If we an show that the absissa of onvergene is determined by the
denominator of the zeta funtion, then we an use the above observation to
dedue the desired result, namely Corollary 1.10.
First, we note that the Igusa-type fators in the numerator do not aet
the absissa of onvergene. Indeed, they are a ombination of the numerial
data p−ais+bi from the denominator, multiplied with sums of powers of p−1
whih ome from the fators bI(p
−1). In partiular, all the Igusa type of fa-
tors in the numerator will onverge no worse than the absissa of onvergene
oming from the denominator.
The seond main ingredient in the expliit formula in the statement of
the Theorem 1.7 are the ßthi exeptional fators in variablesXi and Yßi , whih
are of the form
Eßi(Xi, Yßi) =
p−dßiYßi − p−niXi
(1−Xi)(1 − Yßi)
.
To analyse this fator we need to take into aount the numbers nßi(p). By the
Lang-Weil estimates [16℄, we have nßi(p) = δp
dßi +O(pdßi−
1
2 ), where δ = (d2−
1)(d2−2).We an rewrite the numerator of the exeptional fator as p−dßiYßi−
p−niXi = p
−dßi (Yßi−p−cßiXi), so the numerator of nßi(p)Eßi(Xi, Yßi) is equal
to δYßi − δp−cßiXi + O(p−
1
2Yßi) + O(p
−cßi−
1
2Xi) and this will onverge no
worse than the denominator (1−Xi)(1 − Yßi) for large enough p.
This gives us a rst estimate for the absissa of onvergene just by
reording the numerial data from the poles, namely
α⊳G = max
2≤i≤d′−1
{
d+m,
i(d+ d′ +m− 1) + 1
d+ i
,
i(d+m) + dßi + 1
d+ i− 1 ,
d+m+ d1 + 1
d− 1 ,
d+ d′ +m
d+ 1
}
.
(2)
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In order to nish the proof of the Corollary 1.10 we need to estimate the
dßi appearing in the numerial data.
We an make some preliminary observations and redutions. In partiu-
lar, it sues to onsider only the ases where d ≥ 6. Indeed, if d = 2 then
we may assume G is the Heisenberg group and this is known to have a nor-
mal zeta funtion with absissa of onvergene 2, see [12℄. In the ase d = 4,
the Pfaan hypersurfae is a quadri, and the smooth projetive quadris
over Fp have been lassied, see e.g. [14℄. By inspeting an expliit list we
an use Theorem 1.7 to dedue that the absissa of onvergene is always 4.
We also note that d′ ≤ d(d−1)2 , with equality for the free lass two nilpotent
groups. Trivially we have 1 ≤ i ≤ d′.
If we assume that the Pfaan hypersurfae of degree
d
2 behaves like a
generi hypersurfae in Pd
′−1
, then the dimension of the Fano variety of
(i− 1)-planes is
dßi = i(d
′ − i)−
(
d
2 + (i− 1)
i− 1
)
, (3)
for
d
2 ≥ 3 (see e.g. [13, Theorem 12.8℄). Note that if dßi < 0, then the Fano
variety of (i− 1)-planes on the Pfaan is empty.
Lemma 2.1. Let PG be a smooth and generi Pfaan hypersurfae assoi-
ated to a group G as in Theorem 1.7. Then F4(PG) is the highest non-empty
Fano variety.
Proof. We need to determine for whih d, d′, i we have
dßi = i(d
′ − i)−
(
d
2 + (i− 1)
i− 1
)
≥ 0,
under the additional hypothesis d ≥ 6, d′ ≤ d(d−1)2 and 1 ≤ i ≤ d′. These
additional onditions are all trivial bounds oming from the group struture
that governs the Pfaan hypersurfae. In general the binomial term grows
in di−1, while d′ grows at most in d2, so asymptotially the binomial term
surpasses the quadrati term quikly. In order to make this preise for small
d and d′. We rst observe that
i(d′ − i)−
(
d
2 + (i− 1)
i− 1
)
≥ 0
if and only if
d′ ≥ 1
i
(
d
2 + (i− 1)
i− 1
)
+ i.
Trivially, we have d′ ≤ d(d−1)2 so it is enough to show that
d(d− 1)
2
≥ 1
i
(
d
2 + (i− 1)
i− 1
)
+ i
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fails for all large enough d and i. It is easy to alulate that if i = 6 then this
inequality holds only if d ≤ 5, whih means that d ≤ 4 and we have already
dealt with this ase. Thus it is enough to onsider i ≤ 5, as laimed
For hypersurfaes that are assumed to be smooth, but not neessar-
ily generi a proposition of Starr from the Appendix of [5℄ states that
Fi−1(PG) = ∅ for i >
d′
2 . Beheshti [3℄ has given some bounds for these
dimensions in harateristi zero. However, we do not know enough about
these dimensions in harateristi p and so we only onsider generi hyper-
surfaes.
We have from (2)
α⊳G = max
2≤i≤d′−1
{
d+m,
i(d+ d′ +m− i) + 1
(d+ i)
,
i(d+m) + dßi + 1
d+ i− 1 ,
d+m+ d1 + 1
d− 1 ,
d+ d′ +m
d+ 1
}
.
We shall prove the orollary in two stages, rst when 4d(d + m) > d′2
and then 4d(d+m) ≤ d′2. In the rst ase 4d(d+m) > d′2 and generalising
the results from [18℄ that
max
1≤i≤d′−1
{
d+m,
i(d + d′ +m− i) + 1
d+ i
}
= d+m.
It is an easy ase analysis to show that
α⊳G = max
2≤i≤5
{
d+m,
i(d+m) + dßi + 1
d+ i− 1 ,
d+ d′ +m
d+ 1
}
= d+m,
using the estimate for the dimension and the inequality 4d(d+m) > d′2, and
we leave this to the reader.
In the seond ase, 4d(d+m) ≤ d′2. We again leave i = 1 to the reader,
and we have from (2)
αG = max
2≤i≤d′−1
{
i(d+ d′ +m− i) + 1
(d+ i)
,
i(d+m) + di + 1
d+ i− 1
}
.
To prove the orollary, by the Lemma 2.1, we need to show that
max
2≤i≤5
{
i(d +m) + di + 1
d+ i− 1
}
< max
1≤i≤d′−1
{
i(d + d′ +m− i) + 1
(d+ i)
}
.
Let us take i = d
′
2 on the right hand side of the above equation. Then
max
1≤i≤d′−1
{
i(d+ d′ +m− i) + 1
(d+ i)
}
≥
(
d′
2
)(
d+ d′ +m− d′2
)
+ 1
d+ d
′
2
=
d′
2
(
d+m+ d
′
2
)
+ 1
d+ d
′
2
≥ d
′
2
and we have a simple bound for the quantity in question from below. Using
this bound, a ase analysis for any i = 1, . . . , 5, shows that
i(d+m) + di + 1
d+ i− 1 ≤
d′
2
sine d ≥ 6. This nishes the ase 4d(d+m) ≤ d′2 and hene the proof.
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3 The funtional equation
In this setion we omment on the Corollary 1.15, namely that, the loal
normal zeta funtion of a group G as in Theorem 1.7, satises a funtional
equation of the form
ζ⊳G,p(s)|p 7→p−1 = (−1)d+d
′+mp(
d+d′+m
2 )−(2d+d
′+m)s · ζ⊳G,p(s).
By the Observation 2 on page 1013 [21℄, in our formulation, this is equivalent
to
A(p, p−s)|p 7→p−1 = (−1)d
′−1p(
d′
2 ) ·A(p, p−s),
where
A(p, p−s) = W0(p, p
−s) +
k∑
i=1
∑
ßi
nßi(p)Wßi(p, p
−s).
Reall from Theorem 1.7 that
Wßi(X,Y) = Id′−i−1(Xd′−1, . . . ,Xi+1)Eßi(Xi, Yßi)Ii−1(Yßi−1 , . . . , Yß1).
To prove the Corollary 1.15 it is enough to show that eah of the sum-
mands nßi(p)Wßi(X,Y), for i ≥ 0, satisfy the same funtional equation as
A(p, p−s). We shall rst establish inversion properties for the Wßi(X,Y),
and seondly dene what the formal inversion of p 7→ p−1 means for the
oeients nßi(p).
Following Igusa [15℄, it is proved in [22, Theorem 4℄ that for U =
(U1, . . . , Un) = (p
−a1s+b1 , . . . , p−ans+bn) we have
In(U)|Ui 7→U−1i = (−1)
np(
n+1
2 )In(U),
where In(U) as in Denition 1.5. Here the map Ui 7→ U−1i orresponds to
p 7→ p−1.
So for eah
Wßi(X,Y) = Id′−i−1(Xd′−1, . . . ,Xi+1)Eßi(Xi, Yßi)Ii−1(Yßi−1 , . . . , Yß1)
we get funtional equation oeients (−1)d′−i−1p(d
′−i
2 )
and (−1)i−1p(i2)
from the Igusa fators. It remains to determine the funtional equation
for Eßi . This is now easy, sine we have the expliit formula
Eßi(Xi, Yßi) =
p−dßiYßi − p−niXi
(1−Xi)(1 − Yßi)
,
whih yields
Eßi(Xi, Yßi)|p 7→p−1 = pni+dßiEßi(Xi, Yßi).
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Here ni = i(d
′ − i) is the dimension of the Grassmannian G(n − 1, d′ − 1),
and dßi is the dimension of the omponent Fßi on Fi−1(PG).
Reall, that nßi(p) denoted the number of Fp-points on ertain varieties.
We shall formally dene nßi(p)p 7→p−1 = p
−dßinßi(p). This an be thought
of oming from the fat that the Hasse-Weil zeta funtion has a funtional
equation if the variety is smooth and absolutely irreduible. In that setting,
together the rationality and the Riemann hypothesis for the Hasse-Weil zeta
funtion imply that if the omponents of the Fano varieties are smooth and
absolutely irreduible then
nßi(p) = p
dßi + · · ·+ 1 + (−1)m
∑
j
πj,
where πj ∈ C and |πj| = √p. Further, the funtional equation of the zeta
funtion implies that πj 7→ p
dßi
−1
πj
indues a permutation of the set {πj}. It
follows that the inversion nßi(p)|p 7→p−1 = p−dßinßi(p) is well-dened. This
yields
Wßi(X,Y)|p 7→p−1 = (−1)d
′−i−1+(i−1)p(
d′−i
2 )+ni+(
i
2)Wßi(X,Y).
Sine,
(
d′−i
2
)
+ ni +
(
i
2
)
=
(
d′
2
)
, we get
Wßi(X,Y)|p 7→p−1 = (−1)d
′
p(
d′
2 )Wßi(X,Y),
as required.
A paper by Debarre and Manivel [6℄ shows that if PG is a generi hyper-
surfae, and moreover a omplete intersetion over an algebraially losed
eld, then the Fano variety is smooth, onneted and has the expeted di-
mension, i.e.,
dßi = i(d
′ − i)−
(
d
2 + (i− 1)
i− 1
)
.
4 Latties and points in the projetive spae
A lattie Λ′ is an additive subgroup of Zd
′
p . We say that Λ
′
is maximal in
its homothety lass if Λ′ ≤ Zd′p but p−1Λ′ 6≤ Zd
′
p . The latties whih are
maximal in their lass are enumerated by elementary divisor types.
The type of
Λ′ ∼= diag(pri1+···+ril , . . . , pri1+···+ril︸ ︷︷ ︸
i1
, pri2+···+ril , . . . , pri2+···+ril︸ ︷︷ ︸
i2−i1
, . . . , 1, . . . , 1︸ ︷︷ ︸
d′−il
)
is denoted by ν = (I, rI), where I = {i1, . . . , il}< ⊆ {1, . . . , d′ − 1}, with
i1 < i2 < · · · < il, and the vetor rI = (ri1 , . . . , ril) reords the values of the
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rij . If we are only interested in the indies appearing in the type, and not
the exat values of the rij , we say that Λ
′
has ag type I.
Let Λ′ be a maximal lattie of type ν = (I, rI), as above. The group
GLd′(Zp) ats transitively on the set of maximal latties, and the Orbit-
Stabiliser Theorem gives a 1-1 orrespondene between
{maximal latties of type ν} 1−1←→ GLd′(Zp)/Gν , (4)
where Gν is the stabiliser of the diagonal matrix
diag(pri1+···+ril , . . . , pri1+···+ril︸ ︷︷ ︸
i1
, pri2+···+ril , . . . , pri2+···+ril︸ ︷︷ ︸
i2−i1
, . . . , 1, . . . , 1︸ ︷︷ ︸
d′−il
)
in GLd′(Zp).
The matries in the stabiliser Gν are of the form

GLi1(Zp) ∗ ∗ . . . ∗
pri1Zp GLi2−i1(Zp) ∗ . . . ∗
pri1+ri2Zp p
ri2Zp GLi3−i2(Zp) . . . ∗
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
pri1+···+ril−1Zp p
ri2+···+ril−1Zp p
ri3+···+ril−1Zp . . . GLd′−il(Zp),


where ∗ indiates an arbitrary matrix.
By identifying Λ′ with a oset representative βGν , we an think of the
olumns of β as points in Pd
′−1(Zp) and then list them as βij ,k where ij ∈ I
indiates the blok that βij ,k belongs to, and k ∈ {ij−1 + 1, . . . , ij} is the
running index aross the olumns of the matrix. Moreover, by the ation
of the stabiliser, we an multiply any olumn βij ,k by a unit, add multiples
of βij1 ,k1 to βij2 ,k2 , whenever k2 > k1 (and neessarily ij2 ≥ ij1), and also
add p
rij1
+···+rij2−1βij2 ,k2 to βij1 ,k1 when j2 > j1. If b
ij2 ,m
ij1 ,n
denotes the (n,m)-
entry of β, the above operations imply that b
ij2 ,m
ij1 ,n
∈ Zp/(prij1+···+rij2−1).
This observation enables us to ompute the number of latties of a xed
elementary divisor type.
Denition 4.1. For eah lattie Λ′ of type (I, rI) we dene the multipliity
of Λ′, whih we denote by µ(Λ′), to be the number of latties of xed type
(I, rI), divided by the fator bI(p) whih ounts the number of Fp-points on
the orresponding ag variety.
We now dene an expression whih enodes this multipliity as a funtion
of (I, rI). One an hek that in order to ompute µ(Λ
′) we may assume that
b
ij2 ,m
ij1 ,n
∈ pZp/(prij1+···+rij2−1). The funtion µ : N × N −→ N will measure
the size of the set of x ∈ pZp/(pa) of a xed p-adi valuation as follows:
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Denition 4.2. Let a, b be xed positive integers. We dene a binary
funtion µ : N× N −→ N as follows
µ(a, b) := | {x ∈ pZp/(pa) : vp(x) = b} | =


1 if a = b
pa−b(1− p−1) if a > b
0 otherwise.
This denition extends naturally to a (n+1)-ary funtion µ : N×Nn −→
N; if b = (b1, . . . , bn) is a vetor then
µ(a;b) := | {x ∈ (pZp/(pa))n : vp(xi) = bi} |.
We note that µ(a; b1, b2, b3, . . . , bn) = µ(a, b1)µ(a, b2) . . . µ(a, bn) and
a∑
b=1
µ(a, b) = pa−1. (5)
The next result reords the multipliity of a lattie of given type ν =
(I, rI).
Proposition 4.3. Let Λ′ be a maximal lattie of type ν = (I, rI) with a
oset representative βGν under the 1-1 orrespondene in (4), where I =
{i1, . . . , il, il+1} and β ∈ GLd′(Zp). Write bij2 ,mij1 ,k for the (k,m) entry of β,
where k ∈ {ij1−1 + 1, . . . , ij1} and m ∈ {ij2−1 + 1, . . . , ij2}, so that the pair
(ij1 , ij2) indiates the blok of this entry. Then
µ(Λ′) =
∏
j1,j2∈{1,...,l,l+1}
j1<j2
∏
k
∏
m
rij1
+···+rij2−1∑
b
ij2
,m
ij1
,k
=1
µ(rij1 + · · ·+ rij2−1 , b
ij2 ,m
ij1 ,k
)
=
∏
j1,j2∈{1,...,l,l+1}
j1<j2
p
ij1 ij2 (rij1
+···+rij2−1
−1)
= p
−dimFI+
P
ij∈I
(d′−ij)ijrij ,
where d′ = il+1 and I = {i1, . . . , il, il+1}.
Proof. By exluding the fator bI(p), we an assume that we are inside the
rst ongruene subgroup, see [18℄ page 327 for details. Now the result
follows by arefully enumerating the entries in the matrix β and by applying
the equation (5) above.
5 Grassmannians and ag varieties
The set of (k− 1)-planes in Pd′−1 = P(V ) admits a variety struture via the
standard Plüker embedding into PN = P(
∧k V ), where N = (d′
k
)
.
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We an give loal ane oordinates for open subsets on the Grassmannian
G(k, d′) in the following way. Let Γ ⊂ V be a subspae of dimension d′ − k
orresponding to a multivetor ω ∈ ∧d′−k V . Now ω an be thought of as
a homogeneous linear form on P(
∧k V ), and we dene U ⊂ P(∧k V ) to be
the ane open subset dened by ω 6= 0. Thus U ∩G(k, V ) is just the set of
k-dimensional subspaes ∆ ⊂ V that are omplementary to Γ.
To give this onstrution in oordinates, let Γ ⊂ V be a subspae of
dimension d′ − k, spanned by ek+1, . . . , ed′ ∈ Fd′p , say. Then U ∩ G(k, V ) is
the subset of spaes ∆ suh that the k × d′ matrix M∆ whose rst k × k
minor is non-zero. It follows that any ∆ ∈ U ∩ G(k, V ) an be represented
as the row spae of a unique matrix of the form

1 0 0 . . . 0 a11 a12 . . . a1,d′−k
0 1 0 . . . 0 a21 a22 . . . a2,d′−k
0 0 1 . . . 0 a31 a32 . . . a3,d′−k
.
.
.
0 0 0 . . . 1 ak1 ak2 . . . ak,d′−k

 (6)
and vie versa. The entries of this matrix then give the bijetion of U ∩
G(k, V ) with F
k(d′−k)
p .
A ag variety FI is a generalisation of a Grassmannian. Here I =
{i1, . . . , il}< ⊆ {1, . . . , d′} and FI is a subvariety of a produt of Grass-
mannians dened by the inidene orrespondene
FI := {(Π1, . . . ,Πl) : Π1 ⊂ · · · ⊂ Πl} ⊂ G(i1−1, d′−1)×· · ·×G(il−1, d′−1)}.
By generalising the above onstrution for ane oordinates of points on the
Grassmannian, we an hoose loal oordinates for points on the ag variety.
We an also dene ags of type I = {i1, . . . , il} starting from the latties
Λ′ of ag type I in the following way. As before, let Λ′ be a lattie of type
ν = (I, rI) whih orresponds to the oset βGν under the 1-1 orrespondene
(4), for some xed β ∈ GLd′(Zp). Write βij ,k for the olumns of β. Let βij ,k
denote the redution of βij ,k mod p. These βij ,k an be thought of as points
in Pd
′−1(Fp). We dene vetor spaes for eah ij ∈ I by setting
Vij = 〈βi1,1, . . . , βij ,ij 〉Fp < Fd
′
p .
We observe that dimFp(Vij ) = ij . We all (Vij )ij∈I the ag of type I asso-
iated to Λ′. Obviously, a number of latties will give the same ag mod
p.
Denition 5.1. Let F ∈ FI , where I = {i1, . . . , il}<, and let Λ′ be a max-
imal lattie of type I. Then Λ′ is said to be a lift of F if its assoiated ag
(Vi)i∈I is equal to F.
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The stabiliser of eah ag F ∈ FI is the standard paraboli subgroup PI
in GLd′(Fp). Eah of these paraboli subgroups ontain the standard Borel
subgroup of upper triangular matries.
Denition 5.2. Two maximal latties Λ′1 and Λ
′
2 of type (I, rI) are said to
be equivalent if they are lifts of the same ag F ∈ FI .
This is denes an equivalene relation ∼ on the set of maximal latties.
We note that Λ′1 ∼ Λ′2 if and only if the respetive oset representatives
of Λ′1 and Λ
′
2 dier by an ation of right multipliation by the paraboli
subgroup PI in GLd′(Zp). In partiular, this observation allows us to hange
the oordinates of the ag, as well as providing a uniform way to move
between dierent osets orresponding to liftings of the same ag.
Let Λ′ be a maximal lattie of type I = {i1, . . . , il}<, orresponding
to β with olumns {βi1,1, . . . , βi1,i1 , βi2,i1+1, . . . , βi2,i2 , . . . βil,il , . . . βd′,d′}, and
entries b
ij2 ,m
ij1 ,k
. We will onstrut a lattie Λ′′ suh that Λ′ ∼ Λ′′. To do this,
rst set
B =


λ1 λ1 λ1 . . . λ1
λ2 λ2 . . . λ2
λ3 . . . λ3
.
.
.
.
.
.
λd′

 , (7)
where all the entries are p-adi units. This is learly an element
of the standard Borel subgroup, so B is ontained in eah of the
paraboli subgroups PI , and thus multiplying βGν from the right by B
leaves the assoiated ag invariant. We have now moved to the oset
βGνB = αGν , and as before we shall denote the olumns of α by
{αi1,1, . . . , αi1,i1 , αi2,i1+1, . . . , αi2,i2 , . . . αil,il , . . . , αd′,d′}, whih expand as
αij ,k =


a
il+1,d
′
ij ,k
.
.
.
a
ij2 ,m
ij ,k
.
.
.
ai1,1ij ,k


= λ1


b
il+1,d
′
i1,1
.
.
.
b
ij2 ,m
i1,1
.
.
.
bi1,1i1,1


+· · ·+λn


b
il+1,d
′
ij1 ,n
.
.
.
b
ij2 ,m
ij1 ,n
.
.
.
bi1,1ij1 ,n


+· · ·+λk


b
il+1,d
′
ij1 ,k
.
.
.
b
ij2 ,m
ij1 ,k
.
.
.
bi1,1ij1 ,k


.
(8)
However, this is not enough, sine even if the redutions mod p span the
same ags, we will also require that the oordinates of the αij ,k lie in the
same quotient ring as the oordinates of βij ,k. This is not the ase here,
sine e.g. a
il+1,d
′
ij ,k
∈ pZp/(pri1+···+ril ), while bil+1,d
′
ij ,k
∈ pZp/(prij+···+ril ). In
order to make the oordinates of the αij ,k to lie in the same quotient ring
as those of βij ,k we reall that the αij ,k are unique up to the ation of right-
multipliation by Gν , and this will give us a redution of the form b
ij2 ,m
ij1 ,n
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mod p
rij1
+···+rij−1
, so we may indeed assume eah of the oordinates of the
αij ,k lie in the same quotient of pZp as the oordinates of βij ,k. To avoid
unneessary notation, all the oordinates where this kind of redution has
been performed will be denoted by aˆ
ij2 ,m
ij1 ,k
.
6 Solution sets for systems of linear ongruenes
Let Λ′ be a maximal lattie of type I = {i1, . . . , il}< orresponding to
the oset βGν . Let {βi1,1, . . . , βi1,i1 , βi2,i1+1, . . . , βi2,i2 , . . . βil,il} denote the
olumns of β. We want to determine the index of the kernel of the following
system of linear ongruenes for eah ij ∈ I and k ∈ {ij−1 + 1, . . . , ij}
gM(βij ,k) ≡ 0 mod prij+···+ril , (9)
where g = (g1, . . . , gd) ∈ Zdp. And M(y) is the matrix of relations in a
presentation of Γ as in Denition 1.1.
We shall denote the index of the kernel of the above system of linear
ongruenes by w′(Λ′) and all it the weight funtion of the lattie Λ′. This
index has a group theoretial signiane, whih we shall explain in Setion
8.
The main point of this setion is determine the value of this funtion for
dierent kinds of latties Λ′.
It is lear from (9) that the solution set of this system of linear on-
gruenes depends on whether the matrix M(βij ,k) has full rank or not, i.e.,
depending on whether the determinant of the matrix M(y) evaluated at
βij ,k is zero mod p or not. Reall, that we insist that the Pfaan is not
identially zero. The vanishing lous of the square root of the determinant
of M(y) denes a hypersurfae in Pd
′−1(Fp). This hypersurfae is alled the
Pfaan hypersurfae, as in Denition 1.1, and we will denote it by PG.
Let us briey sketh the onnetion with the arithmeti geometry whih
arises in this ontext and the type of geometri problems we enounter. For
onveniene, let us onsider a lattie of type (pri1 , . . . , pri1 , 1, . . . , 1) whih
gives rise to olumn vetors {β1, . . . , βi1 , βi1+1, . . . , βd′} so that βi1+1, . . . , βd′
give redundant ongruene onditions and there exists k ∈ {1, . . . , i1} suh
that det
1
2M(βk) ≡ 0 mod p with respet to the system of linear ongru-
enes.
The β1, . . . , βi1 are unique only up to multipliation by a unit and ad-
dition of Zp-multiple of βi to βj for any i, j ∈ {1, . . . , i1}, so it follows that
either all mod p redutions βk of βk ∈ Pd′−1(Zp) are β1, . . . , βi1 ∈ PG or
all β1, . . . , βi1 6∈ PG. These ases orrespond to whether the (i1 − 1)-plane
〈β1, . . . , βi1〉 is ontained on PG or not.
As mentioned in Setion 5 the (i1 − 1)-planes in Pd′−1 are parametrised
by a Grassmannian variety. The (i1 − 1)-planes that are ontained on PG
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are parametrised by the Fano variety Fi1−1(PG). This Fano variety may be
reduible, and we will denote its omponents by Fßi1 .
The most onvenient desription of this Fano variety is as a subvariety of
the Grassmannian. Let us now desribe a onstrution of its dening ideals
on the Grassmannian. Choose an (i1 − 1)-plane on the Pfaan. Using the
onstrution of the ane oordinates given in Setion 5, we an identify an
open neighbourhood of this point on the Grassmannian G(i1 − 1, d′ − 1) as
an ane spae. In this neighbourhood, a hyperplane an be represented
as the row span of the matrix (6) as in Setion 5, with oeients µi, say.
Restriting this hyperplane onto the Pfaan will give us a bihomogeneous
polynomial of bidegree (d2 ,
d
2). The oeients of the monomials in the µi
will give us the dening ideals of the Fano variety on the Grassmannian. We
shall denote the dimension of the Fano variety by dßi1 and its odimension
on the Grassmannian by cßi1 .
It is however, not enough to know that the determinant of the matrix of
relations is zero mod p at the smooth points. We know the exat rank of the
matrix or relations from the following lemma.
Lemma 6.1 (Voll [20℄). If PG ⊆ Pd′−1(Q) is smooth, then the rank of the
matrix of relations G at any smooth point is equal to d− 2.
In partiular, the matrix of relations at a smooth point always ontains
a (d− 2)× (d− 2) minor with a p-adi unit determinant.
Denition 6.2. Let A ∈ Matd,l(Zp). Then the orank of A is dened to be
r = d− n, where n× n is the largest p-adi unit minor.
In view of, (9) we are interested only in the index of the kernel of the set
of equations
gM(βij ,k) ≡ 0 mod prij+···+ril
for ij ∈ I = {i1, . . . , il} and k ∈ {ij−1 + 1, . . . , ij}.
Remark 6.3. It is important to note that only the index matters; this is
the single fat that makes alulating normal zeta funtions of lass two
nilpotent groups so muh easier than alulating the subgroup zeta funtion.
The information we need from the matriesM(βij ,k) for the omputation
of the index is independent of the basis hosen. In the next few pages we
show that, by a suitable hoie of homogeneous oordinates, we an arrange
the points on the Pfaan so that the solution sets of these ongruenes form
a hain.
Let us rst make a redution.
Lemma 6.4. Let Λ′ be a lattie of ag type I = J1∪J2 where J1 = {i1, . . . , il}
and J2 = {il+1, . . . , im}. Suppose that the intersetion of the ag (Vij )ij∈I
assoiated with Λ′ with the Pfaan hypersurfae is the ag F ∈ FJ1. Then
w′(Λ′) = w′(Λ′, I, rI) = w
′(Λ′, J1, rJ1) + w
′(Λ′, J2, rJ2),
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where J1 = {i1, . . . , il} and J2 = {il+1, . . . , im}. Moreover,
w′(Λ′, J2, rJ2) = d(ril+1 + · · ·+ rim).
Proof. Let {βi1,1, . . . , βi1,i1 , βi2,i1+1, . . . , βi2,i2 , . . . βim,im} be
the olumns of β in βGν orresponding to Λ
′
. Then
M(βi1,1), . . . ,M(βi1,i1),M(βi2,i1+1), . . . ,M(βil ,il) have determi-
nants zero mod p, and we an assume that the determinants of
M(βil+1,il+1), . . . ,M(βim,im) are p-adi units. As before, we an do
this sine the βij ,k are unique only up to the ation of the stabiliser.
Writing this expliitly, we need to solve the following systems of linear
ongruenes
gM(βij ,k) ≡ 0 mod prij+···+rim ∀ij ∈ J1, k ∈ {ij−1 + 1, . . . , ij},
g ≡ 0 mod prij+···+rim ∀ij ∈ J2.
whih is equivalent to the two independent sets of equations
gM(βij ,k) ≡ 0 mod prij+···+ril ∀ij ∈ J1, k ∈ {ij−1 + 1, . . . , ij},
g ≡ 0 mod pril+1+···+rim .
The rst of these is equivalent to the ongruene onditions that arise for Λ′
of type (J1, rJ1), while the seond orresponds to the ongruenes onditions
for w′(Λ′, J2, rJ2). The latter is also equal to
w′(Λ′, J2, rJ2) = d(ril+1 + · · · + rim)
as laimed.
Let us now onsider the possible intersetions of a ag F ∈ FJ1 of type
J1 = {i1, . . . , il} assoiated to Λ′ with the Pfaan hypersurfae of G.
Case I: The intersetion is empty
In the light of the previous lemma, rst suppose that is J1 = ∅. Then the
weight funtion is
w′(Λ′) = d

∑
i∈J2
ri

 = d
(∑
i∈I
ri
)
,
sine I = J2.
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Case II: The intersetion is a hyperplane
Next let us assume the intersetion is a hyperplane.
If J1 = {1} then the desired result follows from the following:
Lemma 6.5 (Voll [22℄). Let ξ ∈ PG, and let Λ′ be a lattie of type J1 = {1}
suh that the ag assoiated with Λ′ intersets the Pfaan exatly at this
xed point. Then is w′(Λ′, 1, r1) = dr1 − 2min{r1, vp(det
1
2M(β1,1))}.
We inlude his proof here, sine this is the template we shall use later on
for a more ompliated ase analysis.
Proof. Choose β1 ∈ Pd′−1(Zp) suh that det
1
2M(β1,1) ≡ 0 mod p, and
β1,1 = ξ ∈ PG. Let J =
(
0 1
−1 0
)
. Then we an hoose loal oordi-
nates suh that around any of the n1(p) points of the Pfaan hypersurfae
mod p the ongruene onditions look like
g
(
0 det
1
2M(β1.1)
−det 12M(β1.1) 0
, J, . . . , J
)
≡ 0 mod pr1 .
It follows that w′(Λ′, 1, r1) = dr1 − 2min{r1, vp(det
1
2M(β1))}, as laimed.
Let Π be a (i1−1)-plane on the Pfaan, and Λ′ a lattie of type J1 = {i1},
for i1 > 1, suh that Π is the intersetion of the Pfaan with the ag
assoiated to Λ′, i.e. 〈βi1,1, . . . , βi1,i1〉 = Π
As in Setion 5, we an onsider the olumns of α where αGν = βGνB
instead β and so we are required to ompute the index of the kernel of
gM(αi1,k) ≡ 0 mod pri1 ,
for k = 1, . . . , i1. We an onveniently write this as the augmented matrix
g (M(αi1,1)|M(αi1,2)| . . . |M(αi1,i1)) ≡ 0 mod pri1 . (10)
We need to onsider separately all the possible omponents of the Fano
variety Fi1−1(PG). The rst thing to onsider is the rank of the system
of ongruenes, whih is determined by the number of linearly independent
olumn vetors of the augmented matrix. By Lemma 6.1, the rank of the
augmented matrix is always d, d− 1 or d− 2, so that orank is either 0,1 or
2, respetively.
In fat, the orank is 2 only if the intersetion is a single point. The next
lemma demonstrates that the orank of the augmented matrix is either 0 or
1 for lines and higher dimensional subspaes.
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Lemma 6.6. Let 〈α1, . . . , αi1〉 ∈ PG, for i1 ≥ 2, then set of ongruenes
g (M(αi1,1)|M(αi1,2)| . . . |M(αi1,i1)) ≡ 0 mod pri1
has orank 1 or 0.
Proof. It is enough to prove the lemma for the ase of lines, that is i1 = 2,
sine the rank of the augmented matrix in (10) is minimal in the ase of
lines for general i1 ≥ 2. From Lemma 6.5 we know that around a smooth
point the orank is 2. Choose homogeneous oordinates for this point (as
a vetor), and hoose oordinates for another smooth point on the Pfaan
suh that these two points span a line on the Pfaan. These vetors are
linearly independent and we an add multiples of one to the other and we
an also multiply them by units. Thus without loss of generality (up to
a permutation of entries) our vetors look like σ = (σ1, . . . , σd−2, 0, 1) and
τ = (τ1, . . . , τd−2, 1, 0), where σi, τi ∈ pZp/(pr2). We may assume that we are
not in the diagonal ase. Indeed, if the matrix of relations is a permutation of
a diagonal matrix, then G is a diret produt produt of Heisenberg groups,
in whih ase the Pfaan is not smooth, so we an exlude this ase. Then
the orank ofM(σ) is 2 and we only need to show that at least one olumn of
M(τ) is linearly independent from the olumns of M(σ). But this is indeed
the ase, sine the matrix of relations is anti-symmetri, so the unit entry in
τ will neessarily be in a dierent row to any unit entry in M(σ). Thus the
orank is at most 1, and if we happen to have two more linearly independent
vetors then the orank is 0.
First let us assume the orank is 0. Here the augmented matrix ontains
a p-adi unit minor of size d× d , and so the desired result follows, sine the
ongruenes will redue to
g ≡ 0 mod pri1
as in Case I: The intersetion is empty, hene w′(Λ′, i1, ri1) = w
′(i1, ri1) =
dri1 .
Remark 6.7. It is for these omponents Fßi(PG) for whih we will set
δßi = 0, as in statement of Theorem 1.7.
Finally, let us assume we are in the orank 1 ase. As in the proof
of Lemma 6.5, we an use row and olumn operations to get eah of the
M(αi1,k) for k ∈ {1, . . . , i1} into the form(
0 det
1
2M(αi1,k)
−det 12M(αi1,k) 0
, J, . . . , J
)
,
where J =
(
0 1
−1 0
)
.
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In order to determine the index of g we need to know the rank, the
determinant and the elementary divisor type of the matries M(αij ,k), and
these do not depend on the partiular basis hosen. So it sues to solve
g
(
0 det
1
2M(αi1,1)
−det 12M(αi1,1) 0
, J, . . . , J
)
≡ 0 mod pri1
g
(
0 det
1
2M(αi1,2)
−det 12M(αi1,2) 0
, J, . . . , J
)
≡ 0 mod pri1
.
.
.
g
(
0 det
1
2M(αi1,i1)
−det 12M(αi1,i1) 0
, J, . . . , J
)
≡ 0 mod pri1
simultaneously, and we read o
w′(Λ′, i1, ri1) = dri1−min{ri1 , vp(det
1
2 (M(αi1,1))), vp(det
1
2 (M(αi1,2))), . . . , vp(det
1
2 (M(αi1,i1)))}.
(11)
Sine we are assuming the orank is 1, we do not have the oeient two in
the minimum-funtion that we had in Lemma 6.5.
The dierent omponents of the Fano variety may give dierent weight
funtions. This is either due to the rank ondition, or the possibility that
the omponents have dierent dimensions. We shall denote the Fp-points on
the omponent Fßi1 by nßi1 . If a omponent has orank 0, we get the same
weight funtion as the empty intersetion ase, and then we set δßi1 = 0.
Case III: The general intersetion
Here we assume that the intersetion of the ag of type I = {i1, . . . , il}< with
the Pfaan is not just a hyperplane but a ag with subspaes ontained on
the Pfaan. For simpliity, let us exlude the orank 0 ases, sine these
again will give the same weight funtion as the ase of an empty intersetion.
As before, we shall onsider the ongruene onditions separately for dierent
latties lifting xed ags on the Pfaan. Moreover, as in the ase of a
hyperplane intersetion we onsider the points αij ,k dened in Setion 5
equation (8), instead of the βij ,k. In order to solve the equations against the
same modulus, we onsider the set of equations
pri1+···+rij−1gM(αij ,k) ≡ 0 mod pri1+···+rij−1+rij+···+ril ,
where ij ∈ J1 and k ∈ {ij−1 + 1, . . . , ij}.
For eah xed ij , we get an augmented matrix as in the hyperplane ase:
p
ri1+···+rij−1g(M(αij ,ij−1+1)| . . . |M(αij ,ij)) ≡ 0 mod pri1+···+rij−1+rij+···+ril .
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With a suitable hange of basis, eah omponent of the augmented matrix
redues to
pri1+···+rij−1g
((
0 det
1
2M(αij ,k)
−det 12M(αij ,k) 0
)
, J, . . . , J
)
≡ 0 mod pri1+···+rij+···+ril .
(12)
Moreover, as we vary ij ∈ J1, we get the whole system of ongruenes on-
sisting of augmented matries of the same form as those whih arose in the
ase J1 = {i1}. As before, the elementary row and olumn operations do
not hange the elementary divisor type of the matries M(αij ,k), so without
loss of generality we may assume all of the matries are of the form above
(12). We an then read o the weight funtion:
w′(Λ′, J1, rJ1) = d(ri1 + · · ·+ ril)
−min{ri1 + · · ·+ ril , vp(det
1
2M(αi1,1)), . . . , vp(det
1
2M(αi1,i1)),
ri1 + vp(det
1
2M(αi2,i1+1)), . . . , ri1 + vp(det
1
2M(αi2,i2)), . . . ,
ri1 + · · ·+ ril−1 + vp(det
1
2M(αil,il−1+1)), . . . , ri1 + · · ·+ ril−1 + vp(det
1
2M(αil,il))}.
However, if the ag ontains the subspaes of points, i.e. if J1 =
{1, i2, . . . , il}, then
w′(Λ′, J1, rJ1) = d(r1 + · · · + ril)−min{r1, vp(det
1
2M(α1,1))}
−min{r1 + · · ·+ ril , vp(det
1
2M(α1,1)), r1 + vp(det
1
2M(αi2,2)), . . . , r1 + vp(det
1
2M(αi2,i2)),
r1 + ri2 + vp(det
1
2M(αi3,i2+1)), . . . , r1 + ri2 + vp(det
1
2M(αi3,i3)), . . . ,
r1 + ri2 + · · · + ril−1 + vp(det
1
2M(αil,il−1+1)), . . . , r1 + ri2 + · · ·+ ril−1 + vp(det
1
2M(αil,il))}.
(13)
7 p-adi valuations of determinants
In order to get an expliit expression for the weight funtion w′(Λ′) we are left
with the determination of vp(det
1
2M(αij ,k)). This is easy from the following
lemma:
Lemma 7.1. Let αij ,k be the olumns of α that we onstruted in Setion 5,
equation (8), with the appropriate redutions. Then
vp(det
1
2M(αij ,k)) = min{vp(a1), . . . , vp(acßk )},
where cßk is the odimension of the omponent Fßk of Fk−1(PG) in G(k −
1, d′ − 1).
Proof. First we note that we an expand det
1
2M(αij ,k) as a bihomogeneous
polynomial of bidegree (d2 ,
d
2) in the entries of αij ,k, and in the λn, where
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λn are the p-adi unit entries of the matrix B (see equation (7)) whih we
used in order to move between latties lifting the same ag. Writing this as
a polynomial in the λn, the oeients whih appear are the dening ideals
of the Fano variety on the Grassmannian. Furthermore, the p-adi valuation
of any monomial vp(λ
ε1
1 · · ·λεnn ) = 1, where
∑n
i=1 εi =
d
2 . Hene
vp(det
1
2M(αij ,k)) ≥ min{vp(a1), . . . , vp(acßk )},
where ai are polynomials in the entries of α. To see that equality holds,
suppose for a ontradition that the left hand side is stritly bigger than the
right hand side, so we have the ongruene∑
ε1+···+εn=
d
2
λε11 . . . λ
εn
n aε1,...,εn ≡ 0 mod pκ+1,
where κ = min{vp(a1), . . . , vp(acßk )}. Then
pκ(
∑
ε1+···+εn=
d
2
λε11 . . . λ
εn
n a
′
ε1,...,εn
) ≡ 0 mod pκ+1,
where pκa′ε1,...,εn = aε1,...,εn and thus∑
ε1+···+εn=
d
2
λε11 . . . λ
εn
n a
′
ε1,...,εn
≡ 0 mod p
for all possible p-adi units λn. It follows that
a′ε1,...,εn ≡ 0 mod p
for all possible hoies of {εi} with
∑n
i=1 εi =
d
2 . But this is a ontradition,
sine at least one of the a′ε1,...,εn is a p-adi unit.
We have set up the new oordinates suh that the set of valuations
vp(det
1
2M(αij ,k1)) is ontained in the set of valuations vp(det
1
2M(αij ,k2))
whenever k1 < k2. By applying Lemma 7.1, we an expand the determi-
nants in the weight funtion.
We start with the ase I = {i1} so the intersetion of the ag variety
with the Pfaan hypersurfae is a hyperplane. In view of, (11) we need to
ompute
min{ri1 , vp(det
1
2 (M(αi1,1))), vp(det
1
2 (M(αi1,2))), . . . , vp(det
1
2 (M(αi1,i1)))}.
(14)
From the denition of the αij ,k, we get
vp(det
1
2 (M(αi1,k))) = min{vp(a1), vp(a2), . . . , vp(acßk )}
25
for eah k ∈ {1, . . . , i1}, where the an are polynomials in the oordinates of
the points αi1,k, and hene in the oordinates of the βi1,k. Substituting in
(14) and anelling the extra minima and any terms that appear more than
twie, we obtain
w′(Λ′, i1, ri1) = dri1 −min{ri1 , vp(a1), . . . , vp(acßi1 )}.
Finally, we onsider the ase of a general lattie with weight funtion as
in (13). Here we need to expand
min{ri1 + · · ·+ ril , vp(det
1
2M(αi1,1)), . . . , vp(det
1
2M(αi1,i1)),
ri1 + vp(det
1
2M(αi2,i1+1)), . . . , ri1 + vp(det
1
2M(αi2,i2)), (15)
. . . , ri1 + · · ·+ ril−1 + vp(det
1
2M(αil,il−1+1)), . . . , ri1 + · · · + ril−1 + vp(det
1
2M(αil,il))}.
Again, by expanding out the valuations of the determinants, we set
vp(det
1
2 (M(αij ,k))) = min{vp(aˆ1), vp(aˆ2), . . . , vp(aˆcßij−1 ), vp(acßij−1+1 ), . . . , vp(acßk )}
for eah k ∈ {ij−1 + 1, . . . , ij}, where aˆn denotes the redution mod
p
ri1+···+rij−1
as explained in Setion 5, in partiular in onnetion with equa-
tion (8). Now we an substitute the above expansions bak inside (15), and
anel the redundant minima inside the expression. We an also anel all
the sums with redutions in them, as the minimum annot be attained at
these points beause
ri1 + · · · + rij−1 + vp(aˆn) ≥ vp(an) (16)
for any n ∈ {1, . . . , cßij−1}.
Let ri1 + ri2 + · · ·+ rij−1 + acßij denote the (cßij − cßij−1 )-tuple
(ri1 + ri2 + · · · + rij−1 + vp(acßij−1+1 ), . . . , ri1 + ri2 + · · ·+ rij−1 + vp(acßij )),
where cßij is the odimension of Fßij in G(ij − 1, d′ − 1). Then our weight
funtion beomes
w′(Λ′, J1, rJ1)
= d(ri1 + · · ·+ ril)
−min{ri1 + · · ·+ ril , vp(acßi1 ), ri1 + acßi2 , ri1 + ri2 + acßi3 , . . . , ri1 + · · ·+ ril−1 + acßil }
where the highest dimensional linear subspae ontained in the Pfaan, or
the dimension of the subspae in a ag where the orank of the augmented
matrix of relations hanges to 0, is il − 1. Reall Remark 6.7.
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By applying Lemma 6.4, we dedue that the general weight funtion for
a lattie Λ′ of type I = {i1, . . . , im}< is given by
w′(Λ′, I, rI)
= d(ri1 + · · ·+ rim)
−min{ri1 + · · ·+ ril , vp(acßi1 ), ri1 + acßi2 , ri1 + ri2 + acßi3 , . . . , ri1 + · · ·+ ril−1 + acßil }
where the highest dimensional linear subspae ontained in the Pfaan, or
the dimension of the subspae in a ag where the orank of the augmented
matrix of relations hanges to 0, is il − 1. Reall Remark 6.7.
If 1 ∈ I then we have
w′(Λ′, I, rI)
= d(ri1 + · · ·+ rim)−min{r1, vp(a1)}
−min{ri1 + · · ·+ ril , vp(acßi1 ), ri1 + acßi2 , ri1 + ri2 + acßi3 , . . . , ri1 + · · ·+ ril−1 + acßil }.
8 Deomposing the zeta funtion
Now we an return to the main topi of the urrent paper. Reall that, we
are interested in the normal zeta funtion
ζ⊳G(s) =
∑
H⊳fG
|G : H|−s,
of a nitely generated, torsion-free, lass-two-nilpotent group G. We shall
now put the previous setions bak into this ontext.
The zeta funtion admits the following Euler produt deomposition
ζ⊳G(s) =
∏
p prime
ζ⊳G,p(s),
where ζ⊳G,p(s) ounts subgroups of nite p-power index only.
Let us again write G = Γ × Zm. Let be the orresponding Lie ring
onstruted as an image of G under the log-map using the Mal'ev orre-
spondene. Set p := ⊗ Zp. Then for almost all primes p we have from
[12℄
ζ⊳G,p(s) = ζ
⊳
,p(s) = ζ
⊳
p
(s).
Therefore, it sues to ount ideals in the assoiated Lie ring. Let
′
p denote
the derived Lie ring.
Lemma 8.1. [12, Lemma 6.1℄ Suppose p/
′
p
∼= Zd+mp and ′p ∼= Zd
′
p as rings.
For eah lattie Λ′ ≤ ′p put X(Λ′)/Λ′ = Z(p/Λ′). Then
ζ⊳,p(s) = ζ
⊳
p
(s) =ζ
Z
d+m
p
(s)
∑
Λ′≤′p
|′p : Λ′|d+m−s|p : X(Λ′)|−s
=ζ
Z
d+m
p
(s)ζp((d+ d
′)s− d′(d+m))A(p, p−s),
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where
A(p, p−s) =
∑
Λ′≤′p
Λ′maximal
|′p : Λ′|d+m−s|p : X(Λ′)|−s.
This lemma allows us to restrit to latties in the entre only. We enu-
merate suh latties aording to the elementary divisor type of the lattie,
as explained in Setion 4. It is enough to onsider only maximal latties
of p-power index, sine Λ′ = prd′Λ′max if Λ
′
is not maximal, where Λ′max is
maximal in its lass. Now
|′p : Λ′| = pd
′rd′ |′p : Λ′max|
and
|p : X(Λ′)| = pdrd′ |p : X(Λ′max)|.
We dene the weight funtions
w(Λ′) := logp(|′p : Λ′|)
w′(Λ′) := logp(|p : X(Λ′)|),
where Λ′ is a maximal lattie. Then
A(p, p−s) =
∑
Λ′≤′p
Λ′maximal
p(d+m)w(Λ
′)−s(w(Λ′)+w′(Λ′)).
Note that the w′(Λ′) is preisely the funtion we onsidered in Setion 6,
while w(Λ′) is easily read o from the type of the lattie. Indeed, if the type
of Λ′ is ν = (I, rI), then
w(Λ′) =
∑
i∈I
iri.
9 Indexing
We an deompose the generating funtion A(p, p−s) further to run over
latties of xed ag type, and write it as
A(p, p−s) =
∑
I⊆{1,...,d′−1}
AI(p, p
−s), (17)
where
AI(p, p
−s) =
∑
ν(Λ′)=I
p(d+m)w(Λ
′)−s(w(Λ′)+w′(Λ′))µ(Λ′). (18)
Here Λ′ is a representative lattie of ag type I and multipliity µ(Λ′), as in
Proposition 4.3.
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A more subtle deomposition is needed in order to reveal the dependene
on the underlying geometry.
If the (ij − 1)-dimensional subspae of the ag of type I = {i1, . . . , ik}<
is ontained on the Pfaan, we shall write i∗j in the indexing set I to indiate
this fat. For example
A2∗(p, p
−s) =
∑
ν(Λ′)=2∗
p(d+m)w(Λ
′)−s(w(Λ′)+w′(Λ′))µ(Λ′)
where the sum is taken over latties Λ′ of ag type {2} suh that their
assoiated ag them onsists only of a line whih lies ompletely on the
Pfaan hypersurfae.Thus with this notation we have I = {i1, . . . , ik} ∈
{1, . . . , d′ − 1, 1∗, 2∗, . . . , l∗}, where l denotes the highest dimensional linear
subspae on the Pfaan.
The indexing and further deomposition of A(p, p−s) are done via ad-
missible subsets I ⊆ {1, . . . , d′ − 1, 1∗, 2∗, . . . , l∗}. We all I admissible if the
following onditions hold:
(i) Only ij or i
∗
j an belong to I, but not both;
(ii) If i∗j ∈ I then ik 6∈ I for all k ≤ j.
Then we have
A(p, p−s) =
∑
I⊆{1,...,d′−1}
cI,pAI(p, p
−s) +
∑
I=1∗∪J2
J2⊆{2,...,d
′−1}
cI,pAI(p, p
−s)+
+
∑
I=J1∪2∗∪J2
J1⊆{1
∗}
J2⊆{3,...,d
′−1}
cI,pAI(p, p
−s) + · · ·+
∑
I=J1∪l∗∪J2
J1⊆{1
∗,...,l−1∗}
J2⊆{l+1,...,d
′−1}
cI,pAI(p, p
−s).
It is possible to give an expliit desription of the oeients cI,p. First let
nßij (p) denote the number of Fp-points on the omponent Fßi of Fi−1(PG),
and let δßi be zero or one depending whether the orank of this omponent
is zero or one. Also let bI(p) be the number of Fp-points on the ag variety
dened by latties of ag type I. This is equal to
bI(p) =
(
d′
il
)(
il
il−1
)
. . .
(
i3
i2
)(
i2
i1
)
,
for I = {i1, i2, . . . , il} ⊆ {1, . . . , d′}. We dene the ag type I−k := {ij−k :
ij ∈ I} ⊆ {1, . . . , d′ − k}. We laim that if I = {i1, . . . , in} then
cI,p = bI(p)− bI−i1(p)(
∑
ßi1
δßinßi1 (p)), (19)
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while for I = {i∗1, . . . , i∗n, k∗, j1, . . . , jr}.
cI,p = bJ2−k(p)(
∑
ßk
δßinßk(p))bJ1(p)− bJ2−(k−j1)(p)(
∑
ßj1
δßinßj1 (p))bJ1∪k(p).
(20)
This essentially omes from the formulae for the number of points on ag
varieties. In (19) we have a ag variety where no part of the ag intersets
the Pfaan hypersurfae, so at the level of (i1−1)-spaes we need to subtrat
the number
∑
ßi1
δßinßi1 (p) of (i1 − 1)-spaes on the Pfaan, for whih the
weight funtion is dierent. The oeient in (20) is derived in a similar
fashion. As (k−1)-dimensional spaes lie on the Pfaan we need to ompute,∑
ßk
δßinßk(p). Restriting to any (k − 1)-dimensional spae of these it is
lear that the ag variety with the highest subspae being this xed (k− 1)-
dimensional spaes, lies ompletely on the Pfaan. In higher dimensions we
ount only those spaes that are o the Pfaan at the level j1, and thus we
subtrat
∑
ßj1
δßinßj1 (p).
Rearranging suh that the we an pull out the oeients nßij (p), we
obtain the following deomposition
A(p, p−s) = W0(p, p
−s) +
l∑
i=1
∑
ßi
δßinßi(p)Wßi(p, p
−s)
where
W0(p, p
−s) =
∑
I⊆{1,...,d′−1}
bI(p)AI(p, p
−s)
and
Wßi(p, p
−s) =
∑
I=J1∪i∗∪J2
J1⊆{1
∗,2∗,...,i−1∗}
J2⊆{i+1,...,d
′−1}
bJ2−i(p)bJ1(p)AI(p, p
−s)−
∑
I=J1∪i∪J2
J1⊆{1
∗,2∗,...,i−1∗}
J2⊆{i+1,...,d
′−1}
bJ2−i(p)bJ1(p)AI(p, p
−s)
=
∑
J1⊆{1∗,2∗,...,i−1∗}
J2⊆{i+1,...,d
′−1}
bJ2−i(p)bJ1(p)(AJ1∪i∗∪J2(p, p
−s)−AJ1∪i∪J2(p, p−s)).
Here i∗ is a lattie that gives a point on Fßi , and J1 runs over all latties
that are ontained in this partiular omponent Fßi .
10 Igusa fators
Now that we have an expression for the generating funtion, and all the
terms appearing in it, the rest of the proof of Theorem 1.7 is basially a
generalisation of the summation formulae that appear in [17℄, see Lemmas
4.2 to 4.16, in partiular.
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Lemma 10.1.
W0(p, p
−s) =
∑
I⊆{1,...,d′−1}
bI(p)AI(p, p
−s)
=
∑
I⊆{1,...,d′−1}
bI(p
−1)
∏
i∈I
Xi
1−Xi
= Id′−1(X1, . . . ,Xd′−1),
where Xi = p
(d+d′+m−i)i−(d+i)s.
Proof. Using the Lemma 4.3 we an write∑
I⊆{1,...,d′−1}
bI(p)AI(p, p
−s)
=
∑
I⊆{1,...,d′−1}
bI(p)
∏
i∈I
∞∑
ri=1
p(d+m)iri−(d+i)risp−dimFIp(d
′−i)iri
=
∑
I⊆{1,...,d′−1}
bI(p
−1)
∏
i∈I
∞∑
ri=1
pi(d+d
′+m−i)ri−(d+i)ris
=
∑
I⊆{1,...,d′−1}
bI(p
−1)
∏
i∈I
pi(d+d
′+m−i)−(d+i)s
1− pi(d+d′+m−i)−(d+i)s .
Lemma 10.2.
Wßi(p, p
−s)
=
∑
J1⊆{1∗,2∗,...,i−1∗}
J2⊆{i+1,...,d
′−1}
bJ2−i(p)bJ1(p)(AJ1∪i∗∪J2(p, p
−s)−AJ1∪i∪J2(p, p−s))
=
∑
J2⊆{i+1,...,d′−1}
bJ2−i(p
−1)
∏
j2∈J2
Xj2
1−Xj2
∑
J1⊆{1∗,2∗,...,i−1∗}
bJ1(p)(AJ1∪i∗(p, p
−s)−AJ1∪i(p, p−s))
= Id′−i−1(Xi+1, . . . ,Xd′−1)
∑
J1⊆{1∗,2∗,...,i−1∗}
bJ1(p)(AJ1∪i∗(p, p
−s)−AJ1∪i(p, p−s)),
where Xi = p
(d+d′+m−i)i−(d+i)s. Again i∗ is a lattie that gives a point on Fßi ,
and J1 runs over all latties that are ontained on this partiular omponent.
Lemma 10.3.∑
J1⊆{1∗,2∗,...,i−1∗}
bJ1(p)(AJ1∪i∗(p, p
−s)−AJ1∪i(p, p−s))
=
∑
J1⊆{1∗,2∗,...,i−1∗}
bJ1(p
−1)
∏
j1∈J1
Yßj1
1− Yßj1
(Ai∗(p, p
−s)−Ai(p, p−s))
= Ii−1(Y1, . . . , Yßi−1)(Ai∗(p, p
−s)−Ai(p, p−s)),
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where Yßi = p
i(d+m)+cßi−(d+i−1)s
for ß1 > 1, while Y1 = p
d+m+c1−(d−1)s.
It remains to alulate Ai∗(p, p
−s)−Ai(p, p−s) and justify the terms Xi
and Yßi appearing in the formulae above.
Proposition 10.4. Let G = Γ × Zm as before. Let d = h(G/Z(G)), and
d′ = h([G,G]). Assume d is even. Let ni be the dimension of G(i−1, d′−1),
dßi the dimension of Fßi and cßi its odimension, so ni = cßi + dßi . Then
Ai∗ −Ai =
∞∑
ri=1
ri∑
a1=1
ri∑
a2=1
· · ·
ri∑
ani=1
µ(ri, a1, a2, . . . , ani)p
i(d+m)ri−(d+i)ris(p
stimin{ri,a1,a2,...,acßi
} − 1)
=
pi(d+m)−(d+i−ti)s(1− p−sti)
(1− pi(d+m)+dßi−(d+i−ti)s)(1− pi(d+m)+ni−(d+i)s) =
p−dßiYßi − p−niXi
(1− Yßi)(1 −Xi)
,
where Xi = p
i(d+d′+m−i)−(d+i)s
and Yßi = p
(i(d+m)+dßi )−(d+i−ti)s
. Further-
more, t1 = 2 and ti = 1 for i ≥ 2.
Proof. The proof is given in Proposition 4.12 in [17℄ and is essentially a
manipulation of innite series.
We onlude that the Wßi(p, p
−s) are of the form given in Theorem 1.7.
This onludes the proof of Theorem 1.7.
11 Example
In this setion show an expliit appliation of the main theorem, by dening
a lass two Lie ring (reall, that there is also a lass two nilpotent group with
the same presentation) whose Pfaan is the quadri Segre surfae in P3.
Let GS have the presentation
GS = 〈x1, x2, x3, x4, y1, y2, y3, y4 : [x1, x3] = y1, [x1, x4] = y2, [x2, x3] = y3, [x2, x4] = y4〉.
The matrix of relations M(y)ij = [xi, xj ], is
M(y) =


0 0 y1 y2
0 0 y3 y4
−y1 −y3 0 0
−y2 −y4 0 0,


and the Pfaan is thus dened by
S : y1y4 − y2y3 = 0.
Sine S ∼= P1×P1, the number of Fp-rational points on S is |S(Fp)| = (p+1)2.
Furthermore, over Fp there are 2(p + 1) lines on this surfae and no higher
dimensional linear subspaes, see e.g. [14℄.
Note that in this group Z(GS) = [GS , GS ], so in the appliation of the
Theorem 1.7, we have m = 0.
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Theorem 11.1. For almost all primes p, the loal normal zeta funtion of
GS is given by
ζ⊳GS ,p(s) = ζZ4,p(s)·ζp(8s−16)·(W0(p, p−s)+(p+1)2W1(p, p−s)+2(p+1)W2(p, p−s))
where
W0(p, T ) = I3(X1,X2,X3)
W1(p, T ) = I2(X2,X3)E1(X1, Y1)
W2(p, T ) = I1(X3)E2(X2, Y2)I1(Y1)
with Xi = p
i(8−i)−(4+i)s
, Y1 = p
6−3s
and Y2 = p
9−5s.
11.1 Calulation
As before, the basi building bloks of the zeta funtion are the generating
funtions over latties of xed elementary divisor types.
AI(p, T ) =
∑
ν(Λ′)=I
pdw(Λ
′)−s(w(Λ′)+w′(Λ′))µ(Λ′).
The elementary divisor types of the lattie Λ′ in this are are
(pr1+r2+r3 , pr2+r3 , pr3 , 1),
where ri ≥ 0, the ag type is I := {i : ri > 0} ⊆ {1, 2, 3}. Immediately it
follows that w(Λ′) =
∑
i∈I iri, and the multipliity µ(Λ
′) an be alulated
using the 1-1 orrespondene between latties and osets.
Example 11.2. Let Λ′ have elementary divisors (pr1+r2 , pr2 , 1, 1) so that
type onsists of I = {1, 2} and rI = (r1, r2, 0, 0). The stabiliser of Λ′ takes
the form 
 GL1(Zp) ∗ ∗pr1Zp GL1(Zp) ∗
pr1+r2Zp p
r2Zp GL2(Zp)

 .
If we then exlude the terms oming from the ag varieties, a oset of the
stabiliser takes form 

1 0 0 0
b3 1 0 0
b2 a2 1 0
b1 a1 0 1

 ,
where a1, a2 ∈ pZp/(pr2), b1, b2 ∈ pZp/(pr1+r2), b3 ∈ pZp/(pr1). We need to
alulate how many hoies we an make for eah ai, bi. Thus the multipliity
of Λ′ is
µ(1, 2) =
∑
µ(r2; b2)µ(r2, b1)µ(r1 + r2; a3)µ(r2 + r1; a2)µ(r1; a1)
= p−5p3r1+4r2
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where the ai, bi are variables, and the ranges of summations are the obvious
ones from equation (5).
For w′(Λ′) we need to onsider the ags assoiated with Λ′, dened in
Setion 5. Some of the ags in F4p interset with the Segre surfae and in the
light of the ongruene onditions, the weight funtion w′(Λ′) hanges.
As in (9) Setion 6, in order to determine w′(Λ′) we want to understand
the dierent solutions to the set of ongruenes
gM(β1) ≡ 0 mod pr1+r2+r3
gM(β2) ≡ 0 mod pr2+r3
gM(β3) ≡ 0 mod pr3 .
Note that we only insist that ri ≥ 0.
Sine the Segre surfae does not ontain any planes, the vetor β3 an
always be hosen suh that det
1
2 (M(β3)) is a p-adi unit and the third on-
dition redues to
g ≡ 0 mod pr3 ,
and we get an immediate redution, as in Lemma 6.4,
w′(1, 3) = w′(1) + w′(3)
w′(2, 3) = w′(2) + w′(3)
w′(1, 2, 3) = w′(1, 2) + w′(3). (21)
This indues a similar redution in generating funtions.
A1∗,3 = p
2A1∗ · A3
A1∗,2,3 = p
2A1∗,2 · A3
A2∗,3 = p
2A2∗ · A3
A1∗,2∗,3 = p
2A1∗,2∗ · A3, (22)
beause w(J ∪ 3) = w(3) + w(J), for J ⊆ {1∗, 2∗, 1, 2} and the µ-funtion
has enough multipliative properties, e.g., µ(ri + r3; a1) = p
r3µ(ri; a1).
There are four additional ases we need to onsider reeting the four
dierent geometri ongurations how a ag an interset the Segre surfae.
1. M(β1) and M(β2) are both non-singular mod p.
2. M(β1) is singular mod p, but M(β2) is not singular mod p, and the
line 〈β1, β2〉 does not lie on the Segre surfae.
3. M(β1) and M(β2) are both singular mod p, and the line 〈β1, β2〉 lies
on the Segre surfae.
4. M(β1) andM(β2) are both singular mod p, and the ag 〈β1〉 < 〈β1, β2〉
onsisting of a point and a line lies on the Segre surfae.
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We are now justied to use the same indexing as in Setion 9 and if we
denote by n1(p) the number of points on the Pfaan, and similarly by n2(p)
the number of lines, the generating funtion takes the expliit form as a sum
over all admissible subsets of {1∗, 2∗, 1, 2, 3}:
A(p, p−s) = A∅+
((
4
1
)
p
− n1(p)
)
A1 +
((
4
2
)
p
− n2(p)
)
A2
+
(
4
3
)
p
A3 +
(
3
1
)
p
((
4
1
)
p
− n1(p)
)
A1,2
+
(
3
2
)
p
((
4
1
)
p
− n1(p)
)
A1,3
+
(
2
1
)
p
((
4
2
)
p
− n2(p)
)
A2,3 +
(
2
1
)
p
(
3
1
)
p
((
4
1
)
p
− n1(p)
)
A1,2,3
+ n1(p)A1∗ +
((
3
1
)
p
n1(p)− n2(p)
(
2
1
)
p
)
A1∗,2 +
(
3
2
)
p
n1(p)A1∗,3+
(
2
1
)
p
((
3
1
)
p
n1(p)− n2(p)
(
2
1
)
p
)
A1∗,2,3 + n2(p)A2∗
+ n2(p)
(
2
1
)
p
A1∗,2∗ +
(
2
1
)
p
n2(p)A2∗,3 +
(
2
1
)
p
n2(p)
(
2
1
)
p
A1∗,2∗,3.
We rearrange this sum in order to see exatly whih parts depend on
n1(p) and n2(p), and obtain
A(p, p−s) = W0(p, p
−s) + n1(p)W1(p, p
−s) + n2(p)W2(p, p
−s), (23)
where
W0(p, p
−s) =
∑
I⊆{1,2,3}
bI(p)AI(p, p
−s),
W1(p, p
−s) =
∑
I⊆{2,3}
bI(p)(A1∗∪I(p, p
−s)−A1∪I(p, p−s))
W2(p, p
−s) =
(
1 +
(
2
1
)
p
p2A3
)(
(A2∗ −A2) +
(
2
1
)
p
(A1∗,2∗ −A1∗,2)
)
.
The third formula follows from the redutions in generating funtions (22).
By Lemma 10.1 W0(p, p
−s) = I3(X1,X2,X3), as wanted.
Now we need to determine the generating funtions A1∗ −A1, A2∗ −A2
and A1∗,2∗ −A1∗,2, whih will nish this example.
The easiest ase is A1∗ − A1. By Lemma 6.5 the latties (pr1 , 1, 1, 1)
lifting a point on Pfaan are in 1-1 orrespondene with the vetor β1 =
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(1, a1, a2, a3)
t, ai ∈ pZp/pr1 , and the weight funtion is w′(Λ′) = 4r1 −
2min{r1, vp(det
1
2M(β1))}. By Lemma 7.1 on p-adi valuations, this is equal
to w′(Λ′) = 4r1−2min{r1, vp(a1)} and hene we may apply Proposition 10.4
and get
A1∗ −A1 = p
4−3s − p5−5s
(1− p5−3s)(1 − p7−5s) = E1(X1, Y1),
where X1 = p
7−5s
and Y1 = p
5−3s
.
Next we alulate the weight funtion over latties that lift lines on the
Segre surfae. There are two rulings of lines on the Segre surfae, but in fat
both of them behave similarly. We onsider the line dened by y1 = y2 = 0.
Latties Λ′ of type {2∗} lifting this line are in one-to-one orrespondene with
pairs of vetors β1 = (a1, a2, 0, 1)
t, β2 = (b1, b2, 1, 0)
t
where ai, bi ∈ pZ/(pr2).
We will dene an equivalent lattie as in Denition 5.2
α1 =


λ1a1
λ1a2
0
λ1

 , α2 =


λ1a1 + λ2b1
λ1a2 + λ2b2
λ2
λ1

 .
Now the ongruenes to be satised by g are
g


0 0 λ1a1 λ1a2
0 0 0 λ1
−λ1a1 0 0 0
−λ1a2 −λ1 0 0

 ≡ 0 mod pr2
g


0 0 λ1a1 + λ2b1 λ1a2 + λ2b2
0 0 λ2 λ1
−λ1a1 − λ2b1 −λ2 0 0
−λ1a2 − λ2b2 −λ1 0 0

 ≡ 0 mod pr2 .
The orank of this system of linear equations is 1, as suitable row and olumn
operations show. Thus we get the result as in the equation (11) the weight
funtion is w′(Λ′) = 4r2−min{r2, vp(det
1
2 (M(α1))), vp(det
1
2 (M(α2)))}. Now
applying the redution Lemma 7 in the p-adi valuations, we have to evaluate
min{r2, vp(λ21a1), vp(λ21a1+ λ1λ2(b1− a2)−λ1λ2b2)}. Sine λ1, λ2 are p-adi
units, this redues to min{r2, vp(a1), vp(b1), vp(b2)}. By Proposition 10.4
A2∗ −A2 =
∞∑
r2=1
r2∑
ai,bi=1
p8r2T 6r2−min{r2,b1,b2,a1}µ(r2, a1, a2, b1, b2)
=
p8−5s(1− p9−6s)
(1− p9−5s)(1− p12−6s) = E2(X2, Y2),
for X2 = p
12−6s
and Y2 = p
9−5s
.
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Finally, we need to alulate the generating funtion A1∗,2∗ over a lattie
of type (pr1+r2 , pr2 , 1, 1). A lattie Λ′ lifting a ag of type {1∗, 2∗}, is in
one-to-one orrespondene with pairs of vetors
β1 = (a1, a2, a3, 1)
t
β2 = (b1, b2, 1, 0)
t
where a1, a2 ∈ pZ/(pr1+r2), a3 ∈ pZ/(pr1) and b1, b2 ∈ pZ/(pr2). Any other
hoie of a ag and its ane neighbourhood behaves in the same way. Again,
hange variables
α1 =


λ1a1
λ1a2
λ1a3
λ1

 , α2 =


λ1a¯1 + λ2b1
λ1a¯2 + λ2b2
λ1a¯3 + λ2
λ1

 ,
where a¯i denotes the redution mod p
r2
. As in the previous ase, the orank
of the system of equations is 1, and thus using the equation (13) the weight
funtion is
w′(Λ′) =4r2 + 4r1 −min{r1, vp(det
1
2 (M(α1)))}−
min{r1 + r2, vp(det
1
2 (M(α1))), r1 + vp(det
1
2 (M(α2)))},
and an appliation of Lemma 7 yields
min{r1, vp(λ21(a1 − a2a3))} = min{r1, vp(a1)}
and
min{r1 + r2, vp(λ21(a1 − a2a3)), r1 + vp(λ21(a¯1 − a¯2a¯3) + λ1λ2(b1 − a¯2 − b2a¯3) + λ22(b2))}
= min{r1 + r2, vp(a1 − a2a3), r1 +min{vp(a¯1 − a¯2a¯3), vp(b1 − a¯2 − b2a¯3), vp(b2)}}
= min{r1 + r2, vp(a1 − a2a3),min{r1 + vp(a¯1 − a¯2a¯3), r1 + vp(b1 − a¯2 − b2a¯3), r1 + vp(b2)}}
= min{r1 + r2, vp(a1 − a2a3), r1 + vp(a¯1 − a¯2a¯3), r1 + vp(b1 − a¯2 − b2a¯3), r1 + vp(b2)}
= min{r1 + r2, vp(a1), r1 + vp(b1), r1 + vp(b2)}.
Now we an write A1∗.2∗ −A1∗,2 in a form where we an rst apply Lemma
10.3 to get
A1∗.2∗ −A1∗,2 = I1(Y1)(A2∗ −A2)
and after that Proposition 10.4, to obtain the nal result as above.
11.2 A losed expression
ζ⊳GS ,p(s) = ζZ4,p(s)ζp(8s−16)ζp(5s−7)ζp(6s−12)ζp(7s−15)ζp(3s−6)ζp(9s−5)·W (p, p−s),
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where
W (p, T ) = 1 + p4T 4 + 2p5T 3 − p5T 5 + 2p8T 5 + p9T 5 − p8T 6 − p9T 6 + 2p10T 6
+ p11T 7 + p12T 7 + p13T 7 + p14T 7 − p10T 8 − p11T 8 − p12T 8 + p13T 8
− 2p13T 9 − 2p14T 9 + 2p15T 9 + p16T 9 + p14T 10 − 2p15T 10 − 2p16T 10
+ p17T 10 + 2p18T 10 + 2p19T 10 − 2p17T 11 − p18T 11 − 2p19T 11 − p20T 11
− p18T 12 − 2p19T 12 − p21T 12 + p22T 12 + p23T 12 + p19T 13 − p20T 13
− p21T 13 − p22T 13 − p23T 13 + p24T 13 + p20T 14 + p21T 14 − p22T 14
− 2p24T 14 − p25T 14 − p23T 15 − 2p24T 15 − p25T 15 − 2p26T 15 + 2p24T 16
+ 2p25T 16 + p26T 16 − 2p27T 16 − 2p28T 16 + p29T 16 + p27T 17 + 2p28T 17
− 2p29T 17 − 2p30T 17 + p30T 18 − p31T 18 − p32T 18 − p33T 18 + p29T 19
+ p30T 19 + p31T 19 + p32T 20 + 2p33T 20 − p34T 20 − p35T 20 + p34T 21
+ 2p35T 21 − p38T 21 + 2p38T 23 + p39T 23 + p43T 26.
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