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Abstract
Online and stochastic learning has emerged as powerful tool in large scale optimization. In this work,
we generalize the Douglas-Rachford splitting (DRs) method for minimizing composite functions to online
and stochastic settings (to our best knowledge this is the first time DRs been generalized to sequential
version). We first establish an O(1/
√
T ) regret bound for batch DRs method. Then we proved that the
online DRs splitting method enjoy an O(1) regret bound and stochastic DRs splitting has a convergence
rate of O(1/
√
T ). The proof is simple and intuitive, and the results and technique can be served as
a initiate for the research on the large scale machine learning employ the DRs method. Numerical
experiments of the proposed method demonstrate the effectiveness of the online and stochastic update
rule, and further confirm our regret and convergence analysis.
1 Introduction and problem statement
First introduced in [4], the Douglas-Rachford splitting technique has become popular in recent years due
to its fast theoretical convergence rate and strong practical performance. The method is first proposed to
addresses the minimization of the sum of two functions g(x)+h(x). It was extended in [11] to handle problems
involving the sum of two nonlinear monotone operator problems. For further developments, see [7, 2, 3].
However, most of these variants implicitly assume full accessibility of all data values, while in reality one
can hardly ignore the fact that the size of data is rapidly increasing in various domain, and thus batch mode
learning procedure cannot deal with the huge size training set for the data probably cannot be loaded into
the memory simultaneously. Furthermore, it cannot be started until the training data is prepared, hence
cannot effectively deal with training data appear in sequence, such as audio and video processing [15]. In
such situation, sequential learning become powerful tools.
Online and stochastic learning are of the most promising methods in large scale machine learning tasks
in these days [20, 18]. Important advances have been made on sequential learning in the recent literature
on similar problems. Composite objective mirror descent (COMID) [5] generalizes mirror descent [1] to
the online setting. Regularized dual averaging (RDA) [19] generalizes dual averaging [13] to online and
composite optimization, and can be used for distributed optimization [6]. Online alternating direction mul-
tiplier method (ADMM) [16], RDA-ADMM [16] and online proximal gradient (OPG) ADMM [18] generalize
classical ADMM [8] to online and stochastic settings.
Our focus in this paper is to generalize the Douglas-Rachford splitting to online and stochastic settings.
In this work, we consider the problems of the following form:
minimize
x∈Rn
fT (x) :=
1
T
T∑
t=1
gt(x) + h(x) =
1
T
T∑
t=1
(gt(x) + h(x)), (1.1)
where gt is a convex loss function associated with a sample in a training set, and h is a non-smooth convex
penalty function or regularizer. Many problems of relevance in signal processing and machine learning can be
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formulated as the above optimization problem. Similar problems include the ridge regression, the lasso [17],
the logistic regression, and the minimization of total variation.
Let g(x) = 1
T
∑T
t=1 gt(x) in Problem (1.1), and then the Douglas-Rachford splitting algorithm approxi-
mates a minimizer of (1.1) with the help of the following sequence:
ut+1 = ut + λt{proxλg [2 proxλh(ut)− ut]− proxλh(ut)},
where (λt)t≥0 ⊂ [0, 2] satisfies
∑
t≥1 λt(2− λt) =∞, and the proximal mapping of a convex function h at x
is
proxh(t) := argmin
y∈Rn
h(y) +
1
2
‖y − t‖2 .
Thus the iterative scheme of Douglas-Rachford splitting for the problem (1.1) is as follows:
xt+1 = argmin
x
h(x) +
1
2λ
‖x− ut‖2 , (1.2)
zt+1 = argmin
z
g(z) +
1
2λ
‖z − (2xt+1 − ut)‖2 , (1.3)
ut+1 = ut + λt(zt+1 − xt+1), (1.4)
where (ut)t∈N converges weakly (in Hilbert space Rn, weak convergence is equivalent to strong convergence)
to some point u (thus also xt, for proxλh(·) is continuous), and proxλh(u) is a solution to Problem (1.1). For
convenience of description, we assume all λt = 1 in this work.
The only modification of the splitting that we propose for online and stochastic processing is simple:
zt+1 = argmin
z
gt(z) +
1
2λ
‖z − (2xt+1 − ut)‖2 ,
and
zt+1 = argmin
z
git(z) +
1
2λ
‖z − (2xt+1 − ut)‖2 ,
where index it is sampled uniformly from the set {1, ..., T } We call these methods online DRs (oDRs) and
stochastic DRs (sDRs) respectively. Due to the complex loss function gt(z), generally the update is difficult
to solve efficiently. A common way is to linearize the objective such that
zt+1 = argmin
z
∇gt(zt)T (z − zt) + 1
2λ
‖z − (2xt+1 − ut)‖2 , (1.5)
and
zt+1 = argmin
z
∇git(zt)T (z − zt) +
1
2λ
‖z − (2xt+1 − ut)‖2 ,
which are called inexact oDRs (ioDRs) and inexact sDRs (isDRs) respectively.
ioDRs or isDRs can also be derived from another point of view, which is based on proximal gradient [12].
Here we use ioDRs as an example. The proximal gradient method uses the proximal mapping of the
nonsmooth part to minimize composite functions (1.1) [10]:
xt+1 = proxλth (xt − λt∇g(xt))
= argmin
y
∇g(xt)T (y − xt) + 1
2λt
‖y − xt‖2 + h(y),
where λt denotes the t-th step length. Then the online PG (OPG) is straight forward, that is at around t
solving the following optimization problem with the linearization of only t-th loss function gt(x) [19, 6, 16]:
xt+1 = argmin
y
∇gt(xt)T (y − xt) + 1
2λt
‖y − xt‖2 + h(y).
Then the ioDRs can be seen as a combination of OPG with DRs.
2
2 Convergence Analysis for DRs
The procedure of batch DRs is summarized in Algotihtm 1. It is clear that x∗ is a solution of Problem
(1.1) if and only if 0 ∈ ∂g(x∗) + ∂h(x∗), which is equivalent to x∗ − λ∂g(x∗) ∈ x∗ + λ∂h(x∗), where λ > 0.
It is clear that ∂g(x) and ∂h(x) are two monotone set-valued operators [14], and the resolvent operators
Rλ∂g := (I+λ∂g)
−1 and Rλ∂h := (I+λ∂h)
−1 are both single valued. Thus if the loss functions gt are smooth,
we have x∗ = Rλ∂h(x
∗ − λ∇g(x∗)), which immediately gives an accuracy measure proposed in [9] of a vector
x to a solution of Problem (1.1) by
εg(x, λ) = x−Rλ∂h(x − λ∇g(x)).
After t iterations of (1.2), from ε = xt − Rλ∂h(xt − λ∇g(xt)), we have ελ ∈ ∇g(xt) + ∂h(xt − ε). Since
g(x) and f(x) are convex functions, using their (sub)gradients, we have
g(xt)− g(x∗) ≤ 〈xt − x∗,∇g(xt)〉 (2.1)
h(xt − ε)− h(x∗) ≤ 〈xt − ε− x∗, ph(xt − ε)〉, (2.2)
h(xt)− h(xt − ε) ≤ 〈ε, ph(xt)〉, (2.3)
where ph(xt − ε) ∈ ∂h(xt − ε) is the subgradient of h(x) at xt − ε satisfying ελ = ∇g(xt) + ph(xt − ε), and
ph(xt) ∈ ∂h(xt) is any subgradient of h(x) at xt.
Adding (2.1), (2.2), and (2.3) together yields
g(xt) + h(xt)− (g(x∗) + h(x∗))
≤〈xt − x∗,∇g(xt) + ph(xt − ε)〉+ 〈ε, ph(xt)− ph(xt − ε)〉, (2.4)
≤〈xt − x∗, ε
λ
〉+ 〈ε, ph(xt)− ph(xt − ε)〉.
If h(x) is Lipschitz continuous with Lipschitz constant Lh, then we have ‖ph(x)‖ ≤ Lh, where ph(x) is any
subgradient of h(x) at x. Furthermore xt is bounded for its convergence. Thus we have ‖ph(xt)−ph(xt−ε)‖ =
O(1), ‖xt − x∗‖ = O(1), thus the following convergence result holds.
Theorem 2.1. Assume g(x) is differentiable, h(x) is Lipschitz continuous. Let the sequence {xt, zt, ut} be
generated by DRs. Then we have
g(xT ) + h(xT )− (g(x∗) + h(x∗)) = O(εg(xT , λ)).
Remark 1. From above theorem, we notice that if we have a faster convergent rate of εg(xT , λ), then we have
a faster convergent rate of the optimizing value. It is showed in Theorem 3.1 of [9] that after t iterations
of (1.2), we have
‖εg(xt, λ)‖2 = O(1/t).
Thus we have
Corollary 2.2. Assume g(x) is differentiable, h(x) is Lipschitz continuous. Let the sequence {xt, zt, ut} be
generated by DRs in Algotihtm 1. Then we have
g(xT ) + h(xT )− (g(x∗) + h(x∗)) = O(1/
√
T ).
Remark 2. If g(x) is Lipschitz continuous with Lipschitz constant Lg and the set of all ∂h(x) is bounded by
some constant N∂h, then we can obtain an explicit bound by using Lemma 3.1 of [9], which shows us that
‖(xt − x∗) + λ(∇g(xt)−∇g(x∗))‖ is monotonically decreasing. Thus we have ‖xt− x∗‖ ≤ ‖x0− x∗‖+4λLg
from the following inference
‖xt − x∗‖ − 2λLg
≤‖(xt − x∗) + λ(∇g(xt)−∇g(x∗))‖
≤‖(x0 − x∗) + λ(∇g(x0)−∇g(x∗))‖ (2.5)
≤‖x0 − x∗‖+ 2λLg.
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Further from Theorem 3.1 in [9], we have
‖εg(xt, λ)‖
≤ 1√
t+ 1
‖(xt − x∗) + λ(∇g(xt)−∇g(x∗))‖
≤ 1√
t+ 1
(‖xt − x∗‖+ 2λLg)
≤ 1√
t+ 1
(‖x0 − x∗‖+ 6λLg).
Then according to (2.4), we have
g(xT ) + h(xT )− (g(x∗) + h(x∗))
≤〈xT − x∗, ε
λ
〉+ 〈ε, ph(xT )− ph(xT − ε)〉
≤‖xT − x∗‖‖ ε
λ
‖+ ‖ε‖‖ph(xT )− ph(xT − ε)〉‖ (2.6)
≤ 1
λ
(‖x0 − x∗‖+ 4λLg)‖ε‖+ 2N∂h‖ε‖.
Thus we have the following corollary.
Corollary 2.3. Assume g(x) is differentiable, both h(x) and g(x) are Lipschitz continuous, and the set of
all ∂h(x) is bounded by some constant N∂h. Let the sequence {xt, zt, ut} be generated by DRs. Then we have
g(xT ) + h(xT )− (g(x∗) + h(x∗))
≤ 1
λ
√
T + 1
(‖x0 − x∗‖+ 4λLg)(‖x0 − x∗‖+ 6λLg) + 2N∂h√
T + 1
(‖x0 − x∗‖+ 6λLg).
Remark 3. If furthermore ∇g(x) is Lipschitz continuous with L∇g, then from (2.5) we have ‖xt − x∗‖ ≤
1+λL∇g
1−λL∇g ‖x0 − x∗‖ from the following derivation
(1− λL∇g)‖xt − x∗‖
≤‖(xt − x∗) + λ(∇g(xt)−∇g(x∗))‖
≤‖(x0 − x∗) + λ(∇g(x0)−∇g(x∗))‖ (2.7)
≤(1 + λL∇g)‖x0 − x∗‖.
Then due to the similar formulation, we have ‖εg(xt, λ)‖ ≤ 1+λL∇g√t+1 ‖x0 − x∗‖. Put these new inequalities
into (2.6), then we have the following rate.
Corollary 2.4. Assume g(x) is differentiable, both h(x) and g(x) are Lipschitz continuous, the set of all
∂h(x) is bounded by some constant N∂h, and ∇g(x) is Lipschitz continuous with L∇g. Let the sequence
{xt, zt, ut} be generated by DRs. Then we have
g(xT ) + h(xT )− (g(x∗) + h(x∗))
≤( (1 + λL∇g)
λ(1 − λL∇g) + 2N∂h)
1 + λL∇g√
T + 1
‖x0 − x∗‖.
These above results are all based and derived from the formulation of [9], we wonder what we can obtain
from the DR iteration formulations (1.2), (1.3), and (1.4). From (1.2), we have
0 ∈ ∂h(xt+1) + 1
λ
(xt+1 − ut)
⇒− 1
λ
(xt+1 − ut) ∈ ∂h(xt+1). (2.8)
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Algorithm 1 A generic DRs
Input: starting point x0 ∈ dom(g + h).
1: for t = 0, 1, · · · , T do
2: xt+1 = argminx h(x) +
1
2λ ‖x− ut‖2.
3: zt+1 = argminz gt+1(z) +
1
2λ ‖z − (2xt+1 − ut)‖
2
.
4: ut+1 = ut + λt(zt+1 − xt+1).
5: end for
Output: xT+1.
From (1.3), we have
0 ∈ ∂g(zt+1) + 1
λ
(zt+1 − (2xt+1 − ut))
⇒− 1
λ
(zt+1 − (2xt+1 − ut)) ∈ ∂g(zt+1).
Using (1.4) yields
− 1
λ
(ut+1 − xt+1) ∈ ∂g(zt+1). (2.9)
Since h and g are convex functions and their subgradients are given in (2.8) and (2.9) respectively, we have,
h(xt+1)− h(x∗) ≤〈− 1
λ
(xt+1 − ut), xt+1 − x∗〉,
g(zt+1)− g(x∗) ≤〈− 1
λ
(ut+1 − xt+1), zt+1 − x∗〉
Adding above together yields
h(xt+1) + g(zt+1)− (h(x∗) + g(x∗))
≤〈− 1
λ
(xt+1 − ut), xt+1 − x∗〉+ 〈− 1
λ
(ut+1 − xt+1), zt+1 − x∗〉 (2.10)
=
1
λ
[ut+1(x
∗ − zt+1) + xt+1(zt+1 − xt+1) + ut(xt+1 − x∗)]
If g(x) is Lipschitz continuous with Lipschitz constant Lg, then we have ‖g(xt+1) − g(zt+1)‖ ≤ Lg‖xt+1 −
zt+1‖, adding with (2.10) yields
h(xt+1) + g(xt+1)− (h(x∗) + g(x∗))
≤ 1
λ
[ut+1(x
∗ − zt+1) + ut(xt+1 − x∗)] + (Lg + 1
λ
‖xt+1‖)‖xt+1 − zt+1‖.
Thus we have
Theorem 2.5. Assume g(x) is Lipschitz continuous. Let the sequence {xt, zt, ut} be generated by DRs.
Then we have
g(xT ) + h(xT )− (g(x∗) + h(x∗)) = O(xT − x∗).
3 Online and stochastic Douglas-Rachford splitting method
In this section, we generalize the DRs to online and stochastic settings. The procedure of batch DRs,
oDRs, ioDRs, sDRs, and isDRs are summarized in Algotihtm 1, 2, 3, 4 and 5 respectively, where f1(x) =
g1(x) + h(x).
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Algorithm 2 A generic oDRs
Input: starting point x0 ∈ dom f1.
1: for t = 0, · · · , T do
2: xt+1 = argminx h(x) +
1
2λ ‖x− ut‖
2
.
3: zt+1 = argminz gt+1(z) +
1
2λ ‖z − (2xt+1 − ut)‖2.
4: ut+1 = ut + λt(zt+1 − xt+1).
5: end for
Output: xT+1.
Algorithm 3 A generic ioDRs
Input: starting point x0 ∈ dom f1.
1: for t = 0, · · · , T do
2: xt+1 = argminx h(x) +
1
2λ ‖x− ut‖2.
3: zt+1 = argminz ∇gt+1(zt)T (z − zt) + 12λ ‖z − (2xt+1 − ut)‖2.
4: ut+1 = ut + λt(zt+1 − xt+1).
5: end for
Output: xT+1.
3.1 Regret Analysis for oDRs
The goal of oDRs is to achieve low regret w.r.t. a static predictor on a sequence of functions
fT (x) =
1
T
T∑
t=1
gt(x) + h(x).
According to Algotihtm 2, formally, at every round of the algorithm we make a prediction xt and then receive
the function ft(x) = gt(x) + h(x). That is at round t− 1, we obtain xt by solving the following problem:
x∗t = argmin
x
gt(x) + h(x)
with only single DR iteration based on the warm start xt−1. In batch optimization we set ft = f for all t
while in stochastic optimization we choose ft to be the average of some random subset of {f1, ..., fT }.
In this work, we seek bounds on the standard regret in the online learning setting with respect to x∗,
defined as
R(T, x∗) :=
1
T
T∑
t=1
(gt(xt) + h(xt))− [ 1
T
T∑
t=1
gt(x
∗) + h(x∗)]
As pointed by (2.7) and Theorem 3.1 in [9], with the notation εgt(xt, λ) = xt − Rλ∂h(xt − λ∇gt(xt)) in
mind, we have in each iteration that
‖xt − x∗t ‖ ≤
1 + λL∇gt
1− λL∇gt
‖xt−1 − x∗t ‖
and
‖εgt(xt, λ)‖2 ≤
1
2
‖(xt−1 − x∗t ) + λ(∇gt(xt−1)−∇gt(x∗t ))‖2,
which means that
O(1)
λ
∈ ∇gt(xt) + ∂h(xt −O(1)).
Following the same procedure as (2.4), we have
gt(xt) + h(xt)− (gt(x∗) + h(x∗))
≤〈xt − x∗, O(1)
λ
〉+ 〈O(1), ph(xt)− ph(xt −O(1))〉 = O(1).
Summing up above formulas for t ∈ {1, ..., T }, we obtain the following result:
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Algorithm 4 A generic sDRs
Input: starting point x0 ∈ dom f1.
1: for t = 0, · · · , T do
2: xt+1 = argminx h(x) +
1
2λ ‖x− ut‖
2
.
3: Randomly select index it from the set {1, ..., T } and solve the subproblem:
zt+1 = argmin
z
git+1(z) +
1
2λ
‖z − (2xt+1 − ut)‖2 .
4: ut+1 = ut + λt(zt+1 − xt+1).
5: end for
Output: xT+1.
Algorithm 5 A generic ioDRs
Input: starting point x0 ∈ dom f1.
1: for t = 0, · · · , T do
2: xt+1 = argminx h(x) +
1
2λ ‖x− ut‖
2
.
3: Randomly select index it from the set {1, ..., T } and solve the subproblem:
zt+1 = argmin
z
∇git+1(zt)T (z − zt) +
1
2λ
‖z − (2xt+1 − ut)‖2 .
4: ut+1 = ut + λt(zt+1 − xt+1).
5: end for
Output: xT+1.
Theorem 3.1. Assume all gt(x) are differentiable, h(x) and gt(x) are Lipschitz continuous, the set of all
∂h(x) is bounded by some constant N∂h, ∇gt(x) is Lipschitz continuous with L∇gt , all L∇gt and x∗t are
bounded. Let the sequence {xt, zt, ut} be generated by oDRs. Then we have
R(T, x∗) = O(1).
3.2 Convergence analysis of sDRs
From (2.7) and Theorem 3.1 in [9], we have in each iteration of Algotihtm 4 that
‖xt − x∗t ‖ ≤
1 + λL∇git
1− λL∇git
‖xt−1 − x∗t ‖
and
‖εgit (xt, λ)‖2 ≤
1
2
‖(xt−1 − x∗t ) + λ(∇git(xt−1)−∇git(x∗t ))‖2,
which means that
O(1)
λ
∈ ∇git(xt) + ∂h(xt −O(1)).
Following the same procedure as (2.4), we have
git(xt) + h(xt)− (git(x∗) + h(x∗))
≤〈xt − x∗, O(1)
λ
〉+ 〈O(1), ph(xt)− ph(xt −O(1))〉 = O(1).
Thus we obtain the following result:
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Theorem 3.2. Assume all gt(x) are differentiable, h(x) and gt(x) are Lipschitz continuous, the set of all
∂h(x) is bounded by some constant N∂h, ∇gt(x) is Lipschitz continuous with L∇gt , all L∇gt and x∗t are
bounded. Let the sequence {xt, zt, ut} be generated by Algotihtm 4. Then we have
g(xT ) + h(xT )− (g(x∗) + h(x∗)) = O(1/
√
T ).
4 Computational experiments
In this section, we demonstrate the performance of oDRs and sDRs in solving several machine learning
problems. We present simulation results to show the convergence of the objective in oDRs and sDRs. We
also compare them with batch DRs and OADM [18]. We set λt = 1 for all the updates of ut+1, and
λ = [0.1, 1, 10, 20]. All the experiments show that oDRs and sDRs outperform OADM.
4.1 Lasso
The lasso problem is formulated as follows:
minimize
x∈Rn×1
1
T
T∑
t=1
‖aTt x− bt‖2 + µ ‖x‖1 , (4.1)
where at, x ∈ Rn×1 and bt is a scalar. The three updatas of DRs are:
xt+1 =argmin
x
µ ‖x‖1 +
1
2λ
‖x− ut‖2
=sign(ut) ·max{|ut| − µλ, 0},
zt+1 =argmin
z
1
T
T∑
t=1
‖aTt z − bt‖2 +
1
2λ
‖z − (2xt+1 − ut)‖2
=(ATA+
T
2λ
I)−1[AT b+
T
2λ
(2xt+1 − ut)],
ut+1 =ut + λt(zt+1 − xt+1),
where A = (a1, ..., aT ) and b = (b1, ..., bT )
T . The differences of oDRs and ioDRs from DRs is the update of
zt+1, which are:
zt+1 = argmin
z
‖aTt z − bt‖2 +
1
2λ
‖z − (2xt+1 − tt)‖2
= [aTt at +
1
2λ
I]−1[atbt +
1
2λ
(2xt+1 − ut)]
and
zt+1 = argmin
z
2(aTt zt − bt)aTt (z − zt) +
1
2λ
‖z − (2xt+1 − ut)‖2
= 2xt+1 − ut − 2λ(aTt zt − bt)at
respectively.
Our experiments mainly follow the lasso example in [18]. We first randomly generated A with 1000
examples of dimensionality 100. A is then normalized along the columns. Then, a true x0 is randomly
generated with certain sparsity pattern for lasso, and we set the number of nonzeros as 10. b is calculated
by adding Gaussian noise to Ax0/T , where T = 1000 is number of examples. We set µ = 0.1× ‖AT b/T ‖∞
and η = 1 in OADM [18]. All experiments are implemented in Matlab.
In Figure 1, the objective value of the problem is depicted against the iteration times. In this example,
oDRs and sDRs show faster convergence than OADM, ioDRs, and isDRs. The main reason for the slow
convergence of ioDRs or isDRs is because the linearization of the objective in each iteration (1.5). We
observe that OADM takes even longer iterations to achieve a certain precision, although the regret bound is
more tighter than the bound obtained in this work for oDRs (O(1/
√
T ) in OADM [18], while O(1) in oDRs).
Thus we believe and conjecture that the regret R(T, x∗) in Theorem 3.1 is indeed O(1/
√
T ).
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Figure 1: The convergence of objective value in DRs, oDRs, ioDRs, sDRs, isDRs, OADM, and real objective
value for the lasso problem (4.1).
4.2 Logistic regression
The logistic regression problem is formulated as follows:
minimize
w∈Rn
1
T
T∑
i=1
log(1 + exp(−yiwTxi)) + µ ‖w‖1 , (4.2)
where x(1), . . . , x(T ) are samples with labels y(1), . . . , y(T ) ∈ {0, 1}, the regularization term ‖w‖1 promotes
sparse solutions and µ balances goodness-of-fit and sparsity.
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The three updatas of DRs are:
wt+1 = argmin
w
µ ‖w‖1 +
1
2λ
‖w − ut‖2
= sign(wt) ·max{|wt| − µλ, 0},
zt+1 = argmin
z
1
T
T∑
i=1
log(1 + exp(−yizTxi)) + 1
2λ
‖z − (2wt+1 − ut)‖2 ,
ut+1 = ut + λt(zt+1 − xt+1).
The differences of oDRs and ioDRs from DRs is the update of zt+1, which are:
zt+1 = argmin
z
log(1 + exp(−ytzTxt)) + 1
2λ
‖z − (2wt+1 − ut)‖2 ,
and
zt+1 = argmin
z
−1 + exp(−ytz
T
t xt)
exp(−ytzTt xt)
ytxt(z − zt) + 1
2λ
‖z − (2wt+1 − ut)‖2 .
The sDRs and isDRs are almost the same, we will not repeat here.
4.3 Total variation minimization
The total variation (TV) minimization problem is formulated as follows:
minimize
x∈Rn×1
1
T
T∑
t=1
‖aTt x− bt‖2 + µ
T−1∑
t=1
‖xt+1 − xt‖1 , (4.3)
where at, x ∈ Rn×1 and bt is a scalar.
The three updatas of DRs are:
xt+1 = argmin
x
µ ‖Dx‖1 +
1
2λ
‖x− ut‖2
= argmin
x
µ ‖Dx‖1 +
1
2λ
‖EDx− EDut‖2 ,
zt+1 = argmin
z
1
T
T∑
t=1
‖aTt z − bt‖2 +
1
2λ
‖z − (2xt+1 − ut)‖2
= (ATA+
T
2λ
I)−1[AT b+
T
2λ
(2xt+1 − ut)],
ut+1 = ut + λt(zt+1 − xt+1),
where A = (a1, ..., aT ), b = (b1, ..., bT )
T and D is an upper bi-diagonal matrix with diagonal 1 and off-
diagonal -1, and ED = I. Here we should notice that the update of x is obtained by solving a small scale
lasso problem. Here we employ the DR algorithm to solve it. The differences of oDRs and ioDRs from DRs
is the update of zt+1, which are:
zt+1 = argmin
z
‖aTt z − bt‖2 +
1
2λ
‖z − (2xt+1 − tt)‖2
= [aTt at +
1
2λ
I]−1[atbt +
1
2λ
(2xt+1 − ut)]
and
zt+1 = argmin
z
2(aTt zt − bt)aTt (z − zt) +
1
2λ
‖z − (2xt+1 − ut)‖2
= 2xt+1 − ut − 2λ(aTt zt − bt)at
respectively.
Based on the numerical tests, we propose the following two very credible conjectures:
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Conjecture 4.1. Assume g(x) is differentiable, h(x) is Lipschitz continuous. Let the sequence {xt, zt, ut}
be generated by ioDRs. Then we have
R(T, x∗) = O(1).
and
Conjecture 4.2. Assume g(x) is differentiable, h(x) is Lipschitz continuous. Let the sequence {xt, zt, ut}
be generated by isDRs. Then we have
g(xT ) + h(xT )− (g(x∗) + h(x∗)) = O(1/
√
T ).
5 Conclusion
In this paper, we propose the efficient online and stochastic learning algorithm named online DRs (oDRs)
and stochastic DRs (sDRs) respectively. New proof techniques have been developed to analyze the regret
of DRs, oDRs and convergence of sDRs, which shows that DRs and oDRs have O(1/
√
T ) and O(1) regret
respectively, and sDRs enjoys a convergence rate of O(1/
√
T ). Finally, we illustrate the efficiency of oDRs
and sDRs in solving several machine learning problems.
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