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Abstract
In this paper, we study the mapping properties of the classical Riesz
potentials acting on Lp-spaces. In the supercritical exponent, we obtain
new “almost” Lipschitz continuity estimates for these and related poten-
tials (including, for instance, the logarithmic potential). Applications of
these continuity estimates include the deduction of new regularity esti-
mates for distributional solutions to Poisson’s equation, as well as a proof
of the supercritical Sobolev embedding theorem first shown by Brezis and
Wainger in 1980.
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1 Introduction and Statement of Results
For each 0 < α < N , one defines the Riesz potential
Iα(x) :=
γ(N,α)
|x|N−α .
Then the operator Iα can be defined through its action on suitable subspaces
of the space of Lebesgue measurable functions by convolution in the sense that
Iαf(x) := (Iα ∗ f)(x) = γ(N,α)
ˆ
RN
f(y)
|x− y|N−α dy, (1.1)
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whenever it is well-defined. Here, the precise definition of the constant is
γ(N,α) :=
Γ(N−α2 )
pi
N
2 2αΓ(α2 )
,
from which one obtains two key properties of the potentials: the semigroup prop-
erty and its connection with the Laplacian (see, for example, Stein [20][Chapter
5, p.118]).
In the next section, we review the literature concerning the mapping prop-
erties of the Riesz potentials on Lp(RN ) for 0 < α < N and 1 < p ≤ Nα−1 . As
we will see, though the literature is quite extensive, notably absent is a com-
plete treatment of the supercritical case p = Nα−1 , as well as the consideration
of α ≥ N . Although these might at first seem like purely academic questions, a
closer examination reveals connections between these considerations and several
interesting applications. Indeed, in the supercritical case α = 1+ Np , α ∈ [1, N),
we show that one has “almost” Lipschitz continuity estimates for the Riesz po-
tentials, while we introduce some Riesz-type potentials defined for α ∈ [N,N+1)
and demonstrate that they enjoy analogous regularity properties to the Riesz
potentials. Interesting in its own right are the new estimates we show for the
logarithmic potential (which corresponds to the case α = N), though more gen-
erally we demonstrate some important consequences of our results through the
connection of potentials, partial differential equations, and Sobolev embeddings.
This includes the conclusion of new regularity results for Poisson’s equation in
any number of dimensions, as well as a potential approach to the Sobolev em-
bedding theorem in the supercritical exponent. In particular, this shows how
Riesz and Riesz-type potentials enable one to give a unified treatment of Sobolev
embeddings for p > 1. We now proceed to review the literature concerning the
Riesz potentials, after which we will state our results in Section 1.2.
1.1 Historical Background
The study of the mapping properties of Iα in several dimensions was initiated
by S. Sobolev in his 1938 paper [19], where he proved the following theorem
concerning the Lp
∗
-summability of Iαf for functions f ∈ Lp(RN ) with 1 < p <
N
α .
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Theorem 1.1 Let 0 < α < N and 1 < p < Nα . Then there exists C =
C(p, α,N) such that
‖Iαf‖Lp∗ (RN ) ≤ C‖f‖Lp(RN )
for all f ∈ Lp(RN ), where p∗ := NpN−αp .
When p = Nα , one cannot expect an embedding theorem of the above
type, and the appropriate replacement is exponential integrability of the po-
tential. When p = N = 2, the following theorem is related to Lemma 1 in
Pohozˇaev’s 1965 paper [17], while more generally the potential arguments are
1The reference of Stein [20][Chapter V, p.165] gives some details concerning Sobolev’s
contribution in the context of the one dimensional result of Hardy and Littlewood.
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due to Trudinger’s 1967 paper [23] for α = 1. For general α, the result was ob-
tained by Strichartz [22] and also Hedberg [8].2 Here we record the statement
of the theorem as can be found in the book of Mizuta [11][Section 4.2, Theorem
2.3, p. 156].
Theorem 1.2 Let 0 < α < N and p = Nα . Then for every bounded, open subset
G ⊂ RN , there exist A1, A2 > 0 such that
1
|G|
ˆ
G
exp
([ |Iαf(x)|
A1‖f‖Lp(RN )
]p′)
dx ≤ A2
for all f ∈ Lp(G).
An early reference which obtains a partial result of the preceding theorem is
the 1961 paper of Yudovicˇ [24], which also records a version of the following
theorem concerning the case Nα < p <
N
α−1 , assuming f has support in a
bounded domain. We again give a statement of this theorem from the book
of Mizuta (see [11][Section 4.2, Theorem 2.2, p. 155]).
Theorem 1.3 Let 1 < p < +∞ and 0 < α < N be such that 0 < α − Np < 1.
Then there exists C = C(p, α,N) such that
|Iαf(x)− Iαf(z)| ≤ C|x− z|α−Np ‖f‖Lp(RN )
for all f ∈ Lp(RN ) such that Iαf is well-defined.
Remark 1.4 Let us remark that for this range of p and α, it is not the case
that Iαf is well-defined for every f ∈ Lp(RN ). By considering functions with
support in a bounded domain, one has f ∈ Lq(RN ) for every 1 ≤ q ≤ Nα , so
that by the preceding results one has Iαf is well-defined. Working on all of the
space, we instead prefer to introduce a modified Riesz potential
I˜αf(x) := γ(N,α)
ˆ
RN
f(y)
[
1
|x− y|N−α −
1
|y|N−α
]
dy,
since I˜αf is well-defined for all f ∈ Lp(RN ) with 0 < α− Np < 1. Moreover,
Iαf(x)− Iαf(z) = I˜αf(x)− I˜αf(z),
whenever Iαf is well-defined.
Finally, when p = Nα−1 , Yudovicˇ [24] had announced the following theorem
for potentials acting on functions with compact support.
Theorem 1.5 Suppose Ω ⊂ RN is open and bounded. Let 1 < p < +∞ and
0 < α < N be such that p = Nα−1 . Then there exists C = C(p, α,N,Ω) such that
|Iαf(x)− Iαf(z)| ≤ C|x− z| (| ln |x− z||+ 1)
1
p′ ‖f‖Lp(Ω)
for all f ∈ Lp(RN ) such that supp f ⊂ Ω.
2Strichartz’s paper actually concerns the Bessel potential, and so for our purposes Hedberg
is the more appropriate reference.
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Aside from the question of the removal of the assumption of compact support
in Theorem 1.5, this gives a complete picture on the mapping properties of the
Riesz potentials for 1 < p ≤ Nα−1 . When Nα−1 < p, observing this requires
α > 1, we find that Iαf has a distributional derivative which is essentially
Iα−1f . Thus, one can apply the preceding theorems to the derivatives of the
potential and obtain a family of results for p in this range (for a fixed α). There
are also a considerable number of results for Riesz potentials beyond the basic
framework of the Lp-spaces, for example, the consideration of potentials with
variable exponent [13], potentials mapping on Lp-spaces with variable exponent
[3], potentials acting on functions where the underlying space is assumed to
be metric [4], potentials acting on Morrey spaces of variable exponent [14],
potentials acting on functions in general Orlicz spaces [15] or Musielak-Orlicz-
Morrey spaces [16]. This list is by no means exhaustive, though gives an idea
of some of the possible variations one can consider and obtain results analogous
to those we have recorded here.
1.2 Statement of Results
Analyzing the literature, several natural questions present themselves for study.
Firstly, one wonders whether it is possible to remove the hypothesis of compact
support from Theorem 1.5. As we can see in the following theorem, one can
relax this hypothesis by asking the function decay sufficiently to have some
global summability in another Lq-space.
Theorem A Let 1 < p < +∞ and α = 1 + Np < N . Then for any 1 ≤ q < p,
there exists C = C(q, α,N) such that
|I˜αf(x)− I˜αf(z)| ≤ C|x− z| (| ln |x− z||+ 1)
1
p′ (‖f‖Lq(RN ) + ‖f‖Lp(RN ))
for all f ∈ Lp(RN ) ∩ Lq(RN ).
As alluded to earlier in the introduction, another interesting question is that
of the restriction 0 < α < N in the definition (1.1). Whereas in the case α ≤ 0,
the potentials Iα(x) = γ(N,α)/|x|N−α cease to be integrable in a neighborhood
of the origin, when α > N , Iα does not have a local singularity. For example,
the fundamental solution of Laplace’s equation in the plane is known to be the
logarithmic potential, and more generally one can in higher dimensions define
the logarithmic potential3
INf(x) :=
Γ(N2 )
2pi
N
2
ˆ
RN
log
1
|x− y|f(y) dy. (1.2)
A comparison of IN and Iα reveals that the known continuity estimates for the
logarithmic potential are not sharp when compared with those known for the
Riesz potentials, even in the same regime of criticality. For example, the es-
timates obtained in Theorem 1.3 and Theorem A are not stable under the limit
α → N , and therefore yield no useful information regarding the logarithmic
potential. Moreover, as we will see in Section 2, the naive approach to mimic
3The logarithmic potential can also be obtained as a limiting process as α→ N for certain
classes of functions, see for example, [9][Chapter I, p. 50].
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the techniques from Riesz potential estimates also do not obtain the sharp ex-
ponent. Nonetheless, we are able to prove the analogous theorem concerning
the continuity properties of the modified logarithmic potential (which can be
compared, for instance, with [10][Chapter 10, p. 260]).
Theorem B Let 1 < p ≤ NN−1 .
i) If 1 < p < NN−1 , then there exists C = C(p,N) such that
|I˜Nf(x)− I˜Nf(z)| ≤ C|x− z|N−Np ‖f‖Lp(RN )
for all f ∈ Lp(RN ).
ii) If p = NN−1 and 1 ≤ q < p, then there exists C = C(q,N) such that
|I˜Nf(x)− I˜Nf(z)| ≤ C|x− z| (| ln |x− z||+ 1)
1
N (‖f‖Lp(RN ) + ‖f‖Lq(RN ))
for all f ∈ Lp(RN ) ∩ Lq(RN ).
Here, in analogy to the modified Riesz potentials, we have considered the
modified logarithmic potential as follows.
Definition 1.6 We define the modified Logarithmic potential
I˜Nf(x) :=
Γ(N2 )
2pi
N
2
ˆ
RN
[
log
1
|x− y| − log
1
|y|
]
f(y) dy. (1.3)
Since for N ≥ 2 there is an intimate relationship between certain distri-
butional solutions to Poisson’s equation and the potentials I2, an immediate
application of the continuity results asserted in Theorem A and Theorem B is
to conclude sharp and uniform regularity estimates for these solutions (such a
results has been announced in [6]). We now make this statement more precise.
We suppose that f ∈ Lp(RN ) for some N2 < p < N , and we say that
u ∈ L1loc(RN ) is a distributional solution to Poisson’s equation if
−
ˆ
RN
u∆ϕ =
ˆ
RN
fϕ, (1.4)
for all ϕ ∈ C∞c (RN ). Now, we know that there exists u ∈ L1loc(RN ) which
satisfies (1.4) (see, for example, [10][Chapter 6, Theorem 6.21, p.157]), and that
if supp f is compact, this solution u is given by u = I2f . Moreover, any two
solutions differ only by a harmonic function, and therefore if we restrict ourselves
to solutions which satisfy the growth condition
u(x)
|x| → 0 as |x| → ∞, (1.5)
then, up to a constant, such a u ∈ L1loc(RN ) is unique. Then we have the
following theorem on the regularity of this solution.
Theorem C Suppose N ≥ 2 and N2 < p ≤ N . If N2 < p < N , assume
f ∈ Lp(RN ), while if p = N assume f ∈ LN (RN )∩Lq(RN ) for some 1 < q < N .
Then u = I˜2f satisfies (1.4) and has the following regularity estimates:
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i) If N2 < p < N , then
|u(x)− u(z)| ≤ C|x− z|2−Np ‖f‖Lp(RN ).
ii) If p = N , then
|u(x)− u(z)| ≤ C|x− z| (| ln |x− z||+ 1) 1N′ (‖f‖LN (RN ) + ‖f‖Lq(RN )) .
Our approach to Theorem B, and therefore the mechanism behind the better
regularity results deduced in Theorem C, is a new representation for the log-
arithmic potential. In fact, this representation is one way to extend the Riesz
potentials past the criticality α = N to all α ∈ [N,N + 1).
Definition 1.7 Let β ∈ [0, 1) and define
T˜ βj f(x) :=
γ(N,N − 1 + β)
N − 1 + β
ˆ
RN
[
yj − xj
|y − x|1−β −
yj
|y|1−β
]
f(y) dy. (1.6)
We then have the following theorem concerning the mapping properties of
T˜ βj .
Theorem D Let β ∈ [0, 1).
i) If 1 < p < NN−1+β , then there exists C = C(p, β,N) such that
|T˜ βj f(x)− T˜ βj f(z)| ≤ C|x− z|N+β−
N
p ‖f‖Lp(RN )
for all f ∈ Lp(RN ) and j = 1, . . . , N .
ii) If p = NN−1+β and 1 ≤ q < p, then there exists C = C(q, β,N) such that
|T˜ βj f(x)− T˜ βj f(z)| ≤ C|x− z| (| ln |x− z||+ 1)
1
p′ (‖f‖Lp(RN ) + ‖f‖Lq(RN ))
for all f ∈ Lp(RN ) ∩ Lq(RN ) and j = 1, . . . , N .
Remark 1.8 As we will see in Section 4, I˜Nf = T˜
0 ·Rf , where R is the vector
Riesz transform. More generally, one could define modified Riesz potentials
I˜N+βf , for which one would have I˜N+βf = T˜
β · Rf . Therefore, the regularity
properties of the maps T˜ imply regularity properties for the modified Riesz and
logarithmic potentials.
Now, whereas our interest in the case β = 0 is related to the mapping
properties of the logarithmic potential, and therefore regularity of solutions to
Poisson’s equation, we have further reason to study the mapping properties of
T βj for β ∈ [0, 1). Our motivation for considering this regime stems from the
relationship of the Riesz potentials and Sobolev embeddings. In fact, one can
show that Riesz potentials enable one to give a unified treatment of a number
of Sobolev embeddings for p > 1. However, using Riesz potentials alone it
is not possible to prove sharp embeddings concerning Hα,p(RN ) for α ≥ N .
In particular, this includes a spectrum of cases of the supercritical Sobolev
embedding first proven by Brezis and Wainger [2][Corollary 5] in 1980. Among
other results, they had shown the following theorem concerning the “almost”
Lipschitz continuity of elements of the Bessel potential space Hα,p(RN ).
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Remark 1.9 Here, the notation Hα,p(RN ) is used to denote the Bessel poten-
tial spaces, functions with the representation u = gα ∗ f for some f ∈ Lp(RN ),
where gα is the Bessel potential of order α. In the case α = l ∈ N, it is a result
of Caldero´n that Hα,p(RN ) = W l,p(RN ) (see [20][Chapter 5, p.131 and p.165]).
Theorem 1.10 Let 1 < p < +∞ and suppose u ∈ Hα,p(RN ) with α = 1 + Np .
Then there exists C = C(p,N) such that
|u(x)− u(z)| ≤ C|x− z| (| ln |x− z||+ 1) 1p′ ‖u‖Hα,p(RN ).
In Section 4, we show how the potential estimates we have obtained can be
used to deduce the preceding theorem in its full generality. This is accomplished
via a representation for Sobolev functions via the Riesz potentials and Theorem
A for the range 1 < α < N , while for the range α ∈ [N,N + 1) we find an al-
ternative representation via the Riesz-type potentials (1.6) and invoke Theorem
B.
Remark 1.11 In the case α = N + 1, p = 1, one has the stronger result that
any u ∈WN+1,1(RN ) is Lipschitz, see Gagliardo’s 1958 paper [5].
The organization of the paper will be as follows. In Section 2, we will prove
Theorems A and D, as well as a weaker version of Theorem B. In Section 3, we
show the equivalence of I˜Nf and T˜
N ·Rf , thereby deducing Theorems B and C.
Finally, in Section 4 we show how our results can be used to deduce Theorem
1.10.
2 Potential Estimates
In this section, we prove potential estimates for the Riesz and Riesz-type poten-
tials introduced in Section 1.2. Here, we restate the theorems for the convenience
of the reader.
We begin with the following theorem, on the continuity of the Riesz potential
in the supercritical case.
Theorem A Let 1 < p < +∞ and α = 1 + Np < N . Then for any 1 ≤ q < p,
there exists C = C(q, α,N) such that
|I˜αf(x)− I˜αf(z)| ≤ C|x− z| (| ln |x− z||+ 1)
1
p′ (‖f‖Lq(RN ) + ‖f‖Lp(RN ))
for all f ∈ Lp(RN ) ∩ Lq(RN ).
Proof. For brevity, we write γ = γ(N,α) and define r := |x− z|. We have
|I˜αf(x)− I˜αf(z)| ≤ γ
ˆ
B(x,2r)
|f(y)|
(
1
|x− y|N−α +
1
|z − y|N−α
)
dy
+ γ
ˆ
B(x,2r)c
|f(y)|
∣∣∣∣ 1|x− y|N−α − 1|z − y|N−α
∣∣∣∣ dy
=: I + II.
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For I, an application of Ho¨lder’s inequality, along with the fact that for all
θ > 0 and z such that r = |z − x|, we have the inequality
ˆ
B(x,2r)
1
|z − y|θ dy ≤
ˆ
B(x,2r)
1
|x− y|θ dy
allows us to deduce that
I ≤ 2γ‖f‖Lp(RN )
(ˆ
B(x,2r)
1
|x− y|(N−α)p′ dy
) 1
p′
= 2γ|SN−1| 1p′ ‖f‖Lp(RN )
(ˆ 2r
0
tN−1−(N−α)p
′
dt
) 1
p′
=
4γ|SN−1| 1p′
(p′)
1
p′
r‖f‖Lp(RN )
≤ 4γ|S
N−1| 1p′
(p′)
1
p′
r (| ln r|+ 1) 1p′ ‖f‖Lp(RN ).
In order to treat the term II, we define the auxiliary function
h(t) :=
1
|tx+ (1− t)z − y|N−α ,
and observe that for y ∈ B(x, 2r)c, h : [0, 1] → R is smooth. Thus, the mean
value theorem implies
h(1)− h(0) = h′(t0)
for some t0 = t0(x, z) ∈ (0, 1). Rewriting this equality in terms of the function
h we have
1
|x− y|N−α −
1
|z − y|N−α
=
−N + α
|t0x+ (1− t0)z − y|N−α+1
(t0x+ (1− t0)z − y) · (x− z)
|t0x+ (1− t0)z − y| .
From this we conclude that∣∣∣∣ 1|x− y|N−α − 1|z − y|N−α
∣∣∣∣ ≤ |x− z|2N−α+1(N − α)|x− y|N−α+1 ,
where we have used the fact that |t0x+(1−t0)z−y| ≥ 12 |x−y| for any t0 ∈ (0, 1).
Now, f ∈ Lp(RN ) ∩ Lq(RN ) implies f ∈ Ls(RN ) for all s ∈ [q, p], and we
can thus estimate
II ≤ r (2N−α+1(N − α)γ)ˆ
B(x,2r)c
|f(y)| 1|x− y|N−α+1 dy
≤ r (2N−α+1(N − α)γ) |SN−1| 1s′ ‖f‖Ls(RN )(ˆ ∞
2r
1
t(N−α+1)s′
tN−1 dt
) 1
s′
.
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Then since Young’s inequality implies
‖f‖Ls(RN ) ≤ ‖f‖Lq(RN ) + ‖f‖Lp(RN ),
and |SN−1| 1s′ ≤ min
{
|SN−1| 1p′ , |SN−1| 1q′
}
, it only remains to show that we can
in fact choose an s = s(r) ∈ [q, p) such that(ˆ ∞
2r
1
t(N−α+1)s′
tN−1 dt
) 1
s′
≤ C(p, q,N) (| ln r|+ 1) 1p′ ,
and the result is demonstrated. First, we estimate the integral(ˆ ∞
2r
1
t(N−α+1)s′
tN−1 dt
) 1
s′
=
(2r)N(
1
p− 1s )
(Ns′( 1s − 1p ))
1
s′
≤ (2r)
N( 1p− 1s )
(N( 1s − 1p ))
1
s′
.
Now, since N( 1p − 1q ) ∈ (−∞, 0), there exists a unique 0 < 0 = 0(p, q) < 1
such that N( 1p − 1q ) = −1| ln 0| . Then when r ∈ [0,∞), the choice of s = q in the
above integral allows us to obtain the bound
(2r)N(
1
p− 1q )
(N( 1q − 1p ))
1
q′
= (2r)
−1
| ln 0| | ln 0|
1
q′ ≤ (20)
−1
| ln 0| (| ln 0|)
1
q′ (| ln r|+ 1) 1p′ .
Finally, we consider the case when r ∈ (0, 0). Here, we define s = s(r) by
N( 1p − 1s ) = −1| ln r| . It follows from the definition of 0 that s ∈ (q, p). Utilizing
this exponent in the computation for II yields
(2r)N(
1
p− 1s )
(N( 1s − 1p )
1
s′
= 2
−1
| ln r| r
−1
| ln r| | ln r| 1s′ ≤ exp(1) (| ln r|+ 1) 1p′ ,
which implies the desired result.
We now prove the following theorem concerning the mapping properties of
the modified logarithmic potential. Although the estimates in this theorem are
not as sharp as those claimed in Theorem B, we will see that the proof follows
in analogy to Theorem A. Moreover, we will utilize this estimate in order to
obtain the sharp result, which we prove in Section 3.
Theorem B′ Let 1 < p ≤ NN−1 .
i) If 1 < p < NN−1 , then there exists C = C(p,N) such that
|I˜Nf(x)− I˜Nf(z)| ≤ C|x− z|N−Np (| ln |x− z||+ 1) ‖f‖Lp(RN )
for all f ∈ Lp(RN ).
ii) If p = NN−1 and 1 ≤ q < p, then there exists C = C(q,N) such that
|I˜Nf(x)− I˜Nf(z)| ≤ C|x− z| (| ln |x− z||+ 1) (‖f‖Lp(RN ) + ‖f‖Lq(RN ))
for all f ∈ Lp(RN ) ∩ Lq(RN ).
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Proof. We begin under the hypothesis of part i), assuming f ∈ Lp(RN ) for
some 1 < p < NN−1 . As in the proof of Theorem A, we split the estimate into
two piece. We have for r = |z − x|,
|I˜Nf(x)− I˜Nf(z)| ≤ ωN
ˆ
B(x,2r)
|f(y)| (| ln |x− y||+ | ln |z − y||) dy
+ ωN
ˆ
B(x,2r)c
|f(y)| |ln |x− y| − ln |z − y|| dy
=: I + II.
For I, we this time require a different estimate in several regimes of r ∈ (0,+∞).
First notice that since B(x, 2r) ⊂ B(z, 3r), we have
I ≤ ωN
(ˆ
B(x,2r)
|f(y)| |ln |x− y|| dy +
ˆ
B(z,3r)
|f(y)| |ln |z − y|| dy
)
≤ 2ωN |SN−1|
1
p′ ‖f‖Lp(RN )
(ˆ 3r
0
| ln t|p′tN−1dt
) 1
p′
.
When r ≤ 1, for some 0 < 1 < 13 to be chosen shortly, we proceed as follows.
The change of variables t = exp(−x) implies
(ˆ 3r
0
| ln t|p′tN−1dt
) 1
p′
=
(ˆ ∞
| ln 3r|
xp
′
e−Nx dx
) 1
p′
,
for which we can use the following asymptotics of the upper incomplete gamma
function
´∞
w
xse−Nx dx
wse−Nw
→ 1
as w → ∞ to deduce that there exists and 1 ∈ (0, 13 ) such that for r ≤ 1 we
have (ˆ ∞
| ln 3r|
xp
′
e−Nx dx
) 1
p′
≤ 2| ln 3r|e−Np′ | ln 3r|
= 2| ln 3r|(3r)N−Np .
For r ∈ [1, 13 ], we have(ˆ 3r
0
| log t|p′tN−1dt
) 1
p′
≤
(ˆ 1
0
| ln t|p′tN−1dt
) 1
p′
≤ C
(
r
1
)N−Np
,
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since r1 ≥ 1. Finally, when r ∈ ( 13 ,∞), we have(ˆ 3r
0
| log t|p′tN−1dt
) 1
p′
=
(ˆ 1
0
| ln t|p′tN−1 dt+
ˆ 3r
1
| ln t|p′tN−1 dt
) 1
p′
≤
(
C + | ln 3r|p′
(
(3r)N − 1
N
)) 1
p′
≤ CrN−Np (| ln r|+ 1) .
Combining these estimates, we conclude that
I ≤ C‖f‖Lp(RN )rN−
N
p (| ln r|+ 1) .
For II, we can proceed as before, since the mean value theorem again implies
|log |x− y| − log |z − y|| ≤ 2|x− z| 1|y − x| ,
for all y ∈ B(x, 2r)c and therefore,
II ≤ 2r|SN−1| 1p′ ‖f‖Lp(RN )
(ˆ ∞
2r
1
tp′
tN−1 dt
) 1
p′
.
Part i) then follows, since(ˆ ∞
2r
1
tp′
tN−1 dt
) 1
p′
=
(2r)
N
p′−1
(p′ −N) 1p′
.
For the proof of Part ii), the preceding analysis for I is exactly the same
while II can be estimated as that in the proof of Theorem A.
Finally, we conclude this section with a proof of Theorem D, which follows
in analogy to the proofs of the previous two theorems.
Theorem D Let β ∈ [0, 1).
i) If 1 < p < NN−1+β , then there exists C = C(p, β,N) such that
|T˜ βj f(x)− T˜ βj f(z)| ≤ C|x− z|N+β−
N
p ‖f‖Lp(RN )
for all f ∈ Lp(RN ) and j = 1, . . . , N .
ii) If p = NN−1+β and 1 ≤ q < p, then there exists C = C(q, β,N) such that
|T˜ βj f(x)− T˜ βj f(z)| ≤ C|x− z| (| ln |x− z||+ 1)
1
p′ (‖f‖Lp(RN ) + ‖f‖Lq(RN ))
for all f ∈ Lp(RN ) ∩ Lq(RN ) and j = 1, . . . , N .
Proof. Part i) can be argued in a similar manner as in the proofs of The-
orems A and B′, this time applying Ho¨lder’s inequality for f ∈ Lp(RN ) with
1 < p < NN−1 for both I and II.
The proof of Part ii) is analogous to that of Theorem A. While I is estimated
as in Part i), for II we observe that the mean value theorem implies that for
any y ∈ B(x, 2r)c∣∣∣∣ xj − yj|x− y|1−β − zj − yj|z − y|1−β
∣∣∣∣ ≤ (2− β)21−β |x− z| 1|x− y|1−β ,
and the log-Lipschitz estimate follows directly from the remainder of the argu-
ment of Theorem A.
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3 Regularity for Solutions to Poisson’s Equation
Before we prove Theorem B, we first record the following lemma connecting the
potentials T˜N and the Riesz potentials (1.1). Let us remark that this generalizes
the case N = 2, which has been proven in [6].
Lemma 3.1 Suppose f ∈ C∞c (RN ). Then
−∆
(
T˜ 0 · Rf
)
= IN−2f,
with the convention that I0f = f .
Proof. It suffices to show that
−
ˆ
RN
(T˜ 0 · Rf)∆ϕ = −
ˆ
RN
(IN−2f)ϕ
for all ϕ ∈ C∞c (RN ). First, we observe that in the proof of Theorem D, one has
the stronger inequality
ˆ
RN
∣∣∣∣yj − xj|y − x| − yj|y|
∣∣∣∣ |Rjf(y)| dy ≤ C|x|N−Np ‖Rjf‖Lp(RN )
≤ C|x|N−Np ‖f‖Lp(RN )
for j = 1, 2, . . . , N and 1 < p < NN−1 . Therefore, we may utilize Fubini’s
theorem to deduce
−
ˆ
RN
(T˜ 0 · Rf)∆ϕ
=
−γ(N,N − 1)
N − 1
N∑
j=1
ˆ
RN
(ˆ
RN
[
yj − xj
|y − x| −
yj
|y|
]
Rjf(y) dy
)
∆ϕ(x) dx
=
−γ(N,N − 1)
N − 1
N∑
j=1
ˆ
RN
(ˆ
RN
[
yj − xj
|y − x| −
yj
|y|
]
∆ϕ(x) dx
)
Rjf(y) dy.
Further, since the divergence theorem implies
´
RN ∆ϕ(x) dx = 0, we have thatˆ
RN
[
yj − xj
|y − x| −
yj
|y|
]
∆ϕ(x) dx =
ˆ
RN
yj − xj
|y − x|∆ϕ(x) dx.
Now, we define
gj(y) :=
−γ(N,N − 1)
N − 1
ˆ
RN
yj − xj
|y − x|∆ϕ(x) dx.
If we can show that gj = Rj(IN−2ϕ) almost everywhere, then we would have
−
ˆ
RN
T˜ 0 · Rf∆ϕ =
N∑
j=1
ˆ
RN
Rj(IN−2ϕ)Rjf
=
ˆ
RN
f(IN−2ϕ)
=
ˆ
RN
(IN−2f)ϕ,
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which is the thesis. Notice that
gj(y) =
−yj
N − 1(IN−1∆ϕ)(y) +
1
N − 1IN−1(xj∆ϕ)(y),
and therefore,
ĝj(ξ) =
1
2pii
1
N − 1
∂
∂ξj
(
(2pi|ξ|)1−N ∆̂ϕ(ξ)
)
+
1
N − 1(2pi|ξ|)
1−N
(
x̂j∆ϕ(ξ)
)
=
i(2pi)2−N
N − 1
[
∂
∂ξj
(|ξ|3−N ϕ̂(ξ))− 1|ξ|N−1
∂
∂ξj
(|ξ|2ϕ̂(ξ)
]
= −i ξj|ξ| (2pi|ξ|)
2−N ϕ̂(ξ)
= (RjIN−2ϕ)̂.
Here, the above should be interpreted in the sense of tempered distributions,
and with the convention
ϕ̂(ξ) =
ˆ
RN
ϕ(x)e−2piix·ξ dx
for the Fourier transform. Thus, we have proved that gj = RjIN−2ϕ as distri-
butions, which implies almost everywhere equality as functions, and the result
is demonstrated.
Again, for the convenience of the reader we here recall the statement of
Theorem B before giving its proof.
Theorem B Let 1 < p ≤ NN−1 .
i) If 1 < p < NN−1 , then there exists C = C(p,N) such that
|I˜Nf(x)− I˜Nf(z)| ≤ C|x− z|N−Np ‖f‖Lp(RN )
for all f ∈ Lp(RN ).
ii) If p = NN−1 and 1 ≤ q < p, then there exists C = C(q,N) such that
|I˜Nf(x)− I˜Nf(z)| ≤ C|x− z| (| ln |x− z||+ 1)
1
N (‖f‖Lp(RN ) + ‖f‖Lq(RN ))
for all f ∈ Lp(RN ) ∩ Lq(RN ).
Proof. We will show that
I˜Nf ≡ T˜ 0 · Rf (3.1)
for all f ∈ Lp(RN ), 1 < p < NN−1 . The claimed regularity estimate for I˜Nf
then follows from Theorem D and boundedness of R : Lp(RN ) → Lp(RN ) for
1 < p < +∞.
First, we observe that it suffices to establish (3.1) for f ∈ C∞c (RN ), since an
application of Theorems B′ and D yields the estimates
|I˜N (fn − f)(x)| ≤ C|x|N−Np (| ln |x||+ 1) ‖fn − f‖Lp(RN )
|T˜ 0 · R(fn − f)(x)| ≤ C|x|N−Np ‖fn − f‖Lp(RN ).
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One is then able to conclude (3.1) for all f ∈ Lp(RN ), using the fact that I˜Nf ,
T˜ 0 · Rf are continuous for f ∈ Lp(RN ), 1 < p < NN−1 .
We therefore establish (3.1). Now, we already know that if f ∈ C∞c (RN )
that
−∆I˜Nf = IN−2f.
Further, Lemma 3.1 asserts that
−∆T˜ 0 · Rf = IN−2f,
and so if we define w := I˜Nf − T˜ 0 · Rf , then we have that w is harmonic.
Moreover, Theorems B′ and D imply that
w(x)
|x| → 0 as |x| → ∞.
But then one can invoke Liouville’s theorem to conclude that w ≡ c, and since
w(0) = 0 this implies w ≡ 0. This proves the claim and hence the theorem.
As a consequence of Theorem 1.3 and Theorems A, B and D, we deduce the
uniform regularity estimates for I˜2, and therefore obtain Theorem C.
4 Sobolev Embedding Theorem in the Super-
critical Exponent
In this section, we show how the preceding results for potentials, combined
with appropriate representations for Sobolev functions, can be used to deduce
Theorem 1.10.
The idea for the proof is as follows. Observe that for u ∈ C∞c (RN ) and
0 < m < N even, one has the potential representation
u = Im(−∆)m2 u.
Thus, if m = 1 + Np , one can apply Theorem A to deduce the inequality
|u(x)− u(z)| ≤ C|x− z| (| ln |x− z||+ 1) 1p′
(∥∥(−∆)m2 u∥∥
Lq(RN ) +
∥∥(−∆)m2 u∥∥
Lp(RN )
)
.
Then applying Holder’s inequality, and using the fact that u has compact sup-
port, one obtains the inequality
|u(x)− u(z)| ≤ C|x− z| (| ln |x− z||+ 1) 1p′ ∥∥(−∆)m2 u∥∥
Lp(RN ) .
Now, here C depends on the support of u, and so one cannot use density to
conclude the preceding inequality holds for general u ∈ Wm,p(RN ). Moreover,
the handling of the case m even or odd, let alone non-integer as in the setting of
Bessel potential spaces make the matter slightly more complicated. This clearly
tells us that a more delicate analysis is required to obtain the result, which we
will now prove in its full generality.
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Proof of Theorem 1.10. We claim that it suffices to show that for any
u ∈ C∞c (RN ) we have the estimate
|u(x)− u(z)| ≤ C|x− z| (| ln |x− z||+ 1) 1p′ ‖u‖Hα,p(RN ) (4.1)
for all x, z ∈ RN such that |x− z| ≤ 1. If so, then this implies the inequality
|u(x)| ≤ |u(z)|+ |u(x)− u(z)|
≤ |u(z)|+ C|x− z| (| ln |x− z||+ 1) 1p′ ‖u‖Hα,p(RN ).
Then averaging over z ∈ B(x, 1), and using Ho¨lder’s inequality we have
|u(x)| ≤ C‖u‖Hα,p(RN ),
so that taking the supremum over all x ∈ RN , we deduce that
‖u‖L∞(RN ) ≤ C‖u‖Hα,p(RN )
for all u ∈ C∞c (RN ). Thus, if |x− z| ≥ 1, we have
|u(x)− u(z)| ≤ 2|x− z| (| ln |x− z||+ 1) 1p′ ‖u‖L∞(RN ),
and so if (4.1) holds for |x−z| ≤ 1, it continues to hold for all x, z ∈ RN , perhaps
increasing the constant. The result then follows for general u ∈ Hα,p(RN ) by
density, since the above inequality shows that any sequence Cauchy in Hα,p(RN )
is Cauchy in the space Lip
0,− 1
p′ (RN ), defined by
‖u‖
Lip
0,− 1
p′ (RN )
:= ‖u‖L∞(RN ) + sup
x 6=z
|u(x)− u(z)|
|x− z| (| ln |x− z||+ 1) 1p′
.
Case 1: 1 < α < N .
To establish (4.1), let α = m+2γ for m ∈ N and γ ∈ [0, 12 ). Let φ ∈ C∞c (B(0, 4))
be a cutoff function such that
φ ≡ 1 on B(0, 2) ;
φ ≡ 0 outside B(0, 4) ;
‖Dνφ‖L∞(B(0,4)) ≤ C ;
‖(−∆)γDνφ‖L∞(RN ) ≤ C ,
for all 0 ≤ |ν| ≤ m. Given u ∈ C∞c (RN ) and x ∈ RN , define h := uφx =
u(·)φ(·−x). Now, as h ∈ C∞c (B(x, 4)) ⊂ C∞c (RN ), one can verify by taking the
Fourier transform that h has the representation h = Iαg for
g :=
{
(−∆)γ(−∆)m2 h ; if m is even∑N
i=1Rj(−∆)γ ∂∂xj (−∆)
m−1
2 h ; if m is odd.
(4.2)
Now, since h ∈ C∞c (RN ), it is easy to verify that g ∈ Lq(RN ) for all 1 <
q ≤ ∞. Thus, an application of Theorem A to g for any 1 < q < p implies the
inequality
|Iαg(x)− Iαg(y)| ≤ C|x− z| (| ln |x− z||+ 1)
1
p′ (‖g‖Lq(RN ) + ‖g‖Lp(RN )),
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and so it suffices to prove that there exists C depending only on φ such that
‖g‖Lq(RN ) + ‖g‖Lp(RN ) ≤ C‖u‖Hα,p(RN ),
and we will have demonstrated the inequality (4.1). If γ = 0, this is a con-
sequence of the boundedness of the Riesz transform on Lq(RN ) and Lp(RN ),
Ho¨lder’s inequality to bound the Lq(B(x, 4)) norm by the Lp(B(x, 4)) norm,
and the product rule for derivatives of uφx.
When γ ∈ (0, 12 ), the result still holds through slightly more subtle analysis.
After using boundedness of the Riesz transform, we here use the analogy of
Ho¨lder’s inequality for the fractional Laplacian
‖(−∆)γw‖Lq(RN ) ≤ C ‖(−∆)γw‖Lp(RN ) ,
for w = (−∆)m2 h or w = ∂∂xj (−∆)
m−1
2 h depending on parity, which can be
found in [18][Lemma A.1, p. 46], where one can check that C = C(diam(supp h)),
and therefore can be taken depending only on φ. The last result to check is
whether there is an analogy for the product rule, from which we could conclude
‖(−∆)γw‖Lp(RN ) ≤ C‖u‖Hα,p(RN ).
If we observe that
w =
∑
|µ|+|ν|=m
C(µ, ν)DµuDνφx,
then it suffices to show that
‖(−∆)γ(DµuDνφx)‖Lp(RN ) ≤ C‖u‖Hα,p(RN )
for any |µ|+|ν| = m. Now, using the singular integral definition of the fractional
Laplacian (which is not, in fact, singular, since u, φ ∈ C∞c (RN ) and γ ∈ (0, 12 )),
it suffices to obtain bounds for
A := ‖(−∆)γDµuDνφx‖Lp(RN ).
However, we can estimate
Ap = cN,γ
ˆ
RN
∣∣∣∣ˆ
RN
(DµuDνφx)(z)− (DµuDνφx)(y)
|z − y|N+2γ dy
∣∣∣∣p dz
≤ 2p−1cN,γ
ˆ
RN
|Dνφ(z − x)|p
∣∣∣∣ˆ
RN
Dµu(z)−Dµu(y)
|z − y|N+2γ dy
∣∣∣∣p dz
+ 2p−1cN,γ
ˆ
RN
∣∣∣∣ˆ
RN
Dµu(y)
Dνφ(z − x)−Dνφ(y − x)
|z − y|N+2γ dy
∣∣∣∣p dz
=: I + II.
To estimate I, we use the fact that ‖Dνφ‖L∞(RN ) ≤ C to obtain the upper
bound
I ≤ C ‖(−∆)γDµu‖pLp(RN ) ,
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while we break the integral in II into four pieces and estimate them separately.
First, we split the outer integral into two pieces,
II =
ˆ
B(x,6)
∣∣∣∣ˆ
RN
Dµu(y)
Dνφ(z − x)−Dνφ(y − x)
|z − y|N+2γ dy
∣∣∣∣p dz
+
ˆ
B(x,6)c
∣∣∣∣ˆ
RN
Dµu(y)
Dνφ(z − x)−Dνφ(y − x)
|z − y|N+2γ dy
∣∣∣∣p dz
=: II1 + II2.
We further break the inner integral in II1 into two pieces, which yields the
upper bound
II1 ≤ 2p−1
ˆ
B(x,6)
∣∣∣∣∣
ˆ
B(x,8)
Dµu(y)
Dνφ(z − x)−Dνφ(y − x)
|z − y|N+2γ dy
∣∣∣∣∣
p
dz
+ 2p−1
ˆ
B(x,6)
∣∣∣∣∣
ˆ
B(x,8)c
Dµu(y)
Dνφ(z − x)−Dνφ(y − x)
|z − y|N+2γ dy
∣∣∣∣∣
p
dz.
Now, for the first term, we use the fact that φ is Lipschitz to bound
ˆ
B(x,6)
∣∣∣∣∣
ˆ
B(x,8)
Dµu(y)
Dνφ(z − x)−Dνφ(y − x)
|z − y|N+2γ dy
∣∣∣∣∣
p
dz
≤
ˆ
B(x,8)
(ˆ
B(x,8)
|Dµu(y)|
|z − y|N+2γ−1 dy
)p
dz.
Then using the fact that γ ∈ (0, 12 ), we have 2γ − 1 < 0, and so we can use the
mapping properties of the restricted Riesz potential
IΩ1−2γf(z) := c
ˆ
Ω
f(y)
|z − y|N+2γ−1 dy
for Ω = B(x, 8) (c.f. [7], Chapter 7, Lemma 7.12, p. 152) to obtain that
ˆ
B(x,8)
(ˆ
B(x,8)
|Dµu(y)|
|z − y|N+2γ−1 dy
)p
dz ≤ C‖Dµu‖p
Lp(RN ),
and this completes the estimate for this piece. Returning to the second term of
the upper bound for II1, we have by Ho¨lder’s inequality
ˆ
B(x,6)
∣∣∣∣∣
ˆ
B(x,8)c
Dµu(y)
Dνφ(z − x)−Dνφ(y − x)
|z − y|N+2γ dy
∣∣∣∣∣
p
dz
=
ˆ
B(x,6)
∣∣∣∣∣
ˆ
B(x,8)c
Dµu(y)
Dνφ(z − x)
|z − y|N+2γ dy
∣∣∣∣∣
p
dz
≤ C‖Dµu‖p
Lp(RN ),
and thus the estimate for II1 is complete. We therefore return to estimate II2,
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and break the inner integral into two pieces in a similar manner,
II2 ≤
ˆ
B(x,6)c
∣∣∣∣∣
ˆ
B(x,4)
Dµu(y)
Dνφ(z − x)−Dνφ(y − x)
|z − y|N+2γ dy
∣∣∣∣∣
p
dz
+
ˆ
B(x,6)c
∣∣∣∣∣
ˆ
B(x,4)c
Dµu(y)
Dνφ(z − x)−Dνφ(y − x)
|z − y|N+2γ dy
∣∣∣∣∣
p
dz.
Here, we are able to use Minkowski’s inequality for integrals followed by Ho¨lder’s
inequality to estimate the first term, while the second term is identically zero,
since supp φ ⊂ B(0, 4). We therefore conclude that
Ap ≤ C
(
‖(−∆)γDµu‖pLp(RN ) + ‖Dµu‖pLp(RN )
)
,
which is the claim and completes the proof in this regime.
Case 2: α = N + β;β ∈ [0, 1).
In this regime of α, we will use an alternative representation for h, in terms of
g and the unmodified potentials T βj ,
T βj f(x) :=
γ(N,N − 1 + β)
N − 1 + β
ˆ
RN
yj − xj
|y − x|1−β f(y) dy.
We begin with the equality h = IN−1+βg, for g as in (4.2), depending on
the parity of m. Then we claim g ∈ L∞(RN ) and |g(y)| ≤ C|y|N+β . If m is even,
these bounds are a consequence of the principle value representation for the
fractional Laplacian of a function with compact support. When m is odd, we
observe that for γ ∈ [0, 12 ), one can perform an integration by parts to deduce
the alternative representation
Rj(−∆)γφ(x) = I1−2γ ∂φ
∂xj
(x)
= c
ˆ
RN
φ(x)− φ(y)
|x− y|N+2γ ·
xj − yj
|x− y| dy.
Thus, the composition of a fractional Laplacian and a Riesz transform on func-
tion with compact support has L∞ and decay bounds whose character is in line
with the fractional Laplacian of a function with compact support. Now, if we
define A := B(x,
1
 ) \B(x, ), then we have
IN−1+βg(x) = γ(N,N − 1 + β)
ˆ
RN
1
|x− y|1−β g(y) dy
= γ(N,N − 1 + β) lim
→0
ˆ
A
1
|x− y|1−β g(y) dy
=
−γ(N,N − 1 + β)
N − 1 + β lim→0
ˆ
A
divy
(
x− y
|x− y|1−β
)
g(y) dy.
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Then we integrate by parts to obtain
ˆ
A
divy
(
x− y
|x− y|1−β
)
g(y) dy =
ˆ
∂B(x,)
x− y
|x− y|1−β · n(y)g(y) dy
+
ˆ
∂B(x, 1 )
x− y
|x− y|1−β · n(y)g(y) dy
−
ˆ
A
x− y
|x− y|1−β · ∇g(y) dy.
The fact that g ∈ L∞(RN ) and the decay |g(y)| ≤ C|y|N+β (as discussed
earlier) imply that the two boundary integrals vanish as  → 0. We therefore
conclude that
IN−1+βg(x) =
−γ(N,N − 1 + β)
N − 1 + β lim→0
ˆ
A
y − x
|x− y|1−β · ∇g(y) dy. (4.3)
This shows that the limit on the right hand side of (4.3) exists for all x ∈ RN .
As such, if we let x, z ∈ RN , then we have that
h(x)− h(z) = −γ(N,N − 1 + β)
N − 1 + β lim→0
ˆ
A
[
y − x
|x− y|1−β −
y − z
|z − y|1−β
]
· ∇g(y) dy
=
−γ(N,N − 1 + β)
N − 1 + β
ˆ
RN
[
y − x
|x− y|1−β −
y − z
|z − y|1−β
]
· ∇g(y) dy.
Here we have used Lebesgue’s dominated convergence theorem to pass the limit
in the last integral, since the integrand is absolutely integrable over RN (which
is a consequence of the estimates in the proof of Theorem D). This then says
that
|h(x)− h(z)| ≤
N∑
j=1
∣∣∣∣T˜ βj ∂g∂xj (x)− T˜ βj ∂g∂xj (z)
∣∣∣∣ ,
and so we may now argue analagously to Case 1, this time applying Theorem
D to obtain the desired estimate.
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