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Foreword
The main topic of this thesis is to evaluate the applicative potential of a
laser manipulated Cesium atom beam for specific technological purposes. As
demonstrated by a range of measurements, the atom beam, produced out of a
modified Magneto-Optical Trap (MOT), owns peculiar dynamical properties
in terms of longitudinal velocity distribution of the particles and collimation,
the latter achieved through transverse optical molasses.
Such features stimulated in the past efforts aimed at assessing the potential
of the system in the frame of atom lithography, or Atomic NanoFabrication
(ANF, see [1, 2]. Indeed, the apparatus, originally conceived for such pur-
poses within a European collaboration (FP5 ”Nanocold”, 2001-2004), led to
successful resist-assisted fabrication of parallel nanotrenches onto Gold [3].
However, the limited yield typical of laser cooled atom beams hampered
diffusion of atom lithography as a tool alternative to conventional lithography
in microelectronic industry.
Nonetheless, the interest to explore potential applications of laser cooled
samples in view of the development of unconventional technologies survived.
In the last years, great attention has been devoted to exploit the superior
abilities of laser manipulation in determining the dynamical properties of vapor
samples for the controlled production of charged particle beams. Charged
particle beams are nowadays a key component of many technologies. For
instance, Focused Ion Beams (FIBs) are emerging as an excellent tool to
achieve fabrication, imaging, sculpturing at the nanoscale in a wide variety
of materials, allowing users to get an unprecedented degree of control in
top-down nanofabrication approaches.
In spite of the wide diffusion of FIB in both research laboratories and
industrial environments, several problems exist which hinder further decrease
of the transverse size in the ion beams, presently reaching the 2.5 nm range.
Decreasing the transverse size would improve the spatial resolution of FIB-
based techniques (as an example, nanopores with a diameter of about 2 nm
have been obtained by ion sculpting [4]), which should ideally reach the
single atom size. Among others, the main limitation occurs because of the
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chromatic aberration in the ion focusing stage [5], depending in turn on the
velocity distribution of the original ion sample. In the present technologies,
the techniques adopted to create the ion sample lead in fact to thermal
distributions of the kinetic energy, whose spread is reflected in aberrations.
Within such a technological context, it is clear that laser manipulation
might produce neutrals which, once ionized through suitable methods, could
allow for strongly monochromatic ion beams, able to overcome the limitations
inherent to the present technologies. The main idea underlying this thesis
work is to photoionize the laser cooled Cesium atom beam produced out of
the modified MOT in order to obtain an ion beam, whose properties should
in principle depend on the peculiar dynamics of the original neutral beam.
Such an effort is carried out within a European collaboration (FP7-MC-IAPP,
Industry-Academia Partnerships and Pathways, Project ”COLDBEAMS”,
2010-2014) with Universite´ Paris-Sud, Orsay (project coordinator Prof. Daniel
Comparat) and Orsay Physics, a French industry leader in the development
of columns for FIB.
The thesis focuses mostly onto the demonstration of phoionization and
analysis of the so-produced ion beam, including a spectroscopy investigation
of optical pumping effects on the atom beam. The work carried out prior to
the beginning of the new research project, leading essentially to the realization
of a robust “slow” and “cold” Cs beam, is summarized in order to determine
the dynamical properties of the atoms.
The thesis is organized as follows:
Chap.∼ 1 discusses the technological topics related to the thesis and poses
the main scientific motivations of our efforts;
Chap.∼ 2 provides a brief introduction to the Doppler laser cooling and
magneto-optical trapping, describing the relevant properties of the
Cesium atom and of its interaction with monochromatic radiation in a
two-level model approximation;
Chap.∼ 3 extends the analysis of chap. 2 to include the interaction between
radiation and multilevel atoms, focusing on the origin of optical pumping
and sub-Doppler cooling mechanisms;
5
Chap.∼ 4 treats the laser-cooled ion beams; in this chapter the expression
of the ionization rate for the two-photon, two-color ionization scheme
used in our set-up is derived. Furthermore, the expected performances
of the so-produced ion source are discussed and compared with other
approaches.
Chap.∼ 5 gives an overview of the several parts of the experimental apparatus
used to produce the atomic beam;
Chap.∼ 6 shows the results of the measurements made on the atomic beam
in order to determine its density, average value and spread of the
longitudinal velocity and transverse intensity distribution;
Chap.∼ 7 shows the results of measurements made on the cold ion beam
to determine the CW ion yield; furthermore, the effects of the optical
pumping on the ion yield are highlighted. Finally, average value and
spread of the ion longitudinal velocity distribution are determined by
Time-Of-Flight measurements.
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Chapter 1
Introduction: laser
manipulation and technology
In this chapter we provide an introduction to the general framework of this
thesis. In section 1.1 we illustrate the current status of the miniaturization
process in the nanotechnological field, while section 1.2 shows the properties of
the laser cooling techniques that can be relevant for nanofabrication purposes.
Finally, in section 1.3 we present the recently introduced application of
laser cooling methods to the production of ion beams with better dynamical
properties with respect to the present ones.
1.1 The quest for miniaturization
Nowadays, the continuous trend towards the miniaturization in nanotechnol-
ogy stimulates the quest for new fabrication methods, capable of addressing
the weaknesses of the present ones and, eventually, of superseding them.
The more urgent requests come from the semiconductor industry whose
production cycles are, at present, based almost completely on the photolitho-
graphic top-down process.
Optical lithography is a “subtractive” method, in which the structures
are defined removing material on the surface of the substrate. Subtractive
methods are at present dominant in the semiconductor industry, and very
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probably they will continue to be for the next years [6]. At present, the state
of the art in the lithography is the process at 22 nm, introduced by IBM in
2008 in a single 6-transistor SRAM cell [7] and that, most probably, will be
developed on the large scale production by Intel (that will start the delivery
in May 2012 with the microarchitecture Ivy Bridge in the Core iX CPU
family).
The current predominance of these methods is essentially due to two
reasons: i) they are parallel, thus intrinsically efficient; ii) they are well
known and, thus, well optimized: for example, at present the average wafer
yield of a fab (site for the production of integrated circuits) is very high, up
to 200 wafers (standard 300 mm diameter) per hour [8]. However, despite
the efficiency and the optimization of the optical lithography methods, the
presence of fundamental limits due to diffraction phenomena strongly suggests,
even if not in the foreseeable future, the necessity of implementing alternative
approaches.
The problem is felt so seriously in the integrated circuit manufacturing that
the candidate substitutes, actively developed since the last years, have been
categorized under the specific label of Next Generation Lithography (NGL) [9].
This broad family includes extreme ultraviolet lithography (EUVL), electronic
and ion beam lithography (EBL and IBL), scanning probe lithography (SPL)
etc.
Each one of these methods has its own advantages and disadvantages.
EUVL is the most promising candidate to bring the integrated circuits fabri-
cation process under the 10 nm limit and to substitute the optical lithography
in the near future. However, it is still a lithographic method that, therefore,
does not overcome the diffraction limit, but simply shifts it to smaller scales
exploiting shorter wavelength radiation (20 nm against the presently used 193
nm ArF laser radiation). Furthermore, it is connected to relevant technologi-
cal problems that only very recently seems to have been partially solved [10],
due to the absorption of EUV by materials, imposing the use of reflective
optics, with a completely new engineering of the fabrication devices. About
EBL, IBL and SPL, their advantage is that completely arbitrary patterns
can be produced, and the extremely small de Broglie wavelength of particle
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beams eliminates completely, in practical terms, the diffraction limit [11]. The
evident disadvantage is that they are serial methods; even if a 10 nm resolution
has been reached with EBL almost 40 years ago [12], the pattern time for a
10 mm diameter silicon wafer, about 1 h, never made this method attracting
for industry. The weaknesses of these methods will probably prevent their
exploitation in the context of the atom scale technologies.
Parallel to the lithographic subtractive methods, in the last years another
huge family of processes, the “additive” ones, have been developed. These
rely on the direct fabrication of nanostructures through the deposition of
material, usually in the vapor state, manipulated to make it impinge on the
surface of a substrate in a highly controlled way. At present, these methods
do not appear as a ready-to-use alternative to the lithographic ones. However,
it is not an utopia to think that these processes could actually integrate the
present ones, filling their deficiencies.
1.2 The envisioned use of laser manipulation
Since direct deposition methods are fundamentally based on the manipulation
of vapors, they can be assisted in this task by the well developed laser-cooling
techniques. In fact, the laser manipulation of vapors has advanced significantly
in the last decades for an extremely wide range of applications, spanning from
fundamental to more applicative ones: Bose-Einstein condensates, molecular
cooling, metrology, coherent matter, quantum information.
Among the applications of laser-cooling, atom lithography [13–15], known
also as atomic nanofabrication (ANF) [1,2, 16,17], is worth to be cited. With
this technique, mimicking the optical lithography with a reversal in the roles
of matter and radiation, using the experimental apparatus on which the work
reported in the present thesis has been carried out, nanostructures with 30
nm feature width [3] have been produced, in years in which the industry was
implementing the process at 90 nm.
Although the quite small critical dimension of the structures produced,
these techniques never left the laboratory status. In fact, the main drawback
lying in the use of laser cooling techniques that, in the actual world, hampered
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their large scale use, is in general the relatively low particle yield intrinsic of
this kind of techniques.
As mentioned above, very unlikely techniques based on laser-cooling will
ever be implemented on an industrial scale. Anyway, there are several niches
in the semiconductor industry in which laser-cooling based methods could
actually integrate existing approaches. First of all, laser cooling methods
are quite flexible, especially in terms of usable atomic species: Sodium
[13], Chromium [15], Aluminum [18], group III elements [19] like Gallium
[20], Indium [21], Cs [22], Iron [23, 24], Erbium [25] and Ytterbium [26]
have been laser manipulated. This list includes elements like Erbium and
Ytterbium, used, for example, in the doping of optical fibers and, as salts,
for the production of laser devices, or like Chromium, a very important
material in the semiconductor industry, since it is used to fabricate the
photomasks. In the fabrication of a mask (the “master”) a high flux and
an efficient particle yield are not very stringent requirements, as they are
in the lithography of the Si wafers (the “replica”). For example, a low-flux
deterministically controllable Chromium cold source [27–30] could actually find
a quite immediate application in the production of the grayscale masks [31].
These masks, as the name suggests, are characterized by patterns in which
the transition between blank and opaque zones is not abrupt, like in the
conventional binary masks, but, on the contrary, takes place in a gradual way;
for these features they are mainly used in Micro-Electro-Mechanical Systems
(MEMS) fabrication, where they enable the production of 3D structures
with smoothly varying slopes and vertical patterns. The transition zones
are made of variable size Chromium dots, whose dimensions must be highly
controlled since they determine the local transmittance of mask. It is thus
evident that the fabrication of this kind of masks could take advantage of the
control possibilities on the size of the directly deposited dots, offered by a
deterministic source of cold atoms.
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1.3 Laser manipulation and ion beams
Very recently, there has been a resurgence of interest in laser cooling techniques
in the context of the focused ion beams (FIB) [32], tools used for a variety of
tasks like failure analysis [33], lithographic mask repair [34], microscopy [35],
TEM specimen preparation [36] and maskless dopant implantation [5].
The versatility of the FIBs arises from the variety of physical phenomena
taking place when an ion beam is directed onto a substrate material [37].
In fact, energetic ions hitting the surface of a solid sample lose energy to
the electrons of the solid as well as to its atoms. The most important
physical effects of incident ions on the substrate are: sputtering of neutral
and ionized substrate atoms (this effect enables substrate milling), electron
emission (this effect enables imaging, but may cause charging of the sample),
displacement of atoms in the solid (induced damage) and emission of phonons
(heating). Chemical interactions include the breaking of chemical bonds,
thereby dissociating molecules (this effect is exploited during deposition).
The basic FIB instrument consists of a vacuum system and chamber, an
ion source, an ion optics column, a beam deflector and a sample stage (in
fig. 1.1 a FIB system is schematically depicted).
The structure of the column is similar to that of a scanning electron
microscope, the major difference being the use of an ion beam instead of an
electron beam. The beam generated from the ion source undergoes a first
refinement through the spray aperture and then is condensed in the first
electrostatic lens. The upper octupole then adjusts the beam stigmatism.
The ion beam energy is typically between 10 and 50 keV, with beam currents
varying between 1 pA and 10 nA. Using the variable aperture mechanism, the
beam current can be varied over four decades, allowing both a fine beam for
high-resolution imaging on sensitive samples and a heavy beam for fast and
rough milling. Blanking of the beam is accomplished by the blanking deflector
and aperture, while the lower octupole is used for raster scanning the beam
over the sample in a user-defined pattern. In the second electrostatic lens,
the beam is focused to a fine spot, enabling a resolution in the sub 10 nm
range. The multichannel plate (MCP) is used to collect secondary particles
11
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Figure 2. Schematic diagram of a FIB ion column.
2.1. Ion column
A schematic diagram of a FIB ion column is shown in figure 2.
The structure of the column is similar to that of a scanning
electron microscope, the major difference being the use of a
gallium ion (Ga+) beam instead of an electron beam. A vacuum
of about 1× 10−7 mbar is maintained inside the column.
The ion beam is generated from a liquid-metal ion source
(LMIS) by the application of a strong electric field. This
electric field causes the emission of positively charged ions
from a liquid gallium cone, which is formed on the tip of a
tungsten needle. A typical extraction voltage is 7000 V. The
extraction current under normal operating conditions is 2 µA.
After a first refinement through the spray aperture, the ion
beam is condensed in the first electrostatic lens. The upper
octopole then adjusts the beam stigmatism. The ion beam
energy is typically between 10 and 50 keV, with beam currents
varying between 1 pA and 10 nA. Using the variable aperture
mechanism, the beam current can be varied over four decades,
allowing both a fine beam for high-resolution imaging on
sensitive samples and a heavy beam for fast and rough milling.
Typically seven values of beam current can be selected: for
example 1 pA, 5 pA, 32 pA, 99 pA, 672 pA, 1.5 nA and
8 nA (exact values depend on the machine type and the users’
preferences).
Blanking of the beam is accomplished by the blanking
deflector and aperture, while the lower octopole is used for
raster scanning the beam over the sample in a user-defined
pattern. In the second electrostatic lens, the beam is focused to
a fine spot, enabling a best resolution in the sub 10 nm range.
The multichannel plate (MCP) is used to collect secondary
particles for imaging. The imaging principle is discussed in
the following sections.
2.2. Work chamber
The samples that are treated by a FIB are mounted on
a motorized five-axis stage, inside the work chamber.
Under normal operating conditions, inside this stainless-steel
chamber a vacuum in the low 10−7 mbar range is maintained.
Loading and unloading of the samples is usually done through
a loadlock, in order to preserve the vacuum inside the work
chamber as much as possible. It typically takes a few minutes
to load or unload a sample.
2.3. Vacuum system and gas delivery system
A system of vacuum pumps is needed to maintain the vacuum
inside the column and the work chamber. A forepump is used in
combination with a turbo pump for pumping the work chamber.
The ion column is additionally provided with one or two ion
pumps.
On most FIBs, a system is available for delivering a
variety of gases to the sample surface. To this end a gas
cabinet containing all applicable gases is present outside the
vacuum chamber. The gas containers are connected to a so-
called nozzle assembly inside the vacuum chamber through
an appropriate piping system. The gases are used for faster
and more selective etching, as well as for the deposition of
materials (see below).
2.4. User interface
All operations such as loading and unloading of samples
(partly), manipulating the stage, controlling valves for gas
delivery, turning on and off pumps and manipulating the ion
beam are carried out via software. Indeed, the complete user
interface is realized by means of a computer workstation.
3. Principle of FIB imaging, milling and deposition
When energetic ions hit the surface of a solid sample they
lose energy to the electrons of the solid as well as to its
atoms. The most important physical effects of incident ions on
the substrate are: sputtering of neutral and ionized substrate
atoms (this effect enables substrate milling), electron emission
(this effect enables imaging, but may cause charging of the
sample), displacement of atoms in the solid (induced damage)
and emission of phonons (heating). Chemical interactions
include the breaking of chemical bonds, thereby dissociating
molecules (this effect is exploited during deposition).
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Figure 1.1: Schematic diagram of a FIB system (from [37]).
(ions and electrons) for imaging.
The more common source us d in FIBs is th liquid-metal ion source
(LMIS) [38,39], whose schematic diagram is shown in fig. 1.2. The LMIS is
constituted by a tungsten needle attached to a reservoir that hold th liquid
metal, the most commonly used being Gallium [40]. Ga+ ion emission occurs
via a two step process: (i) the heated Ga flows and wets the tungsten needle
having a tip radius of 2 ÷ 5 µm; a strong electric field (108 V/cm) applied
to the end of the wetted ip causes the liquid Ga t for a point source o
the order of 2-5 nm in diam ter in the shape of “T ylor cone”. The conical
shape forms as a result of t e el ctrostatic and surf ce tension force balance
that is set up due to the appli d electric field. (ii) Once force balance is
achieved, the cone tip is small enough such that the extraction voltage can
12
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Figure 2. (a) A schematic diagram of a liquid metal ion source (LMIS) and (b) an actual
commercial Ga LMIS (courtesy of FEI Company).
Figure 1.2: Schematic diagram of the LMIS (from [32]).
pull Ga from the W tip and efficiently ionize it by field evaporation of the
metal at the end of the Taylor cone. The current density of ions that may
be extracted is on the order of about 108 A/cm2. A flow of Ga to the cone
continuously replaces the evaporated ions.
The main advantages of this kind of ion source are the reliability and
steadiness of the ion beams produced, the workability of its implementation
and the very high brightness, mostly d to its small source size, that allows
the production of focused ion beams with spot sizes in the sub-10 nm range,
while maintaining currents in the range of 1-10 pA.
However, in spite of its very good features, the LMIS FIB source perfor-
mances are limited by several factors. One is the intrinsic low flexibility in
terms of the ionic species that can be implemented in an LMIS, due to the
need of wetting the tungsten tip, that has restricted the choice to Ga, Ag,
Al, Be and Cs [5]. The other huge limitation on the source performances
is represented by the chromatic aberration in the focusing optics that form
the focused ion beam, limiting the achievable resolution. The cause of the
chromatic aberration is the large initial energy spread, more than several eV,
of the Ga+ ions. This spread is due to space charge effects occurring in the
very small emission area on the surface of the emitter [38]. Of course, the
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empasse lies in the fact that reducing the chromatic aberrations requires to
reduce the space-charge effect, forcing a trade-off between beam current and
resolution.
Trying to solve this problem, two main kind of ion sources, completely
different from LMIS, have been proposed in the past: gas phase [41], and
plasma [42]. These alternative designs offer only partial solutions to the
problems affecting the LMIS, since they introduce other disadvantages. In
fact, gas phase sources have narrower energy spreads, on the order of 1 eV, but
the current is significantly less and they are more complicate to operate [43].
Also plasma sources are affected by a brightness that is orders of magnitude
less than the LMIS [44].
More recently, a new kind of ion source, called UCIS (Ultra Cold Ion
Source [45, 46]), has been proposed. This source is based on the ionization
of laser cooled atoms and promises to offer substantial improvements in the
FIB technology. For example, the laser cooling techniques can provide a
broader choice of elements to be ionized, thus mitigating the first of the above
mentioned problems affecting the LMIS.
At present, a lot of efforts are made in trying to integrate laser cooling
and FIB technology: the first result of these efforts is shown in fig. 1.3,
representing the surface of a microchannel plate imaged exploiting an UCIS
Cr ion beam.
The UCIS tries to circumvent the performance limitations affecting the
LMIS following an alternative route. For example, it has been demonstrated
that the UCIS has a brightness comparable to that of the LMIS [47]. However,
since the brightness of an ion beam is inversely proportional to the source
size and to the initial angular spread of the beam itself, the LMIS attains
very high brightness by reducing the source size. On the contrary, the UCIS
high brightness is due to the reduced angular spread of the ions, as direct
consequence of the very low temperature of the original atoms.
Due to the exploitation of laser cooling, the UCIS performances are not
only comparable but, in several aspects, even better than those of the LMIS.
For example, because of the extremely low temperatures of the cold ions,
the longitudinal energy spread of an UCIS ion beam is dominated by the
14
tion radius ranging from 50 to 100 !m, depending on laser
beam intensity, detuning, and alignment. We measured the
temperature of the trapped atoms by turning off the laser
light and allowing the atoms to freely expand for a time. The
temperature inferred from the rate of expansion of the atomic
distribution was 100"15 !K !unless otherwise specified,
all uncertainties in this article are intended to be interpreted
as 1 standard-deviation, combined standard uncertainty". The
ionization laser is focused through the MOT along the ion
beam axis !axial ionization" and has an essentially Gaussian
beam waist of standard deviation 5 !m !1 /e2 diameter of
20 !m".
The ions are extracted in an electric field created by two
parallel plates separated by 15 mm, one consisting of a fused
silica window with a transparent, conducting, indium tin ox-
ide !ITO" coating, and the other, a reflecting aluminum-
coated 100 !m thick silicon electrode with a 4 mm diameter
hole at the center through which the ions pass. The ions are
accelerated to their final energy in a 265 mm long tube made
of resistive glass, the beginning of which is 0.4 mm behind
the silicon electrode, and the far end of which is grounded.
Voltages on the ITO-coated and aluminum-coated electrodes
are chosen such that the electric field between the plates is
equal to the uniform electric field in the resistive tube. Be-
cause the fields in these two regions are equal, and because
the distance between the reflecting aluminum electrode and
the start of the resistive tube is small, there is essentially no
lensing as the ions pass from the region between the plates
into the resistive tube. The ions do, however, experience a
relatively weak diverging lens as they exit the resistive tube.
In our system, the free flight distance between the tube exit
and the focusing optics is less than 100 mm. Therefore, the
ion beam diameter at the focusing lens should be very close
to that of the source width, which was typically set to
10 !m.
The focusing optics are composed of three parts: a two-
axis dipolar deflector, a three-element einzel lens, and a
channel-electron multiplier for secondary electron detection.
A drawing of these elements is shown in Fig. 4. There are no
beam limiting apertures in these optics. The deflector plate
voltage is supplied by a fast amplifier with a range of 100 V
and a settling time of 50 !s. The voltage range on the am-
plifier permits beam deflections from a few nanometers up to
a few millimeters. Ions were either projected onto a micro-
channel plate and phosphor screen at a working distance,
defined as the distance from the closest surface of the lens to
the target, of 28 mm, or onto a sample stage mounted at a
working distance of 17 mm. Secondary ion counts from
these targets were up to 2#105 s−1 for a 0.2 pA ion beam.
III. RESULTS
An image formed using this apparatus is shown in Fig. 5.
The sample in this case is a piece of a microchannel plate
mounted at a working distance of 17 mm. The 10 !m pores
in the plate are clearly resolved, showing good resolution
and contrast in this first-ever image taken with a Cr focused
ion beam.
To determine the probe size of the focused ion beam, we
analyzed a series of images similar to Fig. 5 taken at a work-
ing distance of 28 mm, using the microchannel plate of our
beam imager as a target. We note that images taken at 17 and
28 mm working distances did not show significant differ-
ences in image quality. Our analysis was performed with the
assumption that the focused beam’s current density distribu-
tion was Gaussian, which is expected because the distribu-
tion is inherited from the ionization laser intensity distribu-
tion, with only small distortions caused by lens aberrations.
The standard deviation of this distribution was obtained from
error function fits to the secondary electron counts as the
beam was swept from a dark to a light area of the image.
Calibration of the scans was obtained from the 10 !m di-
ameter of the microchannel plate pores.
Observed Gaussian beam widths as a function of beam
energy are shown in Fig. 6. The smallest beam size we ob-
served was 205"10 nm at 3 keV energy. A clear increase in
beam size is seen with decreasing energy, with the 1
standard-deviation width reaching 318"16 nm at 0.5 keV
energy.
With the goal of improving our understanding of the per-
formance of our focused Cr beam MOTIS realization, we
conducted simulations using commercial ray-tracing soft-
ware, using an initial ion temperature and spatial extent con-
sistent with measurements of our source parameters. Surpris-
ingly, these calculations predicted current distribution
FIG. 4. !Color online" Ion focusing optics. The dipolar deflector is composed
of two pairs of plates 25 mm long and separated by 10 mm. The einzel lens
is made from a set of three axially symmetric semiconical elements with a
thickness of 1.5 mm, a spacing of 20 mm, and a clear aperture of 3 mm.
FIG. 5. !Color online" FIB secondary electron image. The target is a piece of
a microchannel plate with 10 !m pores. The beam energy is 2 kV and the
one standard deviation beam radius is 250 nm. This image is 300
#300 pixels and took 90 s to acquire.
C6F4 Steele et al.: Focused chromium ion beam C6F4
J. Vac. Sci. Technol. B, Vol. 28, No. 6, Nov/Dec 2010
Figure 1.3: Secondary electron image, taken using a laser-cooled Cr FIB. The
target is a piece of a microchannel plate with 10 µm por s, which are clearly
resolved. The Cr ion beam energy is 2 keV and the one standard deviation
beam radius is 250 nm. This image is 300 × 300 pixels and took 90 s to
cquire.
extraction potential gradient across the finite source size. With typical source
sizes, widths of 0.1 eV [48] are possible, reducing the effects of chromatic
aberrations and m king design of the ion optics less d manding. Another
advantage of the low longitudinal energy spread lies in the possibility to
foc s the beam on the anomet r scale at ergies mu h lower than the
conventional ion sources. This opens possibilities for much better control over
the implantatio depth of ions and the size of the dam ge regions associated
with ion milling. The control can be further increased with the possibility, on
experimentally practicable times, of controlling by me s of time-dependent
electric fields [49–51] both the longitudinal and the transverse ion phase-space
dis ribution, leading to an dditional reduction of the chromatic aberrations
effects.
In this thesis we have photoionized the pre-existing laser cooled atomic
beam in order to produce an ion beam. While the working principles of our
ion source are similar to those of the configurations investigated by other
research groups, our approach owns a few distinctive features.
In fact, the most common scheme in this context is based on the photoion-
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ization of a cold atomic cloud obtained in a MOT [49,52] and the subsequent
extraction and acceleration of the produced charges through suitable electric
fields. In some sense, such a scheme can be seen as a variant of LMIS, since
ions have to be extracted out of the ionization region (the cold atomic cloud
for the UCIS, the apex of the Taylor cone for the LMIS). On the contrary, in
our configuration the ionizing radiation acts on an already formed particle
beam (that is, a sample with a net and well-defined longitudinal velocity).
This kind of source, at least in principle, could offer several advantages.
From a practical point of view, for example, the ion optics could be simplified,
since there is no more the need to extract the ions from a tiny region.
Moreover, if no further electric field is applied, the availability of an ultra low
(longitudinal) energy ion source could allow to probe unexplored operative
regimes in critical applications, such as the ultra low energy implantation in the
fabrication of memories based on silicon nanocrystals [53]. Finally, the overall
design of our laser cooled atomic beam, originally conceived for technological
applications, offers to the system an inherent technical compatibility with
industrial-oriented applications. For instance, a single laser beam is used
for the atom funneling through the pyramid hole, a relatively compact and
scalable vacuum chamber is used, a very simple ionization scheme has been
implemented.
Such a set of reasons gave us the main motivations to accomplish the work
described in this thesis.
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Chapter 2
Laser cooling of Cesium atoms
Fundamental tool of the research presented in this thesis is the application
of techniques of laser manipulation to produce a Cesium atomic beam with
sub-thermal kinetic energy. This chapter starts describing, in section 2.1
several properties of the Cesium atom, that will be useful in the following,
focusing in particular on the hyperfine structure of its energy levels. Then, in
section 2.2 the fundamental properties of the interaction between radiation
and ideal two-level atoms are introduced. Although naive, this model is
useful to explain the origin of the radiation pressure force and the working
principle of the Doppler cooling and the magneto-optical trapping, explained
in section 2.2.2 and in section 2.2.3, respectively.
2.1 The Cesium atom
Due to their electronic properties, the alkalis are the most common species
in the experiments on cooling and trapping of neutral atoms. The frequency
of excitation from the ground to the first excited state falls in the visible or
near infrared range, where it is relatively simple to generate suitable laser
radiation. Moreover, since the optical transitions involve a single electron,
they are relatively simple to describe, provided that the hyperfine structure
is properly taken into account. This aspect is very important in designing
laser manipulation schemes.
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In a two-level model approach, for example, “closed” transitions can be
found where, in principle, one can manipulate an entire atomic sample without
losses due to transitions towards non interacting states.
In the following we will highlight the limitations of this model and the
necessity of a more complicated and realistic one. In this section we provide
a brief description of the atomic properties of Cesium that will be needed in
the following discussion.
2.1.1 Hyperfine structure
The 133Cs (of which in table 2.1 we list some properties useful in the following)
is the only stable isotope of Cesium; in the ground state the total electronic
angular momentum (J) is 1/2, therefore this state is represented as 62S1/2;
in the excited state it can be J = 1/2 or J = 3/2, and the two excited states
are represented respectively as 62P1/2 and 6
2P3/2. The transitions between
the ground and first excited state, components of a fine-structure doublet,
are called D1 line (6
2S1/2 → 62P1/2) and D2 line (62S1/2 → 62P3/2). Since the
nuclear angular momentum (I) is 7/2, there is an hyperfine structure (fig. 2.1)
resulting from the coupling of the total electronic angular momentum J with
the total nuclear angular momentum I; the atomic total angular momentum
F is then F = J + I. In the ground state (J = 1/2, I = 7/2) it is 3 ≤ F ≤ 4;
in the excited state of the D2 line (J = 3/2, I = 7/2) it is 2 ≤ F ≤ 5, while
in the excited state of the D1 line (J = 1/2, I = 7/2) it is 3 ≤ F ≤ 4.
2.1.2 Zeeman effect and hyperfine levels
An atom with total angular momentum F has 2F + 1 Zeeman sublevels
(mF = −F, . . . , F , with mF projection of F on the quantization axis) that, in
the absence of magnetic field, are degenerate. On the contrary, the presence
of a magnetic field B removes this degeneracy (Zeeman effect) as shown in
fig. 2.2. If the magnetic interaction is very small with respect to the hyperfine
interaction1, so that F is still a good quantum number [55], the state |F, mF 〉
1This condition is very well satisfied in typical magneto-optical trap conditions.
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g   = 2/5
(0.56 MHz/G)
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(0.00 MHz/G)
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Figure 2: Cesium D2 transition hyperfine structure, with frequency splittings between the hyperfine energy levels.
The excited-state values are taken from [21], and the ground-state values are exact, as a result of the current
definition of the second. The approximate Lande´ gF -factors for each level are also given, with the corresponding
Zeeman splittings between adjacent magnetic sublevels.
Figure 2.1: Hyperfine structure of the D2 transition in Cs (from [54]). The
frequency separations of the hyperfine energy levels and the gF factors (
eq. (2.2)) are also reported.
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12 Creazione di un fascio atomico raﬀreddato via laser
invece applicato un campo magnetico B, questa degenerazione viene rimossa come
mostrato in fig. 1.2, che riporta dati calcolati per il Cesio relativi agli stati di
interesse. Se l’interazione magnetica e` molto piccola rispetto all’accoppiamento
iperfine, in modo che F sia ancora un buon numero quantico [31], lo stato |F,mF ￿
subisce uno spostamento lineare in energia di:
∆EmF = gFµBmFB (1.1)5 Data Tables 27
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Figure 4: Cesium 62S1/2 (ground) level hyperfine structure in an external magnetic field. The levels are grouped
according to the value of F in the low-field (anomalous Zeeman) regime and mJ in the strong-field (hyperfine
Paschen-Back) regime.
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Figure 5: Cesium 62P1/2 (D1 excited) level hyperfine structure in an external magnetic field. The levels are
grouped according to the value of F in the low-field (anomalous Zeeman) regime and mJ in the strong-field
(hyperfine Paschen-Back) regime.
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Figure 6: Cesium 62P3/2 (D2 excited) level hyperfine structure in an external magnetic field. The levels are
grouped according to the value of F in the low-field (anomalous Zeeman) regime and mJ in the strong-field
(hyperfine Paschen-Back) regime.
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Figure 7: Cesium 62P3/2 (D2 excited) level hyperfine structure in a constant, external electric field. The levels
are grouped according to the value of F in the low-field (anomalous Zeeman) regime and |mJ | in the strong-field
(“electric” hyperfine Paschen-Back) regime. Levels with the same values of F and |mF | (for a weak field) are
degenerate.
(b)
Figura 1.2: Struttura iperfin (a) d l livello fondamentale (62S 1
2
) e (b) di qu llo
eccitato (62P 3
2
) della riga D2 del Cesio in un campo magnetico esterno.
Figure 2.2: Hyperfine structure of (a) the ground (62S1/2) and (b) the excited
(62P3/2 states of th D2 l es of Cesium in n ext rnal magnetic field.)
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Atomic mass M 2.206 · 10−25 kg
D2 natural linewidth (FWHM) Γ 2pi · 5.234 MHz
2P3/2 average lifetime τ 30.405 ns
D2 wavelength λ 852.35 nm
D2 saturation intensity Isat =
~Γω3eg
12pic2
1.1 mW/cm2
Recoil velocity vrec =
~k
M
3.5 mm/s
Recoil temperature Trec =
~2k2
MkB
198.34 nK
Doppler temperature TD =
~Γ
2kB
125.61 µK
Maximum radiation pressure Fmaxpr =
~kΓ
2
1.28 · 10−20 N
Table 2.1: Cs numerical data.
undergoes a linear energy shift:
∆EmF = gFµBmFB (2.1)
where µB is the Bohr magneton, gF is given by:
gF = gJ
F (F + 1) + J(J + 1)− I(I + 1)
2F (F + 1)
(2.2)
with gJ Lande` factor:
gJ = 1 +
J(J + 1) + S(S + 1)− L(L+ 1)
2J(J + 1)
. (2.3)
where L and S are, respectively, the electronic orbital and spin angular
momenta.
As we will discuss in section 2.2.3, the mechanical action exerted by the
light on the atoms and the Zeeman effect obtained in a spatially-varying
magnetic field are the basic working principles of the magneto-optical trap.
21
2.2 Atom-radiation interaction in the two level
approximation: laser cooling and trap-
ping
The interaction between resonant radiation and an ideal two-level atom is
a well known subject [56] that here will be only summarized in its main
points. In section 2.2.1 we introduce the Rabi frequency and the saturation
intensity, quantities used in section 2.2.2 to derive the expression of the
radiation pressure force exerted by resonant radiation on the atoms. Then,
we show how the radiation pressure force is used in Doppler cooling. Finally,
section 2.2.3 illustrates the operation of the magneto-optical trap (MOT),
detailing a particular implementation, called pyramidal MOT (PMOT), that
is the atomic source of our experiment.
2.2.1 Rabi frequency and saturation intensity in the
two-level model
Let us consider an atomic system with two levels |g〉 and |e〉, with an energy
separation ~ωeg. When it interacts with a monochromatic electromagnetic
field E(r, t) = E0(r) cos(ωt), in a perturbative approach the interaction
Hamiltonian is dominated by the electric dipole term:
H int = −E(r, t) · d = ~Ω(r) cos(ωt) (2.4)
where E is the external electric field, r and d the position and the dipole
moment of the atom and where we define the complex Rabi frequency:
Ω(r) = Ω0(r)e
iφ(r) = −〈e|E0(r) · d|g〉
~
(2.5)
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whose phase is given by φ(r) while its modulus is related to the intensity I(r)
of the field by the expression:
Ω0(r) = Γ
√
I(r)
2Isat
(2.6)
where Γ represents the natural linewidth and
Isat =
~Γω3eg
12pic2
(2.7)
the corresponding saturation intensity.
2.2.2 The radiation pressure force and Doppler cooling
of a two-level atom
In the eq. (2.4) we introduced the interaction term between an ideal two-
level atom and a coherent, monochromatic radiation field. In absence of
spontaneous emission, the total Hamiltonian of the atom-radiation system is
the superposition of three terms:
H tot = Hatom +Hrad +H int (2.8)
where Hatom is the sum of the atomic kinetic and internal energy terms:
Hatom =
p2
2M
+
~ωeg
2
(|e〉〈e| − |g〉〈g|) (2.9)
where p is the atomic momentum operator and M the atomic mass. The
operator Hrad is the hamiltonian of a single-mode quantized radiation field:
Hrad = ~ωa†a (2.10)
with a† and a creation and destruction operators for the photon of energy ~ω,
while the operator Hint (coincident with the expression of eq. (2.4)), can be
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rewritten as:
H int =
~Ω(r)
2
(|e〉〈g|e−iωt + |g〉〈e|e+iωt) (2.11)
The evolution of a two-level system interacting with the monochromatic field
of eq. (2.4) is regulated by the temporal evolution of the density matrix ρ.
This, in turn, is found solving the master equation:
dρ
dt
=
i
~
[
ρ; H tot
]− γρ (2.12)
where γρ describes phenomenologically the decay of the diagonal (popula-
tions) and off-diagonal (coherences) density matrix elements. Exploiting
the hermiticity of the density matrix and the rotating wave approximation
(prescribing the replacement of all the off-diagonal elements with the slowly
varying variables σge = ρgee
−iωt), from eq. (2.12) the optical Bloch equations
(OBE) can be obtained:
dρgg
dt
= −Ω Im(σge) + Γρee (2.13)
dρee
dt
= Ω Im(σge)− Γρee (2.14)
dσge
dt
= i(ωge − ω)σge − iΩ
2
(ρee − ρgg)− Γ
2
σge (2.15)
where ρee and ρgg represent the populations of the excited and ground states.
The stationary solutions of the OBE determine the populations involved in
the transition. It is trivial to see that, in stationary conditions, the population
ρee of the excited state is given by:
ρee =
|Ω|2
Γ2 + 2|Ω|2 + 4δ2 (2.16)
where δ = ω − ωeg is the detuning of the monochromatic field with respect
to the atomic resonance. Accordingly, the total number of spontaneously
emitted photons (per unit time) Γscatter is given by:
Γscatter = Γρee =
Γ
2
2|Ω|2
Γ2 + 2|Ω|2 + 4δ2 . (2.17)
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Now, the photons absorbed transfer momentum from the field to the atoms;
on the contrary, the spontaneously emitted photons do not have a net average
effect on the atomic motion, since they make the atoms recoil in random
directions. From this it follows that, in a sequence of many absorption-
spontaneous emission cycles, an atom undergoes a non-zero average variation
of its momentum, due to the photons absorbed. The absolute value of the
resulting force, called radiation pressure, can be written as:
Fpr = ~kΓscatter =
~kΓ
2
2|Ω|2
Γ2 + 2|Ω|2 + 4δ2 . (2.18)
where k is the wavevector of the radiation field. The dependence of eq. (2.18)
on Ω and δ is shown in fig. 2.3. At high radiation intensities we note a
saturation of the force at the maximum value ~kΓ/2 (see table 2.1). In this
situation, the acceleration amax = F
max
pr /M of an atom can reach values of
several thousands g.
The radiation pressure force of eq. (2.18) is the basis of the laser cooling
capabilities to manipulate and control the atomic motion [57,58]. Through
interaction with the radiation it is possible to reduce considerably the average
value and the width of the velocity distribution, and therefore the temperature,
of an atomic sample. For an atom in motion with velocity v, the Doppler
effect detunes an electromagnetic wave (of wavevector k and detuning δ) of
the quantity δ(v) = δ − k · v. Because of this velocity dependent detuning,
the radiation pressure in eq. (2.18) depends on the velocity of the atom [58],
too. As a consequence, an atom interacting with two counterpropagating
laser beams of low intensity and with the same frequency (configuration called
optical molasses [59]) is subjected to a force:
F = F (δ + k · v)− F (δ − k · v) ' 16~k
2δΩ20
Γ3
(
1 +
(
2δ
Γ
)2
+
2Ω20
Γ2
)2 (2.19)
with Ω0 defined in eq. (2.6) where, for simplicity, the dependence on the
atomic position r has been dropped. Equation (2.19) has been obtained by
a perturbative approximation of the sum of the radiation pressure forces
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all’emissione in direzione casuale del fotone di fluorescenza, ha un eﬀetto medio
nullo sul moto dell’atomo. Da questo segue che, in una sequenza di molti cicli
assorbimento-emissione spontanea, un atomo subisce una variazione media non
nulla della sua quantita` di moto. La forza che ne risulta, chiamata pressione di
radiazione, puo` essere scritta (in modulo) come:
Fpr = ￿kΓscatter =
￿kΓ
2
2|Ω|2
Γ2 + 2|Ω|2 + 4δ2 (1.10)
L’andamento di eq. 1.10 al variare di Ω e δ e` rappresentato in fig. 1.3. Si puo`
notare la saturazione a grande intensita` al valore massimo ￿kΓ/2 (si veda tab.
1.1), situazione in cui l’accelerazione amax = F
max
pr /M subita da un atomo puo`
raggiungere valori dell’ordine di qualche migliaio di g nelle condizioni realizzate
in ordinari esperimenti di manipolazione laser.
Figura 1.3: Forza di pressione di radiazione in unita` di ￿kΓ/2 in funzione della
frequenza di Rabi e del disaccordo.
1.3 Raﬀreddamento Doppler
Nel raﬀreddamento laser la luce e` usata per manipolare e controllare il moto degli
atomi [34,35] ; mediante l’interazione con la radiazione e` possibile ridurre notevol-
mente la larghezza della distribuzione di velocita` (e quindi la temperatura) di un
Figure 2.3: Radiation pressure force in u its of ~kΓ/2 as function of the Rabi
frequency and the laser detuning.
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exerted on the atom by the two beams, in the hypothesis of low intensity (the
interference terms between the stimulated transitions probability amplitudes
are neglected) and low atomic velocity (it is assumed |k · v|  Γ). In case of
red detuning (δ < 0) the atom is subjected to a viscous force, characterized
by the viscosity coefficient:
γ = − 16~k
2δΩ20
Γ3
(
1 +
(
2δ
Γ
)2
+
2Ω20
Γ2
)2 . (2.20)
The acceleration of a Cs atom in an optical molasses is shown in fig. 2.4, as a
function of its velocity, for different Rabi frequency and detuning values.
The optical molasses can be realized in three dimensions, with three couples
of laser beams propagating in the orthogonal directions; in this configuration
the atomic motion can then be cooled in all directions.
1.3 Raﬀreddamento Doppler 17
!!" " !"
!#
!$
!%
!&
"
&
%
$
#
'(&"
#
)(*+,-.
/
0
0
1
21
34
5
67
8
1
(*
+
,-
%
.
(
(
!9"
#9!"
!9&"("
#9!"
!9("
#9!!("
Figura 1.4: Accelerazione calcolata per un atomo soggetto alla forza di pressione
di radiazione in una melassa ottica.
1.3.1 Raﬀreddamento sub-Doppler
In questo paragrafo accenniamo brevemente alla teoria del raﬀreddamento sub-
Doppler. Questo tipo di raﬀreddamento non e` esplicitamente realizzato nel nostro
esperimento. Tuttavia, oltre che per motivi di completezza, si da` questo breve cen-
no anche perche´ misure svolte in precedenza sul nostro fascio atomico [38] hanno
dimostrato che, in particolari condizioni sperimentali, la temperatura degli atomi
del fascio associata al loro moto in direzione trasversale puo` raggiungere valori
inferiori al limite Doppler.
E` noto da tempo, infatti, che la temperatura di eq. 1.13 non rappresenta un
limite inferiore invalicabile per le tecniche di raﬀreddamento laser [39]. La teo-
ria che venne conseguentemente sviluppata dovette tenere conto del fatto che in
tre dimensioni il modello a due livelli della struttura atomica non e` adeguato;
la molteplicita` dei sottolivelli che costituiscono uno stato atomico (ovvero livelli
Zeeman e struttura iperfine) e la dinamica del pompaggio ottico tra di essi diven-
tano in questa teoria ingredienti fondamentali per spiegare il raggiungimento di
temperature ultrabasse. All’origine dell’instaurarsi di tali regimi di temperatura
vi e` la risposta non adiabatica dell’atomo allo stato di polarizzazione del campo
in cui si svolge il suo moto, dove il termine non adiabatico indica la possibilita`
di transizioni tra stati diversi. I due schemi di raﬀreddamento sub-Doppler piu`
rilevanti sono detti configurazione lin ⊥ lin e σ+σ−.
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Figure 2.4: leration computed for a Cesium atom subjected to the
radiation pressure forc in one dimensional optical molasses.
We remark that, if it was not for some other mechanism coming into play,
the temperature of an atomic sample in an optical molasses would tend rapidly
to zero, a clearly not physical situation that would violate the Heisenberg
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principle. Actually, the heating mechanism related to the random recoil in the
momentum space due to the spontaneous emissions must be considered. The
scattered photons give to the atoms a zero average velocity, but a root mean
square velocity different from zero, in this way contributing to their heating.
This increases the kinetic energy related to the motion in random directions,
limiting the minimum temperature reachable by the Doppler cooling process.
It is possible to show [60] that, far from saturation conditions (I  Isat), the
minimum temperature reachable in the Doppler cooling is:
TD =
~Γ
2kB
(2.21)
where kB is the Boltzmann constant. The Doppler limit for Cesium, reported
in table 2.1, is about 126 µK.
2.2.3 Magneto-optical trap
In a magneto optical trap (MOT) to the red detuned laser beams, confining
the atoms in the velocity space, a not homogeneous magnetic field is added,
that traps them in the real space, too. To explain the basic mechanism, let
us consider an atom with ground state F = 0 and excited state F = 1 [61].
In the presence of a magnetic field linearly non-homogeneous (for example
B(x) ≈ bx), the Zeeman sublevels are no longer degenerate and their energy
shift (eq. (2.1)) becomes dependent (at the first perturbative order) on the
position as:
∆EB(x) ' µBmFgFB(x) = µBmFgF bx (2.22)
If the atom is located at x > 0 (assuming b > 0 and gF > 0), the excited
state Me = 1 increases its energy away from the origin (see fig. 2.5), like the
energy of an atom in the state Me = −1 decreases; in this way the magnetic
field is such that the transition with ∆M = −1 is “more resonant”. If the
polarization of the laser beam impinging towards −xˆ is σ−, while that of the
incident beam propagating to +xˆ is σ+, then more photons are scattered
from the σ− beam and the atom is pushed towards the origin. In the origin
itself the force acting on a stationary atom is zero: in fact there is not the
28
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dove c e` una costante che dipende dallo schema di raﬀreddamento utilizzato (lin ⊥
lin o σ+σ−). Le velocita` atomiche, in questo regime, sono limitate inferiormente
dal valore della cosiddetta velocita` di rinculo vr = ￿k/M , ovvero la variazione
di velocita` subita da un atomo che emette o assorbe un fotone di momento ￿k.
Questo si riflette in una temperatura minima raggiungibile che, nei processi sub-
Doppler considerati, e` detta temperatura di rinculo Tr. I valori di Tr e vr nel caso
del Cesio sono riportati in tab. 1.1.
1.4 Trappola magneto-ottica
In una trappola magneto ottica (MOT) ad un campo di radiazione generato da
fasci laser con disaccordi minori di zero (cioe` disaccordati “verso il rosso”), che
confinano gli atomi nello spazio delle velocita`, si aggiunge un campo magnetico
non omogeneo per intrappolarli anche nello spazio reale. Consideriamo un atomo
con stato fondamentale F = 0 e stato eccitato F = 1 [42]. In presenza di un
campo magnetico linearmente non omogeneo (ad esempio B(x) ∼ bx), i sottolivelli
Zeeman non sono piu` degeneri e il loro spostamento in energia (eq. 1.1) diventa
dipendente dalla posizione al primo ordine perturbativo come:
∆EB(x) ￿ µBmFgF bx = µBmFgFB(x) ￿ µBmFgF dB
dx
(0)x =
Se l’atomo si trova in x > 0 (supponendo b > 0), lo stato eccitato Me = +1
aumenta la sua energia allontanandosi dall’origine (si veda fig. 1.8), cos`ı come un
atomo nello statoMe = −1 la diminuisce; in questo modo il campo magnetico fa s`ı
che la transizione con ∆M = −1 si trovi “piu` in risonanza”. Se la polarizzazione
del fascio laser incidente dalle x positive e` σ− mentre quella del fascio incidente
dalle x negative e` σ+, allora viene scatterata piu` luce dal fascio σ− e gli atomi
vengono nuovamente guidati verso l’origine. Al centro la forza agente su un atomo
fermo e` nulla: infatti non vi e` eﬀetto del campo magnetico (B(0) = 0) e, poiche`
il disaccordo e` lo stesso per entrambe le transizioni, le forze di pressione di ra-
diazione, agenti in versi opposti, si equilibrano. Riguardo al caso tridimensionale,
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Figura 1.6: Schema unidimensionale del funzionamento di una trappola magneto-ottica. Due fasci con-
tropropaganti con frequenza ω, minore della frequenza di risonanza atomica ωa, e polarizzazioni circolari
opposte σ+ e σ− vengono assorbiti dall’atomo con probabilità variabili con la posizione. Un atomo assorbe
più fotoni σ− se si trova in x>0, più fotoni σ+ se si trova in x<0.
Numero di atomi nella MOT
Il numero di atomi N intrappolati nella MOT è determinato dal bilan-
cio tra il numero di atomi catturati nell’unità di tempo (R) e le perdite di
atomi per unità di tempo che avvengono a causa delle collisioni. In generale
possiamo scrivere
dN
dt
= R− ΓcN − γ
￿
n∗Rb
2dV (1.38)
dove Γc indica il tasso collisionale con atomi termici, non intrappolati, mentre
γ è un coeﬃciente di perdite legato alle collisioni fredde, tra atomi intrap-
polati, e n∗Rb la densità di atomi di rubidio intrappolati. Analizziamo il caso
in cui la densità di atomi intrappolati è bassa trascurando l’ultimo termine
della (1.38). Se N(0) = 0, si ottiene
N(t) =
R
Γc
(1− e−Γct). (1.39)
Vediamo così che R/Γc è proprio il numero di atomi che all’equilibrio sono
intrappolati nella MOT.
Figura 1.8: Rappresentazione schematic del funzion mento di una MOT
unidimensionale.
Figure 2.5: Schematic diagram of a one dimensional MOT.
effect of the magnetic field (B(0) = 0) and the detunings are the same for
both the transitions, so that the total radiation pressure force vanishes.
In the three-dimensional case, the magnetic field necessary to the trapping
can be generated by two coils in anti-Helmholtz configuration. Assuming the
axis of the coils is along the z axis, the field near the origin can be written as:
B ' b
2
(−x, −y, 2z) (2.23)
Furthermore, in the three orthogonal directions, three pairs of laser beams in
configurations σ+ − σ− counter-propagate. The atoms feel the total force:
F = F± = ±~kΓ
2
2|Ω|2
Γ2 + 2|Ω|2 + 4(δ ∓ k · v ± µeffB/~)2 (2.24)
where ± refer to the pairs of counterpropagating laser beams and µeff =
(geMe−ggMg)µB is the effective magnetic moment of the transition. In fig. 2.6
the trends of the absolute value of F as a function of the atomic velocity are
plotted, computed from eq. (2.24) for several combinations of intensity and
detuning of the laser beams and magnetic field gradient.
When Doppler and Zeeman shifts are both small with respect to δ, the
expression of the force in eq. (2.24) approximates to a linear dependence on
the position and velocity of the atom:
F = −γv − χx (2.25)
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22 Creazione di un fascio atomico raﬀreddato via laser
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Figura 1.9: Forza agente su un atomo in una MOT 1D in funzione della sua
velocita`, al variare dell’intensita` di trappola (a), del gradiente di campo magnetico
(b) e del detuning del laser (c).
il campo magnetico necessario all’intrappolamento viene tipicamente generato da
due bobine in configurazione anti-Helmholtz, il cui campo vicino all’origine si puo`
scrivere come:
B ￿ b
2
 −x−y
2z

mentre nelle tre direzioni ortogonali vengono fatti contropropagare sei fasci, per
ogni coppia in configurazione σ+ − σ−. Gli atomi sono cos`ı soggetti ad una forza
totale:
F = F± = ±￿kΓ
2
s0
1 + s0 +
4
Γ2
(δ ∓ k · v ± µeffB/￿)2 (1.14)
dove µeff = (geMe − ggMg)µB rappresenta il momento magnetico eﬀettivo per la
transizione. In fig. 1.9 sono riportati gli andamenti del modulo di F in funzione
della velocita` atomica, calcolati dall’eq. 1.14 per varie combinazioni di intensita` e
disaccordo dei fasci laser e gradiente di campo magnetico. Notiamo che esiste una
velocita` per cui la forza agente su un atomo in una MOT e` massima [33]: essa
Figure 2.6: Force acting on an atom in a 1D MOT as a function of its velocity
along the xˆ axis of fig. 2.5.
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where γ has been defined in eq. (2.20) and the elastic constant χ is given by:
χ =
µeffb
~k
γ (2.26)
Therefore, for small oscillations around the origin, an atom in a MOT behaves
like a damped harmonic oscillator, with the motion equation: x¨+2βx˙+ω20x = 0
where x is the atomic position, ω20 = χ/M and β = γ/2M . The damping rate
is given by γMOT = γ/M while the frequency oscillation is ωMOT =
√
χ/M .
With a typical magnetic field gradient of 10 G/cm, the frequency oscillation
is several kHz, while the damping rate is some hundreds kHz; therefore the
atomic motion is over-damped.
Pyramidal magneto-optical trap
Although a conventional MOT, as discussed above, is realized with six laser
beams counterpropagating along the three principal directions, several dif-
ferent geometries have been implemented, like the axicon [62] and the pyra-
mid [63], used as source of cold atoms in our experiment [64].
In the PMOT configuration (fig. 2.7) a single laser beam circularly po-
larized illuminates the internal reflective walls of an hollow pyramid. In
the directions orthogonal to the pyramid axis, each reflection produces two
counterpropagating laser beams with opposite circular polarizations. In the
axial direction, the double reflections on the inner surfaces generate counter-
propagating laser beams only out of the axis, due to the presence of a hole on
the apex of the pyramid. Thus, within the pyramid there are cooling forces
in any point, except along a central parallelepiped-shaped region, where the
apical hole prevents the light to be retroreflected.
The missing retroreflection makes the formation of a “static” MOT on
the axis impossible. Therefore, the pyramidal MOT works as an atomic
funnel. In conclusion, we anticipate that in the apparatus there are additional
compensation coils that allow to shift the zero of the magnetic field outside
the axis, where a static MOT can be formed for diagnostic purposes.
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Figura 1.10: Schema delle riflessioni subite dal fascio laser all’interno della
piramide.
e` detta velocita` di cattura. Come si evince dalla fig. 1.9, la velocita` di cattura
risulta una funzione rapidamente variabile del disaccordo, mentre variazioni del
gradiente di campo magnetico o di intensita` dei fasci di trappola hanno eﬀetti
meno marcati.
Notiamo inoltre che quando gli shift Doppler e Zeeman sono entrambi piccoli
rispetto a δ, in prima approssimazione la forza dipende linearmente dalla posizione
e dalla velocita` dell’atomo:
F = −γv − χx
dove γ e` quello definito in eq. 1.12 e la costante elastica χ vale:
χ =
µeffb
￿k
γ = 2µeffbk
￿
2Ω0
Γ
￿2 2δ
Γ￿
1 +
2Ω20
Γ2
+
￿
2δ
Γ
￿2￿2 .
L’equazione del moto atomica per piccole oscillazioni attorno all’origine e` quindi
quella di un oscillatore armonico smorzato: x¨+ 2βx˙+ ω20x = 0 dove ω
2
0 = χ/M e
β = γ/2M con M massa atomica. Il rate di smorzamento e` dato da γMOT = γ/M
mentre la frequenza di oscillazione e` ωMOT =
￿
χ/M . Con un gradiente di campo
magnetico di 10 G/cm, tipico per MOT ordinarie, la frequenza di oscillazione
e` di qualche kHz e il rate di smorzamento di qualche centinaio di kHz; quindi
il moto e` sovrasmorzato con un tempo caratteristico di ritorno nell’origine di
2γMOT/ω
2
MOT ≈ qualche ms per tipici valori dell’intensita` e del disaccordo del
laser. Notiamo inoltre come la forza di richiamo non sia la stessa in tutte le
direzioni, dato che il gradiente di campo magnetico nella direzione z (direzione
assiale per le bobine) e` il doppio di quello nelle direzioni x e y a causa dell’impiego
di bobine anti-Helmoltz con asse lungo z.
1.4.1 Trappola magneto ottica piramidale (PMOT)
Una MOT convenzionale viene realizzata facendo contropropagare sei fasci laser
lungo le tre direzioni principali; tuttavia, sono state implementate varie geometrie
z
Figure 2.7: Scheme of the reflections of the laser beams inside the pyramid.
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Chapter 3
Multilevel atom-radiation
interaction
Since the capabilities of the two-level model, illustrated in chapter 2, do not
extend much further the simple Doppler cooling mechanism, in this chapter
we treat the interaction between radiation and a more realistic multilevel
model of the Cesium atom. Several aspects of the atom-radiation interaction,
like the optical pumping phenomena among Zeeman and hyperfine levels
neglected in the two-level model but necessary for the correct interpretation
of the experimental findings, are reviewed. This chapter is organized in two
sections, whose subjects have in common that they both heavily rely on
optical pumping.
Section 3.1 starts defining the relative line intensities (section 3.1.1), of
which in section 7.2.2 we will report the experimental values for the three
hyperfine transitions: 62S1/2Fg = 4 → 62P3/2Fe = 3, 62S1/2Fg = 4 →
62P3/2Fe = 4 and 6
2S1/2Fg = 4→ 62P3/2Fe = 5 to which we will refer simply
as T43, T44 and T45, respectively. We will show in the following that these
quantities are heavily affected by the optical pumping which, in turn, strongly
depends on the length of the interaction time between atoms and radiation. In
section 3.1.2 we detail the geometrical configuration of our two-photon, two-
color ionization scheme, anticipating several atomic beam properties (detailed
in chapter 6) that we will need in order to define an “average” interaction
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time. In section 3.1.3 we focus on the expression of the Rabi frequency in a
multilevel system; then, in section 3.1.4, the concepts of transition strengths
and transition strength ratios are presented. In section 3.1.5 we will show how
the two-level model fails in reproducing correctly the experimental relative
line intensities, because of hyperfine and Zeeman optical pumping phenomena
explained in section 3.1.6. In section 3.1.7 we describe the simulation, based
on the numerical solution of the multilevel OBE, implemented to reproduce
numerically the effects of those phenomena on the experimental data. We
remark that the use of a model based on the atomic coherences is justified by
the ionization rate that, in our configuration, is sufficiently low (see section 4.3)
to ensure that the description of the atomic states is not heavily modified with
respect to situations in which the ionization laser is not present. A detailed
comparison between numerical and experimental relative line intensities will
be accomplished in section 7.2.2. To conclude, in section 3.2 we briefly
summarize the sub-Doppler cooling mechanisms, that can be interpreted
on the basis of the optical pumping phenomena introduced in the previous
sections.
3.1 Optical pumping in the multilevel Cs atom
In this section we focus on the interaction between polarized radiation and
multilevel Cs atoms, modeling the phenomena behind the experimental data
that will be presented in section 7.2.2.
3.1.1 Relative line intensities
We define the line intensity I of a transition and, consequently, the relative
line intensity R as follows. If we consider the fluorescence emission of an ideal
two-level system, a reasonable definition of line intensity is the maximum
height of the spectral line1. Accordingly, from eq. (2.17), the line intensity for
1The maximum height is considered as difference between the peak of the spectral line
and zero, defined as the fluorescence yield when the excitation radiation is far detuned
from the atomic resonance.
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Figure 3.1: Ideal three level system.
a two level system is proportional to the excited state population in resonance
conditions and it reads:
I = I0ρee(δ = 0) = I0 Ω
2
Γ2 + 2Ω2
(3.1)
where I0 is a parameter taking into account several factors (fluorescence
collection efficiency, spectral response of the apparatus, etc). In a multilevel
atom, analyzed in the following, the line intensity will be again considered to
be proportional to the relative excited state population, even if its explicit
expression will not coincide anymore with eq. (3.1).
For example, we can use eq. (3.1) to obtain the relative line intensities in a
three level system. We consider the two transitions T12 and T13 connecting
the levels |1〉 → |2〉 and |1〉 → |3〉 of the ideal closed three level system
depicted in fig. 3.1. From eq. (3.1) the line intensities are then:
I12 = I0 Ω
2
12
Γ2 + 2Ω212
(3.2)
I13 = I0 Ω
2
13
Γ2 + 2Ω213
(3.3)
where Ωij is the Rabi frequency for the transition Tij. Consequently, we
define the relative line intensity R12,13 between the two transitions T12 and
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T13:
R12,13 = I12I13 =
Ω212
Ω213
Γ2 + Ω213
Γ2 + Ω212
(3.4)
We remark that eq. (3.4) is well suited only for an ideal three level system
interacting with resonant radiation for an indefinite interaction time. Since
the experimental relative line intensities reported in section 7.2.2 have been
measured for real Cesium atoms interacting with resonant radiation for a
finite time, we obviously expect that eq. (3.4) cannot properly describe them.
3.1.2 Details on the configuration
As already mentioned, in this section we briefly describe the geometrical
configuration of the two-photon, two color ionization scheme in which the
relative line intensities have been measured. The main motivation of the
present discussion is given by the experimental observation that optical
pumping heavily affects the data presented in section 7.2.2. On the other
hand, in literature it has been demonstrated [65–67] that the optical pumping
effects heavily depend on the interaction time between atoms and radiation;
in turn, the interaction time is determined by the details of the geometrical
configuration. As a consequence, the determination of the interaction time is
not straightforward. The present discussion is intended to find an effective
interaction time by means of a simple 2D simulation. We leave the discussion
of the physical aspects of the photoionization process to chapter 4.
In our configuration, depicted in fig. 3.2, the Cs atoms move through two
orthogonally propagating, collimated, pi polarized and spatially superposed
laser beams: one excites the atoms to an hyperfine sublevel of the state
62P3/2; the other one is responsible for the ionization of the excited atoms.
In chapter 4 we will show how, in this photoionization scheme, the ionization
yield is proportional to the excited state population and, thus, to the intensity
of the line on which the excitation laser is tuned.
However, from fig. 3.2 we infer that the determination of an “average”
interaction time is not trivial, since:
1. the transverse density distribution of the atomic beam in the (x, y)
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Figure 3.2: Configuration of the laser beams in the two-photon two color
ionization scheme. The origin of the reference system coincides with the point
of maximum radiation intensity. The excitation and ionization laser beams
are propagating in the negative xˆ direction, while the atoms move in the zˆ
direction. Several atomic trajectories are also represented, as an example.
plane is not flat, and it can be approximated with a two-dimensional
Gaussian:
n(x, y) = n0 e
−x2+y2
w2at (3.5)
where n0 is the peak atomic density and wat = 2.4 mm (see section 6.4)
2. the distribution of the atomic longitudinal velocities vz is Gaussian:
N (vz, σz) = N0e−
(vz−〈v〉)2
σ2z (3.6)
with 〈v〉 = 12 m/s and σz = 0.59 m/s (see section 6.3). Consequently,
atoms with the same trajectories but different longitudinal velocities
have different interaction times with the radiation
3. the atomic beam is not perfectly collimated; the divergence angles are
distributed according to:
N (θ, σtrasv) = N0e−
θ2
σ2trasv (3.7)
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with σtrasv = 2.97 mrad (see section 6.2). Therefore, atoms moving with
the same velocity but different divergence angles with respect to the z
axis (refer to fig. 3.2 for the reference system) will interact for different
time intervals with the radiation
4. the laser intensity profile is not flat-top; in particular, we ascertained
experimentally that the intensity profile of the excitation laser beam is
well represented by a two-dimensional Gaussian2:
I(x, z) = Ip,exc e
− x2
w2x,exc e
− z2
w2z,exc (3.8)
where Ip,exc is the peak excitation intensity, wx,exc = 1.6 mm and
wz,exc = 1.1 mm.
To determine the “average” interaction time we then relied on a numerical
calculation, including all the factors listed above. For a great number of
atoms, we compute the trajectories3 according to:
x(t) = x0 + vxt (3.9a)
z(t) = vzt (3.9b)
where x0 and vz are extracted from the distributions in eq. (3.5) and eq. (3.6),
while vx is given by:
vx = 〈v〉 · θ (3.10)
with θ randomly extracted from eq. (3.7). The substitution of the eq. (3.9)
into eq. (3.8) allows to obtain the expression of the time dependent laser
intensity in which the atoms move:
Iexc(t) = Ip, exc e
− (x0+vxt)2
w2x, exc e
− (vzt)2
w2z, exc (3.11)
2In eq. (3.8), wx,exc and wz,exc differ from the common definition of laser waist by a
factor
√
2.
3To reduce the numerical effort necessary for a full 3D computation, we limit the
calculation of the trajectories to the (x, z) plane, disregarding the motion along the y axis.
We remark that we cannot exclude contributions to the results of the model due to the 2D
approximation.
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The parameter τint, related to the interaction time, is defined as τint = |t1−t2|,
where t1 and t2 are the two roots of:
Iexc(t) =
Ip, exc
e
(3.12)
It is clear from eq. (3.12) that we arbitrarily define τint as the time necessary
to an atom to go between two points in which the intensity is 1/e of the peak
value Ip, exc (these couples of points are indicated by the black dots in fig. 3.2
(b) for several possible atomic trajectories).
In fig. 3.3 we show an histogram of the interaction times τint computed
according to the above procedure on 105 trajectories. At first sight, the
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Figure 3.3: Frequency histogram of the interaction times between atoms and
radiation for the configuration of fig. 3.2. The mean, mode and median of
the data are 102 µs, 105 µs and 100 µs, respectively. The bin width is 1 µs.
distribution of the interaction times appears highly skewed; however, the
mean, mode and median of the data are not too different:
• mean = 102 µs
• mode = 105 µs
• median = 100 µs
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In the following we will use as interaction time the most probable value 105
µs, as obtained above.
We conclude this section pointing out that the skewness of the distribution
of the interaction times shown in fig. 3.3 is probably due to the limited overall
time interval considered in the simulation. This leads to underestimate the
contribution of slow atoms (atoms having a low longitudinal velocity) entering
the interaction region at early times. Tests have been made extending the
overall time interval considered in the simulation: in the results, the long time
tail appears more populated, but the average, median and most probable
value are practically unchanged.
3.1.3 Rabi frequency, saturation intensity and selec-
tion rules in the multilevel model
The expressions of the Rabi frequency in eq. (2.5) and eq. (2.6) are suited
only for a two-level system, while for a real multilevel system it is necessary
to generalize their expression in order to take into account the Zeeman
structure (shown in fig. 3.4) of the energy levels involved in the transitions.
In section 3.1.6 we will demonstrate that the multiplicity of the Zeeman
sublevels has to be properly taken into account, in order to interpret correctly
the experimental data. Remembering eq. (3.12), the Rabi frequency between
two Zeeman states |Fg, mg〉 and |Fe, me〉 can be written as:
Ωge(t) =
E0
~
exp
(
− t
2
2τ 2int
)
〈Fg, mg|erq|Fe, me〉. (3.13)
where F and mF are the atomic total angular momentum modulus and mF
its projection onto the quantization axis (see section 2.1.1) and q is the
polarization of the light. To write the eq. (3.13) we exploited eq. (3.11),
introducing in the time-dependent radiation intensity the parameter τint
determined in section 3.1.2, so that:
Iexc(t) = Ip, exc e
− t2
τ2
int . (3.14)
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Figure 3.4: Zeeman structure of the Cs hyperfine levels involved in the T43,
T44 and T45 transitions. The numbers are the labels of the Zeeman levels
considered in the model reported in section 3.1.7. Since we considered only
hyperfine transitions having Fg = 4 as lower energy level, the Fe = 2 is not
shown, being not accessible for the selection rule ∆F = 0, ±1.
We remark that eq. (3.14) gives an approximated expression for the time-
dependent radiation intensity, that does not take into account possible off-axis
atomic trajectories. This simplifying assumption relies on the determination
of the average interaction time discussed in section 3.1.2.
From eq. (3.14) it follows that the excitation electric field, to which the
Rabi frequency is proportional (see eq. (2.6)), can be written as:
E(t) = E0 e
− t2
2τ2
int (3.15)
where E0 is the radiation electric field amplitude.
The term 〈Fg, mg|erq|Fe, me〉 in eq. (3.13) represents the dipole matrix
element between the two levels involved in the transition. The dipole ma-
trix element can be factorized [68, 69] as the product of a coefficient cF,mF ,
depending on the particular hyperfine transition, and the reduced dipole
matrix element 〈ngLg||e~r||neLe〉, having the same value for all the hyperfine
transitions in the fine structure manifold:
〈Fg, mg|erq|Fe, me〉 = cF,mF 〈ngLg||e~r||neLe〉 (3.16)
(where F is the total atomic angular momentum, mF its projection onto the
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quantization axis and q the component of the photon angular momentum on
the quantization axis) with
cF,mF =
√
(2Je + 1)(2Jg + 1)(2Fe + 1)(2Fg + 1)(2Lg + 1)·
·
{
Lg Jg S
Je Le 1
}
·
{
Jg Fg I
Fe Je 1
}
·
(
Fe 1 Fg
me q −mg
)
. (3.17)
where L, S, J , I andmF have been introduced in section 2.1.1 and section 2.1.2.
The expressions in curly (round) brackets are the Wigner 6−j (3−j) symbols.
The value of q is the component of the photon angular momentum on the
quantization axis: it is 0 for pi-transitions, as in our configuration. The
reduced dipole matrix element 〈ngLg||e~r||neLe〉 (n is the principal quantum
number) can be calculated via the expression:
|〈ngJg||e~r||neJe〉| =
√
(2Je + 1)(2Lg + 1)
{
Lg Le 1
Je Jg S
}
·
· |〈ngLg||e~r||neLe〉|, (3.18)
in which the value of 〈ngJg||e~r||neJe〉 can be obtained from its relationship
with the 6P3/2 decay rate Γ [70]:
Γ =
ω2
3pi0~c3
2Jg + 1
2Je + 1
|〈ngJg||e~r||neJe〉|2. (3.19)
With reference to fig. 3.4, let us consider a transition between a Zeeman
ground level (a = 1, . . . , 16) and an excited Zeeman level (b = 17, . . . , 43),
driven by q-polarized radiation. Substituting eq. (3.19) into eq. (3.18), and
in turn the latter into eq. (3.16), the Rabi frequency of eq. (3.13) can be
rewritten in the convenient form [71]:
Ωab(t) = C
q
ab
√
3Ip, excλ3Γ
4pi2~c
exp
(
− t
2
2τ 2int
)
(3.20)
where the dependence on the particular hyperfine levels involved is confined
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into the angular momentum coupling coefficient Cqab:
Cqab =
cF,mF√
(2Jg + 1)(2Lg + 1)
1{
Lg Le 1
Je Jg S
} =
=
√
(2Je + 1)(2Fe + 1)(2Fg + 1)·
·
{
Jg Fg I
Fe Je 1
}
·
(
Fe 1 Fg
me q −mg
)
(3.21)
The Rabi frequency of eq. (3.20) has been used in the simulation reported in
section 3.1.7.
Finally, the 6 − j and 3 − j symbols of eq. (3.21) impose the following
selection rules for the hyperfine transitions, useful in the following: ∆F =
|Fe−Fg| = 0, 1, ∆m = me−mg = 0,±1 (0 for pi polarized, ±1 for circularly
polarized radiation). Furthermore, the transition |Fg, mg = 0〉 → |Fe, me =
0〉 is prohibited if Fg = Fe.
3.1.4 Transition strengths and transition strength ra-
tios
The strength of a transition between two Zeeman sublevels in a hyperfine
manifold is given by the square of the dipole matrix element shown in eq. (3.16).
Therefore the strength of the transition can be written as [72]:
|cF, mF |2 = (2Je + 1)(2Jg + 1)(2Fe + 1)(2Fg + 1)(2Lg + 1)·
·
{
Lg Jg S
Je Le 1
}2
·
{
Jg Fg I
Fe Je 1
}2
·
·
(
Fe 1 Fg
me q −mg
)2
Because of the degeneracy on F of the hyperfine levels in the absence of a
magnetic field, the strength of the Fg → Fe transition can be quantified by
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SFgFe(×9/11) Fe = 3 Fe = 4 Fe = 5
Fg = 3 21/44 15/44 0
Fg = 4 7/44 21/44 1
Table 3.1: Table of the factors SFgFe , which provide a measure of the relative
strength of the hyperfine transitions Fg → Fe of the D2 line in Cesium.
the factor:
SFgFe =
Fg∑
mg=−Fg
Fe∑
me=−Fe
|cF,mF |2. (3.22)
The numerical values of the SFg,Fe factors are reported in table 3.1 for the
hyperfine transitions of the D2 line. The transition strength ratios are defined
as [73,74] :
RFgFe,F ′gF ′e =
SFgFe
SF ′gF ′e
. (3.23)
From table 3.1 we compute the values relative to the T43 T44 and T45, useful
in the following:
R45,44 =
44
21
≈ 2.1 (3.24)
R44,43 =
21
7
= 3 (3.25)
3.1.5 Relative line intensities in the two-level model
In this section we see how, according to the two-level theory, the relative
line intensities for the T43, T44 and T45 in Cs depend on the excitation
intensity. We will exploit eq. (3.4) but, before doing that, we have to find
suitable expressions of the Rabi frequency for these transitions. Neglecting, for
simplicity, the time dependence of the atom-radiation interaction, by means
of eq. (3.20) we define an “overall” Rabi frequency Ω˜Fg ,Fe for the hyperfine
transition Fg → Fe:
Ω˜Fg ,Fe = Ω˜0
√√√√ Fg∑
mg=−Fg
Fe∑
me=−Fe
|cF,mF |2 = Ω˜0
√
SFg ,Fe (3.26)
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where we exploited eq. (3.22) and noted that:
Ω˜0 =
√
3Ip, excλ3Γ
4pi2~c
1√
(2Jg + 1)(2Lg + 1)
{
Lg Le 1
Je Jg S
} (3.27)
is the same for the T43, T44 and T45. By means of eq. (3.26) and eq. (3.4)
we obtain the relative line intensities:
R45,44 =
(
Ω˜45
Ω˜44
)2
Γ2 + 2Ω˜244
Γ2 + 2Ω˜245
(3.28)
R44,43 =
(
Ω˜44
Ω˜43
)2
Γ2 + 2Ω˜243
Γ2 + 2Ω˜244
. (3.29)
In fig. 3.5 the relative line intensitiesR45,44 andR44,43 are plotted as a function
of the excitation power. The quantity Ω˜0 has been computed using the actual
experimental parameters, so that the theoretical relative line intensities in
fig. 3.5 can be directly compared to the experimental ones, represented by
the points in fig. 7.8. Comparing fig. 3.5 and fig. 7.8 we can make two
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Figure 3.5: Relative line intensities for the hyperfine transitions T45/T44 and
T44/T43 computed according to the two-level atomic model.
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considerations:
• at extremely low excitation intensity both the experimental and two-level
theoretical relative line intensities tend to the corresponding transition
strength ratio: R45,44 ≈ R45,44 = 2.09, R44,43 ≈ R44,43 = 3. From
this we infer that, in the extremely low (I  Isat) intensity regime, a
multilevel system can actually be approximated as a “superposition” of
two-level systems
• when the excitation intensity is increased, the accuracy of the two-
level model breaks down. In this approximation, in fact, all the T43,
T44 and T45 transitions tend to the same intensity (i.e. their relative
line intensities tend to 1) at high excitation power; this is due to the
saturation of the excited state populations that tend to 1/2 for all three
transitions. On the contrary, as we will point out in chapter 7, the
experimental results show clearly that the dependence on the excitation
intensity of the R45,44 is completely different from that of R44,43: while
the latter retains somehow the behavior predicted by the two-level
model, decreasing with the excitation intensity, the R45,44, instead,
increases rapidly.
It is then clear that the two-level model describes properly the interaction
between radiation and multilevel atoms only in an extremely low intensity
regime; when this increases, the phenomena neglected (the optical pumping,
treated in section 3.1.6) increasingly affect the experimental data.
3.1.6 Hyperfine and Zeeman optical pumping
Several experimental investigations demonstrated the dependence of optical
pumping effects on the excitation intensity [65], magnetic field [75] and
interaction time [67]. In particular, it has been shown that in a multilevel
atom, even if the excitation takes place in a moderate intensity regime (as
we will see in section 7.2.2, experimentally we explored the intensity range
0.02÷ 200 mW/cm2), an enough long interaction time (τint ≈ 100 µs, as in
our situation) between atoms and radiation ensures the appearance of not
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negligible optical pumping effects. These effects are based, as we discuss in
this section, on the leakage between hyperfine states and on the occurrence
of “dark” Zeeman levels. The presence, typical of the alkaline atoms, of
two hyperfine ground states (Fg = 3 and Fg = 4, see fig. 3.4) is the cause
of the population leakage at the basis of the hyperfine optical pumping
(HP) [71,76,77]. The occurrence of the HP is due to the probability that an
excited atom spontaneously decays into an hyperfine ground state different
from that from which it started. When this probability is not zero, the
transition is told to be “open”. Let us refer to fig. 3.4, considering an atom,
initially in the level Fg = 4, that is excited to the state Fe = 3 by resonant
radiation. It is evident that the atom can decay back to the Fg = 4 state,
but also to the Fg = 3, since this decay does not violate any of the selection
rules reported in section 3.1.3. The same considerations are true also in the
case of the Fg = 4→ Fe = 4 case; therefore, the T43 and T44 transitions are
defined as “open”. On the contrary, in the case of the T45, because of the
selection rule ∆F = 0, ±1, the atom excited to the Fe = 5 state can decay
back only into the Fg = 4 level: then, the transition T45 is “closed”. However,
in a multilevel system, radiation tuned on the T45 resonance has a non zero
probability to bring an atom from the Fg = 4 to the Fe = 4 state, from which
it can then decay back into the ground hyperfine level Fg = 3. When the
atom is in the Fg = 3 level, it cannot be excited again by the radiation, since
the frequency detuning between Fg = 3 and Fg = 4 states is about 9 GHz.
According to such a mechanism, the atoms are accumulated in the “dark”
ground hyperfine level Fg = 3. In the laser cooling experiments, the existence
of this pumping makes necessary the presence, beyond the cooling laser beam,
of a “repumping” laser beam that, tuned on the Fg = 3→ Fe = 4 transition,
recycles the atoms.
The Zeeman pumping (ZP) [78] is responsible for the piling up, during the
interaction with polarized radiation, of the atomic population in certain ground
Zeeman sublevels from which the absorption of a photon is forbidden and that,
for this, act as traps for the atoms. It is well known that this phenomenon,
when taken into account, affects the interaction between radiation and even
a two-level system, leading, for example, to the introduction of correction
47
factors for the transition Rabi frequency used in section 2.2.2 [79].
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Figure 3.6: Zeeman sublevels involved in the (a) T43 and (b) T44. The con-
tinuous and dashed lines represent the absorption and spontaneous emission
transitions between the Zeeman sublevels, respectively. The larger thickness
of the levels Fg = 4,mg = ±4 in (a) and Fg = 4,mg = 0 in (b) indicates that
they act as traps for the atoms.
Let us consider the T43 and the Zeeman structure of the levels involved
in the transition, as shown in fig. 3.6 (a), where the vertical continuous
lines represent the absorption of a pi polarized photon, while the dashed
lines represent the spontaneous emissions. We see that, differently from the
continuous arrows, the dashed ones can be tilted, due to the difference between
the m-selection rule for the absorption (∆m = 0) and for the spontaneous
emission (∆m = 0, ±1) processes. This fact leads to the accumulation of the
population in the Fg = 4, mg = ±4 levels, that the atoms cannot leave owing
to the absence of suitable levels to which they can be excited. The situation
is quite similar for the T44; the only difference is that here the trap level is
represented by |Fg = 4, mg = 0〉, because of the selection rule, mentioned
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in section 3.1.3, stating that the transition |Fg, mg = 0〉 → |Fe, me = 0〉 is
forbidden when Fg = Fe.
3.1.7 Numerical treatment of the multilevel atom-radiation
interaction
From the discussion of section 3.1.6, we realize that the interpretation of
optical pumping effects on the population dynamics of an atomic sample
interacting with polarized radiation, is a task hard enough to justify the
use of a numerical simulation. We also remark that in other situations
treated in the literature [65,69], the excitation intensities were low enough
to justify approximations leading to an analytical solution of the population
dynamics problem. In our experimental conditions these approximations are
not applicable, since the atoms move across a spatially varying intensity whose
peak value can be 200 times the saturation intensity. Analogously to what
we saw in section 2.2 for the two-level system, the internal dynamics of the
multilevel systems can be properly described in the semiclassical formalism of
the OBE [72]. The numerical solution of these equations during the motion
of the atoms through the laser beam determines the transient behavior of
the populations of all the relevant hyperfine levels. Furthermore, in this
framework also the coherences between the levels are taken into account [80],
whose effect is negligible in the low intensity regime but becomes important
increasing the laser intensity, determining the evolution of nonlinearities in
the laser-atom interaction [81].
We make a digression, remarking that in our setup the measured ion yield is
the result of two distinct steps: at first the excitation and ionization processes
occur, as determined by the atom-radiation interaction; then the ion capture,
controlled by the ion collection capabilities of the charge detection system,
takes place. This remark justifies the approach we followed in modeling
separately the two processes. In fact, in this section we concentrate on the
excitation/ionization, while in section 7.4.2 we will focus on the modeling
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of the electrostatic configuration, computing the ion trajectories inside the
vacuum chamber and deducing the dynamical features of the ion beam.
The Liouville’s equation for the density matrix evolution [82]
dρ
dt
= − i
~
[H, ρ] (3.30)
gives rise to N ×N = 432 = 1849 evolution equations for populations and
coherences. The procedure and the approximations to take into account the
spontaneous emission and reduce the number of equations are well known,
and their discussion will be omitted here. On the contrary, we will focus
mainly on the details of the experimental configuration that we considered in
order to reproduce accurately the experimental data.
As mentioned in section 3.1.2, the simulation is carried out for a single
atom interacting with the radiation for a time τint = 105 µs.
The equations ruling the time evolution of the density matrix elements
ρab are a generalization of the eq. (2.13) [82]:
ρ˙ab = −iωabρab − i~
∑
c
(H intac ρcb − ρacH intcb ) + lab (3.31)
where H intij is given by eq. (2.4), the Ωij by eq. (3.13) and where the terms lab
describe phenomenologically the decay of the excited-state populations and
of the coherences. On the basis of the same approximation used to obtain
the eq. (2.13), and disregarding all the couplings not between an excited
(b = 17, . . . , 43) and a ground (a = 1, . . . , 16) state, the set of evolution
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equations reads [71,80,81]:
for a = 1, . . . , 7
dρaa
dt
= Γ
1∑
q=−1
32∑
b=17
(Cqab)
2ρbb, (3.32a)
for a = 8, . . . , 16
dρaa
dt
=
43∑
b=17
ΩbaIm(σba) + Γ
1∑
q=−1
43∑
b=17
(Cqab)
2ρbb, (3.32b)
for b = 17, . . . , 43
dρbb
dt
= −
16∑
a=8
ΩabIm(σab)− Γρbb − rion(t)ρbb, (3.32c)
for a = 8, . . . , 16, b = 17, . . . , 43
dσab
dt
= i(ωab − ω)σab − i
2
Ωba(ρbb − ρaa)− Γ
2
σab (3.32d)
where the Cqab are given by eq. (3.21). The roles of the several terms in these
equations are worth to be briefly discussed.
The eq. (3.32a), sum of the decay terms from the excited states, describes
the increase in the “dark” hyperfine Fg = 3 ground state population during
the propagation of the atoms across the radiation. Therefore, these terms are
directly related to the HP. Similar contributions, together with the stimulated
transitions terms, appear also in eq. (3.32b) and eq. (3.32c) for the evolution
of the Fg = 4 and Fe = 3, 4, 5 populations, respectively. The third term in
eq. (3.32c) takes into account the loss of excited atoms due to the ionization:
the expression of the ionization rate rion(t) will be given in eq. (4.13). Here
we just anticipate (we will give more details in section 4.3) that in our
experimental conditions, as typical in CW experiments, the ratio between
the excited atoms loss rate for photoionization, rion(t), and for radiative
spontaneous emission, Γ, is about 10−6. Hence, the ionization process allows
to probe the excited state population practically without perturbing the
population itself. This implies that the population in the excited state is
determined only by the interaction with the excitation radiation. Finally,
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eq. (3.32d) governs the time dependence of the atomic coherences between
ground and excited sublevels.
We also underline the presence, in eq. (3.32a) and eq. (3.32b), of the sums
on the polarizations q = −1, 0, 1 of the spontaneously emitted photons,
accounting for the spontaneous emission selection rules ∆m = 0, ±1. These
terms are responsible for the population buildup taking place in the Zeeman
states that we discussed in section 3.1.6. We remark that in the simulation it
is possible to “switch off” the effects of the ZP, suppressing the sums on the
polarizations q, so that the evolution of the populations is ruled only by the
HP. In section 7.2.2 we will exploit this fact to ascertain the roles played by
HP and ZP separately in determining the trend of the experimental data.
The initial atomic internal state is chosen as a superposition of equally
populated ground Zeeman levels [71], that is ρaa =
1
16
. This is justified
due to the relatively weak magnetic field. Furthermore, several tests with
the simulation didn’t show critical dependence of the results on the initial
conditions. While for the non-diagonal elements we set ρab = 0. Furthermore,
the solution is evaluated between the instants ±10 τint.
When the numerical computation of the OBE is over, the computed
excited Zeeman populations ρbb are used to evaluate the quantity [65,83]:
I(δ, Pexc) =
∫ +∞
−∞
rion(t)
43∑
b=17
ρbb(t, δ, Pexc)dt, (3.33)
where δ and Pexc represent
4, respectively, the detuning and the power of the
excitation laser. The line intensity (as defined in section 3.1) is given by
I45 = I(0, Pexc), I44 = I(−δ45, Pexc) and I43 = I(−δ35, Pexc) for the T45,
T44 and T43 respectively.
In a two-photon, two-color ionization scheme the line intensity, as defined
in eq. (3.33), has a clear physical meaning, being proportional to the ionized
fraction of the atomic population and, consequently, related to the experi-
mental ionization rate. In fact, if we consider, in the approximation of very
4In the following we will take as the origin of the frequency axis the T45 frequency. So,
when the laser is tuned on the T45, δ = 0; when it is tuned on the T44, δ = −δ45 = −251
MHz; when it is tuned on the T43, δ = −δ35 = −452 MHz.
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low ionization rate (that is, we consider the number of excited atoms N excat as
being determined exclusively by the interaction with the excitation radiation),
the number of atoms dN excat entering the ionization volume and being excited
between t and t+ dt :
dN excat (t) = Fat ρee(t)dt (3.34)
where Fat is the atomic flux and ρee(t) the excited state population, we have
that the corresponding number of ions generated (per unit time) between t
and t+ dt is:
dFion(t) = rion(t)dN
exc
at (t) = Fatrion(t)ρee(t)dt. (3.35)
Hence, the ionization rate (number of ions generated per unit time) can be
written as:
Fion =
∫ +∞
−∞
dFion(t) =
= Fat
∫ +∞
−∞
rion(t)ρee(t)dt = FatI(δ, Pexc) (3.36)
Finally, taking into account the efficiency η ≤ 1 of the charge collecting
system, we find the following relation between the experimental ionization
rate F expion and the numerically computed I(δ, Pexc):
F expion = ηFion = ηFatI(δ, Pexc). (3.37)
Actually, because of the unavailability of an independent charge source al-
lowing an absolute calibration of the charge collection system, the factor
η is unknown. Accordingly, the direct comparison between experimental
and numerical data, embodied in eq. (3.37), is impossible. However, the
uncertainty related to η can reasonably be avoided if we refer to the relative
line intensities, analogously to what we did in section 2.2:
RFgFe,F ′gF ′e =
F expion (Fg → Fe)
F expion (F
′
g → F ′e)
=
I(Fg → Fe)
I(F ′g → F ′e)
(3.38)
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where we exploited eq. (3.37). In section 7.2.2 the measured ion yields will be
used to obtain the experimental relative line intensities that will be directly
compared to the numerically computed ones, via the eq. (3.38).
3.2 Sub-Doppler cooling
Having introduced optical pumping in a multilevel system, in this section
we treat briefly the sub-Doppler cooling process, that just on the effects of
optical pumping heavily relies.
Since a long time is has been experimentally ascertained that the tem-
perature of eq. (2.21) is not a fundamental lower limit for the laser cooling
techniques [84]. The theory, which was subsequently developed, had to take
into account the multiplicity of the sublevels constituting an atomic state
(i.e. Zeeman levels and hyperfine structure) and the dynamics of the optical
pumping between them, in order to explain the achievement of ultralow
temperatures. At the basis of the onset of these temperature regimes there is
the non-adiabatic response of the atom to the polarization state of the field
in which it moves, where the term “non-adiabatic” indicates the possibility
of transitions between different states. The two most relevant sub-Doppler
cooling schemes are called lin ⊥ lin and σ+σ−.
3.2.1 Configuration lin⊥lin
If we consider the superposition of two one-dimensional laser beams with
linear orthogonal polarizations, the resulting field is:
E(z, t) = E0xˆ cos(kz − ωt) + E0yˆ cos(kz + ωt) = (3.39)
= E0((xˆ + yˆ) cos kz cosωt+ (xˆ− yˆ) sin kz sinωt)
The polarization of this field (fig. 3.7) changes on distances of λ/2 from
linear (at 45◦ with respect to the polarizations of the two beams) to σ+ to
again linear (but orthogonal to the previous direction), to σ−. The effect of
this polarization gradient has been analyzed in [85] in the particular case
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18 Creazione di un fascio atomico raﬀreddato via laser
Configurazione lin⊥lin
Se consideriamo la sovrapposizione di due fasci laser unidimensionali con polariz-
zazioni lineari ortogonali, il campo risultante sara` dato da:
E(z,t) = E0xˆ cos(kz − ωt) + E0yˆ cos(kz + ωt)
= E0 ((xˆ+ yˆ) cos kz cosωt+ (xˆ− yˆ) sin kz sinωt)
Come risulta dalla fig. 1.5, la polarizzazione di questo campo varia su distanze
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Fig. 1. The two types of polarization gradient in a 1-D molasses and the corresponding light-shifted ground-state sublevels for a Jg = 1/2 Je
= 3/2 atomic transition. (a) a+-a- configuration: two counterpropagating waves, a+ and a- polarized, create a linear polarization that rotates
in space. (b) lin lin configuration: The two counterpropagating waves have orthogonal linear polarizations. The resulting polarization now
has an ellipticity that varies in space: for z = 0 linear polarization along el = (eY + e)/12; for z = X/8 a- polarization; for z = X/4 linear polariza-
tion along 62 = ( - ey)/v2; for z = 3X/8 a+ circular polarization .... (c) Light-shifted ground-state sublevels for the a+-a configuration: The
light-shifted energies do not vary with z. (d) Light-shifted ground-state sublevels for the lin lin configuration: The light-shifted energies
oscillate in space with a period X/2.
means that there are dipole or gradient forces in the configu-
ration of Fig. 1(b), whereas such forces do not exist in the
configuration of Fig. 1(a). We use here the interpretation of
dipole forces in terms of gradients of dressed-state ener-
gies.16 Another equivalent interpretation can be given in
terms of redistribution of photons between the two counter-
propagating waves, when the atom absorbs a photon from
one wave and transfers it via stimulated emission into the
opposite wave.' 2 "0 It is obvious that conservation of angu-
lar momentum prevents such a redistribution from occur-
ring in the configuration of Fig. 1(a).2 ' After it absorbs ao+
photon, the atom is put into e+1/2 or e+3/2, and there are no a-
transitions starting from these levels and that could be used
for the stimulated emission of a a- photon. For more com-
plex situations, such as for a Jg = 1 - J, = 2 transition (see
Fig. 5 below), redistribution is not completely forbidden but
is limited to a finite number of processes. Suppose, for
example, that the atom is initially in g-1. When it absorbs a
a- photon, it jumps to eo. Then, by stimulated emission of a
a- photon, it falls to g+,, from where it can be reexcited to e+2
by absorption of a o-+ photon. However, once in e+2, the
atom can no longer make a stimulated emission in the a-
wave, since no a- transition starts from e+2. We thus have
in this case a limited redistribution, and one can show that,
as in Fig. 1(c), the light-shifted energies in the ground state
do not vary with z (see Subsection 3.B.1). The situation is
completely different for the configuration of Fig. 1(b).
Then, each a-+ or a- transition can be excited by both linear
polarizations e, and ey, and an infinite number of redistribu-
tion processes between the two counterpropagating waves
can take place via the same transition g - em+l or em-1.
This is why the light-shifted energies vary with z in Fig. 1(d).
Finally, let us note that, at first sight, one would expect
dipole forces to be inefficient in the weak-intensity limit
considered in this paper since, in general, they become large
only at high intensity, when the splitting among dressed
states is large compared with the natural width r.'6 Actual-
ly, here we consider an atom that has several sublevels in the
ground state. The light-shift splitting between the two os-
cillating levels of Fig. 1(d) can be large compared with the
width I' of these ground-state sublevels. Furthermore, we
show in Subsection 3.A.2 that for a moving atom, even with
weak dipole forces, the combination of long pumping times
and dipole forces can produce a highly efficient new cooling
mechanism.
3. PHYSICAL ANALYSIS OF TWO NEW
COOLING MECHANISMS
In this section, we consider a multilevel atom moving in a
laser configuration exhibiting a polarization gradient. We
begin (Subsection 3.A) by analyzing the lin I lin configura-
tion of Fig. 1(b), and we show how optical pumping between
the two oscillating levels of Fig. 1(d) can give rise to a new
cooling mechanism analogous to the Sisyphus effect occur-
ring in stimulated molasses.16 "17 Such an effect cannot exist
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Figura 1.5: Variazione spaziale della polarizzazione del campo risultante dal-
la sovrapposizione di due fasci contropropaganti aventi polarizzazioni lineari
ortogonali.
pari a λ/2 da lineare (a 45◦ rispetto alla polarizzazione dei due fasci) a σ+ a
nuovamente lineare (ma perpendicolare rispetto alla prima direzione), a σ−. L’ef-
fetto di questo gradiente di polarizzazione sul processo di raﬀreddamento e` stato
analizz to in [40] nel caso particolare di una transizione Jg =
1
2
→ Je = 32 .
In s ntesi, quello ch avviene ` un riaggiustamento delle popolazioni atomiche
nel moto attraverso il campo di radiazione: infatti, dove la polarizzazione e` σ+,
la popolazione dello stato fondamentale viene pompata nel sottolivello Mg =
1
2
,
in quanto ￿∆Mtrans￿ = ￿∆Mabs￿ − ￿∆Mem.sp.￿ ≥ 0 (ricordiamo dalle regole di
selezione ∆Mabsσ+ = +1 e ∆Mem.sp. = ±1, 0). Pertant in un ciclo assorbimento-
emissione spontanea il ∆M medio per ciascun evento di scattering e` non negativo,
portando ad un accumulo di popolazione nel sottolivello Zeeman Mg = Jg. Do-
ve la polarizzazione e` σ− avvien l’esat o contrario e la po olazione del livello
fondamentale viene pompata nel sottolivello con Mg = −Jg. Muovendosi in tale
campo, gli atomi devono quindi riaggiustare la propria popolazione tra i livelli
Mg =
1
2
e Mg = −12 su distanze dell’ordine di λ/2. D’altra parte, un campo quasi
risonante non solo produce un pompaggio ottico tra i sottolivelli Zeeman dello
stato fondamentale, ma induce anche degli spostamenti in energia (light shift [41],
si veda cap. 2), sostanzialmente per eﬀetto Stark, di una quantita` che, per basse
Figure 3.7: Spatial variation of the polarization of the field resulting from the
superposition of two counterpropagating beams with linear and orthogonal
polarizations.
of a transition Jg = 1/2 → Je = 3/2. Briefly, there is a change of the
atomic populations during the motion through the radiation field: in fact,
where the polarization is σ+, the ground state population is pumped in the
sublevel mg = 1/2, since 〈∆mtrans〉 = 〈∆mabs〉 − 〈∆mem. sp.〉 ≥ 0 (we remind
the sel ction rules ∆mabsσ+ = +1 and ∆mem. sp. = ±1, 0). So, i cycle
absorption-spontaneous emission the average ∆m for every scattering event
is non negative; this causes a population increase in the Zeeman sublevel
mg = Jg. The situation is the opposite where the polarization is σ−, with the
grou d s ate population pump d in the Zeema sublevel mg = −Jg. Moving
in such a field, the atomic populations have t change between the levels
mg = 1/2 and mg = −1/2 on distances on the order of λ/2. Furthermore, a
quasi-res nant field not only roduces optical pumping between the Zeeman
sublevels of the ground state, but it induces also energy shifts (light shift [86]),
because f the ac Stark effect.
At the origin of the cooling there is th fact that it is possible to select the
couples of sublevels involved in the transition and to make their energy shifts
dependent on the atomic position. Referring to fig. 3.8, we consider an atom
that moves fro z = λ/8 with velocity v; for this polarization configuration,
the atom is in the sublevel mg = −1/2 since, because of the light shift, this
is the level with less energy. During its motion, the atom has to use a part
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On the other hand, we can also calculate dW/dt from F:
dW Fv.
dt
Since we evaluate only orders of magnitude, we can keep the
linear expression (3.2) of F, even when v is given by expres-
sion (3.3), so that
dW 2
dt
Equating expressions (3.4) and (3.6) and using expression
(3.3) of v, we finally obtain
a--hk 2 A.
o X/8 A/4 3A/8 A/2 5A/8 z
Fig. 4. Atomic Sisyphus effect in the lin lin configuration. Be-
cause of the time lag r, due to optical pumping, the atom sees on the
average more uphill parts than downhill ones. The velocity of the
atom represented here is such that vrp - X, in which case the atom
travels overs X in a relaxation time TP. The cooling force is then
close to its maximal value.
sponding change of momentum of the laser field because of a
coherent redistribution of photons between the two counter-
propagating waves. Photons are absorbed from one wave
and transferred by stimulated emission to the other wave.
All these processes are conservative and could occur in both
ways. The atom could slide down a potential hill and trans-
form its potential energy into kinetic energy. Optical
pumping is the mechanism of energy dissipation essential
for introducing irreversibility into the process and for pro-
ducing cooling. We see from Fig. 4 that when the atom
reaches the top of the hill, there is a great probability that it
will absorb a laser photon hWL and emit a fluorescence pho-
ton, blue-shifted by an amount corresponding to the light-
shift splitting between the two ground-state sublevels. The
gain of potential energy at the expense of kinetic energy is
dissipated by spontaneous Raman anti-Stokes photons that
carry away the excess of energy. Here also we find a mecha-
nism quite analogous to the one occurring in stimulated
molasses.16 Note, however, that the energy dissipated here
is much smaller, since it corresponds to the light shift of the
ground state at low laser power.
From the previous discussion, we can derive an order of
magnitude of the friction coefficient a appearing in the low-
velocity expression
F= -av (3.2)
of the friction force. It is clear in Fig. 4 that the maximum
value of the friction force occurs when vrp - X/4, i.e., when
kv- r, (3.3)
where r' = 1/Tp. For this value of v, the energy dissipated
during Tp is of the order of -hA' (since A' < 0), so the energy
dissipated per unit time is
dW -hA = -hA'r'. (3.4)
T p
Since all the previous considerations are restricted to the
low-intensity limit (we want to have rF, IA'I << r), A' and r'
are both proportional to the laser intensity. It then follows
from expression (3.7) that the friction coefficient of this new
cooling mechanism is independent of the laser power at low
power. This clearly distinguishes this new friction force
from the usual one occurring in Doppler cooling, which is
linear in laser power. We can still transform expression
(3.7) by using the expressions of r' and A' at low power (Q <<
r). Assuming, in addition, a large detuning (131 >> r) in
order to have in the ground-state light shifts larger than the
level widths, we get
rF' g2r/52,
A, _ Q2/6'
(3.8a)
(3.8b)
so that
a - -hk2 . (3.9)
Note, finally, that the friction coefficient [expression (3.7)
or (3.9)] is large, and even larger (since 11 >> r) than the
optimal friction coefficient for the usual Doppler cooling,
which is of the order of hk
2
.
3
,4 One must not forget, howev-
er, that the velocity capture range of this new friction force,
which is given by expression (3.3), is much smaller than the
velocity capture range for Doppler cooling (given by kv - r).
One can also understand why a is so large, despite the fact
that the size hA'! of the potential hills of Fig. 4 is so small.
We see in expression (3.7) that hIA'I is divided by r', which is
also very small since the optical-pumping time is very long.
In other words, the weakness of dipole forces is compensated
for by the length of the optical-pumping times.
B. Multilevel Atom Moving in a Rotating Laser
Polarization
The laser configuration is now the o-+-a- laser configuration
of Fig. 1(a) for which the laser polarization remains linear
and rotates around Oz, forming an helix with a pitch X. As
shown in Fig. 1(c), the light shifts of the ground-state sublev-
els remain constant when the atom moves along Oz, and
there is no possibility of a Sisyphus effect. Such a result is
easily extended to all values of Jg. If Jg were larger than 1/2,
we would have in Fig. 1(c) several horizontal lines instead of
a single one, since sublevels gm with different values of Iml
have different light shifts and since there are several possible
values for ml when Jg > 1/2.
Energy
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Figura 1.6: Meccanis o di raﬀreddamento in configurazione lin ⊥ lin.
intensita` e δ < 0, assume la forma:
∆Eg =
￿δs0C2ge
1 + 4δ
2
Γ2
dove s0 e` il parametro di saturazione in risonanza (ovv ro s0 = s(δ = 0), si veda
eq. 1.8) del singolo fascio laser e Cge il coeﬃciente di Clebsch-Gordan relativo
alla transizione considerata. All’origine d l raﬀreddamen o vi e` quindi la possibi-
lita` di rendere dipendente dalla posizione la selezione delle coppie di sott livelli
interessati dalla transizione e il loro spostamento in energia. Facendo riferimento
alla fig. 1.6, consideriamo un atomo che parta da z = λ/8 con velo ita` v; per
questa configurazione di polarizzazione, l’atomo si trova nel sottolivello Mg = −12
in quanto, a causa del light shift, questo e` il livello a energia minor . Du ante il
suo moto, pero`, l’atomo deve utilizzare una parte della sua energia cinetica per
aumentare la sua energia potenziale: la p larizzazione infatti sta cambiando ed il
sottolivelloMg = −12 diventa sempre meno accoppiato al campo. Quando l’atomo
giunge in z = 3λ
8
, dove la polarizzazione del campo e` σ+, esso viene pompato in
Mg =
1
2
che adesso e` il livello a energia minore. Poiche` pero` i fotoni emessi spon-
taneamente hanno freq enza maggi r di quelli assorbiti, si instaura un processo
in cui l’atomo converte una parte della sua energia cinetica in energia pote ziale,
che poi viene dispersa radiativamente: questo m ccanismo e` detto raﬀreddamento
Sisifo. Notiamo come gli atomi che subiscono eﬃcacemente questo processo siano
solo quelli con velocita` comprese in un intervallo ristretto, determinato dal fatto
che lo smorzamento sara` massimo per quegli atomi che subiscono n processo di
pompaggio su una distanza di λ/4 [40].
Configurazione σ+σ−
In questo processo di raﬀreddamento sub-Doppler, intrinsecamente diﬀerente dal
lin⊥lin, i fasci contropropaganti sono polarizzati circolarmente in verso opposto.
Figure 3.8: Cooling mechanism for lin ⊥ lin configuration
of its kinetic energy to increase its potential energy: the polarizatio in
fact, is changing and the sublevel mg = −1/2 is alw ys less coupled to the
field. When the atom reaches z = 3λ/8, wh re the polarization is σ+, it
is pumped into the low r energy lev l mg = 1/2. Since the spontaneously
emitted photons have frequencies larger than the ones absorbed, in the process
the atom converts part of its kinetic energy in potential energy, that is then
radiatively lost: this is the cooling mechanism called Sisiphus effect. We
unde line that the atoms that efficiently undergo this process are only those
with velocities in a small interval; in fact, only the atoms with a velocity such
that they undergo a pumping process on a distance of λ/4 [86], are efficiently
slowed down.
3.2.2 Configuration σ+σ−
I this sub-Doppler cooling mechanism, completely different from the lin ⊥ lin,
the counterpropagating laser beams ar circularly polar zed in opposite sense.
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The resulting field is:
E(z, t) = E0xˆ cos(kz − ωt) + E0yˆ cos(kz + ωt)+ (3.40)
+ E0xˆ sin(kz − ωt) + E0yˆ sin(kz + ωt) = (3.41)
= 2E0 cosωt(xˆ cos kz + yˆ sin kz). (3.42)
the polarization is linear in every point in space but the polarization axis
rotates of an angle pi on the distance ∆z = λ/2 ( fig. 3.9). Considering a
20 Creazione di un fascio atomico r ﬀreddato via laser
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Fig. 1. The two types of polarization gradient in a 1-D molasses and the corresponding light-shifted ground-state sublevels for a Jg = 1/2 Je
= 3/2 atomic transition. (a) a+-a- configuration: two counterpropagating waves, a+ and a- polarized, create a linear polarization that rotates
in space. (b) lin lin configuration: The two counterpropagating waves have orthogonal linear polarizations. The resulting polarization now
has an ellipticity that varies in space: for z = 0 linear polarization along el = (eY + e)/12; for z = X/8 a- polarization; for z = X/4 linear polariza-
tion along 62 = ( - ey)/v2; for z = 3X/8 a+ circular polarization .... (c) Light-shifted ground-state sublevels for the a+-a configuration: The
light-shifted energies do not vary with z. (d) Light-shifted ground-state sublevels for the lin lin configuration: The light-shifted energies
oscillate in space with a period X/2.
means that there are dipole or gradient forces in the configu-
ration of Fig. 1(b), whereas such forces do not exist in the
configuration of Fig. 1(a). We use here the interpretation of
dipole forces in terms of gradients of dressed-state ener-
gies.16 Another equivalent interpretation can be given in
terms of redistribution of photons between the two counter-
propagating waves, when the atom absorbs a photon from
one wave and transfers it via stimulated emission into the
opposite wave.' 2 "0 It is obvious that conservation of angu-
lar momentum prevents such a redistribution from occur-
ring in the configuration of Fig. 1(a).2 ' After it absorbs ao+
photon, the atom is put into e+1/2 or e+3/2, and there are no a-
transitions starting from these levels and that could be used
for the stimulated emission of a a- photon. For more com-
plex situations, such as for a Jg = 1 - J, = 2 transition (see
Fig. 5 below), redistribution is not completely forbidden but
is limited to a finite number of processes. Suppose, for
example, that the atom is initially in g-1. When it absorbs a
a- photon, it jumps to eo. Then, by stimulated emission of a
a- photon, it falls to g+,, from where it can be reexcited to e+2
by absorption of a o-+ photon. However, once in e+2, the
atom can no longer make a stimulated emission in the a-
wave, since no a- transition starts from e+2. We thus have
in this case a limited redistribution, and one can show that,
as in Fig. 1(c), the light-shifted energies in the ground state
do not vary with z (see Subsection 3.B.1). The situation is
completely different for the configuration of Fig. 1(b).
Then, each a-+ or a- transition can be excited by both linear
polarizations e, and ey, and an infinite number of redistribu-
tion processes between the two counterpropagating waves
can take place via the same transition g - em+l or em-1.
This is why the light-shifted energies vary with z in Fig. 1(d).
Finally, let us note that, at first sight, one would expect
dipole forces to be inefficient in the weak-intensity limit
considered in this paper since, in general, they become large
only at high intensity, when the splitting among dressed
states is large compared with the natural width r.'6 Actual-
ly, here we consider an atom that has several sublevels in the
ground state. The light-shift splitting between the two os-
cillating levels of Fig. 1(d) can be large compared with the
width I' of these ground-state sublevels. Furthermore, we
show in Subsection 3.A.2 that for a moving atom, even with
weak dipole forces, the combination of long pumping times
and dipole forces can produce a highly efficient new cooling
mechanism.
3. PHYSICAL ANALYSIS OF TWO NEW
COOLING MECHANISMS
In this section, we consider a multilevel atom moving in a
laser configuration exhibiting a polarization gradient. We
begin (Subsection 3.A) by analyzing the lin I lin configura-
tion of Fig. 1(b), and we show how optical pumping between
the two oscillating levels of Fig. 1(d) can give rise to a new
cooling mechanism analogous to the Sisyphus effect occur-
ring in stimulated molasses.16 "17 Such an effect cannot exist
h.,
y
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Figura 1.7: Variazione spaziale della polarizzazione del campo risultante dal-
la sovrapposizione di due fasci contropropaganti aventi polarizzazioni circolari
opposte.
Il campo risultante e` dato da:
E(z,t) = E0xˆ cos(kz − ωt) + E0yˆ cos(kz + ωt) +
E0xˆ in(kz − ωt) + E0yˆ s n(kz + ω )
= 2E0 cosωt(xˆ cos kz + yˆ sin kz),
la polarizzazione e` lineare in ogni unto llo spazio ma l’asse di polarizzazione
ruota di π su una distanza pari a ∆z = λ
2
(fig. 1.7). Considerando questa volta
una transizione Jg = 1→ Je = 2, poiche` il p mpaggio ottico tende a ridistribuire
la popolazione tra i sottolivelli magnetici secondo la direzione locale di polariz-
zazione, il sottolivell piu` popolato sara` quell con Mg = 0. Tuttavia gli atomi
sono in moto, e quindi devono essere otticamente pompati per poter seguire la
rotazione dell’asse di p larizzazio e. Si ha quindi un ritardo tra la popolazione
dei sottolivelli magnetici degli atomi in moto rispetto a quella che avrebbe un
campione atomico ferm in quel punto. In [40] e` stato dimostrato ch questo
eﬀetto fa s`ı che gli atomi che viaggiano incontro al fascio polarizzato σ+ popolino
maggiormente il livello con Mg = 1 rispe t a quello co Mg = −1 (e viceversa
per quelli che si muovono in direzione opposta); il livello Mg = 1 diﬀonde i fo-
toni σ+ sei volte piu` eﬃcientemente di quelli σ−, grazie ai diversi coeﬃcienti di
Clebsch-Gordan, e poiche` l’atomo, in media, rimane nel sottolivello Mg = 1 dopo
un ciclo assorbimento-emissione spontanea, gli atomi che viaggiano in direzione
opposta al fascio σ+ subiscono molti piu` eventi di scattering da esso che dal fascio
σ−. Nella direzione opposta la situazione e` antisimmetrica si ottiene quindi uno
scattering diﬀerenziale della radiazione che porta ad una forza viscosa proporzio-
nale alla velocita` dell’atomo.
E` possibile dimostrare [33] che la temperatura raggiunta nei processi sub-
Doppler considerati e` data da:
kBT = c
￿Ω20
|δ|
Figure 3.9: Spatial variation of the polarization of the field resulting from the
superposition of two count rpropagating l ser beams having opposite circular
polarizations.
transition Jg = 1→ Je = 2, since the optical pumping tends to redistribute
the population among the magnetic sublevels according to the local direction
of polarization, the more populated sublevel will be the one with Mg = 0.
However, since the atoms are moving, they have to be optically pumped to
follow the rotation of the polarization axis. There is then a delay between
the population of an atom in motion with respect to that f an atom fixed
in that point. In [86] it has been shown that this effect results in a larger
population of the level Mg = 1 with respect to the Mg = −1 for the atoms
moving against the σ+ polarized laser beam, In fact, the level Mg = 1 scatter
the photons σ+ six times more efficiently than the σ−, because of the different
Clebsch-Gordan coefficients. In this way a differential radiation scattering is
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obtained, that brings to a viscous force proportional to the atomic velocity.
It is possible to show [60] that the temperature reached in the sub-Doppler
cooling process is given by:
kBT = c
~Ω20
|δ| (3.43)
where c is a constant that depends on the cooling scheme (lin ⊥ lin or σ+σ−).
In realistic experiments [87] the sub-Doppler temperature for Cesium can
reach values below 3 µK. The atomic velocities, in this regime, are lowerly
bound by the recoil velocity vr =
~k
M
, that is the velocity change of an atom
emitting or absorbing a photon of momentum ~k. This implies a minimum
temperature reachable called recoil temperature Tr. The values of Tr and vr
are reported in table 2.1.
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Chapter 4
Laser-cooled ion beams
In this chapter we develop the treatment of the photoionization process we
introduced in chapter 2. In section 4.1 we derive the general expression of the
photoionization rate. Then, in section 4.2 we estimate, for our experimental
configuration, the figures of merit (emittance and brightness) generally used
to quantify the quality of an ion beam. Finally, in section 4.3 we compute
the photoionization rate rion(t) that we introduced in the eq. (3.32c) of
section 3.1.7 for the two-photon, two-color ionization scheme, making also
some considerations on the processes, collateral to the photoionization of the
Cs atoms, that can contribute to the experimental ionization signal.
4.1 Photoionization rate
In a N−photon ionization process the ionization rate r(i)ion can be written in
general as [88]:
r
(i)
ion = Σ
(i)
ion,Nj
N
ion (4.1)
where Σ
(i)
ion,N is the generalized N -photon ionization cross-section (expressed
in m2NsN−1) of the atom in the ith energy level, while jion represents the
ionizing laser photon flux density (expressed in m−2s−1). The rate of the
1-photon ionization process can be obtained from eq. (4.1), where N = 1
(only one ionizing photon is involved) and the generalized ionization cross
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section reduces to the ionization cross section of the ith energy level:
r
(i)
ion = σ
(i)
ionjion. (4.2)
Using the relation jion = λionIion/hc, where λion and Iion are ionization
wavelength and intensity, the ionization rate can then be written as:
r
(i)
ion(t) = σ
(i)
ion
λionIion(t)
hc
. (4.3)
The time dependence of the ionization rate has been introduced because of
the intensity profile of the ionization laser beam. With a reasoning similar to
the one followed in section 3.1.2, the ionization intensity can be written as:
Iion(t) = Ip,ione
− t2
τ2
ion (4.4)
where τion ≈ 60 µs is the average interaction time between atoms and ion-
ization radiation, computed similarly to what done in section 3.1.2 for the
interaction time between atoms and excitation radiation. We remark that
τion < τexc because, as we will see in section 7.1, ionization and excitation
laser beams have different sizes in the atomic propagation direction.
4.2 Cold atomic beam as ion source: perfor-
mance estimates
The quality of an ion beam can be quantified by the emittance, a measure of
the phase space occupied by the beam and defined as [89]:
′x =
1
pi
(∫ ∫
dxdθx
)
(4.5)
where x and θx are the transverse position and angular coordinates of an ion
and the integration is over the transverse intensity and angular distribution of
the ion beam. Since ′x changes with the energy of the beam, the normalized
emittance x is often more useful and it is given by the emittance scaled by
60
the square root of the beam energy U :
x = 
′
x
√
U (4.6)
It can be shown that the normalized emittance is an invariant quantity along
the focusing optics (neglecting aberrations and space charge effects), and
that it determines the final resolution of the system [90]. Higher quality
of the beam corresponds to lower emittance. As a reference we can take
the measured normalized emittance value for a Gallium LMIS operated in
high-resolution mode, x ' 10−6 pi mm mrad
√
MeV [91].
The useful current that can be focused into a spot is instead measured by
the brightness B, that depends on the amount of current J that is emitted
from an area A into a solid angle Ω. Thus, the brightness of a source is
inversely proportional to its phase space area, given approximately by the
product of the cross sectional area of the source and the angular spread of
the ions emitted [38]:
B =
d2J
dΩdA
(4.7)
Since the solid angle can change with the beam energy U , a more useful
quantity is the normalized brightness:
β =
B
U
(4.8)
related to the emittance by [92]:
β =
I
xy
(4.9)
where x and y are the normalized emittances
1 in the two orthogonal direc-
tions transverse to the propagation axis. As the normalized emittance, the
normalized brightness is an invariant along the focusing optics, too. A high
brightness allows a small focal spot with high current. Again as a reference,
the Gallium LMIS can reach values of β = 5.8 ·107 A cm−2sr−1MeV−1 [94]. A
1The expression of the normalized emittance in eq. (4.9) can differ by a factor 8pi2 from
other expressions found in the literature (e.g. [52, 93]).
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high brightness source can thus be obtained by either a small effective area or
a small angular spread. For example, the present LMIS ion sources attain a
very high brightness from a tiny effective size of the source: about 50 nm [90],
with an angular spread half angle of about 25◦.
We conclude this section with some rough estimates for our two-photon,
two-color ionization scheme of the parameters introduced above for the atomic
beam. We consider an ion source in a field free region with a bidimensional
Gaussian spatial distribution of standard deviations σx and σy in the x, y
transverse directions and a Gaussian transverse velocity distribution with
temperature T0,ion. In this case the normalized emittance x,y can be written
as [48]:
x,y = σx,y
√
kBT0,ion
2
(4.10)
If the photoionization takes place on threshold, because of the vanishing
photon momentum and the huge inertia of the Cs atom, the produced ions
inherit, approximately unmodified, the dynamical characteristics of the origi-
nating atoms. Thus we can infer that T0,ion = T0,at, where T0,at ≈ 125 µK (see
section 6.2) is the initial transverse atomic temperature. This is important
in view of the applications of the apparatus as focused ion beam source.
However, as we will see in section 4.3, in our configuration the available
ionizing laser emits about 0.6 eV over-threshold. In this situation, a very
rough estimate of T0,ion can be obtained considering the ionization process as
a one dimensional collision between an excited atom and an ionizing photon,
as shown in fig. 4.1. From the energy and momentum conservations it is
straightforward to obtain an ion recoil kinetic energy less than 3 µeV and an
electron recoil energy of about 0.6 eV. We observe that the electron recoil
energy consists of practically all the excess energy of the ionizing photon in
our above threshold photoionization, phenomenon well known and due to the
large ion to electron mass ratio. From that value of the ion recoil kinetic
energy we can roughly estimate an initial ion temperature T0,ion ≈ 10 mK.
Furthermore, the transverse dimension of the ion source is determined by the
geometry of the configuration in which the ionization takes place. Here we
refer to the triple-beam crossed geometry, sketched in fig. 4.2, in which the
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giovedì 9 febbraio 2012
Figure 4.1: Collisional model of the photoionization process for an excited Cs
atom. We remark that the electron emission is not necessarily taking place in
the sketched direction.
photoionization of the atomic beam has been carried out (see section 7.1). In
Excitation 
laser beam
Ionization 
laser beam
Atomic beam
Ion source
size
x
y
lunedì 12 marzo 2012
Figure 4.2: Sketch of the triple-crossed beam configuration in which the pho-
toionization of the atomic beam (propagating in the direction perpendicular
to the page) takes place. The ion source is defined by the intersection of
the three beams: the atomic beam and the two laser beams, excitation and
ionization.
this situation σx and σy are given by the transverse size of the excitation and
ionization laser beams; with the data reported in section 7.1, we get:
x = 1.6 · 10−5 pi mm mrad
√
MeV (4.11)
y = 1.3 · 10−5 pi mm mrad
√
MeV. (4.12)
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We underline that these values are just one order of magnitude larger (and,
thus, worse) than those relative to the state-of-the-art LMIS; however, they
refer to a set-up that has not been optimized at all and that, on the contrary,
is still in its initial development stage.
To estimate the brightness, according to eq. (4.9), we need an estimate of
the ion current. As we will see in section 7.1, the number of ions per second
we can expect on the basis of our experimental parameters, in a CW regime,
is about 3 · 106 singly-ionized ions/s, which correspond to about 0.5 pA. Also
here, the comparison with the high-resolution mode LMIS is not favorable.
However, we should again notice that, at least in principle, our experimental
implementation is easily scalable, for example increasing the ionization power,
to increase the number of ions.
4.3 Two-photon, two-color photoionization pro-
cess
As already mentioned, in our photoionization scheme the atoms pass through
two spatially superposed and collimated laser beams: one, at 852 nm, brings
the atoms into one selected hyperfine sublevel of the excited state 62P3/2;
the other, at 405 nm, is responsible for the above-threshold ionization of the
excited atoms. Both the laser beams are linearly polarized and the relevant
transitions scheme is sketched in fig. 4.3.
Before obtaining the expression of the photoionization rate suitable for
our configuration, we make some considerations on the two-photon, two-
color photoionization process. Here we focus on the interaction between Cs
atoms and photons. The possible contributions to the ion yield given by the
interaction between Cs atoms and entities different from photons (other Cs
atoms and electrons) will be commented in section 4.3.1.
As we can see in fig. 4.4, the Cs atoms interact with photons of different
energies hνexc = 1.45 eV and hνion = 2.44 eV. As stated above, the photons
of energy hνexc are resonant with the energy difference between two levels
of the discrete energy spectrum (the ground and the first excited), while
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Figure 4.3: Laser configuration in the two-photon, two-color photoionization
scheme. The beam at 852 nm resonantly excites the atoms to teh state 62P3/2,
from which they are ionizaed over-threshold by the violet beam at 405 nm.
the others have an energy hνion sufficient to ionize the Cs atoms that are
in the first excited energy level. We note that hνexc and hνion, separately,
are both less than EI = 3.89 eV, the ground state Cs ionization energy.
Therefore, no single photon can ionize a Cs atom in its ground state. On
the contrary, hνexc + hνion > EI implies that the photons necessarily have
to sum up their energies in order to ionize the atoms. Given this condition,
several processes, in principle, could lead to the formation of an ion: those
involving two photons2 are sketched in fig. 4.4. The process (a) consists of
the absorption of an infrared (IR) excitation photon, followed by a violet (V)
ionization photon. The rate of this process can be obtained using eq. (4.3),
in which the ionization cross-section, relative to the first excited state and to
the ionization wavelength used (λion = 405 nm), is σion = 1.4 · 10−17 cm2 [95].
Furthermore, since the absorption of an IR and V photons are two statistically
independent processes, the ion yield per unit time is given by the probability
ρee of the atom to be in the excited state, multiplied by the ionization rate of
2We neglect the processes with three and more photons since, as we will see in the
following, they are extremely less probable than the processes at two photons.
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Figure 4.4: Several processes that can take place in the interaction atom-
radiation in a two-photon, two-color ionization stage; involving only real
atomic eigenstates: (a) absorption of infrared (IR) and violet (V) photons;
involving virtual states: (b) absorption of V and IR photons; (c) absorption
of two V photons; (d) absorption of two IR photons.
the excited state:
rion(t) = ρee · σionλionIion(t)
hc
. (4.13)
With a typical value of the peak ionization intensity of about 150 mW/cm2,
we estimate rion ≈ 4 s−1. This value justifies what we anticipated in the com-
ments to the eq. (3.32): the extremely low invasiveness, in our experimental
conditions, of the photoionization in probing the excited state population.
From eq. (4.13) the number of ions (per second) Rion, produced within the
interaction volume V , can be obtained [95]:
Rion = neeV rion = n0ρeeV
σionλionIion
hc
(4.14)
where nee = ρeen0 is the density of excited atoms in the beam (n0 is the
atomic density of the beam).
Unlike the process (a) treated above, the other processes shown in fig. 4.4
involve virtual laser-induced states and, as such, are extremely less probable.
The ionization yield due to the process (b) is extremely small, because the
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photon at energy 3.06 eV cannot populate efficiently the excited states, being
detuned more than 400 nm. Also the process (c) (absorption of two IR
photons) cannot appreciably contribute to the ionization, since the energy of
the two photons involved is less than the ground state ionization energy. More
precisely, the process (c) represents a non-resonant two-photon ionization
process, whose contribution would be not negligible only at laser intensities
8-9 orders of magnitude larger than the ones used in our experiment [96].
Finally, for the same reasons we can neglect also process (d) (absorption
of two V photons): with our typical peak values of ionizing intensity and
a value of about 10−50 cm4 s for the two-photon non resonant generalized
ionization cross-section relative to hνion = 3.06 eV [97, 98], for this process
we can estimate an ionization rate of about 10−15 s−1.
4.3.1 Background/noise processes
In this conclusive section we review the contributions to the ion yield due to
the interactions among the Cs atoms or Cs atoms and electrons [95]:
1. Cs∗ + Cs∗ → Cs+2 + e− : the cross-section for associative ionization has
been studied [99] and found to be on the order of 10−18 cm2. Since in
this process the ionization radiation does not have a role, it is enough
to switch off it to ascertain if the associative ionization is giving some
contribution. Experimentally, we did not find any net count in the
absence of the ionization radiation. Furthermore, the relatively low
density (n0 ≈ 108 cm−3) of the atomic beam confirms us in neglecting
this contribution.
2. Cs + e− → Cs+ + 2e− : ionization of ground state Cs atoms due
to electron-impact ionization; the electrons can be produced by the
ionization laser impinging on a cesiated internal surface of the vacuum
chamber or by the Cesium photoionization itself. While this effect
can be relevant in experiments working with ovens and not collimated
ionizing radiation, in our setup the atomic beam does not interact
with the chamber walls, the Cs background vapor pressure is extremely
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low in the photoionization region and the ionization laser beam is well
collimated. To be sure that this contribution is negligible, in the absence
of atomic beam (pressure around 10−8 mbar), we sent the ionizing laser
beam on several internal parts of the vacuum chamber in which the
photoionization is accomplished, but we could not appreciate any net
count. On the other hand, the electrons can come directly from the
photoionization of Cesium atoms, but the very low density of ions
produced safely ensures that this contribution can be neglected.
3. Cs∗+e− → Cs++2e−: ionization of excited atoms due to electron-impact
ionization. The cross section of this reaction is about σ∗ion = 3× 10−15
cm2 [100] and, as above, the low density of the ions produced leads to
neglect this contribution. A non rigorous confirmation is obtained a
posteriori from the ratio between the rate of this process, R∗ion, and of
the photoionization (reported in eq. (4.14)):
R∗ion
Rion
=
σ∗ionjel
σionjion
≈ 2 · 10−9 (4.15)
where jion ≈ 3 · 1017 cm−2 s−1 (Iion ≈ 150 mW/cm2, see the comments
on eq. (4.13)) and jel ≈ 3 · 106 cm−2 s−1 are the fluxes of ionizing
photons and electrons, respectively. The latter has been estimated from
a reasonable count rate of about 104 ions per second, distributed on
a surface of about 9 mm2, equal to the forefront cross-section of the
ionization volume in the configuration of fig. 7.2 (a).
In conclusion, we assert that the main contribution to the ion signals
we will present in chapter 7 comes from the expected two-photon, two-color
photoionization process, and that the effects of the collateral ionization
processes can be safely neglected.
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Chapter 5
Experimental apparatus
This chapter describes the experimental apparatus that has been mounted
during this work and used to produce the cold and slow atomic beam. Even if
its basic scheme comes from the preexisting apparatus [22,101], three changes
have been made to the original design, that implied a complete building of
the set-up:
• the substitution of the old pyramid with a new, larger, one
• the mounting of an additional “observation” stage, in which all the
measurements shown in chapter 6 have been accomplished
• the mounting of a new stage in which the atomic beam is ionized in
order to produce a cold ion beam; the measurements shown in chapter 7
have been shown in this stage
5.1 Vacuum system and in-vacuo optics
The vacuum system is constituted by a stainless steel cylinder (diameter 100
mm), terminated by a fixed CF100 flange on one side and, on the other, by
a rotatable CF63 flange. In fig. 5.1 the vacuum apparatus is schematically
represented. The set-up can be conceptually divided into several stages, each
one devoted to a specific aim: a MOT stage, where the pyramid and the
dispensers are accommodated and where the MOT is formed; a collimation
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Figure 5.1: Schematic representation of the vacuum apparatus.
stage, where the atomic beam, right out of the pyramid, is collimated by
means of a two-dimensional optical molasses; finally, the observation stage,
not present in the old apparatus. The rotatable CF63 flange is the junction
to the ionization chamber (not shown in the figure), that will be described
in chapter 7. A vacuum condition of about 10−9 mbar is maintained in
the apparatus by an ion pump (Varian, mod. Vaclon Plus 20 Star Cell),
connected to the MOT and collimation chambers through a bypass. Its
nominal pumping speed is 20 l/s and its operating current is proportional to
to the internal pressure of the chamber. The ion pumps offer the advantage
of absence of vibrations (important, because of the sensitivity of the laser
frequency locking system), high vacuum level and vacuum maintaining also in
case of electrical black-out. The stray magnetic field of the pump is screened
with µ-metal shield. The vacuum is evaluated reading the current monitor on
the power supply of the ion pump itself. The connection between observation
and ionization stages is ensured by a gate valve, able to sustain a differential
pressure of about 1 bar. The pumping in the ionization chamber relies on
a turbomolecular pump (Varian, mod. Turbo Macro Torr vt300 ), with a
nominal pumping speed of 300 l/s, connected in series with a membrane
pump (Varian, mod. MV2V ) with a pumping speed of 1.8 m3/h and limit
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vacuum 0.5 mbar. The vacuum in the ionization stage is monitored by an ionic
gauge near the turbo pump. Finally, all the optical components and vacuum
chambers are mounted on a vibration isolated table (Newport RS1000), while
plastic curtains with an inner sheet of black cardboard shield acoustic noise
sources, air flow and other light and noise sources due to the other running
experiments.
5.1.1 MOT and collimation stage
The MOT and collimation chamber (see fig. 5.2) has eight flanges: a CF100,
where the window (anti-reflection coated) for the entrance of MOT and
repumping lasers is mounted; six CF40, of which four allow the passage of
the collimation laser beams, one the connection with the ion pump and the
last one the current cables for the dispensers. Inside the chamber there are
the pyramid and the dispensers, mounted on the respective holders.58 Apparato sperimentale
Figura 3.2: Camera a vuoto di MOT e collimazione
Figura 3.3: Assemblaggio della piramide.
Un supporto in acciaio inossidabile, ancorato alla parete interna della camera,
sostiene la piramide e i due dispenser impiegati nell’apparato; esso presenta dei
fori, usati sia per i passanti elettrici dei dispenser, che per poter realizzare un
pompaggio diﬀerenziale tra la zona di trappola e quella di collimazione. Questo
pompaggio diﬀerenziale e` necessario per ottenere una diﬀerenza di pressione tra
le due zone di circa un ordine di grandezza, in modo da avere una pressione di
fondo piu` alta nella zona di trappola ed un ambiente piu` pulito nell’altra.
Il campo magnetico di quadrupolo e` generato da una coppia di bobine circolari
composte da 126 spire ciascuna, alimentate separatamente ed avvolte direttamente
sulla camera; vi sono poi anche quattro bobine dette di compensazione, composte
da 150 spire, che hanno la funzione di compensare i campi magnetici statici spuri
(ad esempio il campo terrestre) e spostare lo zero del campo magnetico fuori
dall’asse della piramide, dove la radiazione e` bilanciata in tutte le direzioni e dove
Pyramid
Quadrupole coils
Collimating laser beams
martedì 21 febbraio 2012
Figure 5.2: Sketch of the apparatus for the realization of the atomic funnel
and for the collimation of the atomic beam.
In the old experiment the differential pumping between the chamber
accommodating the pyramid and the one in which the atomic beam is trans-
versely collimated relied on the presence of 6 holes through the wall between
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the two chambers, on which the holder of the pyramid was screwed. Further-
more, the ion pump was connected directly to the collimation chamber, with
the consequent impossibility to adjust the vacuum conditions in the MOT
chamber. On the contrary, the bypass present in the existing setup allows
an adjustment of the vacuum level in the MOT chamber through a bellows
valve.
The pyramid
The main feature of our experiment is represented by the atomic source: a
specific configuration of magneto-optical trap [61], called Pyramidal-MOT [63].
The name is due to the exploitation of a hollow reflective pyramid, whose
internal volume is illuminated by a single, expanded and circularly-polarized
laser beam. By means of the reflections on the inner surfaces of the pyramid,
the atoms can stand in a configuration of radiation similar to that obtained
in the traditional 6-beams MOT.
The first step in the mounting of the new apparatus was the assembly of
the pyramid. The one present in the old apparatus had to be substituted,
since the integrity of the highly reflective coating had been compromised by
the oxidation of the Cesium (deposited on the surfaces by the vapor present
in the MOT chamber) with the water vapor in the air, with which it got in
touch several times during maintenance operations on the old apparatus.
The pyramid is made by an arrangement of two rectangular mirrors (with
“chisel” cross sections, to enable maximum reflective surface area) arranged at
90◦, and two prism-shaped pieces1 sitting in the 90◦ valley, as shown in fig. 5.3.
The length of the basis side is 5 cm and the assembly is held by a stainless
steel mounting installed inside the chamber. This arrangement was chosen,
with respect to the more simple one consisting of four identical triangular
mirrors, to ensure a superior robustness and to minimize the number of cut
edges that can scatter the trapping radiation, with detrimental effects on
the performance of the source. The surfaces of all these optical elements are
treated with highly-reflective coatings. Fundamental point, a hole (1×2 mm2)
1Both the mirrors and the prisms were manufactured by Halo Optics, and the coating
produced by CVI.
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is left in the vertex to allow the formation of the cold atom beam [64].
Figure 5.3: Scheme of the arrangement of prisms and mirrors that constitutes
the pyramid.
The reflectivity of the inner surfaces of the pyramid have been tested, in
order to check if a left-handed circularly polarized laser beam, incident at 45◦
on the surfaces, is reflected right-handed as required to obtain the MOT. The
cross section of the incident beam was reduced, in order to probe different
zones of the inner surface and to detect possible defects in the highly-reflective
coating layer. The degree of circular polarization of the incident laser beam
was (98± 1) %. We made the incident laser beam pass through a polarizing
beam-splitter (a birifringent cube that splits incident light in two beams
having linear orthogonal polarizations) and a λ/4 plate. Then, after reflection
on the inner surface of one side of the pyramid, the beam crosses another λ/4
plate and, finally, another polarizing beam-splitter. By measuring the powers
of the beams transmitted and reflected by the last cube, it is possible to infer
the handness of the circular polarization of the reflected beam. We found the
appearance of about 1 % of the unwanted handedness in the reflected beam,
a percentage which is anyway adequate for the formation of the MOT [102].
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Dispensers
The background Cesium vapor is produced by a couple of dispensers through
which a continuous current flows (typically 3-4 A) and that are placed in front
of the pyramid basis, parallel to the edges. The dispensers (Saes Getters)
are constituted by a trapezoidal base stainless steel stripe (length about 8
cm, section 1 mm) containing a mixture of a few mg of Cs chromate and
a non evaporable getter [103]. The passage of the electric current causes a
heating of the dispenser and, above the activation temperature, a chemical
reaction is started which leads to the emission of atomic Cs vapor that form
the background from which the MOT is loaded. The other reaction products
are trapped by the getter.
Coils
The quadrupole magnetic field for the MOT operation is generated by a
pair of coils, made of 126 loops of enameled copper wire (2 mm diameter)
through which, in operating conditions, currents of 4-5 A flow in opposite
directions (anti-Helmholtz configuration). They are connected to separate
power supplies and directly wound on the chamber. Their cross-section is
28× 18 mm2 (radial and axial directions, respectively) and the axial distance
between their centers is about 4 cm .
Since it was not possible a direct measurement of the magnetic field inside
the chamber, we developed a routine (based on general expressions of the
magnetic field generated by a loop of wire [104]) to numerically compute the
strength of the magnetic field, and its gradient, as a function of the current
flowing in the coils (see section 6.1.3).
The compensation of earth and stray magnetic fields in the trapping
volume relies on two pairs of coils (made of 150 loops), whose axes lie along
the two directions orthogonal to the propagation of the beam. By means
of these coils, it is also possible to switch between the regimes of stationary
MOT and atomic funnel, shifting the zero of the magnetic field out of or onto
the pyramidal axis, respectively. The loops are made of copper wire, mounted
on U-shaped holders, inside which the wire is wound.
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5.1.2 The observation stage
The introduction of the new observation stage satisfied the need, matured
during the operation with the old apparatus, to have a part of the chamber
where to accomplish measurements on the atomic beam, free from any ra-
diation except the one of the probe laser beam. In this stage, featuring a
good optical access (quantified by a geometrical numerical aperture of the
AR-coated windows of 0.47), we accomplished the major part of the measure-
ments whose results are reported in chapter 6. Moreover, the relatively long
distance between this stage and the MOT stage (approximately 120 mm),
allowed us to perform measurements without being concerned for the effects
of stray magnetic fields, coming mainly from the trapping zone (quadrupole
coils).
5.1.3 The ionization stage
The new ionization chamber represents the main change made to the set-up
during this work. Its role is to accommodate the charge detection system
(see fig. 5.4); it is cross shaped with six arms and it has four orthogonal
flanges: two connect this stage to the observation stage and to a chamber
that can be brought at atmospheric pressure. In the future development
of the experiment, this chamber will be used to load the samples on which
the cold ions will be deposited. Another pair is closed by windows for the
laser beams. The final pair is closed by the housing for the detector and a
metal sect. The housing for the detector is closed by a flange equipped with
feedthrough BNCs connected to the several parts of the charge detection
system that need appropriate electric potential.
5.2 Laser system
For the laser cooling the Cs atoms radiation tuned on the D2 transition at
852 nm is used. The laser system is made of seven AlGaAs based laser diodes,
of which six are mounted in master-slave configuration.
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Figure 5.4: Schematic draw of the ionization chamber. In the scheme, the
ionization laser beam is propagating in the direction perpendicular to the
plane.
The master lasers, producing about 50 mW of radiation, are mounted
in external-cavity configuration [105, 106] (fig. 5.5) in order to select the
longitudinal oscillating mode and reduce the spectral width.
The divergence of the beam coming out of the diode chip is reduced
with an anti reflection coated objective lens (Melles-Griot, f/8.0) and sent
onto a holographic diffraction grating (Edmund Scientific, 1800 lines/mm),
mounted in Littrow configuration, that closes the cavity. A piezoelectric
transducer allows to change the tilting of the grating and the length of the
cavity, with consequent tuning of the frequency on an interval of about
1 GHz, inside the 19 GHz free spectral range of the laser cavity. The
astigmatism of the laser beams, due to the asymmetry of the emitting region,
is corrected by pairs of anamorphic prisms to obtain circular spots. Moreover,
to reduce optical feedback, each beam is sent into an optical isolator placed
inside a telescope. The beam polarization configurations, necessary for the
trapping and collimating operations, are obtained by means of quarter and
half wavelength plates mounted on rotating holders.
The output radiation from the laser is split in two beams. One is used
in the frequency stabilization (treated in section 5.2.2), while the remaining
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CAPITOLO 3. APPARATO SPERIMENTALE
ne può essere regolata finemente mediante due viti micrometriche, agendo sulle
quali è possibile portare il laser ad emettere sulla frequenza desidarata. Inoltre
è presente un traslatore piezoelettrico a bassa tensione che permette di variare
la lunghezza L della cavità e di conseguenza la frequenza di emissione: a causa
della geometria del montaggio (si veda la figura 3.4), il piezoelettrico non agisce
solo sulla lunghezza della cavità, ma la sua elongazione (o compressione) modi-
fica leggermente anche gli angoli rilevanti. In ogni caso il sistema permette di
accordare in maniera fine e sufficientemente continua la frequenza di emissione
in un intervallo al massimo di qualche GHz, utile per i nostri scopi, ad esempio
per stabilizzare la frequenza del laser e per effettuare misure spettroscopiche di
precisione riguardanti i livelli iperfini del Cesio. La lunghezza della cavità è di
circa 8 mm, per cui il Free Spectral Range vale circa c2L=19 GHz.
Il fascio uscente dal diodo ha uno spot di forma ellittica, che può essere reso il più
circolare possibile attraverso l’inserimento di una coppia di prismi anamorfici,
posti all’angolo di Brewster in modo da minimizzare le perdite.
Figura 3.4: Schema del montaggio in cavità esterna dei laser master
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Figure 5.5: Scheme of the external cavity mount of the master laser.
77
part injects a higher power laser (slave), whose emission gets the spectral
characteristics of the injected laser beam. The estimated spectral width of
the slave laser radiation is below 1 MHz, with a power of about 100-150 mW.
Each one of the three couples master-slave provides the radiation for a
specific task: trapping, collimating or exciting the atoms.
The trapping and collimating regions are also reached by the radiation of
a Distributed Bragg Reflector (DBR) laser used to repump the atoms. The
frequency tuning of the DBR laser is accomplished by means of the built-in
thermo-resistance and Peltier element.
5.2.1 Current and temperature stabilization of the mas-
ter lasers
The diodes are mounted on a holder of german silver (alloy of 62 % Cu, 18
% Ni and 20 % Zn), chosen for its elasticity, important for the mechanical
adjustment of the mounting, and for the good thermal conductivity. The
holder is, in fact, in thermal contact with a big parallelepiped of aluminum
acting as thermostat.
The thermal contact between the two elements is provided with two
Peltier connected in parallel; a temperature transducer (Analog Devices, mod.
AD590 ), in thermal contact with the holder, is connected to a servo control
circuit that supplies the Peltier in order to keep the temperature at the set
level with an accuracy of 0.01 K. The external cavity is then placed in a
plexiglass container coated with a sound and thermal insulating material
which, in turn, is covered with a foil sticker.
Furthermore, the lasers are current stabilized (with a nominal accuracy
of a tenth of mA) and equipped with safety circuits against overvoltage and
current surges.
5.2.2 Frequency stabilization of the master lasers
The frequency stabilization follows a standard technique of frequency locking
on the peaks of the saturated absorption signal obtained in a reference Cs cell
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(shown in fig. 5.6). The general scheme of the frequency locking apparatus is
64 Apparato sperimentale
3.2.4 Stabilizzazione in frequenza
Facendo passare un fascio laser, di cui si varia la frequenza, attraverso una cella
contenente, per esempio, dei vapori di Cesio a temperatura ambiente, e` possibile
osservare la curva di assorbimento “Doppler” avente una larghezza di circa 500
MHz e dovuta alla velocita` termica degli atomi. Essa e` la convoluzione delle curve
di assorbimento di ciascuna transizione iperfina allargate per eﬀetto Doppler. Se
il fascio viene retroriflesso all’interno della cella e quindi inviato, in parte, ad
un fotodiodo, quello che si osserva e` uno spettro di assorbimento saturato, come
quello in fig. 3.6. In tale configurazione avviene la selezione dell’assorbimento di
Figura 3.6: Spettro di assorbimento saturato della transizione D2 del Cesio. La
curva e` stata ottenuta modulando la tensione data al traslatore piezoelettrico del
laser; quindi, per mezzo di un beam-splitter, una frazione del fascio retroriflesso
nella cella e` stata inviata su un fotodiodo. La calibrazione dell’asse orizzontale
e` stata preliminarmente eﬀettuata inviando il fascio laser in un analizzatore di
spettro e misurando lo spostamento in frequenza dei picchi di trasmissione al
variare della tensione data al piezoelettrico.
una classe di velocita` atomica, quella caratterizzata da una velocita` tale che:
kv = ± (ωL − ωat) (3.1)
dove ωL e` la frequenza del laser, ωat quella della transizione atomica e k il vettore
d’onda della radiazione. Quando ωL = ωat, viene selezionata la classe di atomi
aventi velocita` nulla e si produce un picco di trasmissione (ovvero un minimo
nella curva di assorbimento, detto Lamb dip). Si possono quindi distinguere i
picchi corrispondenti alle transizioni |Fg = 4￿ → |Fe = 3￿, |Fg = 4￿ → |Fe = 4￿
e |Fg = 4￿ → |Fe = 5￿ e, tra questi, dei picchi intermedi chiamati crossover.
L’origine di questi ultimi risiede nel fatto che, quando la radiazione ha una fre-
quenza intermedia tra quelle di due transizioni, esiste una classe di velocita` che e`
in risonanza con entrambe. Quindi, se tale classe e` gia` stata eccitata dal fascio di
Figure 5.6: Saturated absorption signal of the D2 transition in Cs vapor
contained in a cylindrical room temperature cell.
shown in fig. 5.7. After passing through an optical isolator and a couple of
anamorphic prisms, the radiation from the diode laser is split in two beams
that are eventually superposed (propagating in opposite directions) in the Cs
cell. One of these beams passes through an acousto-optic modulator (Crystal
Technology) connected, through an RF amplifier, to a voltage controlled
oscillator (VCO). The VCO plays the double role of detuning and modulating
the frequency of the radiation: the detuning is needed to trap and collimate
the atoms, while the modulation gives the possibility to lock the radiation
frequency. In order to do this, a small amplitude, sinusoidal modulation at a
frequency of 60 kHz is applied to the control voltage of the VCO, modulating
the shift of the laser frequency. This modulation is then transmitted to the
output signal of the photodiode that detects the transmitted intensity of the
probe laser beam through the Cs cell. The signal of the photodiode is then
sent to a lock-in amplifier that generat s the error signal. This sign l, after
passing through an integrator, is pplied to the laser-cavity piezo lectric,
closing the feedback loop.
79
3.2 Sistema laser 67
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Figura 3.8: Schema della stabilizzazione in frequenza dei laser master.
Da questo segue che il picco non appare piu` alla sua frequenza “reale”, ma spostata
di ΩAOM .
Riassumendo, con l’utilizzo di modulatori acusto-ottici si centrano contem-
poraneamente due obiettivi: disaccordare opportunamente i fasci di trappola e
collimazione e modulare la frequenza della radiazione per implementare uno sche-
ma di detezione sincrona in grado di pilotare un circuito di feedback che controlla
la tensione data al piezoelettrico della cavita` esterna.
I vantaggi di questo sistema di stabilizzazione risiedono nella bassa sensibi-
lita` al rumore dovuta alla alta frequenza di modulazione e nella facilita` con cui
puo` essere disaccordata la radiazione semplicemente operando sulla tensione di
riferimento del VCO.
3.2.5 Realizzazione del laser di sonda
Durante questo lavoro di tesi e` stato realizzato un nuovo laser da utilizzare come
sonda durante i depositi. Come vedremo meglio nel cap 5, un deposito puo` proce-
dere per alcune ore (tipicamente 2÷4), durante le quali il funzionamento ottimale
di qualche elemento dell’apparato puo` venir meno. Tra le cause vi possono essere
derive termiche ambientali oppure rumori acustici esterni: in entrambi i casi si
producono delle deformazioni della cavita` che pregiudicano la stabilizzazione in
frequenza dei laser, in quanto il circuito di servocontrollo non e` piu` in grado di ap-
portare una correzione tale alla tensione che controlla il piezoelettrico da riportare
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Figure 5.7: Schematic representation of the frequency locking apparatus. The
beam out of the laser is split in two parts by the polarizing bea splitter.
One beam passes through the AOM, detuning and modulating its frequency,
and then is sent into the Cs cell. The other beam is directly sent to the
photodiode, through the Cs cell.
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5.2.3 Ionization laser
The ionization laser we used is a diode laser with active medium GaN (made
by Nichia), produced by Oxxius. It was already available in our lab, and it
is internally stabilized in temperature and current. This laser does not have
any mechanism to control the output frequency, it emits radiation at 405 nm
and the maximum power is about 50 mW. However, the power effectively
exploited after passing through several optical elements is less than 20 mW.
Finally, the output power can be modulated by sending suitable TTL signals
to a BNC connector on the power supply of the laser.
5.3 Optical paths
We conclude this chapter with a general overview of the optical paths. fig. 5.8
shows how MOT and repump laser beams are superposed and enlarged with a
telescope to a FWHM of about 4 cm. This size has been chosen to be slightly
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Figure 5.8: Schematic optical paths of the trapping and repumping beams.
The radiation from the master MOT reaches the slave laser through an optical
isolator (O.I.) with a lateral input. The beams from the MOT slave and
repump lasers are superposed on a polarizing cube, enlarged with a telescope
and then sent into the pyramid.
less than the size of the pyramid base, in order to avoid the scattering from
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the edges of the mounting. The typical power of the trapping beam is 90
mW, corresponding to a Rabi frequency of around 2.5 Γ, while the typical
detuning from the atomic resonance is about -12 MHz (δ = −2.3 Γ). The
collimating laser beams are superposed to the remaining repump radiation
(see fig. 5.9 (a)) and sent onto the atomic beam in two orthogonal directions
(fig. 5.9 (b) and (c)).
After passing through a cylindrical telescope (consisting of two lenses with
focal lengths f = −40 mm and f = 150 mm), the collimating laser beam
cross-sections are about 0.5× 3 cm2 (FWHMs), with the longest side along
the atomic beam propagation. The typical values of power and detuning
are about 110 mW (corresponding to a Rabi frequency of 7.4 Γ) and -7.5 Γ,
respectively. With these parameters, we can easily estimate the two-level atom
spontaneous emission rate Γscatter during the interaction with the collimating
laser beams:
Γscatter = 0.16 Γ, (5.1)
corresponding to one spontaneous emission every 2 ·10−7 s. Because of the low
average longitudinal velocity, the atom-radiation interaction time is τcoll ≈ 2
ms, so that the number of spontaneous emissions undergone by an atom in
the collimation stage is roughly given by τcollΓscatter ≈ 104. This results in a
quite efficient transverse cooling process, as we will see in section 6.2.
82
Slave Coll O.I.
From Master Coll
λ/2
From Rep
Cylindrical 
telescope
λ/2λ/4
To coll. arm  1
To coll. arm  1I
λ/4
Coll. arm  1
λ/4λ/4
λ/4
Coll. arm  I1
Atomic beam
lunedì 27 febbraio 2012
(a)
Slave Coll O.I.
From Master Coll
λ/2
From Rep
Cylindrical 
telescope
λ/2λ/4
To coll. arm  1
To coll. arm  1I
λ/4
Coll. arm  1
λ/4λ/4
λ/4
Coll. arm  I1
Atomic beam
Atomic beam
lunedì 27 febbraio 2012
(b)
Slave Coll O.I.
From Master Coll
λ/2
From Rep
Cylindrical 
telescope
λ/2λ/4
To coll. arm  1
To coll. arm  1I
λ/4
Coll. arm  1
λ/4λ/4
λ/4
Coll. arm  I1
Atomic beam
Atomic beam
lunedì 27 febbraio 2012 (c)
Figure 5.9: (a) Schematic optical paths for the collimating and repumping
laser beams. (b) and (c) front and side views, respectively, of the collimation
stage.
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Chapter 6
Atomic beam: properties
This chapter reports the features of our slow and cold atomic beam, in terms
of number of particles per unit time and spatial distribution of the beam
intensity. In section 6.1 we show how we determined the density of the
atomic beam, and how we maximized it, exploiting its dependence on easily
controllable parameters like trapping beam intensity and detuning, quadrupole
magnetic field gradient and dispenser current. We then show, in section 6.2,
the efficiency of the collimation stage on the atomic beam, detected by means
of a scientific CCD camera collecting the fluorescence excited by a resonant
probe beam. We continue with section 6.3, that illustrates the outcomes of
the Time Of Flight (TOF) measurements accomplished to get the average
value and spread of the atomic longitudinal velocity distribution. Finally, the
transverse intensity distribution of the atomic beam in the ionization region
is reported, again as measured by means of fluorescence imaging techniques.
6.1 Density
The density of the atomic beam has been determined through absorption
spectroscopy measurements accomplished in the observation stage, that is the
section of the vacuum chamber more close to the ionization stage and that
provides enough optical access. The atomic beam is intersected orthogonally
by a resonant laser beam whose frequency is swept around the hyperfine
84
transition Fg = 4 → Fe = 5 (the strongest of the D2 fine structure mani-
fold, accessible by our lasers), sending a triangular waveform voltage to the
piezoelectric crystal connected to the diffraction grating that closes the laser
cavity.
The probe laser beam is linearly polarized along the atomic beam propaga-
tion direction, and to accomplish the measurements shown in the following a
power of 0.3 µW on a cross section (FWHM) of 800 µm (for a peak intensity of
about 0.04 mW/cm2) has been used. Furthermore, to avoid optical pumping
phenomena (taking place also at extremely low excitation intensities, see chap.
7) the probe is superposed to a repumping laser beam. The size of the laser
beam is much smaller than the transverse atomic beam dimension in order
to minimize the detection of light that has not interacted with the atoms.
Since the transverse intensity distribution of the atomic beam is not flat, the
absorption signal has been maximized translating the laser beam parallel
to itself until the maximum absorption has been detected. The transmitted
radiation is directed onto a photodiode (mod. DET 110A Thorlabs); further-
more, a small fraction of the probe beam is withdrawn before intersecting
the atomic beam and sent directly to an identical photodiode: during the
data analysis, this second signal is used to remove possible baselines in the
spectrum.
To increase the S/N ratio, the signal from the photodiode is sent to an
amplifier (mod. TM502A by Tektronix, input impedance 1 MΩ, associated
capacity 47 pF, gain 103), provided with input filters.
The signals have been acquired with the oscilloscope LeCroy 9384 in
sequence mode; this allowed us to get a reliable statistics of the absorption
curves in a reasonable acquisition time. Typically 1000 sweeps for 20 ms each
one are acquired, for a total measurement time of 20 s. All the error bars
shown in the following represent the standard deviations of the measurements
samples.
In fig. 6.1 we have a typical absorption curve. To determine the 8 MHz
width, the signal has been fitted with a Lorentzian function, neglecting the
convolution with a Gaussian that, in principle, should be considered due to
the transverse velocity spread. This is justified because, as we will see in sec
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Figure 6.1: Absorption signal of the atomic beam in the observation stage. The
vertical axis reports the amplified (×103) signal of the photodiode collecting
the transmitted radiation. The DC signal on the photodiode, without atomic
beam, is about 140 mV. The width of the absorption curve obtained from the
fit, FWHM=8± 4 MHz, is compatible with the natural linewidth, within the
experimental uncertainty. The accuracy of the calibration procedure has been
limited by the frequency resolution of the interferometer, in conjunction with
an unavoidable frequency jitter due to the piezo instability. This explains the
quite large uncertainty we can reasonably estimate on the measured 8 MHz
of linewidth for the spectrum in fig. 6.1.
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6.2, the spread of the transverse velocity distribution (FWHM ≤ 10 cm/s)
would be responsible for a line broadening of about 2 MHz, less than the
5.22 MHz natural width. The horizontal axis of the absorption spectrum has
been independently calibrated in frequency, sending the probe radiation into
a Fabry-Perot interferometer (Thorlabs, mod. SA200-5B, resolution 7.5 MHz)
and measuring the variation of the frequency with the voltage sent to the
piezoelectric. The accuracy of the calibration procedure pushed us to safely
use large uncertainty values, which perhaps overestimate the error.
The atomic density has been obtained from the absorption spectra accord-
ing to the following model. The atomic density can be written as:
n(x, y) = n0 exp
(
− x
2
w2at,x
)
exp
(
− y
2
w2at,y
)
(6.1)
where n0 is the peak atomic density and wat,x and wat,y are the transverse
dimensions of the atomic beam, propagating in the z direction. Similarly, the
laser intensity (the laser beam propagates in the y direction) reads:
I(x, z) = I0 exp
(
− x
2
w2
)
exp
(
− z
2
w2
)
. (6.2)
where w = 480 µm. Integrating:∫ Itrasm
Iinc
dI(x, z)
I(x, z)
= −
∫ +∞
−∞
n(x, y)σabsdy (6.3)
with σabs = 2.3 · 10−9 cm2 (absorption cross section for the D2 line and pi
polarized radiation [54]), we obtain the expression for the peak atomic density:
n0 = − 1
wat,y
√
piσabs
log
(
Itrasm
Iinc
)
. (6.4)
Exploiting the value wat,y = 1.5 mm for the atomic beam transverse size in
the observation stage, obtained imaging the fluorescence spot generated in the
intersection between atomic beam and a resonant orthogonal standing wave,
we calculate a typical peak atomic density of about (8± 2)× 107 cm−3. Since
n0 depends on the propagation length of the radiation through the laser beam,
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the orthogonality between probe and atomic beam has been ascertained by
putting two screens with small holes in the centers on the ingoing and outgoing
windows of the observation chamber, and then maximizing the transmission
of the laser beam. The departure from the orthogonality between atomic and
probe beams can be estimated from arctan(d/D) ≤ 1◦, where d=1 mm is the
diameter of the holes and D=154 mm the distance between the two windows
of the chamber.
Since one has to be careful not to saturate the atomic transition, in order
to have faithful values of the atomic density we performed a preliminary
measurement of the relative absorption as a function of the intensity of the
probe laser beam; the results, shown in fig. 6.2, show the expected decrease of
the absorption (quantified by the logarithm of the ratio between transmitted
and incident radiation power), due to the saturation of the transition. In
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Figure 6.2: Absorption dependence on the probe beam power. The vertical
axis reports the logarithm of the ratio between the transmitted and incident
probe laser power.
the following we report the dependence of the relative absorption on several
experimental parameters, an investigation we carried on to find the operative
conditions which maximize the atomic beam density.
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6.1.1 Density as a function of trapping laser detuning
In fig. 6.3 the variation of the atomic density with the trapping laser detuning
with respect to the T45 atomic resonance frequency is shown. The collimation
stage is off. We can note that the trapping laser frequency which maximizes
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Figure 6.3: Dependence of the atomic beam density on the detuning of the
trapping laser beam, with the collimation stage off. Operating parameters:
IMOT = 10 mW/cm
2, b = 25 G/cm.
the atomic beam density is detuned -2.3 Γ from the cycling T45 transition. It
is known [107] that this detuning is larger than the one maximizing the number
of atoms in the MOT. Probably this difference arises from the heating and,
in case of intensity unbalances, the deflection of the atomic beam leaving the
trap, due to the transverse laser beams reflected by the inner surfaces of the
pyramid. Since the scattering rates, on which these deleterious effects depend,
increase at lower detunings, the tendency of the atomic funnels to operate at
these somewhat larger (absolute values) detunings can be explained.
6.1.2 Density as a function of trapping laser intensity
In fig. 6.4 how the measured atomic beam density depends on the trapping
laser beam intensity is shown. The density increases with the radiation
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Figure 6.4: Dependence of the atomic beam density on the intensity of the
trapping laser beam. Operating parameters: δMOT = −12 MHz, b = 25
G/cm.
intensity and, in the range of powers we explored, we did not observe any
saturation. A plateau in the high intensity regime would be expected, due to
the saturation of the cooling transition and the balance between capture and
funneling rates undergone by the atoms.
6.1.3 Density as function of magnetic field gradient
The magnetic field conditions in the MOT can be varied acting on the
current flowing in the quadrupole coils. In fig. 6.5 the dependence of the
atomic density on the magnetic field gradient is shown. Analogously to the
dependence on the detuning, also the trend of fig. 6.5 can be interpreted in
terms of the competition between atomic capture and channeling, processes
that are maximized for an optimal value of the magnetic field, at a certain
value of the trapping laser beam detuning.
Since we could not measure directly the magnetic field in the MOT region,
the magnetic field gradient has been computed numerically. For this we
exploited the general expressions of the radial Br and axial Bz components
of the magnetic field generated in the position (r, z) by the (m, n)th-loop
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Figure 6.5: Dependence of the atomic density on the magnetic field gradient.
Operating parameters: IMOT = 10 mW/cm
2, δMOT = −12 MHz.
(see fig. 6.6) of a coil [104]:
Br(r, z) = (z − zn)Iµ0
2pi
1√
(r + rm)2 + (z − zn)2
·
·
(
−K
(
4rmr
(rm + r)2 + (z − zn)2
)
+
+
r2m + r
2 + (z − zn)2
(rm − r)2 + (z − zn)2 E
(
4rmr
(rm + r)2 + (z − zn)2
))
Bz(r, z) = (z − zn)Iµ0
2pi
1√
(r + rm)2 + (z − zn)2
·
·
(
K
(
4rmr
(rm + r)2 + (z − zn)2
)
+
+
r2m − r2 − (z − zn)2
(rm − r)2 + (z − zn)2 E
(
4rmr
(rm + r)2 + (z − zn)2
))
where I is the current flowing in the coil, rm and zn the radial and axial
positions of the loop, while K(u) and E(u) represent elliptic integrals of first
and second kind, respectively. The total magnetic field has been obtained
summing on all the loops constituting the coil.
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Figure 6.6: Schematic vertical cross-sectional draw of the relative positions of
the quadrupole coils, the trapping and the collimation regions. The latter are
shown by the gray circle and oval, respectively.
The axial component of the magnetic field and its gradient, computed
on the axis and for a typical current of 4.5 A, are shown in fig. 6.7 (a) and
(b), respectively. We note (this remark will be useful in sec. 6.2) that in the
collimation stage (approximately at 5 cm on the z axis, see fig. 6.6), there is
a relatively strong longitudinal magnetic field (the transverse component is
negligible, as it can be seen in fig. 6.7) of about 40 G.
6.1.4 Density as a function of dispenser current
We completed the characterization of the atomic beam density dependence
on the experimental parameters varying the dispenser current. The trend,
shown in fig. 6.8, reveals an increase of the atomic density until about 4.5
A, beyond which the atomic beam becomes less dense. The reason is clear:
when the background atomic density increases, the collisional rate between
cold and background atoms balances the capture rate, preventing a further
increase and eventually decreasing the atomic beam density.
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Figure 6.7: Results of the magnetic field calculation for two coils in anti-
Helmholtz configuration. (a) Axial component of the magnetic field, computed
on the axis; (b) Gradient of the axial component of the field, computed on the
axis; (c) Radial component, computed in the collimation region. The current
in the coils is 4.5 A; the zero of the longitudinal axis is midway between the
coils, while the zero of the radial axis is in the center of the coils.
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Figure 6.8: Atomic density as function of the dispenser currents.
6.2 Divergence
The divergence of the atomic beam coming out of the pyramid is reduced by
means of a two-dimensional collimation stage, whose scheme has been already
shown in fig. 5.9. A visual evidence of the efficacy of the collimating radiation
on the atomic beam has been obtained, in the ionization stage, detecting
the fluorescence spot at the intersection between a resonant standing wave
and the atomic beam with a scientific CCD camera (Princeton Instruments).
The images obtained with and without the collimation beams are shown
in fig. 6.9 (a) and (b), respectively. The corresponding transverse intensity
profile, shown in fig. 6.9 (c), shows an approximately ten-fold increase in the
peak beam intensity, due to the presence of the transverse optical molasses.
We remark that the images in fig. 6.9 refer to one single position of the probe
laser beam. Translating in the vertical direction the probe beam, we obtained
the three-dimensional intensity distribution of the atomic beam, which will
be presented in section 6.4.
By means of the spatial calibration of the CCD camera, we have obtained
a FWHM of the atomic beam in the ionization stage D = 4.0 ± 0.5 mm.
Knowing the FWHM d = 2.4 ± 0.5 mm, measured according to the same
technique in the observation stage, and the distance between this point and
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Figure 6.9: Images, acquired with a spatially calibrated CCD camera, of the
fluorescence spot in the intersection between the atomic beam (propagating in
vertical direction) and a resonant standing wave (in horizontal direction) (a)
with and (b) without the collimating laser beams. Note that the dynamical
range is not the same for the two images. (c) Corresponding transverse
intensity profiles (computed on the peak fluorescence intensity and integrated
on 0.1 mm in the profile normal direction) obtained from (a) and (b). The
almost ten-fold increase of the peak atomic density due to the action of the
collimating radiation is evident. From the line profile with the collimation on
we obtain a FWHM=4± 0.5 mm for the atomic beam in the ionization stage.
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the ionization stage (L = 220 mm), with a simple geometrical argument we
obtain a full divergence angle:
θ = 2 arctan
(
D − d
2L
)
≈ 7 mrad. (6.5)
From the uncertainties on the values of the distance L and of the transverse
sizes d and D, an estimated uncertainty of ±1 mrad follows. Using the average
longitudinal velocity 〈vl〉 = 12 m/s (see sec. 6.3), we obtain the transverse
temperature Ttrasv = M/kB ·∆v2trasv = M/kB · (θ · 〈vl〉)2 ≈ 125 µK, Doppler
temperature for Cesium [54]. We finally remark that it was not possible to
decrease the divergence exploiting phenomena of sub-Doppler cooling. We
believe the reason lies in the relatively strong magnetic field present, as we
remarked in section 6.1.3, in the collimation stage. This is confirmed by the
literature, where the inhibiting effects of the magnetic field on the sub-Doppler
cooling [108,109] are well known.
6.3 Average and spread of the longitudinal
atomic velocity distribution
Time Of Flight (TOF) measurements have been performed to establish the
main features (average and FWHM) of the velocity distribution in the atomic
beam. The configuration is shown in fig. 6.10. An intense plug laser beam,
placed in proximity of the vertex of the pyramid, deflects the atomic beam.
By means of an AOM (Crystal Technology, mod. 3110-120), connected to
an RF switch (Mini Circuits, mod. M2P2T-18-12), the laser beam can be
gated off for a variable time interval (we investigated time intervals ranging
between 180 µs and 900 µs). When the plug beam is gated off, it allows
only a short bunch of atoms to travel to the probe region, located 90 mm
downstream, in the observation stage. The fluorescence of the atoms as they
cross a probe laser beam is detected by a photomultiplier. In order to detect
the weak fluorescence of short atom bunches, a mechanical shutter has been
mounted on the trap laser beam, in order to remove the diffuse light in the
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Figure 6.10: Experimental set-up used for the TOF measurement.
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vacuum chamber and the atom bunch fluorescence caused by the fraction of
MOT radiation passing through the apical hole of the pyramid. An example
of the timing used in this measurements is shown in fig. 6.11. The trace in
fig. 6.11 (a) represents the signal of the photodiode observing the switching
of the plug laser beam; in this case the plug laser beam is gated off for 900
µs. After about 3 ms (see fig. 6.11 (b)) also the trap laser beam is switched
off. Finally, in fig. 6.11 (c) the photomultiplier signal, due to the passage of
the atom bunch through the probe beam, is shown.
The travel time of the atom bunch yields the average velocity of the atoms,
whereas the width of the fluorescence signal can be used in determining the
spread of the longitudinal velocity distribution.
The signal in fig. 6.11 (c) has been fitted according to the model function:
g(t) =
A
t2
exp
(
−piA2
(
1
t
− 1
t¯
)2)
. (6.6)
where A and t¯ ≡ d/v¯ (d flight distance and v¯ average longitudinal velocity)
are the fit parameters.
The eq. 6.6 is obtained from:
f(v)dv = g(t)dt, (6.7)
in which v = d/t and a Gaussian atomic velocity distribution is assumed:
f(v) =
1√
pi∆v
exp
(
−
(
v − v¯
∆v
)2)
. (6.8)
The average v¯ and width ∆v of the longitudinal atomic velocity distribution
are related to the fit parameters t¯ and A by:
v¯ =
d
t¯
(6.9)
∆v =
d√
piA
(6.10)
Furthermore, it is possible to show [110] that, given the diameter D of
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Figure 6.11: Timings used in the TOF measurements on the atomic beam.
(a) Signal of the photodiode observing the plug laser beam. (b) Signal of
the photodiode observing the trap laser beam, switched off by a mechanical
shutter. (c) Relevant part of the signal of the photomultiplier detecting the
fluorescence of the atom bunch, passing through the probe laser beam. The
atom bunch is formed when the plug laser beam is switched off (and the
photodiode signal (a) is about zero) between 0 and 900 µs. In this interval,
the MOT laser beam is on (trace (b)) and the photomultiplier (c) detects
a background signal of about -0.12 V. After 900 µs, the plug laser beam is
switched on until about 4.5 ms to block further atoms of beam. Switching on
the plug beam increases the radiation scattered inside the vacuum chamber,
and the signal of the photomultiplier (c) jumps to a level not shown in the
graph. In the meantime, at 3 ms the mechanical shutter switches off the
MOT laser beam (at about 5 ms we can note a small local increase in trace
(b) due to a “bounce” of the shutter blade). Finally, switching off, at about
4.5 ms, the plug beam, allows to detect the fluorescence atomic bunch (at
about 7 ms) in dark conditions.
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the probe laser beam, the distance d between the points in which the atomic
pulse is created and detected, the time interval δt during which the atomic
pulse is formed, the resolution of the TOF measurement is given by:
δv
v
=
D
d
+
v¯δt
d
. (6.11)
The minimum resolution we achieved, with δt = 180 µs, is 0.4 m/s. A further
decrease of δt reduced the number of atoms in the bunch to a level that the
fluorescence signal was not detectable. With δt = 180 µs we measured an
average longitudinal velocity of 12.1 ± 0.2 m/s, and a FWHM of 1.4 ± 0.2
m/s. The uncertainty has been estimated as half of the resolution.
6.4 Intensity distribution in the ionization stage
Finally, we investigated the spatial variation of the atomic beam intensity in
the ionization stage. The scheme, already commented in sec. 6.2, is depicted
in fig. 6.12: a CCD camera (observing in the −xˆ direction) collects the
fluorescence excited by a probe (propagating in the yˆ direction) orthogonal to
the atomic beam (propagating in the zˆ direction). The probe can be moved
in the vertical direction, to obtain several images of the fluorescence spot at
different probe heights X. In this way the size and shape of the atomic beam
cross-section is obtained.
Using the expression of the atomic density n(x, y), reported in eq. 6.1,
and of the excited population fraction for a two-level system, ρee(x−X, z)
ρee(x−X, z) = I(x−X, z)
2I(x−X, z) + Isat (6.12)
where I(x−X, z) is the intensity of the laser beam centered at height X (see
eq. (6.2)), the image of the fluorescence spot (that lies in the (y, z) plane)
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Figure 6.12: Scheme of the fluorescence detection configuration. The probe
beam (dashed line) is translated perpendicularly to the x axis. For every
height X, an image of the fluorescence spot (solid line) is acquired with the
CCD. The atomic beam, propagating along the z axis, is represented by the
gray circle.
can be expressed as:
S(X, y, z) = S0
∫ ∞
−∞
ρee(x−X, z)n(x, y)dx = (6.13a)
= S0e
− y2
w2at,y
∫ ∞
−∞
I0e
− (x−X)2
w2x e
− z2
w2z
Isat + 2I0e
− (x−X)2
w2x e
− z2
w2z
n0e
− x2
w2at,x dx (6.13b)
with S0 a factor including the fluorescence rate Γ and the collection efficiency
of the optical system. The integration on y is due to the fact that the CCD
collects the fluorescence from a volume defined by the intersection of probe
and atomic beams and by the depth of field of the objective.
The parameters we are interested in, wat,x and wat,y, are related to the
size of the atomic beam cross-section. The function S(X, y, z) has been used
to make two-dimensional fits of the fluorescence images, using wat,x and wat,y
as fit parameters. With the wat,y and wat,x found from the fit, we infer an
horizontal FWHM=3.6±0.2 mm and a vertical FWHM=4.3±0.4 mm for the
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atomic beam. We conclude remarking that the asymmetry between horizontal
and vertical directions is probably an effect of the gravity on the atomic beam.
6.4.1 Summary of the properties of the cold atomic
beam and comparison with different configura-
tions
In the tab. 6.1 we report, as reference, a non comprehensive comparison
among the performances of the atomic beams produced by several groups,
as known from the literature. In the development of the laser-cooling based
atomic sources, a wide variety of schemes has been explored.
Almost 20 years ago, one of the first implementations relied on a 2D
MOT, a configuration in which the trapping is accomplished only in two
dimensions, with the formation of a narrow atomic beam in the third one.
However, in this scheme, the longitudinal atomic motion, not affected by the
2D MOT action, cannot be controlled. To make up for this configuration’s
shortcomings, in [111] a longitudinal optical molasses (OM) was added to
the 2D MOT configuration, reducing significantly the average longitudinal
velocity with respect to the bare 2D MOT scheme [112].
Another source, based on the same working principle of the PMOT (and
of the conical mirror funnel CMF [62]), but completely different in terms of
actual implementation, is the LVIS (Low Velocity Intense Source) [107]: a
3D MOT in which a small part of one laser beam is not retroreflected (one of
the mirrors has a small hole in its center), so as to create a dark column in
the radiation field, through which the atoms propagate forming a beam. We
appreciate that the beams produced by LVIS and PMOT have approximately
the same longitudinal velocities and flux, since both are based on inducing
a “leakage” in a static 3D MOT. This implies that the performances of the
produced atomic beam are somehow dictated by a compromise that must be
established between the background atoms capture rate and the funnel action,
which forms the beam. A broader functionality (that comes, for example,
with the possibility of tuning the longitudinal velocity for almost an order
of magnitude) can be reached using a “pushing” laser beam, as done in the
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conventional 3D MOT setup of [113].
A systematic comparison between the performances of the three main
schemes (2D MOT + OM - called, in [114], 2D+MOT-, 2D MOT and LVIS)
of cold atoms sources has been accomplished in [114].
We conclude highlighting the good performances of our PMOT, in com-
parison, for example, with the atomic yield of a very brilliant source like a
Zeeman slower (ZS, [115]). In fact, even though the ZS is capable of generat-
ing a flux almost two orders of magnitude higher than a cold atomic source,
this is not due to a particularly high atomic density but, rather, to a high
average atomic velocity; this makes, in principle, the control of the position
and velocity of few atoms very demanding.
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Chapter 7
Cold ion beam: experiment and
properties
In this final chapter we report on the properties of the ion beam produced by
photoionization of the atomic beam. In section 7.1 we describe the charge
detection system used in the photoionization stage. Section 7.2 then reports
the results of measurements made to determine the cold ion beam CW ion
yield dependence on ionization intensity, excitation intensity and excitation
frequency. As anticipated in section 3.1.6, we analyze the optical pumping
effects observed at the variation of the excitation intensity on the ion yield,
comparing, in section 7.3, the experimental data with the results of the
simulations. Finally, in section 7.4 we report the features of the ion velocity
distribution as determined by pulsed time of flight measurements.
7.1 Charge detection system and measurement
protocol
To detect the ions we use a counting electron multiplier (mod. 226EM, Thorn
Emi), already available in our laboratory, that is shown in fig. 7.1. It has
16 curved oxidised BeCu dynodes, with a typical total gain of 5 · 107 at the
operating voltage 3 kV, and a clear aperture of 17 × 17 mm2. The typical
background is about 5 counts/s.
105
Figure 7.1: Images of the ion detector, the electron multiplier mod. 226EM
Thorn Emi. On the left there is the detector enclosed in the glass and metal
housing with which it is placed under vacuum. On the right the first dynode
is imaged, curved and with a clear aperture 17× 17 mm2.
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The measurements shown in section 7.2 and section 7.4 have been accom-
plished in two different configurations of the detector and of the rest of the
charge detection system, as shown in fig. 7.2.
Excitation laser beam
Ionization laser beam
Plate
Detector
Detector
Mesh 1 Mesh 2
(a) (b)
z
x
y z
x
y
venerdì 16 marzo 2012
Figure 7.2: Schematic configurations of the charge detection system and laser
beam arrangements in the ionization region. In the origin of the (x, y, z)
reference system, maximum atomic density, maximum ionization intensity
and maximum excitation intensity coincide. Configuration (a) has been used
to measure the CW yield of the ion beam, while configuration (b) for the
pulsed TOF measurements.
The first one (fig. 7.2 (a)) has been used to determine the CW yield of the
ionization process as a function of the ionization and excitation laser power
and excitation laser frequency (section 7.2). In this scheme the detector is
oriented at 90◦ with respect to the atomic beam. The field in the ionization
region is defined by the surface of the first dynode (kept at -3 kV) and a plate
(10 mm diameter) placed about 3 cm under the atomic beam, typically biased
at about 200 V in order to repel ions and push them onto the first dynode.
In the rough approximation of uniform field, the extraction electric field is
around 150 V/cm. We remark that this field causes a completely negligible
(less than 50 Hz) DC Stark effect on the hyperfine lines of Cesium.
As mentioned in section 3.1.2, the laser beam spot is astigmatic; in the
directions x and z (see fig. 7.2) the Gaussian intensity profiles (eq. (3.8))
107
have wz,exc = 1.1 ± 0.1 mm, wx,exc = 1.6 ± 0.1 mm for the excitation and
wz,ion = 0.7± 0.1 mm, wx,ion = 1.6± 0.1 mm for the ionization laser beam.
Since the atomic beam in the ionization stage has a FWHM of daty = 4 mm
(see section 6.4), we take as measure of the ionization volume V , defined by
the intersection of the superposed copropagating excitation/ionization beams
with the perpendicular atomic beam, the value V = piwionx w
ion
z d
at
y ' 15 mm3.
With a peak atomic beam density n0 ≈ 108 cm−3 (section 6.1), in con-
ditions of strong saturation of the excitation transition (ρee ≈ 0.5), from
eq. (4.14) we estimate an ion yield per unit time of about 3 · 106 ions/s. With
this rate, low in comparison to the atomic flux on the order of 109 atoms/s,
the charges are produced in a regime in which the local ion production rate
is not limited by the number of neutrals per unit time that move into the ion-
ization laser beam [45]. Due to these relatively low ion signals, experimental
protocols (synchronous detection, background subtraction) to increase the
S/N ratio have been exploited. On the other hand in this regime the inter-ion
Coulomb effects [93] that degrade the ion source quality are safely negligible.
The reason will be explained in section 7.2.
In the second configuration (fig. 7.2 (b)) the ionization laser beam has
been pulsed in order to determine, in the framework of a TOF measurement,
the average value and FWHM of the ion velocity distribution (section 7.4).
The detector is placed on the axis of the atomic beam, while the ionization
region is at about 15 cm from the first dynode surface, between two grids
perpendicular to the atomic beam and kept at voltages that can be varied
independently to control the electric field. The two grids are fixed at a
reciprocal distance of 6 cm, they transmit about 60 % (as computed by the
ratio between the diameter of the wire and the pitch), and their diameters,
about 27 mm, are much larger than the transverse size of the interaction
region, in order to ensure a high collection efficiency for the ions and reduced
boundary effects in the ion production region.
The excitation beam can be easily moved since it is guided by a single-
mode optical fiber mounted on a zy translator stage; the spot is circular,
with transverse size wexc = 0.7± 0.1 mm. The ionization laser beam passes
through a telescope and an AOM connected to an RF switch; the first order
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diffracted beam (sent in the ionization region) has an approximately circular
cross section, with wion = 0.4 ± 0.1 mm. The ionization volume is defined
by the intersection between excitation and ionization laser beams, and it is
about 0.7 mm3, much smaller than for the other configuration so that the ion
bunch created is more spatially localized, leading to a better resolution of the
TOF measurement .
The impinging ions are detected in a counting regime, easily allowed by
the fast time response of the detector (2 ns rise time and 3 ns for pulse width
FWHM). The pulses generated by the ion detector are sent to a dual channel
gated photon counter (Stanford Research System, mod. SR400). This device
is provided with two independent gates, whose length, delay with respect to an
external trigger and discriminator level can be adjusted independently. The
discriminator level can be used to distinguish the signal from the background
counts. Furthermore, the gates can be set in a fixed position relative to the
trigger, or scanned to recover time-varying signals. The input is followed by
a DC to 300 MHz amplifier, allowing detection of pulses as small as 10 mV,
while the two channels can count at rates up to 200 MHz. The counter has
also two programmable scanning output voltages, that can be used to control
other instruments. The photon counter is then connected, via GPIB interface,
to a computer for automated data acquisition.
7.2 Properties of the ion beam
In this section we analyze the CW yield of the ions as a function of ionization
laser intensity, excitation laser intensity and excitation laser frequency. Before
showing the results of the measurements, we want to remark that what we
obtain in our experimental conditions is an ionized gas, rather than a plasma.
A plasma is typically defined as an ionized gas in which the charged
particles show collective effects [121]. The length scale which discriminates
individual particle behavior and collective behavior is the Debye screening
length λD, defined as the distance over which an electric field is screened by
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the redistribution of electrons in the plasma. It is given by:
λD =
√
0kBTe
e2n
(7.1)
where 0 is the electric permittivity of vacuum, kB the Boltzmann constant,
Te the electronic temperature, e the elementary charge and n the electron
density. The two parameters we need to estimate the Debye length, that are
the kinetic electronic temperature Te and the electronic density n, can be
roughly calculated with simple topics. In section 4.2 we estimated a kinetic
energy of the photoelectrons produced in our experimental conditions of about
0.6 eV. This energy corresponds to Te ≈ 7000 K.
On the other hand, the electronic density can be roughly estimated from the
product n0ρeerionτion ≈ 104 electron/cm3, where we used n0 ≈ 108 atoms/cm3,
ρee ≈ 0.5 in saturation regime, rion as given in eq. (4.13), τion ≈ 60 µs (on the
order of magnitude of the ionization radiation-atom interaction time) and,
finally, we exploited the fact that the atoms are singly-ionized (this implies
that, at least immediately after the ionization process, electronic and ionic
densities are the same). With these two values, a simple calculation gives
λD ≈ 4 cm. The condition for creating a plasma is λD < σ [122], where σ
represents a typical dimension of the ionized system (in our situation it can
be represented by the transverse size of the ionization volume, on the order
of 3-4 mm). Therefore the condition for the formation of a plasma is clearly
not satisfied in our situation, and the result of the atomic beam ionization is
an ionized gas , not a plasma.
7.2.1 Ion yield as function of the ionization laser inten-
sity
The aim of these measurements is to ascertain the linear dependence of the
ion yield on the ionization laser intensity, as dictated by eq. (4.14). The
results in fig. 7.3 show the expected linear increase of the ion counts with
the ionization power. The fact that this linearity is respected, at least in the
range of ionization powers explored, represents a direct confirmation of what
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we claimed in chapter 4, that the ion yield is, in practice, totally due to the
one-photon ionization of the excited atoms.
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Figure 7.3: Ion signal as function of the ionization laser power, for several
excitation laser powers. The gate of the photon counter is open for 0.5 s.
The error bars represent the statistic fluctuations of ion counts in repeated
measurements.
These measurements have been accomplished for several excitation powers.
As expected, a change in the excitation power modifies only the slope of
the experimental trends, as again prescribed by eq. (4.14). Furthermore,
the increase in the excitation power is connected to a progressively smaller
increase in the slope: this behavior is a clue of the saturation of the first
transition in the two-step photoionization, and it will be analyzed more in
detail in section 7.2.2.
Unluckily, without an absolute calibration of the detector and a precise
knowledge of the ion collection efficiency, the experimental ion counts do not
allow determining the absolute charge amount generated in the photoioniza-
tion.
Finally, the signal-to-noise ratio of these measurements have been increased
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with a background subtraction and implementing a synchronous detection:
the timing is sketched in fig. 7.4. One of the analog voltage outputs of the
2
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Figure 7.4: Schematic representation of the timing used to measure the ion
yield as a function of the ionization intensity. Trace (a) represents the ladder
voltage sent to the ionizing laser in order to increase its output power. For
every step in the radiation power, the atomic beam (trace (d)) is switched on
and off. The counter A (trace (b), counting is enabled when high) detects
the signal due to the ionization of the atomic beam and the background; the
counter B (trace (c)) counts only the background. The difference between
these counts is considered in the analysis of the experimental results.
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photon counter has been programmed to generate a ladder voltage (trace (a)
in fig. 7.4) that, sent to a TTL input in the laser current control, allows to
increase the power of the laser radiation (in exponentially increasing steps,
due to the IV characteristic of the diode). We remark that the effects of the
detuning of the ionization laser beam frequency due to the power increase is
safely negligible. At the same time, another output of the counter generates
a time varying voltage (trace (d) in fig. 7.4) that, sent to a switch connected
to the compensation coils, allows the switching of the atomic beam. Finally,
both the gates of the counter are exploited: gate A (trace (b) in fig. 7.4)
detects the signal of the atomic beam and the background, while gate B (trace
(c) in fig. 7.4) counts only the background pulses produced in the absence of
the atomic beam. We underline that the counters are opened 5 ms after the
current in the compensation coils has been switched, in order to avoid any
transient in the atomic beam density.
The difference between the gate A and gate B counts is the signal, purified
from every contribution not due to the photoionization of the atomic beam
(see the end of section 7.1), including the instrumental pedestal (noise) of the
detector. Another advantage of this scheme is the fast measurement (in total
about 20 s per scan), that reduces the effects of drifts and instabilities of the
experimental apparatus.
7.2.2 Ion yield as a function of the excitation laser in-
tensity
Contrary to the ionization intensity case, the dependence of the ion signal
on the excitation laser intensity is strongly non linear, since it reflects the
saturation of the atomic transition. In fig. 7.5 the ion signal is shown as
a function of the excitation laser intensity, with the excitation frequency
locked on the T43, T44 and T45 hyperfine transitions and without repumping
radiation. The error bars are determined by the fluctuations of the ion counts
during the acquisitions.
These ion signals are proportional to the transition line intensities defined,
for the two-level system, in eq. (3.1). Beyond the saturating trend, evident in
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Figure 7.5: Ion signal as function of the excitation laser intensity. The exciting
frequency is locked (from top to bottom) on the T45, T44 and T43 atomic
resonances. The gate length is 0.5 s. The error bars represent the statistic
fluctuations of ion counts in repeated measurements.
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all the three transitions, it is remarkable also the huge difference, almost two
orders of magnitude, between the high-excitation-power counts of the T45
and of the other two transitions. This implies that the relative line intensities
are not correctly reproduced by the two-level theory, as we anticipated in
section 3.1.5. In section 7.3 we will show how these results can be interpreted
based on the occurrence of HP and ZP effects.
7.2.3 Ion yield as a function of the excitation laser fre-
quency
Sweeping the frequency of the excitation laser leads to produce a typical ion
yield spectrum as the one shown in fig. 7.6. In the spectrum the three peaks
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Figure 7.6: Ion signal (points) acquired sweeping the frequency of the excita-
tion laser (Pexc = 3 mW). From the left to the right the peaks of the T43,
T44 and T45 are detected. The line represents the best fit obtained from
a superposition of Lorentzian functions centered on the atomic resonance
frequencies.
corresponding (from left to right) to the T43, T44 and T45 are clearly visible.
The fit in fig. 7.6 is a superposition of Lorentzian functions, centered on the
atomic resonance frequencies. We chose the Lorentzian function to model the
lineshapes because, in principle, the photoionization causes an homogeneous
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broadening, since it affects in the same way all the excited atoms. However,
in practice the photoionization rate is so low that the broadening due to this
loss mechanism is fully negligible.
The horizontal frequency axis, whose origin corresponds to the T45 fre-
quency, has been calibrated acquiring simultaneously the saturated absorption
signal of the laser in the Cs reference cell and comparing the corresponding
peaks. We estimate the uncertainty associated to the mentioned calibration
procedure in about 3 MHz; this value is mainly due to two contributions: (i)
non linearity and hysteresis in the elongation of the piezoelectric translator
that moves the grating closing the laser cavity; since the frequency of the
excitation laser is changed just suppliyng a voltage ramp to this piezoelectric,
a non-linearity makes difficult to find a relation between the voltage and the
frequency change; (ii) a too high uncertainty in the fitting procedure of the
peaks in the saturated absorption signal.
The lack of other independent frequency measurement tools prevented
improving the accuracy. The acquisition of these spectra was rather cumber-
some: every point of the spectrum corresponds to a counter gate aperture of
0.5 s. During this interval the voltage to the piezoelectric is kept constant,
but we do not have any possibility to keep the frequency stable, within the
quoted uncertainty. In summary, a posteriori we selected spectra without too
strong instabilities, as the one shown in fig. 7.6.
The low accuracy of the frequency calibration makes the spectra we
acquired not very useful, at least to determine the spectral broadening of
the transitions. However, these data can be useful for a “visual” evidence
of the variation of the relative line intensities with the excitation power. In
fact, in the spectra shown in fig. 7.7 we can easily appreciate the variation
in the peak ratios (the T45 peak is normalized to 1) with the power of the
excitation laser beam.
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Figure 7.7: Normalized ionization spectra acquired with different excitation
laser power, as shown in the legend, in which the peak intensity of the T45 is
set to 1. The values of the relative intensities of the T44 and T43 peaks are
shown in the frames: it is clear their decrease with the excitation intensity.
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7.3 Optical pumping effects on the hyperfine
transition strength ratios
This section concludes the part of the chapter dealing with the measurements
accomplished in CW regime. The importance of the optical pumping effects in
the interpretation of some aspects of the experimental data shown previously
is highlighted here, together with the outcomes of the numerical simulations
whose implementation has been introduced in section 3.1.7.
7.3.1 Experimental data
In fig. 7.8 the dependence of R45,44 and R44,43 (eq. (3.38)) on the excitation
laser intensity is shown. The points represent the experimental data, obtained
as ratios of the ion counts reported in fig. 7.5. The lines represent the results
of the simulations; in particular, the eq. (3.32) have been numerically solved
corresponding to the power used experimentally and for each one of the
T43, T44 and T45 transitions. Then, the quantities in eq. (3.33) have been
computed, from which the numerical relative line intensities R45,44 and R44,43
have been obtained via the eq. (3.38). The lines in fig. 7.8 represent these
numerically obtained relative line intensities.
As commented in section 3.1.5, we notice that both the experimen-
tal (fig. 7.8) and the two-level theoretical (fig. 3.5) relative line intensities
match, at low excitation intensities, the theoretical transition strength ratios
(R45,44 = 2.09 and R44,43 = 3). When the excitation intensity is increased, the
discrepancy between the trends in fig. 3.5 and fig. 7.8 strongly suggests that
the two-level model becomes completely unuseful. In particular, while R44,43
retains somehow the behavior predicted by the two-level model, decreasing
with the excitation intensity, the R45,44, instead, departures completely from
the predictions of the model.
In order to ascertain separately the roles of HP and ZP in the relative line
intensities trends, we carried out the numerical simulations in two regimes.
In one of them we accomplished the computation without summing the
spontaneously emitted photon polarizations in eq. (3.32a) and eq. (3.32b),
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Figure 7.8: Relative line intensities R45,44 and R44,43 (points) as a function of
the excitation power. The points represent the experimental data; the dashed
lines are the results of the simulation based on eq. (3.32), in which the ZP
effects have been disregarded; the continuous lines represent the results of
the numerical simulation in which both HP and ZP are taken into account.
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that is neglecting the ZP. The results are the dashed lines in fig. 7.8. In the
other regime, all the terms in eq. (3.32) have been considered, and the results
are the continuous lines.
We note that neglecting the ZP does not allow to reproduce correctly the
experimental data, and the disagreement is particularly large for the R45,44.
7.3.2 Interpretation of the experimental data
In this section we explain the trends of the relative line intensities investigated
experimentally, treating separately the R45,44 and the R44,43.
Before going into the details, we introduce the branching ratios, quantities
that will be useful in the following discussion. The importance of the HP
can be quantified [65,83] by means of the branching ratios Πeg that give the
probability for an atom excited from a state Fg to a state Fe, to return to
the level Fg as a consequence of a spontaneous emission event. According
to the procedure drafted in [65], it is possible to compute the values of the
branching ratios reported in tab. 7.1.
Π33 Π34 Π43 Π44 Π54
3/4 1/4 5/12 7/12 1
Table 7.1: Branching ratios Πeg computed for the hyperfine transitions of the
Cesium D2 line we are interested in.
Comparing table 3.1 and table 7.1 we see that Πeg and SFg ,Fe are propor-
tional: this is a trivial consequence of the fact that the higher the excitation
probability (proportional to SFg ,Fe) from a level Fg to Fe, the higher the
probability (proportional to Πeg) for an atom in Fe to decay back to Fg .
We notice that Π54 = 1 confirms that the T45 is a closed transition, as
discussed in section 3.1.6.
On the contrary, we see that Π44 = 7/12 ≈ 0.6 implies that an atom
excited to the Fe = 4 level has only 60% of probability to come back to the
starting level Fg = 4. The situation is similar for the T43, with a probability
Π34 = 1/4 = 0.25 for an atom in the Fe = 3 level to come back to Fg = 4.
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On the basis of these values, at the first sight one could think that HP
affects the intensity of the T43 more than the T44, since Π34 < Π44 implies
that the atoms are “pumped away” from the T43 faster than from the T44.
Surprisingly, as demonstrated in [65], the actual situation is exactly the
opposite: a transition is much more influenced by the optical pumping as
much as its branching ratio is near to 0.5. Then, we conclude that T43 is
actually less affected by HP than T44.
Ratio R45,44
The experimental relative line intensity R45,44 increases monotonically with
the excitation power: this means that the T45 increases its intensity with the
excitation power much faster than the T44. As we know, this is a consequence
of the HP. In particular, the huge values of the R45,44 at high excitation
intensity are due to the fact that the HP effects increase with the excitation
intensity: the more atoms are excited in the Fe = 4, the more are lost to the
Fg = 3. Hence, apparently the experimental trends are easily explained just
on the basis of only the HP. Actually, the dashed line in fig. 7.8 (a), obtained
neglecting the ZP, is in strong disagreement with the experimental data in
the moderate/high excitation intensity regime. This is because, in the high
intensity regime, the ZP is no longer a negligible mechanism because several
absorption-spontaneous emission cycles accumulate an appreciable fraction of
the population in the level |Fg = 4, mg = 0〉. Consequently, the increasing
(with the excitation power) probability for an atom to be trapped in the non
interacting Zeeman state reduces the line intensity of the T44, leading to the
large increase in the relative line intensity of the T45 with respect to the T44.
Ratio R44,43
The case of the R44,43 is very different from the previous one, since here both
the transitions we are considering are affected by HP and ZP. Consequently,
the interpretation of the relative line intensity trend, not monotone as for
the R45,44, in this case is more difficult. We begin a tentative explanation
remarking that ZP effects are expected to be more marked in the T43 than in
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the T44, simply because the former has two trap states (|Fg = 4, mg = ±4〉),
while the latter has only one trap state (|Fg = 4, mg = 0〉), as shown in
fig. 3.6. This is confirmed by the fact that the R44,43 computed neglecting
the ZP, represented by the dashed line in fig. 7.8 (b), is always lower than
the experimental data: this means that neglecting the ZP overestimates the
intensity of the T43. Therefore this should imply, increasing the excitation
power, a growth in the T43 intensity lower than in the T44, leading then to
an increasing R44,43. On the contrary, HP affects more the T44 than the T43,
for what mentioned in the beginning of this section. This implies a decrease
in the R44,43 with the excitation power. In synthesis, the resulting trend of
R44,43 can be considered as resulting from the balancing effects of HP and
ZP.
We conclude remarking that the numerical model reproduced with a very
good agreement the experimental data, allowing us to discern the roles played
by the different optical pumping mechanisms in the experimental trends.
Furthermore, the extremely low invasiveness of the photoionization process
allowed the investigation of optical pumping processes critically dependent on
the atom-radiation interaction time and free from self-pumping processes [73]
due to the probe itself, as it happens in the conventional saturated absorption
configuration conventionally used to explore these phenomena.
7.4 Ion time of flight
The features of the ion beam velocity distribution have been determined by
means of TOF measurements, whose results are reported in section 7.4.1.
In section 7.4.2 we explain how we modeled numerically the electrostatic
configuration in which the TOF measurements have been accomplished and
how we implemented a simple Monte Carlo simulation reproducing the ion
bunch dynamics. Finally, in section 7.4.3 we compare experimental and
numerical results.
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7.4.1 Experimental results
The TOF signals have been acquired pulsing the ionizing beam by means of
an AOM (Crystal Technology, mod. 3200-120); both the acceleration field
generated by the two meshes (configuration depicted in fig. 7.2 (b)) and the
excitation laser beam are on during the ionizing laser pulse.
The measurements have been carried out according to the timing sketched
in fig. 7.9. Both the counter and the control circuit of the AOM are triggered
by the same pulse generator. The counter is used in a “boxcar” mode: for
a certain delay of the gate (open for 0.5 µs) with respect to the trigger, the
counts are accumulated on 106 trigger pulses (i.e. laser shots); completed the
accumulation, the delay of the gate is incremented by 0.5 µs, and another
accumulation starts.
1
0
50403020100
 Time [µs]
1
01
0
Trigger
Gate after 0 s
Gate after 50 s
(x 106)
(x 106)
Figure 7.9: Timing of the TOF measurement. The top trace shows the
trigger pulse, with a repetition period of 50 µs. The position of the gate with
respect to the trigger (delay of 20 µs) at the beginning of the measurement
is shown in the middle trace. Completed 106 accumulations, hence after
106 × 50 µs = 50 s, the gate is moved to the position shown in lowest trace.
The process ends when a complete sweep is accomplished (typical maximum
gate delay 27 µs).
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In this way, TOF signals like the one shown in fig. 7.10 are acquired. On
the same split horizontal axis (the two halves have the same scale) are plotted
both the time profiles of the ionizing beam laser (on the left, represented by
the dots) and the ion signal (on the right, represented by bars).
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Figure 7.10: Ion signal (bars) detected after the ionizing pulse. The temporal
profile of the laser pulse (dots) is measured by means of a fast photodiode
(resolution in the order of 50 ns).
The time profile of the ionizing beam power has been measured sending a
small fraction of the ionization beam on a calibrated fast photodiode, whose
time resolution is about 50 ns. We remark that the strong departure of the
ionizing pulse shape from the expected square wave profile results from a
combination of factors (limited bandwidth of the electronic control circuit
of the AOM, large size of the laser beam and of the AOM clear aperture)
limiting the available bandwidth.
The bars representing the ion signal show the ion counts acquired with a
gate length of 0.5 µs and accumulated on 106 laser shots.
In order to numerically reproduce in the more possible accurate way the
experimental results, we took a certain care in choosing the appropriate
function to fit the ionization pulse. In fact, in section 7.4.2 we will show how
the fitting function has been used as probability distribution from which the
random “creation” times of the ions are extracted. We found that the laser
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temporal profile shown in fig. 7.10 is well represented by the function:
f(t) = V0
(
1 + tanh
(
t− tc1
τ1
))
· (1− H(t− tc2))+
+ V0
(
1 + tanh
(
tc2 − tc1
τ1
))
· H(t− tc2) exp
(
−t− tc2
τ2
)
, (7.2)
where the functions H(t− t0) are Heaviside functions, whose value is 0 for
t < t0 and 1 elsewhere. The pulse width (FWHM) of the function in eq. 7.2
is wpulse = tc2 + τ2 ln 2− tc1, while the maximum value is obtained for t = tc2
and it is given by Pmax = V0 (1 + tanh ((tc2 − tc1)/τ1)).
On the left of fig. 7.10 the result of the fit using the model function of eq.
7.2 (continuous line) is superposed on the measured laser temporal profile:
the resulting pulse width (FWHM) is wpulse = 0.573± 0.002 µs. Instead, the
ion signal has been fitted with the function reported in eq. (6.6), obtaining
a pulse width (FWHM) wion = 1.05± 0.08 µs. For the fit we use a neutral
atom TOF function because we neglect the ion-ion interactions (see the end
of section 7.4.2 for a discussion of this approximation) and, even if the ions
are accelerated in the detector field, from the fit we extract the value of the
average longitudinal ion energy.
An ion signal wider than the ionizing pulse suggests that the time resolution
of the measurement is not limited by the width of the ionizing pulse itself.
Therefore, we can conclude that the measured temporal width of the ion
signal is an intrinsic property of the ion velocity distribution.
7.4.2 Numerical modeling of the electrostatic configu-
ration: ion dynamics
In section 7.2 and section 7.3 we investigated the trends in the ion yield
changing several parameters not related to the electric field configuration that,
on the contrary, has been kept fixed. Consequently, in order to reproduce
numerically the experimental data we did not need to model the electrostatic
setup.
On the contrary, the analysis of the dynamical properties of the ions, being
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mainly determined by the interaction of the ions with the surrounding electric
field, requires the numerical computation of the extraction electric field. To
this task we exploited the numerical tool Poisson Superfish, freely available
online. We modeled the configuration as much precisely as possible, taking
into account the shape of the vacuum chamber (kept at ground potential),
of the detector first dynode (kept at -3 kV) and of the other elements of the
charge collection system. One limitation of the program is that it allows
to model only two-dimensional or three dimensional cylindrically-simmetric
systems. The routines allow the computation of the cartesian components of
the electric field and the electrostatic potential in the region of interest. The
results have been interpolated, generally on 20000 points uniformly covering
a region - about 20× 3 cm2 - corresponding to the longitudinal cross section
of the volume in which the motion of the ions takes place. The interpolated
components1 of the electric field, Ex and Ez (for the reference system, see
fig. 7.11) are then used in the ion equations of motion:
dx
dt
=
qEx(x, z)
M
dz
dt
=
qEz(x, z)
M
where q = 1.6 · 10−19 C is the modulus of the electron charge and M the
atomic mass of Cs. From the numerical solution of these equations the ion
trajectories are obtained.
One example of results obtained from Poisson-Superfish is reported in
fig. 7.11, where the electric field lines in the ionization region are shown for
the configuration in which the TOF measurements have been carried out (see
fig. 7.2 (b)).
The ion trajectories are computed starting from initial conditions that
mimic the experimental ones. The (x, z) initial positions of the ions are
randomly extracted from a two-dimensional Gaussian distribution, whose
standard deviations σx and σz match the transverse sizes w
ion
z and w
exc
x of
1For analogy with other parts of the thesis, in this section the components of the vector
quantities are expressed in a cylindrical coordinate system in which x and z indicate the
components orthogonal and parallel to the symmetry axis, respectively.
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Figure 7.11: Schematic representation of the configuration used for the TOF
measurements. The electric field lines in the ionization region (grey rectangle)
are reported as computed with Poisson-Superfish. The atomic beam direction
is indicated by the thick grey arrow. Legend: (1) detector glass envelope;
(2) first dynode; (3) holder of the detector, kept at ground potential; (4), (5)
meshes.
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the ionization and excitation orthogonal laser beams defining the ionization
volume. The initial ion velocities are assumed to be the same of the atoms.
However, these parameters are not critical, since the fast acceleration under-
gone by the ions after their creation hides the original atomic dynamics. The
ion creation times have been randomly extracted from a probability density
function (PDF) given by eq. (7.2)2. We exploited the cumulative distribution
function (CDF) method [123], that allows the generation of random variates
according to an arbitrary PDF f(t), based on the fact that its invertible CDF
F (t) is comprised between 0 and 1 for every t.
Following this method, a random number t¯ distributed according to f(t)
can be obtained extracting a random number u from a uniform distribution
on the interval (0, 1) and then solving the equation F (t¯) = u. Following this
procedure and computing, from eq. 7.2, the CDF F (t) =
∫ t
−∞ f(t
′)dt′:
F (t) = τ1 N log
(
1 + exp
(
2(t− tc1)
τ1
))
(1− H(t))+
+ τ2 N
(
1 + tanh
(
−tc1
τ1
))(
1− exp
(
− t
τ2
))
H(t), (7.3)
with
N = 1
τ2 + τ1 log
(
1 + exp
(
−2tc1
τ1
)) (7.4)
(where, without losing generality, we put tc2 = 0) we obtained, for every ion,
the initial time from which to start computing the evolution.
Typically we computed the trajectories of 10000 ions, following their
motion from the ionization volume to the first dynode surface. The integration
time and the interpolation grid steps for the electric field have been adjusted
verifying the convergence of the outcomes. An example of the results is shown
in fig. 7.12: every red dot represents the position of one ion at a certain time;
the background is a gray-scale image of the electric field absolute value, as
obtained from Poisson-Superfish. The typical value for the electric field in the
2We assume that the initial temporal ion distribution follows the laser beam time profile
because of the linearity between ionization rate and laser intensity and the extremely short
time required for an ionization event to take place.
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ionization region is about 40 V/cm. The ion positions are sampled at regular
intervals of 1 µs; in this way, looking at the image from right to left, we can
see the evolution of the ion bunch from the formation to the impinging onto
the detector.
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Figure 7.12: Simulated ion trajectories in the experimental configuration.
The position of the relevant elements is shown for reference.
In modeling the dynamics of the ion bunches we did not take into account
the inter-ion Coulomb interactions and the space charge effects that, accord-
ing to simulations and results from different experimental set-ups [93], are
of great relevance in determining the dynamical features of the ion beam.
We justify this approximation as follows. In [93] the authors implement a
simulation taking into account the inter-ion interactions because, according
to the experimental ion current, the estimated average number of ions per
bunch is about 35. With our experimental parameters, the average number
of ions per bunch is extremely low, actually less than one. If we assume,
in a first approximation, an efficiency η = 1 of the charge detection system
(the ions detected are all the ions produced), from the integration of the ion
signal shown in fig. 7.10 we have that the accumulation on 106 laser shots
results in about 150 ions. This means that, on the average, on the detector
1 ion impinges every 6 · 103 shots: since the shots repetition period is 50
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µs, we conclude that, on the average, an ion impinges on the detector every
6 · 103 × 50 µs=0.3 s. Since the time of flight of the ions is much smaller
than 0.3 s, we infer that when an ion was created, the preceding one already
reached the detector. In this condition, it is clear that the inter-ion Coulomb
interactions cannot play any role.
The assumption η = 1 suggests that 0.3 s should be regarded as a higher
bound for the average time between the arrivals of two successive ions. In
fact, a more realistic η < 1 implies that the actual ion production rate could
be higher than the observed, and consequently that the arrival time between
the ions could be shorter than 0.3 s. A lower bound for the average time
between two ion arrivals can be estimated from the assumption that all the
ions produced are detected. In this case, the average number of excited atoms
interacting with the ionization beam is about 3 · 104; the peak ionization rate
can be obtained from eq. 4.13 with Iion ≈ 150 mW/cm2: rpeakion ≈ 5 s−1. Since
the ionization pulse duration is around 1 µs, we can estimate a maximum
of about 0.2 ions per laser shot produced, equivalent to 1 ion every about
5 shots, that is 1 ion every about 5 × 50 µs=250 µs. However, also in this
case, the time interval between the arrival of two ions is too low to produce
appreciable space charge effects.
7.4.3 Comparison with the simulated results
The TOF signals have been numerically reproduced according to the procedure
explained in sec. 7.4.2. Figure 7.13 represents the simulated version of fig. 7.10.
The left peak represents the histogram (bin width of 0.1 µs) of the ion creation
times, randomly extracted according to the method explained in section 7.4.2.
The peak on the right, centered around 24 µs, is obtained binning the ionic
arrival times on the first dynode surface of the detector. Similarly to the
experimental ion signal in fig. 7.10, the simulated signal has been fitted with
the function in eq. (6.6), in order to get comparable values of the time of flight
and the ion peak width. We can appreciate the good agreement between the
experimental, 23.82 ± 0.04 µs, and the simulated, 23.93 ± 0.02 µs, time of
flights, suggesting that the numerical model has been able to capture the
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Figure 7.13: Results of the simulation: initial (left) and final (right) ion
temporal distribution. The initial distribution has been obtained according
to the method explained in the text. The simulated ion final distribution is
obtained binning the arrival times on the detector.
main characteristics of the experimental configuration.
The experimental ion TOF value gives, on a flight distance of 15.3± 0.5
cm, an average kinetic energy of the ions of 26.5± 1.8 eV.
We remark that the temporal width of the ion signal is equivalent to an
energy spread ∆E ≈ 2.4 eV. This value cannot be ascribed to the initial
atomic energy spread, estimated on the order of 25 µeV. Actually, the width
of the ion signal is due to the spatial extension of the ionizing laser beam. In
fact, from a numerical computation made with Poisson Superfish and the
potentials of the meshes used during the measurement, it is found that the
ionization takes place in an electric field E0 ≈ 3350 V/m. Accordingly, the
initial ion energy broadening can be roughly estimated by σreE0 ≈ 2.3 eV,
where σR = 660 µm is the FWHM of the ionization laser beam.
In conclusion, we demonstrated the feasibility of an ion beam obtained
by photoionization of a cold and slow atomic beam. This configuration puts
as apart from the mainstream research in the field of the UCIS (ultracold
ion source [49]), where generally photoions are extracted from cold atomic
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clouds in magneto-optical traps. The relatively low atomic density available,
leading to a low number of ions produced, can be mitigated implementing a
transverse compression stage on the atomic beam (for example a 2D MOT)
in order to increase the atomic density. This, of course, would be at cost of
the experimental simplicity.
On the other hand, our experimental configuration (similar, we recall,
to the first inception of these schemes [124]) can be advantageous for its
independence on the need of an acceleration/extraction longitudinal electric
field, since the ions, at the moment of their creation, have already an average
velocity different from zero, that is the contrary of what happens when a
static atomic sample like the one in a MOT is ionized. This could imply a
simplification in the experimental configuration, and the possibility of getting
read of the accelerating electrodes. Another benefit would be the practical
possibility of transferring, without modifications, not only the transverse
but also the longitudinal dynamical features of the atoms to the ions. For
example, in our experiment there would be the possibility to obtain ions
with an average longitudinal energy of only 100 µeV, with an energy spread
of 25 µeV. Such low translational energy charges could be have interesting
applications in probing surface chemistry or in alternative implementations
of ion microscopy.
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Conclusions
In this thesis we reported the production of a Cesium atomic beam by means
of laser cooling techniques and its photoionization. A comprehensive analysis
of the atomic beam has been carried out, based on a variety of diagnostics
such as, fluorescence imaging at different distances from the pyramidal-MOT,
absorption spectroscopy, optical time-of-flight. The results demonstrate that
the atomic beam owns peculiar dynamical properties, in particular in terms
of longitudinal and transverse velocity distribution. The average value of the
longitudinal velocity is on the order of ten m/s, with a spread on the order
of m/s, accompanied by a few mrad divergence: such features motivate the
names “slow” and “cold” we have attributed to our atomic beam. Thanks to
them, the beam can find applications where sources of particles with controlled
and rather homogeneous dynamical properties are required, including atom
lithography, as demonstrated in the past.
The main motivation behind photoionization of the Cesium beam was
to set the basis for exploring the capabilities of the slow and cold beam in
producing an ion beam. This part of the research was carried out within
the frame of a European industry-oriented collaboration (FP7-MC-IAPP
Project ”COLDBEAMS”) aimed at exploiting laser manipulation tools for the
realization of unconventional charged particle beams with superior dynamical
properties. The technology presently used for instance in FIB columns is
in fact based on beams with “thermal” velocity distribution, that leads to
non-monochromatic samples severely suffering chromatic aberration in the
focusing stage.
To this aim, a two-color photoionization scheme has been implemented,
involving resonant excitation of Cesium 6P atoms and interaction with 405
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nm photons. The choice of this scheme has been mostly dictated by its
simplicity, that allows us to get rid of complicated excitation pathways such
as, for instance, those involving highly-excited states. On the other hand,
coherently with the exploration stage of this part of the research, no specific
effort has been devoted to attain dense ion beams. For instance, a low power
laser has been used for ionization, providing some ten mW 405 nm radiation
in the interaction region. Moreover, a small ionization volume has been
realized, that helped to geometrically define the ion production region in the
characterization measurements.
Analysis of the ion yield required to integrate a charge detector into the
pre-existing ultra-high vacuum system. Two different collection geometries
have been used, with the line-of-sight axis either parallel or orthogonal with
respect to the beam longitudinal direction. Rather than looking at the
greatest collection and detection efficiency, the design was inspired by the
requirement of leaving the widest possible optical access, in order to allow for
different measurement configurations. Photoionization was demonstrated and
the rate estimated on the order of about 3 · 106 s−1. The corresponding ion
current is on the order of 0.5 pA, a value which is obviously much smaller
than the typical current of commercial FIB columns based on field emission
ionization from liquid metal sources (LMIS). Achieving a practically usable
ion current was indeed beyond the scope of the present research. We remark
once more that the photoionization rate might easily increase by using more
intense ionization laser beams. Moreover, the flux of the neutral atom beam
might also get larger when implementing trapping lasers with larger power,
as allowed by the present technologies.
A preliminary insight into the dynamical properties of the ion beam has
been given by ion time-of-flight measurements upon pulsed laser ionization.
Interpretation of the results required a careful description of the electric
fields in the collection region, which, while not being optimized by design for
this specific purpose, were numerically simulated. The results demonstrate
that, owing to the peculiar features of the neutral atom beam, the ions
exhibit a rather monochromatic longitudinal energy distribution. In particular
∆Elong = 2.4 eV and ∆Elong/〈Elong〉 ≈ 0.1, essentially limited by the size of
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the ionizing laser beam and by the weak collection field. At present, such
properties are comparable to those of LMIS beams. Furthermore, no evidence
was found for space charge Coulomb effects, as expected due to the charge
yield achieved.
There is a number of improvements which deserve to be tested in the
future, including for instance the design and realization of highly efficient ion
extraction configurations and tight focusing of the ionizing laser beam. They
are expected to improve the ion beam monochromaticity up to unprecedented
levels.
Therefore, we can conclude by stating that the basic idea underlying the
research, i.e., that the dynamical properties of the slow and cold neutral beam
can be transferred, to some extent, to the charged beam, is provisionally con-
firmed within the accuracy allowed by the present, exploratory, experiments.
As already mentioned, further efforts have to be spent in order to achieve
a practically usable ion source with a performance in line, or better, than
what offered by the conventional technologies. Among others, efforts should
be also devoted to investigate and eventually demonstrate the ability of laser
manipulation tools to attain deterministically controlled bunches of ions with
well defined dynamical properties. Such a task can hardly be conceived with
conventional approaches, where the inherently thermal character of the ion
sample prevents a reliable control of the velocity, position and density of
the ion bunch. On the contrary, suitable laser manipulation schemes might
be implemented to achieve deterministic control, in terms of velocity and
number, in the neutral atom source which, once duly ionized, might result in
the realization of ion packets with engineered properties.
From the applicative point of view, the availability of such ion bunches,
controlled at the level of the single ion, might pave the way for innovative
exploitation of the ion beams in single atom technologies, for instance in the
precision doping of materials. The conventional FIBs, where on the contrary
a large beam brightness is searched with a consequently huge flux of charges,
cannot be employed to this aim, which hence would represent a significant
extension of the technique capabilities. Preliminary efforts towards such a
direction, not reported in this thesis, have been already made, for instance
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through the implementation of a pushing laser beam to control the extraction
of cold atoms out of the pyramidal MOT.
The thesis reported also a comprehensive study of optical pumping effects,
which can be regarded, in some sense, as part of those efforts. In fact, properly
designed optical pumping schemes and the engineered creation of “dark” (not
absorbing) states, might be used as an additional handle to control the neutral
atom beam prior and independently of ionization. Optical pumping has been
an important branch of vapor spectroscopy since a long time, fostering a
large variety of researches on alkali atoms. At the best of our knowledge,
however, the thesis brings results allowing an unprecedented accuracy in the
description of the associated phenomena. The reasons lie essentially in the
peculiar features of the atomic beam, for instance in its small longitudinal
velocity (leading to long interaction times) and strong collimation (leading to
negligible Doppler effects). Moreover, the availability of the highly sensitive
and non obtrusive detection system enabled by ionization and charge collection
allowed us to extend the range of investigated parameters (hyperfine transition,
excitation laser intensity) compared to previous investigations based on optical
diagnostics, ensuring neat and reliable results. The quality of the collected
spectroscopy information can be inferred from the excellent agreement with
the theoretical predictions, based on numerical simulations of the interaction
between the laser radiation and a multi-level system accurately describing
the Cesium atom.
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