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Abstract of the Thesis
Analysis of Fluid Flow in Redox Flow Batteries
By
Erfan Asadipour
Master of Science in Energy, Environmental and Chemical Engineering
Washington University in St. Louis, 2021
Research Advisor: Professor Vijay Ramani
Redox flow batteries (RFB) hold great potential for large-scale stationary energy storage.
However, their low energy density compared to other energy storage systems must improve for
feasibility. Electrolyte flow distribution affects current density distribution and providing a
uniform current density distribution is one way to improve RFB performance. Additionally,
reducing the power consumption of the electrolytes’ pump as a source of energy loss in RFB
systems increases their efficiency. Investigating both subjects requires analysis of the fluid
dynamics in RFB cells.
In this thesis, a novel, computationally cost-effective hydraulic-electrical analogous model
(HEAM) was developed to study fluid dynamics by implementing scaling analysis on NavierStokes and Darcy’s equations. The accuracy of the model was tested by comparing it to
experimental data, and it proved to be more accurate than other similar models in the literature.
HEAM demonstrated the deficiencies of flow distribution in interdigitated flow fields (IFF) and
suggested that lower viscous resistance at the flow distribution manifold or higher resistance in the
xiii

parallel channels remedies the flow maldistribution. Further analysis showed that RFBs with IFFs
need lower pump power to operate than those with serpentine flow fields (SFF) with similar
properties. The HEAM may serve as an accurate tool for predicting the electrolyte flow behavior
in RFB cells in future analyses. Moreover, this study indicates numerous ways to improve the
electrolyte flow distribution of RFB cells with IFF and demonstrates the appeal of IFFs despite
their complicated geometry and deficiencies for large-scale RFB applications.
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Chapter 1- Introduction
1.1-

Redox flow batteries: Applications and challenges

Renewable energy sources generate about 11.3% of the electricity produced in USA. Solar and
wind, as renewable energy sources, supply 34% of the USA renewable electricity produced, as
Figure 1. 1 demonstrates. [1] The intermittency of solar and wind energy hinders their widespread
growth and further implementation into the energy production sector. Solar energy is available
during the day and wind energy is only feasible when wind speeds are sufficient to rotate the wind
turbine’s blades. However, the associated lower greenhouse gas emissions obtained when utilizing
the above-mentioned renewable energy sources compared to other common energy sources drives
continued research in this field. Lawrence Livermore National Library (LLNL) energy flow charts
illustrate that the share of solar and wind energy generation increased from 2.16% in 2014 to 3.8%
in 2019, projecting a 75% increase in their share. [1] The intermittency of these sources remains
troublesome, despite their increased share in energy generation. Wind and solar power plants need
to be coupled with electric energy storage devices that can charge when the power generation rate
is higher than its consumption rate, and discharge when additional power is needed to meet the
electrical grid demands. Batteries, including redox flow batteries (RFB), are possible solutions for
providing stable energy storage for solar and wind power plants. [2][3]
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Figure 1. 1. Usage share of solar and wind energy, and other renewable and non-renewable energy
sources in the energy production in USA at years 2014 and 2019. This graph shows an increase in
the share of renewable energy sources, especially wind and solar during this timeframe. (Data are
captured from [1])
Currently, energy storage technologies are too expensive to be integrated with wind and solar
power plants. A recent report by the US Department of Energy (DOE) states that the average of
total cost of current energy storage technologies varies between 450 and 1000 $/kWh. As shown
in Figure 1. 2, this is more than the target cost of 100 $/kWh. [4] Currently, the cheapest energy
storage technology is the Li-ion battery; however, the gap between RFBs and Li-ion batteries is
closing. It is projected that in near future, RFBs can surpass the cost of Li-ion batteries, reach the
2

100 $/KWh cost goal for energy storage devices and be the first feasible grid-scale energy storage
technology to be implemented with solar and wind power plants.

Figure 1. 2. Average of the total implementation project cost of various energy storage systems in
2018. The projected cost for the same systems in 2025 is also illustrated. Currently, the cheapest
energy storage technology is the Li-ion battery. (The data are obtained from [4])
The advantages of RFB systems over other energy storage technologies include a longer lifetime
(15~20 years compared to Li-ion battery’s lifetime of 4~5 years), independent electrolyte storage
and power unit, and convenient sizing of energy components. [2–4] However, they are expensive
due to their low energy density, and high-cost active species. RFB systems also have non-uniform

3

flow, concentration, and current distribution due to their large sizes, which causes lower energy
efficiency. [5]
1.2-

All-vanadium redox flow batteries

Redox flow battery (RFB) consists of two electrolyte reservoirs, placed at the two sides of an
electrochemical reactor, as shown in Figure 1. 3. Electrolytes are pumped continuously in and out
of the reactor, forming reaction cycles. A fraction of reactants convert to products in each reaction
cycle. For a cycle, the extent of each reaction depends on the residence time of the electrolytes in
the reactor and the kinetics of the reactions. A specified ion is responsible for the exchange of
electrons with the external electrical circuit on both sides of the electrochemical reactor; the ionexchange membrane (IEM) allows that ion to pass and blocks other ions. Electrolytes are liquid
solutions in flow batteries. Reactants and products are dissolved in electrolytes for RFBs, as
opposed to hybrid flow batteries (HFBs), where multi-phase reactions occur and the presence of a
solid-phase reactant is necessary for HFB operation. [2,6–8]

4

Figure 1. 3. A schematic of the fundamental operation of RFBs. Positive and negative electrolytes
are pumped into the battery. Electrolytes passing through the electrodes trade electrons via an
external circuit, alongside trading ions through the IEM.
All-vanadium redox flow batteries (VRFBs) are aqueous RFBs, which utilize four different states
of vanadium ions for operation. VRFBs are the most studied RFBs, due to the simplicity of using
various ions of one metal, instead of two or more base chemical compounds, as anode and cathode.
Additionally, anions and cations are dissolved in the same solvent. Hence, the cell is stabilized by
omitting the crossover of electrolytes; a problem occurring when employing different anolytes and
catholytes. [2,5,9] The common solvent is diluted aqueous sulfuric acid for VRFBs. However, the
dissolution of vanadium salt is limited to 1.7 M in this solvent, limiting the energy density of
VRFBs. A couple of studies have suggested various additives for improving the solubility of
vanadium up to 3 M, which leads to more energy-dense VRFBs. [3,10]
The electrochemical reactions of VRFBs are presented in Equations 1.1 and 1.2 for positive and
negative electrodes. As deduced from these equations, the open circuit potential is 1.26V.
Positive: VO2+ + 2H + + e− ↔ VO2+ + H2 O, E 0 = 1.0 V vs. SHE

(1.1)

Negative: V 3+ + e− ↔ V 2+ , E 0 = −0.26 V vs. SHE

(1.2)

VO2+ ions are oxidized to VO2+ ions in the positive half-cell reaction, and V3+ ions are reduced to
V2+ ions in the negative half-cell reaction during the charging cycle. In other words, these ions
transform into their more unstable states with higher energy differences by storing energy or being
“charged”. The unstable ions VO2+ and V2+ take their more stable forms, VO2+ and V3+,
respectively, during the discharging cycle. during this process, energy stored in the ions is released
or the cell is “discharged”.
5

The voltage required to run charging and discharging cycles is the same as the open circuit
potential from thermodynamic point of view. However, applying the open circuit voltage does not
run the cycles in practical applications, as kinetics of redox reactions require more voltage for
charging and loss of voltage while discharging. The difference in applied voltage and open circuit
potential is called overpotential. Butler-Volmer equation is the classic one to describe the kinetics
of redox reactions: [11]
𝛼𝑎 𝑛𝐹𝜂𝑠

𝑖 = 𝑖0 {exp (

𝑅𝑇

) − exp (−

𝛼𝑐 𝑛𝐹𝜂𝑠
𝑅𝑇

𝐸

)} , 𝑖0 = 𝐴 exp (− 𝑅𝑇𝑎 ) , 𝜂𝑠 = 𝑉 − 𝑈

(1.3)

Where i, i0, αa, αc, F, R, T, n, Ea, U, V, and ηs are obtained current density, exchange-current
density, anodic activity coefficient, cathodic activity coefficient, Faraday’s constant, universal gas
constant, temperature, number of electrons transferred, activation energy, open-circuit potential,
applied voltage, and overpotential, respectively. Exchange-current density accounts for the rate of
forward and reverse reactions at equilibrium, which is represented by an Arrhenius expression.
Based on Butler-Volmer equation, the amount of overpotential dictates the kinetics of redox
reactions. Higher temperature, lower activation energy and higher activity coefficient result to
lower overpotential. Lowering overpotential is desirable due to lower power required to charge
and higher power discharged from RFB cells. This improvement leads to higher voltage and energy
efficiency.
As depicted in Figure 1. 4, a simple VRFB system consists of endplates, current collectors, flow
field plates (FF), porous electrodes, gaskets, IEM, and inlet and outlet tubing. Endplates, tightened
to each other by nuts and bolts, are responsible for aligning and contain all the other components
of a VRFB cell. Furthermore, they provide a platform for installing inlet and outlet tubing, which
allows electrolytes to flow in and out of the cell.

6

Figure 1. 4. A schematic of a simple VRFB cell assembly. All parts are tightened to each other
by bolts and nuts.
Electrodes are electrically conductive and porous materials, which enable the electrolyte to trade
electrons with external electrical circuit. The potential difference exerted on the system by the
external circuit enforces the reaction direction in each electrolyte by obligating one side to give
electrons and the other to take them. They are conventionally made out of graphite due to the high
conductivity, stability, and corrosion resistance of this material. However, they possess poor
electrochemical activity in vanadium redox reactions, which increases the overpotential required
to charge and discharge VRFBs and hinders their energy efficiency and power density. [12–15]
Numerous studies have recommended different electrode treatments, such as chemical, [12,15–
22] thermal, [14,19,23] plasma [14] and electrochemical, [20,24] to improve the kinetics of the
redox reaction. Moreover, Several studies have suggested using alternative cheap materials for
electrodes. [25–29] A schematic of the flow field-electrode assembly is illustrated in Figure 1. 5.
7

Figure 1. 5. A schematic of the flow field-electrode assembly. The electrode is compressed against
the flow field and a fraction of the electrolyte, passing through the flow field channels, diffuses in
the electrode.
The path taken by electrons passes electrodes, current collectors, and the external circuit, after
electrochemical reactions take place in electrodes. A mutual ion must transfer between half-cells
and trade electrons, to complete the reaction cycle of the electrochemical cell. Additionally, both
negative and positive reactants must not move from one half-cell to the other. Therefore, the
8

presence of a membrane, enabling this selective ion crossover, is necessary between half-cells.
These membranes are called IEMs. The most common IEMs are cation-exchange membranes
(CEMs) and anion-exchange membranes (AEMs), which allow only protons and specific negative
ions to cross-transfer, respectively. CEMs possess lower ionic resistances due to the higher
mobility of protons. However, crossover of positive vanadium ions are frequent for typical acid
and vanadium concentrations of VRFB electrolytes. AEMs do not permit the crossover of
vanadium ions. However, their ionic conductivity is lower than CEMs, and their chemical stability
has been proven to be unsatisfactory for an expected lifetime of 10~20 years. [30][31] Several
research groups have developed modified CEMs, [32,33] amphoteric membranes [34] and bipolar
membranes [35–37] to overcome the limitations of both AEMs and CEMs.
Flow field designs obligate electrolytes to flow through designed pathways. Several studies have
reported that the presence of flow field plates reduces pump power and improves overall cell
performance. [38–41] The most studied flow field designs are interdigitated flow fields (IFFs),
serpentine flow fields (SFFs), and parallel flow fields (PFFs). These designs are shown in Figure
1. 6. IFFs and PFFs promise a lower pressure drop than SFF, however, the electrolytes flow is
distributed unevenly in these FFs and the residence time of electrolytes in IFF and PFF is less in
comparison to SSF for each reaction cycle. [42–46] It is debatable which FFs are superior at low
current densities, however, it is evident that IFFs lose efficiency more rapidly than SFFs at high
current densities due to ion transport limitations and presence of nearly stagnant zones due to nonuniform flow distribution. Therefore, the optimal flow field design depends on the parameters of
the system for high current densities. [43,46–49]

9

Figure 1. 6. Schematic of channels in a. IFF b. PFF c. single-channel serpentine (SSFF) and d.
multi-channels serpentine flow field (MSFF) designs. Letter e represents a schematic of Cartesian
coordinates directions in the channels.
1.3-

Motivations of studying pressure distribution in RFBs

A key element affecting the performance of RFBs is the FF design. The pressure loss in RFB cells
with IFF are generally less than the ones with SFF for the same active area, as mentioned in Section
1.3. However, electrolytes are maldistributed in RFB cells with IFF; therefore, the electrolyte
(hence, the reactants) are unevenly exposed to the electrode, resulting in unbalanced current
density distribution. [50] Numerous studies have mentioned that improving the uniformity of the
current density distribution enhances the electrochemical performance of RFBs. [49–52]
Therefore, since flow distribution is one of the parameters affecting current density distribution,
this parameter is important to improving RFBs with IFF. Electrolyte pressure gradients dictate the
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path of electrolytes in RFB cells. Hence, understanding the pressure distribution is necessary to
control the flow maldistribution.
Moreover, the power demand of electrolytes pumps affects the efficiency of RFB systems. Several
experimental studies have concluded that pumps are responsible for up to a 10% drop in the system
efficiency of a large-scale VRFB. [53,54] Pump power consumption rate (Ppump) is directly linked
to the overall pressure drop of electrolytes, as Equation 1.4 demonstrates: [55,56]
𝑃𝑝𝑢𝑚𝑝 =

𝑄∆𝑃𝑅𝐹𝐵
𝜂𝑝𝑢𝑚𝑝

(1.4)

Where Q, ΔPRFB, and ηpump are the electrolyte flow rate, the overall pressure drop of the RFB, and
the pump efficiency, respectively. Larger pumps are less efficient, cost more, and consume greater
power rate than smaller ones. [42,57,58] Equation 1.3 suggests that higher pump power is required
for electrolyte flows with larger pressure drop. Previous studies have suggested that pumps cost 514% of the capital cost, [59,60] and 5-14% of the total cost of RFB systems. [61] The target total
cost of energy storage systems is 100 $/KWh, and according to the studies, the total cost of pumps
is at 50-120 $/KWh, exceeding the target limit at the most. Consequentially, reducing the cost and
increasing the system efficiency of RFBs are motivations to study pressure distribution.
1.3.1- Literature review on modeling in RFBs and liquid-phase electrochemical devices
Numerous studies have suggested improvements to RFBs and liquid-phase electrochemical
devices by modeling fluid dynamics. A summary of the studied phenomena and modeling
approaches in literature are presented in Table 1. 1.
Although numerical approaches are more accurate than analytical ones, they are computationally
more costly than analytical ones, and numerical modeling describes the system it was designed
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for. therefore, it cannot predict correlations and trends between dependent and independent
parameters in the system. Multiple parameter adjustments and recalculations are needed to do so,
which results in more time-consuming measures. The flexibility of a model to parameter tuning is
important to studying the target phenomena when stacking or scaling up the system. Therefore,
the focus of this study is to use analytical approaches to model fluid dynamics and pressure
distribution in RFBs.
A couple of studies have utilized analytical approaches to study fluid dynamics in RFB cells, as
Table 1. 1 suggests. However, these studies lack sufficient explanations on fundamental fluid
dynamics. Hence, analytical approaches require more investigation. In this study, a novel
analytical model has been developed to model fluid dynamics in RFBs. Its accuracy is tested with
experimental data and other similar models.
Table 1. 1. List of articles modeling fluid dynamics in RFBs or similar liquid-phase
electrochemical devices.
Reference Studied Phenomena

Modeling approaches

[38]

The effect of geometrical parameters in IFFs on

2-D coupled fluid dynamic,

VRFB cell performance

kinetics and mass transport
simulation, 3-D CFD
model, 1-D fluid dynamics
model

[43]

The performance comparison between SSFF and IFF

Coupled 3-D CFD and mass

designs, flow and state of charge distribution in

transport model

VRFB cells
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Reference Studied Phenomena

Modeling approaches

[49]

Effect of conventional FF, MSFF, and IFF geometry

Coupled 2-D CFD and

on flow distribution and performance of VRFB

analytical kinetics model

Pressure losses and flow rate optimization for a 40-

Analytical electrochemical

cell VRFB stack

and fluid dynamics

[55]

modeling
[62]

Flow rate distribution, flow penetration to the

3-D CFD coupled with

electrode, and their effect on VRFBs with SFF

analytical kinetics model

performance
[63]

Hydrogen evolution in VRFBs

2-D CFD and kinetics
model

[64]

flow and current density distribution, and Zinc

Coupled 2-D CFD, mass

depositions in Zn-Br RFB

transport, and kinetics
model

[65]

[66]

Performance of and temperature distribution in a kW- Coupled kinetics, mass
class VRFB stack

transfer, and thermal model

Developing a model for current density distribution

Coupled CFD, mass

and transient state of charge in VRFBs with AEM

transport, and kinetics
model

[67]

Ion transport through a porous separator in VRFB

Coupled transient 2-D CFD
and mass transport model

[68]

Ion concentration and redox voltage distribution in

Coupled 2-D CFD and mass

VRFBs

transport model
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Reference Studied Phenomena

Modeling approaches

[69]

Velocity, ion concentration, overpotential, and

Coupled 3-D CFD, mass

current density distribution in VRFB cells

transport, and kinetics
model

[70]

Effect of geometrical parameters on current density

Coupled 3-D CFD and mass

and overpotential distribution and cell performance in transport model
VRFBs
[71]

Effect of geometrical parameters on current density

Coupled 3-D CFD and mass

and overpotential distribution and cell performance in transport model
VRFBs with IFF
[72]

[73]

Flow rate distribution, flow penetration to the

Non-dimensionalized 3-D

electrode, and their effect on VRFBs with SFF

CFD coupled with

performance

analytical kinetics model

Concentration and overpotential distribution between

Coupled CFD and mass

cells in a multi-stack VRFB module, with

transport model,

performance modeling

considering transport delay
in stacks

[74]

[75]

Residence time and velocity distribution in VRFBs

Coupled transient CFD and

with IFF

mass transport model

The effect of channel tapering on the pressure drop

2-D dimensionless CFD

and flow distribution in RFBs with IFF

model
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Reference Studied Phenomena

Modeling approaches

[76]

Identifying heat sources, and the effect of electrolyte

Coupled 2-D CFD, mass

flow and current density distribution in the

transport, kinetics, and

performance of VRFB stacks

thermal model

Overpotential, ion concentration and current density

Coupled 2-D CFD, mass

distribution in VRFBs with IFF

transport, and kinetics

[77]

model
[78]

Flow distribution in VRFBs with SFF, and velocity

2-D CFD model

profile in the channels and electrode
[79]

[80]

Pressure distribution in RFBs with Cerium as a

CFD model with the

reactant

turbulent flow approach

The role of the porous electrode on overpotential and

3-D Lattice-Boltzmann

current density distribution in VRFB cells

model for fluid dynamics,
coupled with mass transport
and kinetics

[81]

[82]

The effect of flow rate, ions, and acid concentration

Coupled 2-D CFD, mass

on the performance of VRFBs during the discharge

transport, and kinetics

cycle

model

Flow distribution and pressure drop in VRFBs with

1-D analytical fluid

PFF and IFF

dynamics model, 2-D CFD
model
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Reference Studied Phenomena

Modeling approaches

[83]

Flow distribution and pressure drop in VRFBs with

1-D analytical fluid

PFF, SFF, and IFF

dynamics model, 2-D, and
3-D CFD models

[84]

Operational modes for running a VRFB cell stack,

Coupled analytical fluid

and their effects on the stack’s performance

dynamics, and mass
transport model

[85]

The overall pressure drop, electrolyte flow

Coupled analytical fluid

distribution, and temperature in a VRFB cell stack

dynamics, thermal and mass
transport model

[86]

Flow distribution and electrode flow rate proportion

Analytical fluid dynamics

in VRFBs with SFF

model
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Chapter 2- Research objectives and approaches
The energy density of RFBs hinders the expansion of their large-scale applications. Flow
maldistribution in RFBs is an important reason for non-uniform current density distribution, which
affects the efficiency of RFB systems. Additionally, power consumption rate of electrolyte pumps
is an energy sink. Therefore, the primary goal of this study is to develop an analytical approach to
model the fluid dynamics in VRFB. It addresses the rarity of analytical knowledge to understand
and improve the mentioned issues. Following objectives are defined to reach the overarching goal:
Objective 1: Identifying a set of dimensionless numbers, important to experiment design for
fluid dynamics in and scale-up of the RFBs. A dimensional analysis is performed on the fluid
dynamics of the RFB. A set of dimensionless numbers are identified numbers to design and control
experiments. The effect of each number on the overall pressure drop of RFB cells is investigated.
Objective 2: Modeling the electrolyte flow dynamics in RFB cells with IFF and SFF designs
and identifying the key parameters. Navier-Stokes and Darcy’s are the governing equations to
describe the system. A scaling analysis is performed on these equations to identify key parameters.
A hydraulic-electrical analogous model is obtained from the scaling analysis to model the
electrolyte flow dynamics.
Objective 3: Identifying the key parameters affecting flow maldistribution in IFFs and
suggesting improvements. The hydraulic-electrical analogous model is utilized to predict the
flow distribution in the parallel channels of IFF. Improvements to the flow distribution are
proposed after the key parameters are identified by the model.
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Objective 4: Predicting the overall pressure drop for RFBs with IFF and SFF designs. The
overall pressure drop is predicted for RFBs. It is compared to experimental data to validate the
model. The experimental data are achieved both from the literature and the designed experiments.
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Chapter 3- The analysis of fluid dynamics in the RFB
3.1-

Introduction

3.1.1- Navier-Stokes equations
Navier-Stokes (N-S) equations are a set of differential equations describing the motion of viscous
fluids. They are stated as:
𝜕𝑣𝑥

𝜌(

𝜕𝑇
𝜕𝑣𝑦

+ (𝑣
⃗⃗⃗𝑐 . 𝛻)𝑣𝑥 ) = −𝜌𝑔𝑥 −

𝜌 ( 𝜕𝑇 + (𝑣
⃗⃗⃗𝑐 . 𝛻)𝑣𝑦 ) = −𝜌𝑔𝑦 −
𝜕𝑣

𝑧
⃗⃗⃗𝑐 . 𝛻)𝑣𝑧 ) = −𝜌𝑔𝑧 −
{ 𝜌 ( 𝜕𝑇 + (𝑣

𝜕𝑃ℎ
𝜕𝑥
𝜕𝑃ℎ
𝜕𝑦
𝜕𝑃ℎ
𝜕𝑧

+ 𝜇𝛻 2 𝑣𝑥
+ 𝜇𝛻 2 𝑣𝑦

(3.1)

+ 𝜇𝛻 2 𝑣𝑧

Where ρ, v, Ph, µ, T, and g are the fluid density, velocity vector, hydraulic pressure, viscosity,
time, and gravitational constant, respectively. The subscriptions x, y, and z represent the magnitude
of the assignee vector mirrored on these Cartesian axes. The first term on the left-hand side (LHS)
of each N-S equation accounts for the transient pressure effect, as the second term represents the
impact of inertial forces. The first term on the right-hand side (RHS) expresses gravitational forces
effect, the second term embodies the hydraulic pressure effect, and the last one accounts for the
impact of viscous forces.
N-S equations may be represented in fewer terms than their depictions in Equation 3.1.
gravitational forces and hydraulic pressure terms are combined to form a term called modified
pressure (Pm). Modified pressure is defined as: [87]
𝑃𝑚 = 𝑃ℎ + 𝜌𝑔ℎ

(3.2)

gravitational forces are path-independent and only the flow elevation effects their magnitude.
Therefore, the modified pressure gradient is obtained as:
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∇𝑃𝑚 = ∇𝑃ℎ + ∇𝜌𝑔ℎ = ∇𝑃ℎ + 𝜌𝑔∇ℎ = ∇𝑃ℎ + 𝜌𝑔

(3.3)

Now, N-S equations can be reiterated in fewer terms:
𝜕𝑣

𝜕𝑃𝑚

𝜕𝑣𝑦

𝜕𝑥
𝜕𝑃𝑚

𝜕𝑣

𝜕𝑦
𝜕𝑃𝑚

𝜌 ( 𝜕𝑇𝑥 + (𝑣
⃗⃗⃗𝑐 . 𝛻)𝑣𝑥 ) = −
𝜌 ( 𝜕𝑇 + (𝑣
⃗⃗⃗𝑐 . 𝛻)𝑣𝑦 ) = −
𝑧
⃗⃗⃗𝑐 . 𝛻)𝑣𝑧 ) = −
{ 𝜌 ( 𝜕𝑇 + (𝑣

𝜕𝑧

+ 𝜇𝛻 2 𝑣𝑥
+ 𝜇𝛻 2 𝑣𝑦

(3.4)

+ 𝜇𝛻 2 𝑣𝑧

Moving forward, the modified pressure is called pressure in the body of thesis. Other definitions
of pressure will be mentioned if needed.
3.1.2- Darcy’s law for porous media
The fluid dynamics in porous media is dominated by viscous forces at relatively low flow rates.
Darcy’s experimental law is an established equation to predict the pressure gradient for laminar
flow passing through porous media:
𝜇

𝛻𝑃𝑚 = − 𝐾 𝑣

(3.5)

Where K is an experimental term called the permeability of porous media. Darcy’s law predicts
the dominancy of viscous forces. Additionally, it shows the pressure gradient depends on the flow
average velocity, viscosity, and permeability. However, when the fluid flow rate increases,
microscopic inertial forces grow rapidly. Therefore, the pressure gradient deviates from what
Darcy’s law predicts. Many experimental terms are suggested to account for this deviation. [88]
The most well-known ones are Forchheimer and Brinkman correction terms in the literature.
Forchheimer presented a general correction term to Darcy’s law for fluids at high flow rates in his
article at 1901: [89]

20

𝜇

𝛻𝑃𝑚 = − 𝐾 𝑣𝑝 − 𝛽𝜌𝑣𝑝2

(3.6)

Where β is a coefficient. Numerous studies have investigated the mechanism behind the
Forchheimer term. The latest narrative on what is this mechanism is that the Forchheimer term
represents the microscopic form drag force due to the presence of solid obstacles. [89–92] Ruth
and Ma have the same opinion on what Forchheimer term represents, however, they challenge the
uniqueness of this solution and present complicated solutions. Moreover, they present a similar
dimensionless number to Reynolds number, which considers both the amount of flow rate and the
geometric structure of the porous medium, to evaluate the necessity of Forchheimer term.
However, the classic form of Forchheimer term is still used in the literature due to its simplicity
and accuracy. [38,43,79]
Several studies suggested equations to calculate β. [90,92] However, Joseph’s and Nield’s
modification to Darcy’s law is an established one: [38,93]
𝜇

𝛻𝑃𝑚 = − 𝐾 𝑣𝑝 −

𝐶𝐹
√𝐾

𝜌|𝑣𝑝 |𝑣𝑝

(3.6a)

Where CF is the Forchheimer coefficient. The maximum value of the Forchheimer coefficient is
0.55, however, it can be less than 0.55 if the diameter of solid particles in porous media is in order
of one-tenth of the hydraulic diameter of porous media. [88] In this study, the Forchheimer
coefficient is assumed to be 0.55 due to the high porosity of the electrodes in the RFB systems.
Another facet that Darcy’s law overlooks is the viscous shear stress of the fluid that opposes the
flow. Brinkman introduced a term, adapted from steady state N-S equations, to account for the
above-mentioned effect: [94]
𝜇

𝛻𝑃𝑚 = − 𝐾 𝑣𝑝 + 𝜇́ ∇2 𝑣𝑝
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(3.7)

Where µ´ is the effective viscosity. Brinkman assumed the inertial terms are negligible, therefore,
he only considered the viscous terms in N-S equations. He chose to use the fluid viscosity instead
of the effective viscosity after refuting other available options. However, later studies have stated
that the effective viscosity depends both on the fluid viscosity and the system geometry. [90,95]
Uncertainties and rarity of knowledge on the relationship between geometry and effective viscosity
obligates studies to use the fluid viscosity as the effective viscosity in Brinkmann correction term.
[38,43,79] Here, it is assumed to be the same. Therefore, the corrected Darcy’s law is represented
as:
𝜇

𝛻𝑃𝑚 = − 𝐾 𝑣𝑝 −

0.55
√𝐾

𝜌|𝑣𝑝 |𝑣𝑝 + 𝜇∇2 𝑣𝑝

(3.8)

The necessity of using the modified version for this study is investigated in Section 3.4.
3.1.3- Dimensional analysis
Buckingham pi theorem is an analytical tool developed by E. Buckingham, which describes
important parameters of the studied system in terms of dimensionless numbers (DN). These DNs
provide a basis for experiment design. Empirical equations may be developed by using these
numbers. Dimensional analysis is often used for scaling up or data analysis. [87,96–98]
Based on the Buckingham pi theorem, the number of DNs, which describe the system, is the
number of the variables subtracted by the number of independent units. For example, Mukherjee,
B. et. al. [97] found that nine parameters affect oil droplet size generated during chemical
dispersion of crude oil, and the involved independent units are mass, length, and time. Therefore,
six DNs are sufficient to describe the system and control the experiments with.
3.1.4- Scaling analysis
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Scaling analysis predicts the order of magnitude for involved parameters in modeling. [87,98] For
example, Equation 3.9 is extracted from the fluid continuity equation in a long channel by utilizing
scaling analysis:

𝛻𝑣 = 0 →

𝑣𝑦 𝜕𝑣𝑧
𝜕𝑣𝑥 𝜕𝑣𝑦 𝜕𝑣𝑧
𝜕𝑣𝑥
𝑣𝑥 𝜕𝑣𝑦
𝑣𝑧
+
+
= 0,
= 𝑂( ),
= 𝑂( ),
= 𝑂( )
𝜕𝑥
𝜕𝑦
𝜕𝑧
𝜕𝑥
𝐿 𝜕𝑦
𝑤 𝜕𝑧
ℎ
𝑠𝑐𝑎𝑙𝑖𝑛𝑔 𝑣𝑥

→

𝐿

+

𝑣𝑦
𝑤

+

𝑣𝑧
ℎ

= 0, 𝑡, ℎ ≪ 𝐿 → 𝑣𝑦 , 𝑣𝑧 ≪ 𝑣𝑥

(3.9)

Where L, w, and h are the channel’s length, width, and height, respectively. The performed scaling
analysis suggests that the fluid velocity magnitude in the x-direction is greater than the same in yand z-directions. By the same rationale, the velocity in y- and z-direction is neglected for further
analysis in this document.
3.1.5- Studied flow field designs
The analyses, models, and experiments in this study are implemented on IFFs, SSFFs, and 3channel serpentine flow fields (3SFFs). Figure 1. 6 demonstrates schematic of these flow fields.
IFFs forces the electrolytes to pass through the electrode by making them jump over FF ribs, which
ensures full contact between the electrolyte flow and electrodes. However, as Wang et. al.
suggested, the residence time in IFFs is lower than SFFs, which results in lower reaction extent in
each cycle. [99] Moreover, as mentioned in Chapter 1, it is expected for RFB cells with SFF to
have higher pressure loss than the ones with IFF.
3.2-

Dimensional analysis of fluid dynamics in VRFB

Based on Buckingham pi theorem, the number of DNs describing the system is the number of
variables subtracted by the number of independent units.
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∆𝑃𝑚 = 𝑓(𝑤𝑟 , 𝐾, 𝜇, 𝑣𝑐 , 𝐿, 𝜌, ℎ𝑐 , 𝑤𝑐 , ℎ𝑝 ), 𝑚𝑎𝑠𝑠, 𝑡𝑖𝑚𝑒 𝑎𝑛𝑑 𝑙𝑒𝑛𝑔𝑡ℎ 𝑎𝑟𝑒 𝑢𝑛𝑖𝑡𝑠
→ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠 𝑛𝑢𝑚𝑏𝑒𝑟𝑠 = 9 − 3 = 6
Where wr, wc, vc, L, and hc are the width of ribs, width of channels, velocity in channels, length of
channels, and height of channels, respectively. Finding dimensionless numbers requires a set of
recurring variables. Each variable must provide a dimensionless number when integrated with this
set of recurring variables. To ensure this condition, the criteria for choosing recurring variables
are:
1- Each of the independent units must appear in at least one of the variables.
2- Forming a dimensionless group out of variables within the recurring set must not be
possible.
ρ, vc, and hc are the chosen set of recurring variables. Each variable forms a dimensionless number
by manipulating the recurring variables. MATLAB RREF function is a tool that assists forming
dimensionless numbers out of the set of recurring variables and the target variable. It implements
Gauss-Jordan elimination method on its input matrix to return a reduced row echelon form (RREF)
of the matrix. Each row in the input matrix represents an assigned independent unit, and each
column represents a variable and its dimensions. The RREF function transforms this matrix into
an output matrix, which each variable are compared to the recurring variables instead of the
independent units. The recurring variables must occupy the first columns.
ρ

vc

hc

ΔPm

µ

K

L

wc

hp

Mass

1

0

0

1

1

0

0

0

0

Length

-3

1

1

-1

-1

2

1

1

1

Time

0

-1

0

-2

-1

0

0

0

0
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After implementing RREF function:
ρ

vc

hc

ΔPm

µ

K

L

wc

hc

ρ

1

0

0

1

1

0

0

0

0

vc

0

1

0

2

1

0

0

0

0

hp

0

0

1

0

1

2

1

1

1

𝐸𝑢 = 𝑓 (𝑅𝑒,

𝐾 𝑤𝑟 𝑤𝑐 ℎ𝑐 𝐿
∆𝑃𝑚
𝜌𝑣𝑐 ℎ𝑐
, , , , ) , 𝐸𝑢 =
, 𝑅𝑒 =
2
2
ℎ𝑝 ℎ𝑝 ℎ𝑝 ℎ𝑝 ℎ𝑝
𝜌𝑣𝑐
𝜇
𝑑
̃𝑏 𝑤
→ 𝐸𝑢 = 𝐴́ 𝑅𝑒 𝑎 𝐾
̃𝑟 𝑐 ̃
𝑤𝑐 𝑑 ̃𝐿𝑒 ̃
ℎ𝑐

(3.10)

Where Eu and Re are the Euler number and the Reynolds number, respectively. A representation
of K̃ is by using a DN called compression ratio (CR):
ℎ𝑝

𝐶𝑅 = 1 − ℎ

(3.11)

𝑝,0

Which hp,0 is the uncompressed electrode thickness. Based on the literature, the permeability and
the thickness of porous media has a linear correlation with each other.[38,100] This correlation
leads to the following equations:
ℎ𝑝

𝐾 = 𝐾0 ℎ

= 𝐾0 (1 − 𝐶𝑅)

̃ = 𝐾2 =
𝐾
ℎ

𝐾0 (1−𝐶𝑅)

𝑝,0

𝑝

(ℎ𝑝,0 (1−𝐶𝑅))

𝐾

2

= ℎ20

𝑝,0

(3.12)

1
1−𝐶𝑅

(3.13)

Which K0 is the uncompressed permeability. This representation of K̃ shows the linear relationship
between the permeability and the thickness of electrodes, and a single parameter (CR) substitutes
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two parameters (hp and K) for tuning K̃ . Therefore, it is easier to use for designing and controlling
experiments or predicting the behavior of the system while scaling up.
3.3i.

Assumptions for further analysis of the fluid dynamics in the RFBs
RFB systems are in steady state. The charging and discharging cycles for RFBs usually take
hours, and they reach a steady state in a couple of minutes. Therefore, this assumption is a
strong one for simplification of the modeling process.

ii.

The flow is laminar. Based on the literature, the maximum Reynolds number for the laminar
flow in a round pipe is around 2100. Reynolds numbers between 2100 to 4000 signifies a
transitional flow, and flows with Reynolds numbers beyond 4000 are turbulent. [101] It is
a strong assumption for the RFB cells with IFF due to possessing numerous parallel
channels in their designs, but it can be a weak one for SSFF and MSFF, where the electrolyte
flow passes through one channel and a couple of parallel channels, respectively.

iii.

The entrance region in channels is negligible. In the entrance region, boundary layer, which
viscous forces are dominant, is not fully developed. For a laminar flow, the length of the
entrance region is predicted as:
𝑙𝑒
𝐷

= 0.06𝑅𝑒

(3.14)

The strength of this assumption is investigated in Section 3.2.2.
iv.

The flow velocity vector direction is in the direction of the length of channels (x-direction)
and the velocity gradient direction is in the direction of the thickness and height of channels
(z- and y-direction, respectively). The strength of this assumption is supported by employing
scaling analysis on the fluid continuity equation, as done in Section 3.1.4.
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v.

The pressure gradient in lateral directions is negligible. The strength of this assumption is
supported by implementing scaling analysis on N-S equations, as done in Section 3.3.1.

3.3.1- Scaling analysis on N-S equations
𝜕𝑣𝑥
𝜕𝑃𝑚
𝜌(
+ (𝑣𝑐 . 𝛻)𝑣𝑥 ) = −
+ 𝜇𝛻 2 𝑣𝑥
𝜕𝑡
𝜕𝑥
𝜕𝑣𝑦
𝑆𝑡𝑒𝑎𝑑𝑦 𝑆𝑡𝑎𝑡𝑒
𝜕𝑃𝑚
𝜌(
+ (𝑣𝑐 . 𝛻)𝑣𝑦 ) = −
+ 𝜇𝛻 2 𝑣𝑦 →
𝜕𝑡
𝜕𝑦
𝜕𝑣𝑧
𝜕𝑃𝑚
(𝑣𝑐 . 𝛻)𝑣𝑧 ) = −
(
𝜌
+
+ 𝜇𝛻 2 𝑣𝑧
{
𝜕𝑡
𝜕𝑧
𝜕𝑣𝑥
𝜕𝑣𝑥
𝜕𝑣𝑥
𝜕𝑃𝑚
𝜕 2 𝑣𝑥 𝜕 2 𝑣𝑥 𝜕 2 𝑣𝑥
)=
𝜌 (𝑣𝑥
+ 𝑣𝑦
+ 𝑣𝑧
+𝜇( 2 +
+
)
𝜕𝑥
𝜕𝑦
𝜕𝑧
𝜕𝑥
𝜕𝑥
𝜕𝑦 2
𝜕𝑧 2
𝜕𝑣𝑦
𝜕𝑣𝑦
𝜕𝑣𝑦
𝜕 2 𝑣𝑦 𝜕 2 𝑣𝑦 𝜕 2 𝑣𝑦
𝜕𝑃𝑚
𝜌 (𝑣𝑥
+ 𝑣𝑦
+ 𝑣𝑧
)=−
+𝜇( 2 +
+
)
𝜕𝑥
𝜕𝑦
𝜕𝑧
𝜕𝑦
𝜕𝑥
𝜕𝑦 2
𝜕𝑧 2
𝜕𝑣𝑧
𝜕𝑣𝑧
𝜕𝑣𝑧
𝜕𝑃𝑚
𝜕 2 𝑣𝑧 𝜕 2 𝑣𝑧 𝜕 2 𝑣𝑧
)=−
𝜌 (𝑣𝑥
+ 𝑣𝑦
+ 𝑣𝑧
+𝜇( 2 +
+
)
𝜕𝑥
𝜕𝑦
𝜕𝑧
𝜕𝑧
𝜕𝑥
𝜕𝑦 2
𝜕𝑧 2
{
The second and third rows contain six terms containing negligible vy and vz and two terms of
pressure gradients in y- and z-direction, respectively. Equating these negligible terms to their
respective pressure gradients results in them being negligible too. Therefore, the first row suffices
for modeling the system:

𝜌 (𝑣𝑥

𝜕𝑣𝑥
𝑑𝑃𝑚
𝜕 2 𝑣𝑥 𝜕 2 𝑣𝑥 𝜕 2 𝑣𝑥
)=−
+𝜇( 2 +
+
)
𝜕𝑥
𝑑𝑥
𝜕𝑥
𝜕𝑦 2
𝜕𝑧 2
𝑑𝑃𝑚
𝑑𝑥

=𝜇

𝑑2 𝑣𝑐
𝑑𝑦 2

+𝜇

𝑑2 𝑣𝑐
𝑑𝑧 2

+𝜇

𝑑2 𝑣𝑐
𝑑𝑥 2

− 𝜌𝑣𝑐

𝑑𝑣𝑐
𝑑𝑥

(3.15)

Macroscopic mass conservation equation for RFBs demonstrates that the velocity vector
magnitude for the efflux and influx is equal:
𝜌=𝑐𝑡𝑒

𝑚̇𝑖𝑛 = 𝑚̇𝑜𝑢𝑡 →

𝐴𝑖𝑛 =𝐴𝑜𝑢𝑡

(𝑣𝐴)𝑖𝑛 = (𝑣𝐴)𝑜𝑢𝑡 →
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𝑣𝑖𝑛 = 𝑣𝑜𝑢𝑡

This equation applies the entire flow passage. Therefore, it is assumed that the velocity gradient in
the x-direction equals zero. This conclusion leads to:
𝑑𝑃𝑚
𝑑𝑥

=𝜇

𝑑2 𝑣𝑐
𝑑𝑦 2

+𝜇

𝑑2 𝑣𝑐
𝑑𝑧 2

(3.16)

This equation is used for further analysis in channels of FFs.
3.3.2- Entrance region length
To validate the assumption about the negligibility of the entrance region in FFs, the entrance region
length is calculated through Equation 3.14 for the RFB cells in the lab within their working range.
As demonstrated in Figure 3. 1, the maximum entrance region length for each FF design is around
3% of their respective channels’ length, (overall channel’s length for each FF design is mentioned
in Section 3.7). Hence, neglecting the entrance region is a strong assumption for further analysis.
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Figure 3. 1. The entrance region length for different vanadium electrolyte flow rates in singlechannel serpentine (SSFF), 3-channels serpentine (3SFF), and interdigitated (IFF) flow fields with
25cm2 active area.
3.4- Scaling analysis of the fluid dynamics in VRFB
3.4.1- Analysis of the fluid dynamics in the non-porous medium
The governing equation for the fluid dynamics in the non-porous medium is:
𝑑𝑃𝑚
𝑑𝑥

=𝜇

𝑑2 𝑣𝑐
𝑑𝑦 2

+𝜇

𝑑2 𝑣𝑐
𝑑𝑧 2

By implementing a scaling analysis, Equation 3.18 is produced:
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(3.17)

∆𝑃𝑚
𝐿

𝑣

𝑣

𝑣

𝑣

= 𝜇 ℎ 𝑐2 + 𝜇 𝑤 𝑐2 → ∆𝑃𝑚 = 𝑂 (𝐿 (𝜇 ℎ 𝑐2 + 𝜇 𝑤 𝑐2 ))
𝑐

𝑐

𝑐

𝑐

(3.18)

A DN is formed by dividing the first term over the second one to find the dominant term on the
RHS:
𝑣
𝜇 𝑐2

ℎ𝑐
𝑣
𝜇 𝑐2
𝑤𝑐

=

𝑤𝑐 2
ℎ𝑐 2

=𝑤
̃𝑐 , 𝑤
̃𝑐 =

𝑉𝑖𝑠𝑐𝑜𝑢𝑠 𝐹𝑜𝑟𝑐𝑒𝑠 𝑖𝑛 𝑦−𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛

(3.19)

𝑉𝑖𝑠𝑐𝑜𝑢𝑠 𝐹𝑜𝑟𝑐𝑒𝑠 𝑖𝑛 𝑧−𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛

w̃c is in order of 1 for the most cases studied, therefore, both terms are considered for further
analysis. The governing equation is reiterated as:
𝑑𝑃𝑚
𝑑𝑥

=𝜇

𝑑2 𝑣𝑐
𝑑𝑦 2

+𝜇

𝑑2 𝑣𝑐

(3.20)

𝑑𝑧 2

3.4.2- Analysis of the fluid dynamics in the porous medium
The governing equation for the fluid dynamics in the porous medium is:
𝑑𝑃𝑚
𝑑𝑥

𝜇

= 𝐾 𝑣𝑝 +

0.55
√𝐾

𝜌|𝑣𝑝 |𝑣𝑝 + 𝜇

𝜕2 𝑣𝑝
𝜕𝑥 2

+𝜇

𝜕2 𝑣𝑝

+𝜇

𝜕𝑦 2

𝜕2 𝑣𝑝
𝜕𝑦 2

(3.21)

By implementing a scaling analysis, Equation 3.22 is produced:
∆𝑃𝑚
𝐿

𝜇

= 𝐾 𝑣𝑝 +

0.55
√𝐾

𝑣𝑝

𝜌𝑣𝑝 2 + 𝜇 ℎ

𝑝

2

𝑣𝑝

+𝜇𝑡

𝑝

2

𝑣𝑝

+𝜇𝑙

𝑝

2

(3.22)

DNs are formed by dividing each term over the others to find the dominant terms on the RHS:
𝑣𝑝
ℎ𝑝 2
𝜇
𝑣
𝐾 𝑝
𝑣𝑝
𝜇 2
𝑡𝑝
𝜇
𝑣
𝐾 𝑝
𝑣𝑝
𝜇 2
𝑙𝑝
𝜇
𝑣
𝐾 𝑝

𝜇

𝐷𝑁1 =
𝐷𝑁2 =

{

𝐷𝑁3 =

𝐾

= ℎ2 =

𝐵𝑟𝑖𝑛𝑘𝑚𝑎𝑛𝑛 𝑖𝑛 𝑦−𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛
𝐷𝑎𝑟𝑐𝑦 ′ 𝑠 𝑙𝑎𝑤

𝑝

𝐾

𝐵𝑟𝑖𝑛𝑘𝑚𝑎𝑛𝑛 𝑖𝑛 𝑥−𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛

𝑝

𝐷𝑎𝑟𝑐𝑦 ′ 𝑠 𝑙𝑎𝑤

𝐾

𝐵𝑟𝑖𝑛𝑘𝑚𝑎𝑛𝑛 𝑖𝑛 𝑧−𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛

𝑝

𝐷𝑎𝑟𝑐𝑦 ′ 𝑠 𝑙𝑎𝑤

= 𝑡2 =
= 𝑙2 =
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(3.23)

𝜇

𝐷𝑁4 = 0.55𝐾
√𝐾

𝑣𝑝

𝜌𝑣𝑝

𝐷𝑎𝑟𝑐𝑦 ′ 𝑠 𝐿𝑎𝑤

𝜇

2

= 0.55𝑣

𝑝 𝜌√𝐾

= 𝐹𝑜𝑟𝑐ℎℎ𝑒𝑖𝑚𝑒𝑟

(3.24)

Where DN1, DN2, DN3, DN4 are arbitrary dimensionless numbers. DN1, DN2, and DN3 do not
depend on flow rate and are in the order of 10-4~10-6 for the usual RFBs. These orders of magnitude
justifies neglecting the Brinkman terms. As Figure 3. 2 demonstrates, DN4 is in the order of 100
at the least, which points out the dominancy of Darcy’s law over Forchheimer term. Therefore,
Darcy’s law suffices for describing the pressure gradient in the porous medium:
𝑑𝑃𝑚
𝑑𝑥
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𝜇

= 𝐾 𝑣𝑝

(3.25)

Figure 3. 2. DN4 for different flow rates of the electrolytes for single-channel serpentine (SSFF),
3-channel serpentine (3SFF), and interdigitated (IFF) flow field designs.
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3.4.3- Flow rate proportion in the porous and non-porous media of the flow field
As stated in Assumption v, the pressure at the interface of porous and non-porous media is a
continuous entity. Therefore, the magnitude of pressure gradients in both media must be in the
same order, too:
−𝜇𝑣
̅̅̅
∆𝑃𝑚
𝑣̅𝑐 𝑣̅𝑐
𝑝
= 𝜇 ( 2 + 2 ) = 𝐴1
, 𝐴1 = 𝑎 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑖𝑛 𝑡ℎ𝑒 𝑜𝑟𝑑𝑒𝑟 𝑜𝑓 1
𝐿
𝑤𝑐 ℎ𝑐
𝐾
By applying the properties of the RFBs in the lab, Equation 3.26 is reached:
𝑚𝑙
𝑄𝑐 = 𝐴́1 𝑄𝑝 × 103 , 𝑄 𝑖𝑛 𝑠 , 𝐴́1 = 𝑂(1)

(3.26)

Equation 3.26 demonstrates that more than 99% of the flow in the channel passes the non-porous
medium, and less than 1% diffuse in the porous medium above the channels. This result justifies
the following assumption that the amount of flow passing the electrode above the channels is
negligible. The fundamentals of the hydraulic-electrical analogous model are based on this
assumption. However, the model is modified further to relax the error of this assumption.
3.5-

Hydraulic-electrical analogous model (HEAM)

HEAM is developed by assuming the electrode above the channels acts like an impermeable wall
justified by the small amount of flow diffusing in the electrode. Moreover, it is assumed that the
entrance region is negligible, therefore, viscous forces are the only dominant forces in the channels.
For Round pipes, the Hagen-Poiseuille profile is obtained by applying the Newton’s second law
of motion: [101]
∆𝑃𝑚 𝐷 2

𝑣(𝑟) = (

16𝜇𝑙

2𝑟

) [1 − ( 𝐷 )2 ]
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(3.27)

Where r, v(r), D, μ, and l are the distance of an arbitrary point from the centerline of the pipe, fluid
velocity at radius r, pipe diameter, fluid dynamic viscosity, and pipe length, respectively.
Poiseuille’s Law is achieved by integrating this velocity profile over the cross-sectional area:
𝜋𝐷 4 ∆𝑝

𝑄=

(3.28)

128𝜇𝑙

Where Q is the fluid flow rate. A similar relationship between the fluid flow rate and the pressure
drop is obtained by applying a dimensional analysis on the fluid dynamics in the system:
𝑄 = 𝑓(𝐷, 𝑙, 𝜇, ∆𝑃𝑚 ) →

𝜋𝐷 3 ∆𝑃
4𝜇𝑄

𝜋𝐷 4

𝑙

= 𝐶 𝐷 → 𝑄 = 4𝐶𝜇𝑙 ∆𝑃𝑚

(3.29)

Where C is a constant based on the geometry of the cross-sectional area of the pipe. By comparing
Equations 3.28 and 3.29, it is concluded that C-value is 32 for round pipes. Some C-values for
square pipes are mentioned in Equation 3.30: [101]
𝑎

𝐶 = 31.1, 𝑖𝑓
𝐶 = 29, 𝑖𝑓

𝑎
𝑏

𝑏

= 0.5

= 0.75

{ 𝐶 = 28.5, 𝑖𝑓

𝑎
𝑏

(3.30)

=1

Where a and b are the height and width of the pipe, respectively. The pipe hydraulic diameter
2𝑎𝑏

(Dh= 𝑎+𝑏 ) replaces the pipe diameter in Equation 3.29 for a square pipe. However, the actual
velocity profile differs from what is described here, and portions of the flow diffuse in the
electrode. Therefore, the actual pressure drop is lower than the one predicted by Poiseuille’s law.
To accommodate for the deviation from the pipe assumption, the C-value in Equation 3.29 is
adjusted to a value between zero and C-values for pipes, mentioned in Equation 3.30. This value
is fitted to the data for each FF and electrode design to enhance the accuracy of the HEAM. The
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C-value is the only parameter fitted to the data; other parameters are obtained from FF or
electrolyte properties of studied RFBs.

Figure 3. 3. A schematic of the pipe assumption and the flow velocity profile for round pipes in
laminar, fully developed viscous flow.
Equation 3.29 is sufficient to relate the pressure drop and flow rate in SFF designs. However, an
additional equation is required to link the pressure drop and flow rate in the obligatory path through
the electrode above the ribs in IFF designs. Darcy’s law is the governing equation for the flow
passing through the electrode and is reiterated as:
∆𝑃
𝑤𝑟

𝜇 𝑄

= 𝑘ℎ

𝑝 𝑙𝑟

𝜇 𝑄𝑤𝑟

→ ∆𝑃𝑚 = 𝑘 ℎ

𝑝 𝑙𝑟

(3.31)

Where wr, lr, hp, and k are the width of the ribs, length of the ribs, electrode height, and electrode
permeability, respectively. Figure 3. 4 schematically represents the geometric parameters in IFF
designs.
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Figure 3. 4. A Schematic of the geometry and the flow directions for channels in IFF, from the top
and front view. The left white, right white, and grey area represent inlet channels, outlet channels,
and rib between inlet and outlet channels, respectively.
As Figure 1. 5 shows, Channels in IFF and SFF designs are not straight and bend many times to
ensure electrolytes exposure to the electrodes. These bends cause pressure loss due to forcing fluid
momentum change. These losses are called minor losses. Minor losses are stated in terms of
equivalent length. Equivalent length of a minor loss is defined as the length of pipe of the same
size as the minor loss, that would cause the same pressure drop as the minor loss. Table 3. 1
presents the equivalent length for minor losses in IFF and SFF designs. Length of channels is
corrected by the equivalent length of each bend for pressure loss calculation in HEAM.
Table 3. 1. The equivalent length for minor losses present in IFF and SFF [102]
Minor losses

Equivalent length (Leq/dh)

180˚ return bend

50

90˚ standard elbow

30
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To model the flow in FFs, it is assumed that the flow rate is analogous to the electrical current and
the pressure is analogous to the electrical potential due to their same behavior in series or parallel
channels or electrical circuits. In electrical circuits, the relationship between electrical current and
potential is expressed as:
𝑉 = 𝑅𝑒𝑙 𝐼
where V, I, and Re are electrical potential, current, and resistance, respectively. The same
relationship may be written for Q and ΔP as well:
𝛥𝑃𝑚 = 𝑅𝑣 𝑄

(3.32)

where Rv is the viscous resistance for the respective porous or non-porous medium. The viscous
resistances for the channels and porous medium can be obtained by manipulating Equations 3.29
and 3.31:
𝑄=
∆𝑃𝑚
𝑤𝑟

𝜋𝐷ℎ 4

4𝐶𝜇𝑙

∆𝑃𝑚 → 𝑅𝑐 = 𝜋𝐷

4𝐶𝜇𝑙

𝜇 𝑄

= 𝑘ℎ

𝑝 𝑙𝑟

ℎ

𝜇𝑤𝑟

→ 𝑅𝑝 = 𝑘ℎ

𝑝 𝑙𝑟

4

(3.33)

(3.34)

Kirchhoff’s laws quantify how current flows through and how potential varies in an electrical
circuit. They are described as the following statements:
1- In each node, the sum of the current is zero (ΣI=0).
2- In each loop, the sum of the potential is zero (ΣV=0).
2a-

The potential difference between two nodes is equal to the resistance between them
multiplied by the passing current. (Vij= RijIij)
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2b-

The potential difference is negative while moving co-current and is positive while
moving counter-current.

Figure 3. 5 demonstrates a representation of the HEAM for a 5-channels IFF and a 3SFF. A set of
linear equations is formed by using this representation and Kirchhoff’s laws. The potential of every
node and the current between each is found by solving the described system of linear equations.
Through these analyses, Objective 2 is accomplished.

Figure 3. 5. A HEAM representation for a. 5-channel IFF b. 3-channel SFF (3SFF). Abbreviation
used in figure are: MI: the inlet manifold resistance, C: a set of inlet, rib and outlet channel
resistance, MO: the outlet manifold resistance, CS: a parallel channel in SFF
3.6-

Similar models in the literature

Two similar models were developed for only PFF and IFF designs in the literature. Both studies
establish a set of equations to predict mean velocity and pressure drop in PFF. Subsequently, these
parameters are converted to the ones in IFF by utilizing an equation from Darling and Perry’s
research. [103] summarizes their final formulae. In this study, the accuracy of HEAM is compared
to the accuracy of both models.
Table 3. 2. The pressure drop formulae for PFF and IFF from the literature.
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Reference

PFF set of equations

IFF set of equations

Gerhardt,
Wong, Aziz

∆𝑃𝑃𝐹𝐹 =

64𝜇𝑄𝐿𝑐 (𝑤𝑐 + 𝑤𝑟 )
𝑤𝐹𝐹 𝑤𝑐 ℎ𝑐 𝑑ℎ2

[38]
32𝜇𝑣𝑝 𝐿𝑐
2 + 2 cosh 𝛽
𝜓𝑑ℎ2
)
∆𝑃𝐼𝐹𝐹 = ∆𝑃𝑃𝐹𝐹 (1 +
𝛽 sinh 𝛽
2
3
𝜓 = 1.5 − 2.0330𝑎 + 2.9201𝑎 − 2.5518𝑎
128𝐿2𝑐 𝐾ℎ𝑝
2 =
4
5
𝛽
MacDonald,
+1.4366𝑎 − 0.3806𝑎
𝑤𝑟 𝑤𝑐 ℎ𝑐 𝑑ℎ2
𝑎 = min (ℎ𝑐 , 𝑤𝑐 )⁄max (ℎ𝑐 , 𝑤𝑐 )
Darling
𝑄
𝑣𝑐 = 𝑁𝐴
𝑐
[82,83]
32𝑣𝑐 𝐾 2
𝑃𝐹𝐹: 𝑣𝑝 = 𝐴
𝑐
{
𝑄
𝐼𝐹𝐹: 𝑣𝑝 =
𝑁ℎ𝑝 𝐿𝑐
∆𝑃𝑃𝐹𝐹 =

3.7-

Experimental setup

3.7.1- Differential pressure measurement assembly (DPMA)
As illustrated in Figure 3. 6, the DPMA consists of a differential pressure gauge (DPG) (Dwyer
Capsuhelic differential pressure gauge- series 4000), tubing, and connectors. T-connectors draw
portions of the flow from inlet and outlet of the RFB cell and are guided to the DPG. The
Capsuhelic DPG measures the pressure difference by a fixed-ended silicone rubber diaphragm,
which its center is connected to a precision spring. The high-pressure fluid line is connected to the
front of the diaphragm, while the low-pressure one is connected to the back. The difference in the
applied pressure by both lines deforms the diaphragm, which its displacement at the center is
reported by the gauge indicator attached to the precision spring (A side cross-sectional diagram of
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the Capsuhelic assembly is presented on [104]). This displacement has a linear relationship with
the applied pressure difference, as the pressure distribution is uniform on the diaphragm. [105]
U-shaped tubes are placed before the DPG to host vacuum pump oil between the acidic solution
and metal compartments of the DPG due to their low chemical tolerance to sulfuric acid. Vacuum
pump oil is metal-compatible and immiscible at atmospheric pressures with sulfuric acid.
However, the pressure at the high-pressure line allows sulfuric acid diffusion in the vacuum pump
oil and forces sulfuric acid leakage into the DPG. Additionally, it forces some portion of the
vacuum oil to be forcibly mixed with the electrolytes. Therefore, recharging the vacuum oil is
necessary after a couple of experiments.

Figure 3. 6. DPMA system.
The acid leakage in DPG corrodes the diaphragm, introducing systematic errors. Silicone rubber
is resistant to sulfuric acid; however, the diaphragm support is composed of steel, susceptible to
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sulfuric acid. This corrosion changes the position of the center of the diaphragm, introducing zero
error to the system, as the captured data in Figure 3. 7 illustrates. However, it should not affect the
slope between the reported pressure drop and the flow rate due to the precision spring not being
exposed to the acid and the linear relationship between the diaphragm center displacement and the
applied pressure remaining the same.
The pressure drop of RFB cells is zero if the flow rate is zero. Hence, the regression line of data
in graphs presenting the relationship between the pressure drop and the flow rate must pass the
origin of the graph. Therefore, an approach to omit the zero error is to shift the captured data by
the y-interception of the regression line, ensuring that the regression line passes the origin of the
pressure drop-flow rate graph for each set of experiments.
3.7.2- Sources of errors in measurements
The absence of fluctuations and zero-error due to the misplacement of the indicator in the pressure
and flow rate measurements was evident. The flow rate and the pressure were measured by the
Masterflex L/S- precision tubing pump and the Capsuhelic DPG, with the accuracy of 0.08 ml/min
and 3%, respectively.
3.7.3- The RFB cell
The properties of flow fields, electrolytes, and electrodes in the RFB cell is presented in Table 3.
3. Sigracell GFD4.6EA carbon felt and Sigracell 39-AA carbon paper are utilized as electrodes.
Further information about flow fields and electrolytes in Aziz’s and Messaggi’s experiments are
available in their respective articles. [38,43]
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Figure 3. 7. Pressure drop- flow rate data and their respective regression lines for two different
experimental settings. The zero error of each is shown on each subfigure.
Table 3. 3. The properties of flow fields, electrolytes, and electrodes in the RFB cell
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Parameter

Value

RFB

Active area

25 cm2

FF

Width of ribs

1 mm

Hydraulic diameter of channels

1 mm

Length of channels

4.6 cm

Length of Manifold

5 cm

Length of channels

155 cm

Number of 180˚ return bends

15

Length of channels

55 cm

Number of 180˚ return bends

5

VOSO4 concentration

1M

H2SO4 concentration

3M

Viscosity

3.02 mPa.s

Density

1270 kg/m3

Nominal thickness

4.6 mm

Compressed thickness

4 mm

Permeability (for 24% CR)

65~68 (µm)2

Permeability (for 0% CR)

85~90 (µm)2

Nominal thickness

280 µm

Compressed thickness

230 µm

Permeability

~17.5 (µm)2

IFF

SSFF

3SFF

Electrolytes

Electrode felt

Electrode paper
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Reference

[100]

[38,43]

Figure 3. 8. 25 cm2 RFB assembly.
3.8-

Results and discussions

3.8.1- Investigating the accuracy of the HEAM
HEAM needs to prove its accuracy to be utilized for further analysis. Therefore, its accuracy is
tested by comparing it to the corrected data from designed experiments and the data from the
literature, as illustrated in Figure 3. 9-13. HEAM is sufficiently accurate at predicting pressure
drop for RFBs with SFF design (<25% error), however, it is inconsistent to predict the same for
RFBs with IFF design (Up to 200% error). This inconsistency roots in the modeling of electrodes,
as there are no fitting parameter to relax the error of the model. However, the HEAM accuracy is

44

comparable to CFD models in the literature, showing that it is as reliable as computationally-costly
CFD models at predicting fluid dynamics in RFBs. This result shows the promise of the HEAM
model to be utilized as a cost-effective tool to predict pressure drop and improved with further
research. Table 3. 4 provides a list of C-values used in each HEAM generated for Figure 3. 9-13.

Figure 3. 9. Experimental and predicted pressure drop by HEAM for different electrolyte flow
rates. The data are produced by designed experiments in the lab, and are shifted by the zero error
to ensure the effects of systematic errors are removed. (CF: Carbon felt, SGL 4.6: 4.6 mm thick
electrode)
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Figure 3. 10. Experimental and predicted pressure drop by HEAM for different electrolyte flow
rates. The data are produced by designed experiments in the lab, and are shifted by the zero error
to ensure the effects of systematic errors are removed. (CP: Carbon paper, CF: Carbon felt, SGL
4.6: 4.6 mm thick electrode)
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Figure 3. 11. Experimental and predicted pressure drop by HEAM and CFD models for different
electrolyte flow rates. The data are for flow fields from the Messaggi’s article. [43] (CFD:
Computational fluid dynamics, CP: Carbon paper)
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Figure 3. 12. Experimental, and predicted pressure drop by HEAM and CFD models for different
electrolyte flow rates. The data are for an IFF flow field with the channel size of 1.59 mm × 1.9
mm from the Aziz’s article. [38] (CFD: Computational fluid dynamics, CP: Carbon paper)
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Figure 3. 13. Experimental, and predicted pressure drop by HEAM and CFD models for different
electrolyte flow rates. The data are for a VRFB with IFF with the channel size of 1.59 mm × 1.9
mm from the Aziz’s article. [38] (CFD: Computational fluid dynamics, CP: Carbon paper)
Table 3. 4. C-values for each data.
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Reference- flow field- electrode

C

SSFF- SGL 4.6 carbon felt

6

3SFF- SGL 4.6 carbon felt

12

3SFF- Carbon paper

32

[43]- IFF- Carbon paper

32

[43]- SSFF- Carbon paper

6

[38]- IFF-1.59w- Carbon paper

0

[38]- IFF-0.79w- Carbon paper

7

[38]- IFF-0.25w- Carbon paper
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Additionally, it is important to evaluate whether the HEAM is more accurate than its competitive
analytical models in the literature or not. As Figure 3. 17-14 suggest, the HEAM is more accurate
than MacDonald’s and Aziz’s analytical model. Additionally, as Figure 3. 16-16 suggest, it
predicts that the pressure drop decreases as the cross-sectional area of channels becomes larger,
which the other two models predict the opposite. Equation 3.35 shows how MacDonald’s model
falsely predicts that the pressure drop increases with the cross-sectional area of channels for RFBs
with IFF design. The same is shown for Aziz’s model in Equation 3.36.
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Figure 3. 14. Experimental and predicted pressure drop for IFFs with different channel dimensions
by different models. (Red: 0.79 mm× 1.9 mm- 6 parallel channels, Black: 1.59 mm× 1.9 mm- 4
parallel channels) HEAM is more accurate than Aziz and MacDonald’s models at predicting the
pressure drop in both cases.
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Figure 3. 15. Experimental and predicted pressure drop for IFFs with different channel dimensions
by different models. (Blue: 0.25 mm× 0.25 mm- 10 parallel channels) HEAM is more accurate
than Aziz and MacDonald’s models at predicting the pressure drop.
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Figure 3. 16. Experimental and predicted pressure drop for IFFs with different channel dimensions
by HEAM. (Blue: 0.25 mm× 0.25 mm- 10 parallel channels, Red: 0.79 mm× 1.9 mm- 6 parallel
channels, Black: 1.59 mm× 1.9 mm- 4 parallel channels). It predicts correct trends for the change
in pressure drop with different channel area for blue and black, and blue and red cases; however,
it cannot predict the same relationship for black and red case correctly.
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Figure 3. 17. Experimental and predicted pressure drop for IFFs with different channel dimensions
by Messaggi and Aziz models. (Blue: 0.25 mm× 0.25 mm- 10 parallel channels, Red: 0.79 mm×
1.9 mm- 6 parallel channels, Black: 1.59 mm× 1.9 mm- 4 parallel channels) Both models predict
a false trend for the change in pressure drop with different channel area.
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3.8.2- Improving flow distribution in IFFs
Figure 3. 18 illustrates the flow share of each channel in an RFB with 10-channels IFF, described
in [38] with 0.25 mm wide channels. This figure acknowledges the non-uniformity in the flow
distribution between channels. It encompasses multiple suggestions to improve the flow
distribution in RFBs with IFF design, as designing wider manifold, shorter channels, more
compressed electrodes, and wider ribs. All the suggestions show more uniform flow distributions
than the original flow field design, promising better cell performances.
In general, the HEAM recommends that any modification, leading to increase in the difference
between the manifold viscous resistance and channels resistance, helps the flow distribution.
Therefore, modifications to improve the flow distribution in IFF designs are designing wider
manifold, wider ribs, shorter channels, and further compressing electrodes. However, these
modifications, excluding utilizing wider manifolds, increase the viscous resistance, hence, the
overall pressure drop. This increase in the pressure drop is not desired, therefore, the best option
to improve the flow distribution in IFF designs is to use wider flow distribution manifolds.
These results are consistent with the literature. Maurya et. al discovered that using carbon paper
instead of carbon felts improves the flow distribution in VRFBs with IFF, which resulted in higher
power density for VRFBs using carbon papers than the ones utilizing carbon felts. [49] The aforementioned article does not mention the reasoning behind the phenomena, but the HEAM predicts
that higher electrode compressibility and lower electrode permeability are the cause of it, aligned
with the results of the article. Skyllas-Kazacos group discovered that the flow distribution between
VRFB cells, while stacked, is more uniform where the pressure drop in each cell is higher.
Additionally, the flow is distributed more evenly when wider flow distribution manifold is utilized.
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[85] These results are consistent with the approach of the HEAM towards the flow distribution in
RFBs with IFF designs . Through these analyses, Objective 3 is accomplished.

Figure 3. 18. Normalized flow distribution for the 0.25 mm wide channels IFF in Aziz article [38].
The improvements for each case are a. Changing the manifold width from 0.25 mm to 0.5 mm. b.
Compression of the electrode where its permeability and thickness decreases to 1×10-11 m2 and
0.143 mm, respectively. c. 15 cm long channels instead of 19 cm long channels. d. the width of
the ribs and channels change from 0.79 mm and 0.25 mm to 0.85 mm and 0.19 mm, respectively.
In all cases, the projected flow distribution is improved.
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3.8.3- The overall pressure drop for RFBs with different FF designs
Figure 3. 19-19 illustrate the overall pressure drop prediction of HEAM for the designed
experiments, and the data for the pressure drop of RFBs in Messaggi’s article. [43] All the
compared FFs have the same active area and channel size. These figures demonstrate that RFBs
with IFF designs cause the least pressure drop among the three studied designs. This result is
consistent with different flow rates. Therefore, it is concluded that RFBs with IFF designs require
lower pump work, hence, have an advantage over RFBs with SFF designs. Objective 4 is
accomplished through these analyses.

Figure 3. 19. Comparison of the pressure drop for different flow field designs with the same active
and channel cross-sectional area. The HEAM predicts that the pressure drop of RFBs with IFF
design is lower than the similar with SSFF and MSFF designs.
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Figure 3. 20. Comparison of the pressure drop for different flow field designs with the same
active and channel cross-sectional area for the data from Messaggi’s article. [43] This plot
suggests pressure drop along RFBs with IFF is lower than the similar with SSFF.
3.8.4- Analysis of the effect of different DNs on the overall pressure drop
Identifying the dimensionless parameters and the dependence of pressure drop on them is
important for RFB cell design while stacking and scaling up. The HEAM is a tool to understand
these dependences, therefore, it is utilized to demonstrate the relationship between the pressure
drop and effective dimensionless numbers. The main assumption for the cases that are not fitted
to experimental data is that the C-values remain the same for different scenarios using the same
electrode or the same FF design. This assumption is a weak one, which can be strengthened by
implementing more experimental data and extracting C-values for each case. Nevertheless, the
results presented from implementing the HEAM gives useful insights on the impact of each
dimensionless number on the pressure drop.
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Euler number is the dimensionless number representing the pressure drop. However, plotting it
does not give valuable visual information due to the presence of velocity components in its
denominator. Therefore, the pressure drop is presented as the dependent variable in the upcoming
figures.
3.8.4.1- The Reynolds number
As Figure 3. 21 demonstrates, RFB cells utilizing carbon paper cause more pressure drop than
RFB cells using carbon felts. This result is consistent with different Reynolds numbers and FFs. It
is justified as the permeability and porosity of the carbon paper is less than the carbon felt,
therefore, diffusing in the carbon paper requires more hydraulic pressure than the carbon felts.
Additionally, the maximum Reynolds number in the channels for all the FFs is 700, far from the
transition region, which starts at Reynolds number of 2100. It is another evidence for the strength
of assuming laminar flow in the channels of the cells.
Figure 3. 22 illustrates the pressure drop for different flow fields utilizing the same electrode. RFB
cells with carbon felts seems to have the same trendline, as different FFs have comparable pressure
drop values at the same Reynolds number. However, RFB cells with SSFF are predicted to have
different trendline than the ones with IFFs or 3SFFs utilizing carbon paper. This plot implies that
in case of having a threshold for the Reynolds number while designing an RFB system, IFFs and
MSFFs require lower pump workload than SSFFs to operate.
3.8.4.2- The electrode permeability
Figure 3. 23 demonstrates the predicted pressure drop for different FFs and electrodes with various
electrode compression ratios (CRs- from 10% to 50%). All the setups, except for IFF-CP case, do
not expect notable changes in their pressure drop while compressed. It shows that the CR effects
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thinner electrodes more than the thicker ones for RFB cells with IFF due to the higher mean
velocity above the ribs, hence, significantly increasing the pressure drop with more electrode
compression. Additionally, this result illustrates the dominancy of the pressure drop above the ribs
while utilizing carbon papers.
However, it cannot be concluded that the compression ratio does not affect the pressure drop for
all the cases due to the absence of C-value tuning of the channels pressure modeling for different
setups. The C-value is subject to change when the electrode compression ratio varies. Therefore,
experimental data is required to modify the C-values and assure the validity of this result.
However, it is expected to observe increase in C-value in case of higher compression ratio due to
the difficulty of diffusing in more compressed electrodes.
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Figure 3. 21. The pressure drop for different electrodes utilized at the same flow fields in their
corresponding Reynolds number range. It is evident that in all cases, cells utilizing carbon paper
require more pressure drop for the cell to operate.
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Figure 3. 22. The pressure drop for different flow fields utilizing the same electrode in their
corresponding Reynolds number range. The pressure drop at all the flow fields utilizing carbon
felts are comparable to each other at the same Reynolds number, however, it seems IFFs and 3SFFs
cause less pressure drop at the same Reynolds number compared to SSFF.
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Figure 3. 23. The pressure drop for different flow fields and electrodes with compression ratio of
10%, 20%, 30%, 40% and 50%. Except for the IFF-CP case, all cases are indifferent to the
compression ratio. Increase in the pressure drop with the increase in CR is demonstrated for the
IFF-CP case.
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3.8.4.3- The height of the channels
As Figure 3. 24 demonstrates, the predicted pressure drop decreases with the increase in the height
of the channels for every FF and electrode design. It is due to the increase in the hydraulic diameter
of the channels; hence, the fluid has more space to flow through. Additionally, as Equation 3.30
suggests, higher ratio of channel height and width leads to lower C-values. Therefore, it is expected
for the C-value to intensify the observed trend between the height of the channels and the pressure
drop.
3.8.4.4- The width of the ribs
Figure 3. 25 demonstrates the pressure drop for different FFs and electrodes with various ribs
width. It is assumed that the active area of the RFB cells is the same in each case, therefore, the
summation of channels and ribs width remains the same (2 mm). As Figure 3. 25 suggests, the
predicted pressure drop increases with the increase in the width of the ribs for every FF and
electrode design. This result is justified by the decrease in the hydraulic diameter of the channels
and the increase in the length that the flow is required to jump over the ribs. Additionally, as
Equation 3.30 suggests, higher ratio of channel width and height leads to higher C-values.
Therefore, it is expected for the C-value to intensify the observed trend between the width of the
ribs and the pressure drop. Through these analyses, Objective 1 is obtained.

65

Figure 3. 24. The pressure drop for different flow fields and electrodes with different channel
heights. As the channel height increases, the pressure drop decreases.
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Figure 3. 25. The pressure drop for different flow fields and electrodes with different channels
and ribs width. As the ribs width increases, the pressure drop increases.
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Chapter 4- Conclusions and future directions
4.1-

Conclusions

A main inefficiency of RFBs with IFF design is their non-uniform flow distribution. Moreover, a
major inquiry while scaling up RFBs is electrolytes pump capacity, an energy sink for the system.
Flow field designs influence both flow distribution and pump power consumption rate.
Investigating their effect on the afore-mentioned issues is the first step to improve their design.
The present study focuses on the hydrodynamic aspects of flow fields and provides a model to
examine the pressure distribution in RFBs.
The important parameters effective on the pressure drop in RFB systems is identified, and six
corresponding dimensionless numbers are extracted. These dimensionless numbers are integral to
designing, controlling, and comparing RFB systems.
A model, abbreviated as HEAM, is developed by implementing scaling analysis to predict the
pressure drop and pressure distribution for any flow field design. The accuracy of HEAM is
compared to other analytical and CFD models available in the literature. HEAM has proven to be
accurate in predicting pressure drop for RFBs with SFF design and inconsistent in doing the same
for RFBs with IFF design. However, it is more accurate than other analytical models, and its
accuracy is comparable to computationally-costly CFD models. Therefore, it is more reliable than
its competitive models for further analysis.
HEAM predicts the non-uniformity of the flow distribution in channels of IFF design. Moreover,
it suggests multiple solutions to relax the non-uniformity. These modifications were supported by
the literature. The best suggestion is to design wider manifolds, which improves flow distribution
and reduces overall pressure drop. Additionally, it predicts that RFBs with IFF cause lower
pressure drop than the ones with SFF design. This result is in favor of IFFs, giving them an
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advantage over SFFs. However, this hydrodynamic analysis needs to be coupled with
electrochemical performance of each flow field to obtain the most efficient flow field for each
application.
4.2-

Future directions

The HEAM is developed by using a linear relationship between the pressure drop and the flow
rate. Several publications suggest a parabolic equation using friction factor and dimensionless
numbers to predict pressure drop. [55,76,85] The friction factor is defined to be inversely
proportional to the flow rate in laminar flow regime to preserve the linear relationship between the
pressure drop and the flow rate. However, this approach has the benefit to be more flexible when
there are non-linearity in the data due to turbulence. [87] Integrating this approach to the HEAM
enhances its accuracy. However, non-linearities between the pressure drop and the flow rate
complicates the HEAM linear approach to this relationship. It needs to be overcome by changing
the approach of the model.
The modeling in porous media deviates from experimental data and is a cause for inaccuracy in
predicting IFF pressure drop. Finding more sophisticated models for porous media is a goal that
requires intense literature review and testing different models with experimental data that can be
performed in the future.
In this study, six dimensionless numbers to describe the hydrodynamic of RFB cells are identified
and their effect on the pressure drop is investigated. However, the C-value for each case is not
tuned due to the absence of data. The next step will be to carefully design experiments to find the
change in C-value and implement it in the model for different scenarios. Behavior of dimensionless
numbers gives insights into behavior of electrolyte flow inside RFB cells. Additionally, the results
from experimental studies can be utilized in large-scale applications of RFB systems.
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The HEAM predicts the behavior of electrolyte flow in RFBs. This model can be integrated with
analytical kinetics model to predict the electrochemical performance of RFB systems. The
integrated model can quantify pump power consumption rate and RFB power generation rate and
provide an optimized flow field design for every application.
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