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Abstract
In high-energy ion collisions, a medium governed by strong interactions is created and can be
investigated via the particles produced during the evolution of this medium. Also light (hyper-)
nuclei and their antiparticles are produced. The underlying production mechanism is not un-
derstood but usually described employing two different types of phenomenological models,
the coalescence and the statistical hadronization model. The transverse-momentum differen-
tial production yields of (anti-)helium-3 and (anti-)triton measured in proton–lead collisions
at a center-of-mass energy per nucleon pair of 5.02 TeV with ALICE at the LHC are presented
which complement the measurements in proton–proton and lead–lead collisions. The mea-
surements confirm a smooth evolution of the production yields with the size of the produced
medium. For the first time, a direct comparison of statistical hadronization and coalescence
model predictions with data is performed for the coalescence parameter and the 3He-to-proton
yield ratio. In contrast to the expectation of the coalescence model, the coalescence parameter
obtained from the measurement of (anti-)3He increases with transverse momentum. A new
observable, the 3H-to-3He yield ratio, is measured and its capability to distinguish between
models is discussed. In addition, an upper limit on the production of 4He nuclei based on the
non-observation of candidates is reported.
Zusammenfassung
In hochenergetischen Ionenkollisionen entsteht ein Medium, das von der starken Wechselwir-
kung beherrscht wird und welches durch Teilchen untersucht werden kann, welche im Zuge
der Entwicklung dieses Mediums entstehen. Unter anderem werden auch leichte Atomkerne,
Hyperkerne und ihre Antiteilchen produziert. Der zugrunde liegende Produktionsmechanis-
mus ist nicht verstanden, wird aber ha¨ufig unter Verwendung von zwei verschiedenen Arten
pha¨nomenoclogischer Modelle beschrieben, dem Koaleszenz- oder dem statistischen Hadroni-
sierungsmodell. Die transversalimpulsabha¨ngigen Produktionsraten von (Anti-)Helium-3 und
(Anti-)Tritonen in Proton-Blei-Kollisionen bei einer Schwerpunktsenergie pro Nukleonenpaar
von 5.02 TeV wurden mit Hilfe des ALICE Detektors am LHC gemessenen. Diese erga¨nzen
die Messungen in Proton-Proton- und Blei-Blei-Kollisionen. Die Messungen besta¨tigen eine
gleichma¨ßige Entwicklung der Produktionsrate mit der Gro¨ße des in der Kollision entstande-
nen Mediums. Zum ersten Mal wird ein direkter Vergleich der Vorhersage des statistischen
Hadronisierungs- und des Koaleszenzmodells mit den experimentellen Ergebnissen fu¨r den
Koaleszenzparameter und das Verha¨ltnis der Produktionsraten von 3He und Protonen durch-
gefu¨hrt. Im Gegensatz zur Erwartung des Koaleszenzmodells, nimmt der aus der Messung
von (Anti-)3He erhaltene Koaleszenzparameter mit dem Transversalimpuls zu. Eine neue be-
obachtbare Gro¨ße, das Verha¨ltnis der Produktionsraten von 3H zu 3He, wird gemessen und ihr
Potenzial zur Unterscheidung zwischen den Modellen diskutiert. Außerdem wird eine Ober-
grenze fu¨r die Produktionsrate von 4He-Kernen bestimmt, die auf der Nichtbeobachtung ent-
sprechender Kandidaten beruht.
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1. Introduction
Throughout history mankind developed several ideas to describe the universe and how it was
created. The current cosmological model, the standard Big-Bang model [1], requires very
specific initial conditions which can be provided by introducing the hypothesis of inflation[2].
The evolution of our universe is sketched in Figure 1.1.
Figure 1.1: Scheme of the evolution of the universe in the Big-Bang scenario of the Standard
Model of cosmology provided by the Particle Data Group at Lawrence Berkeley
National Lab in 2015 [3].
The Big-Bang model including the inflation hypothesis postulates that the universe started
from a very dense state, possibly even a singularity with infinite energy density. At such high
energy densities, the fundamental forces described in the Standard model of Particle Physics
[4], i.e. electromagnetism, weak and strong force, are expected to be unified into one single
force described by a Grand Unified Theory (GUT) [1, 5, 6]. This dense state experienced a
1
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very fast expansion reaching energy densities which were low enough that the forces were
separated from each other. This phase is followed by an epoch which was governed by decon-
fined quarks and gluons. Due to further expansion of this medium, called quark-gluon plasma
(QGP), the system cooled down further and got more and more dilute. This development led
to formation of nucleons and other color-neutral particles in which quarks are confined. At
some point in the evolution of the universe a not yet understood process, called baryogenesis
[7], produced a net-baryon asymmetry by violating the baryon number conservation as well
as charge conjugation (C)1 and charge parity (CP) symmetry2 [8]. In addition, the process of
baryogenesis must have been taken place out of thermal equilibrium because otherwise the
process which created a baryon excess would have been balanced by its reverse reaction. Due
to the baryogenesis, a small fraction of matter survived the annihilation with the antimatter
with which it was created during the initial stage of the universe. Thus, it is an important
ingredient to the evolutionary history of our universe since no primordial antimatter in the
universe is observed and the baryon density compared to the photon density is extremely low
[9]. During the further evolution of the universe, light nuclei were formed and their abun-
dances are described by the model of Big-Bang nucleosynthesis (BBN) [10]. It predicts the
abundances of primordial 1H, 2H, 3He, 4He and 7Li, which was one of the starting points for
the invention of the Big-Bang model. The processes of the BBN led to a primordial mass
fraction of about 25% for 4He. The other elements are produced in much lower quantities
relative to the amount of hydrogen. When the nuclei and the electrons combined into atoms,
electromagnetic radiation decoupled from matter. Due to the further expansion of the universe,
this radiation has cooled down to 2.73 K today and can be measured as the cosmic microwave
background radiation (CMB) [11, 1]. Detailed analysis of the temperature and angular power
spectrum of the CMB allow to extract information about the early universe, e.g. its baryon
density [9]. Due to slight density fluctuations in the distribution of matter, which originate
from initial quantum fluctuations, structure formation sets in via gravitational processes. A
more detailed description of the evolution of our universe can be found in [12] and references
therein.
The first few microseconds of the universe after elementary particles have been formed
are an important phase during the evolution of the universe and physicists all over the world
investigate the production and interactions of particles as well as the properties of the QGP.
1If the laws of physics are left unchanged under the change of the sign of all charges, i.e. the electrical charge,
the baryon number, lepton number, the flavour numbers, and the isospin, the underlying theoretical descrip-
tion is C-symmetric.
2If the laws of physics altered under the combination of charge conjugation and at the same time inverting the
spatial coordinates, CP symmetry is violated.
2
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The QGP can experimentally only be produced in ultra-relativistic heavy-ion collisions where
it lasts only for a tiny fraction of seconds (≈ 10 fm/c) before the quarks hadronize. This
lifetime is ultra short compared to the lifetime of the QGP in the early universe which was
about 17 orders of magnitude longer. Also the volume of the medium produced in heavy-
ion collisions is much smaller (a few 10-100 fm3) than the size of the universe comparing
at the moment when the quarks hadronize into color-neutral particles [13]. The process of
hadronization and the production of light (anti-)nuclei in heavy-ion collisions is not yet fully
understood.
Throughout the following chapter, natural units are used which implies that the speed of
light c, the reduced Planck constant h¯ and the Boltzmann constant kB are set to the dimension-
less value of one and thus are omitted in the mathematical formulations.
1.1. Quantum chromodynamics
The interaction of elementary particles is described via four different fundamental forces, i.e.
electromagnetism, weak and strong interaction as well as gravitation. Since gravity has only
a negligible influence on the particle physics processes and is difficult to describe in similar
way as the other forces, the Standard Model of Particle Physics (SM) does only contain the
other three fundamental forces. It describes the interactions of the building blocks of ordinary
matter, i.e. quarks and leptons. The interactions are mediated via the gauge bosons which are
the photons for the electromagnetic, the Z and W bosons for the weak, and the gluons for the
strong interaction. In addition, the Higgs boson is included in the SM which is linked to the
mechanism giving mass to the elementary particles [14, 15, 16]. Despite the fact that effects
from electromagnetism and gravitation are most commonly known from our every day life, the
strong interaction has the largest magnitude. It is responsible for keeping the quarks confined
into hadrons and for the formation of atomic nuclei by binding protons and neutrons together.
The strong force is described by quantum chromodynamics (QCD) which is a non-abelian
relativistic field theory with an explicit local SU(3) gauge invariance. It can be expressed in
terms of the following Lagrangian function
LQCD =∑
q
ψ¯q,k
(
iγµ(Dµ)kl−mqδkl
)
ψq,l− 14G
a
µνG
µν
a with (1.1)
Gaµν = ∂µA
a
ν −∂νAaµ +gs f abcAbµAcν and (1.2)
(Dµ)kl = ∂µδkl− igs Aaµ
(λa)kl
2
, (1.3)
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where ψq,l is the quark field spinor with flavour q and color l and Aaµ describes the gluon
fields of type a. The theory includes three different color and anticolor charges, as well as,
eight gauge bosons, which are called gluons. The gluons themselves carry color charge. The
indices µ,ν label the space-time coordinates. The connection to the spinor space is done using
the Dirac matrices γµ . The interaction of quarks and gluons is decoded in the first part of the
equation which contains the gauge covariant derivative (Dµ)kl with the Gell-Mann matrices
λa. The current masses of the quarks and the coupling constant of the theory are given by
mq and gs, respectively. The gluon field tensor Gaµν contains an additional part (gs f
abcAbµA
c
ν )
compared to the field tensor for photons in quantum electrodynamics (QED) which results
into two self-interaction vertices for gluons, the 3-gluon and 4-gluon vertices. f abc is the
structure constant of the SU(3) which is defined by [λa,λb] = 2i fabcλc. Experimentally only
color-neutral objects can be observed which indicates that colored objects have to be confined
into color-neutral states. This effect, called color confinement, is believed to be caused by the
intergluonic interactions [4]. The process of confinement is not yet fully understood and there
is no analytic proof for its existence. Nevertheless, the concept can be understood by thinking
about the processes happening if one tries to separate a quark-antiquark pair. The quark and
the antiquark will interact via the exchange of virtual gluons. These gluons feel an attractive
interaction due to the gluonic self-interaction which results in a color tube between the quark
and the antiquark. If the distance becomes large enough, the energy density is constant inside
the tube and the energy stored is proportional to the distance of the pair. Thus, the energy
needed to separate the pair becomes increasingly large until a new quark-antiquark pair is
produced.
Another effect caused by the gluonic self-interaction is that interacting particles see a
smaller color charge the closer they come to each other [17]. This effect is called antiscreen-
ing and leads to a decreasing strength of the QCD interactions with increasing energy scale
of the interaction. Due to this decreasing trend of the QCD coupling constant, quarks can be
considered ”free” in the limit of infinitely large energies. A possible characterization of the
energy scale of an interaction is the momentum transfer Q. The behaviour of the strong cou-
pling constant, αS = g2s/(4pi), was confirmed by measuring its value for processes at different
Q as shown in Figure 1.2 [1]. Since QCD is not analytically solvable, the calculation of the
properties of hadrons and processes governed by the strong interaction has to be done using
perturbative or non-perturbative techniques. For processes involving a large momentum trans-
fer Q and the strong coupling constant αS 1, a perturbative approach can be used. At low
energies, the coupling constant become large, αS ≈ O(1), and non-perturbative approaches,
like Lattice QCD (LQCD) [18], have to be used. In LQCD, the calculations are done on a
4
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QCD αs(Mz) = 0.1181 ± 0.0011
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Figure 1.2: Evolution of the strong coupling constant αs as a function of the energy scale given
by the transferred momentum Q. This figure is taken from [1].
discretized Euclidean space-time lattice with a spacing which acts as an ultraviolet cut-off.
The quarks are put on the sites of the lattice while the gluons are placed on the links between
the sites. On this lattice, the path integral, involved in the calculation of the physical quan-
tities of interest, can be solved numerically and the continuum limit of the result has to be
evaluated by extrapolating to the limit of zero lattice spacing. An alternative option to address
QCD phenomena within certain limits is the usage of QCD-inspired models, like the MIT
bag [19] and the Quark-Meson model [20, 21], or effective field theories [22]. In the MIT
bag model, hadrons are treated as color-neutral bags with finite dimensions embedded into
the non-perturbative QCD vaccum. Inside these bags, the quarks are massless and interact
only weakly. The quark and gluon fields are confined to the bag. All the non-perturbative
physics outside the bag is included in one universal quantity, the bag constant, which can be
interpreted as a pressure acting against the kinetic energy of the quarks. In the Quark-Meson
model, the fundamental degrees of freedom are mesons which couple to quarks.
5
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1.1.1. States of QCD matter
Based on the concept of asymptotic freedom, a new state of QCD matter was predicted for
high energy densities reached at high temperatures [23] and/or high net-baryon densities [24].
This state, called quark-gluon plasma, is characterized by quarks and gluons which can be
considered deconfined within the medium. The landscape of QCD matter can be summarized
in the QCD phase diagram sketched in Figure 1.3. At low net-baryon densities and high tem-
Figure 1.3: The QCD phase diagram is sketched including a critical point together with typical
trajectories of heavy-ion collisions at the LHC, at RHIC and at FAIR. The figure
is taken from [25].
peratures, LQCD calculations indicate that the change from hadronic matter to the QGP is of
cross-over type, which means that it takes place without discontinuities in the thermodynamic
quantities or their derivatives. The critical temperature at which the transition takes place is
TC = 155± 1(stat.)± 8(syst.) MeV at vanishing net-baryon density [26] which corresponds
to a critical energy density of about εC = 0.5 GeV/fm3 [27]. At larger densities, first princi-
ple calculations are not possible anymore because the determinant of the covariant derivative
becomes complex and an interpretation as a probability is not possible anymore. As a conse-
quence, different contributions to the process of interest cannot be sampled according to their
probability or importance. Due to this effect, which is called the fermion sign problem [28],
LQCD cannot be applied anymore and QCD-inspired models have to be used. Such models
6
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predict a decreasing critical temperature with increasing density and a first order phase transi-
tion from the hadronic phase to the QGP. Due to the different type of phase transition at zero
and high net-baryon densities, the existence of a critical endpoint is expected. In addition,
the formation of a color superconducting phase had been predicted for high densities and low
temperatures [29, 30] in which quarks form pairs similar to the Cooper pairs known from
electromagnetic superconductors.
The QCD phase diagram can be studied experimentally by the investigation of relativistic
heavy-ion collision. At the Relativistic Heavy Ion Collider (RHIC) at the Brookhaven Na-
tional Laboratory, Upton, New York, in the United States of America or the Large Hadron
Collider (LHC) [31] at CERN near Geneva, Switzerland, this is done for the region of very
high temperatures and small to nearly vanishing net-baryon densities. Thanks to the beam
energy scan program at RHIC [32], a search for the critical endpoint can be performed. The
region of high net-baryon densities will be explored by the future Compressed Baryonic Mat-
ter experiment [33] at the Facility for Antiproton and Ion Research (FAIR), currently under
construction in Darmstadt, Germany. The high net-baryon density which will be accessible
for CBM will allow to perform a search for the critical endpoint and to study the first order
phase transition.
1.2. Heavy-ion collisions
If the energy density produced in relativistic heavy-ion collisions is above εC = 0.5 GeV/fm3, a
deconfined phase of QCD matter, the QGP, is created. At the LHC, its lifetime, which is about
τ = 10 fm/c [34], is long enough to form an equilibrated state but not long enough to study
the properties of the QGP with external probes. As a consequence, either particles which are
produced inside the QGP or particles produced at the very early stage of the collision, which
interact with the QGP, have to be used. The signatures of the QGP carried by these particles
can be modified by interactions in the later stage of collision. Therefore, a good understanding
of the full evolution of the heavy-ion collision is needed. In the following sections, the space-
time evolution of a heavy-ion collision as well as the procedure to determine its initial collision
geometry is described. The collision geometry is an important ingredient to model the initial
conditions of the collision correctly. Afterwards, selected observables used to investigate the
QGP and the other stages of the collision are discussed.
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1.2.1. Space-time evolution of heavy-ion collisions
The space-time evolution of a heavy-ion collision is sketched in Figure 1.4. If the produced en-
ergy density is larger than the critical value at which the phase transition from confined matter
to the QGP takes place, the evolution of the system can be separated into a pre-equilibrium, a
QGP, and a hadron gas phase before the produced particles escape as free streaming particles.
These stages will be discussed in more detail in the following.
Tkin	 Tchem	
Figure 7: Space-time diagram of a heavy-ion collision of two nuclei colliding at time t=0 and longitudinal position z=0
(transverse direction not shown). The evolution goes from a hot-fireball in a pre-equilibrium phase through the formation
of a QGP, followed by a cross-over phase transition to a hadron gas. The fireball formed in the collision emits di↵erent
kinds of particles (indicated by the arrows). The temperatures crossed during the evolution are Tc, Tchem and Tkin. For
further details see text. (Figure courtesy of Boris Hippolyte).
and  s are generally anti-correlated, see Fig. 9. The so obtained spectral shape is a superposition
of the contributions due to the individual thermal sources and is given by
1
mT
dN
dmT
/ mT
Z R
0
I0
 
pT sinh ⇢
Tkin
!
K1
 
mT cosh ⇢
Tkin
!
r dr , (1)
where I0(x) and K1(x) are Bessel functions,mT =
q
p2T + m
2 and ⇢ = tanh 1  r. An example fit to
pions, kaons and protons is shown in Fig. 8 with a common parameter determined by the analysis
of the 0-5% centrality class of the data taken with the ALICE apparatus at
p
sNN = 2.76 TeV [6].
The excesses at low momenta for the pions are due to feed-down from resonance decays (mainly
⇢(770) ! ⇡+⇡ ) which are not yet included in the model. The model assumes boost-invariance
which is near mid-rapidity quite well fulfilled at LHC energy. Note that Equation 1 is integrated
over rapidity y. In principle, one should use a blast wave formula di↵erential in pT and y. This is
briefly discussed in [46].
The comparison of this fit with the previous results from the STAR Collaboration at RHIC is
shown in Fig. 9 below. The ALICE Collaboration observes an approximately 10% higher radial
flow at LHC energies compared to that at RHIC [6].
Blast-wave fits allow a simple phenomenological description of spectra as the model param-
eters are fit to the data. The resulting distributions cannot describe the full collective proper-
10
Figure 1.4: The evolution of a heavy-ion collision with an energy density high enough to form
a QGP. The two nuclei collide at the time t = 0 and the longitudinal position z= 0.
The temperature TC characterizing the system at the transition from QGP to hadron
gas, as well as the one of the chemical, Tchem, and kinetic, Tkin, freeze-out are
indicated. The figure is taken from [35].
Before the collision which takes place at t = 0 fm/c the two nuclei move towards each other
at almost the speed of light and, thus, they are strongly Lorentz contracted. At the initial stage
of the collision, a large number of deconfined quarks and gluons are produced via hard and soft
parton scatterings. These particles interact via inelastic and elastic collisions until the system
reaches a local thermal equilibrium after a proper time τ =
√
t2− z2 of about 1 fm/c. Only
during this initial stage, hard scattering processes between the incoming quarks and gluons
8
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take place and particles can be produced with a large momentum transfer, e.g. heavy quarks
or high-momentum quarks which hadronize and emerge as jets. Quantum fluctuations of the
color charge, e.g. due to fluctuation of the distribution of nucleons inside the nuclear wave
functions or the distribution of the color charge inside the nucleons, lead to event-by-event
fluctuating energy densities. These initial state fluctuations can be investigated e.g. via flow
observables (see section 1.2.3). There are several approaches to model the initial stage of the
collision, e.g. the Glauber [36], IP-Glasma [37], TRENTo [38] and EKRT [39] model. For
the sake of brevity, only the first two of these models, which are frequently used, are briefly
discussed but further information about all the models can be found following the provided
references.
The Glauber model treats the collision as a sequence of binary nucleon-nucleon collisions
where the nucleons are assumed to move on straight lines which remain unchanged by sub-
sequent collisions. In addition, the inelastic nucleon-nucleon cross section is assumed to be
unaltered by the number of previous collisions. Glauber model calculations are performed
in the optical limit [40] which assumes a smooth density inside the colliding nuclei and no
event-by-event local density fluctuations are included. The interaction probability of the two
nucleons in the colliding nuclei A and B is given by the product of the measured inelastic
nucleon-nucleon cross section, σNN, and the nuclear thickness function, TAB. The latter can
be interpreted as the effective overlap area for which a given nucleon from the nucleus A can
interact with a given nucleon of the nucleus B. It is expressed as a function of the impact pa-
rameter of the two colliding nuclei, which is the distance of the centers in the plane transverse
to the beam direction. Thanks to the invention of desktop computers, a simulation approach
for the Glauber model was developed, the Glauber Monte Carlo (GMC)[36]. In the GMC
simulation approach, the nuclei are initialized as uncorrelated nucleons sampled following the
measured density distributions. The impact parameter b between the two nuclei is chosen
randomly following the distribution dσ/db = 2pib where σ denotes the (geometrical) interac-
tion cross section. Two nucleons interact if the Euclidean transverse difference between their
centers is smaller than D =
√
σNN/pi .
Another approach is realized in the IP-Glasma model which combines the impact parameter
dependent saturation model (IP-Sat) [41] with dynamics described by flowing Glasma gluon
fields. The IP-Sat model is used to determine the configuration of the color charges in the
two colliding nuclei by sampling the nucleon positions and the color charge per nucleon. At
high energies, the density of the partons in the hadronic wave functions becomes very large
leading to the saturation of the partonic distributions. This medium can be described by the
Color Glass Condensate (CGC) effective theory [42]. In the collision of the two nuclei, non-
9
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equilibrium matter is produced in which the frozen CGC degrees of freedom are melted and
which develops into a QGP, the so-called Glasma [43].
Due to the internal thermodynamic pressure, the system expands and cools down until the
critical temperature, TC, is reached and the system turns into a hadron gas. Especially, for
collisions at higher net-baryon densities, where the phase transition could be of first order, the
existence of a mixed phase is being discussed [44, 45]. When the rate of inelastic collisions
between the hadrons becomes negligible, the chemical freeze-out takes place at which the
relative abundances of the particle species are fixed. The system at the chemical freeze-out is
characterized by the temperature Tchem, which is found to be 156.5± 1.5 MeV in lead–lead
(Pb–Pb) collisions at
√
sNN = 2.76 TeV at the LHC [46]. The momentum distributions of the
particles might still change due to elastic collisions. The medium expands until it becomes
dilute enough that also elastic collisions cease and the kinetic freeze-out occurs. The resulting
particles freely stream out of the collision zone and are measured with particle detectors or
might decay on the way.
1.2.2. Collision geometry
Due to the extended size of the colliding nuclei, the region in which the nucleons interact de-
pends on the impact parameter b, which is the distance of the centers of colliding ions in the
plane transverse to the beam direction as indicated in Figure 1.5. In the most central collisions,
which corresponds to small impact parameter values, the nuclei collide almost head on. The
overlap region is the largest and, thus, the largest number of participating nucleons3 Npart and
binary nucleon–nucleon collisions Ncoll can be obtained. The overlap region becomes smaller
and less circular the more peripheral the two nuclei collide, i.e. for larger b. Thus, events can
be characterized using the centrality according to the size and shape of the overlap region.
Unfortunately, neither the impact parameter nor the number of participant nucleons or binary
collisions can be measured directly. Therefore, the centrality has to be obtained by measuring
related quantities, like the number of spectator nucleons, i.e. nucleons which have not partici-
pated in the collisions, or the number of produced particles, the charged-particle multiplicity.
The latter is assumed to decrease monotonically with increasing impact parameter which is
confirmed e.g. in [48]. Based on this, the centrality is commonly expressed in centrality classes
by fitting the distribution of the charged-particle multiplicity with a theoretical description ob-
tained from a Glauber Monte Carlo simulation convoluted with a particle-production model
which is based on a negative binomial distribution (NBD) [49]. The production model uses
3A participant nucleon is a neutron or proton from one of the nuclei which collides with at least one of the
nucleons of the other nucleus.
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Figure 1.5: Left: The two heavy ions before the collision with impact parameter b. Right: The
spectators continue unaffected, while in the overlap region interactions take place
[47].
a two-component approach. One component for particles produced in hard initial scattering
processes, which scale with Ncoll. The rest of the particles are assumed to be produced in soft
interactions and, thus, the number is proportional to Npart. The NBD-based model was chosen
because it succeeds in describing the charged-particle multiplicity measured in high-energy
proton-proton (pp) collisions over a wind range of rapidity [50]. This allows to define central-
ity classes as percentiles of the total integral of the charged-particle multiplicity distribution in
Monte Carlo and data. Hereby, the most central collisions are identified with values close to
0% while the most peripheral ones belong to the percentile range close to 100%. For example,
the 5-10% most central collisions are the ones with a multiplicity in between n5 and n10 given
by
∫ ∞
n5
dNev
dNch
dNch∫ ∞
0
dNev
dNch
dNch
= 0.05 and
∫ ∞
n10
dNev
dNch
dNch∫ ∞
0
dNev
dNch
dNch
= 0.1 (1.4)
This is indicated in Figure 1.6 where the amplitude measured in the ALICE V0 detector is
used as a proxy for the charged-particle multiplicity. A more detailed discussion of the deter-
mination of the event centrality can be found in [51].
1.2.3. Signals from the QGP
A personal selection of observables used to investigate the QGP and other stages of a heavy-
ion collision is given in this subsection.
11
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Figure 1.6: The distribution of the charged-particle multiplicity, approximated by the sum of
the amplitudes observed in the V0 scintillators of ALICE, as presented in [52].
The distribution is fitted with a NBD-Glauber parametrization shown as a red line.
The insert shows a zoom of the most peripheral region.
Hard probes
In the initial stage of the collision, scattering processes of partons with a large momentum
transfer lead to the production of particles with high momenta or masses, e.g. heavy quarks
(i.e. charm and beauty quark). These particles propagate through the QGP and, if they carry
color change, interact strongly with its color-charged constituents and thereby lose energy.
This medium induced energy loss can be quantified using the nuclear modification factor RAA
because the production via hard processes is expected to scale with the number of binary
nucleon-nucleon collisions. The RAA is defined as
RAA(pT) =
1
〈Ncoll〉
dNAA/dpT
dN/dpT
, (1.5)
where dNAA/dpT and dN/dpT are the pT-differential yields of the particle measured in A–A
and pp collisions, respectively. 〈Ncoll〉 denotes the mean number of nucleon–nucleon collisions
for the respective collision type, e.g. centrality class, studied.
If there is no medium-induced energy loss, the RAA of hard probes should be equal to unity.
A value below unity is expected for hard probes with color-charged constituents, like high
momentum hadrons or hadrons containing heavy quarks. This expectation is experimentally
12
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confirmed as shown in Figure 1.7 where the RAA as a function of the transverse momentum
(pT) for unidentified charged particles measured in Pb–Pb collisions by CMS and ALICE is
shown. For the charged hadrons (h±) with pT > 8 GeV/c, a strong suppression is observed.
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Figure 1.7: The nuclear modification factor RPbPb of charged particles (h±) measured by
ALICE and CMS in central Pb–Pb collisions at
√
sNN = 2.76 TeV is shown as
a function of the transverse momentum. In addition, the results for the direct
photons, Z and W bosons from CMS are displayed. To indicate the behaviour
coming from cold nuclear matter effects, the RpPb measured in p–Pb collisions at√
sNN = 5.02 TeV by ALICE is presented as well. The figure was taken from [53].
As expected, the nuclear modification is compatible with unity for hard probes which do not
carry color charge or color-charged constituents, i.e. Z and W bosons, as well as photons with
a high momentum. The RpPb, which is calculated using the measured yield in proton–lead (p–
Pb) collisions instead of the Pb–Pb result, indicates the impact of cold nuclear matter effects.
These are mainly the modifications of the parton distribution functions of the neutrons and
protons inside the nuclei as well as the Cronin effect [54]. The later describes the enhance-
ment of high-pT hadrons emitted from nucleons bound in the colliding nuclei. This effect is
caused by multiple interactions of the nucleons in nuclear matter and is responsible for the
peak of the RpPb at pT ≈ 3 GeV/c. The fact that the RpPb is also compatible with unity ensures
that the observed suppression for the charged hadrons is due to energy loss in the QGP and is
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not caused by cold nuclear matter effects. For pT < 8 GeV/c, the charged hadrons are not only
produced via initial hard scattering processes and their production is not expected to scale with
the number of binary collisions anymore. The behavior of the RAA below pT = 2− 3 GeV/c
is governed by collective effects and the hydrodynamic expansion of the medium produced in
the collisions which will be discussed in more detail in section 1.2.3. A good description of the
RAA in the intermediate transverse momentum range (2≤ pT < 8 GeV/c) is given by models
containing in-medium hadronization via quark recombination [55]. As shown in Figure 1.8,
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Figure 1.8: The nuclear modification factors of charged particles (h±) measured by ALICE in
central (0–5%) and peripheral (70–80%) Pb–Pb collisions at
√
sNN = 5.02 TeV are
shown as a function of the transverse momentum. The figure was taken from [56].
the suppression of the RAA is observed to be less pronounced in peripheral compared to central
collisions which indicates a centrality dependence of the parton energy loss [56]. This indi-
cates a lower density of the medium produced in peripheral compared to central collisions.
With the measurements of the RAA for different identified hadrons, the existence of a possible
hierarchy in the energy loss can be investigated. Gluons are expected to lose more energy than
the light quarks (up, down, strange) due to the color factor. In addition, the dead cone effect
[57] leads to a lower energy loss for heavy quarks due to the suppression of gluon radiation
at forward angles for low momenta. According to these considerations, the RAA of hadrons
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containing beauty quarks is expected to be less suppressed than the one of hadrons with charm
quarks, while the one for hadrons containing only light quarks should show a even stronger
suppression. This hierarchy of the RAA is not observed for high pT, where the suppression is
the same within uncertainties. This indicates a vacuum-like parton fragmentation for partons
leading to high-pT hadrons in the final state [58]. For low pT, the expected hierarchy can be
observed for the heavy quarks [59] which are hard probes due to their high mass. Comparisons
of the measured RAA with calculations from different theoretical models containing different
energy loss mechanisms, like gluon radiation and collisional energy loss, provide information
about the properties of medium, e.g. its density via the transport coefficients [60, 61].
Quarkonia
Another observable which is of importance to prove the deconfinement in the QGP is the mea-
surement of quarkonia states composed of heavy quarks and antiquarks, i.e. charmonia (like
J/ψ) and bottomonia. Already in 1986, Matsui and Satz proposed that the suppression of J/ψ
is an unambiguous sign for deconfinement because the color screening mechanism within the
QGP prevents the resonant interaction between charm-anticharm quark pairs to become active
[62]. As a consequence, J/ψ cannot be produced inside the medium anymore and the charm
quark will end up in ”open“ charm mesons, e.g. D mesons. Since the production is still possi-
ble at the boundary of the medium, where the energy density is low, the J/ψ yield is expected
to be suppressed but not completely zero in heavy-ion collisions with a high enough energy
density to from a deconfined medium compared to proton-proton collisions. This behavior
was already observed in measurements at the CERN SPS [63, 64] and RHIC [65, 66]. The
observation of quantitative similar suppression at the SPS and RHIC, which is in contrast to
the expected increase of suppression with increasing collision energy, has lead to two pos-
sible theoretical explanations. On the one hand, the observed yield of J/ψ is only to 60%
caused by direct production of J/ψ , the rest is feed-down from excited charmonium states,
like ψ ′ and χc. According to LQCD calculations, the temperature of the medium produced at
SPS and RHIC could be below the temperature needed to prohibit the production of J/ψ but
the formation of excited charmonium states could have been prevented. Thus, the observed
suppression at the SPS and RHIC could be caused by the suppression of the feed-down from
excited charmonium states [67]. On the other hand, the production of charm and anticharm
quark pairs is abundant at RHIC energies, which could lead to regeneration of the J/ψ signal
via formation at the hadronization stage due to pairs of charm and anticharm quarks originat-
ing from different hard scattering processes [68, 69, 70]. The observation of a less suppressed
J/ψ yield at the LHC compared to the observations at the SPS and RHIC, which is shown in
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Figure 1.9: The RAA of inclusive J/ψ measured in Pb–Pb collisions at
√
sNN = 5.02 TeV by
ALICE is shown in comparison to ALICE measurement at
√
sNN = 2.76 TeV and
the PHENIX results in Au–Au collisions at
√
sNN = 0.2 TeV at forward rapidity.
Figure 1.9, as well as, the measurement of positive elliptic flow4 of J/ψ favors the regenera-
tion picture [71]. The high collision energy provided by the LHC allows for detailed studies
of bottomonium states in addition to the already discussed charmonium states. The suppres-
sion of excited quarkonium states sets in at different temperatures depending on their binding
energies which leads to the expectation of stronger suppression for increasingly higher-mass
excited states [72]. As shown in Figure 1.10, this expected behavior is observed for both, the
charmonium and bottomonium states measured at the LHC [73].
Radial and anisotropic flow
The measurement of hadron spectra and elliptic flow at RHIC indicated that the QGP acts like
a almost ideal fluid [74]. After a quick thermalization, the dynamics of the medium produced
in the collision can be described using a relativistic hydrodynamic description. The medium
undergoes a rapid collective expansion caused by the thermal pressure inside the medium
which acts against the surrounding vacuum. This collective flow can be observed as radial
4The elliptic flow is the second harmonic coefficient of the azimuthal Fourier decomposition of the invariant
yield with respect to the reaction plane, as discussed in section 1.2.3
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Figure 1.10: The sequential suppression pattern of S-wave quarkonium states is shown via the
RAA observables as a function of the binding energy of the individual quarkonium
states measured in Pb–Pb collisions at
√
sNN = 2.76 TeV [73].
and anisotropic flow. Due to radial flow the maximum of the transverse-momentum spectra
of hadrons is pushed to higher momenta when going from peripheral to central collisions.
The bulk of the hadrons, emitted from the medium at the kinetic freeze-out, will flow with a
common average transverse velocity 〈βT〉. This common average transverse expansion veloc-
ity, as well as the kinetic freeze-out temperature, Tkin, can be extracted from the pT-spectra
of different hadron species by simultaneous fits with a simplified hydrodynamical model, the
Boltzmann-Gibbs Blast-Wave model [75]. According to the Blast-Wave model, the invariant
yield of a given particle species is given by
E
d3N
d3p
≈
∫ R
0
mTI0
(
pT sinh(ρ
Tkin
)
K1
(
mT cosh(ρ)
Tkin
)
rdr, (1.6)
where mT =
√
m2+ p2T is the transverse mass. Here, I0 and K1 are the modified Bessel func-
tions and the velocity profile ρ can be expressed as
ρ = tanh−1βT = tanh−1
[
βs
( r
R
)n]
, (1.7)
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where βs denotes the transverse expansion velocity at the surface and n is the exponent of the
velocity profile. The radial distance in the transverse plane is expressed as r and R is the radius
of the medium. The correlation between Tkin and 〈βT〉 obtained from simultaneous fits of the
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Figure 1.11: The evolution of the average expansion velocity (〈βT〉) and kinetic freeze-out
temperature (Tkin) from the simultaneous Boltzmann-Gibbs Blast-Wave fit to the
pi±, K± and p(p¯) spectra measured in Pb–Pb collisions at √sNN = 2.76 TeV and
5.02 TeV by ALICE. The correlated uncertainties from the global fit correspond-
ing to 1σ uncertainties are shown as ellipses [76].
pT-spectra of pions, kaons and protons measured in Pb–Pb collisions at
√
sNN = 2.76 TeV
and 5.02 TeV by ALICE is shown in Figure 1.11. The mean transverse velocity is observed
to increase with centrality, while Tkin decreases at the same time. This is compatible with a
shorter lived fireball with stronger radial pressure gradients in peripheral collisions [77].
Another effect observed for many different particle yields are azimuthal angular anisotropies
in (non-central) collisions. They are characterized by the coefficients vn of the Fourier expan-
sion of the invariant yield with respect to the reaction plane:
E
d3N
d3p
=
1
2pi pT
d2N
dpTdy
[
1+2
∞
∑
n=1
vn cosn(ϕ−ΨRP)
]
. (1.8)
Here, E, p and y denote the energy, momentum and rapidity of the particle, while ϕ is its
azimuthal angle. The reaction plane is defined by the beam axis and the impact parameter
of the collision. The Fourier coefficients are given by vn = 〈cos(n(ϕ −ΨRP))〉, where the
average is done over all particles in all events. The reaction plane is not measurable but it can
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be estimated e.g. using directly the anisotropic flow itself via the event-plane method. The
event-plane angle Ψn is determined from the n-th harmonic via
Ψn =
1
n
(
tan−1 ∑i
wi sin(nϕi)
∑i wi cos(nϕi)
)
, (1.9)
where i is the index for the particles used in the event plane estimation and wi are weights
which are chosen such that the reaction plane resolution is optimized. A detailed discussion
of the methods which can be used to evaluate the anisotropic flow coefficients can be found
in [78]. In non-central collisions, the geometrical overlap region has an almond-like shape
which results in an anisotropic initial matter distribution. Due to the interactions of the parti-
cles inside the medium, this spatial anisotropy is converted into a momentum anisotropy via
multiple collisions, and it is expected to be measurable as non-zero even Fourier coefficients.
Due to event-by-event fluctuations of the initial energy density, the shape of the events deviate
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Figure 1.12: pT-differential v2 for pi±, K±, K0s , φ , p+p andΛ+Λmeasured in 10–20% central
Pb–Pb collision at
√
sNN = 5.02 TeV by ALICE [79].
from the ideal symmetric almond shape, which causes also odd Fourier coefficients to be non-
zero. In Figure 1.12, the pT-differential v2 for pi±, K±, K0s , φ , p+ p and Λ+Λ measured in
10–20% central Pb–Pb collision at
√
sNN = 5.02 TeV are summarized. For pT < 2−3 GeV/c,
a mass ordering of the v2 is observed, i.e. the v2 of lighter particles is larger than the value
for heavier particles. In addition, a grouping in mesons and baryons is found above pT = 3
GeV/c, which favours the hypothesis of particle production via quark coalescence [80]. The
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crossing between baryon and meson v2 depends on the centrality and is connected to a larger
radial flow in central compared to peripheral collisions. A similar behaviour is also observed
for v3 and v4 [79]. The vn coefficients are related to the equation of state of the medium and
its thermodynamic transport coefficients, e.g. v2 is sensitive to the shear viscosity to entropy
ratio (η/s) [81]. The latter is found to be small which indicates that the QGP can be treated
as an almost ideal fluid (η/s≈ 0).
Particle correlations
In heavy-ion collisions, the size and the expansion rate of the medium at the moment of the
decoupling of the particles from it can be measured via the correlation of two or more par-
ticles. The traditional way to perform such femtoscopy analyses, which is often denoted as
Hanbury Brown-Twiss (HBT) intensity interferometry [82], is via correlating two identical
bosons, e.g. photons or pions, and exploits the Bose-Einstein enhancement of identical bosons
emitted close by in phase space [83]. Femtoscopic analyses allow to determine the width of the
distribution of the relative separation between the places of emission, which are often denoted
as HBT radii. In general, the HBT radii do not correspond the total size of the medium but the
dimensions of the homogeneity region which is the size of the region that contributes to the
particle spectrum at a particular momentum p. These radii are calculated in the longitudinally
co-moving system, in which the longitudinal pair momentum vanishes, and are decomposed
into three components, Rout, Rside, and Rlong. Following the Bertsch–Pratt convention [84, 85],
the “out” axis points along the pair transverse momentum, the “side” axis is perpendicular to
it in the transverse plane, and the “long” axis along the beam. The measured quantity is the
two-particle correlation function, C(k∗), which can be obtained by comparing the measured
distribution of the relative momentum difference of the two particles, k∗ = |p1−p2|/2, with
the corresponding distribution obtained from uncorrelated pairs. The k∗ distribution of uncor-
related pairs are usually obtained using an event-mixing technique by combining each particle
in a given event with each particle in several other events. Thus an appropriate normalisation
factorN is needed. The correlation function can be fitted taking into account the two-particle
interaction kernel Ψ and the two-particle source function S via the Koonin-Pratt equation [86,
87]:
C(k∗) =N
Nsame(k∗)
Nmixed(k∗)
=
∫
S(r)|Ψ(k∗,r)|2d3r (1.10)
The source function S can be interpreted as the probability density for the emission of a pair
of particles with a given relative momentum, k∗, and space-time separation, r. For heavy-ion
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collisions, it is usually approximated with a Gaussian function depending on the HBT radii.
The kernel contains the information about all possible interaction between the two particles. In
the simplest case of two non-interacting particles it can be identified as the pair wave-function.
For two charged pions, the Coulomb interaction and strong final state interactions have to be
taken into account and |Ψ|2 is given by the Bethe-Salpeter amplitude [88]. The HBT radii
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Figure 1.13: The femtoscopic radii as a function of the measured mean charged-particle mul-
tiplicity density for a number of collision systems and collision energies [89, 90,
91, 92] are compared at the value of the average transverse pair momentum 〈kT〉
closest to 0.4 GeV/c. Systematic uncertainties are shown where available. A lin-
ear fit to the heavy-ion data, excluding the ALICE results, is shown as a dashed
line with a 1σ contour indicated by the dotted lines.
are observed to scale approximately linearly with the cubic root of the number of participant
nucleons, N1/3part , and with the cubic root of the final state mean charged-particle multiplicity
density, 〈dNch/dηlab〉1/3 [83]. As summarized in Figure 1.13, the charged-particle multiplicity
dependence of the femtoscopic radii was observed to be a universal trend for the measurements
at all collision energies. The ALICE result deviates from this universal scaling behaviour for
the out and side direction because of modifications of the freeze-out shape [93]. A similar
scaling behaviour is observed by the ALICE collaboration also in pp and p-Pb collisions [94]
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but with significantly different parameters. A detailed discussion of the techniques and the
theoretical background of femtoscopy in heavy-ion collisions can be found in [83].
By fixing the source function to the one observed in different femtoscopic studies, e.g. pion
femtoscopy, other particle correlations can be used to investigate elastic interactions between
the particles, e.g. for pΞ−. The first observation of an attractive strong interaction between the
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Figure 1.14: The correlation functions of p−Ξ− as a function of k∗ [95] is compared to the
expectations for Coulomb-only interactions and Coulomb plus an additional at-
tractive strong interaction provided by the HAL-QCD collaboration [96]. Sta-
tistical and systematic uncertainties are indicated by vertical bars and boxes, re-
spectively. The contribution from misidentified p−Ξ−-pairs is estimated via a
sideband analysis and shown as dashed line.
proton and Ξ−, a multi-strange baryon, has been reported by the ALICE collaboration [95].
Figure 1.14 clearly shows that the measured correlation function deviates from the expectation
taking only Coulomb interaction into account which indicates the presence of an additional
attractive strong interaction. The measured correlation function is found to be consistent with
the expectation calculated employing lattice QCD by the HAL-QCD collaboration [96] and
constrains the modeling of neutron stars containing hyperons to stiffer equations of state. A
hyperon is baryon containing one or more strange quark but no charm, beauty or top quark.
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collisions
The production mechanism of primary light (anti-)nuclei and (anti-)hypernuclei, i.e. (anti-)
nuclei containing at least one (anti-)hyperon, in ultra-relativistic ion collisions is one of the
open puzzles in high-energy physics. It cannot be calculated from first principles in QCD
and, thus, two different classes of phenomenological models are often employed. On the
one hand, the statistical hadronization model (SHM) describes particle yields, including the
yields of light nuclei, over a wide range of energies in AA collisions [97, 46]. SHM fits to
the abundances of different particle species measured in the same data set allow to extract the
properties of the medium at the moment when the particle abundances are fixed, i.e. at the
chemical freeze-out.
In heavy-ion collisions, the grand canonical formulation of the statistical hadronization
model is commonly used, which is very successful in describing the measured yields of
hadrons and nuclei. Figure 2.1 shows the comparison between three different implementation
of the SHM, i.e. the GSI-Heidelberg model [46], THERMUS [98], and Statistical Hadroniza-
tion with Resonances (SHARE) [99], and the integrated yields for different hadron species
measured in 0–10% central Pb–Pb at
√
sNN = 5.02 TeV by ALICE. For all model fits, the
baryochemical potential, which expresses the imbalance between matter and antimatter, was
set to zero. This assumes a perfect balance which is indicated by the yield ratios of parti-
cles and antiparticles which are consistent with unity at the LHC. A good overall agreement
covering many orders of magnitude is observed with a chemical freeze-out temperature of
Tchem = 152± 2 MeV which is slightly lower than the values of Tchem = 156.5± 1.5 MeV
found in Pb–Pb collisions at
√
sNN = 2.76 TeV [46]. In a recent publication [100], the de-
viation of the theoretical description from the measured proton yield in Pb–Pb collisions at√
sNN = 2.76 TeV by about 2.7 standard deviations was resolved by considering resonant and
non-resonant piN and pipiN interactions. For the theoretical description of the measured par-
ticle yields in smaller systems, the grand canonical ensemble implementation of the SHM
has to be changed to the canonical statistical hadronization model (CSM). In the canonical
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Figure 2.1: Abundances dN/dy for different hadron species, which were measured at midra-
pidity with ALICE in 0–10% central Pb–Pb collisions at
√
sNN = 5.02 TeV, are
compared to the expectations from three different statistical hadronization model
implementations [46, 98, 99]. The temperature and volume corresponding to the
best fit result are listed in a table shown in the upper most panel. The mid panel
shows the relative difference between the model expectation and the measurement
compared to the model expectation, while the lower panel reports the same differ-
ence in terms of the uncertainty on the measured abundances.
ensemble version, the exact conservation of charges, like the baryon and strangeness num-
ber, within a correlation volume Vc is taken into account [101], while for the grand canonical
description these charges are only conserved on average. A more detailed discussion of the
statistical hadronization model will be given in section 2.1. Despite the good agreement of the
SHM model prediction with the measured yield of light (anti-)nuclei, it is hard to understand
how light nuclei, which have separation energies in the order of at most a few MeV, remain
bound during the hadronic phase with temperatures between Tchem = 156.5± 1.5 MeV and
Tkin = 89− 164 MeV [76]. One possible explanation could be that disintegration and regen-
eration of light (hyper-)nuclei and their antiparticles compensate each other and the overall
number of (anti-)nuclei remains constant during the hadronic phase. This approach was re-
cently discussed within the framework of the Saha equation [102], making use of the analogy
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between the Big Bang and heavy-ion collisions at the LHC. A similar strategy was employed
in [103], where a hybrid model was used to study the deuteron production at the LHC. In
this hybrid model, a relativistic hydrodynamic description is used for the evolution of the
QGP until chemical freeze-out at Tchem = 155 MeV. For the further description of the medium
produced in the collision a non-equilibrium hadronic transport model [104] was used. The
authors claim that pid↔ pipn reactions after the chemical freeze-out lead to deuteron yields
close to that expected from the SHM in Pb–Pb collisions no matter if deuterons are produced
at the end of the QGP phase or not. A more speculative approach is that (hyper-)nuclei and
their antiparticles are produced as compact, colorless droplets of quark matter with quantum
numbers of the final state hadrons [46]. Unfortunately, no predictions employing this idea are
available until now.
On the other hand, the coalescence of protons and neutrons, which are close by in phase
space, has been proposed as production mechanism of light (anti-)nuclei [105]. This process is
typically quantified based on the coalescence parameter BA which is linked to the coalescence
probability to produce a nucleus of mass number A. It is defined via
EA
d3NA
dp3A
= BA
(
Ep
d3Np
dp3p
)A ∣∣∣∣∣
~pp=
~pA
A
(2.1)
where Eid3Ni/dp3i with i = A, p are the invariant yields of the nucleus and the proton, respec-
tively. The coalescence parameter can be calculated from the overlap of the Wigner function
of the nucleus and the phase-space distributions of its constituents [106, 107].
Both the thermal-statistical and the coalescence approach result in similar predictions [109].
As presented in Figure 2.2, recent studies [106] suggest a sizeable difference between the sta-
tistical and the coalescence model expectations for the coalescence parameter as a function of
the mean charged-particle multiplicity density at midrapidity, 〈dNch/dηlab〉, for 3He and even
more significantly for 3ΛH. Previous measurements in pp [110] and Pb–Pb [111] collisions by
ALICE have shown a trend towards a more coalescence like B3 for low mean charged-particle
multiplicity densities, while it approaches a more thermal behaviour at larger 〈dNch/dηlab〉.
The transition seems to take place at 〈dNch/dηlab〉 accessible in p–Pb or peripheral Pb–Pb
collisions.
The measurement of nuclei in pp and p–Pb collision also contribute significantly to the
indirect searches for segregated primordial antimatter and dark matter via satellite-borne in-
struments, such as AMS-02 [112]. These experiments search for excesses in the measured
antinuclei yields above the secondary antinuclei background from pp and p–A collisions in
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Figure 2.2: The expectations for the coalescence parameters for deuterons (upper left panel),
3H (upper right panel), 3He (lower left panel), and 3ΛH (lower right panel) from
the coalescence approach and a combination of the GSI-Heidelberg SHM with the
Blast-Wave model are shown as a function of the mean charged-particle multiplic-
ity density [106, 108]. The dashed-dotted line in the lower right panel corresponds
to the coalescence prediction for 3ΛH with a larger radius. In addition, the available
measurements in pp and Pb–Pb collisions by ALICE are added for comparison.
This figure is taken from [108].
the interstellar medium which can be predicted using the coalescence parameter measured at
the LHC.
The particle production in heavy-ion collisions can be separated into two different contribu-
tions. Primary particles are produced in the collision itself and are of interest in most analyses.
In addition, particles can be produced in decays of heavier particles and via interactions with
the beam pipe and the detector material. These particles are called secondary particles. For
nuclei, the main source of secondary nuclei is the production in spallation reactions of primary
particles with the detector material which leads to the ejection of fragments as discussed in
section 2.3. In addition, secondary (anti-)nuclei can be produced by the weak decay of heavier
(anti-)(hyper-)nuclei, e.g. the decay of (anti-)hypertriton produces deuterons, 3H and 3He.
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2.1. Statistical hadronization models
The Statistical Hadronization Model, also called thermal model, is based on the assumption
that the QCD interactions give rise to the formation of extended massive object called cluster
or fireball which decays into hadrons in a statistical way when the system reaches a critical
energy density. The description is based on the statistical concept developed by Fermi [113] in
the year 1950. Fermi postulated that all available phase-space states are occupied by particles
produced from an excited region. This translates into one of the core assumptions of the SHM:
All multihadronic states within the cluster volume and compatible with its quantum numbers
are equally likely [114].
Thus, the SHM can be interpreted as an effective model describing the decay of relativistic
extended massive hadronic objects, like quark bags, which is an idea introduced by Hagedorn
[115]. In the statistical bootstrap model, he introduced the idea that the fireballs as well as
resonances are nothing else than excited hadrons leading to the bootstrap condition, ”fireballs
consist of fireballs, which consist of fireballs, which ...”.
One difficulty of the SHM is that the localized states within the cluster are equally likely
but they are in general different from the asymptotic states which can be observed in the
experiment. This effect is negligible if the volume of the cluster is large and, thus, it can
be neglected in most canonical and grand canonical applications because the volume of the
medium is large compared to the Compton wavelength of the hadrons. However, it leads
to difficulties for small cluster volumes and fundamental descriptions following the micro-
canonical ensemble approach1.
Towards the (microcanonical) partition function
The probability to observe an asymptotic multiparticle state | f 〉 is given by
p f ∝∑
hV
| 〈 f |Pi |hV 〉 |2 =∑
hV
〈 f |Pi |hV 〉〈hV |Pi | f 〉= 〈 f |PiPVPi | f 〉 , (2.2)
1 The micro-canonical ensemble describes an isolated system while the canonical and grand canonical descrip-
tion allows the exchange of energy between the system and a heat reservoir. In the grand canonical case, also
particles can be exchanged which leads to the introduction of chemical potentials ensuring the conservation
of quantum numbers, like baryon number and strangeness, on average. The chemical potential of a given
state quantifies the change of the inner energy of system when the number of particles in the given state is
changed.
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where Pi and PV are projectors onto the internal quantum numbers as well as the conserved
quantities of the fireball and the localized states |hV 〉, respectively. The projector Pi can be
factorized into a kinetic part and the projection onto inner symmetries
Pi = PP,J,λ ,piPχPI,I3PQ. (2.3)
The kinetic part includes the conservation of energy and momentum P, as well as the spin J,
the helicity λ and the parity pi . The inner symmetries, taken care by the second part of the
projector, are the abelian charges Q, like baryon number, strangeness and electrical charge,
the C-parity χ , the isospin I and its third component I3. The projector part for the C-parity is
only necessary for neutral systems, i.e. I = 0 and Q= 0.
By summing over all final states, this leads to the microcanonical partition function Ω
∑
f
p f ∝ ∑
f ,hV
〈 f |Pi |hV 〉〈hV |Pi | f 〉=∑
hV
〈hV |Pi∑
f
| f 〉〈 f |Pi |hV 〉 (2.4)
=∑
hV
〈hV |P2i |hV 〉= a∑
hV
〈hV |Pi |hV 〉= aΩ. (2.5)
Here, there completeness of the final states, ∑ f | f 〉〈 f | = 1, and P2i = aPi with a ≥ 0 is used.
The interactions of the particles are taken into account via the Dashen–Ma–Bernstein theorem
[116] by including all hadronic resonances as free particles with a mass distributed following a
relativistic Breit-Wigner parametrization. Thus, the medium described is a hadron-resonance
gas. A more detailed description of the basic formulation of the SHM can be found in [117].
Grand canonical ensemble approach
In the field of heavy-ion physics, the statistical hadronization model calculations usually ig-
nore the conservation of the angular momentum, isospin, parity and C-parity. Thus, only
the conservation of energy, momentum and the abelian charges are taken into account. As a
consequence, Pi can be expressed as
Pi = δ (P0− Hˆ)δ (Q0− Qˆ), (2.6)
where P0 and Q0 are the initial energy, momentum and abelian charged of the fireball, while
Hˆ and Qˆ are the Hamilton and charge operators, respectively.
In addition, most applications use the grand canonical formulation of the SHM because
the produced fireball is expected to be sufficiently large. This is possible since the experi-
ments measure only particles from a small fraction of the system, e.g. ALICE measures the
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midrapidity region with its central detectors. The investigated part of the phase space is in
equilibrium with the remaining medium which acts as a thermal reservoir. Thus, the relevant
quantum numbers as well as the energy and momentum have to be only conserved on average.
The partition function is given by
Z(T,V,µ) =∑
hV
〈hV |exp(−β (Hˆ−µQˆ)) |hV 〉 , (2.7)
with the inverse temperature β = 1/T , volume V and the chemical potential µ . It can be
written as the product of the partition functions of all hadron and resonance species. The
multiplicity density of a given hadron species j can be calculated as
nthj (T,V,µ) =−
T
V
∂ lnZ j
∂µ
=
g j
2pi2
∫ ∞
0
p2dp
exp(βE j)λ−1j ±1
, (2.8)
where g j = 2J j+1 is the spin and isospin degeneracy factor. E j =
√
p2+m2j and p denote the
energy and momentum of one particle of the species. For fermions, the version with the plus
sign (Fermi-Dirac statistics) has to be used while for bosons the one with minus sign is the
correct equation (Bose-Einstein statistics). The fugacity λ j of the particle species j is given
by λ j(T,µ) = exp[β (µB B j +µS S j +µQ Q j)] and depends on the charges taken into account,
here only electrical charge, baryon number and strangeness. In most of the calculations, this
lead to five parameters: the temperature T , the volume V and three chemical potentials (µB, µS
and µQ). Due to the initial collision conditions, two of the chemical potentials are constrained
because the initial net strangeness is known and the charge conservation is linked to the isospin
balance [118]. To compare the prediction of the SHM with measurements, the feed-down from
strong resonance decays has to be added to the particle densities obtained with Equation 2.8.
In some models, an additional factor γs is used to account for the possibility of incomplete
strangeness equilibration. It is introduced by multiplying the partition function of each species
with γsS j where S j is the number of valence strange and antistrange quarks.
Canonical ensemble approach
For smaller systems, like p–Pb, pp and e+e−, the exact conservation of the quantum numbers
across the correlation volume Vc has to be taken into account since the abundance of hadrons
with a given quantum number is small. Thus, the canonical ensemble version of the SHM has
to be used. In this approach, the mean multiplicity density of hadron species j is given by
29
2. Light nuclei in ultra-relativistic ion collisions
〈nthj 〉ce =
Z(B−B j,Q−Q j,S−S j)
Z(B,Q,S)
〈nthj 〉gce, (2.9)
where 〈nthj 〉gce is the mean multiplicity calculated in the grand canonical ensemble and the
canonical ensemble version of the hadron resonance gas partition function is expressed as
Z(B,Q,S). A more detailed description can be found in [101, 119, 120] and references therein.
This treatment leads to a suppression of the yields of particles carrying the exactly con-
served charge compared to the grand canonical result which is denoted as ”canonical suppres-
sion”. This leads to a system size dependence of the particle yields which is also observed
in experimental results for the (anti-)nuclei production as shown in Figure 2.3. In this figure
the deuteron-to-proton yield ratio in pp, p–Pb and Pb–Pb collisions at different collision ener-
gies is reported in comparison to the expectations from the canonical statistical hadronization
model, Thermal-FIST [101], and the coalescence approach [121], which will be discussed in
more detail in section 2.2. For large system sizes, the canonical ensemble description con-
verges towards the grand canonical result. The Thermal-FIST results are obtained from a
simplified version of the canonical statistical hadronization model where the chemical freeze-
out temperature is assumed to be constant as a function of the system size. This model has
difficulties in describing yield ratios of hadrons, like protons and kaons, to pions. In addition,
the behaviour predicted for the φ/pi ratio is opposite to the measured one. The agreement
between the hadron-to-pion ratios can be improved by involving a system size dependent
chemical freeze-out temperature and a strangeness undersaturation factor γS [123]. Never-
theless, one can hope that further developments of the model will lead to a more consistent
description of all the measurements at the LHC in the near future. Since the availability of
canonical statistical model expectations for the comparison to the light nuclei results obtained
at the LHC is a rather new development, the theoretical predictions are only available for the
simplified version of Thermal-FIST model. These are used for the comparison to the results
discussed in chapter 5.
2.2. Coalescence models
The coalescence approach describes the formation of nuclei in ion collisions by nucleons
which are close to each other in phase space and thus form a bound state at the kinetic freeze-
out. These models can provide information about the nuclei yields as a function of their
momentum depending on the production spectra of the constituent nucleons. The coalescence
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Figure 2.3: The deuteron-to-proton yield ratios in pp, p–Pb and Pb–Pb collisions at different
collision energies are shown as a function of the mean charged-particle multi-
plicity density at midrapidity [122]. The expectations for the canonical statistical
hadronization model, Thermal-FIST [101], and the coalescence approaches [121]
are shown. For the thermal model, two different values of the correlation volume
are displayed. The uncertainties of the coalescence calculations, which are due to
the theoretical uncertainties on the emission source radius, are denoted as shaded
bands.
parameter BA is used to quantify the coalescence probability to produce a nucleus of mass
number A and is defined via
EA
d3NA
dp3A
= BA
(
En
d3Nn
dp3n
)(A−Z) ∣∣∣∣∣
~pn=
~pA
A
(
Ep
d3Np
dp3p
)Z ∣∣∣∣∣
~pp=
~pA
A
≈ BA
(
Ep
d3Np
dp3p
)A ∣∣∣∣∣
~pp=
~pA
A
(2.10)
where Ei d
3Ni
dp3i
with i = A, p, n are the invariant yields of the nucleus, the proton and the
neutron, respectively. The produced nuclei with mass number A = Z+N are composed of Z
protons and N neutrons. At the energies reached at the Large Hadron Collider (LHC), protons
and neutrons are expected to be produced in equal amounts at midrapidity and, due to their
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similar masses, their spectra are assumed to be identical. This allows for the simplification
shown in Equation 2.10.
Simple coalescence
The simplest ansatz to calculate the coalescence parameter is to neglect the spatial part of the
coalescence requirements and to focus only the momentum of the particles involved. Thus,
nucleons with a momentum difference smaller than a maximum value, p0, and which are in
the correct spin state will coalesce into a nucleus. The parameter p0 is not further specified by
the theory and has to be obtained by comparison to experimental data. A detailed discussion
of this approach, as well as further steps towards a more realistic result can be found in [105].
The relativistically invariant momentum space density of a particle with Lorentz factor γ
before the coalescence process is given by
ρ = γ
d3N
dp3
. (2.11)
Thus, the probability for a nucleon to be inside a sphere in the momentum space centred
around a given momentum ~p with radius p0 can be expressed in the following form:
P =
1
M
4pi
3
p30ρ, (2.12)
where M is the mean nucleon multiplicity. Using Equation 2.12, the probability to find A
nucleons in the sphere is given by
PM(A) =
(
M
A
)
PA(1−P)M−A. (2.13)
Assuming that all nucleons which are close enough in momentum form a nucleus, this
probability should be equal to the probability to find the nucleus with an atomic number A in
the sphere. Taken into account that many nucleons (M 1) are produced in a collision and that
the production of a nucleus is a rare process (PM 1), (1−P)M−A becomes approximately
unity and 1MA
(M
A
)≈ 1A! .
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4pi
3
p30 γA
d3NA
dp3
=
1
A!
(
4pi
3
p30
)A(
γp
d3Np
dp3
)A
γA
d3NA
dp3A
=
1
A3
(
4pi
3
p30
)A−1 1
A!
(
γp
d3Np
dp3
)A
(2.14)
The additional factor 1/A3 comes from changing from the momentum p of the nucleons to
the momentum pA = Ap of the nucleus on the left side of the equation. Comparing the result
to Equation 2.10 using γ = Em , the coalescence parameter can be identified as
BA =
1
A3
1
A!
(
4pi
3
p30
)A−1 MA
mA
, (2.15)
with the nucleon mass m and the nucleus mass MA. To take the spin of the nucleons and
the resulting nucleus into account, the spin factor, (2JA + 1)/2A, has to be inserted into the
equation
BA =
2JA+1
2A
1
A3
1
A!
(
4pi
3
p30
)A−1 MA
mA
, (2.16)
Following this simplified approach, the coalescence parameter is independent of the trans-
verse momentum as well as the size of the emitting source and the produced nucleus. This type
of coalescence parameter is not compatible with the transverse momentum and centrality de-
pendence observed in Pb–Pb collisions with ALICE at the LHC [111] as shown in Figure 2.4.
Advanced coalescence
For a more realistic ansatz to derive the coalescence parameter, the size of the emission source
and of the produced nucleus should be taken into account. In this section, only the basic steps
of such a derivation of BA are presented. A full discussion can be found in [124].
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Figure 2.4: The coalescence parameter B3 for 3He as a function of the transverse momentum
per nucleon measured by ALICE in 0-20% and 20-80% central Pb–Pb events at√
sNN = 2.76 TeV [111].
First, the nuclei are treated as point-like particles produced by thermal emission from an
expanding source. The invariant yield of nuclei with a mass number A and spin JA is thus
given by the (generalized) Cooper-Frye formula [125]
EA
d3NA
dp3A
=
2JA+1
(2pi)3
∫
Σ f
pµA d
3σµ(R) f Zp (R, pA/A) f
N
n (R, pA/A)
with fi(R, p) =
[
exp
(
p ·u(R)−µi(R)
T (R)
)
±1
]−1
, (2.17)
where Σ f is the freeze-out hypersurface with a normal 4-vector d3σµ(R). The 4-momentum
of the nucleus is denotes as pµA , while the local flow 4-velocity at a point R is expressed as
uµ(R). For nucleons and nuclei, the (local) chemical potential, µi(R), is much smaller than
the mass and the local equilibrium distributions fi can be approximated by a local Boltzmann
distribution. In addition, a simultaneous freeze-out at a constant temperature T (R) = T and
local chemical equilibrium among the different particle species is assumed. This simplifies
the local equilibrium distributions fi to
fi(R, p) = exp
(µi
T
)
exp
(−p ·u(R)
T
)
H(R), (2.18)
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with a common density profile H(R). The chemical potential of the nucleus is defined as
µA = Z µp +N µn. The internal structure and the size of the nucleus is taken into account by
adding a quantum-mechanical correction factor, 〈CA〉(pA).
For this derivation, we consider only central collisions which are azimutally symmetric with
respect to the beam axis. Thus, cylindrical coordinate, with ρ =
√
x2+ y2 and an azimuthal
angle φ , are an appropriate choice. In addition, we use the longitudinal proper time τ =√
t2− z2 and the longitudinal space-time rapidity η = artanh(z/t). After the integration of
Equation 2.17 using the saddle point approximation [126] for the azimuthal component, the
yields are given by
EA
d3NA
dp3A
≈ 2JA+1
(2pi)3
MT〈CA〉(pA)Veff(A,MT) f (µA,M,MT)
with f (µA,M,MT) = exp
(
µA−M
T
)
exp
(
−MT−M
T ∗
− AY
2
2(∆η)2
)
(2.19)
and Veff(A,MT) =
2pi
3
2 (∆ρ)2(∆η)τ0(
MT
T η
2
f +A
)√
MT
T (∆η)2+A
, (2.20)
where Y is the rapidity of the nucleus and τ0 is the fixed longitudinal proper time at which the
freeze-out takes place. ∆η and ∆ρ are the widths of the Gaussian shape of the density profile
H(R) in the longitudinal and transverse direction, respectively. T ∗ = T + MA η
2
f is the effective
temperature which is modified depending on the strength of the transverse flow η f . Veff(A,MT)
is the effective volume contributing to the emission of a particle with mass number A and a
transverse mass MT ≈ AmT where mT is the transverse mass of the coalescing nucleons. Thus,
it can be expressed via the effective volume for the nucleons as
Veff(A,MT)≈ Veff(1,MT)
A
3
2
. (2.21)
For the nucleons, the formula simplifies to
Ep
d3Np
dp3p
≈ 2
(2pi)3
MTVeff(1,MT) f (µ,m,MT). (2.22)
By inserting Equation 2.20 and Equation 2.22 into Equation 2.10, the coalescence parameter
can be identified as
BA =
2JA+1
2A
A〈CA〉Veff(A,MT)Veff(1,MT)
(
(2pi)3
MTVeff(1,MT)
)A−1
. (2.23)
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The effective volume can be linked to the homogeneity volume which is experimentally mea-
surable via Hanbury Brown-Twiss (HBT) interferometry. In the Yano-Koonin-Podgoretskii
(YKP) parametrization [127], the homogeneity volume is expressed in terms of the length R⊥,
R0, and R‖. The effective volume is given by
Veff(1,MT) = (2pi)
3
2 R‖R2⊥ (2.24)
The homogeneity volume is the space-time region inside which the particles show quantum
statistical correlations because their momentum distributions vary sufficiently little [128]. As-
suming R‖ ≈ R⊥ ≈ R, the coalescence parameter is thus given by
BA =
2JA+1
2A
1√
A
〈CA〉
(
(2pi)
3
2
MT R3
)A−1
. (2.25)
According to [106], the quantum-mechanical correction factor leads to a significant suppres-
sion in the production of nuclei with large radii compared to the source radius and can be
expressed in the following way:
〈CA〉=
(
1+
r2A
4R2
)− 32 (A−1)
. (2.26)
Therefore, the final result for the coalescence parameter taking the size of the nuclei rA and
the emitting source R into account is given by
BA =
2JA+1
2A
1√
A
1
mA−1T
(
2pi
R2+( rA2 )
2
) 3
2 (A−1)
. (2.27)
Thus, the coalescence parameter dependence not only on the size of the nuclei produced and
the emitting medium but also directly and indirectly on the transverse momentum. The direct
dependence is obviously due to the explicit mT-dependence in Equation 2.27. Due to this, BA
would decrease with increasing pT which is in contrast to the observation. In addition, the
coalescence depends on the transverse momentum via the radius of the emitting source. The
size of the source is found to be decreasing with pT [92] and, thus, leads to an increasing trend
for BA with pT.
36
2.3. Nuclei production via spallation
2.3. Nuclei production via spallation
As already mentioned at the beginning of this section, secondary nuclei are produced via
spallation reactions of particles produced in the collision and the detector material. These
secondary nuclei are an important background for the study of nuclei production in collisions.
The techniques to estimate and subtract this contribution from the measured abundances will
be discussed in chapter 4, while in the following paragraphs, the theoretical description of the
spallation process is described.
Even though the production of nuclei via spallation plays an important role in many dif-
ferent fields of physics, like cosmic ray and nuclear physics, it is not fully understood. In
spallation reactions, a light projectile causes the emission of a large number of hadrons or
fragments from a heavy nucleus in a complex process of particle interactions and deexcita-
tions. The investigations performed in many years of spallation experiments have shown that
the process can be separated into three parts, the intra-nuclear cascade, the pre-equilibrium
particle emission and the evaporation or fission [129].
Intra-nuclear cascade
The first stage of the spallation process is the intra-nuclear cascade (INC) which is a fast
process (≈ 10−22 s). The incident particle, called projectile, is sharing its kinetic energy via
elastic collisions and a series of nucleon–nucleon collisions. This process is often simulated
based on either the Lie`ge [130] or the Bertini/Isabel model [131]. In the Lie`ge model, all
particles are propagated freely until two of them reach the minimum relative distance dmin.
If dmin ≤
√
σ/pi with σ denoting the total cross section, the two particles are forced to scat-
ter. The particles continue moving on straight lines after the interaction. In contrast, the
Bertini/Isabel model treats the target as a continuous medium which provides a mean free
path λ = (ρσtot)−1, which is proportional to the nuclear density ρ and the total interaction
cross section of the projectile and the target. The projectile scatters after a path whose length
is chosen randomly from an exponential distribution characterized by λ .
Pre-equilibrium particle emission
The pre-equilibrium particle emission stage is the least understood part of the spallation pro-
cess. It takes place almost in parallel to the intra-nuclear cascade and gives rise to the emis-
sion of highly energetic nucleons or composite objects in the direction of the projectile. There
are several models employed to describe this phase, like the exciton model [132, 133] or
the surface-coalescence model [134]. The exciton model starts from the configuration at the
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final stage of the intra-nuclear cascade and the system passes through sequence of single-
particle excitation configurations, called excitons. The occurrence of configurations with a
high enough level of excitation to escape from the nucleus is estimated in a statistical way.
Following this original approach of the exciton model, the strongly forward peaked angular
distribution measured in proton-induced spallation reactions cannot be reproduced [129]. In
addition, the emission of light nuclei has to be treated either via exciton coalescence or pre-
formed particles. The pre-equilibrium emissions in the surface-coalescence model can take
place at any time during the intra-nuclear cascade. When a nucleon with sufficient energy
hits the surface and is not reflected, a cluster can be emitted if the nucleon belongs to a set
of nucleons which are sufficiently close in phase space. The condition when two nucleons
are close enough is one of the model parameters. Another model parameter is linked to tech-
nical considerations due to the intra-nuclear cascade implementation. This is the distance at
which the cluster condition is checked for fast nucleons in the outer fringes of the nucleus.
The emission conditions are checked starting from the largest to the smallest cluster, e.g 4He
before 3He or 3H before the deuteron. Only clusters with a positive total energy, including the
potential energy, the binding energy of the cluster and a positive kinetic energy, can be emitted
if they are able to tunnel through the Coulomb barrier. The particles emitted in this stage of
the spallation reaction can collide with other nuclei in the target and cause a hadronic cascade.
Evaporation or fission
In the last stage of the spallation process, the system has thermalized and the dissipated energy
is released via evaporation of neutrons and light fragments at low energies, the fission of the
excited nucleus and gamma ray emission. The emission from the last stage of the spallation
reaction is isotropic. The evaporation is described as sequential particle emission based on
statistical models either via the Hauser-Feshbach [135] or the Weisskopf-Ewing [136] formal-
ism. The former strictly conserves the angular momentum and is thus computationally more
expensive than the Weisskopf-Ewing formalism, which uses a treatment based on phase-space
arguments. The evaporation process stops if the remaining energy is too low to allow for
further evaporation or if fission is happening. The resulting fission products can undergo fur-
ther evaporation processes depending on the initial excitation energy. The description of the
nuclear fission process is based on the model developed by Niels Bohr and John Archibald
Wheeler in 1939 [137] which makes use of the analogy to the division of a liquid drop into
two smaller droplets as the result of a deformation caused by an external disturbance. The
remaining energy is dissipated via gamma ray de-excitation.
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2.4. Summary of the motivation
The production of light (anti-)nuclei in high-energy ion collisions is not yet fully understood.
These processes cannot be calculated from first principles because they involve QCD interac-
tions at non-perturbative scales. Therefore, phenomenological models are employed to predict
the resulting light-nuclei yields, which usually belong to either the category of the statistical
hadronization models (SHM) or models based on the coalescence approach. In these models,
the nuclei are produced at different stages of the collision but no detailed (microscopic) de-
scriptions of the underlying processes are given. A detailed discussion on the production of
light nuclei in ultra-relativistic ion collisions can be found in chapter 2.
Studies of the production yields of light (anti-)nuclei in high-energy collisions, e.g. as a
function of the size of the produced medium, and the transverse momentum of the nuclei, can
provide information on the formation processes. The ALICE collaboration provided already
numerous measurements of the production yields of deuterons in pp, p–Pb and Pb–Pb colli-
sions at the LHC. As shown in Figure 2.3, these studies indicate a smooth evolution of the
ratio of the production yields of deuterons and protons with the size of the system expressed
via the mean charged-particle multiplicity density, 〈dNch/dηlab〉, which is a related quantity
as discussed in section 1.2.3. In addition, the experimental result are compared to the expec-
tations from the coalescence [121] and the canonical statistical model [101] which are both in
good agreement with the measurements. To gain further insight, the experimental results must
be extended to other light (anti-)nuclei species.
The production of light nuclei is a rare process, especially in pp and p–Pb collisions. As
a consequence only nuclei with mass number A = 3 are within reach using the data samples
collected by the ALICE collaboration up to now. The ALICE collaboration has published
results for the production of (anti-)3He in pp and Pb–Pb collisions [111] as well as of (anti-)
3H in pp collisions [110]. To complement this picture, the corresponding production yields in
p–Pb collisions are essential which would provide information about the system size region
between pp and Pb–Pb collisions. This is clearly indicated in Figure 2.5 which summarizes the
available measurements of the 3He-to-proton yield ratio as a function of the charged-particle
multiplicity density at midrapidity. These are compared to the expectations from the canonical
statistical [101] and two different implementations of the coalescence model [121]. The latter
take the size of the nuclei and the emitting medium into account. It is shown for the assump-
tion of three- and two-body coalescence. In the former case, 3He and 3H are directly produced
from protons and neutron which are close-by in phase space, while for two-body coalescence
an intermediate formation of deuterons is needed. For both coalescence approaches, the the-
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Figure 2.5: The 3He-to-proton yield ratio in pp and Pb–Pb collisions [110, 111] are shown as
a function of the mean charged-particle multiplicity density at midrapidity. Statis-
tical and systematic uncertainties are indicated by vertical bars and boxes, respec-
tively. Expectations from the canonical statistical hadronization model, Thermal-
FIST [101], and the coalescence approach [121] are shown. For the thermal model,
calculations with two different values of the correlation volume are displayed. The
uncertainties of the coalescence calculations, which are due to the theoretical un-
certainties on the emission source radius, are denoted as shaded bands.
oretical uncertainties are given by the uncertainty on the emission source radius. In addition,
recent theoretical predictions show that these results could also provide the possibility to dis-
criminate between the coalescence and the SHM descriptions as indicated in Figure 2.6 in
which the coalescencce parameter B3 is shown as a function of 〈dNch/dηlab〉 for pT/A = 0.73
GeV/c. Two versions of the statistical hadronization model are shown, a grand canonical [97,
46] and a canonical implementation [101]. Since these models only predict the total yield, for
both versions of the SHM an assumption for the transverse-momentum shape has to be made.
In this case, a Blast-Wave parametrisation obtained from simultaneous fits to pion, kaon, and
proton spectra measured in Pb–Pb collisions [138] is used. The resulting expectation for the
coalescence parameter is compared to the available measurements in pp and Pb–Pb collisions
published by ALICE. Even though the CSM curve is shown down to the range accessible in pp
collisions, one has to be careful with direct comparisons because the corresponding (anti-)3He
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Figure 2.6: The expectations for the coalescence parameters for 3He from the coalescence
approach and a combination of two versions of the statistical hadronization model
with the Blast-Wave model are shown as a function of the mean charged-particle
multiplicity density. In addition, the available measurements in pp and Pb–Pb
collisions by ALICE are added for comparison. This figure is taken from [108].
spectra are not very well compatible with the Blast-Wave parametrisation used for the theory
curve.
Recent coalescence calculations have shown that the ratio of the coalescence parameters
calculated with the yields of (anti-)3H and (anti-)3He, which they denotes as ρ , can provide a
clear argument to support either the coalescence or the SHM description. This ratio is equal
to the yield ratio of (anti-)3H to (anti-)3He assuming that the neutron spectrum is equal to the
proton spectrum which is expected to be the case at LHC energies. As presented in Figure 2.7,
the predictions for ρ from the coalescence and the statistical hadronization model increasingly
differ with decreasing charged-particle multiplicity density. Since the size of the data set of p–
Pb collisions collected by ALICE also allows for the measurement of the production yield of
(anti-)3H as a function of the transverse momentum, the yield ratio of (anti-)3H to (anti-)3He
can be calculated for the first time with results obtained at the LHC.
The analysis strategy employed to obtain the pT-differential production yields of (anti-)3He
and (anti-)3H in p–Pb collisions at a center-of-mass energy per nucleon pair of 5.02 TeV are
described in chapter 4 and the results are discussed in chapter 5.
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Figure 2.7: The expectations for the ratio of the (anti-)3H to the (anti-)3He production yield
from the coalescence approach and the statistical hadronization model are shown
as a function of the mean charged-particle multiplicity density. The colored arrows
indicate the regions which can be accessed via measurements in pp, p–Pb and Pb–
Pb collisions with ALICE at the LHC. This figure is taken from [106].
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3.1. The Large Hadron Collider
The Large Hadron Collider (LHC) [31] at CERN, the European Organisation for Nuclear Re-
search close to Geneva, is currently the world’s most powerful accelerator in terms of energy
and luminosity1. It is a two-ring system with superconducting magnets which was installed in
the existing tunnel with a circumference of 27 km constructed for the CERN Large Electron-
Positron collider (LEP). The LHC was designed to provide proton-proton (pp) collisions with
a centre-of-mass energy (
√
s) up to 14 TeV with a maximum luminosity, of 1034cm−2s−1. For
ions, the center-of-mass energy, given per nucleon-nucleon pair (
√
sNN), is reduced compared
to protons due to the different ratio of the charge to the mass. It can be calculated as
√
sNN =
√
Zi/Ai
√
Zk/Ak
√
s, (3.1)
where
√
s is the centre-of-mass energy in the case of pp collisions and
√
Zi,k/Ai,k is the correc-
tion for the ions of type i and k contained in each of the beams. Thus, the top centre-of-mass
energy for lead-lead (Pb–Pb) collisions is
√
sNN = 5.52 TeV, while it is
√
sNN = 8.79 TeV for
proton-lead (p–Pb) collisions2. The maximum energy reached until now is
√
s = 13 TeV for
pp collisions,
√
sNN = 8.16 TeV, and
√
sNN = 5.02 TeV for p–Pb and Pb–Pb, respectively. To
reach these high energies, the protons and ions have to be accelerated to increasingly higher
energies by a chain of pre-accelerators before being injected into the LHC. The full acceler-
ator complex is sketched in Figure 3.1. The pre-accelerator chain for the LHC is composed
of the Linear Accelerator 2 (LINAC2) plus the Proton Synchrotron Booster (BOOSTER) for
protons and the Linear Accelerator 3 (LINAC3) plus the Low Energy Ion Ring (LEIR) for
1The luminosity (L ) is a measure of how many particles are sent through a given transverse area in a given
time. It is thus linked to the interaction rate R via the cross section (σ ) which quantifies the probability that a
given process, here a collision, is taking place: R =L σ
2For lead, the charge number is Z = 82 and mass number is A = 208.
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ions. Afterwards both protons and ions are fed into the Proton Synchrotron (PS) and the Super
Proton Synchrotron (SPS) before being injected into the LHC. The ions injected into the LHC
are fully stripped, i.e. all electrons have been removed. The ions are emitted from the ion
source in an only partially stripped status. During the pre-acceleration process, the remain-
ing electrons are removed via two stripping stages, after the LINAC3 and the PS. A detailed
description of the different stages of the acceleration can be found in [139].
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Figure 3.1: The CERN accelerator complex with all accelerators and experimental facilities is
shown as published in 2018 [140]. The parts in which protons or ions are acceler-
ated or transferred are indicated by the light and dark gray arrows, respectively.
Most of the LHC running time is dedicated to proton-proton (pp) collisions. Nevertheless,
about one month per year of the physics program at the LHC is dedicated to the study of
heavy-ion collisions.
The LHC ring contains eight straight sections in which either the experiments are placed or
the beams are accelerated or tuned. These sections are named in a numerical fashion, Point
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1-8. There are four large experiments (ALICE, ATLAS, CMS, LHCb) and three smaller ones
(LHCf, TOTEM, MoEDAL) at the LHC.
A Toroidal LHC Apparatus (ATLAS) [141] and the Compact Muon Solenoid (CMS) [142]
experiments are located at Point 1 and Point 5, respectively, where the highest luminosity
can be delivered. Both experiments were designed to search for the Higgs boson and physics
beyond the Standard Model as well as to perform high precision tests of QCD, electroweak
interactions, and flavour physics in pp collisions. The total proton-proton cross section is
measured by the Total Elastic and diffractive cross section Measurement (TOTEM) [143] col-
laboration with a luminosity-independent method. In addition, TOTEM studies the proton
structure via elastic scattering with large momentum transfers. Even though TOTEM is tech-
nically integrated into the CMS apparatus, it is an independent experiment. The LHC-forward
(LHCf) experiment [144] focuses on the measurement of the neutral particles emitted in the
very forward region of the LHC collisions to calibrate the hadron interaction models used
in extremely high energy cosmic-ray physics. Consequently, the LHCf detectors are located
±140 m from interaction point 1.
The LHC-beauty (LHCb) experiment [145] is located at Point 8 and was optimized for
precision measurements of CP violation and rare decays of hadrons containing charm and
beauty quarks. At the same place, the Monopole and Exotics Detector at the LHC (MoEDAL)
[146] is installed which searches for highly-ionizing avatars of new physics such as magnetic
monopoles or massive (pseudo-)stable charged particles.
The only experiment designed primarily for the heavy-ion program at the LHC is A Large
Ion Collider Experiment (ALICE) [147] which is located at Point 2. The main goal was to
investigate the physics of strongly interacting matter and the quark-gluon plasma at extreme
values of the energy density and temperature. Meanwhile, all four large experiments at the
LHC have joined the heavy-ion program which indicates the growing interest in studies of
heavy-ion collisions at the high energy frontier.
3.2. The ALICE detector
ALICE is a general-purpose heavy-ion detector with excellent tracking and particle-identification
(PID) capabilities over a broad momentum range. It is designed to cope with the extreme
charged-particle multiplicity density produced at midrapidity in central Pb–Pb collisions3.
3The ALICE detector is optimized for a charged-particle multiplicity density at mid-rapidity of dN/dη = 4000
which was chosen based on extrapolations of measurements at RHIC. The ALICE collaboration has measured
a mean charged-particle multiplicity density of 2035±52 in 0–2.5% central Pb–Pb collisions at√sNN = 5.02
TeV [52]
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Due to its low material budget, it is ideally suited for the measurement of light (anti-)nuclei
production.
Figure 3.2: The ALICE apparatus [148] is composed of 18 different detectors which are in-
dicated by their acronyms. The central barrel detectors (left side) are mounted
inside the large solenoid magnet which had already been part of the L3 detector at
LEP. The Muon spectrometer with its dipole magnet is placed in forward direction
(right side). The innermost region, consisting of the Inner Tracking System, the
forward trigger and the multiplicity detectors, is shown in more details on the top
right position. This picture is taken from [149].
The standard coordinate system in ALICE is a right-handed Cartesian coordinate system
where the origin is fixed to the interaction point. The x axis points to the centre of the LHC
ring and the y axis is approximately vertical and points upwards. Consequently, the z axis is
aligned to the beam direction and points in the direction opposite to the muon spectrometer. ϕ
is the azimuthal angle and θ is the polar angle with respect to the beam axis. The polar angle is
often expressed in terms of pseudorapidity η . The two quantities are linked via Equation 3.2.
η =
1
2
ln
(
p+ pz
p− pz
)
≡− ln
[
tan
(
θ
2
)]
(3.2)
The ALICE detector has an overall size of 16×16×26 m3 and a total weight of about 10000 t
and was optimized to cope with the high particle densities expected for heavy-ion collisions. It
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can be divided into two parts: the central-barrel detectors and the forward muon spectrometer.
In addition, an array of scintillators, ALICE Cosmic Ray Detector (ACORDE), in mounted
on top of the L3 magnet to trigger on cosmic rays. For the global event characterization and
for triggering five detectors (ZDC, PMD, FMD, T0, V0) are placed at large pseudorapidities.
Within their limited acceptance, the Forward Multiplicity Detector (FMD), V0, and T0 are
used to determine the number of particles produced in the collision and their spatial distribu-
tion. T0 is also used to measure the time when the collision has taken place very precisely4.
The Zero Degree calorimeter (ZDC) consists of two hadronic calorimeters which are located
116 m away from the interaction point in beam direction. In addition, two electromagnetic
calorimeters are placed on each side of the beam pipe at a distance of about 7 m from the
interaction point on the side opposite to the muon arm. The ZDC is used to measure the non-
interacting nucleons of the colliding nuclei (spectators) which provide information about the
centrality of the collision. In addition, the ZDC measurements can be used to estimate the
reaction plane.
The muon spectrometer covers the range of −4 < η < −2.5 to provide good acceptance
down to zero transverse momentum together with a manageable background from hadron
decays. It was primarily designed to measure the production of quarkonia well separable
within the mass resolution.
The very heart of ALICE are the central-barrel detectors which are covering the midrapidity
region (|η | < 0.9). They are embedded in the L3 solenoid magnet providing a uniform mag-
netic field of maximum 0.5 T along the beam direction. These detectors are the Inner Tracking
System (ITS), the Time Projection Chamber (TPC), the Transition Radiation Detector (TRD),
the Time Of Flight detector (TOF), the Photon Spectrometer (PHOS), the Electromagnetic
Calorimeter (EMCal), and the High Momentum Particle Identification Detector (HMPID).
The ALICE detector is described in full details in [147, 150]. In the following subsections,
more detailed information about the sub-detectors relevant for the analyses presented in chap-
ter 4 is given.
3.2.1. V0 detector
The V0 detector [151, 147] consists of two arrays of scintillator counters covering the pseu-
dorapidity regions −3.7 < η < −1.7 (V0C) and 2.8 < η < 5.1 (V0A). It helps to separates
beam–beam interactions from background events, such as beam–gas interactions, and is used
to measure the beam luminosity, charged-particle multiplicity, and azimuthal distributions.
4The T0 collision time resolution depends on the charged-particle multiplicity and is about 25 ps and 50 ps in
Pb–Pb and pp collisions, respectively.
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Especially in p–Pb collisions, the V0A signal is used to estimate the mean charged-particle
multiplicity density of the events in the direction of the Pb beam. In addition, the V0 provides
triggers, namely centrality triggers in Pb–Pb collisions and the minimum bias trigger. The
latter requires a coincident signal in V0A and V0C to reduce the contamination from single
diffractive and asymmetric electromagnetic interactions.
3.2.2. Inner Tracking System
The Inner Tracking System is the innermost detector system of the central barrel and is com-
posed of six cylindrical layers with three different types of silicon detectors. It surrounds the
800 µm thick beryllium beam pipe which has an outer diameter of 6 cm. The average ma-
terial budget of the ITS, including the thermal shielding and support, traversed by a straight
track perpendicular to the detector surface is ≈ 7.66% of the radiation length X0 [152]. The
ITS provides tracking information for charged particles near the beam pipe and contributes to
the excellent momentum and angular resolution of the particle trajectories. It is used in the
reconstruction of the interaction vertex (primary vertex) and separated vertices where particle
decays took place (secondary vertices). In addition, the ITS allows to measure the distance
of closest approach (DCA) of a track to the primary vertex with a resolution below 75 µm for
tracks with pT > 1 GeV/c [56, 152].
At radii of 3.9 cm and 7.6 cm from the beam axis, the two innermost layers are mounted,
the Silicon Pixel Detectors (SPD). These provide a very good spatial resolution in the trans-
verse plane (12 µm) and in the beam direction (100 µm) [147]. The SPD layers are of central
importance for the reconstruction of primary and secondary vertices and for determining the
distance of closest approach to the primary vertex. They are designed to deal with high track
densities and radiation levels. The SPD provides a trigger signal if at least one pixel of the
readout chip indicates a hit. The intermediate and outer layers consist of Silicon Drift Detec-
tors (SDD) and double-sided Silicon Strip Detectors (SSD) at radii between 15 cm and 43 cm.
Thanks to the analogue readout of the SDD and SSD, they are capable of providing particle
identification information via specific ionisation energy loss of particles passing through the
detector. The respective dE/dx values are calculated from the deposited charge normalized to
the path length. For each track the truncated mean is used to deal with the Landau tail of the
energy loss. As an example, the resulting distribution of the average energy loss in the ITS
as a function of the momentum in pp collisions at a center-of-mass energy of
√
s = 13 TeV is
shown in Figure 3.3. For relativistic particles, where the momentum is high compared to the
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mass (p/m = βγ)5, the expected mean energy loss is given by the Bethe formula which will
be discussed in more details in the following paragraph. Below βγ = 0.7, a polynomial shape
is used as parametrization to account for the non-linear detector response.
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Figure 3.3: The average dE/dx of charged particles versus their momentum in the ITS in pp
collisions at
√
s = 13 TeV. The expected detector signal for the different particle
species are indicated by black lines.
3.2.3. Time Projection Chamber
The main tracking detector of ALICE is the Time Projection Chamber. It provides momentum
and particle identification information. The active volume of the TPC ranges from a radius of
85 to 250 cm with respect to the beam axis with a length of 5 m covering a pseudorapidity
range of |η | < 0.9. During the LHC run 1, it was filled with a gas mixture contaning Ne
(≈ 85.7%), CO2 (≈ 9.5%) and N2 (≈ 4.8%) at atmospheric pressure, while the gas mixture
was changed to 90% Ar and 10% CO2 for LHC run 2. This change has been necessary to avoid
the numerous high voltage trips in the TPC readout chambers observed during run 1. The
change to a gas mixture containing mostly argon results in stronger primary ionization due to
the lower ionization energies of argon compared to neon. This allows to lower the gain in the
readout chambers and, thereby, improve the stability of the TPC operation. The TPC is divided
5β is the ratio of the particle velocity to the speed of light and the Lorentz factor γ is given by 1/
√
1−β 2.
49
3. A Large Ion Collider Experiment at the Large Hadron Collider
into two drift regions by a central high-voltage electrode. Each of the 18 azimuthal sectors
of the detector end plates is equipped with two multi-wire proportional chambers (MWPCs).
The cathode of the MWPCs is segmented into readout pads. The wire geometry of the readout
chambers is adapted to the three different pad sizes used at different radii. Thus, it is different
for the outer readout chambers (OROCs) compared to the inner readout chambers (IROCs).
The readout is divided into 159 pad rows in radial direction [147]. The current TPC including
the gas accounts for only about 3.5% X0 at η ≈ 0.
Charged particles, passing through the TPC, ionize the gas molecules and, thereby, free
electrons. Due to the electrical field, these electrons drift towards the end plates of the TPC.
Inside the readout chambers, the electrons are accelerated due to high electrical fields and,
thus, ionize more gas molecules which leads to an amplification of the signal. The cloud of
ions created by this process induces a mirror charge on the pad plane which is proportional
to the energy loss of the initial particle. In the direction transverse to the beam axis, the
coordinates of the clusters produced inside the TPC are given by the signal position at the
end-cap. The third dimension is reconstructed via the drift time of the electrons. Due to the
possibility to measure the energy loss of the particle and the corresponding path length, the
TPC provides information about the specific energy loss per unit length (dE/dx). The relative
dE/dx resolution in pp and Pb–Pb collisions is about 5% and 7% respectively.
For relativistic charged particles, i.e. 0.1 . βγ . 1000, and intermediate-Z materials, the
mean specific energy loss is given by the Bethe formula [1]
−
〈
dE
dx
〉
= Kz2
Z
A
1
β 2
[
1
2
log
2meβ 2γ2Wmax
I2
−β 2− δ (βγ)
2
]
. (3.3)
Here, K denotes the normalization, which is proportional to the Avogadro number, the mass
of the electron me and the square of the classical electron radius. The charge number of the
incident particle is expressed as z while Z and A are the atomic number and mass of the de-
tector material. Wmax denotes the maximum energy transfer possible in a single collision and
I is the mean excitation energy. The density effect correction to the ionization energy loss
δ (βγ) due to the polarization of the material effectively truncates the logarithmic increase
caused by the increasing extension of the electric field of the incident particle with increas-
ing energy. The probability distribution of the energy loss inside the detector is given by a
highly-skewed Landau distribution and, thus, the mean value is not well defined and cannot
be measured experimentally. To resolve this problem, the most probably energy loss obtained
from a truncated energy loss distribution is used instead of the mean. The behaviour of the
most probably energy loss value with βγ is obtained from a fit to the measured distributions
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using a parametrized version of the Bethe formula [150]. As an example, the dE/dx distribu-
tion in the TPC as a function of the particle momentum at the inner radius of the TPC taken
from the analysis described in chapter 4 is shown.
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Figure 3.4: The specific energy loss dE/dx in the TPC as a function of the particle rigidity
at the TPC inner radius is shown for p–Pb collisions at
√
sNN = 5.02 TeV. The
parametrisation of the most probably energy loss for the different (anti-)particle
species are drawn as lines and labeled for the particles. The curves for (anti-)3H
and (anti-)3He, which are analysed in chapter 4, are highlighted in red and orange,
respectively.
The ions produced in the readout cambers during the signal amplification drift back to the
TPC main volume and disturb the homogeneous drift field. To minimize the effect of the ion
back flow into the drift region, the TPC is equipped with a gating grid to close the readout
chambers for the ions created in the amplification region and the electrons from the drift
region. The gating grid is only opened for one drift-time interval by the trigger and has to be
closed in between two events long enough to collect the ions produced in the amplification
region. This limits the opening frequency of the gating grid and, hereby, restricts the readout
rate of the TPC to 3.5 kHz for pp collisions [153]. The readout rate in central Pb–Pb collisions
is limited by the TPC readout system to about 500 Hz [154]. For the coming LHC run 3 and
run 4, the readout electronics and the readout chambers of the TPC will be upgraded going
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from MWPCs to gas electron multipliers [155]. The upgraded TPC will allow continuous data
taking and thus the readout rates are restricted by the expected collision rates. At the moment,
a collision rate of 200 kHz is planned for pp and p–Pb collisions as well as 50 kHz for Pb–Pb
collisions [154].
3.2.4. Time Of Flight detector
The TOF consists of Multigap Resistive Plate Chamber (MRPCs), a type of detector devel-
oped to meet the requirements of a time resolution better than 100 ps and a large number
of readout channels [148]. It contains more than 150000 individual cells with an area of
2.5× 3.5 cm2 each at a radius of 3.7 m from the beam axis covering |η | = 0.9 and the full
azimuth [147]. The TOF detector accounts for about 29.5% X0. The TOF array provides ad-
ditional information for particle identification by measuring the flight time of the individual
particles between the collision point and the place where the TOF detector is mounted. The
collision time is determined by the T0 detectors, which are arrays of quartz Cherenkov coun-
ters positioned at +370 cm and −70 cm along the beam axis. The T0 covers 4.61≤ η ≤ 4.92
and −3.28 ≤ η ≤ −2.97 and provides a collision trigger as well as feedback about the in-
stantaneous luminosity to the LHC accelerator operators. The coincidence of the T0 signals
is achieved by adjusting the length of the cables and additional digital delay lines [156]. The
event collision time is given by the average collision time measured by the two parts of the T0.
If a measurement from only one part of the T0 is available, the time has to be corrected for the
primary vertex z position obtained using the SPD. Another option to estimate the collision time
is to use a χ2-minimization procedure based on the arrival time of all the particles at the TOF
detector. Using one of three possible mass hypothesis (pion, kaon or proton mass) for each
track, different collision times can be calculated as the weighted average of the differences
between the measured arrival times of all the particles and the expected times of flight for the
chosen mass hypothesis. The final collision time is obtained as the value which minimizes
the weighted sum of the squared differences between the expected time of flight for a chosen
mass hypothesis and the arrival time in TOF corrected by the collision time corresponding
to the set of mass hypothesis chosen. In both cases, the weights are given by the inverse of
the sum of the time resolution of the TOF detector and the uncertainty on the expected time
of flight for the chosen mass hypothesis. The last option is to use the bunch crossing time
from the LHC. A detailed description of the determination of the event collision time can be
found in [157]. The resolution of the overall time-of-flight measurement is about 80 ps [158].
Using the time of flight and the total length of the track, the velocity of the particle can be
calculated and compared to the expected one for a given particle species. The distribution of
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the particle velocities compared to the speed of light (β ) as a function of the particle momen-
tum obtained in p–Pb collisions at
√
sNN = 5.02 TeV is reported in Figure 3.5. Despite the
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Figure 3.5: The distribution of the velocity, expressed as a fraction β of the speed of light,
measured by the TOF detector is shown as a function of the particle rigidity mea-
sured in p–Pb collisions at
√
sNN = 5.02 TeV. The bands belonging to the different
particle species are labeled with the particle names. The background is coming
from mismatched hits in the TOF detector.
background coming from incorrect assignment of TOF clusters to a track, this method allows
to distinguish different particle species. The mismatch background is strongly dependent on
the track density in the event. The particle identification information provided by the TOF
detector complements the particle identification capability of the TPC.
3.3. Event reconstruction
For reconstruction of an event in the central barrel, the raw data from all detectors has to
be first reconstructed locally for each detector. The resulting information about the spatial
coordinates, the signal times and amplitudes as well as associated uncertainties of the place
where the particle was crossing the active area of the detector is summarized in the ”clusters”.
For the PID detectors, the clusters also includes the information about the corresponding PID
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variable, e.g. time of flight or specific energy loss. The subsequent event reconstruction flow
is summarized in Figure 3.6 and described in more details in [150].
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Figure 3.6: The flow chart summarizing the ALICE event reconstruction taken from [150].
The first step of the global event reconstruction is the preliminary determination of the
interaction vertex. It is defined as the point where most of the SPD tracklets, which are straight
lines constructed using pairs of clusters in both SPD layers, meet. An inward-outward-inward
scheme is used for the track finding and fitting which starts with the reconstruction of tracks in
the TPC. Track seeds are created at the outer radius of the TPC using either two TPC clusters
and the interaction vertex or three TPC clusters without the vertex information. The tracks
seeds are propagated inwards and their parameters are updated by the nearest cluster fulfilling
a proximity selection at each step. Since the same TPC clusters can be added to different
seeds, this procedure can lead to multiple reconstructed tracks for the same particle. Thus,
a search for tracks with a high number of shared clusters is performed and the worse track
version is rejected. The quality of the track version is determined based on the number of
clusters, the cluster density and the momentum. Only tracks which have at least 20 out of
159 possible clusters and which miss at maximum 50% of the geometrically possible clusters
(findable clusters) are accepted and propagated to the TPC inner radius. Based on the specific
energy loss in the TPC a preliminary particle identification is performed and a mass hypothesis
is chosen. These tracks are propagated to the outer layer of the ITS and are used as track seeds
for the track finding in the ITS. These seeds are propagated inwards and updated with ITS
clusters in their proximity. Again a rejection of worse versions of the same physical track is
applied. Since the TPC efficiency drops at low transverse momenta due to the energy loss and
multiple Coulomb scattering in the detector material, an ITS standalone track finding using
the remaining ITS clusters is performed in addition. The seeds for this reconstruction step
are defined by three clusters in the innermost ITS layers and the interaction point. These
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seeds are propagated towards the outer radius of the ITS and updated with clusters fulfilling
the proximity requirement. The ITS standalone reconstruction allows to reconstruct tracks
down to a momentum of about p = 80 MeV/c [150]. All reconstructed tracks are propagated
to the point where they are closest to the interaction vertex. From this position the outward
propagation starts. The tracks are refitted using the Kalman-filter approach6 [159]. During
this stage the clusters from the TRD, TOF, EMCal, PHOS, and HMPID are added. In the final
stage of the track reconstruction the tracks are propagated inwards again and refitted. The final
track properties, e.g. position and curvature at the point closest to the interaction vertex and
the covariance matrix, are determined. The curvature is used to calculate the momentum of
the particle. The tracks reconstructed with the TPC and ITS, so called global tracks, are used
to determine the primary interaction vertex more precisely.
At the end, a search for photon conversions and secondary vertices from particle decays is
performed which is sketched in Figure 3.7 for the decay of K0s and Ξ−. The reconstruction
Figure 3.7: The procedure of the reconstruction of secondary vertices is shown using the decay
of K0s and Ξ− as an example. The reconstructed charged-particle tracks are shown
as solid lines, while auxiliary vectors and the extrapolations to the primary vertex
are indicated by dashed lines [150].
of secondary vertices is based on tracks with a distance-of-closest approach to the primary
vertex larger than 0.5 mm in pp and 1 mm in Pb–Pb collisions. Pair of track with opposite
6A linear Kalman filter is the optimal recursive estimator of the state vector of a linear dynamic system.
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charge sign, called V 0 candidates, are reconstructed and basic selections based on the distance
between the tracks at the point of closest approach or the cosine of the pointing angle of the
resulting mother particle are applied. The pointing angle is the angle θ between the total
momentum vector of the pair ~ppair and the straight line connecting the primary and secondary
vertices. The last step of the event reconstruction is the search for cascade (Ξ) decays by
combining V 0 candidates with a mass close to the mass of the lambda particle with secondary
tracks. If the point of closest approach of the V 0 and the secondary track is separated from
the primary vertex by more than 0.2 cm and the mutual distance is small enough, the resulting
mother is stored as cascade candidate.
3.4. Monte Carlo simulations
Detailed simulations of the collisions are needed to correct the measurements for the recon-
struction efficiency and the acceptance selection during the data analysis as well as for mod-
eling purposes. The creation of these simulations employ Monte Carlo techniques and can be
separated into two stages. The first one is the event generation, in which all primary stable or
weakly decaying particles are produced. The strong decays of unstable particles is typically
treated by the event generators. In this stage of the simulation, all processes starting from the
interaction of the beam particles in the interaction region up to the hadronization and strong
decay of unstable hadrons has to be described. As a consequence, the event generators have
to deal with very short distance physics, which can be calculated from first principles, e.g. via
perturbative approaches, up to soft hadronic phenomena described in QCD-inspired models.
Typical event generators are PYTHIA [160] or HERWIG [161] for pp collisions, EPOS LHC
[162], HIJING [163] and DPMJET [164] for heavy-ion collisions. A more detailed discussion
of Monte Carlo event generators can be found in [1].
The particles produced in the first stage of the simulation have to be transported through a
precise description of the experiment using dedicated transport codes, e.g. GEANT3 [165] and
GEANT4 [166]. These codes provide the information about the energy loss of the particle in
the detector and the production of secondary particles due to the interaction with the material.
In addition, they handle further particle decays. The space point and the energy deposited in
the active areas of the detector is calculated and stored as a ”hit”. By simulating the response
of each detector, the hits are converted into the corresponding signal in the readout electronics
which is stored in the same format as for real raw data. The resulting output of the simulation
is reconstructed using the same algorithm as for the measurements done with the physical
detector setup.
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In this chapter, the analysis techniques used to measure the production of 3H, 3He and their
antinuclei in p–Pb collisions at a centre-of-mass energy per nucleon pair
√
sNN = 5.02 TeV
with the ALICE detector are described. The analysed data set was recorded during a short
data taking campaign at the beginning of November 2016. To maximize the amount of col-
lected data, about 50% of the recorded events were collected without the information from the
silicon drift detector (SDD), which had been still busy with processing a previous event due to
it long readout time1. To ensure a common track reconstruction for all events and increase the
size of the analysed data sample, the SDD information is omitted for all events independent
of its availability. The events were collected applying a minimum-bias trigger which requires
coincident signals in the V0A and V0C detectors to suppress events from single diffractive
and asymmetric electromagnetic interactions. The criteria used for the event and track selec-
tion, the particle identification and signal extraction techniques are explained in the following
sections. The resulting raw yields of (anti-)3H and (anti-)3He are corrected for the detector
acceptance, the reconstruction efficiency, and for contributions from secondary nuclei. These
secondary nuclei are produced either in spallation reactions in the beam pipe and the detector
material or via weak decays of (anti-)3ΛH. The aforementioned corrections are calculated using
Monte Carlo simulations. Finally, the evaluation of the systematic uncertainties is illustrated
and discussed.
The production of (anti-)4He is expected to be suppressed by about a factor of 600 compared
to (anti-)3He [167] which indicates that the current data set is not yet sufficiently large to
study the production of 4He. Nevertheless, the evaluation of an upper limit based on the non-
observation of 4He is reported at the end of this chapter.
The analyses described in this chapter are also published in a recent paper by the ALICE
collaboration [168] which was mostly written by the same author as this thesis.
1The readout time of the SDD is of the order of 1 ms which is about twice as long as the one of the TPC [150]
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4.1. Event and track selection
Event selection
The recorded events can be superimposed by additional collisions occurring in the same bunch
crossing (”same-bunch-crossing pile-up”) or a bunch crossing different from the one trigger-
ing the data acquisition (”out-of-bunch pile-up”) which are recognized as only one single
event. These pile-up events can be due to e.g. beam-gas interactions or collisions with de-
bunched protons (ions). Such events are not the type of events of interest and lead to a bias
in the charged-particle multiplicity density estimation of the event and the observables of in-
terest. Out-of-bunch pile-up has a different effect on each of the sub-detectors of the ALICE
apparatus because of the different readout times. Thus, tracks from these pile-up events can
be rejected by correlating the information of different detectors. The number of same-bunch
and out-of-bunch pile-up within the SPD readout time can be reduced to a negligible level
by rejecting events with multiple vertices. These vertices, which are identified with the SPD,
have to be separated along the beam direction by more than 0.8 cm. A minimum number of
contributors to the reconstructed pile-up vertices is required which depends on the number of
SPD track segments (tracklets) in the event. The pile-up vertices have to be compatible with
the expected collision region given by the overlap region of the LHC beams. In addition, the
pile-up events can be tagged as events with multiple vertices reconstructed using tracks not
only employing the SPD but taking also information from the TPC and TOF detectors into
account. For these pile-up vertex candidates, a minimum of 5 contributing tracks and a maxi-
mum χ2 per contributor of 5 for the vertex fit is required to reject fake pile-up vertices. Events
are rejected if the additional vertices are separated from the primary vertex by more than 15
times the distance along the beam direction normalized to the combined uncertainty, which
is calculated as the sum in quadrature of the vertex uncertainties. In order to reject residual
background collisions, to keep the conditions of the detectors as uniform as possible, and to
avoid edge effects, the coordinate of the primary vertex along the beam axis is required to be
within ±10 cm from the nominal interaction point in ALICE. Primary vertices can be recon-
structed from tracks using the information from SPD, TPC, and TOF or hits in the SPD only.
Primary vertex candidates which are found with both methods are required to be separated by
less than 0.5 cm. The pile-up rejection excludes less than 1% of the recorded events, while the
reconstruction of the primary vertex and the quality requirements on it removes about 1.5%.
The largest fraction of events, about 13.3%, is rejected by the requirements on the vertex po-
sition. The total number of events that fulfill the event selection criteria is 5.4× 108, which
corresponds to about 85% of all recorded events.
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The system size dependence of the production of (anti-)3He is studied by splitting the sam-
ple of events in four charged-particle multiplicity classes. These are defined as percentiles
of the V0A signal. The V0A detector is the part of the V0 detector mounted in the direc-
tion of the movement of the center-of-mass system. The multiplicity classes are summarized
in Table 4.1 together with the corresponding mean charged-particle multiplicity densities at
midrapidity, 〈dNch/dηlab〉|ηlab|<0.5. The values of 〈dNch/dηlab〉|ηlab|<0.5 are obtained from a
separate study of the distribution of tracklets, defined by the primary vertex and one hit in
each of the SPD layers. The measured distribution is corrected for the contamination from
tracklets reconstructed from hits not produced by the same primary particle, the acceptance,
and the efficiency for a primary particle to produce a tracklet. These corrections are obtained
from a MC simulations using DPMJET [164] and GEANT3 [165]. A detailed description of
this study and the procedure to estimate the corresponding uncertainties is given in [169].
V0A Classes 〈dNch/dηlab〉|ηlab|<0.5
0–10% 40.6±0.9
10–20% 30.5±0.7
20–40% 23.2±0.4
40–100% 10.1±0.2
Table 4.1: Summary of the V0A multiplicity classes and their corresponding mean charged-
particle multiplicity densities at midrapidity. The values and their uncertainties are
taken from [170].
Track selection
Due to the different magnetic rigidity of the beam particles and the 2-in-1 magnet design of the
LHC, the momenta of the beam particles are different for asymmetric systems such as p–Pb.
As a consequence, the nucleon-nucleon center-of-mass system (CMS) moves with a rapidity
of ∆y = 0.465 in the direction of the proton beam with respect to the laboratory frame. Thus,
the rapidity of a particle measured perpendicular to the beam direction is not yCMS = 0, as for
pp and Pb–Pb collisions, but yCMS =−0.465.
For the reported analyses, primary track candidates with transverse momentum pT > 1.5
GeV/c, pseudorapidity |ηlab| ≤ 0.9 and rapidity −1 ≤ yCMS < 0 are selected. To ensure a
good resolution of the track momentum and specific energy loss dE/dx in the TPC, additional
quality criteria are imposed on the tracks. They are required to have a minimum number of
reconstructed space points in the TPC, NTPCcls , of 70 for (anti-)
3He and 120 for (anti-)3H out of a
maximum of 159 clusters, respectively. For 3H candidates, a stronger selection is used in order
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to reduce the contamination from other particle species. This improvement is demonstrated in
Figure 4.1, in which the TPC dE/dx signal for 3H candidate tracks in 1.5 ≤ pT < 2.0 GeV/c
is shown. In addition, at least two hits in the ITS (NITScls ≥ 2), with at least one in the SPD, are
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Figure 4.1: The distribution of the specific ionization energy loss in the TPC of 3H candidate
tracks compared to the expected value normalized by the TPC dE/dx resolution in
1.5≤ pT < 2.0 GeV/c is shown for two different TPC cluster selections.
required. The latter requirement significantly suppresses the contribution of secondary tracks.
During the data taking, the SDD was only read out for about half of the events recorded in
order to maximize the data acquisition rate. To maximize the size of the data set and to unify
the reconstruction of the events, the information from the SDD is not used for the current
analyses, which reduces the maximum number of hits in the ITS to 4. The quality of the track
fit within the TPC is quantified by the value of χ2/NTPCcls which is required to be less than 4. In
addition, the ratio of the number of reconstructed TPC clusters to the number of findable TPC
clusters is required to be larger than 80%. The number of findable clusters is the maximum
number of geometrically possible clusters which can be assigned to a track. The contribution
from secondary tracks that are produced, e.g. by spallation in the detector material or the
beam pipe, is further suppressed by restricting the distance of closest approach (DCA) to the
primary vertex. The absolute value of the DCA in the transverse plane (DCAxy) and in the
beam direction (DCAz) are required to be smaller than 0.1 cm and 1 cm, respectively.
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4.2. Particle identification
The identification of (anti-)3He and (anti-)3H is based on the specific ionization energy loss
dE/dx measured by the TPC which is shown as a function of the particle rigidity in Figure 4.2.
For (anti-)3He, this particle identification (PID) information is enough to ensure a sufficiently
pure sample of candidates while it has to be combined with the time of flight measured with
the TOF detector for (anti-)3H.
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Figure 4.2: The specific energy loss dE/dx in the TPC as a function of the particle rigidity
at the TPC inner radius is shown for p–Pb collisions at
√
sNN = 5.02 TeV. The
parametrisation of the most probably energy loss for the different (anti-)particle
species are drawn as lines and labeled for the particles. The curves for (anti-)3H
and (anti-)3He are highlighted in red and orange, respectively.
PID for 3He
For 3He, the TPC dE/dx provides excellent separation from other particle species over a large
range of momentum due its charge z = 2e. This can be understood remembering that the
specific energy loss in the TPC depends quadratically on the charge of the particle and can
be described by the Bethe formula as discussed in section 3.2.3. Even though the energy
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loss of (anti-)4He becomes similar to that of (anti-)3He above a rigidity p/z = 4 GeV/c, the
identification of (anti-)3He in the TPC is not affected because the production of (anti-)4He is
expected to be suppressed by about factor of 600 compared to (anti-)3He [167]. Thus, the
contamination by 4He is neglected in this analysis.
Even though the TPC dE/dx calibration is done as a function of momentum, the particle
identification is performed in transverse momentum intervals to be able to directly subtract the
contamination from other particle species for each pT interval. The 3He and 3H candidates are
selected using the difference between the measured specific energy loss, (dE/dx)meas, and the
expected value, 〈dE/dx〉exp, for 3He or 3H in units of the energy loss resolution of the TPC
(σTPCdE/dx),
nTPCσ =
(dE/dx)meas−〈dE/dx〉exp
σTPCdE/dx
. (4.1)
The specific energy loss of 3H is similar to the one of 3He for pT < 2.5 GeV/c which leads to
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Figure 4.3: The distribution of the specific ionization energy loss (dE/dx) in the TPC of the
candidate tracks compared to the expected value for 3He or 3H (nTPCσ ) in the pT
range of 1.5 ≤ pT < 2.0 GeV/c and 2.0 GeV/c ≤ pT < 2.5 GeV/c for 3He (left
panel) and 3H (right panel), respectively. The background, which is visible on the
left side of the signal, is fitted with a Gaussian function, which is indicated by the
red line to estimate the contamination.
the background contribution by 3H shown in the left panel of Figure 4.3. This background is
not observed for anti-3He which indicates that it is mostly due to secondary 3H from spallation
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reactions with a measured dE/dx value inside the higher dE/dx tail of the distribution. This
background causes a contamination of the extracted 3He signal which is found to be below
0.5%. The fraction of contamination is estimated from data by fitting the background on the
left side of the 3He peak in the dE/dx distribution with a Gaussian function. The signal is
extracted by subtracting the contamination and counting the number of candidates inside the
signal region, defined as [−3,3]. The signal extraction of 3He is not affected because the
abundance of 3H is much lower due to the fact that it cannot be produced via spallation. The
production of a nucleus-antinucleus-pair in the detector material or the beam pipe is highly
suppressed due to the large amount of energy needed for this process.
PID for 3H
For 3H, the PID signal in the TPC contains a large background from more abundant parti-
cle species, i.e. mostly electrons and pions, because 3H carries only one elementary charge.
This background is largely suppressed by a preselection based on the measured time of flight,
which is required to be within ±3σTOF from the expected value, where σTOF is the resolution
in the time-of-flight measurement. At pT > 2.0 GeV/c, the TOF preselection is not sufficient
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Figure 4.4: The distribution of the specific ionization energy loss in the TPC of 3H candidate
tracks compared to the expected value normalized by the TPC dE/dx resolution
in 2.5≤ pT < 3.0 GeV/c is shown with and without applying a preselections with
the TOF detector.
anymore to completely suppress the contamination by other particles which leads to an in-
creasingly large contamination for higher pT. The reduction of the contamination due to the
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TOF preselection, as well as, the remaining background is indicated in Figure 4.4 which shows
the distribution of nTPCσ for 2.5≤ pT < 3.0 GeV/c. As shown in the right panel of Figure 4.3,
the contamination of the signal for 3H (3H) is extracted following the same strategy as for 3He.
It is ∼ 7(9)% and ∼ 34(21)% in 2≤ pT < 2.5 GeV/c and 2.5≤ pT < 3 GeV/c, respectively.
4.3. Raw yields
The analysis is restricted to the transverse momentum range 1.5≤ pT < 5 GeV/c for (anti-)3He
and 1.5≤ pT < 3 GeV/c for (anti-)3H. The latter transverse momentum interval is smaller be-
cause the additional requirement on the TOF signal reduces the reconstruction efficiency as
discussed in more detail in section 4.4.3 which leads to a smaller number of observed (anti-)
3H candidates. In addition, the selection of a clean sample of (anti-)3H candidates becomes
extremely difficult above 3 GeV/c. The raw yields of 3He and 3He as well as 3H and 3H
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Figure 4.5: The raw yields of (anti-)3He and (anti-)3H obtained from INEL> 0 p–Pb collisions
at
√
sNN = 5.02 TeV are shown as a function of pT in the left and the right panel,
respectively. Statistical uncertainties are indicated by vertical bars.
are presented as a function of the transverse momentum in Figure 4.5. Here, the transverse
momentum is already corrected for effects caused by the track reconstruction. These effects
and the correction procedure will be explained in section 4.4.1. The difference between the
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number of nuclei and antinuclei candidates at low pT is predominantly caused by the contribu-
tion from secondary nuclei produced in spallation reactions of primary particles with the beam
pipe or the detector material. The methods to estimate and correct for these contributions are
discussed in section 4.4.2.
4.4. Corrections based on Monte Carlo simulations
The reconstruction efficiencies of (anti-)3H and (anti-)3He, the estimate of the contribution
from secondary nuclei produced by spallation in the detector material, and the subtraction of
the feed-down from weak decays of hypertriton are obtained using Monte Carlo (MC) simu-
lations. Events produced using the EPOS LHC generator [162] are enriched by an additional
sample of injected (anti-)nuclei. These are generated with a flat distribution in transverse mo-
mentum and rapidity within 0< pT < 8 GeV/c and−1≤ ycms≤ 1, respectively. Ten deuterons,
3H, 3He, 4He, and twenty hypertritons as well as their antinuclei are injected into each p–Pb
collision. Here, EPOS LHC is employed to ensure a realistic charged-particle multiplicity
distribution of the underlying events. Due to technical reasons the injection of nuclei is not
possible for event generated with DPMJET [164] which is the generator used for the general
purpose MC sample. In the following analyses, the estimation of the amount of secondary
nuclei from material is based on the distributions taken from the general purpose MC sample
to avoid any bias due to the injection of nuclei. For the particle propagation and simulation of
the detector response, GEANT3 [165] is used for both MC simulations.
4.4.1. Transverse momentum shift
During the track reconstruction, a mass hypothesis for the particle has to be made, which in
ALICE is based on the specific energy loss in the TPC. Due to ambiguities between 3He and
3H candidates at low p/z, the wrong mass hypothesis is used for a sizable fraction of 3He
candidates below pT = 2 GeV/c. Due to the wrong mass assumption, the charge is assumed to
be one elementary charge instead of two. The wrong values for the charge and the mass lead
to a wrong energy loss correction during the track reconstruction. Thus, the reconstructed
pT deviates from the true one. This effect is quantified by comparing the difference of the
reconstructed and the true pT in MC as a function of the reconstructed pT as shown in Fig-
ure 4.6. The obtained distribution is fitted with a phenomenological motivated function which
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Figure 4.6: The difference between the reconstructed and the true transverse momentum of
3He in the MC simulation as a function of the reconstructed pT is shown together
with the mean for each precT interval (red dots). The black line represents the fit to
this distribution.
is used to correct for the pT shift during the analysis and the evaluation of the reconstruction
efficiency:
f (precT ) = A+B · exp(C · (precT )3) (4.2)
The fit parameters are found to be A= (6.8±0.4) ·10−4 GeV/c, B=−0.3641±0.0009 GeV/c
and C=−0.2386±0.0005 (GeV/c)−3. In the following, pT denotes the transverse momentum
corrected applying this parametrisation to recover the true transverse momentum also in data.
The deviations of the parametrisation from the mean of the distribution at precT < 1.5 GeV/c
and precT > 9.8 GeV/C are not within the transverse momentum interval used for this analysis
and, thus, have no effect on the result.
4.4.2. Secondary nuclei from material
Secondary nuclei are produced as spallation fragments in the interactions between primary
particles and nuclei in the detector material or in the beam pipe. The contribution of secondary
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nuclei can experimentally be separated from that of primary nuclei using the distance of closest
approach (DCA) to the primary vertex.
The DCAxy distribution of primary nuclei peaks at zero, while the one of secondary nuclei
is flat over most of the DCAxy range and has a small peak around DCAxy = 0 cm for low pT,
as shown in Figure 4.7. This structure is artificially created by the tracking algorithm due to
incorrect cluster associations in the first ITS layer. As discussed in section 2.3, the particles
produced in the pre-equilibrium particle emission phase of the spallation process are emitted
in the direction of the projectile, i.e. a primary particle. Thus, these particles point back to the
primary vertex. Nevertheless, the resulting DCA distribution is expected to be broader that the
observed peak at zero. The DCAxy distribution of 3He in data is obtained by applying stricter
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Figure 4.7: The DCAxy distribution within 1.5 ≤ pT < 2.0 GeV/c is shown together with the
MC template fit for 3He (left panel) and 3H (right panel). The corresponding
primary and secondary contributions are also indicated.
PID requirements compared to those described in section 4.2 to ensure a pure 3He sample.
In particular, the difference between the measured dE/dx and the expected average for 3He
is required to be in the range [-2σ , 3σ ] for pT < 2 GeV/c and in the range [-2.5σ , 3σ ] for
2 < pT < 2.5 GeV/c. The remaining contamination is at maximum 0.1% for 3He and 1.2%
for 3H for pT < 2.5 GeV/c.
The fraction of primary nuclei is obtained by a two-component fit to the measured DCAxy
distribution, one for the signal and the other for the secondaries. The distribution of both com-
ponents is obtained from Monte Carlo simulations. Due to the lack of secondary 3He in the
MC simulation, the distributions of secondary deuterons are used as a proxy. For a given pT,
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the template of deuterons at half the pT is used to compensate for the charge difference. The
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Figure 4.8: The DCAxy distribution of d and 3He is shown within 0.75 ≤ pT/z < 1.0 GeV/c.
Both distributions are normalized by their integral and fitted with a Gaussian func-
tion which highlights that the distributions have the same width.
difference between the multiple Coulomb scattering for deuterons and 3He has a negligible
impact on the compatibility of the DCAxy distributions. This is confirmed by the fact that
the width of the DCAxy distributions of antideuterons and 3He are identical within uncertain-
ties in the same transverse rigidity interval in data, as reported for 0.75 ≤ pT/z < 1 GeV/c
in Figure 4.8. The two distributions are normalized by their integral and fitted with a Gaus-
sian function to highlight their identical width which is dominated by the effect of multiple
Coulomb scattering.
For pT > 2.5 GeV/c, the DCAxy distribution of 3He and 3H are well reproduced using only
the template for primary nuclei, which implies that the fractions of secondary 3He and 3H
are negligible or below the sensitivity of this measurement. The fraction of primary nuclei
is calculated in the range |DCAxy| < 0.1 cm and summarized in Table 4.2. The fractions of
pT (GeV/c) 3He 3H
1.5−2.0 (73±1)% (65±1)%
2.0−2.5 (94.5±0.2)% (97±1)%
above 2.5 100% 100%
Table 4.2: The primary fraction calculated for 3He and 3H with its uncertainty.
primary nuclei calculated in different multiplicity intervals are consistent with that calculated
for the minimum-bias data sample within uncertainties. Due to the limited number of 3He
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candidates, the fit is highly unstable for the lowest multiplicity interval. Therefore, the primary
fraction calculated using the minimum-bias data sample is used to correct the spectra in all
multiplicity intervals.
4.4.3. Acceptance and efficiency
The product of the acceptance and the efficiency is calculated as the ratio between recon-
structed and generated primary nuclei in the simulation with |ηlab| ≤ 0.9, −1≤ ycms < 0 and
1.5≤ pT < 5 GeV/c for (anti-)3He or 1.5≤ pT < 3 GeV/c for (anti-)3H, respectively. The same
track selection criteria that are used for data are applied to the reconstructed particles in the
simulation. The acceptance × efficiency of (anti-)3H and (anti-)3He are shown in Figure 4.9
as a function of pT.
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Figure 4.9: The acceptance × efficiency as a function of pT is shown for 3He and 3He as well
as for 3H and 3H.
The efficiency for 3H is lower compared to that of 3He due to the higher number of TPC
clusters requested and the additional requirement of a hit in the TOF detector. The latter im-
plies the crossing of additional detector material, i.e. the transition radiation detector (TRD),
that is installed between the TPC and the TOF detector. Thus, additional nuclear absorption
and multiple Coulomb scattering reduce the TPC–TOF matching efficiency and lead to a lower
reconstruction efficiency for 3H. Furthermore, the efficiency and acceptance of the TOF detec-
tor has to be taken into account. The efficiency for the antinuclei is reduced compared to the
one for the nuclei due to annihilation processes with the beam pipe and the detector material.
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4.4.4. Feed-down from hypertriton
The transverse-momentum distribution of (anti-)3He and (anti-)3H contains a contribution
from weak decays of the (anti-)hypertriton, 3ΛH→ 3He+pi− and 3ΛH→ 3H+pi0 and charged
conjugates. This represents the only relevant source of feed-down to (anti-)3He and (anti-)
3H at LHC energies. The goal of the analyses described in this thesis is the measurement
of primary 3He and 3H, produced at the hadronization stage. For this reason, the feed-down
contributions have to be subtracted from the inclusive pT spectra.
For the estimate of the feed-down, the Monte Carlo sample with injected nuclei is used.
Due to the injection, the efficiencies for primary and feed-down nuclei can be evaluated to
a good precision but the abundances of the (hyper-)nuclei are not the one realized in nature.
Therefore, the ratio of hypertriton-to-helium has to be adjusted by measurements. The fraction
of secondary (anti-)3He from decays of (anti-)hypertriton is given by:
ffeed-down(pT) =
εfeed-down(pT)
ε3He(pT)
·BR ·
(dN/dy)3
ΛH
(dN/dy)3He
(4.3)
where εfeed-down and ε3He are the reconstruction efficiency of secondary (anti-)3He from
(anti-)hypertriton decays and primary (anti-)3He, respectively. BR denotes the branching ratio
of the decay of 3ΛH into
3He which is about 25% [171]. The (anti-)3ΛH-to-(anti-)
3He yield ratio
is obtained by extrapolation of the measurements of this ratio as a function of 〈dNch/dηlab〉 in
Pb–Pb collisions at
√
sNN = 2.76 TeV [172] to the mean charged-particle multiplicity density
in p–Pb collisions. The extrapolation is based on the assumption of a linear trend with the
charged-particle multiplicity. The (anti-)3ΛH-to-(anti-)
3He yield ratio is found to be about 26%
which is compatible with the expectation from Thermal-FIST [101].
For 3H, the feed-down contribution could not be evaluated in the same way because the MC
simulation did not contain any 3H from weak decays of hypertriton. Therefore, an upper limit
for this contribution is evaluated as half of the feed-down for 3He because the branching ratio
of the two-body decay with neutral daughters is half of the one with charged daughters [171].
The ratio of the reconstruction efficiencies for feed-down 3H and primary 3H is assumed to
be identical to the corresponding ratio for 3He. The measured pT spectra of (anti-)3He and
(anti-)3H are corrected for the fraction of feed-down from (anti-)hypertriton decays, which is
about 3.7% and 1.9%, respectively.
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4.5. Systematic uncertainties
The main sources of systematic uncertainties on the (anti-)3He and (anti-)3H yields are sum-
marized in Table 4.3 and discussed in the following. The procedures used for the evaluation
of the systematic uncertainties quantify effects due to residual discrepancies between the dis-
tributions of the involved track variables in data and MC, as well as due to the limited knowl-
edge about involved quantities, like the hadronic interaction cross section of (anti-)3He and
(anti-)3H. The total systematic uncertainty is calculated as the sum in quadrature of the single
contributions.
Particle 3He (3He) 3H (3H)
pT interval (GeV/c) 1.5–2.0 4.5–5.0 1.5–2.0 2.5–3.0
Tracking 4% 5% 5% 5%
PID & contamination 3% (1%) 1% 3% (5%) 20% (30%)
Primary fraction estimation 9% (negl.) negl. 6% (negl.) 3% (negl.)
Material budget 0.3% (0.5%) 0.2% (0.5%) 2.0% (3.4%) 0.7% (1.3%)
Hadronic cross section 9% (6%) 1% (2%) 2% (8%) negl. (11%)
Feed-down 1.5% 1.5% 0.8% 0.8%
Total systematic uncertainty 13% (7%) 5% (6%) 9% (12%) 20% (32%)
Table 4.3: Summary of the individual contributions to the total systematic uncertainty in the
lowest and highest pT interval measured for 3He and 3H. The values for the antinu-
clei are shown in parentheses if they differ from the value obtained for the nuclei.
Tracking and PID & contamination uncertainty
The systematic uncertainty related to the track reconstruction contains a contribution coming
from the difference of the matching efficiencies between ITS and TPC [for (anti-)3He and
(anti-)3H], and between TPC and TOF [for (anti-)3H] in data and MC, as well as a contribu-
tion due to the track selection criteria used in the analysis. The latter is estimated by varying
the track selection criteria, both in data and for the efficiency calculation. For each trans-
verse momentum interval, the systematic uncertainty is given by the root mean square (RMS)
of the distribution of data points obtained from the different track selection variations. The
uncertainties due to ITS–TPC and TPC–TOF matching efficiencies are about 1%. The latter
is evaluated comparing the TPC–TOF matching efficiencies for charged particles in data and
MC. The matching efficiency is defined as the ratio of the number of tracks registered in TOF
divided by the number of all tracks. The ITS–TPC matching efficiency is provided centrally
by the ALICE data preparation group following a similar strategy. The total tracking system-
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atic uncertainty is obtained as the sum in quadrature of each contribution and is about 4-5%
for both (anti-)3He and (anti-)3H, independent of pT.
Similarly, the uncertainty from the particle identification is estimated by varying the fitting
ranges in the TPC and TOF for the signal extraction as well as for the evaluation of the con-
tamination. The latter has only a minor effect on the uncertainty for (anti-)3He because of
the clear separation from other charged particles. In contrast, the effect of the contamination
on (anti-)3H is much larger because the separation to other charged particles, which are much
more abundant, decreases with increasing pT. The systematic uncertainty on the PID and the
contamination is found to be at maximum 3% for 3He and 30% for 3H.
The variations of the data points corresponding to different track selection criteria and PID
requirements with respect to the default choice are found to be rather independent from one
pT interval to another. According to the discussion in [173], Barlow’s criterion for the sig-
nificance of variations is used to ensure that the systematic uncertainties are not governed by
the statistical precision. The bin-by-bin independent variations persist after rejecting in each
bin the results from variations which differ from the measurement by less than three times the
statistical uncertainty on this difference. This uncertainty is calculated by subtracting the sta-
tistical uncertainties in quadrature because the two results are obtained from nearly the same
data set. This indicates that the degree of correlation with transverse momentum of the track-
ing and PID uncertainties is to a good approximation negligible. The other uncertainties are
instead correlated with transverse momentum.
Primary fraction estimation uncertainty
The systematic uncertainty associated to the fraction of primary nuclei contains three sources:
the uncertainty of the template fit, the stability against including more secondaries and the
possible bias of the templates used. To estimate the latter contribution, a Gaussian function is
used to describe the shape of secondary nuclei while the DCAxy distribution of antinuclei is
used as template for primary nuclei. The parameters of the Gaussian function are obtained by
fitting the DCAxy distribution excluding the signal region (|DCAxy| ≤ 0.1 cm). The fraction of
primary nuclei is calculated using two methods: in one case, these data-driven templates are
used to calculated the fraction in the same way as for the MC templates. In the other case only
the Gaussian function is used to calculate the primary fraction fprim = 1− nsec/ntotal, where
nsec is the integral of the Gaussian function and ntotal is the total number of nuclei measured
inside the signal region. For 3He, the primary fraction is calculated in addition using MC
templates from secondary 3H scaled in the same way as the deuteron templates. The resulting
values for the fraction of primary nuclei obtained from these methods are assumed to follow
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a uniform distribution, thus, the uncertainty is calculated as the maximum difference between
these values divided by
√
12. The stability of the primary fraction correction against changing
the amount of secondary nuclei is tested by varying the DCA selection and, thus, varying the
number of secondary nuclei taken into account. The primary fraction should adjust accord-
ingly. This uncertainty is evaluated using an RMS approach. The total uncertainty linked to
the primary fraction estimate is given by the sum in quadrature of the three components and is
found to be at maximum 9% for 3He and 6% for 3H following an decreasing trend with pT.
Material budget uncertainty
The material budget of the ALICE detector, i.e. the thickness up to the middle of the TPC
expressed in units of the radiation length, is known with a relative uncertainty of 4.5% [150]
which leads an uncertainty on the reconstruction efficiencies. The impact of this uncertainty
on the results is studied by evaluating the relative uncertainty on the reconstruction efficiency
using a dedicated MC production with 4.5% higher or lower material budget. These MC
productions are anchored to peripheral Pb–Pb collisions due to the unavailability of MC simu-
lations anchored to the p–Pb data. This estimate is reliable assuming that any interference with
multiplicity–related (occupancy) effects is negligible. The relative uncertainty σmaterialbudget is
calculated via
σmaterialbudget(pT) =
εmax(pT)− εmin(pT)
2 · εdefault(pT) , (4.4)
where εmax and εmin are the largest and the smallest efficiency obtained in a given pT inter-
val and εdefault is the efficiency calculated with the default material budget. The uncertainty on
the material budget is already chosen such that the values obtained by repeating the material
budget determination would be expected to follow a normal distribution with a width given
by the uncertainty. Thus, for the uncertainty linked to the material budget, the difference of
the efficiencies cannot be divided by
√
12 because this would lead to an underestimation of
the uncertainty. The effect is larger for (anti-)3H than for (anti-)3He because of the additional
detector material which has to be taken into account due to the TOF requirement. The sys-
tematic uncertainty due to the uncertainty on the material budget is small compared to the
other contributions to the total uncertainty and accounts for less than 1% for (anti-)3He and at
maximum 3.4% for (anti-)3H.
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Hadronic interaction cross section uncertainty
In the Monte Carlo simulation used to evaluate the reconstruction efficiency, the propaga-
tion of the particles through the ALICE detectors is performed using GEANT3 which does
not taken elastic scattering processes into account. In this model, an empirical parametriza-
tion of the antideuteron absorption cross section, based on the measurements carried out at
the U-70 Serpukhov accelerator [174, 175], is used. In contrast, a Glauber model based on
the well-measured total and elastic pp cross section is implemented [176] in GEANT4 [166].
These different implementations allows to estimate the systematic effect due to the incomplete
knowledge about hadronic interaction cross section of nuclei as half of the relative difference
between the reconstruction efficiency evaluated with GEANT3 and GEANT4. This contribu-
tion is found to be smaller than 12% for (anti-)3He and (anti-)3H.
Uncertainty due to the feed-down from weak decays
The last contribution to the systematic uncertainties is the feed-down from weak decays of
hypertriton. In section 4.4.4, this contribution is estimated using an extrapolation of the mea-
sured 3ΛH-to-
3He yield ratio assuming a linear trend with the charged-particle multiplicity.
This extrapolation is repeated after shifting the measured data point at the higher charged-
particle multiplicity up and the one at the lower 〈dNch/dηlab〉 down by their uncertainties and
vice versa. The resulting maximal or minimal 3ΛH-to-
3He yield ratios are used to calculate the
relative uncertainty on the feed-down contribution given by the difference of the maximum
(6.3%) and the minimum (1.1%) feed-down contribution divided by
√
12. The corresponding
contributions to the total systematic uncertainty are 1.5% for 3He and 0.75% for 3H.
4.6. Upper limit on the production of 4He
Since 4He nuclei are not produced in spallation reactions of primary particles with the beam
pipe or the detector material, an upper limit on the total production yield can be extracted
without being affected by the observation of secondary nuclei from these processes. The limit
is based on the non-observation of 4He candidates using the same track selection criteria as
for 3He, except for the maximum distance of closest approach to the primary vertex which
have been released to DCAxy < 2.4 cm and DCAz < 3.2 cm to maximize the reconstruction
efficiency. The identification of 4He is based on the time of flight, measured by the TOF de-
tector, and the specific energy loss dE/dx in the TPC. These measurements are required to be
within ±5σTOF and ±3σTPC around the expected values to ensure a clean sample of candi-
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date tracks. The TOF requirement ensures that no 3He tracks are misidentified as 4He above
p/z = 4 GeV/c where the expected dE/dx in the TPC is similar for the two particle species
which can be seen in Figure 4.2. The analysis is performed in the transverse momentum in-
terval 2≤ pT < 10 GeV/c. The left panel of Figure 4.10 shows the distribution of the specific
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Figure 4.10: The left panel shows the distribution of the specific ionization energy loss
(dE/dx) in the TPC for candidate tracks compared to the expected one for 4He,
nTPCσ , in the pT range from 2 to 10 GeV/c. The background is fitted with a Gaus-
sian function (red line). In the right panel, the acceptance × efficiency as a func-
tion of pT evaluated using the MC sample with injected nuclei is presented to-
gether with the parametrisation used to calculate the efficiency for the full pT
interval, 2 to 10 GeV/c.
energy loss compared to the expected one for 4He (nTPCσ ) after the preselection employing the
TOF detector. The distribution at nTPCσ < −3, corresponding to 3He candidates, is fitted with
a Gaussian function and extrapolated to the signal region, defined as [−3,3]. The expected
background in the signal region is 1 ·10−5. The expected background and the non-observation
of candidates in the signal region are used to calculate the upper limit at 90% confidence level
using the Feldmann-Cousins approach [177]. This procedure allows to construct classical
confidence limits in a unified way for upper limits based on a non-observation and two-sided
intervals for other cases. It avoids the appearance of unphysical or empty confidence intervals.
This behaviour is achieved by employing the ratio of two likelihoods, i.e. the likelihood to
observe a value n for a given mean µ of the underlying distribution and the likelihood for the
best-fit physically allowed mean µbest, as the order parameter for constructing the confidence
intervals. A systematic uncertainty of 20%, similar to the one obtained in Pb–Pb collisions at
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√
sNN = 2.76 TeV [178], is assumed. It is taken into account by integrating over a probability
density function which parametrizes the knowledge about the uncertainty when calculating
the numerator of the likelihood ratio following the procedure described in [179, 180]. For this
analysis, a Gaussian function centered at one with a width given by the uncertainty is used.
The resulting upper limit on the raw 4He yield (Nupperlimit2−10GeV/c) is corrected for the rapidity in-
terval (∆y) and the number of events selected (Nevents) as well as the acceptance × efficiency
(ε4He). The latter is calculated in pT intervals of 0.1 GeV/c using the MC simulation with
injected nuclei. To calculated the average value for 2 ≤ pT < 10 GeV/c, the acceptance ×
efficiency, which is fitted with an ad hoc function, f (pT) = a+bexp(c · pT) with a = 0.5779,
b =−11.8 and c =−1.65 (GeV/c)−1, has to be weighted with the expected shape of the 4He
pT distribution. For the latter, a mT-exponential parametrization of the 4He pT spectrum is
used,
SmT :=
dN
dpT dy
= N · pT · exp
(
−
√
(pT · c)2+(m · c2)2
B
)
. (4.5)
The parameter values found for (anti-)3He are used, i.e. N = 5.4 · 10−5 (GeV/c)−2 and B =
0.595 GeV. The mass is set equal to the mass of 4He, m4He = 3.73 GeV/c
2. Since the nor-
malization cancels out when calculating the weighted average, the normalization parameter N
is not adjusted to reflect the expected suppression of 4He. The weighted average is evaluated
using the parametrizations of the spectral shape and the acceptance × efficiency. The average
efficiency is found to be 43.8%.
The obtained value for the upper limit is extrapolated to the full pT range using the mT-
exponential parametrization of the 4He pT spectrum via dividing by the following correction
factor
f =
∫ 10
2 SmTdpT∫ 10
0 SmTdpT
= 48.0%.
Thus, the upper limit is given by
dN
dy
upperlimit
=
Nupperlimit2−10GeV/c
∆y ·Nevents · ε4He · f
= 2.3 ·10−8 (4.6)
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The results discussed in this chapter are also published in a recent paper by the ALICE col-
laboration [168] which was mostly written by the same author as this thesis.
5.1. Transverse-momentum spectra
Final corrections
The production yields of (anti-)3He and (anti-)3H as a function of pT are obtained by correct-
ing the observed number of nuclei candidates after the statistical subtraction of the contamina-
tion (Nobs) for the fraction of primary nuclei ( fprim) and the acceptance times the reconstruction
efficiency (A × ε) in each pT interval. Afterwards, the feed-down from hypertriton decays is
subtracted. The resulting pT-differential yield of produced primary nuclei is divided by the
number of selected events (Nevents), the width of the transverse momentum bins (∆pT) and the
rapidity interval (∆y):
d2N
dydpT
(pT) =
1
Nevents∆y∆pT
fprim(pT)Nobs(pT)
(A × ε)(pT) (1− ffeed-down(pT)) (5.1)
To obtain an experiment independent yield, the result has to be corrected for the event and
signal loss due to the trigger and the event selection. The procedure for this correction consists
of two steps, the track-by-track reweighting with the signal survival efficiency εsignal and the
recovery of the number of events. The latter can be achieved by reweighting the events with the
trigger and event selection efficiency. In this analysis, the trigger and event selection efficiency
is evaluated with respect to INEL > 0 events, in which the colliding ions interact via inelastic
collisions and at least one charged particle could be measured in |η | < 1. The efficiency is
defined as the ratio of the number of triggered and selected events Nselected and the number of
events in the event class of interest (NINEL>0)
εINEL>0 =
Nselected
NINEL>0
. (5.2)
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It is evaluated using the general purpose Monte Carlo simulation described in section 4.4.
Using the same Monte Carlo sample the expected signal survival efficiency after the trig-
ger and event selection is evaluated for protons because the statistical precision of the nuclei
signal is not sufficient to perform this investigation. To evaluate the signal survival efficiency,
the ratio of the number of generated primary protons before and after the trigger and event
selection is calculated.
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Figure 5.1: In the left panel, the trigger and event selection efficiency is shown as a function
of the multiplicity percentile together with the signal survival efficiency. The ratio
of the two efficiency is shown in the right panel.
Both, the signal survival efficiency and the trigger and event selection efficiency, as a func-
tion of the multiplicity class are summarized in Figure 5.1. About 88% of the signal and events
expected for the INEL > 0 event class are selected. In addition, no dependence of the signal
survival efficiency on the transverse momentum was found. Since the multiplicity dependence
of both efficiencies is very similar and not very pronounced, no track-by-track and event-by-
event correction has to be done. Instead, the total observed number of events and the number
of analysed events can be corrected by dividing by the corresponding efficiency. This is iden-
tical to divide the pT-invariant yields by the ratio of the signal survival efficiency to the trigger
and event selection efficiency instead. This ratio is reported in the right panel of Figure 5.1
and deviates from unity at maximum by 1% which is negligible compared to the uncertainties
of the reported results. Therefore, no correction has been applied and the reported multiplic-
ity integrated results is the one for the class of INEL > 0 p–Pb collisions at
√
sNN = 5.02
TeV. The pT-differential yields of (anti-)3He and (anti-)3H measured in INEL > 0 p–Pb col-
lisions at
√
sNN = 5.02 TeV and the corresponding antiparticle-to-particle ratios are shown
in Figure 5.2. The ALICE collaboration has already published the pT-differential yields of
(anti-)3He measured in a p–Pb data set collected in 2013 [167] which is smaller and allows for
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Figure 5.2: The pT spectra of (anti-)3He and (anti-)3H measured in INEL > 0 p–Pb collisions
at
√
sNN = 5.02 TeV are shown in the left and right upper panels, respectively.
The bottom panels show the corresponding antiparticle-to-particle yield ratios as
a function of pT. Statistical and systematic uncertainties are indicated by vertical
bars and boxes, respectively.
a less precise measurement and no study of the multiplicity dependence. The general analysis
strategy in [167] was the same as in the analysis presented in chapter 4 but no correction for
the feed-down from weak decays of (anti)3ΛH was performed. In addition, the correction for
secondary nuclei from weak decays was not based on template fits but a DCA interval count-
ing procedure. The evaluation of the systematic uncertainties had been refined in the presented
analysis compared to the result obtained from the 2013 data set. For the comparison shown
in Figure 5.3, the pT intervals of result presented in this thesis (2016 data set) are adjusted
to match the one of the old publication. The two results are compatible within uncertainties.
This is clearly visible in the lower panel of Figure 5.3, in which the ratio of the result obtained
from the two data sets is shown. To calculate the relative uncertainties on the ratio, the relative
statistical and systematic uncertainties of the results are summed in quadrature.
Antiparticle-to-particle yield ratio
For the calculation of the systematic uncertainty on the antiparticle-to-particle yield ratio,
the part of the systematic uncertainties correlated between antiparticles and particles, i.e. the
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Figure 5.3: The pT spectra of (anti-)3He obtained from the 2013 [167] and 2016 data set of p–
Pb collisions at
√
sNN = 5.02 TeV are shown in the top panel. The ratio of the two
results is presented in the bottom panel. Statistical and systematic uncertainties
are indicated by vertical bars and boxes, respectively.
uncertainty linked to the tracking, the material budget, and the feed-down, is propagated sep-
arately from the remaining systematic uncertainty. The tracking uncertainties and the varia-
tions of the spectra corresponding to different track selection criteria are observed to be the
very similar for 3He and 3He as well as 3H and 3H. Thus, this contribution to the systematic
uncertainty is treated as correlated in the calculation of the antiparticle-to-particle yield ratio.
The systematic uncertainty related to the material budget is also treated as correlated between
particle and antiparticle. This can be explained by the fact that the acceptance × efficiency
for both particles and antiparticles increases for a decreased material budget in the simulation,
and vice versa. This can be clearly seen in Figure 5.4, which shows the acceptance × effi-
ciency for (anti-)3H as a function of pT obtained from MC simulations of peripheral Pb–Pb
collisions with modified material budget as discussed in section 4.5. Since no significant dif-
ference between the feed-down contribution for 3He and 3He is observed, the corresponding
correction and uncertainty are applied independent of the charge. Hence, this uncertainty is
fully correlated between antinuclei and nuclei. The production of secondary particle via spal-
lation affects only the yield of nuclei. Therefore, the corresponding uncertainty is treated as
uncorrelated between antiparticle and particle. The uncertainty related to the contamination
from other particle species is larger for nuclei compared to antinuclei due to the production of
nuclei in spallation reactions. In the case of 3He at low pT, for example, the 3H contribution
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is mostly coming from these processes, while the contamination on the anti-3He is negligible.
A conservative approach is used and the PID uncertainty is treated as fully uncorrelated in the
calculation of the antinuclei-to-nuclei ratio. The hadronic interaction cross section of antin-
uclei includes contributions from annihilation processes which are not present for nuclei and
known only with a larger uncertainty. As a consequence the uncertainty due to the hadronic
interaction cross section is at least partially uncorrelated. To avoid to underestimate the impact
of this uncertainty on the antinuclei-to-nuclei ratio, it is treated as fully uncorrelated. The full
calculation of the systematic uncertainty is summarized in Equation 5.3.
∆Ratio
Ratio
=
√(
∆Antinuclei
Antinuclei
)2
uncor
+
(
∆Nuclei
Nuclei
)2
uncor
+
(
∆Antinuclei
Antinuclei
− ∆Nuclei
Nuclei
)2
cor
(5.3)
The antiparticle-to-particle ratio is consistent with unity within uncertainties which indicates
that matter and antimatter are produced in equal amounts in p–Pb collisions at
√
sNN = 5.02
TeV. This is also observed for deuterons, 3H, and 3He in pp collisions [110, 111], as well as
deuterons and 3He in p–Pb and Pb–Pb at different center-of-mass energies at the LHC [167,
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111]. This supports a baryochemical potential close to zero included in the grand canonical
version of the statistical hadronization models at LHC energies.
In the following, the results are shown for the average of the nuclei and the antinuclei spectra
to reduce the effect of statistical fluctuations, if not stated differently.
Multiplicity dependence of the (anti-)3He yield
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Figure 5.5: The transverse-momentum spectra obtained from the average of 3He and 3He
for four different multiplicity classes and INEL > 0 events in p–Pb collisions at√
sNN = 5.02 TeV. The pT spectrum obtained in INEL> 0 p–Pb collisions is scaled
by a factor of ten for better visibility. Statistical and systematic uncertainties are
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The pT spectra of (anti-)3He for different multiplicity classes are summarized in Figure 5.5.
The yield of (anti-)3He is observed to increase with the charged-particle multiplicity density
〈dNch/dηlab〉. Since the radius of the medium produced in the collision is proportional to
〈dNch/dηlab〉1/3, as discussed in section 1.2.3, this increase indicates a dependence of the
production mechanism on the size of the medium.
5.2. Total production yield
The pT spectra of (anti-)3He and (anti-)3H have to be extrapolated to the unmeasured pT re-
gions in order to obtain the total production yield (dN/dy). For the extrapolation, the measured
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pT spectra are fitted with the following functional forms: pT-exponential, mT-exponential,
Boltzmann, Bose–Einstein, and Fermi–Dirac function. The proper choice of the functional
forms used for the fits of hadronic spectra is a difficult topic but in the last decades a set
of commonly used functions has been established within the field of research on light nu-
clei production, in the corresponding Physics Working Group in ALICE and in high-energy
physics [111, 167, 170, 181]. The functional forms listed above are the ones of this set of
commonly used functions with matched the measured data in the full pT range without going
to unphysical parameter values. The extrapolated part of the yield is calculated as the average
value obtained by integrating each of these functions outside the measured pT range. The
result is added to the integral of the measured spectrum to obtain the total pT-integrated yield.
The extrapolated fraction of the integrated yield below and above the measured pT interval is
summarized in Table 5.1.
3He Event class pT < 1.5 GeV/c pT > 5 GeV/c
0–10% (39±5)% (2.4±0.8)%
10–20% (46±7)% (0.8±0.4)%
20–40% (38±7)% (2.0±1.0)%
40–100% (55±8)% (0.3±0.2)%
INEL > 0 (43±5)% (1.4±0.4)%
3H Event class pT < 1.5 GeV/c pT > 3 GeV/c
INEL > 0 (24±13)% (38±16)%
Table 5.1: Fraction of extrapolated yields below and above the measured pT interval relative
to the total yield.
For the calculation of the statistical uncertainty on dN/dy, the transverse-momentum spec-
tra are modified by shifting the data points for different transverse momentum intervals in-
dependently to random values distributed following a Gaussian function centered around the
measured values and with a width given by the statistical uncertainties. To reduce the com-
putational effort and to avoid issues due to instabilities of repeated fits, the resulting shifted
spectra are not fit again to extract the extrapolated yield. Instead, the extrapolated yields at pT
below and above the measured range are varied according to a Gaussian distribution centered
at the default value with a width given by the uncertainty on the extrapolated yield. This Gaus-
sian sampling procedure for the data points and the extrapolation is repeated 1000 times. The
standard deviation of the distribution of the measured total yields determines the statistical
uncertainty for each functional form fitted.
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For the systematic uncertainty of the total yield, for each of the functional forms the part
correlated in pT, i.e. the material budget, the hadronic cross section, feed-down uncertainty,
and the uncertainty linked to the estimation of the primary fraction, is treated separately from
the remaining uncertainty. The material budget uncertainty is treated as correlated with pT
because the efficiency calculated using the MC productions with increased and decreased ma-
terial budget is observed to shift coherently from one pT interval to another, as reported in
Figure 5.4 for (anti-)3H. A similar behaviour is observed for the uncertainty due to the incom-
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Figure 5.6: The acceptance × efficiency for (anti-)3He is shown as a function of pT for MC
simulations of peripheral Pb–Pb (50–90%) collisions at
√
sNN = 5.02 TeV with
two different transport codes, GEANT3 and GEANT4. These are used to calcu-
lated the uncertainty due to the limited knowledge about hadronic interaction cross
section of these nuclei. The statistical uncertainties are not visible because they are
smaller than the marker size.
plete knowledge about the hadronic interaction cross section for (anti-)3He and (anti-)3H. This
can be seen in Figure 5.6, where the acceptance × efficiency is shown calculated employing
MC simulations with GEANT3 and GEANT4. The variation of the DCA window used for
the primary fraction estimation is the dominating contribution to the corresponding system-
atic uncertainty. The yield of (anti-)3He and (anti-)3H are found to vary in the same way in
neighboring pT intervals for the same DCA selection. Thus, the systematic uncertainty linked
primary fraction estimation is treated as correlated with pT. Since no significant difference
between the feed-down contribution from one pT interval to another is observed for (anti-)3He
and (anti-)3H, the corresponding uncertainty is considered to be correlated with pT. The cor-
related part of the systematic uncertainty is evaluated as the average difference between the
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default value and the yield obtained by shifting the measured points up or down by the cor-
related part of the systematic uncertainties. The remaining part of the systematic uncertainty,
i.e. the uncertainty linked to the tracking as well as the PID and contamination, is treated as
fully uncorrelated considering the negligible degree of correlation, as discussed in section 4.5.
Therefore, the Gaussian sampling procedure is also used to evaluate the contribution of these
sources to the systematic uncertainty on the total pT-integrated yield. The systematic uncer-
tainty on dN/dy for each functional form is given by the sum in quadrature of the uncorrelated
and the correlated uncertainty. To obtain the total systematic uncertainty, the average of the
contributions from the different functional forms is calculated and added in quadrature to the
uncertainty given by the spread of the values obtained with the different functional forms. The
latter is calculated as the difference of the maximum and the minimum yield divided by
√
12.
To cross-check the stability of the systematic uncertainty on the integrated yield, the calcula-
tion is repeating assuming that all sources of uncertainty are either uncorrelated or correlated.
Since the uncertainty linked to the spread of the functional forms causes about 50% of the
total uncertainty, no significant differences between the uncertainties obtained from the three
assumptions are found.
5.3. Mean transverse momentum
Based on the extrapolation, the mean transverse momentum 〈pT〉 of (anti-)3He is calculated
for the different multiplicity classes. The statistical and systematic uncertainties on 〈pT〉 are
calculated in the same way as for the integrated yield. The results are shown in Figure 5.7
and compared with the 〈pT〉 measured in pp collisions at
√
s = 7 TeV [110] and in Pb–Pb
collisions at
√
sNN = 2.76 [111]. As for pions, kaons and protons [76], no big change of 〈pT〉
with increasing collision energy within the LHC energies is expected. The 〈pT〉 measured
in p–Pb collisions increases with the mean charged-particle multiplicity density, connecting
the measured results in pp and Pb–Pb collisions in a smooth way. This indicates a hardening
of the pT spectra with increasing mean charged-particle multiplicity density, which might be
caused by production in jets [182] or by collective expansion effects [170]. The latter would
also result in a shift of the maximum of the pT distribution, which cannot be observed in the
present measurements due to the limited statistical precision.
If the system evolves hydrodynamically, the mean transverse momentum of different par-
ticle species should follow a mass ordering, as a result of the radial flow. In Figure 5.8, the
〈pT〉 as a function of the particle mass is shown for different mean charged-particle multiplic-
ity densities. For similar 〈dNch/dηlab〉, a clear mass ordering is observed separately for the
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Figure 5.7: The mean transverse momentum of (anti-)3He is shown as a function of the mean
charged-particle multiplicity density in p–Pb collisions at
√
sNN = 5.02 TeV. The
published results from pp [110] and Pb–Pb [111] collisions are shown with di-
amonds and rectangles, respectively. Statistical and systematic uncertainties are
indicated by vertical bars and boxes, respectively.
different particle species up to Ω and for the nuclei. The measurements for the nuclei prefer a
scaling which does not follow the same linear trend as the results for pi , K, p, Λ [170], Ξ, and
Ω [183].
5.4. Ratio to protons
The ratio of the integrated yields of (anti-)3He to those of (anti-)protons (3He/p) is calculated
for the four multiplicity classes used in this analysis, while the yield ratio of (anti-)3H to
(anti-)protons (3H/p) is calculated for INEL > 0 events. The pT-integrated average yields of
antiprotons and protons are taken from [170]. The relative statistical and systematic uncer-
tainties on the yield ratio are calculated by adding the the corresponding relative uncertainties
on the yields in quadrature.
The 3He/p yield ratios are shown as a function of the charged-particle multiplicity density
in Figure 5.9 together with the corresponding results from pp collisions at
√
s = 7 TeV [110]
and from Pb–Pb collisions at
√
sNN = 2.76 TeV [111]. The yield ratios at the same charged-
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Figure 5.8: The mean transverse momentum measured in p–Pb collisions at
√
sNN = 5.02 TeV
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multiplicity densities. The linear scaling with the mass observed for pi , K, p, Λ
[170], Ξ, and Ω [183] is indicated by dashed lines. The deuteron 〈pT〉 is taken
from [167]. Statistical and systematic uncertainties are indicated by vertical bars
and boxes, respectively.
particle multiplicity are expected to be constant as a function of the collision energy within the
range of typical LHC energies as observed for the d/p ratio. For Pb–Pb collisions, this can be
understood from the SHM because the yield ratios are proportional to exp(µB/Tchem) which is
constant for LHC energies [46]. The data are compared to the expectation from the Canonical
Statistical Model (CSM), called Thermal-FIST [101], and two coalescence calculations [121].
The trend observed in the data can be qualitatively reproduced over the full multiplicity range
using the CSM approach, which is based on the exact conservation of charges, i.e. electrical
charge, baryon and strangeness number, across the correlation volume Vc [101]. The predic-
tions were calculated using a chemical freeze-out temperature T = 155 MeV and a correlation
volume extending across one unit (Vc = dV/dy) or three units (Vc = 3dV/dy) of rapidity. The
temperature value is constrained by the 3He/p yield ratio measured in Pb–Pb collisions [111].
It is very close to the temperature which was found for the grand canonical SHM [46] fit of
the integrated yields of different particle species measured in most central Pb–Pb collisions
by ALICE. For the mean charged-particle multiplicity density region covered by the results
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Figure 5.9: 3He/p yield ratio in pp, p–Pb, and Pb–Pb collisions [110, 111] as a function of
the mean charged-particle multiplicity density, together with the 3H/p yield ratio.
Statistical and systematic uncertainties are indicated by vertical bars and boxes,
respectively. The expectations for the canonical statistical hadronization model
(Thermal-FIST [101]) and two coalescence approaches [121] are shown. For the
thermal model, calculations with two different values of the correlation volume
are displayed. The uncertainties of the coalescence calculations, which are due to
the theoretical uncertainties on the emission source radius, are denoted as shaded
bands.
obtained in Pb–Pb collisions, the CSM reaches the grand canonical limit and, thus, matches
the version of the SHM using the grand canonical ensemble.
The 3He/p and 3H/p yield ratios measured in p–Pb collisions, which cover the gap in mul-
tiplicity between the existing measurements in pp and Pb–Pb collisions, favour a small cor-
relation volume Vc = dV/dy, while the ratios of the deuteron to the proton yield measured in
pp collisions are more compatible with a larger correlation volume [101]. The 3He/p yield
ratio as a function of the mean charged-particle multiplicity density has a similar trend as the
d/p ratio shown in Figure 2.3. However, the increase between the pp and the Pb–Pb results
is about a factor of 3–4 larger for 3He/p than for d/p [167]. The simplified version of the
CSM presented in this paper, which assumes a constant freeze-out temperature as a function
of the system size, shows some tensions with data for the p/pi and K/pi yield ratios and fails
to describe the measured φ/pi yield ratio [123].
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With increasing charged-particle multiplicity density, the number of protons and neutrons
produced in the collision is also increasing. The more protons and neutrons are available,
the more likely nucleons can be close enough in phase space to form a nucleus. Therefore,
an increasing trend for the 3He/p yield ratio as a function of the charged-particle multiplicity
density is expected in the coalescence approach. The measured ratio is compared to coa-
lescence predictions [121] which take the radii of the source and the emitted nucleus into
account. The expectations for three-body coalescence, where the nuclei are directly produced
from protons and neutrons, as well as for two-body coalescence, where an intermediate for-
mation of a deuteron is needed, are shown. For both coalescence approaches, the theoretical
uncertainties are given by the uncertainty on the emission source radius. Both calculations
are in overall agreement with the data at low and intermediate multiplicities while they are
systematically below the experimental results for higher multiplicities. The measured 3He/p
yield ratio shows a slight preference for the two-body coalescence approach, even though this
is not yet conclusive due to the uncertainties on both the data and the theoretical description.
5.5. Coalescence parameter
The coalescence parameter B3 is calculated as
B3 =
S3He/3H
S3p
, (5.4)
where Si = 1/(2pi pT)d2Ni/(dydpT) is the invariant yield of the particle i = 3He, 3H or pro-
tons. The statistical and systematic uncertainties of B3 are calculated following the usual prop-
agation of uncertainties assuming that statistical and systematic uncertainties of the invariant
yields of protons and 3He or 3H are uncorrelated,
∆B3
B3
=
√√√√(∆S3He/3H
S3He/3H
)2
+
(
3∆S3p
S3p
)2
. (5.5)
The resulting coalescence parameter values are shown in Figure 5.10 as a function of the
transverse momentum per nucleon.
3H-to-3He yield ratio
The proton spectrum cancels out in the calculation of ratio between the coalescence parame-
ter obtained from the production yields of (anti-)3H and (anti-)3He if the neutron production
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Figure 5.10: In the top panel, the coalescence parameter B3 calculated for the average of
INEL > 0 3He and 3He yields is shown together with the corresponding result
(anti-)3H. The bottom panel shows the 3H/3He yield ratio together with the ex-
pectation values from three coalescence approaches [106, 121]. The uncertainties
of the coalescence calculations, which are due to the theoretical uncertainties on
the emission source radius, are denoted as shaded bands. Statistical and system-
atic uncertainties are indicated by vertical bars and boxes, respectively.
yields are equal to the corresponding proton yields. Thus, the B3 ratio is equal to the ratio of
the yields of (anti-)3H and (anti-)3He (3H/3He) which is shown in the bottom panel of Fig-
ure 5.10. Its systematic uncertainty is calculated as the sum in quadrature of the uncertainties
of the yields ignoring possible correlations of the uncertainties. The 3H/3He yield ratio is
expected to be consistent with unity according to a simple coalescence approach. In more ad-
vanced coalescence calculations, that take into account the size of the emitting source and the
nucleus, this ratio is expected to be above unity [106, 121]. The difference in the coalescence
expectations is mainly due to a different parametrization of the source radius as a function of
the mean charged-particle multiplicity density which is reported in Figure 5.11. Sun, Ko and
Do¨nigus use a 〈dNch/dηlab〉 dependence of the source size which is calculated based on the
dependence of the number of protons measured in pp and p–Pb collisions at different collision
energies and the kinetic freeze-out temperature obtained from Blast-Wave fits to the charged-
particle spectra in Pb–Pb collisions at
√
sNN = 2.76 TeV reported by the ALICE collaboration.
The obtained parametrization is compatible with the Hanbury Brown-Twiss (HBT) radius for
a pair transverse momentum, kT, between 0.2 and 0.3 GeV/c measured in p–Pb collisions at
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Figure 5.11: The comparison of the parametrizations of the source size R as a function of
〈dNch/dηlab〉1/3 used in [121] (blue dashed line) and [106] (black and black dot-
ted lines) is shown together with the HBT results provided by the ALICE collab-
oration. This picture is taken from [106].
√
sNN = 5.02 TeV by the ATLAS collaboration. The other theoretical calculation by Bellini
and Kalweit makes use of two different parametrisations. On the one hand, the HBT radius
at kT = 0.887 GeV/c in pp, p–Pb and Pb–Pb collisions measured by the ALICE collaboration
is used. On the other hand, a parametrisation is obtained from the coalescence parameter B2,
calculated from the measured deuteron and proton yields, provided by the ALICE collabo-
ration. The difference between these two parametrizations causes the larger uncertainty for
the corresponding theoretical prediction. Another source of differences between the two co-
alescence approaches is the use of slightly different values for the radius of 3H. In [121], the
matter radius r3H = 1.59 fm is used, while the corresponding value in [106] is
r3H =
√
3/4 · (A−1)/A · r3HA =
√
1/2 · r3HA = 1.52 fm, (5.6)
where r
3H
A denotes the characteristic-size parameter of the ground-state wave-function.
A fit to the measured 3H/3He yield ratio with a constant function results in 1.27± 0.11
which deviates from unity by 2.5σ but from the coalescence calculations only by 1.15−2σ .
Thus, the ratio is found to be in slightly better agreement with the coalescence expectations
than with unity. In the SHM approach, the 3H/3He yield ratio is expected to be consistent
with unity. Therefore, this observable is potentially useful not only to discriminate between
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different implementations of the coalescence approach but also with respect to SHMs. Since
all the theoretical calculations are based on pT independent source radii, the increase of the
3H/3He yield ratio with pT/A observed in data is not described. A possible extension of
these theoretical description would be to incorporate the transverse-momentum dependence
observed for the HBT radii [94].
Transverse momentum dependence of B3
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Figure 5.12: The coalescence parameter B3 calculated with the average of 3He and 3He is
shown for four multiplicity classes together with the INEL > 0 result. For better
visibility, the distributions are scaled by different factors. Statistical and system-
atic uncertainties are indicated by vertical bars and boxes, respectively.
The coalescence parameter B3 for 3He calculated for the four multiplicity classes analyzed
is shown in Figure 5.12 as a function of the transverse momentum per nucleon. A rising trend
with pT/A is observed in all multiplicity classes, which is in contrast to the expectations of
the simple coalescence approach which predicts a constant B3. The coalescence parameter is
found to be increasing with pT by a factor of 2 to 3 for the different multiplicity intervals.
The INEL > 0 result shows an even more pronounced increase with the transverse momen-
tum, i.e. about a factor of 8. This behaviour can be partially understood as the effect coming
from the hardening of the proton spectra with increasing mean charged-particle multiplicity
density as discussed in [184]. According to this, the coalescence parameter obtained in a wide
charged-particle multiplicity interval exhibits an increasing trend with pT/A even though the
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coalescence parameter is constant in each of its small subintervals. As discussed in section 2.2,
the coalescence parameter is defined as
BA =
SA
SAp
, (5.7)
where SA/p = 1/(2pi pT)d2NA/p/(dydpT) is the invariant yield of the nuclei with mass number
A or protons, respectively. The coalescence parameter in a given multiplicity interval, B∗A, can
be expressed via the weighted average of the invariant yields of the protons and the nuclei in
the its subintervals, SA/p,i,
B∗A =
∑ni=1(Ni/N)SA,i
(∑ni=1(Ni/N)Sp,i)A
. (5.8)
The weights (Ni/N) are given by the fraction of events in the i-th charged-particle multiplicity
subinterval. These nuclei yields can be expressed via the proton yield and the coalescence
parameter, BiA, calculated for the respective subinterval employing the definition of the coa-
lescence parameter:
B∗A =
∑ni=1(Ni/N)BiA S
A
p,i
(∑ni=1(Ni/N)Sp,i)A
(5.9)
Due to the hardening of the proton spectra with multiplicity, the pT shape of the numerator
differs from the one of the denominator because the average of the proton spectra to the power
of A is not the same as the average proton spectrum to the power of A. To test this effect in the
presented measurements, the coalescence parameters in the analysed multiplicity intervals are
recalculated as
B∗3 =
∑ni=0(Ni/N)Bi3S
3
p,i(
∑ni=0(Ni/N)Sp,i
)3 , (5.10)
where the charged-particle multiplicity subintervals are chosen with a width of 1%. The values
of Bi3 are assumed to be constant with pT/A and are obtained by parametrizing the multiplicity
dependence of the measured B3 observed in the first pT/A interval with a linear function. To
estimate the uncertainty on the Bi3, the measured B3 values are sampled following a Gaussian
function with a mean equal to the measured value and a width given by the uncertainty. The
resulting distribution of the coalescence parameter as a function of the multiplicity class is
fitted with a linear function which is used to calculate a new set of Bi3 values. The distribution
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of Bi3 values, obtained in each multiplicity subinterval by repeating this procedure thousand
times, is fitted with a Gaussian function and the width is used as the uncertainty on Bi3.
The proton spectra in the same multiplicity subintervals are obtained by interpolation of
the measured invariant production yields of protons. For this interpolation, the Blast-Wave
parameters reported in [170] are parametrized as a function of the multiplicity percentile. As
discussed in section 1.2.3, the Blast-Wave model can be expressed as
E
d3N
d3p
≈
∫ R
0
mTI0
(
pT sinh(ρ
Tkin
)
K1
(
mT cosh(ρ)
Tkin
)
rdr, (5.11)
where mT =
√
m2+ p2T is the transverse mass and I0 and K1 are the modified Bessel functions.
The velocity profile ρ can be expressed as
ρ = tanh−1
[
βs
( r
R
)n]
, (5.12)
where βs denotes the transverse expansion velocity at the surface and n is the exponent of
the velocity profile. The radial distance in the transverse plane is expressed as r and R is the
radius of the medium. The actual Blast-Wave parameter βs is linked to the mean transverse
expansion velocity 〈βT〉 given in the paper via the following equation:
〈βT〉= 22+nβs (5.13)
The normalization, which is not reported in [170], is obtained by fitting the Blast-Wave func-
tion to the measured proton spectra keeping the other parameters fixed. In Figure 5.13,
the dependence of the Blast-Wave parameters on the multiplicity percentile is shown and
parametrized with functional forms which ensure a monotonous behaviour. The corresponding
parametrizations are used to create Blast-Wave functions corresponding to the proton spectra
in the subintervals of 1% width. The uncertainties on the interpolated spectra are set equal to
the uncertainties of the measured proton spectra, which are in the order of 10% at pT = 0.3
GeV/c to 20% at pT = 4 GeV/c. The uncertainties on the re-calculated coalescence parameter
B∗3 are obtained by propagating the uncertainties on the interpolated proton spectra and on
Bi3. As shown in Figure 5.14, the resulting coalescence parameter B
∗
3 increases by less than
factor of two while the measured B3 increases by a factor of eight. This clearly indicates that
a constant coalescence parameter with pT/A is too simplistic and cannot explain the observed
increase in the measured B3. The presented results clearly imply an increasing trend of B3 also
in charged-particle multiplicity intervals of 1% width. In addition, the comparison between
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Figure 5.13: The Blast-Wave parameters reported in [170] are parametrized as a function of
the multiplicity percentile.
the recalculated coalescence parameters and the measured results for each of the charged-
particle multiplicity intervals is reported in Figure 5.15. The recalculated values are found to
be constant with pT in most of the charged-particle multiplicity intervals except of the last
interval (40–100%), in which B∗3 exhibits a similar increase as observed in data. In (0-10)%,
the difference in the shape of B∗3 and B3 is more pronounced indicating that the effect could be
stronger for larger system sizes than for smaller ones.
The increasing coalescence probability with increasing pT implies stronger correlation of
nucleons in momentum and space at higher pT. This might be connected to light nuclei pro-
duction in jets or the transverse-momentum dependence of the source radius as observed for
HBT radii [94]. A clear answer to the question about the origin of the increasing trend with
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Figure 5.14: The coalescence parameter B3 obtained in INEL> 0 p–Pb collisions is compared
to the recalculated coalescence parameter B∗3 which is obtained assuming a flat B3
in its multiplicity subintervals. B∗3 indicates the expected pT dependence caused
by the hardening of the proton spectra as a function of the multiplicity. Statistical
and systematic uncertainties are drawn as vertical bars and boxes, respectively.
pT/A observed for the different multiplicity classes requires a larger data set which would
allow for more differential studies. In addition, more sophisticated theoretical descriptions
would be needed which provide results for the coalescence parameter obtained in similar mul-
tiplicity intervals as in data instead of providing values for a given charged-particle multiplicity
density and which incorporate a pT-dependent source radius.
Multiplicity dependence of B3
The multiplicity dependence of B3 is compared to theoretical model calculations for pT/A =
0.73 GeV/c and pT/A = 0.90 GeV/c in Figure 5.16. The data point shown are the ones be-
longing to the pT interval containing the respective pT/A value used for the theoretical cal-
culations. The B3 values for the measurements in pp, p–Pb, and Pb–Pb [110, 111] collisions
are shown as a function of the mean charged-particle multiplicity density. In addition, the
expected values for the coalescence approach taken from [106] are shown for two different
parametrization of the source radius as a function of the mean charged-particle multiplicity
density. For one of the parametrizations, the ALICE HBT radii measurements are used, while
the other one is constrained by the ALICE B2 measurements in 0–10% central Pb–Pb colli-
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Figure 5.15: The coalescence parameter B3 obtained in four different charged-particle multi-
plicity classes are compared to the recalculated coalescence parameter B∗3 which
indicates the pT dependence caused by the change of the spectral shape of the
protons with multiplicity. Statistical and systematic uncertainties are indicated
by vertical bars and boxes, respectively.
sions. The two parametrizations can be understood as an indication of the uncertainty band of
the model description.
In addition, the measurements are compared to the expected values for the grand canonical
version of the SHM, the GSI-Heidelberg model [97, 46], assuming that the transverse mo-
mentum shape is given by a Blast-Wave parametrization obtained by a simultaneous fit to the
pion, kaon, and proton spectra measured in Pb–Pb collisions [138]. Since this model uses
a grand canonical description, it is applicable only for high mean charged-particle multiplic-
ity densities. If canonical suppression is taken into account, the expected B3 deviates from
the grand canonical value, as indicated in Figure 5.16 by exchanging the GSI-Heidelberg
model with the Thermal-FIST model [101]. The change to the canonical ensemble descrip-
tion extends the applicability of the model to intermediate mean charged-particle multiplicity
densities. At low 〈dNch/dηlab〉, the assumption that the pT shape of the nuclei follows the
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Figure 5.16: The coalescence parameter B3, calculated using the average of 3He and 3He,
is shown as a function of the mean charged-particle multiplicity density for
pT/A = 0.73 GeV/c (left) and pT/A = 0.90 GeV/c (right). The coalescence pa-
rameter is shown with its statistical (vertical line) and systematic (shaded bands)
uncertainties. In addition, the expectations from the coalescence approach is
shown for two different parametrizations of the source radius as a function of
〈dNch/dηlab〉 [106]. To calculate the coalescence parameter from the statistical
hadronization model, the spectral shape is assumed to be given by a Blast-Wave
function. The SHM expectations are shown for the grand canonical [97, 46] and
the canonical ensemble (CSM) version [101].
Blast-Wave parametrization breaks down. This is reflected by the larger deviation of the CSM
plus Blast-Wave curve from the measurements in pp collisions for pT/A = 0.73 GeV/c. Thus,
the comparison between the CSM + Blast-Wave curve and the data measured in pp has to be
taken with a grain of salt since it depends strongly on the difference between the true pT-shape
of the 3He yield and the Blast-Wave parameterization.
The best description of the coalescence parameter B3 is given by the coalescence expecta-
tion for low and by the SHM for higher charged-particle multiplicity densities. The measure-
ment of B3 presented in this thesis indicates a smooth transition between the regimes that are
described by the two different approaches which could hint towards the presence of a single,
system-size dependent underlying hadronization mechanism.
5.6. Upper limit on the 4He production
The upper limit at 90%-confidence level on the total production yield of 4He in p–Pb collisions
at
√
sNN = 5.02 TeV is found to be dN/dy = 2.3 · 10−8. It is shown in Figure 5.17 together
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with the measured total production yields corrected for the spin degeneracy factor, 2J+1, of
(anti-)protons [170], (anti-)deuterons [167], and (anti-)3He at midrapidity.
0 1 2 3 4 5
A
9−10
6−10
3−10
1
210
+
1)
J
 
/ (2
y
 
/ d
Nd
)/2p(p + 
)/2d(d + 
)/2He3He +3(
He4
ALICE
 = 5.02 TeVNNsPb −p
 < 0
cms
y ≤1 −
Figure 5.17: The production yields of (anti-)protons [170], (anti-)deuterons [167] and (anti-)
3He corrected for the spin degeneracy factor, (2J+1), measured minimum-bias
p–Pb collisions at
√
sNN = 5.02 TeV are shown as a function of the mass number.
In addition, the upper limit for 4He is indicated. The empty boxes represent the
total systematic uncertainty while the statistical uncertainties are shown by the
vertical bars. The line represent the fit with an exponential function.
Previous measurements in pp collisions at
√
s = 7 TeV [110] and Pb–Pb collisions at√
sNN = 5.02 TeV [111] have indicated that the integrated yields are expected to decrease
exponentially with increasing atomic number. This behaviour is also described in the SHM.
Based on these observations, an exponential function is fitted to the integrated yields of the
(anti-)protons, (anti-)deuterons and (anti-)3He. The expected integrated yield dN/dy for 4He
is obtained by extrapolation of the exponential fit to A = 4 and is found to be about 8 ·10−10
which is more than one order of magnitude lower than the upper limit reported in this thesis.
Thus, the first observation of 4He should be possible in future if the data sample is at least a
factor of 30 larger than the current. The penalty factor, which suppresses the integrated yield
of a nucleus for each additional nucleon, is found to be 668± 45 in p–Pb collisions which
is similar to 635± 90 reported previously by the ALICE collaboration [167]. The latter was
obtained using the smaller p–Pb data set collected in 2013 for the determination of the total
production yield of (anti-)3He, which has about a factor of 3 and 5 times lager statistical and
systematic uncertainties compared to the one presented in this thesis, respectively.
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The pT-differential yields of 3H and 3He nuclei and their antinuclei are measured within
1.5≤ pT < 3 GeV/c and 1.5≤ pT < 5 GeV/c in INEL> 0 p–Pb collisions at√sNN = 5.02 TeV
with ALICE at the LHC, respectively. The (anti-)3He spectra are found to be in good agree-
ment with the previously published result by ALICE [167] within uncertainties. The produc-
tion yield of (anti-)3He is also studied in four different classes of charged-particle multiplicity.
This is not possible for (anti-)3H because of the worse separation of the dE/dx signal from
other particle species in the TPC compared to (anti-)3He which leads to the need of additional
particle identification information from the time-of-flight detector. This additional require-
ment reduces the reconstruction efficiency and thus, the number of 3H candidates is not suffi-
cient to study the multiplicity dependence. The yield ratio of antinuclei to nuclei is consistent
with unity in all the measured transverse momentum and multiplicity intervals as expected
considering that antimatter and matter are produced in equal amounts at the LHC. This obser-
vation is consistent with other measurements of (anti-)deuterons, (anti-)3H and (anti-)3He in
pp, p–Pb and Pb–Pb collisions at different center-of-mass energies at the LHC [110, 167, 111].
An increasing trend of the mean transverse momentum of (anti-)3He with increasing charged-
particle multiplicity is observed which fits to the measurements in pp and Pb–Pb collisions
and hints at a hardening of the spectra. This could be explained by an enhanced production
of light nuclei in jets or collective expansion effects. The latter would indicate that (anti-)3He
or its constituents participate in the hydrodynamical expansion of the medium and the 〈pT〉
of the (anti-)nuclei should follow a mass ordering as observed for pi , K, p, Λ [170], Ξ, and Ω
[183]. For measurements performed at a similar values of 〈dNch/dηlab〉, the mean transverse
momenta of deuterons and (anti-)3He deviate from the linear mass scaling observed for the
aforementioned particles. Measurements of even heavier nuclei, like 4He, would help to clar-
ify if there is a linear mass scaling with different parameters also for nuclei or not. If it is not
present, this would indicate that the light (anti-)nuclei do not participate in the hydrodynamic
evolution of the medium or the signature of the participation of their constituents is altered by
the process of nuclei formation. However, the analyzed data set is not large enough to observe
primary (anti-)4He. Thus, an upper limit for the production of 4He is obtained based on the
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non-observation of candidates. The measurement of (anti-)4He in p–Pb collisions is much
more difficult than (anti-)3He because the production yield is suppressed by an additional fac-
tor of 668±45. This number is obtained from the measured proton [170], deuteron [167], and
3He integrated production yields. The comparison between the expected production yield of
(anti-)4He and the upper limit indicates that an about 30 times larger data set would be needed
to observe 4He in p–Pb for the first time at the LHC. Another possibility to gain insight on
the question of the degree of thermalization of light nuclei and their constituents is to measure
their anisotropic flow coefficients. However, the available p–Pb data set is not yet sufficiently
large for such a study. First measurements of the elliptic flow, v2, of (anti-)3He in 0–20%,
20–40%, and 40–60% central Pb–Pb collisions at
√
sNN = 5.02 TeV at the LHC has been pub-
lished by the ALICE collaboration [185]. A positive v2 has been found which is compatible
with a state-of-the-art model combining a viscous hydrodynamic expansion of the medium
with the coalescence approach [186]. Thus, the (anti-)nuclei yields in Pb–Pb collisions seem
to be affected by effects due to the collective expansion of the medium.
The ratio of the integrated yields of (anti-)3He and protons is studied as a function of the
mean charged-particle multiplicity density in p–Pb which indicates a smooth trend connecting
the result obtained in pp and Pb–Pb collisions. The observed 3He/p yield ratios are in agree-
ment with the theoretical expectations from the canonical statistical hadronization [101] and
the coalescence model [121], even though the measurements in p–Pb have a tendency to be be-
low the calculations. Since also the coalescence parameter B3 shows a smooth evolution with
the mean charged-particle multiplicity density for different transverse-momentum intervals,
this could hint towards a single, system-size dependent underlying hadronization mechanism.
Unfortunately, the precision of the data and the theory predictions are not yet good enough to
put strong constraints on the theoretical description. In the future, larger data sets of pp, p–Pb
and Pb–Pb collisions will be available to measure not only (anti-)3He and (anti-)3H in finer
multiplicity intervals but also (anti-)3ΛH and maybe heavier (anti-)hypernuclei. This will allow
for a more detailed study of the observed trend and would put stronger constraints for the the-
oretical description. The B3 parameters calculated from (anti-)3He at different 〈dNch/dηlab〉
contribute to the estimation of the 3He background [187] in the searches for segregated pri-
mordial antimatter and dark matter via satellite-borne instruments, like AMS-02 [112]. These
calculations employ the scaling of the coalescence parameter with the size of the emitting sys-
tem which can be validated against the measurements. In contrast to most coalescence expec-
tations, the measured coalescence parameter B3 shows an increasing trend with pT/A which
is not compatible with the expectation of a flat B3 even in small charged-particle multiplicity
subintervals. Only about a quarter of the observed increase with pT/A can be explained by the
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change of the spectral shape of protons with 〈dNch/dηlab〉 but the dominate process responsi-
ble for this behavior is not yet known. One possibility to improve the coalescence expectations
is to take the measured transverse-momentum dependence of the size of the medium produced
in the collision into account [92] which is one of the parameters entering the modern calcula-
tions of the coalescence parameter.
For the first time, the 3H-to-3He yield ratio is measured. Even though the measurement pre-
sented in this thesis is not yet conclusive due to the large uncertainties, an apparent deviation of
the 3H/3He yield ratio from unity can be observed which would slightly favors the coalescence
description including the dependence on the radii of the nucleus and the emitting source over
the simple coalescence and the statistical hadronization description. The measurement indi-
cates an increasing trend with pT which might be explained within the coalescence approach
via the transverse-momentum dependence of the system size observed via two-particle corre-
lations [92]. According to recent coalescence predictions [106, 121], the 3H-to-3He yield ratio
increasingly deviates from unity with the charged-particle multiplicity density going from Pb-
Pb to pp collisions. This could be studied by measuring the pT-differential production yields
of (anti-) 3H and (anti-)3He for different charged-particle multiplicity densities which again
requires larger data sets not only for p–Pb collisions but also for pp and Pb–Pb collisions.
Fortunately, the issue of the statistical precision and the limited size of the data set will be
addressed by the ALICE collaboration in future data taking campaigns because the collision
and readout rates will be increased to at least 200 kHz in p–Pb collisions [154]. To cope with
such high rates, the ALICE detector is upgraded [155] and, especially the readout chambers
of the TPC will be exchanged going from multi-wire proportional chambers to gas electron
multipliers. These do not only amplify the signal but also hinder the ions from flowing back
into the detector volume. Together with the upgrade of the readout electronics, this will allow
to operate the TPC in continuous readout mode. ALICE is expected to collect two p–Pb data
sets corresponding to 300 nb−1 each during LHC Run 3 and 4 [188]. This corresponds to an
increase of the size of the data set by about a factor of 1000 for each data taking campaign
compared to the data size employed in the presented analysis. The two data sets might be taken
at different strength of the ALICE magnetic field which would make a combined analysis more
difficult and possibly affected by additional systematic uncertainties. Nevertheless, already
the increase in the size of the data set collected in one of the future LHC runs will allow to
measure the production of light (hyper-)nuclei and their antiparticle more differentially and
with improved precision challenging the theoretical descriptions and offering more detailed
insight about the underlying hadronization process.
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A. Publications
I am also the main author of [1], in which the analyses presented in this thesis are also pub-
lished. This paper is published in the peer-reviewed journal Physical Review C. In addition, I
participated in the preparation of [2] which is published in the peer-reviewed journal Physics
Letters B.
I have presented recent results on the production of light (anti-)nuclei measured in pp, p–
Pb and Pb–Pb collisions with ALICE at the European Physical Society Conference on High
Energy Physics 2019 in Ghent, Belgium and published a conference proceeding [3] which
includes the preliminary version of the presented analyses.
The results of my master’s thesis about the measurement of electrons from semi-electronic
decays of hadrons containing heavy-flavor quarks are published in [4].
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