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Coupling a many-body localized system to a thermal bath breaks local conservation laws and
washes out signatures of localization. When the bath is non-thermal or when the system is also
weakly driven, local conserved quantities acquire a highly non-thermal stationary value. We demon-
strate how this property can be used to study the many-body localization phase transition in weakly
open systems. Here, the strength of the coupling to the non-thermal baths plays a similar role as a
finite temperature in a T = 0 quantum phase transition. By tuning this parameter, we can detect
key features of the MBL transition: the divergence of the dynamical exponent due to Griffiths ef-
fects in one dimension and the critical disorder strength. We apply these ideas to study the MBL
critical point numerically. The possibility to observe critical signatures of the MBL transition in an
open system allows for new numerical approaches that overcome the limitations of exact diagonal-
ization studies. Here we propose a scalable numerical scheme to study the MBL critical point using
matrix-product operator solution to the Lindblad equation.
Many-body localization is a state of interacting quan-
tum systems, which fail to thermalize subject to their
intrinsic dynamics due to the effect of strong disorder [1–
3]. A pertinent question, currently under intense theoret-
ical study and debate, concerns the nature of the phase
transition between the ergodic and localized phases. The
transition represents a new class of dynamical quantum
phase transitions, which involves a fundamental change
of the entanglement structure in all, or at least many,
of the eigenstates. The many-body localization transi-
tion is sharp only if the system is completely isolated,
which imposes severe limitations on the ability to study
it using standard theoretical, numerical, and experimen-
tal approaches. The requirement of a closed system ap-
pears to preclude experiments with solid state materials
due to coupling to a phonon bath. Even in experiments
with ultra-cold atoms and ion traps, which are usually
considered to be exquisitely isolated, signatures of many-
body localization are visibly polluted by extrinsic decay
processes [4–7]. Numerical experiments are also severely
limited. Because of the need to address closed system dy-
namics, these have been mostly restricted to exact diago-
nalization (ED) of very small systems [8–14]. There is in-
creasing evidence that such simulations are overwhelmed
by transient finite-size effects that supersede the critical
scaling behavior[15–17].
We propose to bypass the limitations posed by closed
systems by studying signatures of the MBL transition
in weakly open driven systems. In a previous work [18]
some of us showed that in the limit of vanishing cou-
pling  to a bath and concomitantly weak drive strength
θ, the MBL transition shows up as a singular change
in the temperature variations across the sample. On the
thermalizing side of the critical point the temperature
fluctuations vanish in the limit  → 0, while they re-
main finite on the MBL side. At non-vanishing coupling
∗ These two authors contributed equally
 one expects this transition to broaden into a universal
crossover governed by the critical point located at → 0.
The dissipative coupling  has a role similar to turning
on a nonzero temperature above a T = 0 quantum phase
transition. Studying the leading dependence of the spa-
tial temperature fluctuations on  in the vicinity of the
critical point is analogous to studying the leading de-
pendence of the order parameter on the temperature in
a conventional quantum phase transition. Such a mea-
surement allows to determine critical exponents as well
as the critical disorder strength. Furthermore, the MBL
transition in one dimensional systems is thought to be
preceded by a thermal Griffiths regime leading to sub-
diffusive transport [19–38]. We use an effective model of
the Griffiths phase to show that the leading dependence
of the temperature variations on the dissipative coupling
 reveals the continuously varying dynamical exponent z.
The open systems framework facilitates a new com-
putational scheme to investigate the MBL transition,
while overcoming the limitations of exact diagonaliza-
tion. We use a truncated matrix-product operator to
represent the density matrix of a disordered system de-
scribed by a Lindblad equation with coupling  to dissi-
pators. We find a sharp signature of the Griffith regime
with a continuously varying dynamical exponent that di-
verges at the critical point. We note the connection to
Refs. [24, 35, 38], where Griffiths exponents have been
computed numerically for a spin-chain coupled to Lind-
blad operators placed at the two ends of the chain to
drive a steady state current. Because we study coupling
to bulk Lindblad operators, the calculation can converge
faster, allowing to access parameter regimes much closer
to the MBL transition.
Hydrodynamic description– Consider a disordered er-
godic system, weakly coupled to a thermal bath with
temperature T0 and a drive that heats the system; for
example, a spin chain, coupled to phonons and driven
by light [18]. Deep in the ergodic phase the system will
reach a nearly thermal steady state, with smooth tem-
perature variations determined by a heat flow equation
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2supplemented by sink and source terms due to the cou-
pling to the bath and drive, respectively,
∂te(r)−∇·(κ(r)∇T (r)) = − g1(r)(T (r)−T0)+ θg2(r)
(1)
We assumed, for simplicity, that energy is the only con-
served quantity in the limit  → 0. The disorder in the
underlying model is translated to a weak modulation of
the conductivity κ(r) = κ¯ + δκ(r) and of the couplings
g1(2)(r) = g¯ + δg1(2)(r) to the thermal bath (g1(r)) and
the drive (θg2(r)). The temperature profile varies around
the mean value, T (r) = T¯ + δT (r), where the mean tem-
perature T¯ = T0+θ is determined by the relative strength
θ of the drive compared to the coupling to the bath.
Linearizing Eq. (27) in the disorder strength for the
steady state gives (−κ¯∇2 + g¯)δT (r) =  θ δg(r), where
δg(r) = δg2(r)− δg1(r). This equation is solved for the
local temperature variations using the Green’s function,
δT (r) = θ
∫
dr′G(r − r′)δg(r′), which is in momentum
space given by G˜(k) =
(
κ¯ k2 + g¯ 
)−1
. We can gener-
alize to the sub-diffusive regime heuristically by using a
renormalized Green’s function, G(k) = (γ¯|k|z + g¯ )−1,
imposing dynamical scaling with exponent z ≥ 2. As-
suming Gaussian disorder with short range correlations,
〈δg(r)δg(r′)〉 ≡ (δg)2δ(r − r′), we find in d dimensions,
δT ∼ θ |δg/g¯| (g¯/γ¯)d/2z d/2z, (2)
see Suppl. Mat. (SM), [39]. This approach, however,
may not properly account for the effect of rare regions
that dominate the transport in the Griffiths regime. Be-
low we examine a minimal model that takes this physics
into account.
Thermal resistor network – As a minimal model for the
Griffiths regime we consider a chain of conducting is-
lands, each characterized by its own temperature Ti, cou-
pled by links representing insulating regions of size `. To-
gether with the energy sink and source terms, this leads
to rate equations
∂tei − Γi,i+1(Ti+1 − Ti) + Γi−1,i(Ti − Ti−1) (3)
= −g1,i(Ti − T0) + θg2,i.
While this equation may look like a simple discretiza-
tion of Eq. (27), there is a crucial difference coming
from the probability distribution of the link conduc-
tances. An ‘insulating’ link of length ` has conductance
Γins(`) = Γ0e
−`/a with a being a microscopic scale. Close
to the critical point we expect the lengths distribution of
insulating regions to be p(`) = 1N e
−`/ξ with ξ the di-
verging correlation length, leading to the distribution of
link conductances P (Γ) ∼ (Γ/Γ0)α−1 with α = a/ξ  1.
In this case the average resistivity of the chain 〈Γ−1〉 di-
verges, indicating sub-diffusive transport [21, 40].
Coupling this system to a bath and to an energy source
destroys the insulating behavior of the links, adding a
channel of conductance through the link with conduc-
tivity κ0. Thus we take the heat conductance through
FIG. 1. Fluctuations of the local temperatures, δT/T¯ , are
computed from a resistor network model as function of the
coupling strength  to a thermal bath and driving. For small
, temperature fluctuations are described by δT/T¯ ∼ 1/2z
with z ∼ α−1 = ξ/a for 0 < α < 1, and z = 2 in the diffusive
regime, α > 1. Parameters: κ0 = 1, aΓ0 = 5.0, T0 = 1,
δg1 = 0.05, δg2 = 0.05, θ = T0, N = 1000, averaged over
M = 500 configurations.
a link to be Γ = κ0` + Γ0e
−`/a, with an implicit cut-
off ` ≥ a. Finally we take g1(2),i = g¯ + δg1(2),i with
δg1(2),i drawn from a uniform distribution in the range
[−δg1(2), δg1(2)].
We solve for the steady state of Eq. (3) numeri-
cally to obtain temperature profiles and extract the
normalized variation of local temperatures δT/T¯ =√〈〈Var(Ti)〉〉/〈〈E(Ti)〉〉. Here E and Var are the sample
mean and variance, while 〈〈·〉〉 denotes averaging over dis-
order realizations. We assumed that the conducting is-
lands are all of similar size.
The results for δT/T¯ as a function of  are shown in
Fig. 1 for different values of α = a/ξ. We get δT ∼ 1/2z
as anticipated in Eq. (2). We see that for 0 < α < 1 the
dynamical exponent grows with the correlation length as
z ∼ 1/α = ξ/a, whereas for α > 1 it saturates to z = 2,
as expected for a diffusive system. Thus we establish
a direct relation between the leading dependence of the
temperature fluctuations δT on  and the dynamical ex-
ponent z, which governs the sub-diffusive behavior in a
closed system [41, 42].
Before proceeding we comment on the behavior of the
thermal resistor network in two dimensions. It is shown
in the SM that in this case we have δT ∼ d/4, implying
z = 2 for all α. This is also the expected dynamical
behavior in a two dimensional closed system because any
rare region with large resistance can be short circuited
by surrounding smaller resistors [43].
Charge transport – In solid state systems it is usually
much easier to measure charge transport than the local
temperature profile. It is therefore natural to seek sig-
natures of MBL or the Griffiths regimes in the resistance
of a weakly open system. In order to compute how the
3resistance scales with the external bath or drive coupling
 we consider a charge resistor network described by
∂tni −
(
Γ˜i,i+1(µi+1 − µi)− Γ˜i−1,i(µi − µi−1)
)
= 0. (4)
Here µi is the electro-chemical potential on island i. Γ˜i,j
are charge conductances on links, which are distributed
exactly as the thermal conductances in Eq. (3). Un-
like in Eq. (3), there are no source or sink terms be-
cause the external coupling to the bath and the drive
are assumed to conserve charge. In fact, we can consider
a system with just a drive or just tunable coupling to
phonons. Both give rise to a parallel channel of ohmic
conductivity proportional to  on the insulating links,
Γ˜(`) = Γ˜0e
−`/a + σ0/`. Comparing the first and second
term we see that the insulating behavior dominates for
` < `∗ ≈ a ln −1 + a ln ln −1, while the bath or drive
induced conductance dominates in longer links. To gain
analytic insight we calculate the average resistivity of the
chain, ρ¯ = ¯`−1
∫
d`P (`)Γ˜(`)−1,
ρ¯ ≈ 1
¯`˜Γ0
∫ `∗
a
d`ξ−1e`(a
−1−ξ−1) ≈ α
¯`˜Γ0
( 
ln −1
)α−1
(5)
where α = a/ξ ∼ 1/z and ¯`= ∫ d`P (`)` ∼ ξ. A numeri-
cal solution confirms this result, see SM. Thus it should
be possible to measure the dynamical exponent z by vary-
ing the coupling  via controlled cooling of the phonon
bath or by varying the strength of an external drive.
Numerical solution of a spin model – Consideration of
weakly open driven systems suggests a new approach for
investigating the MBL transition numerically. Here we
calculate how the local temperature variations in a spin-
chain model change with the coupling to a weak drive
that brings the system to a non-thermal steady state.
The coherent part of the dynamics is governed by the
Hamiltonian
H =
∑
i
Si · Si+1 + h(ζzi Szi + ζxi Sxi ) (6)
with open boundary conditions and disorder fields drawn
uniformly from the range ζx,zi ∈ [−1, 1]. For simplicity we
have chosen a model in which energy is the only conserved
quantity. The MBL transition in the Hamiltonian (6) has
been studied in Ref. [44] using exact diagonalization.
To obtain a non-equilibrium steady state we model
weak coupling of the system to non-thermal baths within
a Lindblad formalism:
ρ˙ = −i[H, ρ] + 
∑
ν,i
(
Lνi ρL
ν
i
† − 1
2
{Lνi †Lνi , ρ}
)
. (7)
with the Lindblad operators
L±,1i =
S±i
2
√
2
(
1− 2Szi+1
)
, L±,2i = (1− 2Szi )
S±i+1
2
√
2
,
Lzi = S
z
i . (8)
The precise choice is not important as long as some of
the dissipators are non-Hermitian to ensure a non-trivial
steady state, ρ∞ 6= 1. In particular, we show in the SM.
that a generic Lindblad equation leads to the hydrody-
namic Eq. (27) for the smooth temperature variations.
The (unique) steady state ρ∞ is obtained by solv-
ing the Lindblad time evolution using the time-evolving
block decimation (TEBD) technique for a vectorized den-
sity matrix [45, 46]. The dephasing term Lzi , Eq. (8), is
used to ensure that the steady state is sufficiently close to
the identity, so that a bond dimension of χ = 100 is ad-
equate to describe a system of N = 20 sites for  ≥ 0.01.
A larger bond dimensions and longer propagation times
are needed for smaller , making computation in these
cases more expensive, see SM. At fixed h, the same set
of disorder configurations is used for different values of
, while independent configurations are used at different
values of h. This procedure helps to determine the expo-
nent z as the  dependence becomes less affected by the
statistical ensemble. We average over 100 (h = 1, 2) or
300-500 (h > 2) disorder configurations.
The goal of the calculation is to obtain the spatial vari-
ation of the local temperature for varying values of the
dissipative coupling . To determine the local temper-
atures Ti we compare the two-site reduced density ma-
trix of the steady state ρ
(i,i+1)
∞ with a thermal state [47]
by minimizing F [Ti] = Tr
[(
ρ
(i,i+1)
∞ − ρ(i,i+1)th (Ti)
)2]
with
respect to Ti. We chose two sites as the minimal clus-
ter that contains the non-local couplings in the Lindblad
equation.
The inverse temperature variations δβ/β¯, obtained nu-
merically as a function of , are shown in Fig. 2 for a
range of disorder strengths. We observe different  de-
pendence in the MBL and ergodic phase, namely
δβ
β¯
() ∼
{
1/2z, h < hc,
δβ
β¯
∣∣
→0 − b +O(2), h ≥ hc
. (9)
In the MBL phase we see temperature variations of or-
der one even in the limit  → 0 as predicted in Ref.
[18]. At finite  we expect an analytic dependence on 
due to the local nature of the MBL phase. In the ther-
mal regime, the temperature variations are expected to
vanish in the limit  → 0 [18]. We see an increase of
the temperature variations with  that fits well with the
expected non-analytic behavior δβ/β¯ ∼ 1/2z at small
values of , see Fig. 2(b). The fitted dynamical exponent
z, shown in Fig. 3, changes continuously with disorder
strength, growing rapidly as the MBL transition is ap-
proached. Error bars in Fig. 2c and Fig. 3 were obtained
using bootstrap and jackknife resampling, respectively.
The usage of a resampling methods for error estimates
is necessary because statistical errors for different  at
fixed h are strongly correlated in our setup. As discussed
above, the dynamical exponent is expected to diverge to-
gether with the correlation length ξ at the MBL critical
point. The apparent saturation of z is an artifact of the
fit procedure and not a finite-size effect; it is impossible
to fit a small γ to the function γ for realistic values of
 & 0.01. Thus the minimal value of  limits the ac-
4(a)
0. 0.1 0.2 0.3 0.4
0.
0.5
1.
1.5
ϵ
δβ/β
h=9
h=6
h=4.5
h=3
h=2
h=1
●
● ●
● ●
●
● ●
●
●
● ●
● ●
● ●
● ● ●
● ●
● ●
● ● ● ● ●
● ● ● ● ●
● ● ● ● ● ● ● ●
-2. -1.5 -1. -0.5-0.4
-0.3
-0.2
-0.1
Log[ϵ ]
Lo
g[δβ
/β]
h=3
h=4
h=5.5
(b)
●
●
●
●
●
●
6 7 8 9
0.5
0.6
0.7
h
P
(c) 
FIG. 2. Numerical Time Evolving Block Decimation results –
(a) The fluctuations of the inverse temperature, δβ/β¯, show
two distinct dependences on : while they vanish proportion-
ally to 1/2z on the ergodic side of the phase diagram, they
obtain a finite value for → 0 with a linear correction in the
MBL phase. Errorbars show (a correlated) statistical error,
while line correspond to the fits. (b) Fits (dashed lines) to
δβ/β¯ are used to obtain z(h) shown in Fig. 3. (c) We estimate
hc ≈ 8.75 ± 0.5 from the condition that at hc the probabil-
ity P for δβ/β¯ to have a positive slope at smallest  equals
P = 0.5. That is, at hc the sign of the slope is undetermined.
curacy by which we can determine the critical disorder
strength and the critical exponents. See SM for a sys-
tematic finite-size analysis and other numerical aspects.
We obtain a lower bound on the critical disorder
strength hc by recording the fraction P of disorder re-
alizations showing δβ/β¯ increasing with  near  = 0.01,
Fig. 2(c). The estimation of hc is also limited by the
minimal  = 0.01 as hc may increase somewhat if we
use a smaller . From condition P = 0.5 we estimate
hc ≥ 8.75 ± 0.5 for N = 20, higher than the value
2 < hc < 7 estimated from an ED study of the same
model [44]. This is consistent with recent analyses sug-
gesting that ED results significantly underestimate hc
due to slow convergence of level spacing statistics [15–17].
Broadening of levels by the dissipative coupling appears
to resolve these issues.
We extract a correlation length exponent ν from the
divergence of z ∼ ξ ∼ (hc − h)−ν . Using hc = 8.75± 0.5,
we estimate ν ≈ 4.0 ± 0.9, which is consistent with the
Harris-Chayes bound, ν > 2/d [48, 49] and in agree-
ment with single parameter scaling fits to renormaliza-
tion group results [41, 42]. But we caution that when
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FIG. 3. The dynamical exponent z increases sharply upon
approaching the MBL phase transition. The apparent sat-
uration is due to limitation to  ≥ 0.01. Inset: z as func-
tion of hc − h on log-log scale assuming hc = 8.75. Using
hc = 8.75±0.5, our results are consistent with z ∼ (h−hc)−ν
with critical exponent ν = 4± 0.9 (dashed line).
using  ≥ 0.01 we can reliably fit an exponent only in
the range h ∈ [1, 4], not very close to the critical disorder
strength. Based on our current data we cannot exclude
Kosterlitz-Thouless like scaling with z ∼ ξ ∼ ec/
√
hc−h
as suggested by recent works [50, 51].
It is an interesting question how the “order parameter”
δβ/β¯ behaves at the critical point itself h = hc in the
limit → 0. Our results are consistent with a jump across
the transition, but they also leave open the possibility of
a logarithmic behavior as −1/ log , which would allow a
continuous change of δβ/β¯ across the transition.
Discussion – We have demonstrated the advantages of
investigating the MBL transition as a function of the cou-
pling strength  to external non-equilibrium baths. In nu-
merical computations, the finite coupling to baths limits
the operator entanglement entropy allowing to use pow-
erful matrix-product operator methods on both sides of
the phase transition. We were able to obtain quantitative
information on quantum critical properties, including the
dynamical exponent z, the correlation length exponent ν
and the critical disorder strength hc. Moreover, having a
weak coupling to the baths seems to regulate the calcu-
lation by broadening the many-body energy levels facili-
tating faster convergence to the asymptotic scaling limit.
We also obtain a lower bound on hc, which is much larger
than hc found by direct analysis of ED results [44]. This
is consistent with recent analyses [15–17], which suggests
that hc is significantly underestimated by ED studies.
Our numerical scheme is scalable in terms of the cal-
culated spatial size. The limiting factor, instead, is the
timescale imposed by the minimal value of the dissipa-
tive coupling . For the system size to dominate the
critical scaling, the time 1/ would have to grow at least
exponentially with L. This is a fundamental limitation
stemming from the exponential dynamical scaling that
characterizes the critical point.
5Our approach to extract MBL from steady-state mea-
surements in driven open systems is complementary to
approaches studying the dynamics after a quench [4, 52]
and opens the door to more experiments with solids in
spite of the coupling to phonons. The non-equilibrium
conditions discussed in the main text can be achieved by
driving the system externally either with light, or with
a bias voltage. Coupling strength to the environment
would be tuned, e.g., by modulating the phonon tem-
perature and the power of the light source. Local tem-
peratures variations can be measured, for example by
comparing the Stokes and Antistokes response in a local
(tip-enhanced) Raman spectroscopy experiment [53, 54].
Another possibility would be a simpler resistivity mea-
surement, where the dependence of the resistivity on the
strength of coupling to phonons can also provide crucial
information on the MBL transition.
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7SUPPLEMENTARY MATERIAL
Fractional diffusion
In this section, we use the formalism of fractional cal-
culus [56, 57] in order to generalize the hydrodynamic
Eq. (1) to describe the sub- and super-diffusive case.
The key idea is to modify the Greens function G(r),
describing the response of temperature fluctuations to
a random pump and drive δg(r) (recall that δT (r) =
θ
∫
dr′G(r − r′)δg(r′)), by replacing the Laplace oper-
ator ∇2 with the Riesz fractional derivative ∇z. The
fractional derivative is defined via its Fourier transform
F ,
F (∇zy(r)) = −|k|zF(y(r)), z > 0, (10)
where y(r) is an inifnitely differentiable function. Hence,
the generalized continuity equation gives rise to the fol-
lowing Greens function in momentum space
G(k) =
1
γ¯|k|z + g¯ . (11)
Uncorrelated disorder 〈δg(r)δg(r′)〉 = (δg)2δ(r − r′)
gives the following scaling of temperature fluctuations
with the dimension d and fractional power z
〈δT 2〉 = 
2θ2
L
∫
G(r − r′)G(r − r′′)〈δg(r′)δg(r′′)〉drdr′dr′′
=
2θ2δg2
(2pi)d
∫
dk
1
(γ¯|k|z + g¯)2
∼ θ
2δg2
g¯2
g¯d/z
γ¯d/z
(z − d)
z2 sin(dpi/z)
d/z, (12)
which is the result quoted in Eq. (2).
Diffusive behavior in two dimensions
In this section we generalize the random resistor model,
used to describe the sub-diffusive behavior in the Grif-
fiths regime of one dimensional systems, to the case of
a two dimensional system. We will show how diffusive
behavior emerges in this model throughout the thermal
phase as long as the correlation length associated with
the transition remains finite.
Our two dimensional toy model consists of a square lat-
tice of conducting islands connected by insulating links
of linear length ` taken from a probability distribution
p(`) ∼ e−(`/ξ)2 (and generally in d dimensions p(`) ∼
e−(`/ξ)
d
). This takes into account that in higher dimen-
sions insulating regions are harder to construct than in
one dimension because they can be short circuited by
α=0.15α=0.2α=0.3α=0.5α=1.0
10-3 10-2 10-1
10-3
ϵ
δT/T
FIG. 4. Fluctuations of the local temperatures, δT/T¯ as func-
tion of the coupling strength  to non-thermal baths, com-
puted from a two-dimensional resistor network model with
conductances (13) distributed as in Eq. (14). For  → 0, a
diffusive behavior with temperature fluctuations described by
δT/T¯ ∼ d/2z with z = 2 is observed for all α. The gray
dashed line shows δT/T¯ ∼ 1/2 for comparison. Parameters:
κ0 = 1, aΓ0 = 5.0, T0 = 1, δg1 = 0.05, δg2 = 0.05, θ = T0
N ×N system with N = 100. Averaging over 500 configura-
tions is performed.
conducting paths. Conductances across the links are
given by
Γ = 
κ0
`2−d
+ Γ0e
−`/a, α =
a
ξ
. (13)
This relation between the conductance and the link size
implies a probability distribution of conductances that
decays faster than any power law:
P (Γ) ∼ 1
Γ
e−α
d(ln( Γ0Γ ))
d
for Γ  κ0
a2−d
. (14)
This contrasts with the power-law distribution obtained
in one dimension P (Γ) ∼ (Γ0/Γ)1−α.
Fig. 4 shows temperature fluctuations as a function of
coupling strength to the environment  for d = 2. For all
values of ξ we see a dependence δβ/β¯ ∼ 1/2 consistent
with diffusive behavior z = 2. This is in contrast to one
dimension where we observed a continuously varying dy-
namical exponent z ∼ ξ/a. This observation confirms the
expectation [43] that Griffiths effect are absent in d > 1
where insulating regions cannot serve as bottlenecks, but
are rather short-circuited by surrounding smaller resis-
tivities.
Current dependence on the dynamical exponent
As an alternative to temperature fluctuations, we pro-
posed in the main text, a setup that is driven via a small
bias at the edges. In the bulk, the system is still coupled
to phonons but not necessarily driven. The information
about the dynamical exponent is in this case contained in
8α=0.05α=0.2α=0.3α=0.5α=3.0
10-3 10-2 10-1
10-4
10-3
10-2
10-1
ϵ
j
FIG. 5. Dependence of particle current j on the strength of
coupling to the baths  in d = 1. For α < 1, j ∼ 1−α is
observed. For diffusive α > 1, on the other hand, a finite
j( → 0) is observed. Parameters: σ0 = 1, aΓ˜0 = 5.0, N =
2000, V = 0.1N
α=0.05α=0.3α=0.5α=1.0α=3.0
0. 0.2 0.4 0.6 0.8
0.
0.1
0.2
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FIG. 6. In d = 2 dimension, current density j/Na shows a
similar behavior as the d = 1 diffusive case (α > 1) and can
be, to a good approximation, fitted with c1 +c2. Parameters:
aΓ˜0 = 5, σ0 = 1, system of N × N sites for N = 100, V =
0.1N .
the dependence of the current on the strength of coupling
to the thermal phonon bath. The average resistivity, ob-
tained by taking an ensemble average of the local conduc-
tances, was ρ¯ ∼ (/ ln −1)α−1, where α = a/ξ ∼ 1/z.
In this section we compute the resistance of the net-
work in one and two dimensions, obtained through nu-
merical solution of the steady state rate equations. In
the one dimensional case, for example, Kirchoff’s law is(
Γ˜i,i+1(µi+1 − µi)− Γ˜i−1,i(µi − µi−1)
)
= 0. (15)
In this case we set up a voltage bias across the chain
V = µ0−µN , then solve for the island chemical potentials
µi to get the current. As in the thermal case, we draw
the link sizes along the chain from the distribution p(`) ∼
e−(`/ξ)
d
, while the link conductances are:
Γ˜ = 
σ0
`2−d
+ Γ˜0e
−`/a (16)
In the two dimensional case we set up a constant chemical
potential µ = V on the left edge and a constant µ = 0
on the right edge.
The result of the calculation of the current in a one
dimensional chain for the case α < 1 is shown in Fig. 5.
The result agrees well with the analytic prediction for
the resistance scaling as α−1, which was obtained in the
main text up to logarithmic corrections. In the diffusive
regime (α > 1), the current has a non-zero  → 0 limit,
as we expect for a system with finite intrinsic resistivity.
Also in two dimension we always find a finite resistivity
in the  → 0 as well as linear corrections, as shown in
Fig. 6.
Remember that the dynamical exponent is related to
α as z ∼ α−1. Measuring the dependence j(, α) in a dis-
ordered system would therefore provide information on z
and it’s divergence upon approaching the MBL transition
even in disordered materials that are weakly coupling to
phonons. The strength of coupling to phonons  can be
tuned by controlling the phonon temperature; see our
previous work [18], where we showed that phonon tem-
perature determines the effective coupling.
Comparison to standard measures of dynamical
scaling
In this section we verify that the dynamical exponent
z obtained from the temperature variations, through the
relation δT ∼ d/2z is identical to the standard mea-
sure of dynamical scaling obtained from spreading of
an energy fluctuation. To obtain the standard mea-
sure of z we consider an initially localized energy pro-
file in the random resistor network ei = δi,x0 . We de-
termine z by measuring the width of the energy packet
σE =
√∑
i(i− x0)2e˜i(t) and fitting it to a power law
closed
open
10-1 100
101
α∼ξ -1
z
FIG. 7. Comparison of the dynamical exponent z calculated
from the fluctuations of the local temperatures (open) or
from the from anomalous heat diffusion in a closed system
(closed). Parameters: κ0 = 1, aΓ0 = 5.0, T0 = 1, δg1 = 0.05,
δg2 = 0.05, θ = T0, N = 1000, averaged over M = 500 con-
figurations.
9σE ∼ t1/z. Here e˜i(t) = 〈〈ei(t)〉〉 is a disorder averaged
energy distribution. For each realization of the disor-
der ei(t) is calculated using the continuity equation with
 = 0:
∂tei − Γi,i+1(Ti+1 − Ti) + Γi−1,i(Ti − Ti−1) = 0 (17)
Note that here Γ = Γ0e
−`/a. Fig. 7 shows a qualitative
agreement between the value of z obtained via these two
different approaches.
Convergence in system size, time and bond
dimension
In this section, we look more closely into what are the
limiting factors of the calculation. We first investigate
how our results on system size N = 20 depend on the
bond dimension. Fig. 8 shows the relative change of the
expectation value of O = δβ/β() with bond dimension
χ at steady state. We set χ = 100, used for the results
in the main text, as a baseline. O(χ) is averaged over
60 disorder realizations, which are the same for different
χ. We find that the error extrapolated to χ = ∞ is
small, e.g., for h = 4 below 0.1%. We also note that
the extrapolated error estimate grows with decreasing ,
hence for smaller values of  a larger bond dimension will
be required, increasing the costs of computations at small
.
In Fig. 9 we show the relaxation of temperature fluc-
tuations O(t) = δβ
β¯
(t) to steady state in the TEBD time
evolution. Specifically, we plot |O(t) − O(tf )| with re-
spect to the O(tf ) at the maximal propagation time tf .
As expected, we see exponential relaxation to the steady-
state value with a characteristic rate which scales as .
Obtaining results for smaller  is thus increasingly hard
with TEBD.
1
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FIG. 8. Relative error due to finite bond dimension χ = 100
can be estimated from the ratio |O(χ)−O(χ = 100)|/O(χ =
100), O(χ) = δβ
β¯
(χ). The error estimated from the χ → ∞
extrapolation is below 0.1% for smallest  = 0.01 used in our
computations. Parameters: N = 20, h = 4, with averaging
over 60 realizations.
Assuming that the necessary bond dimension χ is in-
dependent of system size, our approach should be scal-
able, with computational demands growing linearly with
system size. Figs. 9(a,b) compare the convergence of
O(t) = δβ
β¯
(t) for a single realization at N = 20, 40 sys-
tem sizes. While the computational time approximately
doubles, the exponential convergence rate with TEBD
evolution time t is comparable.
Finally, we present a finite size scaling analysis of the
results. We show the dependence of the dynamical ex-
ponent z, obtained from our numerical scheme, on the
system size. The exponent z is extracted by fitting a
power law for the dependence of the temperature vari-
ance on  with  ≥ 0.01, Eq.(9) in the main text. The
results are shown in Fig. 10.
In systems with disorder strengths h = 2.0, 3.0, 4.0 we
do observe negligible finite size dependence. Recall that
this is the range of h we used to extract the power law
divergence of z ∼ (hc − h)−ν on approaching the criti-
cal point. It is encouraging to see that this behavior is
unaffected by finite size. We do see a non systematic fi-
nite size dependence for disorder strength h = 4.5, which
we attribute to uncertainty in fitting the dynamical ex-
ponent z. Indeed, as noted in the main text, for h > 4
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t
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= 0.2
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= 0.4
FIG. 9. Evolution of O(t) = δβ
β¯
(t) (with respect to O(tf )
at maximal propagation time tf ) during the TEBD compu-
tation, for one disorder realization at h = 4, χ = 100, for
systems of size (a) N = 20 and (b) N = 40. Note that the
time axis is rescaled by  to reveal an exponential relaxation
with a convergence rate proportional to .
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FIG. 10. Finite-size analysis of the dynamical exponent z for
h = 2.0, 3.0, 4.0, 4.5. Calculations are performed with bond
dimension χ = 100 and  ≥ 0.01. A different number of
realizations is used for different points, e.g., at h = 2.0 and
N ∈ [12, 90], 150 − 50 realizations are used, for h = 4.5 and
N ∈ [8, 90], 790−190 realizations are used. Fit error bars are
obtained with the jackknife resampling of data with  ≥ 0.01
and do not estimate systematic deviations from the z that
would be obtained using  < 0.01, necessary for h > 4.
(z > 8) we can no longer extract a reliable power law
fit to δβ
β¯
∼  12z in the range  ≥ 0.01. In order to reli-
ably obtain larger values of z close to the critical point
one would have to reduce the cutoff  exponentially in z
(equivalently, in ξ). Thus it is the finite time cutoff (1/)
rather than the finite size, which limits the calculation.
As noted in the main text, calculations performed at
smaller  might yield somewhat larger hc as well, which
would, in turn, impact the value of ν obtained from z ∼
(hc − h)−ν fit.
Hydrodynamic equations as an expansion of
Lindblad driving
In the main text we introduced the hydrodynamic ap-
proach as an effective description of a system that is cou-
pled to a thermal (e.g. phonon) bath and to a drive
(e.g. white light). Here we make the connection to
the microscopic calculation, that was performed for a
spin chain coupled to Markovian nonequilibrium baths
described by Lindblad operators. We show that the
hydrodynamic Eq. (1) can be derived using an expan-
sion in small temperature variations around the thermal
density matrix, determined from the Liouville equation
ρ˙ = (Lˆ0 + Dˆ)ρ = 0, where Lˆ0ρ = −i[H, ρ] and Dˆ corre-
sponds to the dissipator super-operator.
On the ergodic side, the system approaches a thermal
state for  → 0 [18]. For small epsilon, we can therefore
expand the steady state density matrix in weak temper-
ature variations around the thermal state
ρ ≈ ρ0(T¯ ) +
∑
j
δTj
∂ρ
∂Tj
∣∣∣
Tj=T¯
+ · · · , ρ0(T¯ ) ≡ e
−H/T¯
Tr[e−H/T¯ ]
(18)
We will now use the expansion (18) in order to show how
the phenomenological terms in Eq. (1) can emerge from
the microscopic Liouville equation.
First of all, the term −g¯(T (r) − T¯ )) ensures the re-
laxation towards the correct mean temperature T¯ , which
is determined from the stationarity condition applied to
the total rate equation for the energy [18],
〈H˙〉 = Tr[H(Lˆ0 + Dˆ)ρ0(β¯)] = Tr[H Dˆ ρ0(β¯)] != 0 (19)
To see the emergence of the other terms in Eq. (1) we
consider the behaviour of the local energy density 〈hi〉,
where H =
∑
i hi,
d
dt
〈hi〉 =Tr
[
hiLˆ0ρ
]
(20)
+ Tr
[
hiDˆρ0(β¯)
]
(21)
+ Tr
hiDˆ∑
j
∂ρ
∂Tj
∣∣∣
Tj=T¯
δTj
 (22)
+ · · ·
Using the definition for the energy currents, ji,i+1 =
i[hi, hi+1], we can see that the right hand side of expres-
sion (20) equals to the difference in expectation value of
energy currents across neighboring links. On the other
hand, in a system with spatially varying local tempera-
tures, local current expectation values are proportional
to local temperature gradients
Tr
[
hiLˆ0ρ
]
= Tr[(−ji,i+1 + ji−1,i)ρ] (23)
= Γi,i+1(Ti+1 − Ti)− Γi−1,i(Ti − Ti−1)
∼ ∇ · (κ(r)∇T (r)) (24)
The term (21) corresponds to the gain and loss of local
energy density due to the driving and dissipation, evalu-
ated with respect to the homogeneous thermal state
Tr
[
hiDˆρ0(β¯)
]
∼  θg2(r). (25)
Here 〈g2(ri)〉 = 1θN
∑
i Tr[hiDˆρ0(β¯)] = 0 due to Eq. (19).
Term (22) is of the same type, but comes from the next
order expansion in the variation of local temperatures
Tr
hiDˆ∑
j
∂ρ
∂Tj
∣∣∣
Tj=T¯
δTj
 ∼ g1(r) δT (r) (26)
Collecting the dominant terms in the (δT (r))n expan-
sion, we get the hydrodynamic relation
∂te−∇ · (κ(r)∇T (r)) = − g1(r)(T (r)− T¯ ) +  θg2(r)
(27)
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which can be identified with Eq. (1), except that T0 is
replaced by T¯ (set by Eq. 19) and that the last term
contains only the random part with a zero mean, i.e.,
g2(r) = δg2(r).
