SUMMARY Automatic labeling of prosodic features is an important topic when constructing large speech databases for speech synthesis or analysis purposes. Perceptually-related F0 parameters are proposed with the aim of automatically classifying phrase final tones. Analyses are conducted to verify how consistently subjects are able to categorize phrase final tones, and how perceptual features are related with the categories. Three types of acoustic parameters are proposed and analyzed for representing the perceptual features related to the tone categories: one related to pitch movement within the phrase final, one related to pitch reset prior to the phrase final, and one related to the length of the phrase final. A classification tree is constructed to evaluate automatic classification of phrase final tones, resulting in 79.2% accuracy for the consistently categorized samples, using the best combination among the proposed acoustic parameters.
Introduction
The prosody of phrase finals in Japanese utterances carries both linguistic and paralinguistic information. For example, it carries grammatical information such as modality (declarative vs. interrogative), focus, punctuation of phrase boundaries, and continuity of the sentence. It also carries important paralinguistic information such as manner and attitude of the speaker.
In the research field of linguistics and phonetics, there have been many proposals for categorizing sentence final intonation [1] - [3] . For example, Toki (1987) proposes six types of sentence-final intonation in his textbook of Japanese pronunciation and listening for foreigners [1] . Table 1 shows the intonation types and their respective relationship with linguistic/paralinguistic information (intentions and manner/attitude).
Although different tone types in the sentence final particle carry different paralinguistic functions, these relations are not defined as a simple one-to-one mapping. For example, in our previous work [4] , we investigated the discourse functionality of tones in phrase final particles (including sentence finals and non-sentence finals), and results showed a dependence of the functionality on both particle type and tone type.
In the present work, we focus on the problem of automatic classification of phrase final tones, irrespective of their functional properties. † The author is now with ATR "Keihanna Science City", Kyotofu, 619-0288 Japan.
a) E-mail: carlos@atr.jp DOI: 10.1093/ietisy/e88-d. 3 .481 Table 1 Sentence final tone types proposed by Toki [1] , and their respective linguistic and paralinguistic properties.
Although there are many proposals for categorizing sentence final intonation, such methods are usually based on auditory perception and rarely extend to an automatic categorization of intonation types.
Further, phrase finals usually have greater prosodic variability in spontaneous speech than in read speech. While the X-JToBI [5] labeling method had been proposed in order to more adequately describe such variability, automatic labeling is still not reported.
When constructing large databases of speech for speech synthesis or analysis purposes, it should be useful to have an automatic process for labeling prosodic features. Automatic F0 model parameter (accent and phrase component) extraction is reported for read speech [6] , but not for phrase final intonation in spontaneous conversational speech. A goal of the present research is an automatic prosodic labeling of phrase finals in a large database of spontaneous and expressive speech collected in the JST/ CREST ESP Project. In this paper, we focus on the description and automatic classification of phrase final tones, specifically by analyzing the relationship between tone categories perceived by humans and perceptually-related acoustic-prosodic features extracted from the speech signal.
Categorization and Annotation of Phrase Finals: Consistency between Subjects
In order to realize an automatic classification from acoustic parameters, it is important to first decide what kind of categories are to be classified. Also, it is important to define a categorization which humans are able to annotate consistently. 
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Evaluation of Toki Categorization for Tone Types
In our previous work [7] on discrimination of the six intonation types of Table 1 (after Toki [1] ), we evaluated how Japanese native speakers are able to identify the intonation types by listening to the utterances. For this purpose, we used the cassette tape attached to the textbook of Japanese pronunciation learning [1] . This tape includes examples of the intonation types uttered by one male and one female speaker. (Note that these utterances are not spontaneous; they are "acted speech".) Before the listening test, we allowed the subjects to listen to 40 utterances in order to become familiar with such formal definitions of the six intonation types. This was necessary because native Japanese are generally not so familiar with the definition of intonation types. After that, 133 new utterances were presented and the subjects were asked to identify the intonation types. The experiments were carried out using six native speakers. The confusion matrix is shown in Table 2 .
According to the results shown in Table 2 , a large number of Long Rise and Long Flat samples were identified as Short Rise and Short Flat respectively. Among them, there were Long pattern samples which were unanimously identified as Short. Further, about a quarter of Long Fall samples were identified as Long Flat. These results accord with comments from the subjects: "It was difficult to distinguish between Long and Short patterns, and between Flat and Fall patterns."
These results show the difficulty in getting a consistent label set for the sentence final intonation. A reason for the confusion between Long Flat and Long Fall could be that different intentions can be realized by the same prosodic pattern. Another problem could be that the definitions of the intonation types shown in Table 1 mixes perception of both prosodic features and para-linguistic information. In the subsequent sections, we examine alternative categorizations avoiding the use of para-linguistic information for the definition of the categories, and focusing on the perception of the prosodic features.
Evaluation of Hattori/X-JToBI Categorization for
Tone Types
In [3] , Hattori proposes a similar categorization of tone types based on the perception of pitch movements for the sentence final particle "ne". These tone types are also closely related to the boundary pitch movements (BPM) proposed in the X-JToBI framework [5] . Table 3 shows examples of the Hattori categorization, and the corresponding BPM labels of the X-JToBI framework.
The speech database used in the subsequent perceptual experiments and acoustic analysis consists of natural daily conversations recorded as part of the JST/CREST ESP project. The utterance (phrase or sequence of phrases) boundaries were manually placed at evident pauses or pitch resets, during the text transcription process. For analysis, we used 404 utterances taken from three natural conversations of a Japanese female speaker (in her 30 s) with family members and with business people.
5 native speakers of Japanese annotated the tones of the 404 phrase finals, according to the tone categories of Table 3 . As the utterances of our database are spontaneous, there is not a pre-determined category for each utterance, as in the utterances of Sect. 2.1. So, we decided to attribute to each phrase final, the category chosen by the majority of the subjects (i.e., when 3 or more subjects agreed).
Consistency was found between the subjects in 283/404 = 70.0% of the samples (35.4% for agreement in 3 subjects + 25.5% for agreement in 4 subjects + 9.1% for complete agreement between the subjects). Inconsistency was found in 121/404 = 30.0% of the samples (16.6% for agreement by only 2 subjects + 13.4% for complete disagreement between the subjects). Table 4 shows the agreement between the subjects in discriminating each tone category. The numbers along the main diagonal show the number of samples where more than three subjects agreed, while the numbers outside the main diagonal are the number of samples where at least two subjects differed consistently from the majority. The 13.4% of the samples whose subjects completely disagreed are excluded from the table.
From Table 4 , we can observe confusions mainly between categories which are perceptually close: 1a vs. 1b discriminated by length, 1a vs. 2a and 1b vs. 3 discriminated by pitch reset, and 2a vs. 2c and 2a vs. 3, discriminated by Table 4 Agreement between subjects in the tone categorization. Numbers inside the main diagonal: number of samples where more than three subjects agreed; numbers outside the main diagonal: number of samples where confusions occurred between two categories. pitch movement curvilinearity. These results show a similar trend of inconsistency observed in the annotation task of Sect. 2.1 for acted speech utterances, showing the difficulties in defining and categorizing tone types consistently.
Annotation of Perceptual Features Related to the Tone Categories
As 30% of the samples could not be consistently classified in Sect. 2.2, we also decided to annotate the degree of perceptual features that could be related to the tone category decision.
From Tables 1 and 3 , we can conclude that the categories are basically defined by the perception of the pitch movement within the phrase final, the presence/absence of pitch reset between the phrase final and the syllable prior to it, and the phrase final length. Thus, we asked the same 5 subjects to grade the following three perceptual features.
• Pitch movement within the phrase final: −2 (falling), −1 (slightly falling), 0 (no movement), 1 (slightly rising), 2 (rising).
• Pitch reset prior to the phrase final: 0 (absence of pitch reset), 1 (presence of pitch reset).
• Length of the phrase final: −1 (shortened), 0 (no lengthening), 1 (lengthened by approximately 1 extra mora), 2 (lengthened by more than 2 mora length).
Correlations were calculated between the grades of all the subjects. Correlations from 0.30 to 0.75 were obtained for both pitch movement and pitch reset degrees, excluding one of the subjects who showed correlations lower than 0.3 between the other subjects. The grades of this subject were removed from subsequent analysis. A better consistency was obtained for length perception, showing correlations from 0.47 to 0.76 among all the subjects. The subsequent analyses use the summation of all the subjects' grades as perceptual scores, for each perceptual feature (pitch reset, pitch movement and length). Figure 1 shows the distributions of the perceptual scores of each perceptual feature for each tone category. (Note that although the figure shows box-plots on a continuous ordinate, the perceptual scores on the vertical axes are originally discrete values.) The category "?" represents the 13.4% of the samples for which no consistency could be obtained between the subjects. The 16.6% of the samples with low consistency where only 2 subjects agreed are named as the category followed by a question mark, e.g., "1a?" for category 1a.
According to the distributions shown in Fig. 1 , we can observe the expected trends of the perceptual features for each tone category: 1a (short, no pitch reset, no pitch movements), 1b (long, no pitch reset, pitch falling), 2a (short, pitch reset, no pitch movement), 2b (long, pitch reset, no pitch movement), 2c (long, no pitch reset, pitch rising) and 3 (long, pitch reset, pitch falling).
The category "?" showed distribution around the 1a category distribution for the pitch movement perceptual feature (meaning no clear perception of falling or rising movement), between 1a and 2a for the pitch reset perceptual feature (meaning no clear perception of pitch reset), and between short (1a, 2a) and long (1b, 2b, 2c, 3) categories for the length perceptual scores (meaning no clear perception of lengthening of the phrase final).
The 
Acoustic-Prosodic Features
In Sect. 2, the problems of categorization of phrase final tones were discussed and evaluated. In this section, we propose acoustic features that are expected to represent the perceptual features related to the tone categorization, i.e., pitch movements within phrase finals, pitch resets prior to the phrase finals, and phrase final length. Special care was taken in F0 estimation (Sect. 3.1); Sect. 3.2 explains the procedure used for automatic segmentation of the phrase finals; and the proposed parameterization of F0 features in the segmented phrase finals are introduced in Sects. 3.3 and 3.4.
F0 Estimation
In this section, we focus on the problems of voicing decisions for discriminating between voiced and unvoiced portions of the speech signal, and on selection of F0 values relevant to pitch perception.
For F0 estimation, we used a method based on the auto-correlation function. Specifically, the residual signal obtained from the LPC inverse filter of the speech signal is low-pass filtered before calculating the auto-correlation function (Rxx). The peaks in the autocorrelation function are detected and treated as candidates for F0.
The autocorrelation function is normalized according to the following expression (1) .
where L is autocorrelation lag. The term N/(N −L) is used to reduce the decreasing effect of Rxx(L) as the lag L increases, leading to a more suitable voicing decision regardless of L, when a fixed threshold is set for the voicing decision. Next, the following steps are proposed for the F0 best path decision from the raw F0 values, in order to remove unreliable values: 1) Removal of points where the normalized autocorrelation coefficients are smaller than a threshold value. 2) Removal of discontinuous and isolated samples: reliable points are searched in the middle of quasi-syllable chunks (explained in Sect. 3.2), and continuity is tracked around a 3-semitone range between adjacent frames. Octave (12 semitone) jumps are also automatically corrected to keep the continuity within a quasi-syllable chunk.
3) Removal of the points where the power decreases more than 6 dB in an interval of 50 ms. This constraint is based on the auditory effects of temporal masking [8] . The basic idea is that a signal of low energy is not audible when it is immediately preceded by a signal of sufficiently higher energy.
Finally, F0 values are converted to a log scale, as recommended by Fujisaki [9] , prior to further processing. We used the following equation that provides intervals in semitone units.
Segmentation of Phrase Finals
In this paper, the phrase final is defined as the nucleus + coda portion of the last syllable of the phrase. In other words, the segmentation of phrase finals is realized in order to isolate the V (vowel) portion or the VN (vowel + syllablefinal nasal) portion of the last syllable of the phrase, i.e., the last syllable excluding the initial consonant. This definition is based on two fundamental principles. The first one is the consideration that the perceptual rhythmic beat position (Perceptual Center, or P-Center) is close to the vowel onset [10] . This implies that the rhythmic units are more related to VC units rather than CV units. This rhythm property has also been reported for Japanese speech [11] , [12] . The second is that the F0 values of the V or VN portions seem to be more prominent to the pitch perception of the syllable than the F0 values of the syllable initial consonants [13] . The segmentation of the phrase finals was realized semi-automatically, using power and spectral properties of the speech signal, as described below.
First, the DC component and very low frequency components are cut, by using a 70 Hz-cutoff high pass filter. Next, the sonorant energy (the energy in the 70-3500 Hz range) is estimated for frames of 64 ms length, at 10 ms intervals. 64 ms is long enough to ensure a smooth energy contour. Then, a quasi-syllabic segmentation method of Mermelstein [14] is realized, wherein the so-called convexhull algorithm detects significant dips (or valleys) in the sonorant energy contour, resulting in a sequence of quasisyllables or power chunks.
The last power chunk of the utterance is then searched starting from the end of the utterance. If the power of the detected chunk is lower than 25 dB relative to the maximum power of the utterance, this chunk is ignored, in order to avoid detecting background noise power chunks.
As the chunk detection (until now) is based on the sonorant energy contour, syllables whose boundaries are nasals or semi-vowels are frequently merged in the same chunk, since the sonorant energy of nasals and semi-vowels is comparable to that of vowels. In order to detect only the last syllable, we also introduced spectral information. The deltas of the mel-cepstral coefficients are calculated for each frame of the detected chunk, and searched from the chunk final until finding a relevant peak in the delta mel-cepstral contour. This instant is considered to be the onset time of the phrase final.
Although this method has problems when spectral changes occur within a vowel, as in laughing voice for example, we decided to use it as a first approximation. The boundaries of the phrase finals detected using this method were then hand-corrected, before the estimation of F0 parameters. Hand-correction was done on 23% of the start boundaries of the automatically detected phrase finals, and on 14% of the end boundaries.
Segment Representative F0 Parameters
Based on our previous work [13] regarding perceptuallyrelated representative F0 values for syllable units, parameters based on average and target values of a segment are proposed for estimation of the segment representive F0 parameters. In order to represent F0 movements within a segment (which are to reflect the pitch movements responsible for the perception of different tones), the phrase final is split into two parts, and the representative F0 parameters are estimated for each part. The two parts are obtained by splitting the phrase final at its middle point, as in the example shown in Fig. 2 . The following candidates for the representative F0 values are investigated.
• F0 average: average F0 value of the first (F0avg2a) and second (F0avg2b) parts of the phrase finals; average of the final portion of the syllable preceding the phrase final (F0avg p). F0avg p was estimated from four reliable F0 values obtained by back-tracking and searching from the phrase final start point.
• F0 target: target F0 value of the first (F0tgt2a) and second (F0tgt2b) parts of the phrase finals. The target value of a segment is defined as the extrapolated value at the end of the segment, using a first order regression analysis of all F0 values within the segment.
A constraint was imposed in such a way that at least 3 consecutive non-zero F0 values are necessary within each part for the estimation of the representative F0 parameter. However, preliminary analysis indicated that this condition was not satisfied in several samples, especially when the phrase final was very short, or when it was very aspirated or creaky. In these cases, if the above condition is not satisfied for the first part, non-zero F0 values are searched from the 
F0 movement Parameters
A parameter called F0move is defined in order to quantify the degree or range of F0 movements within a segment.
• F0move: the range of F0 movement within the phrase final, computed as the difference (in semitones) of representative F0 values between the second and first parts of the phrase final:
where Another important factor in categorizing the phrase final tones is the presence or absence (or degree) of pitch reset between the phrase final and the syllable prior to the phrase final. In order to quantify the degree of pitch reset, the following parameter was defined:
• F0reset: the range of F0 reset between the phrase final and the syllable immediately preceding the phrase final, computed as the difference of representative F0 values between the first part of the phrase final and the last portion of the syllable previous to the phrase final:
where F0x2a is one of the following representative F0 values: F0x2a = {F0avg2a, F0tgt2a}. Positive F0reset values indicate presence of F0 reset.
Evaluation of the Acoustic Parameters
In this section, we evaluate the acoustic parameters proposed in Sect. 3 according to the perceptual features and the perceived tone categories discussed in Sect. 2. First of all, it has to be mentioned that no F0 values (after the estimation of the best F0 path described in Sect. 3.1) could be obtained for the estimation of F0move in 31 of the 404 phrase finals of the spontaneous speech utterances. Further, F0avg p (used for F0reset estimation) could not be estimated in 16 other samples. The subsequent analyses were therefore limited to the 357 remaining phrase finals where F0 related parameters could be estimated.
Relationship between the Acoustic Parameters and the Perceptual Features
In this section, we verify how well the proposed acoustic parameters represent the perceptual features related to tone categorization. Correlations were calculated between each candidate for the F0move parameter and the perceptual scores of pitch movement. Among the four possible candidates, the parameter that yielded the highest correlation (0.76) was F0move = F0tgt2b -F0avg2a. Correlations were also calculated between each of the two candidates for F0reset and the perceptual scores of pitch reset prior to the phrase final. F0reset = F0avg2a -F0avg p yielded the highest correlation (0.69). Figure 3 shows the distributions of the acoustic parameters F0move = F0tgt2b -F0avg2a, F0reset = F0avg2a -F0avg p and the phrase final duration dur, according to the subjects' perceptual scores of pitch movement, pitch reset and length, respectively.
In spite of the overlaps between the distributions of adjacent perceptual scores, a good correspondence can be observed in the acoustic parameter distributions along the perceptual scores in all panels of Fig. 3 , indicating their potential use in the automatic classification of phrase final tones. Figure 4 shows the distributions of the proposed acoustic parameters for each of the perceived tone categories, discussed in Sects. 2.2 and 2.3. As expected from the good relationship between the perceptual features and their corresponding acoustic parameters in Sect. 4.1, the distributions of the acoustic parameters shown in Fig. 4 resulted in a behavior similar to that of the perceptual scores shown in Fig. 2 classification-tree algorithm (based on the recursive partition method, using the tree function of the R software package: http://www.r-project.org/) to many combinations of the acoustic parameters described in Sect. 3.4. Of the three acoustic parameters, the highest classification accuracy for a single parameter (194/307 = 63.2%) was obtained using F0move = F0tgt2b -F0avg2a. The best combination of two parameters yielded 219/307 = 71.4% (F0move &  F0reset = F0avg2a -F0avg p) , and the best combination Table 5 Matrix of confusions between perceived tone categories (rows) and the categories yielded by a classification tree (columns) using F0move
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of three parameters yielded 243/307 = 79.2% (F0move & F0reset & dur). Note that these classification accuracies are obtained by excluding the 47 samples where F0move (31) and F0reset (16) could not be calculated, and additional 50 samples of category "?" where no consistent tone category could be attributed by the subjects. Figure 5 shows the obtained classification tree for the best combination of parameters, and Table 5 summarizes the performance of the classification tree by a confusion matrix.
The results in Table 5 show approximately the same trend of confusions between categories shown in Table 4 , indicating that misclassifications occurred mainly between categories which are also perceptually close. (1a and 1b) , while the majority of the samples where no F0reset values could be estimated were of tone categories with pitch reset (2a and 3) .
From the classification tree in Fig. 5 , we can interpret that the first level of the tree primarily separates tone categories containing pitch reset (2a, 2b and 3) on the right side of the tree, using a threshold of 0.35 semitones for the F0reset parameter. The second level separates the rising (2c) and non-rising tones on the left side, and the falling (3) and non-falling tones on the right side, using thresholds of about 1.5 and −1.5 semitones for the F0move parameter. The third level separates non-lengthened (1a and 2a) and lengthened categories, using thresholds of about 220-230 ms for the duration parameter.
Discussions
Additional experiments were also conducted to verify how well the tone categories can be predicted using the perceptual scores of pitch movement, pitch reset and length as parameters of the classification tree. The tree resulted in 48/350 = 13.7% misclassifications (excluding the 54 samples of category "?"). One explanation for these misclassifications could be that the perceptual features analyzed in the present work are still not enough to represent the differences between tone categories. For example, perceived power could also be influencing the decision between some tone categories. This is a topic for future work.
On the other hand, as both perceptual scores and acoustic features varied continuously between perceptually close tone categories, the confusions in the subjective categorization could indicate that the boundaries between some categories may be better represented by an acoustic-perceptual continuum. Thus, for automatic classification purposes, instead of deciding between categories A or B, for example, outputs like x% of probability for A and (1 − x)% of probability for B could be more appropriate.
Another problem is how to deal with the parameters with missing values. As missing F0move frequently occurred in segments without pitch movement, one fast solution could be to attribute labels 1a or 1b according to the phrase final duration. When F0reset is missing, the problem is more complicated. Perhaps the use of pitch height could be a solution for predicting pitch resets. However, absolute pitch heights have to be normalized for each speaker. This is another topic for future work.
Conclusion
In this paper we proposed acoustic parameters that quantify pitch movements within phrase finals, and pitch resets prior to the phrase final, investigated how well these acoustic parameters were related with perceptual features of tone categories, and evaluated them for automatic classification of tone categories. A preliminary evaluation using a classification tree with the best combination of parameters revealed 79.2% correct classification, for the samples that were consistently categorized by the subjects. Both correlation analyses with the perceptual features and automatic categorization results showed F0move = F0tgt2b -F0avg2a as the best parameter for quantifying F0 changes within a phrase final, and F0reset = F0avg2a -F0avg p as the best parameter for quantifying the pitch reset prior to the phrase final. invaluable discussions. I also thank all members of the CREST/ESP group, especially Minako Kimura, who contributed in the annotation task.
