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ABSTRACT
NUMERICAL SIMULATION OF VISCOELASTIC FLOW IN
MICRO/NANOCHANNELS
Lanju Mei
Old Dominion University, 2019
Director: Dr. Shizhi Qian

Micro/Nanofluidic devices often involve use of biological fluids or polymeric solutions
that cannot be simply treated as Newtonian fluids. The numerical simulation for the complex
fluids at micro/nanoscale presents a significant computational challenge, and the inclusion of
electrokinetic body force further increases the complexity. Specifically, the well-known High
Weissenberg Number Problem (HWNP) has become a challenge for the numerical simulation
of viscoelastic fluid. This dissertation is aimed to develop a numerical tool to simulate the
behavior of viscoelastic fluid in the micro/nanochannel. The most popular log-conformation
reformulation to solve the HWNP is presented and implemented in a finite volume scheme.
The implemented solver is validated by applying to several classical viscoelastic fluid
benchmark problems, ranging from 2D to 3D, stationary to transient problems.
Then, flow behavior of viscoelastic fluid in a three-dimensional curvy channel is
investigated. A Finitely Extensible Nonlinear Elastic with Peterlin closure (FENE-P)
constitutive model is utilized to describe the viscoelastic fluid. The characterization of
viscoelastic instability and elastic turbulence at a relatively high Weissenberg number is
identified from the fluctuation of velocity field, streamlines, secondary flow patterns, and the
intensity of secondary flow. The mechanism of this phenomenon is analyzed from the
interaction between the flow and polymer molecules. Parametric study shows that the level of
elastic turbulence decreases with viscosity ratio and becomes stronger with the extensibility
parameter.

The implemented solver is further applied to investigate the electroosmotic flow (EOF) of
viscoelastic fluid with a linear Phan-Thien and Tanner (LPTT) model in nanoslit and
nanochannel with reservoirs. Under the condition in which the Electrical Double Layer (EDL)
thickness is comparable to the characteristic length of the nanochannel and the surface charge
density is relatively high, the effects of viscoelasticity on EOF, ionic current, and ion
transport are investigated. Obvious enhancement of velocity, flow rate and ionic current is
observed for viscoelastic fluid compared to the Newtonian fluid. The EDL thickness and the
presence of microscale reservoirs also have significant influence on the EOF of viscoelastic
fluid.
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NOMENCLATURE

C0 Bulk salt concentration
Wi Weissenberg number
Re Reynolds Number
𝜌 Volumetric density of the fluid
𝑈0 Characteristic velocity scale of the flow
D Characteristic length scale of the flow
F Faraday’s constant
R Universal gas constant
T Absolute temperature
∅ Electric potential
V0 Electric potential difference across the nanochannel
𝜎0 Surface charge density
𝜌𝐸 Volumetric charge density
N Total number of ionic species
𝑧𝑖 Valence of ionic species i
𝐷𝑖 Diffusivity of ionic species i
𝑐𝑖 Ionic concentration of ionic species i
𝜀𝑓 Permittivity of the electrolyte solution
𝜀 Extensibility parameter in LPTT viscoelastic model
L2 Extensibility parameter in FENE-P viscoelastic model

 Viscosity ratio

viii

s Solvent viscosity
p Polymeric viscosity
0 Total viscosity
𝜆 Relaxation time of polymer molecules
∅𝑑 Zeta potential
𝐸𝑧 Electric field in z direction
λ𝐷 Debye length
H Channel Height
Q End-to-end connector vector of the polymer chains
Qeq Equivalent length of the vector 𝑸
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CHAPTER 1
INTRODUCTION
1.1 Micro/Nanofluidics
Micro/Nanofluidics is the science dealing with the behavior, precise manipulation and
control of fluids in a confined space of at least one dimension in the micro/nanometer-scale,
and is also the technology of manufacturing the micro/nanofluidic devices used in
applications like lab-on-a-chip (LOC). The micro/nanofluidic device is featured by a high
surface-to-volume ratio, and a dramatic reduction of the sample volume. The former implies
the dominance of surface forces due to viscous friction over body forces such as inertia, on
which several practical applications rely. For example, capillarity, which is negligible in a
macro device, becomes significant in the microchannel, and thus can be utilized to lead some
chemical solutions into the microchannel. The reduction of sample volume corresponds to
less consumption of reagents, which results in significant savings of cost when the sample is
expensive or the amount of the sample is limited. The reduced length scale also brings other
benefits, including reduced fabrication cost, generation of highly integrated devices, and
significant reduction of waste. With the advantages identified, along with the rapid
development of micro/nano-fabrication in the last few decades, micro/nanofluidics makes
various advanced applications such as biological molecular separation and analysis [1, 2],
bio-detection [3], chemical synthesis, polymer processing [4], bio-fluidic food industry [5],
and the list could go on.
The technological application of micro/nanofluidics as in LOC realizes the
miniaturization of biochemical operations conventionally handled in a laboratory into a small
chip, bringing numerous advantages, such as cost efficiency, and parallelization.

2
1.2 Non-Newtonian fluid
1.2.1 Properties of non-Newtonian fluid
An Electrolyte solution in the microchannel is typically described by the Newtonian
model for simplification, which assumes that shear stress and shear rate obey a linear
relationship. A Newtonian fluid is purely viscous and has no tendency to return to its original
shape after it is deformed. In reality, however, many solutions used in the practical
applications mentioned above are blood, synthetic polymer and biological fluids, etc. These
solutions contain additives with complex structures which impart non-Newtonian
characteristics, in particular, viscoelasticity [6]. Viscoelastic fluid refers to a complex fluid
with a combination of viscous and elastic effects that imparts highly non-linear viscous and
elastic properties. Viscoelastic material typically exhibits the characteristics of anisotropy,
stress relaxation, the presence of normal stress differences in shear flows, creep deformation
and deformation memory [7]. These aspects are in essence interactively connected and result
in some distinctively interesting behaviors of viscoelastic fluid flow.
The origin of the aforementioned properties of viscoelastic fluid stems from the
configuration of the polymer structure. Taking a simple shear flow 𝑣𝑥 (𝑦) as schematically
shown in Figure 1.1, the configuration of the polymer is dependent on the shear gradient γ̇ =
𝜕𝑣𝑥 (𝑦)/𝜕𝑦. At a small shear gradient, the polymers are at their equilibrium coiled state. As
the shear gradient increases and exceeds a critical value, the polymer molecules are stretched
and reoriented to the non-equilibrium configurations, making the fluid become anisotropic.
As a result, a first normal stress difference 𝑁1 = 𝜏𝑥𝑥 − 𝜏𝑦𝑦 is built up, with 𝜏𝑥𝑥 and 𝜏𝑦𝑦
being the normal stress along the main flow direction and the transverse flow direction,
respectively. 𝑁1 quadratically increases with γ̇ in viscoelastic fluid while 𝑁1 remains 0 for
Newtonian fluid. The presence of large 𝑁1 is responsible for some intriguing phenomena in
viscoelastic fluid, such as the Weissenberg effect and elastic instability [8]. The stretching of
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the polymer takes some time in response to the change of the flow fields, and is characterized
by the relaxation time 𝜆.

(a)

(b)

Figure 1.1 Schematic illustration coiling and stretching of the polymer chains in a simple shear flow
𝑣𝑥 (𝑦). (a) When the velocity gradient is small, the polymers are under equilibrium coiled
configuration; (b) At relatively large shear gradient, the polymers are stretched and reoriented,
resulting the normal stress difference [8].

The quantitative characterization of viscoelastic fluid flows includes the Reynolds
number Re, the Weissenberg number Wi, and the Elasticity number E. The Reynolds number
is defined as the ratio between inertial and the viscous effects as
Re =

U 0 D
,
0

(1.1)

where D and 𝑈0 represent the characteristic length scale and velocity of the flow; 𝜌 and 𝜂0
are the fluid density and viscosity, respectively.
The Weissenberg number Wi is a dimensionless parameter to measure the elasticity level
of a fluid and is defined as the ratio between the relaxation time 𝜆 of the polymers and the
characteristic flow time as
Wi =

U 0
D

.

(1.2)
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The relaxation time 𝜆 can reflect the fading memory of the viscoelastic material. Taking a
simple damper and spring model for example, the relaxation time 𝜆 is the exponential decay
rate of the stress under constant strain rate. The limiting case 𝜆 → ∞ is corresponding to the
purely elastic material and 𝜆 → 0 is corresponding to the viscous material. For viscoelastic
fluid in the microscale, the Reynolds number is typically small due to the small length scale.
On the other hand, the Weissenberg number can be of relevant importance for fluid with
sufficiently long polymers. For flow with 𝑊𝑖 ≪ 1, the fluid behaves more like a Newtonian
fluid, while for 𝑊𝑖 > 1 the viscoelastic fluid behaves very differently from a Newtonian fluid,
demonstrating some peculiar phenomenon.
Another important parameter for the viscoelastic fluid is the Elasticity number E, which
denotes the relative strength of the elastic and inertial effects [9], and is given by

E=

Wi 0
=
.
Re  D 2

(1.3)

From the above definitions, it can be seen that the viscoelastic fluid flow in microfluidic
systems is characterized by a low Reynolds number and relatively high Weissenberg number,
as well as a high Elasticity number. Under these flow conditions, the stretched polymer
molecules do not have enough time to relax to their original equilibrium state, so the
viscoelastic fluid becomes more elastic and a strong viscoelastic effect over the fluid inertia is
exhibited compared to the flow in the macroscale.
As the stress response of the viscoelastic material is distinctively different from the
Newtonian fluid, some fascinating phenomenon are observed for viscoelastic flow, as shown
in Figure 1.2. For example, when a polymeric solution is extruded from a syringe, the stream
is several times larger than the orifice. This phenomenon is referred to as the Barus effect, or
Die swell, and is related to the elastic memory property of the polymeric solution. The tensile
stresses during the extrusion cause the stretch of the molecular chains, which relax again after
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exiting the orifice. A similar phenomenon is the viscoelastic recoil. When the viscoelastic
fluid flowing through a duct is stopped, there is a partial recoil due to the fading memory of
the polymer solution [10], while for Newtonian fluid, it completely turns to rest. Another
well-known phenomenon is the Weissenberg effect or Rod-Climbing [6], where the
viscoelastic fluid climbs up the rotating rod. This is distinctively different from the
Newtonian fluid, which instead will rise up along the edge of the container. This effect is
caused by the shear-induced stretching of the polymer chains and the generated positive
normal stress.

(a)

(b)

Figure 1.2 Phenomena of viscoelastic fluid: (a) Barus effect; and (b) Rod climbing. [Photos

from http://web.mit.edu/nnf/]

1.2.2 Elastic instability and turbulence
As is well known, in Newtonian fluid when the Reynolds number is relatively high, flow
instability and turbulence happen due to the nonlinearity from the inertial force. In
microfluidic systems, however, the Reynolds number is small and the nonlinearity stemming
from inertia is thus usually negligible. In fact, the dynamic nonlinearity and flow instabilities
have been commonly reported in fluid with polymer molecules even under a low Reynolds
number condition [11-15]. The occurrence of flow instabilities or turbulence under this
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inertialess or creeping flow conditions, i.e., when the Reynolds number is arbitrarily small, is
called elastic instability and turbulence. This phenomenon has been claimed to be related to
extra elastic stress induced by the presence of the polymer molecules and their interactions
with the fluid [16]. The elastic stress increases nonlinearly with the flow shear rate, and the
polymer molecules under ‘coiled’ equilibrium condition begin to unravel or stretch.
The elastic instability and turbulence greatly enrich the flow behaviors of the viscoelastic
fluid in the microscale or nanoscale, and have drawn much more attention recently due to
their practical applications in the improvement of mixing performance and enhancement of
heat transfer in microfluidic devices [17, 18]. A number of experiments and theoretical
studies are conducted to investigate this complex behavior in various flow conditions, such as
some classical flow conditions used in the investigation of elastic instability and turbulence
property shown in Figure 1.3. The flows can be categorized as: (1) extension dominated flow,
including the flows in the contraction/expansion channel [19-21] or the flows with an interior
stagnation point, as in the cross-slot channel [13, 22, 23], in the opposed jet [24], in the
Taylor’s four-roll mill [25]; (2) linear shear flow, the elastic instabilities in the free surface
flow [26], in flows between two parallel plates [8, 27], in cavity flows [28, 29]; (3)
curvilinear shear flow, elastic instabilities obtained at a high Weissenberg number for flows
in serpentine channels [3, 30, 31], Taylor-Couette flow [11, 32]; (4) and others [12, 33-35].
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(b)

(a)

(c)

(d)

Figure 1.3 Schematic of several flow conditions investigated for the elastic instability and

turbulence of viscoelastic fluid flows: (a) flow in a cross-slot; (b) flow in a
contraction/expansion microchannel; (c) flow in a serpentine channel; and (d) flow past a
solid body.

The underlying mechanism for the purely elastic instability and turbulence has been
reported to be related to the molecular structure in the viscoelastic flow, the interactions
between the polymer molecules and the curvilinear streamlines, and the build up of normal
stress difference in contrast to the Newtonian fluid [35, 36]. When the strain rate exceeds
some critical value, large anisotropic normal stresses arising from the molecular
rearrangement and orientation of the polymer chains are unable to sustain perturbations
appearing in the viscoelastic flow [37].
1.2.3 High Weissenberg Number Problem
In the computational study for the viscoelastic fluid flow, many works are limited to the
simulations at a relatively low Weissenberg number Wi. When Wi exceeds a critical value,
the numerical instability happens for almost any viscoelastic models, no matter which
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numerical technique (finite element, finite volume, finite difference, spectral elements, etc.) is
utilized, finally leading to the breakdown of the numerical simulation [38]. For different
viscoelastic flow problems, with the use of different discretization schemes and numerical
techniques, the critical Wi can vary. This is the well known ‘High Weissenberg Number
Problem (HWNP)’, and has become one of the most challenging problems for computational
rheology since the 1970s [39].The origin of the numerical breakdown has been identified as
follows. Firstly, the viscoelastic flow tends to have a large variation in stress gradient, and
near geometrical singularities the stress even has exponential profiles. The traditional
polynomial interpolation fails to accurately estimate the exponential profiles of the stress and
the large stress gradient variations. Secondly, the conformation tensor – a tensor variable
quantitatively reflecting the configuration of the polymer molecules, should, by definition, be
symmetric positive-definite. However, it loses the positive-definiteness when Wi is relatively
high.
1.2.4 Development on improving the numerical stability for high Wi
Since identification of the origin of the HWNP, a considerable effort has been made to
improve the robustness of the numerical simulation at large Wi [40-42], mainly focusing on
developing some transformations to guarantee the positive-definite property of the
conformation tensor [43, 44]. For example, Balci et al. [45] proposed the square-root
conformation formula, where the unique positive-definite square-root of the conformation
tensor is used to derive a closed-form evolution equation. This formula is claimed to have a
significant advantage in terms of easy implementation and computational cost reduction.
Palhares Junior et al. [46] implemented the square-root formulation and showed its efficiency
on the steady and transient viscoelastic fluid flow problem at a high Weissenberg number.
Kwack et al. [47] developed a new stabilized mixed three-field finite element method for the
generalized incompressible Oldroyd-B fluid and stated that this method can enhance
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numerical stability for 3D simulations. Based on the matrix decomposition, Vaithianathan et
al. [48] presented the eigen-decomposition and Cholesky decomposition of the conformation
tensor, both of which can guarantee the positive definite characteristic of the conformation
tensor. Afonso et al. [43] presented a generic kernel-conformation tensor transformation
which can be applied for a large class of differential constitutive models and simulated the
benchmark problem of an Oldroyd-B fluid past a confined cylinder. Martins et al. [49]
implemented the kernel-conformation tensor transformation using finite difference method
and demonstrated the accuracy of the methodology for a high Weissenberg number transient
flows using the Oldroyb-B constitutive model.
Until now, one of the most powerful methods for HWNP was the log-conformation
reformulation (LCR) proposed by Fattal and Kupferman [50, 51]. The core of the method is
to introduce the matrix-logarithm of the conformation tensor and transform the evolution
equation for the conformation tensor into the corresponding equation for its matrix-logarithm.
By doing this, not only the positive-definiteness of the conformation tensor is preserved, but
also the exponential stress profiles are linearized near the stress singularity and thus can be
represented more accurately. This approach was first implemented by Hulsen et al. [51] using
the finite element method. They studied the viscoelastic fluid flow past a cylinder with both
the Oldroyd-B model and the Giesekus model and obtained the solution at a high
Weissenberg number as Wi=100. Since then, the LCR approach has been refined and
implemented by various numerical methods.
Kwon et al. [52] provided an alternative procedure for the LCR of the differential
constitutive equations and applied it to the 4:1 planar contraction flow with the Leonov model.
They could achieve results for a Deborah number (or Weissenberg number) over 100 and
claimed that their formulation may provide insight into the choice of suitable constitutive
equations. Coronado et al. [53] also presented a simple alternative form of the log-
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conformation formulation and implemented the formula in the DVSS-TG/SUPG finite
element method. They mentioned the new formula could be applied to any constitutive model.
The viscoelastic flow past a cylinder was tested with the Oldroyd-B and Larson-type fluids.
For both models, the method was claimed to improve numerical stability at a high
Weissenberg number and extend the upper limit of Wi. Kane et al. [54] presented four
different implementations of the LCR and compared their effectiveness on the viscoelastic
flow around a circular cylinder. Jafari et al. [55] developed an extension of the classical LCR
to remove the observed instabilities in the simulation of unsteady viscoelastic fluid flows.
They demonstrated that the method could solve a high Weissenberg number flow at a value
of practical interest, and a neat improvement of the computational algorithm with stable
convergence has been demonstrated. Knechtges et al. [56, 57] implemented a fully-implicit
version of the LCR with the Newton-Raphson solver and applied the method to both
Oldroyd-B flow over a cylinder and a sedimenting sphere in an Oldroyd-B flow. Comminal
et al. [58] implemented the streamfunction–log-conformation methodology in Matlab, and
numerically investigated the Oldroyd-B fluid inside the lid-driven cavity for Wi up to 10 and
Oldroyd-B fluid flowing through a 4:1 planar contraction for Wi up to 20. Zhang et al. [59-61]
implemented the LCR approach in OpenFOAM and studied the enhanced mixing and the
heat transfer process by elastic turbulence in a curved channel for Wi up to 20 using the
Oldroyd-B model.
1.3 Electroosmotic flow of viscoelastic fluid
1.3.1 Electric Double Layer
When a solid surface is in contact with an electrolyte solution, it will gain some
electrostatic surface charge due to the adsorption or dissociation of ions on the solid/liquid
interface. The charged surface causes the accumulation of counter-ions and depletion of coions within a layer near the surface, which is called the electric double layer (EDL). The EDL
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is comprised of two layers: an immobile Stern layer, consisting of oppositely charged ions
adsorbed onto the surface, and a diffuse layer, consisting of free counter-ions attracted to the
surface, as shown in Figure 1.4a. The electric potentials at the solid surface and the outer side
of the Stern layer are denoted as ∅𝑠 and ∅𝑑 , respectively. Here, ∅𝑑 is the commonly used zeta
potential. Within the entire EDL, the electric potential and ionic concentration have large
variation, while beyond the EDL, the effect of the charged surface is negligibly small such
that the changes of the electric potential and ionic concentration are small [62-64]. The
thickness of the EDL is dependent on the bulk salt concentration. For the conditions when the
EDL thickness is much smaller than the characteristic length of the channel (typically for low
bulk salt concentration regime or in the microchannel) and the EDL thickness is comparable
to the channel characteristic length (typically at low bulk salt concentration regime or in the
nanochannel), the potential and the ionic distribution are distinctively different, as
schematically shown in Figure 1.4. Rigorous modeling of the EDL can be found in the
literature, such as the Gouy-Chapman Model [65] and the Gouy-Chapman-Stern Model [66].
The EDL is characterized by a Debye Length λ𝐷 , which is given by

D =

 f RT
F 2  i =1zi2C0
N

,

(1.4)

where F, R, and T are the Faraday’s constant, the universal gas constant, and the absolute
temperature, respectively; 𝜀𝑓 is the permittivity of the electrolyte solution; 𝑧𝑖 is the valence of
ionic species i; N is the total number of ionic species; 𝐶0 is the bulk salt concentration.
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Figure 1.4 Schematic illustration of the EDL structure, and the potential and ionic

concentration profiles: (a) EDL thickness is much smaller than the characteristic length of the
channel; (b) EDL thickness is larger than the channel characteristic length.

1.3.2 Electroosmotic flow
As the charge within the EDL is non-neutral, when an external electric field is applied
parallel to the charged surface, the interaction between the net charge within the EDL and the
external electric field generates an electrostatic force exerting on the fluid, inducing the
relative motion of fluid, referred to as the electroosmotic flow (EOF) [67, 68], as shown in
Figure 1.5. The EOF was first studied by Reuss in 1809 [69], who reported the flow of water
within a plug of clay with the application of an external electric potential difference. Since
then, extensive studies on the mechanism of EOF have emerged, and much later its practical
application such as electrokinetic micropumps appeared. Compared to a pressure-driven
micropump, the EOF-based micropump is more attractive and advantageous. First of all, in
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the micro/nano regime, the pressure-driven flow is limited to small velocity (or flow rate) as
the velocity is highly dependent on the characteristic length of the channel. However, the
plug-like velocity profile for EOF under thin EDL condition is independent of the channel
height. Besides, the EOF features less mechanical fabrication, precise control, and so forth
[70]. Due to the wide applications of EOF in various fields, extensive research on EOF for
Newtonian fluid in micro/nano scale has been conducted, both experimentally [71-73] and
theoretically [74-77].

Figure 1.5 The schematic diagram of the electroosmotic flow of Newtonian fluid [78]

For microfluidic channel, the EDL thickness is typically much smaller than the channel
height H (i.e., λ𝐷 ≪ 𝐻), the velocity increases rapidly from zero at the charged wall to a
plateau value within a distance of EDL thickness and remains constant within the rest region
of the channel. This flow is plug-like and is distinctively different from the pressure driven
flow. Under this condition, an approximation [79] is made on the bulk fluid velocity as
Helmholtz - Smoluchowski velocity

u0 = −

 f d Ez
,
0

(1.5)
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where 𝐸𝑧 is the electric field in the main stream direction.
When the channel size is down to nanoscale, however, the EDL thickness may extend to a
level comparable to or even larger than the characteristic length of the channel, and the
counter-ions are accumulated within the whole channel. The electric potential, the ionic
concentration and the velocity distributions all gradually vary from the charged surface to the
channel center, in contrast to its microscopic counterpart. For example, the velocity profile is
more like pressure-driven flow than a plug-like profile, and Equation (1.5) is no longer valid.
The EDL overlap results in some interesting transport phenomena such as ion-selective
property.
1.3.3 Ionic concentration polarization
For nanofluidic devices, it is common that the thickness of the EDL is comparable to the
characterized length of the nanopore or nanochannel, such as in the low salt concentration
regime. Under this condition, the EDLs may become overlapped, and the whole nanopore or
nanochannel is enriched with counter-ions and depleted with co-ions. When an electric
potential bias is applied across the nanopore or nanochannel connecting two microfluidic
reservoirs, due to the unbalanced ionic flux of cations (or anions) in the nanopore or
nanochannel and in the reservoirs, ions will be accumulated at one reservoir and
correspondingly decrease at the other reservoir, as illustrated in Figure 1.6. This phenomenon
is called ionic concentration polarization (ICP). The ICP has found promising applications in
many areas such as ICP-based separation of bio-molecules [80], ionic current rectification
[81, 82], analyte preconcentration [83], and so forth, due to its advantages of realizing special
ion species and electric field distribution. Over the past few decades, there have been
extensive experiments and theoretical studies demonstrating this fascinating charge selective
process [84-87].
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Figure 1.6 Schematic diagram of the ICP phenomenon in a nanochannel [88].

1.3.4 Fundamental equations for Newtonian EOF
The theory of Newtonian EOF has been well established, and there are many valuable
references [63, 89, 90]. Numerous studies have shown that for the dimensions larger than
several nanometers [88, 91, 92], the continuum theory is still valid and can accurately predict
the ionic transport. The mathematical model based on the continuum theory consists of the
classical continuity equation along with the Navier-Stokes equation for the fluid motion and
the Poisson-Nernst-Planck equation (PNP) equations for the electrochemical ion transport. In
this section, the complete system of equations is briefly summarized.
Suppose that there are N types of ionic species in the electrolyte solution, the ionic
concentration of ith ionic species 𝑐𝑖 in an electrolyte solution under external electric field is
governed by the Nernst-Planck equation as

ci
D


+    uci − Di ci − zi i Fci   = 0, i = 1,..., N ,
t
RT



(1.6)

where 𝐷𝑖 is the diffusivity of the ith ionic species, ∅ is the electric potential within the
electrolyte solution.
The distribution of ∅ can be described by the Poisson equation as
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− f 2 = F  i =1 zi ci ,
N

(1.7)

where the term on the right-hand-side is the volumetric charge density 𝜌𝐸 .
The electric equations system is coupled to the fluid equations via the electric body force
− ρ𝐸 ∇∅ acting on the fluid volume. Assume incompressible, isothermal, and laminar flow;
the mass and momentum conservation equations are

  u = 0,

(1.8)

 u

+ u u  = −p + 0 2 u −  E  ,
 t




(1.9)

where 𝒖 and p are the velocity and pressure field, and 𝜌 is the volumetric density of the fluid.
The above coupled equations system is usually called the NS-PNP equations system. As
the complete set of equations are highly nonlinear and computationally expensive for
relatively complex problems, many studies adopted a specific approximation to linearize the
electrochemical model [93-95]. The Poisson-Boltzmann model is one of the most commonly
used simplifications which assumes that the distribution of the ionic species follows the
Boltzmann distribution,

ci = Ci 0 exp(− zi

F
),
RT

(1.10)

where 𝐶𝑖0 is the bulk concentration of the ith ionic species. The applicability of this model is
restricted as it is only valid under the conditions that the fluid motion is neglected, the ionic
distribution is not affected by the external electric field, the ionic transport is at steady state,
the EDL is not overlapping, and the surface charge density is relatively low, etc.
Substituting Equation (1.10) into Equation (1.7) yields the Poisson-Boltzmann (PB)
equation as
− f  2 = F  i =1 zi Ci 0 exp(− zi
N

F
).
RT

(1.11)
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Assume the electrolyte solution is binary and symmetric, and take 𝑧 = |𝑧i |, 𝐶0 as the bulk
salt concentration, Equation (1.9) takes the form
− f  2 = − F  i =1 zC0 sinh( z
N

By further assuming that ∅ ≪
𝐹∅

𝑅𝑇
𝑧𝐹

F
).
RT

(1.12)

𝐹∅

, the term sinh (z 𝑅𝑇) can be linearized by means of

𝐹∅

Taylor series as sinh (z 𝑅𝑇) ≈ z 𝑅𝑇. Then, the PB equation of form (1.12) is simplified as
− f  2 = − F  i =1 C0 z 2
N

F
.
RT

(1.13)

Equation (1.13) is the so-called Debye-Hü ckel (DH) model.
1.3.5 EOF of non-Newtonian fluid
The aforementioned description of EOF assumes that the electrolyte solution follows the
Newtonian fluid model with constant viscosity 𝜂0 , and many references adopt this
assumption. However, in real applications in micro/nanofluidics, such as DNA sequencing
and (bio)particle manipulation, the fluid contains long-chain polymer molecules and exhibits
rheological properties that are distinctively different from Newtonian fluid, as has been
discussed above. The description of non-Newtonian fluids requires the appropriate function
for shear rate dependent viscosity or, in particular, the proper additional constitutive equation
for viscoelastic fluid. As the EOF is a direct result of coupling between the fluid fields and
the electric fields, it is predicted that the rheological characteristic of the fluid will have
significant effect on the electrokinetic motion of the viscoelastic electrolyte solution.
Recently, the non-Newtonian effect on the EOF in microfluidics has been taken into
account and studied theoretically in a limited number of cases in the literature. The most
commonly used non-Newtonian model is the non-linear power-law model as it is relatively
simple and can reflect the shear thinning and shear thickening property of the fluid. For
example, Das et al. [96] analytically investigated the pure EOF of power-law fluid in a
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rectangular microchannel. Zimmerman et al. [97] numerically studied the electrokinetic flow
of Carreau fluid in a microchannel T-junction and provided insight into the practical design
of the highly efficient viscometric devices. Olivares et al. [98] analyzed the EOF of polymer
solutions taking the non-Newtonian property of the fluid and the polymer concentration near
the interface into consideration. Zhao et al. [99] analytically investigated the EOF of the
power-law fluid in a microchannel and derived generalized Smoluchowski velocity taking
into account the effects of both the flow behavior index and the double layer thickness. Zhao
et al. [100] reported the numerical results of electro-osmotic mobility of a more general
Carreau non-Newtonian model. They presented the detailed effects of the Weissenberg
number, the surface zeta potential and the power-law index on the electroosmotic mobility.
The studies listed above are limited to the relatively simple non-Newtonian model where
the elastic characteristics are not taken into account, as the highly nonlinear constitutive
equations greatly increase the difficulty of solving the EOF of viscoelastic fluid. More
recently, some studies on pure EOF of viscoelastic fluid of Phan-Thien and Tanner (PTT)
models have emerged. For example, Park et al. [101] extended the Helmholtz–Smoluchowski
velocity to viscoelastic electroosmotic flow in a microchannel and presented a simple method
to calculate the volumetric flow rate. For viscoelastic EOF with combined effect of pressure
gradient and electric force, Part et al. [102] investigated the viscoelastic EOF in a rectangular
microchannel and reported the extraordinary secondary flow. Afonso et al. [103] attempted to
obtain the analytical solution for the viscoelastic EOF between two parallel plates by using a
simplified PTT model and Finitely Extensible Nonlinear Elastic with Peterlin closure (FENEP) model. Afonso et al. [104] also reported a semi-analytical solution for the EOF of
viscoelastic fluid between two concentric cylinders with Linear and Exponential PTT models.
Afterwards, Afonso et al. [105] derived the analytical solution for the viscoelastic EOF by
considering asymmetric zeta potential at walls. Sousa et al. [106] derived an analytical
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solution for the EOF for the viscoelastic fluid of PTT model in a microchannel taking into
account the near-wall skimming layer. Based on the work of Afonso et al. [103], Dhinakaran
et al. [107] analytically investigated the steady EOF of the viscoelastic fluid between parallel
plates with the PTT viscoelastic model by using the Gordon–Schowalter convective
derivative.
The above theoretical analyses provide important information for understanding the
rheological effect on the viscoelastic EOF. However, they are limited to relatively simple
geometries such as parallel plates or cylinders, with the assumption of fully developed flow.
Besides, in the microchannel, the surface charge density or alternatively zeta potential is
assumed to be relatively small, the external electric field is assumed to be constant, and the
EDL thickness is assumed to be small, so that the non-linear Poisson-Nernst-Planck
equations can be simplified or linearized to the PB or DH model. The condition in which the
EDL thickness is comparable to the characteristic length of the channel (i.e., the channel
height), which becomes typical when the channel size is down to nanoscale or the bulk
concentration is low, has not been considered.
1.4 Outline of the thesis
Chapter 1 reviews the development of the micro/nanofluidics, the mechanical properties
of the viscoelastic fluid and intriguing flow behaviors induced by the elastic nonlinearity of
the polymer molecule in viscoelastic fluid flow in microfluidics. The development and
challenges of experimental and numerical research done on the elastic instability and
turbulence under various flow conditions are reviewed.
The mathematical model for the theoretical study of viscoelastic fluid flow is presented in
Chapter 2. In particular, some classical differential constitutive models that describe the
viscoelastic fluid and the log-conformation reformulation (LCR) to solve the HWNP are
introduced in detail. Then the mathematical model with the LCR approach of different
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constitutive models is implemented in open source CFD software OpenFOAM. The
developed code is verified by validating its application in classical benchmark problems as
viscoelastic flow past a cylinder, start-up of viscoelastic Poiseuille flow, 2D lid-driven cavity
flow, viscoelastic flow past a sphere, and 3D-driven cavity flow.
In Chapter 3, viscoelastic fluid flow in a curvy microchannel is simulated using the
FENE-P viscoelastic model of the Finite Extensible Nonlinear Elastic (FENE) family. Firstly,
the onset of elastic turbulence in the curvy channel is identified for a relatively high
Weissenberg number. The flow structure, the conformation tensor, and the stress field are
examined to get insight into the mechanism of the elastic turbulence. Then, parametric study
is conducted to investigate effects of the extensibility parameter and the viscosity ratio on the
behaviors of the viscoelastic fluid in the curvy microchannel.
Full simulation for EOF of viscoelastic fluid in a nanoslit is carried out in Chapter 4. The
result is firstly compared with the analytical solution for the LPTT viscoelastic model to
verify the developed code. Then parametric study is conducted to investigate the effects of
the Weissenberg number, the viscosity ratio, and the extensibility parameter on the EOF
velocity.
Chapter 5 further extends the study in Chapter 4 to include the large reservoirs on both
ends of the nanochannel. The presence of reservoirs has significant influence on the ionic
concentration and electric field distribution.
Chapter 6 summarizes the conclusions and future work.
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CHAPTER 2
MATHEMATICAL MODEL OF VISCOELASTIC FLUID
AND ITS NUMERICAL IMPLEMENTATION IN OPENFOAM
As stated in the introduction, the numerical simulation can provide a useful reference for
understanding the development of the viscoelastic fluid flow in the microchannel. In this
chapter, the mathematical model for the viscoelastic fluid flow problems, which is the focus
of this thesis, is firstly described. In terms of the constitutive models, the most common
viscoelastic constitutive models are described in their partial-differential forms. The popular
remedy to the HWNP, i.e., the LCR approach, is presented in detail. Then, the numerical
implementation of the mathematical model in OpenFOAM is given. At the end of this chapter,
some classical benchmark problems are studied using our implemented solver, and the ability
of the solver to capture both the stationary and transient behaviors of the viscoelastic fluids in
both 2D and 3D problems is assured.
2.1 Mathematical model
Assume the viscoelastic fluid is incompressible and isothermal, the mass and momentum
balance equations are described in the vector form by

  u = 0,

(2.1)

 u

+ u u  = −p + 2 s   D +   ,
 t




(2.2)
𝟏

where ρ denotes the fluid density, 𝜂𝑠 is the solvent dynamic viscosity, 𝑫 = 𝟐 [∇𝒖 + (∇𝒖)𝑇 ] is
the rate of deformation tensor. 𝝉 is the non-Newtonian polymeric stress tensor, which can be
described by different constitutive models depending on the type of viscoelastic fluid.
𝜕𝒖

For the steady-state problem, the transient term 𝜌 𝜕𝑡 is turned off, and the momentum
balance equation becomes

 u u = −p + 2s D +  .

(2.3)
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In general, 𝝉 can be written in terms of the conformation tensor 𝒄, a tensorial variable
representing the macromolecular structure of the polymers, as

=

p
f (c ),


(2.4)

where 𝜂𝑝 is the polymer dynamic viscosity, 𝑓(𝒄) is a strain function dependent on the
constitutive model. 𝜆 is the relaxation time, the characteristic time for the polymers in the
viscoelastic fluid to relax to the equilibrium state after experiencing some disturbance.
The conformation tensor 𝒄 with components 𝑐𝑖𝑗 (𝑖 = 𝑥, 𝑦, 𝑧, 𝑗 = 𝑥, 𝑦, 𝑧) is a measure of
the extra-stress within the viscoelastic fluid. In the scope of stochastic microscopic theory, a
micro-dumbbell model with two beads connected by a spring is adopted to describe the
polymer chains [108]. The conformation tensor 𝒄 can be defined by the statistical average of
the dyadic product of the end-to-end connector vector 𝑸 [58] as

c=

Q Q
Qeq2

 QQ  (Q, t )dQ ,
=
T

Qeq2

(2.5)

where 𝑄𝑒𝑞 is the equivalent length of the vector 𝑸, ϑ(𝑸, 𝑡) is the probability distribution
function of 𝑸. It is clear from the above definition that the conformation tensor is symmetric
positive definite (SPD) and is equal to the identity matrix 𝑰 when the polymers are at
equilibrium state. This property guarantees the realization of the LCR that will be introduced
later in this chapter [58].
The evolution of the conformation tensor is governed by a general differential equation,
which can cover most of the viscoelastic models, as
c
1
+ u  c − ( c uT + u  c ) = − g (c ).
t


(2.6)
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The function 𝑔(𝒄) is also dependent on the selection of the constitutive model. The
detailed expressions of the evolution equation for the conformation tensor will be given in the
following section for different viscoelastic models.
Take the characteristic length of the microchannel 𝐷 as the length scale, the average inlet
velocity 𝑈0 as the velocity scale, characteristic time 𝐷/𝑈0 as the time scale, and 𝜌𝑈02 as the
pressure scale, the governing Equations (2.1), (2.2), and (2.4) can be normalized as

  u = 0,

(2.7)

u
 2
1− 
+ u u = −p +
 u +
  f (c ),
t 
Re
Re Wi

(2.8)

c
1
+ u  c − ( c uT + u  c ) = −
g (c ),
t 
Wi

(2.9)

where all the new variables with prime denote the corresponding dimensionless variables,
𝑅𝑒 = 𝜌𝑈0 𝐷/𝜂0 , 𝑊𝑖 = 𝜆𝑈0 /𝐷 , and 𝛽 = 𝜂𝑠 /𝜂0 are the Reynolds number, Weissenberg
number, and the ratio of solvent viscosity to total viscosity, respectively, with the total
viscosity 𝜂0 defined as 𝜂0 = 𝜂𝑠 + 𝜂𝑝 .
2.1.1 Log-conformation reformulation
The well-known HWNP can be overcome by the log conformation reformulation,
originally showed by Fattal and Kupferman [50]. A new variable 𝜳, defined as the matrixlogarithm of the conformation tensor 𝒄 is introduced as

 = log c,

(2.10)

and the conformation tensor can be recovered from the matrix-exponential of 𝜳 as
c = exp( ).

(2.11)

It should be noted that both the matrix-logarithm and the matrix-exponential are operating
on tensor, and their calculations will be shown. From the divergence free property of the
velocity 𝒖′ and the SPD of the conformation tensor, Fattal [50] has given the decomposition
of ∇′𝒖′ as
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u =  + B + Nc −1 ,

(2.12)

where 𝜴 and 𝑵 are anti-symmetric matrices, and 𝑩 is a symmetric traceless matrix.
For two-dimensional problems, the decomposed tensors can be written in the form

m11 0  T
 0  T
 0 n T
R
,
B
=
R
R
,
N
=
R



 −n 0  R ,
 − 0 


 0 m22 

 = R

(2.13)

where 𝑹 represents the orthogonal matrix of the conformation tensor, each column of which
is one eigenvector of the conformation tensor.
To calculate the unknown 𝜔 , 𝑚11 , 𝑚22 and 𝑛 in Equation (2.13), the change of the
dimensionless velocity is calculated as

m12 
m
RT uR =  11
.
m
m
 21
22 

(2.14)

The eigen-decomposition of the conformation tensor 𝒄 can be written as

 0  T
c = R 1
R
 0 2 

(2.15)

with 𝜆1 and 𝜆2 being the eigenvalues of 𝒄.
To calculate the eigenvalues of 𝒄, the characteristic equation of 𝒄 is written as

det(c − i I ) = 0.

(2.16)

The expansion of the above equation yields

i2 + bi + d = 0,

(2.17)

where the coefficients 𝑏 and 𝑑 are expressed by the components of 𝒄 as

b = −c11 − c22 , and d = − det(c).

(2.18)

Then the eigenvalues can be calculated with the quadratic formula as

1,2 =

−b  b2 − 4d
.
2

(2.19)
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The eigen-vector corresponding to eigenvalue 𝜆𝑖 (𝑖 = 1,2) is calculated by solving the
algebraic equation

( c − i I ) ei = 0,

(2.20)

which yields


i − c11
c12
ei = 
,
2
2
 c2 + (  − c )
c122 + ( i − c11 )
i
11
 12


.



(2.21)

Then the decomposition Equation (2.14) becomes

RT uR = RT  R + RT  R + RT  c −1R.

(2.22)

Substituting Equations (2.13), (2.14) and (2.15) into Equation (2.22) yields
−1

 m11 m12   0    m11 0   0 n   1 0 
m
=
+
 .
+

 21 m22   − 0   0 m22   −n 0   0 2 

(2.23)

The above equation can be simplified as

 0
m
 21


0
m12  
=
0  
n
 − − 

1

n
2 
.

0 


+

(2.24)

The above equation results in a system of equations,
n

  +  = m12

2
.

− − n = m
21

1

(2.25)

Then the unknowns 𝜔 and 𝑛 are calculated by solving the system of equations as

=

2 m12 + 1m21
,
2 − 1

m + m21
n = 12 12
.
1 − 2

For three-dimensional problems, the decomposed tensors can be written as

(2.26)
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 0
 = R  −1
 −2

1
0
−3

2 
3  RT ,
0 

0 
 m11 0

B = R  0 m22 0  RT ,
 0
0 m33 
n1 n2 
 0

N = R  − n1
0 n3  RT .
 − n2 − n3 0 

(2.27)

Assume that 𝜆𝑖 (𝑖 = 1, 2, 3) is the eigenvalue of 𝒄, then the eigen-decomposition of the
conformation tensor 𝒄 can be written as
c = RRT ,

𝜆1
with the diagonal matrix 𝚲 = [ 0
0

0
𝜆2
0

(2.28)

0
0 ].
𝜆3

To calculate the eigenvalues of 𝒄, the eigen-function of 𝒄 is written as

det(c − i I ) = 0.

(2.29)

The expansion of the above equation yields

i3 + bi2 + ci + d = 0,

(2.30)

where the coefficients 𝑏, 𝑐, and 𝑑 are expressed by the components of 𝒄 as

b = −c11 − c22 − c33 ,
2
c = c11c22 + c11c33 + c22c33 − c122 − c132 − c23
,

(2.31)

d = − det(c ).
Define a small value as 𝜀, two variables as 𝑝 =

𝑏 2 −3𝑐
9

and 𝑞 =

2𝑏 3 −9𝑏𝑐+27𝑑
54

, if |𝑝| < 𝜀,

|𝑞| < 𝜀, then

b
1 = 2 = 3 = − ,
3
𝑝3

If |𝑞2 − 1| < 𝜀, then

(2.32)
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b
b
1 = 2 = − + sign(q) p , 3 = − − 2sign( q) p ,
3
3

(2.33)

b
3
b
2 = − + 2 p  + 3(1 −  2 )  ,


3
b
3 = − + 2 p  − 3(1 −  2 )  ,


3

(2.34)

If 𝑝3 > 𝑞 2 , then

1 = − − 2 p ,

with the parameter 𝜃 = cos(

arccos(𝑞/√𝑝3 )

).

3

The eigenvector corresponding to eigenvalue 𝜆𝑖 is calculated by solving the algebraic
equation

( c − i I ) ei = 0,

(2.35)

Define 𝑠1 = (𝑐22 − 𝜆𝑖 )(𝑐33 − 𝜆𝑖 ) − 𝑐23 𝑐32 , 𝑠2 = (𝑐11 − 𝜆𝑖 )(𝑐33 − 𝜆𝑖 ) − 𝑐13 𝑐31 , 𝑠3 =
(𝑐11 − 𝜆𝑖 )(𝑐22 − 𝜆𝑖 ) − 𝑐12 𝑐21, the eigenvector can be obtained as


 1 c23c31 − (c33 − i )c21 c32 c21 − (c22 − i )c21  , if max( s ) = s
j
1

 
s1
s1


  c c − (c −  )c
c c − (c11 − i )c32 
33
i 12
vi =   13 32
1 31 12
 , if max( s j ) = s2 .
s2
s2




  c12 c23 − (c22 − i )c13 c21c13 − (c11 − i )c23 
1 , if max( s j ) = s3

s3
s3




(2.36)

The unit eigenvector is 𝒆𝑖 = 𝒗𝑖 /|𝒗𝑖 |.
The change of the velocity gradient in 3D is
 m11
R uR =  m21
 m31
T

m12
m22
m32

m13 
m23  .
m33 

Substituting Equations (2.27), (2.28) and (2.37) into Equation (2.22) yields

(2.37)
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 m11
m
 21
 m31
 0
+  −n1
 −n2

m12
m22
m32
n1
0
−n3

m13   0
m23  =  −1
m33   −2
n2  1 0
n3   0 2
0   0 0

1
0
−3

2   m11 0
3  +  0 m22
0   0

0

0 
0 
m33 

−1

0
0  .
3 

(2.38)

The above equation can be simplified as

 0 m12
m
 21 0
 m31 m32


0

m13  

n
m23  =  −1 − 1
1
0  

n
 −2 − 2
1


1 +

n1

2

0
−3 −

n3

2

n2 
3 
n 
3 + 3  .
3 

0 


2 +

(2.39)

The above equation results in a system of equations,
n1

1 +  = m12
2

n2

2 +  = m13
3


n1
 −1 − = m21
1

.

n
3
 + = m
23
 3 3

 − − n2 = m
31
 2 1

 − − n3 = m
32
 3 2

(2.40)

Then the unknowns 𝜔1 , 𝜔2 , and 𝜔3 , and 𝑛1 , 𝑛2 , and 𝑛3 are obtained by solving the
system of equations as

1 =

 m +m
 m + 2 m32
2 m12 + 1m21
, 2 = 3 13 1 31 ,3 = 3 23
,
2 − 1
3 − 1
3 − 2

m + m31
m + m32
m + m21
n1 = 12
,n2 = 13
, n3 = 23
.
−1
−1
−1
−1
2 − 1
3 − 1
3−1 − 2−1

(2.41)
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The matrix logarithm 𝜳 can be decomposed in terms of the eigenvalues of the
conformation tensor 𝒄 as

 = R RT ,
𝜆𝜳1
where the diagonal matrix 𝚲𝜳 = [ 0
0

0
𝜆𝜳2
0

(2.42)

0
0 ], with 𝜆𝜳𝑖 = log(𝜆𝑖 ) being the eigenvalue
𝜆𝜳3

of 𝜳.
Substitution of Equation (2.12) into (2.9) yields
c
1
+ u c − (   c − c   ) − 2 B  c = −
g (c ).
t 
Wi

(2.43)

The evolution equation for 𝜳 can be obtained based on the relationship (2.10) or (2.11) as

1
+ u  − (   −   ) − 2 B = − e − g (e ).
t 
Wi

(2.44)

The matrix-exponential 𝑒 −𝜳 and 𝑒 𝜳 are calculated based on the eigenvalues of the
matrix 𝜳, as
e− = Re−  RT = R−1 RT ,
e = Re RT = RRT .

(2.45)

After the variable 𝜳 is obtained, the eigen-decomposition is conducted as
 1 0
 = R R = R  0  2
 0
0
T

0 
0  RT .
 3 

(2.46)

Then the eigenvalues of the conformation tensor can be calculated as

 = exp( ).

(2.47)

Thus, the conformation tensor is obtained via Equation (2.28).
2.1.2 Constitutive models
The constitutive model describes the relationship between the deformations and the stress
response of materials. As mentioned in Chapter 1, non-Newtonian constitutive models are
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required to describe the complex behavior of the real fluids in polymer processes. The nonNewtonian constitutive models include the generalized Newtonian fluid models and the
viscoelastic fluid models. In the former models, the stress is only dependent on the
instantaneous shear rate, while in the latter models, the stress response is also affected by the
deformation history of the material, thus exhibiting transient effects. In this thesis, only
viscoelastic models are considered, and several well-known viscoelastic models are presented
in the partial-differential form.
(a) Oldroyd-B model
One of the most useful and common models used in the numerical simulation of
viscoelastic fluid is the Oldroyd-B model. It was first created by Oldroyd [109] to describe
the linear viscoelasticity of dilute polymer solutions. Since its appearance, some other nonlinear viscoelastic models have been developed based on the Oldroyd-B model.
The functions 𝑓(𝒄) in Equation (2.4) and 𝑔(𝒄) in Equation (2.6) are given by

f (c) = c − I , g (c) = c − I .

(2.48)

Thus, the dimensionless momentum equation and the evolution equation are

u

1− 
+ u u = −p + 2 u +
  (c − I ),
t 
Re
ReWi

(2.49)

c
1
+ u  c − ( c uT + u  c ) = − (c − I ).
t 
Wi

(2.50)

By substituting the expression 𝑔(𝑒 𝜳 ) into Equation (2.44), the evolution equation for 𝜳
can be obtained as


1
+ u  − (   −   ) − 2 B = − R( I − −1 ) RT .
t 
Wi
(b) Giesekus model

(2.51)

31
The Giesekus model developed by Giesekus [110, 111] is suitable for concentrated
polymer solutions.

It accounts for the polymer-polymer interactions by introducing a

quadratic of the stress. The functions 𝑓(𝒄), 𝑔(𝒄) and 𝑔(𝑒 𝜳 ) are given by

f (c) = c − I ,

(2.52)

g (c) =  c 2 + (1 − 2 )c − (1 −  ) I ,

(2.53)

g (e ) =  e2 + (1 − 2 )e − (1 −  ) I.

(2.54)

The parameter 𝛼 is within the range of 0 and 0.5 and quantitatively represents the strength
of the anisotropic effect.
The dimensionless momentum equation and the evolution equation for the conformation
tensor 𝒄 and for 𝜳 are

u

1− 
+ u u = −p + 2 u +
  (c − I ),
t 
Re
ReWi

(2.55)

c
1
+ u  c − ( c uT + u  c ) = −  c 2 + (1 − 2 )c − (1 −  ) I  ,
t 
Wi

(2.56)


1
+ u  − (   −   ) − 2 B = − R  + (1 − 2 ) I − (1 −  ) −1  RT . (2.57)
t 
Wi
(c) FENE model
The FENE model is proposed to describe the behavior of long-chained polymers, which is
much more realistic due to the limit of finite extensibility. It assumes that a sequence of beans
are connected by chains behaving like nonlinear springs. The FENE family consists of the
FENE-P model with Peterlin's closurederived by Bird et al. [112] and FENE-CR model
proposed by Chilcott et al. [113].
The FENE-P model is given as [114]

f (c ) =

c
I
c
I
−
, g (c ) =
−
.
2
2
2
1 − tr(c) / L 1 − 3 / L
1 − tr(c) / L 1 − 3 / L2

(2.58)
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Thus, the dimensionless momentum equation and the evolution equation for the conformation
tensor 𝒄 and for 𝜳 are


u

1− 
c
I 
+ u u = −p + 2 u +
  
−
,
2
t 
Re
ReWi  1 − tr(c) / L 1 − 3 / L2 

(2.59)

c
1 
c
I 
+ u  c − ( c uT + u  c ) = − 
−
,
2
t 
Wi  1 − tr(c) / L 1 − 3 / L2 

(2.60)


1 
I
−1  T
+ u  − (   −   ) − 2B = − R 
−
 R . (2.61)
t 
Wi  1 − tr(c) / L2 1 − 3 / L2 
The FENE-CR model is given by

f (c ) =

c−I
c−I
, g (c ) =
.
2
1 − tr(c ) / L
1 − tr(c) / L2

(2.62)

Thus, the dimensionless momentum equation and the evolution equation for the
conformation tensor 𝒄 and for 𝜳 are

u
 2
1− 
c−I
+ u u = −p +
 u +
 
,
t 
Re
ReWi
1 − tr(c ) / L2

(2.63)

c
1
c−I
+ u  c − ( c uT + u  c ) = −
,
t 
Wi 1 − tr(c) / L2

(2.64)


1
I − −1
+ u  − (   −   ) − 2 B = −
R
RT .
t 
Wi 1 − tr(c) / L2

(2.65)

(d) PTT model
The PTT model is proposed by Phan-Thien and Tanner [115] and is widely utilized in
flow problems concerning polymer solutions. The PTT is preferable in some problems of
polymer melts due to its performance in the finite element method (FEM) and the accurate
prediction for the viscosity at low shear rate.
For generality, the original evolution equation for the PTT model is presented here as

c
1
+ u  c − (1 +  )(c uT + u  c ) = − g (c ).
t


(2.66)
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The strain function is also given as

f (c) = c − I ,

(2.67)

where the slip parameter of network 𝜉 is introduced. Note that Eq. (2.6) is the special case
when 𝜉 = 0, which is corresponding to the simplified PTT model.
The corresponding evolution equation for 𝜳 is


+ u  − (1 +  ) (   −   ) − 2 B = − R−1 g ( ) RT .

t

(2.68)

The relaxation function 𝑔(𝒄) in the evolution equation is given by a linear form of the
trace of the conformation tensor 𝒄 (i.e., LPTT model) as

g (c) = 1 +  (tr(c) − 3) (c − I ),

(2.69)

or by an exponential form of the trace of 𝒄 (i.e., EPTT model) as

g (c) = exp  (tr(c) − 3) (c − I ).

(2.70)

Thus, the dimensionless momentum equation and the evolution equation for the
conformation tensor 𝒄 and for 𝜳 are

u

1− 
+ u u = −p + 2 u +
  (c − I ),
t 
Re
ReWi

(2.71)

c
+ u  c − (1 +  ) ( c uT + u  c )
t 
 1
 − Wi 1 +  (tr(c ) − 3)  (c − I ), LPTT
=
,
1
− exp  (tr(c ) − 3)  (c − I ), EP TT
 Wi

(2.72)


+ u  − (1 +  ) (   −   ) − 2 B
t 
 1
−1
T
 − Wi 1 +  (tr(c ) − 3)  R( I −  ) R , LPTT
=
.
− 1 exp  (tr(c ) − 3)  R( I − −1 ) RT , EP TT
 Wi

(2.73)
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The choice of the constitutive model in numerical simulations depends on the real
physical properties of the complex fluid adopted, as well as the need of the numerical study.
For example, the Oldroy-B model is not considered as a physically adequate model for dilute
polymer solutions due to the existence of the unphysical singularity in extensional flows, but
it is a good approximation to firstly get insight into the behaviors of the viscoelastic fluid in
idealized flows and is thus frequently used [47, 116, 117].
2.2 Finite volume method
The set of partial differential equations introduced in the above cannot be solved
analytically for most problems due to the complexity and high nonlinearity of these coupled
equations. Thus, numerical procedures are required. Theoretical frameworks in computational
fluid dynamics (CFD) have been well established, such as the finite difference method
(FDM), finite element method (FEM), finite volume method (FVM), and the boundary
element method (BEM). A number of works showed that the FVM performs at least the same
as other methods, in terms of the numerical accuracy, stability and computational cost [38].
FVM has some properties that make it a preferable method in CFD. Firstly, FVM is strictly
conservative, since face fluxes across the individual control volume are used to evaluate
terms in the conservation equations, and the flux conservation is preserved in a given volume.
Besides, FVM is of high flexibility because discretization in the space domain is directly
carried out in physical space, and there is no need to transform between the physical and
computational domain. With these characteristics, numerical simulation based on FVM has
found its success in computational CFD, especially in solving complex flow problems, such
as viscoelastic flows in complex geometries and the corresponding application like polymer
processing. Hu et al. [118] first used FVM to study the classical benchmark problem of
viscoelastic fluid flows past a cylinder using the upper-convected Maxwell (UCM) model.
Since then, it has been extensively adopted in the study of the viscoelastic fluid problems
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[119-124]. Recently, the advantage of the FVM is further seen with the LCR approach
implemented in the framework of FVM [125, 126], which allows for numerical computations
at a relatively high Weissenberg number. In this thesis, FVM is used to discretize the
governing equations into a set of algebraic equations, and the procedures are firstly presented
as follows.
Assume the time domain is divided into discrete times 𝑡0 , 𝑡1 , … , 𝑡𝑛 , 𝑡𝑛+1 …. with time step
∆𝑡 = 𝑡𝑛+1 − 𝑡𝑛 . In the following, any variable with subscript n and n+1 (i.e., 𝜃𝑛 ) represents
its corresponding value at time instant 𝑡𝑛 and 𝑡𝑛+1 (i.e., 𝜃𝑡𝑛 ), respectively. The space domain
is divided into a number of non-overlapping cells, with 𝑉𝑁 representing an arbitrary cell, as
shown in Figure 2.1. The cell 𝑉𝑁 is enclosed by surface 𝑆, which consists of several segments
named by 𝑆𝑖 (i=1,2, …). The normal vector 𝒏𝑆𝑖 of the cell on segment 𝑆𝑖 is directed outward
from the cell.

Figure 2.1 Schematic of the discrete cell in FVM

The dimensionless momentum balance equation is first rearranged and integrated over the
cell 𝑉𝑁 as
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VN

u
 2
1− 
dV +  u udV − 
 udV = −  pdV + 
  f (c )dV , (2.74)
V
V
V
V
N
N Re
N
N Re Wi
t

where the three terms on the left-hand side are corresponding to the temporal term,
convection term and diffusion term, respectively. Note that all the variables are in the
dimensionless meaning, with the primes omitted for the convenience of clear presentation.
The time derivative term can be discretized with the first-order accurate Euler method as



VN

u −u
u
dV = n +1 n VN .
t
t

(2.75)

Depending on how other terms are evaluated, the Euler method is classified into implicit
and explicit method. If they are evaluated at 𝑡𝑛+1, it’s called the implicit Euler method, and if
they are evaluated at 𝑡𝑛 , it’s called the explicit Euler method.
The discretization of the convection term can be derived by means of Gauss theorem as



VN

u udV =   uudV =  ( uu )  ndS = i Si u,
VN

S

(2.76)

where ∅𝑠𝑖 is the flux over the cell face, which is 𝒖 ∙ 𝒏𝑠𝑖 multiplied by the surface area of 𝑠𝑖 .
Since the summation is acted over all the faces of the cell, the variation of the velocity field 𝒖
on the faces needs to be approximated such that the surface values are related to the value
within the cell. Various schemes can be applied to the convection discretization, such as the
first-order accurate upwind scheme and the second-order accurate central differencing
scheme.
The discretization procedure of the diffusion term − V

N

 2
 udV is similar to that of the
Re

convection term, which is shown as
−

VN




 

 2 udV = −  
u   ndS = − i
u  nSi .
S
Re
Re
 Re


For the diffusion term, the second-order accurate linear scheme can be used.

(2.77)
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The remaining terms on the right-hand side of the integrated momentum balance equation
are referred to together as source terms and can be written in the general form as functions of
the variable 𝒖 as

−  pdV + 
VN

VN

1− 
  f (c )dV =  R ( u)dV .
VN
Re Wi

(2.78)

By linearizing 𝑅(𝒖) in terms of 𝒖 as 𝑅(𝒖) = 𝑅0 + 𝑅1 𝒖 , the source terms can be
expressed as

−  pdV + 
VN

VN

1− 
  f (c )dV = R0VN + R1uNVN ,
ReWi

(2.79)

where 𝒖𝑁 is the velocity field evaluated at the cell 𝑉𝑁 .
Other equations can be discretized in the same manner. After the discretization, the set of
differential equations are transformed into a system of algebraic equations and solved with
the algebraic operations.
2.3 Numerical implementation in OpenFOAM
Powerful FVM-based CFD software OpenFOAM (Open Source Field Operation and
Manipulation) has been widely used across areas of engineering and science, for its potential
of implementing complex mathematical models and availability of parallel computing for
increasingly complex problems. In this thesis, the coupled governing equations (mass
conservation, momentum conservation, constitutive equations, LCR) are discretized with
FVM, and the numerical simulations are carried out by a new solver implemented in
OpenFOAM (Foam-extend 3.2), which is capable of solving the viscoelastic fluid flow
problems with a relatively high Weissenburg number.
The built-in package of OpenFOAM includes a range of solvers for a lot of classical
problems, including incompressible flows, compressible flows, multiphase flows, combustion,
heat transfer, etc. In terms of mesh generation, OpenFOAM provides with mesh generation
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tools such as blockMesh and snappyHexMesh, as well as convenient conversion of a mesh
from commonly used mesh generation software such as ANSYS, Pointwise, Fluent, etc.
As a C++ programming code, the OpenFOAM solver follows a standard structure. Figure
2.2 shows the basic directory structure of an OpenFOAM solver. In the solver directory, the
main file has extension ‘.C’, and other header files have extension ‘.H’. The sub-directory
Make contains the information for the compilation of the solver. The top-level source file
with the .C extension, together with other source files, can be compiled by using the
command ‘wmake’, which is included in the directory ‘Make/files’. Our new solver is called
viscoelasticFluidLogFoam.

Figure 2.2 File structure of the solver in OpenFOAM

2.3.1 Viscoelastic fluid solver
The main procedure used to solve the viscoelastic fluid problems follows that for
Newtonian fluid problems. The SIMPLE (Semi-Implicit Method for Pressure-Linked
Equations) or PISO (Pressure-Implicit Split-Operator) algorithm is used for coupling
equations of mass and momentum conservation, with the former used for transient problems,
while the latter applied for steady-state problems. The iterative procedures for the viscoelastic
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fluid problems need the calculation of conformation tensor via the evolution equation. The
algorithm can be summarized as follows:
(1) Given velocity field 𝒖𝑛 , pressure 𝑝𝑛 , conformation tensor 𝒄𝑛 at time step n (𝑛 =
0, 1, 2, …).
(2) Implicitly solve the discretized momentum equation to get a new estimate 𝒖∗ for the
velocity field.
(3) Based on the newly estimated velocity field 𝒖∗ , the pressure equation is solved and
the estimated pressure field 𝑝∗ is calculated.
(4) Correct the velocities as 𝒖∗∗ on the basis of the estimated pressure 𝑝∗ .
(5) Based on the corrected velocity field 𝒖∗∗ , solve for the pressure equation to get 𝑝𝑛+1.
(6) Correct the momentum equation with 𝑝n+1 to obtain 𝒖𝑛+1 .
(7) The logarithm of the conformation tensor 𝜳𝑛+1 and, thus, the conformation tensor
𝐜𝑛+1, are obtained by solving the evolution equation.
(8) Repeat steps (1)-(4) until the convergence of the solutions is achieved.
Some details of the solver are given in the following section.
The momentum equation is discretized and solved with the pseudo code
tmp<fvVectorMatrix> UEqn
(
somt*fvm::ddt(U)
+ somc*fvm::div(phi, U)
- 1/Re*visco.divTau(U)
);
UEqn().relax();
solve(UEqn() == -fvc::grad(p));
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p.boundaryField().updateCoeffs();
fvVectorMatrix is a C++ class built in OpenFOAM, standing for matrix equation for
vector fields defined on the control volume. The term visco.divTau(U) contains both the
elastic and viscous shear-stress and is taken from a library implemented for different
constitutive models which will be discussed. fvm::ddt() represents the finite volume operator
of time derivative, and fvm::div(phi, U) is the finite volume operator for the convection term
in the momentum equation. These two terms are multiplied by parameters somt and somc,
respectively, for the convenience of turning on and off the corresponding term in some
specific problem. For example, under creeping flow condition, somc is set as 0. fvc::grad
stands for the explicitly discretized pressure gradient. The discretization schemes for the
discretization operators fvm::ddt(), fvm::div() and fvc::grad are specified in the case input
fvSolution dictionary in the system directory. After the discretization of the momentum
equation, under-relaxation is used by using command UEqn().relax(). Under-relaxation an
iterative method is used to improve the computational stability and reduce the solution
oscillations for the nonlinear system [127]. This is done by introducing an under-relaxation
factor α (1 < α ≤ 1), which limits the change of a variable from the previous iteration to its
new value. For example, at cell 𝑖, the new value for variable 𝜑 is updated from its old value
by the following formula

inew = iold +  (i − iold ) ,

(2.80)

where 𝜑𝑖∗ is the predicted value for variable 𝜑. As α increases, the extent of under-relaxation
increases, but the speed of convergence may decrease [128]. The special case α = 1 is
corresponding to no under-relaxation. The under-relaxation factor for a field is specified in
the sub-dictionary relaxationFactors within file fvSolution, as shown in the example below.
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An under-relaxation factor of 0.5 is applied for both the pressure p, velocity U and stress
tensor 𝛕.
relaxationFactors
{
p

0.5;

U

0.5;

tau

0.5;

}
Then, the boundary conditions for the pressure are updated with command
p.boundaryField().updateCoeffs();
The rest of the code in the main file viscoelasticFluidLogFoam.C is shown below
volScalarField rUA = 1.0/UEqn().A();
U = rUA*UEqn().H();
UEqn.clear();
phi = fvc::interpolate(U) & mesh.Sf();
adjustPhi(phi, U, p);
// Store pressure for under-relaxation
p.storePrevIter();
// Non-orthogonal pressure corrector loop
for (int nonOrth=0; nonOrth<=nNonOrthCorr; nonOrth++)
{
fvScalarMatrix pEqn
(
fvm::laplacian(rUA, p) == fvc::div(phi)
);
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pEqn.setReference(pRefCell, pRefValue);
pEqn.solve();
if (nonOrth == nNonOrthCorr)
{
phi -= pEqn.flux();
}
}
#

include "continuityErrs.H"
// Explicitly relax pressure for momentum corrector
p.relax();
// Momentum corrector
U -= rUA*fvc::grad(p);
U.correctBoundaryConditions();
visco.correct();
}

The pressure-velocity coupling in the PISO/SIMPLE algorithm is described as follows.
The discretized momentum equation can be written in the matrix form as 𝐴𝑈 = 𝐻 − 𝛻𝑝,
where A represents the diagonal portion of matrix UEqn, while H is a combination of the offdiagonal portion of matrix UEqn and the body force except the pressure gradient. The
calculated velocity should be corrected with the constraint of the continuity equation. From
the discretized equation, we can solve for an intermediate velocity 𝑈 ∗ as
U  = A−1H − A−1p.

(2.81)

Then the above expression for the intermediate velocity 𝑈 ∗ is substituted into the
continuity equation, yielding the equation to correct the pressure as

 ( A−1p ) =  ( A−1H ) .

(2.82)
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Once the new pressure filed 𝑝∗ is obtained, the velocity field is corrected again based on
𝑝∗ by
U = A−1H − A−1p.

(2.83)

The visco.correct() in the end is to solve the constitutive equation and update the stress
tensor 𝝉.
The differential constitutive models mentioned above should also be implemented in
OpenFOAM. Taking the Oldroyd-B model as an example, the pseudo-code to solve the
evolution Equation (2.51) for the logarithm of the conformation tensor is
// calculate log_conformation transport equation
fvTensorMatrix thetaEqn
(
sovt_*fvm::ddt(theta_)
+ sovc_*fvm::div(phi(), theta_)
==
cSource
);
thetaEqn.relax();
thetaEqn.solve();
......
cSource = 2*B + W + cRelax/lambda_;
cSource = R.T() & cSource & R;
There are two parameters sovt and sovc defined for the sake of turning on (sovt=1, sovc=1)
and off (sovt=0, sovc=0) the time derivative term and the convection term, respectively. In
the code, fvm::ddt(theta_) and fvm::div(phi(), theta_) represent the time derivative 𝜕𝑡 ′ and
𝜕𝜳

convection term 𝒖′ ∙ ∇′𝜳, respectively. The remaining terms in Equation (2.51) are collected
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as the 2𝑩 + (𝜴 ∙ 𝜳 − 𝜳 ∙ 𝜴) − 𝑊𝑖 𝑹(𝑰 − 𝚲−1 )𝑹𝑇 and is discretized as source term cSource
1

on the right-hand-side of the tensor equation thetaEqn. The recovery of the conformation
tensor 𝒄 via the logarithm 𝜳 is done by eigen-decomposing 𝜳 and recalculating as shown in
Equations (2.46) and (2.28) and realized with the following code
Info << "Recover Conformation Field \n" << endl;
volVectorField D = eigenValues(theta_);
D.replace(vector::X,exp(D.component(vector::X)));
D.replace(vector::Y,exp(D.component(vector::Y)));
D.replace(vector::Z,exp(D.component(vector::Z)));
// EigenVectors of log conformation tensor
volTensorField R = eigenVectors(theta_);
con_.replace(tensor::XX,D.component(vector::X));
con_.replace(tensor::XY,deta0);
con_.replace(tensor::XZ,deta0);
con_.replace(tensor::YX,deta0);
con_.replace(tensor::YY,D.component(vector::Y));
con_.replace(tensor::YZ,deta0);
con_.replace(tensor::ZX,deta0);
con_.replace(tensor::ZY,deta0);
con_.replace(tensor::ZZ,D.component(vector::Z));
// Recover conformation tensor
con_ = R.T() & con_ & R;
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2.3.2 EOF of Viscoelastic fluid solver
The main part to solve for the fluid motion is almost the same as detailed shown in the
previous section, except the addition of a source term accounting for the electric body force.
The equation is corresponding to the pseudo code:
solve(UEqn() == -fvc::grad(p)
- 1/Re*fvc::grad(ephi)*dlrhoe/dim*(dim*dim*dim/dims/dims));
where the dimensionless electric charge density dlrhoe is defined as
dlrhoe = 0.5*Rt*Rt*(z1*C1 + z2*C2)/debyelenth/debyelenth;
The dimensionless PNP equations are discretized as the following form:
fvScalarMatrix PoissonEqn
(
-fvm::laplacian(ephi) == dlrhoe/dim/dim
);
PoissonEqn.relax();
fvScalarMatrix CEqn1
(
1/dim/dim*dims*fvc::div(U*C1)

-

fvm::laplacian(dlDC1,C1)

-

-

fvm::laplacian(dlDC2,C2)

-

fvc::div(C1*z1*dlDC1*fvc::grad(ephi))
);
fvScalarMatrix CEqn2
(
1/dim/dim*dims*fvc::div(U*C2)
fvc::div(C2*z2*dlDC2*fvc::grad(ephi))
);
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2.3.3 Case setup
The most basic OpenFOAM case directory has the structure as shown in Figure 2.3
[http://www.openfoam.com/]. The ‘system’ directory contains the files for setting solution
parameters and numerical schemes, and at least three files are included: fvSchemes,
fvSolution, and controlDict. The physical properties and the case meshes are included in the
‘constant’ directory. The ‘time’ directory contains the data files for all the fields. The user
should specify the initial values and the boundary conditions in the time directory, usually
called /0, and subsequent calculation results are written to the individual time directory.

Figure 2.3 File structure of the case directory in OpenFOAM

In OpenFOAM, boundary conditions are specified for all fields in the first time directory,
which is usually 0. Some basic boundary conditions are built in with the original OpenFOAM
package, including the Dirichlet boundary condition, the Neumann boundary condition, and
some complex mixed boundary conditions. The more complex boundary conditions need to
be implemented in a library named swak4Foam, which offers the ability to specify
expressions in fields and mixed boundary conditions. This library combines two
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functionalities: funkySetFields to set fields as expressions and groovyBC to set expressionbased arbitrary boundary conditions. After swak4Foam is installed, an entry ‘libs
("libgroovyBC.so");’ needs to be added within the file controlDict to activate this
library. To set up the boundary condition using groovyBC, just set the patch type to
groovyBC. Some commonly used functions (i.g., pow, log, exp, sqr, sqrt, sin, cos, tan, max,
etc.) are defined in the library and can be used directly. The entries of the groovyBC are
parameters such as valueExpression, value, gradientExpression, fractionExpression, etc.
Some of these should be specified by the user.
One parabolic velocity boundary condition, which will be used in the one validation case
in the following, is given as an example. The x-component velocity is given by

u( x, z, t ) = 1281 + tanh 8(t − 0.5) x 2 (1 − x)2 z 2 (1 − z) 2 .

(2.84)

The corresponding pseudo-code is
movingWall
{
type

groovyBC;

variables

"para=pow(pos().x,2)*pow(1-pos().x,2)*pow(pos().z,2)*pow(1-

pos().z,2);";
valueExpression

"vector(128*(1+(exp(2*8*(time()-0.5))-1)/(exp(2*8*(time()-

0.5))+1))*para,0,0)";
value

uniform (1 0 0);

}
2.4 Code validation
The implemented solver is validated by solving several benchmark problems and
comparing results with experimental results or numerical results available in the literature.
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2.4.1 Viscoelastic fluid flows past a cylinder
The viscoelastic fluid past a confined cylinder is simulated as a test case for the steadystate viscoelastic problem [129]. Assume a cylinder of radius R is placed between two
parallel plates apart by a distance of 4R, resulting in a blockage ratio of 50%. The
computational domain is set to 40R, with the cylinder placed in the middle. Only half of the
domain is considered due to the symmetry of the problem for small or moderate value of
Weissenberg number, as schematically illustrated in Figure 2.4a. The dashed line represents
the symmetry plane, and the dotted semi-circular line enclosing the cylinder is for the
purpose of creating finer mesh near the cylinder surface. The distance between the cylinder
surface and the dotted line is d=0.1R. The mesh near the centerline in the cylinder rear wake
is also refined due to the generation of thin stress boundary layers.

(a)

(b)
Figure 2.4 (a) Schematic diagram of the viscoelastic fluid flows past a cylinder. (b) detailed mesh
distribution near the cylinder
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In the simulation, the radius of the cylinder R is set as the length scale. Structured
hexahedral mesh is used in this problem, and the OpenFOAM built-in utility ‘BlockMesh’ is
used to generate meshes. The file blockMeshDict specifies the mesh shape, mesh number, and
mesh distribution. Figure 2.4b presents the mesh distribution near the cylinder on the x-y
plane at z=0. As can be clearly seen, denser meshes are distributed near the cylinder surface,
both in circumference direction and radius direction and near the centerline in the cylinder
rear wake.
The boundary conditions are set as follows. On the symmetry plane denoted by the
dashed line in Figure 2.4a, all variables have zero normal gradients:

n u = 0, n p = 0, n c = 0, n  = 0, n   = 0.

(2.85)

On the cylinder surface and the top wall, no-slip boundary condition is applied, i.e.,

u = 0, n p = 0, n c = 0, n  = 0, n   = 0.

(2.86)

On the left end (inlet), a parabolic velocity profile is assigned with the dimensionless
cross-sectional average velocity being 1, and other variables are in stress-free conditions:
T



3 y 2
u = 1.5 −
, 0, 0  , n p = 0, c = I , = 0,  = 0.
8



(2.87)

On the right end (outlet), natural outlet boundary condition is applied as

n u = 0, p = 0, n c = 0, n  = 0, n   = 0.

(2.88)

The initial conditions are set as

u = 0, p = 0, c = I , = 0,  = 0, at t  = 0.

(2.89)

The creeping flow condition, i.e. 𝑅𝑒 →0, is applied for this case. Thus, the convection
term in the momentum equation is turned off. The viscosity ratio is set to 𝛽 = 0.59 while the
Weissenberg number is varied, in agreement with the literature [43, 51, 125]. In the
simulation, the time step is set as ∆′𝑡′ = 0.001, and the under-relaxation factors are set as 0.5
for velocity field 𝒖′, 0.3 for p, 0.2 for 𝒄, and 0.3 for 𝝉′. In terms of the discretization scheme,
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the convection terms in the momentum equation and in the evolution equation for
conformation tensor are discretized by QUICK scheme and Minmod scheme, respectively,
and the convection term for the stress tensor is discretized by the Gauss upwind scheme.

Figure 2.5 The variation of the dimensionless normal stress along the cylinder surface and the center
line in the cylinder wake plane

Figure 2.5 shows the variation of the dimensionless stress component 𝜏𝑥𝑥 ′ along the
cylinder surface and the center line in the cylinder wake, in comparison with the result from
Alves et al. [130] for Wi=0.6. On the cylinder surface, the normal stress increases to its peak
value at the top point of the cylinder and then decreases. Along the center line in the rear
wake, it also increases first and then decreases, with the peak value smaller than that on the
cylinder. The predicted dimensionless normal stress component agrees well with that
obtained by Alves et al. [130], verifying the capability of the solver to solve the steady-state
viscoelastic fluid problem.

51

𝜏𝑥𝑥 ′
0

50

100

Figure 2.6 Contour plot of dimensionless 𝜏𝑥𝑥 ′ near the cylinder surface at 𝛽 = 0.59 and Weissenberg
number Wi=0.6.

The contour plot of the dimensionless stress tensor component 𝜏𝑥𝑥 near the cylinder
surface is shown in Figure 2.6. It reveals clearly that a localized region near the middle of the
cylinder surface, and near the wall right-facing cylinder surface, 𝜏𝑥𝑥 has an extremely high
value, while relatively small 𝜏𝑥𝑥 is seen in the rear wake of the cylinder. The pattern is
similar to that of Afonso et al. [129]. This is because the viscoelastic fluid is squeezed when
it flows past the cylinder, thus experiencing extension along the main flow direction.
2.4.2 Start-up of viscoelastic Poiseuille flow
The performance of the developed solver is then evaluated by applying it to a temporal
𝑑𝑝

problem. When a constant pressure gradient 𝑑𝑥 is suddenly imposed on an initially resting
viscoelastic Poisseuille flow, the start-up flow occurs. The analytical solution has been
obtained [131] in dimensionless form as

 t
 


u = 1.5(1 − y2 ) − 6 n=1 Z n3 Fn ( y) exp(− n )Gn (t )  .
2E




(2.90)

𝐻 (the half width of the channel) is the length scale, 𝜌𝐻 2 /𝜂0 is the time scale, the average
velocity across the cross section

𝐻 2 𝑑𝑝
3𝜂0 𝑑𝑥

is the velocity scale, and the prime donates the
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dimensionless variable. The detailed expressions for the functions 𝑍𝑛 , 𝐹𝑛 and 𝐺𝑛 can be found
in reference [131].
A new dimensionless parameter, elasticity number, 𝐸 = 𝜆𝜂0 /𝜌𝐻 2 , is introduced for this
specific problem. As can be seen, there are only two numbers affecting the analytical solution,
i.e., the viscosity ratio 𝛽 and the elasticity number E. In the numerical simulation, a constant
value of

𝑑𝑝
𝑑𝑥

is added to the momentum balance equation as a body force, and the variation of

the velocity as time is investigated. The convection terms in the viscoelastic constitutive
equation is turned off, i.e., sovc=0. The considered geometry is of dimensions L=0.1, 2H=2,
and W=0.1 in x, y, and z direction respectively, as shown in Figure 2.7.

L

y

x

2H O

−

𝑑𝑝
𝑑𝑥

Figure 2.7 Schematic diagram of the Poiseuille flow

The problem can be seen as a 1D problem; thus, 400 meshes are uniformly distributed in
the y direction, and only 2 cells are assigned in both x and z directions. On both top and
bottom walls, no-slip boundary condition is used for the velocity, i.e., 𝒖′ = 0; zero gradient
are used for the variables 𝒄, 𝝍 and 𝝉′. On the left (inlet), right (outlet), front and back, all the
variables have zero gradient boundary conditions. The parameter 𝛽 is fixed as 𝛽 = 0.01, the
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Reynolds number Re is set as 𝑅𝑒 = 1, and the simulations are carried out for two different
values of elasticity number E=1 and E=10, as in the literature [132]. In the simulation, the
Gauss upwind scheme is adopted to discretize the convection terms in the momentum balance
equation and the evolution equation for the conformation tensor; the Gauss linear scheme is
used for the diffusion term. The under-relaxation factors are set as 1 for all fields.

(a)

(b)

Figure 2.8 Variation of the dimensionless centerline velocity as a function of the dimensionless time
for (a) E=1, and (b) E=10.

In Figure 2.8 we compare the simulated dimensionless velocity in the center for two
different values of E as a function of dimensionless time with the analytical solution in
Equation (2.90) [131]. It can be seen that our results agree well with the analytical solution,
for all three values of elasticity number. The transient behavior and the final steady-state of
the flow can be accurately predicted by our code.
2.4.3 Cross-slot flow bifurcation
The viscoelastic fluid flow passing a cross-slot has been proposed as a numerical
benchmark problem for the viscoelastic fluid flow. Under the creeping flow condition, i.e.,
𝑅𝑒 → 0, within the perfectly symmetric geometry, asymmetric flow patterns can be obtained
when Wi is above a critical value [133]. This problem is simulated to check the application of
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the numerical solver to predict the purely-elastic instabilities of the viscoelastic fluid flow.
Figure 2.9a shows the schematic of the cross-slot geometry. Four branches of width H and
length 5H are connected in the middle with two horizontal branches 1 and 2 being the inlets
and the two vertical branches 3 and 4 being the outlets. The structured mesh is shown in
Figure 2.9b. To better illustrate the mesh distribution, only the mesh near the center is shown,
as enclosed by the dashed square in Figure 2.9a. For each of the four branches, denser meshes
are distributed near the wall, and uniform meshes are distributed in the length direction.
The boundary conditions are set as follows. At the left and right inlets, a uniform velocity
with magnitude 1 and direction opposite to the normal vector on the corresponding boundary
is imposed, i.e.,

On the left inlet : u = [1, 0, 0]T ,
On the right inlet : u = [−1, 0, 0]T .

(2.91)

n p = 0,   = 0,  = 0, c = I .

(2.92)

Other variables are set as

For the top and bottom outlets, natural outlet boundary conditions are applied

n u = 0, p = 0, n c = 0, n  = 0, n   = 0.

(2.93)

On the walls, a no-slip boundary condition is applied for the velocity, and normal
gradients of other variables are set to zero, as

u = 0, n p = 0, n c = 0, n  = 0, n   = 0.

(2.94)

The initial conditions are set as

u = 0, p = 0, c = I , = 0,  = 0, at t  = 0.

(2.95)

The simulation is carried out for Oldoyd-B model with fixed viscosity ratio of 𝛽 = 0.59,
and Wi is varied to investigate the different flow patterns. In the simulation, QUICK scheme
is adopted for the convection term in the momentum balance equation, Minmod scheme is
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used for the convection term in the evolution equation for the conformation tensor, and the
diffusion term is discretized by the Gauss linear scheme.

(a)

(b)

Figure 2.9 (a) Schematic diagram of the cross-slot flow. (b) mesh distribution on x-y plane within the
dashed square in figure (a).

Figure 2.10 shows the flow patterns in the cross-slot for three different values of Wi. For
Wi=0.4, a perfectly symmetric flow pattern is obtained, and for higher Weissenberg numbers
Wi=0.5 and Wi=0.6, flow instabilities occur, and two distinctively different asymmetric flow
patterns are present. This transition from a perfectly symmetric result to the asymmetric flow
pattern for the Oldroy-B fluid in cross-slot, is consistent with the result obtained by Cruz et al.
[133], verifying that our solver is capable of predicting the elastic instability of the
viscoelastic fluid flow at a relatively higher Weissenberg number.
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Figure 2.10 Contours of the dimensionless velocity magnitudes for three
different values of Wi.

2.4.4 2D lid-driven cavity flow
In recent years, viscoelastic fluid flow in a lid-driven cavity has been extensively
investigated in literature [29, 117, 134]. Here, this problem is used as a test case. The
geometry for the 2D lid-driven cavity flow problem is schematically shown in Figure 2.11a.
The viscoelastic fluid within a square cavity of dimension 𝐿 × 𝐿 (𝐿 = 1) is driven by the top
wall moving from left to right. The velocity is given by

u( x, t ) = 81 + tanh 8(t  − 0.5) x2 (1 − x) 2 .

(2.96)
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Figure 2.11 (a) Schematic diagram of the 2D lid-driven cavity flow, (b) Mesh of the 2D lid-driven
cavity flow problem.

The velocity is zero at the corner (𝑥 ′ = 0 and 1) and has maximum value in the middle
(𝑥 ′ = 0.5). The time expression in the middle is to make the velocity smoothly increase from
0 to its final steady-state value. Structured mesh is used for the square cavity using the
OpenFOAM built-in utility ‘blockMesh’, and finer mesh is assigned near all the walls and the
lid, as shown in Figure 2.11b.
The boundary conditions are set as follows. For the moving lid, the velocity boundary
condition is imposed for the lid, and zero normal gradients are imposed for other variables:

u = u( x, t ),0 , n p = 0, n c = 0, n  = 0, n   = 0.
T

(2.97)

On all the walls, a no-slip boundary condition is applied, and zero normal gradients are
applied for all other fields as

u = 0, n p = 0, n c = 0, n  = 0, n   = 0.

(2.98)

The initial conditions are set as

u = 0, p = 0, c = I , = 0,  = 0, at t  = 0.

(2.99)

To be consistent with the literature [29], the viscosity ratio is set as 𝛽 = 0.5, and the
Weissenberg number is set to 𝑊𝑖 = 1. In the numerical simulation, the time step is set as
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∆′𝑡′ = 0.0001, and the under-relaxation factors are set as 0.5 for velocity field 𝒖′, 0.3 for p,
0.2 for 𝒄, and 0.3 for 𝝉′. QUICK scheme is used to discretize the convection term in the
momentum balance equation, and Minmod scheme is used for the convection term in the
evolution equation for the conformation tensor. The diffusion term is discretized by the
Gauss linear scheme.

(a)

(b)

Figure 2.12 Variation of (a) x-component velocity 𝑢′ along the vertical line at 𝑥 ′ = 0.5, and (b) ycomponent velocity 𝑣′ along the horizontal line at 𝑦 ′ = 0.75. The solid line denotes the simulation
result by the implemented code with QUICK and Minmod schemes, and the symbol represents the
results of Fattal et al. [29].

Figure 2.12 presents the x-component velocity 𝑢′ profile along the vertical line at 𝑥 ′ =
0.5 and the y-component velocity 𝑣′ profile along the horizontal line at 𝑦 ′ = 0.75 , in
comparison with the results of Fattal et al. [29], who implemented the logarithm algorithm on
an Oldroyd-B fluid in a lid-driven cavity flow. As can be seen, from the top moving lid to the
bottom wall, 𝑢′ first decreases from 1 to a negative value and then slowly increases and
reaches 0 on the wall. For the velocity component 𝑣′, it is positive near the left wall, and
negative near the right wall. Both the variations and the values of 𝑢′ and 𝑣′ match very well
with the results of Fattal et al. [29], indicating that the implemented code is capable of
accurately predicting the transient behavior of 2D viscoelastic fluid flow problems.
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Figure 2.13 Contour plots of (a) the dimensionless velocity magnitude, and (b) the magnitude of
logarithm tensor 𝝍 in the cavity at 𝛽 = 0 and 𝑊𝑖 = 1.

In Figure 2.13, the contours of the dimensionless velocity magnitude 𝑈′ and the
magnitude of the logarithm tensor |𝝍| are shown. The velocity magnitude has large variation
near the middle of the moving lid and has small variation in the remaining part of the cavity.
The large value of |𝝍| is present in the localized area near the moving lid as well as the two
upper corners. These indicate that the polymers within the viscoelastic flow experience more
deformation near the moving lid and the two adjacent corners.
2.4.5 Viscoelastic flow past a sphere
The sedimenting sphere in a tube is one of the classic benchmarks used to check the
performance of the numerical methods for viscoelastic fluid of different constitutive models
and has been investigated extensively [135]. The geometry for the simulation is shown in
Figure 2.14, where a sphere of radius R is located on the axial of a tube of radius 2R and
length 20R, with 7R in the upstream direction and 13R in the downstream direction. Cartesian
coordinates, x, y and z, are adopted with the origin O fixed at the center of the sphere and x in
length direction. In the schematic figure, the 2D view of xy-plane at z=0 is shown on top and
the view of yz-plane at x=0 is shown at the bottom. The surface on the left of the tube is set as
inlet, and the surface on the right is set as outlet.
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Figure 2.14 Schematic diagram of the sedimenting sphere in a tube.

Figure 2.15 shows the cut through mesh in xy-plane at z=0. Tetrahedral mesh is used with
denser mesh distributed near the inlet, the outlet, the wall and the surface of the sphere. In
particular, a boundary layer is used around the sphere, as shown in the enlarged sub-figure at
the bottom. The total number of grids used is 28425.
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Figure 2.15 Mesh distribution on xy-plane at z=0. The mesh within the dotted square around the
sphere is enlarged at the bottom to illustrate the mesh distribution more clearly.

In the simulation, the sphere sedimenting at a constant speed is equivalent to the
stationary case of uniform flow past a sphere at rest. Based on this, the flow field outside the
sphere should be set as a uniform dimensionless velocity field 𝒖′ = [0 0 1]𝑇 . Thus, on the
wall of the tube, the dimensionless velocity is set as the uniform flow and zero normal
gradients are imposed for other fields as

u = 0,0,1 , n p = 0, n c = 0, n  = 0, n   = 0.
T

(2.100)

At the inlet, the stress free inflow boundary condition is applied, i.e.,

u = 0,0,1 , n p = 0,   = 0,  = 0, c = I .
T

(2.101)

The free outflow boundary condition is set at the outlet, i.e.,

n u = 0, n p = 0, n c = 0, n  = 0, n   = 0.

(2.102)

On the sphere surface, the no-slip boundary condition is used, and zero normal gradients
are applied for all other fields as

u = 0, n p = 0, n c = 0, n  = 0, n   = 0.

(2.103)

The initial conditions for the fields are set as

u = 0, p = 0, c = I , = 0,  = 0, at t  = 0.

(2.104)

In the calculation, similar to the previous benchmark cases, the convection terms in the
momentum equation and in the evolution equation for the conformation tensor are discretized
by the QUICK scheme and Minmod scheme, respectively. As in the literature, the creeping
flow condition is assumed; thus the convection term in the momentum equation is turned off.
The viscoelastic model is described by the Oldroyd-B model with the viscosity ratio fixed at
𝛽 = 0.5, and the Weissenberg number Wi is varied from 0.1, 0.3, 0.5, 1.0 and 1.5, consistent
with that in the literature.
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The total drag force on the sphere can be calculated by integrating the stress in x-direction
over the sphere as

Fs = 

sphere

nTx   − pI + 2s D +    ds,

(2.105)

where 𝒏𝑥 represents the unit vector in x direction.
The Stokesian drag on the sphere in unbounded Newtonian fluid is known to be
Fd = 6 s Ru .

(2.106)

The wall correction factor 𝐾 is defined as the ratio of the total drag force to the Stokesian
drag as
K=

FS
.
Fd

(2.107)

Table 2.1The comparison of the K obtained in current numerical simulation and the K calculated by
Knechtges [57]

present result of K

K of Knechtges

Relative difference (%)

Wi=0.1

5.92231

5.90022

0.3744

Wi=0.3

5.61700

5.68858

1.2583

Wi=0.5

5.58368

5.48692

1.7635

Wi=1.0

5.22520

5.22628

0.0207

Wi=1.5

5.05510

5.15723

1.9803

The calculated wall correction factor K for various Weissenberg numbers Wi is presented
in Table 2.1, along with the results of Knechtges [57], who investigated the sedimenting
sphere for both Oldroyd-B model and Giesekus model. It can be seen that the total drag
monotonically decreases with increasing Wi. The relative difference between the current
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results and the results of Knechtges is within 2%. Thus, the developed solver is capable of
solving the 3D stationary viscoelastic fluid flow problem.
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Figure 2.16 Contour plots of 𝜓𝑥𝑥 in the xy-plane at z=0, when 𝛽 = 0.5 and Weissenberg numbers (a)
Wi=0.1, (b) Wi=1.5.

The distributions of the 𝜓𝑥𝑥 in xy-midplane at z=0 are shown in Figure 2.16 for two
different Weissenberg numbers Wi=0.1 and Wi=1.5. It clearly reveals that at a higher
Weissenberg number, the 𝜓𝑥𝑥 attains a higher value, and it also extends further downstream
in the wake of the sphere. This means that the polymers experience more extension at higher
Wi, transporting further in the downstream direction. This conclusion is also consistent with
that of Knechtges [57].
2.4.6 3D cavity flow
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Figure 2.17 Schematic diagram of the 3D lid-driven cavity flow.

The 3D lid-driven cavity flow problem is selected as a benchmark problem to check the
accuracy of the code on 3D transient problems. The geometry of the cavity is schematically
shown in Figure 2.17, where the dimensionless length of the cavity is set as a=1. Cartesian
coordinates, x, y and z, are adopted with the origin O fixed at the corner of the cube.
Structured hexahedral mesh is used for the 3D cavity and is generated by extruding the mesh
on xy-plane for the 2D cavity along z direction. The distribution of the grid in z direction is
exactly the same as that in x and y direction. Thus, at every surface of the cavity, the mesh
distribution is as shown in Figure 2.11b.
The viscoelastic fluid is also described by the Oldroy-B model with a viscosity ratio of
𝛽 = 0.5 and the Weissenberg number of 𝑊𝑖 = 1. Similar to the 2D cavity problem, the
viscoelastic fluid within the cavity is driven by the lid moving in positive x direction with
velocity distribution as

u( x, z, t ) = 1281 + tanh 8(t  − 0.5) x2 (1 − x)2 z2 (1 − z)2 .

(2.108)

Thus, for the moving lid, the boundary conditions are set as:

u = u( x, z, t ),0,0 , n p = 0, n c = 0, n  = 0, n   = 0.
T

(2.109)
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On all the walls, a no-slip boundary condition is applied, and zero normal gradients are
applied for all other fields as

u = 0, n p = 0, n c = 0, n  = 0, n   = 0.

(2.110)

The initial conditions are set as

u = 0, p = 0, c = I , = 0,  = 0, at t  = 0.

(2.111)

In the numerical simulation, the time step is set as ∆′𝑡′ = 0.005. This is the same as that
for the 2D cavity case, under-relaxation factors are set as 0.5 for 𝒖′, 0.3 for p, 0.2 for 𝒄, and
0.3 for 𝝉. QUICK scheme and Minmod scheme are used to discretize the convection terms in
the momentum balance equation and the evolution equation for the conformation tensor,
respectively. The diffusion term is also discretized by the Gauss linear scheme.
Figure 2.18 presents the x-component velocity 𝑢′ profile along the vertical line at 𝑥 ′ =
0.5 and 𝑧 ′ = 0.5 and the y-component velocity 𝑣′ profile along the horizontal line at 𝑦 ′ =
0.75 and 𝑧 ′ = 0.5 , in comparison with the results of Habla et al. [132], who also
implemented the LCR approach in the open-source software OpenFOAM and applied the
solver to the transient simulation of the Oldroyd-B fluid in a 3D lid-driven cavity. It is noted
that the both the variations of velocity in horizontal and vertical lines are similar to that of the
2D lid-driven cavity flow shown in Figure 2.11, and the variations of 𝑢′ and 𝑣′ match well
with the results in the literature.
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(a)

(b)

Figure 2.18 Variation of (a) x-component velocity 𝑢′ along the vertical line at 𝑥 ′ = 0.5 and 𝑧 ′ = 0.5,
and (b) y-component velocity 𝑣′ along the horizontal line at 𝑦 ′ = 0.75 and 𝑧 ′ = 0.5. The solid line
denotes the simulation result by the implemented code, and the symbol represents the results of Habla
et al. [132].
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Figure 2.19 Contour plots of (a) dimensionless velocity magnitude 𝑈′, log-conformation tensor
component (b) 𝜓𝑥𝑥 , (c) 𝜓𝑥𝑦 , and (d) 𝜓𝑦𝑦 , in the vertical xy-plane at 𝑧 ′ = 0.5.

The dimensionless velocity magnitude and the xx-, xy-, yy-components of logconformation tensor 𝝍 at 𝑡′ = 40 are displayed in Figure 2.19. It can be seen that both the
velocity and 𝜓𝑥𝑥 attain maximum value at the moving lid and also exhibit large gradients
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near the moving lid. This is because that obvious extension of the fluid in x-direction is
induced by the moving lid. The components 𝜓𝑥𝑦 and 𝜓𝑦𝑦 have a localized region of high
value near the upper two corners.
2.5 Conclusions
The mathematical model for the viscoelastic fluid flows is presented in detail.
Constitutive equations of multiple classical viscoelastic models are introduced to describe the
viscoelastic fluid. The popular LCR approach is utilized to solve the well-known HWNP. The
model is then implemented in open-source finite volume software OpenFOAM. To check the
accuracy of the implemented solver, we compare its prediction of several classical
viscoelastic fluid benchmark problems with that in the literature, including 2D and 3D
problems, stationary and transient problems. Good match is achieved for all the benchmark
problems. It is concluded that the current solver is capable of capturing the stationary and
transient characterization of the viscoelastic flow in microchannels.
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CHAPTER 3
SIMULATION OF VISCOELASTIC FLOW
IN 3D CURVY MICROCHANNELS WITH FENE-P MODEL
3.1 Introduction
Curvy microchannels have been used in an experiment to investigate the purely elastic
instability characteristics and the resulting mixing improvement and heat transfer
enhancement [30, 31, 136, 137]. As information on the flow patterns in channel cross
sections, stretching of the polymer molecules, detailed mechanism of elastic instability and
turbulence is difficult to obtain by experiment, numerical simulations instead can provide
corresponding valuable information. For example, Poole et al. [138] numerically investigated
the viscoelastic secondary flow in a three-dimensional serpentine channel under the effects of
radius of curvature, aspect ratio and viscosity ratio using Oldroyd-B constitutive model.
Zhang et al. [27] and Li et al. [139] conducted direct numerical simulation on the elastic
instability and turbulence of Giesekus viscoelastic fluid in a 3D serpentine channel. Malheiro
et al. [140] carried out 3D numerical simulations of viscoelastic fluid flows in 180° curved
duct of square cross section using the FENE-CR model to understand the development of the
velocity under different Reynolds number, Weissenberg number, retardation ratio and
extensibility parameter. To our best knowledge, there is no numerical study on the
viscoelastic fluid flows in the serpentine channel at a relatively high Weissenberg number
with the nonlinear FENE-P constitutive model. The FENE-P model is more realistic in the
aspects that it features a nonlinear relaxation, it assumes that the elongation of the polymer is
bounded instead of infinite, it produces the shear thinning property (i.e., the decrease of
equivalent viscosity with increasing shear rate) of the polymer solutions, etc.
In this chapter, the implemented solver is applied to viscoelastic fluid flows in a threedimensional curvy microchannel. It is assumed that the fluid is isothermal and incompressible
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and follows the rheological FENE-P model. Parametric study is conducted to analyze the
effects of the Weissenberg number Wi, the Reynolds number Re, the extensibility parameter
𝐿2 and the viscosity ratio 𝛽 on the development of the viscoelastic fluid flow in the curvy
channel.
3.2 Geometry and mesh
The schematic of the investigated curvy channel is shown in Figure 3.1. The 2D geometry
shown in Figure 3.1b is the cut through view in the plane perpendicular to the depth direction.
As is shown, cartesian coordinates, x, y and z, are adopted, with the origin O fixed at the
bottom center of the curvy channel, x axis along the inflow direction and cross section in yzplane. The dimensionless channel consists of a curvy part of span 7 in the x direction and two
straight parts; one of length 10 at inlet and the other of length 10 at outlet. The curvy channel
has a uniform square cross section of dimension 1 × 1. The total curvy part consists of five
sections, as denoted by numbers 1-5 in Figure 3.1b. As can be seen, the adjacent two sections
have different curvature sign and are shown with different colors for the sake of clarity. The
black dashed line represents the position where the curvy sections are connected. The internal
and the external radius of the curvy sections are 0.5 and 1.5, respectively, resulting a mean
radius of 1. For the sake of later analysis, a vertical cut cross section in the middle of the third
curvy section (𝑥′ = 0) is denoted by C, and a monitoring point located at the center of the
cross section C is called M. Two other cross sections located at the beginning (𝑥′ = −3.5)
and end of the curvy part (𝑥′ = 3.5) are denoted by C1 and C2, respectively. Structured
hexahedral mesh is used in the simulation, as shown in Figure 3.1c. The cross section along
the whole length direction is gridded by 40 × 40 grids with denser grids distributed near the
wall, as shown in figure 3.1d. Along the channel length direction, the meshes are uniformly
distributed, with a total number of 650 grids. This set of mesh is generated after the mesh
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convergence study to ensure that the results do not vary with the mesh refinement and will be
used in all of the following simulations.
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Figure 3.1 (a) 3D view of the computational geometry; (b) Schematic of the geometry within xymidplane; (c) Zoomed view of the mesh distribution near the curvy part; (d) Mesh distribution in the
cross section of the curvy channel.

The boundary conditions are set as follows. The stress-free uniform inflow is assumed at
the inlet, with the flow rate equal to that of the fully developed parabolic velocity profile with
a maximum velocity of 1, i.e., 𝑢′(𝑦 ′ , 𝑧 ′ ) = 16𝑦′(1 − 𝑦 ′ )(0.5−𝑧 ′ )(0.5 + 𝑧′), and zero normal
gradients are imposed for other fields, as
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T

4

u =  , 0, 0  , n p = 0, n c = 0, n  = 0, n   = 0.
9


(3.1)

Natural outflow at the outlet, where zero normal gradients are set for all the fields as

n u = 0, p = 0, n c = 0, n  = 0, n   = 0.

(3.2)

Non-slip boundary condition is imposed at all the walls,

u = 0, n p = 0, n c = 0, n  = 0, n   = 0.

(3.3)

The initial conditions are set to the stress-free equilibrium state, as

u = 0, p = 0, c = I , = 0,  = 0, at t  = 0.

(3.4)

In all the simulations, the constant time step ∆′𝑡′ = 0.002 is used. Similar to some
validation cases mentioned above, the convection term in the momentum equation is
discretized by the QUICK scheme, and the convection term in the evolution equation for the
conformation tensor is discretized by the Minmod scheme. Both of the two schemes are of
second order accuracy. Under-relaxation factors are set as 0.5 for velocity 𝒖′, pressure p,
logarithm tensor 𝝍, and stress tensor 𝝉′.
3.3 Results and Discussions
3.3.1 Effects of Weissenberg number Wi
To analyze the effect of the Weissenberg number on the viscoelastic fluid flow in the
curvy channel, the Reynolds number is set to Re=1, the extensibility parameter 𝐿2 is fixed at
105 , and the viscosity ratio is set to 𝛽 = 0.2. The Weissenberg number Wi ranges from 0.01
to 20.
As is known, there is no uniquely accepted definition of the term turbulence; thus, the
turbulent flow is usually identified by its features. The turbulent flow is characterized by the
chaotic motion of particles within the fluid domain, and the information at any point features
a irregular variation with time [141]. The temporal variation of the velocity components in
main flow direction (x-component), radial direction (y-component) and the transverse
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direction (z-component) at the monitoring point M at different Weissenberg number are
plotted in Figure 3.2. At low Wi (𝑊𝑖 ≤ 1), both of the dimensionless velocity components at
M almost reach a constant value, while at higher Wi (Wi>1), obvious fluctuation of the
temporal velocity components is observed and the fluctuation increases with increasing Wi,
indicating the occurrence of the elastic turbulence. It can be seen from the figure that the
current numerical results of the velocity reach statistical steady-state for all Wi simulated.

(a)
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(b)

(c)
Figure 3.2 Temporal variation of (a) the dimensionless velocity component 𝑢′ in the main flow
direction, (b) the radial velocity component 𝑣 ′ and (c) the transverse component 𝑤 ′ at the monitoring
point M for different Wi

To further identify the transition from the steady state to the elastic instability and
turbulence, statistical analysis of the viscoelastic fluid flow needs to be carried out. The
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temporal dimensionless velocity can be decomposed as the time averaged velocity and the
fluctuated velocity, as

u = um + u ,

(3.5)

where 𝒖𝑚 is the time averaged velocity and 𝒖∗ represents the fluctuated part of the velocity.
When the statistical steady state is reached for each Wi, the variation of the time averaged
velocity with Wi can reflect the statistical characteristic of the viscoelastic flow in the curvy
channel, while the fluctuated velocity represents the time dependent discrepancy of velocity
from the time averaged velocity.
The intensity of secondary flow in viscoelastic fluid flow is an indicator of the
development of the elastic instability. Assume that 𝑢𝑚 , 𝑣𝑚 and 𝑤𝑚 are corresponding to the
time averaged dimensionless velocity components in the x, y and z directions within cross
section C, respectively. The time averaged intensity of secondary flow (SV) within C can be
defined as


SV =

vm2 + wm2 dA

 um dA

,

(3.6)

where A represents the area of cross section C.
The variation of SV with Weissenberg number Wi is shown in Figure 3.3. It can be seen
that for 𝑊𝑖 < 1, the value of SV remains small around 2%. As Wi increases to 5, SV quickly
increases to a value over 10%, indicating the increased strength of the secondary flow within
the curvy channel. As Wi further increases to 20, the SV remains almost at the plateau value.
The variation of SV is the result of transition from laminar flow to elastic instability and
turbulence regime.
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Figure 3.3 Variation of the time averaged intensity of secondary flow within C as a function of Wi.

The extent of the fluctuation of the velocity can be represented by the root mean square
(RMS) of the fluctuated dimensionless velocity components, which is defined as
 =
urms

1
T



T

 =
vrms

1
T



T

 =
wrms

1
T



u  (t ) 2 dt ,

0

0

v (t ) 2 dt ,

T

0

(3.7)

w (t ) 2 dt .

where T is the time period of the simulation, which is large enough for the flow to become
statistically steady. The dependence of RMS of the fluctuated dimensionless velocity on Wi is
shown in Figure 3.4. For all the velocity components, the RMS remains almost zero as 𝑊𝑖 ≤
1, while it monotonously increases with Wi as Wi exceeds the critical value of 1. Besides, the
RMS of main flow velocity is apparently larger than that of the other two velocity
components. The abrupt growth of the velocity fluctuation for relatively high Wi reflects that
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the flow behaves like turbulent flow. Thus, the viscoelastic fluid flow enters the unstable area
and eventually the elastic turbulent regime over a critical value of 𝑊𝑖 ≈ 1 at low Re.

Figure 3.4 Dependence of root mean square of dimensionless velocity components on Wi.

After quantitatively identifying the onset of the elastic instability and elastic turbulence
by the statistical analysis, the flow structures for different Weissenberg numbers are further
demonstrated to get insight into the characteristics of the elastic instability and elastic
turbulence phenomena.
To see how the viscoelasticity affects the pressure drop across the channel, the time
averaged dimensionless pressure drop ∆𝑝′ is calculated as the difference between the time
averaged pressure at inlet and outlet as,
p = 

inlet

pm dA − 

outlet

pm dA.

(3.8)

The variation of ∆𝑝′ as a function of Wi is presented in Figure 3.5. It can be clearly seen
that ∆𝑝′ monotonously decreases with Wi, and there is a sharp decrease of ∆𝑝′ as Wi exceeds
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10. It is interesting that this trend is opposite to the case of inertial turbulence, where the
pressure drop is greater than laminar flow due to the dramatic increase of the flow resistance.
Compared to Newtonian fluid, the dimensionless pressure drop at Wi=20 has a decrease of as
much as 23.74%. The decrease of the pressure drop is a direct result of the shear thinning
property of the viscoelastic fluid. As the Weissenberg number increases, the shear rate
becomes larger and the shear viscosity becomes smaller. When Wi exceeds 10, the local
extremely high shear rate results in the local extremely low shear viscosity, which explains
the sharp drop of ∆𝑝′.

Figure 3.5 Dependence of the dimensionless pressure drop across the channel on Weissenberg number

Figure 3.6 shows the contour plots of the magnitude of the dimensionless velocity in xyplane at z=0.5 under different Wi. For the Newtonian fluid and the viscoelastic fluid when Wi
is small (Wi =1), the flow field features smooth distribution, following typical laminar flow
behavior. When Wi is relatively high, however, an obviously high velocity magnitude occurs
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near the joint position of the curvy sections (dashed lines in Figure 3.1a). At the beginning of
each curvy section, the region of high velocity magnitude is close to the inner side of the
channel with larger curvature, while at the end of each curvy section, the high velocity occurs
near the outer side of the channel with smaller curvature. It seems that the viscoelastic fluid
within the curvy section is driven from the inner side towards the outer side. With increasing
Wi, this trend becomes more apparent and the localized velocity magnitude becomes larger.
As the viscoelastic fluid flows from the straight inlet part to the first curvy section, both high
velocity magnitude and low velocity magnitude are observed, with the high velocity
magnitude near the outer side of the curvy channel, while the localized low velocity region
near the inner side of the curvy channel. This pattern implies that the viscoelastic fluid
experiences acceleration near the outer side of the channel and deceleration near the inner
side due to the curvature of the curvy channel. Besides, for the Newtonian fluid and the
viscoelastic fluid of low Wi, low velocity magnitude is present near the outer side of the
curvy channel. As Wi increases, the velocity magnitude near the outer sides increases, while
obvious low velocity magnitude is seen near the inner side of the curvy channel. It can be
noticed that as Wi exceeds a critical value, the flow pattern and behaviors become
distinctively different from the Newtonian case and the low Weissenberg number cases. The
change of the velocity in the midline of the channel can be seen more clearly in Figure 3.7,
where the variation of the time averaged dimensionless velocity along the midline of the
curvy part for different Wi is shown. It can be seen that for 𝑊𝑖 > 1, large peak value occurs
near the joint position and its value at the same position increases as Wi becomes larger. For
𝑊𝑖 ≤ 1, there is no apparent peak value compared to that for 𝑊𝑖 > 1. Under the same value
of 𝑊𝑖 larger than 1, the peak value gradually decreases as the viscoelastic fluid flows
downstream. This decrease of velocity magnitude downstream can be explained from two
aspects. Firstly, secondary flow is developed in the channel and its strength increases with
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increasing Weissenberg number, gradually distributing the fluid momentum to the whole
cross section as the fluid flows downstream. Secondly, the built-up elastic energy of the
polymer solutions is gradually dissipated by the polymer relaxation and the solvent viscosity
as the fluid flows downstream.
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Figure 3.6 Contour plots of the dimensionless velocity magnitude in the xy-plane at 𝑧′ = 0.5 for
different Wi: (a) Wi=0; (b) Wi=1; (c) Wi=5; (d) Wi=10; (e) Wi=20.
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Figure 3.7 Variation of time averaged dimensionless velocity magnitude along the midline in the
curvy part for different Wi.

To get deeper insight into the flow behaviors for different Wi, the contours of the
dimensionless velocity magnitude at the left cross sections C1, the middle cross section C,
and the right cross section C2 are shown in Figure 3.8 for different Weissenberg numbers.
When the Weissenberg number is small, (𝑊𝑖 ≤ 1), the distribution of the velocity in all the
three cross sections is symmetric in z-direction, as that in the Newtonian fluid case, and the
peak of the velocity is slightly closer to the upper side (i.e., inner side) wall of the curvy
sections due to the curvature of the curvy channel. As Wi increases to 5, the peak region of
velocity is elongated along y direction and moves closer to the lower side (i.e., outer side)
wall on cross sections C and C2, while the peak region is squeeze in y direction towards the
lower side wall on C1. Both the shapes of the peak velocity region on C1 and C change from
the ones with wider head for a low Weissenberg number flow to the ones with wider bottom
as pears for a high Weissenberg number flow. Besides, the symmetry in z direction is slightly
destroyed, and the smoothness of contours is distorted. When Wi further increases, the
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elongation of the peak region on C, the squeezing of the peak region on C1, and the
asymmetric pattern of the velocity are more obvious. On C2, the move of the peak velocity
region presents an irregular pattern and there is an obvious overall decrease of the velocity
magnitude for 𝑊𝑖 ≥ 5. The locations of the three cross sections determine that the peak
velocity is larger on C1 and smaller on C2, as can be seen from Figure 3.8e-f. The movement
of velocity peak region and the distortion of the smooth velocity contours can be seen as
evidence of the emergence of the elastic instability and elastic turbulence.
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Figure 3.8 Contour plots of dimensionless velocity magnitude in cross section C1, C, and C2 for
different Wi: (a) Wi=0; (b) Wi=1; (c) Wi=5; (d) Wi=10; and (e) Wi=20.

The move of the peak velocity can be seen more clearly in Figure 3.9, where the
dimensionless velocity profiles along the vertical and horizontal midlines (𝑥 ′ = 0, 𝑧 ′ = 0 and
𝑥 ′ = 0, 𝑦 ′ = 0.5) of the cross-section C are plotted. It can be seen that when 𝑊𝑖 ≤ 1, the
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peak velocity is closer to the position 𝑦 ′ = 1(inner wall), while when Wi exceeds 1, obvious
shift of the peak velocity towards the position 𝑦 ′ = 0 (outer wall) is observed. The variation
of the dimensionless velocity along the midline in the z direction indicates that the peak
velocity located at the middle point 𝑧 ′ = 0.5 is larger for 𝑊𝑖 > 1 than that for 𝑊𝑖 ≤ 1.
However, in the region close to the middle point and away from the wall, the velocity is
smaller for 𝑊𝑖 > 1. From this, the velocity is kind of compressed in the channel towards the
middle in z direction.

(a)
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(b)
Figure 3.9 The dimensionless velocity magnitude profile along the midlines of the cross-section C in
(a) y-direction, and (b) z-direction.

Figure 3.10 presents the patterns of five streamlines originating uniformly along the left
vertical midline (𝑥′ = −13.5 and 𝑧′ = 0) for different Weissenberg numbers. For clarity, the
streamlines are projected onto the xy-plane. For Newtonian fluid (Wi=0) and the low
Weissenber number flow (Wi=1), the initially uniformly distributed streamlines are quite
smooth, and their shapes are same as the channel. They remain almost parallel to wall of the
curvy channel downstream. For viscoelastic fluid at higher Weissenberg number (𝑊𝑖 ≥ 5),
distortion of the streamlines is observed, and the distortion becomes more obvious as Wi
increases. Vortex structures are seen for 𝑊𝑖 = 5 and 𝑊𝑖 = 10, both occurring near the joint
position where the curvature changes direction. Compared to the Newtonian fluid, the
streamlines are closer to the inner side as they enter each curvy section, move towards the
outer side within the curvy section and are closer to the outer wall at the outlet of each curvy
section. Thus, obvious change in the streamline distribution happens near the joint position of
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the curvy sections. This pattern is consistent with the experimental results of Li et al. [137],
who created the peculiar chaotic fluid motions in a curvy channel by using viscoelastic
surfactant solution. At the straight channel section near the outlet, the distance between the
streamlines is enlarged, so they are closer to the side walls.

(𝑎)

(𝑏)

(𝑐)

(𝑑)

(𝑒)
Figure 3.10 Streamlines with the initial position distributed uniformly along the left vertical line at
𝑥′ = −13.5 and 𝑧′ = 0 for different Wi: (a) Wi=0; (b) Wi=1; (c) Wi=5; (d) Wi=10; and (e) Wi=20.

The distinctively different flow patterns for Newtonian and viscoelastic fluid at different
Weissenberg numbers can be further visualized by the distribution of streamlines in cross
sections C1, C and C2, which is actually the secondary flow pattern, as shown in Figure 3.11.
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For the Newtonian fluid, the streamlines show a perfectly symmetric pattern in all the cross
sections. The flow patterns in the cross sections obtained in the current simulation are similar
to that of Li et al. [60], who numerically investigated the heat transfer enhancement induced
by the elastic turbulence of the viscoelastic fluid flow in a similar 3D curvy channel at high
Wi. For the viscoelastic fluid at Weissenberg number Wi=1, the symmetric pattern is only
slightly distorted at cross section C, but the vortex structure is developed near the two corners
on outer side of the channel. On cross section C1, the streamlines are twisted and denser near
the center of the inner and outer side wall. As Wi becomes larger, the streamlines are
obviously twisted and the flow patterns become more irregular on all the cross sections. It
should be noted that the flow pattern is completely asymmetric and even features a chaotic
characteristic, with more vortex structures emerging. On cross section C2, the chaotic level of
the secondary flow patterns are not as high as that on C1 and C, and no obvious vortex
structures occur for all the cases. This implies that the chaotic motion of the viscoelastic fluid
is weakened near the outlet of the curvy part. The above analysis implies that the elastic
instability and elastic turbulence are present at 𝑊𝑖 ≥ 5.
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87
y

z

C1

C

C2

(a)
(b)

(c))
((b)

(c)
(d)
(c)

(d)
(e)
(d)

((e)
(f))

(f)
Figure 3.11 Distributions
of streamline in cross section C1, C and C2 for different Wi: (a) Wi=0; (b)

Wi=1; (c) Wi=5; (d) Wi=10; and (e) Wi=20.

The presence of large fluctuations of the velocity (Figures 3.2 and 3.4), the change of the
peak position of the velocity (depicted in Figures 3.6-3.9), the increase of secondary flow
intensity (Figure 3.3), the irregular and twisted flow patterns at a high Weissenberg number
along with the presence of the vortex structure for a high Weissenberg number flow (Figures
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3.10-3.11), indicate the occurrence of the elastic instability and elastic turbulence for the high
Weissenberg number viscoelastic fluid flow in the curvy channel.
To analyze the contribution of the shear, extension and rotation of the viscoelastic fluid
flow in the curvy channel, the flow-type parameter 𝜉 is defined as

=

B−
,
B+

(3.9)

where the symmetric strain tensor and anti-symmetric rotation tensor are as explained in
Equation (2.12). The parameter 𝜉 is within the range of −1 to 1. 𝜉 = −1 is corresponding to
the rotational flow while 𝜉 = 1 is corresponding to the extensional flow, and 𝜉 = 0 is the
shear-dominated flow [142]. The contour plots of the flow-type parameter in the xy-midplane
at z = 0 of the curvy channel for different Wi are shown in Figure 3.12. Only contours near
the curvy section are shown for the sake of clarity, as the curvy section is of greater interest.
It can be seen from Figure 3.12a-c, the distribution of 𝜉 in the curvy section for 𝑊𝑖 ≪ 1 is
similar to the results for the creeping 2D Newtonian flow obtained by Zilz et al. [142], who
presented experimental, numerical and theoretical results on the onset of a purely elastic
instability in serpentine channels. The flow in the curvy channel is shear-dominated both in
the straight section and the curvy section. In the curvy part, there are also thin bands of
extensional region and rotational region, with the rotation close to the centerline but a little
bit closer to the inner side of the curvy section and the extension near the outer side wall.
They end with shear flow type in the joint position of the curvy sections where the curvature
changes sign. For 𝑊𝑖 = 1, the pattern of 𝜉 is similar to that of the creeping flow, but both the
extension and the rotation regions become less obvious. As 𝑊𝑖 further increases, the clear
and smooth pattern of 𝜉 is distorted. The extensional region moves closer to the outer side of
the curvy section. Each extensional region in the curvy section seems to extend along the
main flow direction and become slightly connected within the whole curvy part of the
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channel. The rotational region, however, becomes less significant. At Wi=20, the extensional
flow and rotational flow become very insignificant.

(𝑎)

(𝑏)
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(𝑐)

(𝑑)
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(𝑒)

(𝑓)
-1

Figure 3.12 Contour plots of the flow-type parameter within xy-plane at z=0 in the curvy channel near
the curvy section for different Weissenberg numbers: (a) Wi=0; (b) Wi=0.01; (c) Wi=1; (d) Wi =5; (e)
Wi =10; (f) Wi =20.

The trace of the conformation tensor tr(𝒄) is a quantitative measurement of the stretching
level of the polymer molecules. To get insight into information on the polymer structure, the
distributions of tr(𝒄) − 3 in the cross sections C1, C, and C at Wi=0.01, 1, 5, and 20 are
shown in Figure 3.13. It is noted that for Wi=0.01 and Wi=1, the distribution of tr(𝒄) − 3 is
very smooth and the value of tr(𝒄) − 3 is relatively small with the peak value of tr(𝒄) − 3
located in the middle of the inner side wall. For Wi=5 and 20, the contours of tr(𝒄) − 3
become very unsmooth, and the peak value of tr(𝒄) − 3 in these cross sections goes up to a
value as high as 700 for Wi=5 and 4000 for Wi=20. Besides, for Wi=5, localized regions of
large conformation tensor become slightly asymmetric in z direction and move from the two
corners near the inner side wall to the inner side wall and the two adjacent walls as the fluid
flows downstream; For Wi=20, the localized regions become totally irregular, but are still
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near the inner side wall in downstream. As the curvature is larger in the inner side wall, the
polymers have much more deformation, resulting in the high value of tr(𝒄) near the inner
side wall. The significant increase of tr(𝒄) − 3 indicates that the polymer molecules are
stretched at a much higher level as Wi increases. The highly stretched polymers induce the
built-up of extremely large extra elastic stress within the fluid and greatly influence the flow
field. Over some critical level, elastic instability and turbulence occur. The interaction
between the polymers and the turbulent flow results in the unsmooth patterns of the flow field,
the conformation tensor, and, thus, other fields.
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Figure 3.13 Distribution of tr(𝒄) − 3 in cross sections C1, C, and C2 for different Wi: (a) Wi=0.01, (b)
Wi=1, (c) Wi=5, and (d) Wi=20.
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After presenting the statistical properties and the flow structures of the viscoelastic fluid
flow in the curvy channel, it is essential to analyze the flow properties from the perspective of
stress. Viscoelastic fluid develops normal stress difference, and here the dimensionless first
normal stress difference 𝑁1 is defined as 𝑁1 = 𝜏𝑥𝑥 ′ − 𝜏𝑦𝑦 ′. Figure 3.14 illustrates the contour
plots of the conformation tensor tr(𝒄) − 3 and the first normal stress difference 𝑁1 in xyplane at 𝑧 ′ = 0 in the curvy channel near the curvy section for Wi=20. Near the beginning of
the curvy part and near inner side of the curvy channel, there are local regions of extremely
high 𝑁1 presented. Correspondingly, tr(𝒄) − 3 also demonstrates extremely large values at
these regions. Thus, it can be concluded that the presence of large first normal stress
difference is related to the high-level stretching of the polymer molecules. At cross section C,
the effect of large normal stress near the inner side wall on the velocity distribution will be
analyzed.
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50
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Figure 3.14 Distribution of (a) tr(𝒄) − 3, and (b) the dimensionless first normal stress N1 in xy-plane
at 𝑧 ′ = 0 for Wi=20.
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From the velocity contour in the cross-section C, one can see that the velocity has special
distribution on the vertical midline. Thus, in Figure 3.15a, the scaled dimensionless pressure
𝑝′/𝑝𝑎 distribution in the vertical midline at 𝑥 ′ = 0 and 𝑧 ′ = 0 for different Wi is shown, with
𝑝𝑎 representing the average value of pressure over the investigated line. For the Newtonian
fluid (Wi=0), the pressure distribution is uniform along the vertical midline. For Wi=1, there
is slight increase of pressure near the inner side of the channel, and for Wi>1, the pressure
goes up more apparently. Near the outer side wall of the channel, the variation is opposite,
with pressure going down as Wi increases. Thus, the pressure difference between the inner
and outer side of channel becomes larger for higher Wi. The positive pressure gradient drives
the fluid outwards along the vertical direction, resulting in the movement of the peak velocity
region towards the outer side wall, as shown in Figures 3.8 and 3.9. Besides, apparent turning
points for pressure can be noticed near the inner and outer wall, as can be further confirmed
from the variation of the directional pressure gradient 𝑑𝑝′/𝑑𝑦′ shown in Figure 3.15b. For
𝑊𝑖 ≥ 1, large values of 𝑑𝑝′/𝑑𝑦′ are achieved both near the inner side and outer side wall of
the channel, with much larger values near the inner side wall. Besides, the peak value of
𝑑𝑝′/𝑑𝑦′ becomes larger as Wi increases.
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(a)

(b)
Figure 3.15 The variation of scaled dimensionless pressure 𝑝′/𝑝𝑎 (a) and the pressure gradient
𝑑𝑝′/𝑑𝑦′ along vertical line at 𝑥 ′ = 0 and 𝑧 ′ = 0 for different Wi.

To understand the variations of the pressure at relatively high Wi, it is useful to look into
the momentum equation. As the Reynolds number is small in the current simulation, it is
natural to analyze the viscoelastic fluid flow by neglecting the inertia term and the viscous
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stress term. Then it is clear that the pressure gradient is directly related to the extra elastic
stress. Thus, the elastic stress components in the x- and y-directions (i.e., the hoop stress and
radial stress in cylindrical coordinate system) are shown in Figure 3.16. As can be seen, the
hoop stress is almost zero for 𝑊𝑖 < 1, while increasing peak value is built up near the inner
and outer side walls for 𝑊𝑖 ≥ 1 with increasing Wi. The presence of peak values for hoop
stress is consistent with the statement in reference [143] that the elastic stress is accumulated
near the wall due to a constant flux of momentum from the upper boundary.
Compared to the hoop stress whose maximum value is over 120 for 𝑊𝑖 = 20, the radial
stress is much smaller, with maximum value on the order of 1. By comparing the variation of
the directional pressure gradient in Figure 3.15b and the hoop stress in Figure 3.16a for
different 𝑊𝑖, it can be concluded that the accumulated hoop stress is responsible for the
variation of the directional pressure gradient 𝑑𝑝′/𝑑𝑦′ and thus the large built-up pressure
difference between the inner and outer wall.

(a)
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(b)
Figure 3.16 The variation of the hoop stress (a) and the radial stress (b) along vertical midline at 𝑥 ′ =
0 and 𝑧 ′ = 0 for different Wi.

In sum, the mechanism of elastic turbulence for the viscoelastic flow in the curvy channel
can be concluded as follows and schematically shown in Figure 3.17 in terms of the middle
cross section C. Due to the curvature of the curvy channel, the polymers are highly stretched
near the inner side wall and the two adjacent corners of the cross section C (Figure 3.13); thus,
high elastic stress is built up (Figure 3.16). The high elastic stress results in large pressure
difference across the cross section and induces the obvious secondary flow. This is the
driving force for the movement of the peak velocity region towards the outer side wall. The
highly stretched polymer molecules are brought to the region of low shear rate by the
secondary flow, where the stretched polymers recover back to the coiled state, releasing
elastic energy to the flow. The stretching-coiled-stretching cycle continues in the cross
section. Besides, as the polymers flow downstream with the main flow, the elastic energy is
dissipated by both the polymer relaxation and the solvent viscosity [144]; thus, the peak
velocity value decreases along the midline in the curvy part.
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Figure 3.17 Schematic diagram of the mechanism of elastic turbulence in the curvy channel.

3.3.2 Effects of extensibility parameter 𝑳𝟐
The extensibility parameter 𝐿2 represents the stretching state of the polymer molecules in
their simplified dumbbell model [140]. As 𝐿2 decreases, the polymer chains are less stretched,
and the non-linearity level decreases, as can be seen from the constitutive Equation (2.60) or
(2.61) for the FENE-P model. In this section, to analyze the effect of the extensibility
parameter on the viscoelastic fluid flow in the curvy channel, the Weissenberg number Wi is
fixed at Wi=5, the viscosity ratio is set to 𝛽 = 0.2, and the extensibility parameter 𝐿2 is
varied from 𝐿2 ＝10, 102 , 103 , 104 , 105 , 106 .
Figure 3.18 shows the temporal variation of the velocity components in x- and y-direction
at monitoring point M at different extensibility parameter 𝐿2 . As can be seen, when 𝐿2 is
relatively small (e.g., 𝐿2 ＝10, 102 ), the fluctuation of the velocity components is weak. For
larger 𝐿2 , the fluctuation becomes stronger. However, when 𝐿2 exceeds 104 , the fluctuation is
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almost on the same level. As 𝐿2 increases, the polymer chains can be stretched to a higher
extent, and the elastic effect increases; thus, the elastic turbulence is stronger. The limit 𝐿2 →
0 is the case that the polymer chains cannot be stretched at all, i.e., the Newtonian case, and
the flow will reach steady state. Besides, the time averaged velocity for 𝐿2 ＝10 and 102 has
large difference with that for other cases. This indicates that the velocity distribution is
greatly affected by the extensibility parameter.

(a)
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(b)
Figure 3.18 Temporal variation of (a) the dimensionless velocity component 𝑢′ in the main flow
direction and (b) the radial velocity component 𝑣′ at the monitoring point M for different L2 at Wi=5

The variation of the secondary flow intensity within cross section C over a wide range of
𝐿2 is shown in Figure 3. 19. Starting from 𝐿2 = 10 to 𝐿2 = 102 , an abrupt increase of SV can
be observed, then a relatively slow increase is seen when 𝐿2 further increases to 𝐿2 = 103 .
Afterwards, the SV reaches a plateau value around 10%. This trend is because when the
extensibility parameter is small, the polymer chains can only be stretched within a small
range because the elastic stress is also small. Consequently, the feedback of the extended
polymer molecules on the flow is weak, and the flow behavior is more like laminar flow.
With the increase of the extensibility parameter, the polymer chains can be stretched more
that strong feedback is reacted on the flow. The flow finally enters the elastic turbulence
regime. The saturation indicates that under the condition simulated, the flow enters a fully
developed elastic turbulent regime around 𝐿2 = 103 .
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Figure 3.19 The variation of the secondary flow intensity SV on 𝐿2

The variation of the RMSs of the dimensionless velocity components as a function of 𝐿2
is shown in Figure 3.20. In low 𝐿2 regime (𝐿2 ≤ 102 ), the RMSs of all three dimensionless
velocity components remain at small values and increase slightly, indicating the small
fluctuation of the velocity. As 𝐿2 further increases to 104 , the RMSs of the velocity
components have an abrupt growth. When 𝐿2 is sufficiently high (𝐿2 ≥ 104 ), the RMSs for
all the velocity components reach a plateau, with the plateau for 𝑢′ being a little higher than
that for 𝑣′, and both are much larger than that for 𝑤′. The increased fluctuation strength of the
velocity also indicates that the flow enters the elastic instability and finally the elastic
turbulence regime.
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Figure 3.20 Dependence of RMS of the dimensionless velocity components on L2

The distribution of the time averaged dimensionless velocity magnitude along the midline
of the curvy part for different L2 is shown in Figure 3.21. As L2 increases, the dimensionless
velocity has larger variation across the channel with the apparent increase (decrease) of the
local maximum (minimum) value. When L2 exceeds 104 and further increases, the
dimensionless velocity profiles almost overlap.
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Figure 3.21 Variation of time averaged dimensionless velocity magnitude along the midline of the
curvy part

The contours of the time averaged velocity magnitude, the secondary flow pattern and the
streamlines in cross section C for various values of L2 are depicted in Figure 3.22. For small
values of L2 (i.e., L2=10), the velocity contour is smooth, the secondary flow strength is very
small, and the streamline is almost symmetric, resembling that of Newtonian fluid. For larger
values of L2 (i.e., L2=103 and 106), the maximum velocity moves towards outer side of the
channel, the secondary flow becomes stronger, and the symmetric streamlines are distorted
with new vortex structures emerging near the two inner corners of the channel. The
characteristic of elastic turbulence is more apparent for larger L2, when the polymer
molecules can be stretched to a higher extent. Thus, the larger the value of L2, the stronger
level of elastic turbulence will be developed.
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Figure 3.22 Contours of the time averaged velocity magnitude in cross section C at z=0 (left), the
time averaged secondary flow pattern (middle), and the time averaged streamlines (right), for different
extensibility parameter L2: (a) L2=10, (b) L2=103, and (c) L2=106.

Figure 3.25 further shows the time averaged tr(𝒄) − 3 and 𝜏𝑥𝑥 ′ in the middle cross
section C for L2=10, 103 and 106, respectively. When L2 is small, both the tr(𝒄) − 3 and 𝜏𝑥𝑥 ′
remain very small in the whole cross section. As L2 increases, tr(𝒄) − 3 and 𝜏𝑥𝑥 ′ grow in the
cross section, especially near the inner side wall and the two adjacent corners. This indicates
that the polymer molecules deform to a higher level; thus, high elastic stress is built up in the
channel, which in turn promotes the elastic turbulence level.
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Figure 3.23 Contour plots of time averaged tr(𝒄) − 3 (left) and 𝜏𝑥𝑥 ′ (right) in cross section C for
different L2: (a) L2=10, (b) L2=103, (c) L2=106.

3.3.3 Effects of viscosity ratio 𝜷
As the viscosity ratio is defined as the ratio of the solvent viscosity to the total viscosity
of the viscoelastic fluid, it directly reflects the concentration of polymer solution and, thus,
the elasticity of the viscoelastic fluid. The elastic effect is expected to become weaker as 𝛽
increases. In the extreme case 𝛽 = 1, there is no elastic effect at all and the fluid becomes
Newtonian fluid. In this section, the Weissenberg number Wi is set to Wi=5, the Reynolds
number is set to Re=1, the extensibility parameter 𝐿2 is fixed at 105 , while the values of 𝛽
are varied from 0.2 to 0.8.
First of all, the temporal variation of the velocity component in the main flow direction
(x-component 𝑢′) and radial direction (y-component 𝑣′) at monitoring point M for different
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viscosity ratio 𝛽 are plotted in Figure 3.24. At Wi=5 and 𝛽 = 0.2, large fluctuations occur for
both the velocity components 𝑢′ and 𝑣′ as shown in the section 3.3.1. As 𝛽 increases, the
fluctuation magnitude decreases for both 𝑢′ and 𝑣′, indicating the elastic turbulence level is
lower. This is because the viscous effect becomes stronger as 𝛽 increases, making the elastic
effect become less significant. The limiting case 𝛽 = 1 is the Newtonian fluid. At large value
𝛽 = 0.8, the velocity almost reaches steady state, indicating the viscoelastic fluid flows like
Newtonian fluid at high 𝛽. Besides, there is an obvious change of the average value for the
velocity under different values of 𝛽.

(a)

105

(b)
Figure 3.24 Temporal variation of (a) the dimensionless velocity component 𝑢′ in the main flow
direction and, (b) the radial velocity component 𝑣′

The variation of the time averaged intensity of secondary flow within cross section C as a
function of viscosity ratio 𝛽 is shown in Figure 3.26. As 𝛽 increases, a monotonous decrease
in the SV is noticed, indicating the elastic turbulence level is decreased. However, the
minimum value of SV happening at 𝛽 = 0.8 is still relative high, i.e., 𝑆𝑉 > 0.06, meaning
that at a relatively high Weissenberg number, even when the concentration of the polymer
solution is low, the elastic turbulence still exists.
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Figure 3.25 Dependence of the time averaged intensity of secondary flow within C on .

The dependence of the RMSs of the dimensionless velocity components on 𝛽 are shown
in Figure 3.26. The RMSs of all the dimensionless velocity components demonstrate a
monotonous decrease with 𝛽 over the whole range of 𝛽 regime investigated, with a more
obvious decrease for 𝛽 < 0.6. When 𝛽 > 0.6, the RMSs of the velocity components are close
to 0. This is because when 𝛽 is close to 1, the concentration of the polymers is very low. Thus,
the elastic effect on the fluid motion becomes relatively small such that the elastic instability
and turbulence is relatively weak.
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Figure 3.26 Dependence of the RMS of the dimensionless velocity components in the monitoring
point M on 

The contours of the time averaged dimensionless velocity magnitude, the secondary flow
pattern, and the time averaged streamlines in cross section C for three different values of 𝛽
are presented in Figure 3.27. As 𝛽 increases, the contour of the time averaged velocity
magnitude becomes smoother and the shape of the high velocity region becomes more like
that of a low Weissenberg number viscoelastic fluid or Newtonian fluid. For the secondary
flow, there is a decrease in the overall strength of the secondary flow. The streamlines show
the change of secondary flow structure as  varies. Vortex structures are present near the two
inner corners for =0.2 and =0.5 and near the two outer corners for =0.8. Besides, the
more asymmetric pattern is observed for smaller .
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Figure 3.27 Contour plots of time-averaged dimensionless velocity magnitude (left), the time
averaged secondary flow patterns (middle), and the time averaged streamlines (right) in cross section
C for different values of : (a) =0.2, (b) =0.5, and (c) =0.8.

Figure 3.28 shows the variation of the time averaged dimensionless velocity magnitude
along the midline of the curvy channel for different values of 𝛽. The local peak velocity
occurring near the joint position of the curvy section increases as 𝛽 becomes smaller,
indicating that the local velocity magnification phenomenon becomes weaker.
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Figure 3.28 Variation of time averaged dimensionless velocity magnitude along the midline of the
curvy part.

Figure 3.29 further shows the time averaged distribution of trace of the conformation
tensor tr(𝒄) − 3 and the elastic hoop stress component 𝜏𝑥𝑥 ′. For small viscosity ratio (e.g,

=0.2), the time averaged hoop stress 𝜏𝑥𝑥 ′ is accumulated near the two corners in the inner
side. As the viscosity ratio increases, the local time averaged 𝜏𝑥𝑥 ′ decreases near the two
inner corners. The decrease of the elastic stress with  can explain the decrease of the root
mean square of the dimensionless velocity components. For the time averaged trace of the
conformation tensor, as  increases, the contour’s plot becomes smoother, and its value
remains high near the inner side wall and the two adjacent corners of the middle cross section.
The local region of small conformation tensor moves from the outer side wall towards the
middle of the cross section. This variation is due to the effect of the viscosity ratio on the
velocity distribution and the secondary flow pattern as shown in Figure 3.27.
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Figure 3.29 Contour plots of time averaged tr(𝒄) − 3 (left) and 𝜏𝑥𝑥 ′ (right) in cross section C for
different : (a) =0.2, (b) =0.5, and (c) =0.8.

In conclusion, the above analyses indicate that the concentration of the polymer solution
has a significant effect on elastic turbulence of the viscoelastic fluid flow in the curvy
channel. The fluctuation strength of the velocity components and the intensity of the
secondary flow in the middle cross section decrease with . The secondary flow pattern in
cross section C is also altered as  changes.
3.4 Conclusions
Flow behavior of viscoelastic fluid with FENE-P model in a three-dimensional curvy
channel is numerically investigated by the implemented solver. As the Weissenberg number
increases and exceeds a critical value, the velocity peak region at the cross section moves
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apparently, the velocity fluctuation and the intensity of secondary flow increases sharply, the
secondary flow patterns become distorted, revealing the characteristics of chaotic flow
motion. These are evidences of the occurrence of elastic instability and elastic turbulence.
The mechanism of this phenomenon is concluded as: high elastic stress is built up due to the
stretching of the polymer molecules, resulting in a large pressure gradient within the cross
section. The large pressure difference across the channel induces obvious secondary flow.
The polymers experience stretching-coiled-stretching cycles as they are transferred by the
induced secondary flow. Besides, the main flow further brings the polymers downstream.
This effect becomes stronger as the Weissenberg number becomes larger. Similar analyses
are conducted on the effects of viscosity ratio and extensibility parameter. The elastic
turbulence level increases with the increase of the extensibility parameter and the decrease of
the viscosity ratio.
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CHAPTER 4
ELECTROOSMOTIC FLOW OF VISCOELASTIC FLUID IN A NANOSLIT
4.1 Introduction
Ion transport in confined spaces, especially on the nanoscale, such as nanopores or
nanochannels, has drawn significant attention, due to its potential applications in energy
conversion [145, 146], single molecule biosensing [147, 148], as well as nanoparticle
transports [149-151]. EOF is one of the most interesting nanoscale phenomena that have been
commonly utilized and investigated in nanofluidic devices [152-155]. Over the past several
decades, a number of theoretical and experimental studies have been conducted to study EOF
characteristics in Newtonian fluid [156-159]. The effects of various factors, such as the
chemical dissociation/association reactions on the channel/pore walls, the geometric
parameters, the Stern layer, EDL overlap, multiple ionic species, the bulk solution properties,
are investigated in detail [160-163].
As mentioned in Chapter 1, most of the studies on EOF of viscoelastic fluid are
conducted for microchannels, with assumptions of relatively small surface potential (or
surface charge) and thin EDL so that the Poisson-Nernst-Planck equations can be simplified.
The condition with EDL thickness comparable to the channel height, which is typical in
modern nanofluidics [72, 153, 160, 164], has not been studied. In this chapter, we
numerically study the EOF of viscoelastic fluid with the linear PTT constitutive model in a
nanoslit under different EDL conditions. The effects of EDL thickness, Weissenberg number,
viscosity ratio and polymer extensibility parameter on the fully developed EOF velocity
profile and dynamic viscosity are examined.
4.2 Mathematical model
We consider the motion of incompressible viscoelastic fluid containing ions K+ and Clfilled in a long channel of length L, height H and width W under externally applied potential
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difference V0 across the channel. Assume that the channel height is much smaller than both
the length and the width (i.e., 𝐻 ≪ 𝐿, 𝐻 ≪ 𝑊), then the problem can be simplified to a 2D
problem schematically shown in Figure 4.1. Cartesian coordinates O-xy are adopted with yaxis in the length direction and the origin fixed on one of the channel wall.
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Figure 4.1 Schematic diagram of EOF of viscoelastic fluid in a long channel.

The mass and momentum conservation equations for the fluid motion are

 u = 0,

(4.1)

 u

+ u u  = −p + 2 s   D +   +  e E .
 t




(4.2)

In the above, 𝒖 and p are the velocity field and pressure, respectively; ρ denotes the fluid
𝟏

density; 𝜂𝑠 is the solvent dynamic viscosity; 𝑫 = 𝟐 [∇𝒖 + (∇𝒖)𝑇 ] denotes the deformation
tensor; 𝜌𝑒 is the charge density within the electrolyte solution; 𝑬 = −∇𝜙 is the electric field
with 𝜙 being the electric potential within the solution; 𝝉 is the extra polymeric stress tensor,
which can be described by different constitutive models depending on the type of viscoelastic
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fluid such as Oldryod-B model, FENE-P model, PTT model and so forth. In general, 𝝉 can be
written in terms of the conformation tensor 𝒄 , a tensorial variable representing the
macromolecular structure of the polymers. This study adopts the LPPT model to describe the
viscoelastic fluid with

=

p
(c − I ),


(4.3)

where 𝜂𝑝 is the polymer dynamic viscosity and 𝜆 is the relaxation time.
The evolution of the conformation tensor c for the LPTT model is governed by

c
1
+ u  c − ( c uT + u  c ) = − 1 +  (tr(c ) − 3)  (c − I ),
t


(4.4)

where ε is the extensibility parameter and tr(c) is the trace of the conformation tensor c.
As shown in Figure 4.1, the solid surface in contact with a binary KCl electrolyte solution
of bulk concentration 𝐶0 will develop a layer with non-neutral charge density due to the
electric interaction between the charged surface and the ions. This layer is referred to as the
electrical double layer (EDL). The electric potential ∅ within the electrolyte solution is
governed by the Poisson equation:

− f 2 = F ( z1c1 + z2c2 ),

(4.5)

where 𝜀𝑓 is the permittivity of the fluid, 𝐹 is the Faraday constant, and 𝑐1(𝑐2 ) and 𝑧1 (𝑧2 ) are
the ionic concentration and the valence of K+ (Cl-) ions, respectively.
The distribution of the ionic concentration is governed by the Nernst-Planck equation as,
ci
D


+    uci − Di ci − zi i Fci   = 0, i = 1, 2,
t
RT



(4.6)

where R and T are, respectively, the gas constant and the absolute temperature; and 𝐷𝑖 is the
diffusivity of the ith ionic species.
The set of governing equations can be normalized by selecting 𝐶0 as ionic concentration
scale, RT/F as electric potential scale, the channel height 𝐻 as length scale, 𝑈0 =
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𝜀𝑓 𝑅 2 𝑇 2 /(𝜂0 𝐻𝐹 2 ) as the velocity scale, 𝜂0 = 𝜂𝑠 + 𝜂𝑝 is the zero-shear rate total viscosity,
and 𝜌𝑈0 2 as pressure scale. Then the dimensionless form of the governing Equations (4.1)(4.2) and (4.4)-(4.6) under steady state is obtained as

  u = 0,

(4.7)

1− 
(kH ) 2
u u = −p +
 u +
  c −
( z1c1 + z2c2 )  ,
Re
ReWi
2 Re

(4.8)



2

u c − ( c uT + u  c ) = −
2  =

1
1 +  (tr(c) − 3) (c − I ),
Wi

(kH )2
( z1c1 + z2 c2 ),
2

  ( uci − Dici − zi Dici  ) = 0, i = 1, 2.

(4.9)

(4.10)

(4.11)

In the above, 𝒖′ and p’ and ∅′ and 𝑐𝑖′ are the dimensionless velocity, pressure, electric
potential and the ionic concentration, respectively, and 𝐷𝑖′ = 𝐷𝑖 𝜂0 𝐹 2 /𝜀𝑓 𝑅 2 𝑇 2 . The Debye
length is 𝑘 −1 = √𝜀𝑓 𝑅𝑇/ ∑2𝑖=1 𝐹 2 𝑧𝑖2 𝐶0 . The parameter 𝛽 is the ratio of the solvent viscosity 𝜂𝑠
𝜂

to the total viscosity 𝜂0 , i.e., 𝛽 = 𝜂 𝑠 . The dimensionless parameters are Reynolds number
0

𝑅𝑒 = 𝜌𝑈0 𝐻/𝜂0 and Weissenberg number 𝑊𝑖 = 𝜆𝑈0 /𝐻.
The boundary conditions are given as follows.
On the charged wall,
u = 0, n p = 0, n   =

 0 HF

, n ci = − zi cin  , n c = 0,
 f RT

(4.12)

where 𝜎0 is the surface charge density of the channel wall.
At the Anode (or Cathode),

n u = 0, p = 0,   = V0 

F
(or 0), ci = 1, n c = 0,
RT

where 𝑉0 is the external electric potential applied at the anode.

(4.13)
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As the problem is symmetric, at the centerline of channel 𝑥′ = 0.5, zero gradient is
imposed on all variables.
4.3 Numerical implementation and validation
The above coupled Equations (4.7)-(4.11) along with the boundary conditions are solved
by the new solver implemented in an open source CFD software OpenFOAM. For numerical
simulation of viscoelastic fluid flow, the so-called high Weissenberg number problem
(HWNP), due to the hyperbolic nature of the additional equations, the loss of symmetric
positive definite (SPD) property and the unfaithful evaluation of conformation tensor c,
significantly impedes its accuracy and stability at high Wi [165]. A huge amount of efforts
has been made to resolve this problem when calculating the evolution of polymeric elastic
stress, e.g., by introducing the artificial diffusion term [166, 167], reconstructing better
discretization schemes [48, 50], decomposing or reformulating the conformation tensor c [48,
50]. In this study, log conformation reformulation (LCR) method [50] is implemented into
the new solver. This method calculates the conformation tensor c by solving its logarithm
instead of solving it directly, thereby, guaranteeing its SPD property automatically.
Meanwhile, the deviation between polynomial fitting and exponential variation profiles of the
conformation tensor c is eliminated.
After the LCR approach, the evolution Equation (4.9) for the conformation tensor c for
the LPTT model can be reformulated in terms of this new variable 𝜳 = log(𝒄) as

u  − (   −   ) − 2 B = −

1
1 +  (tr(c) − 3) R( I − −1 ) RT .
Wi

(4.14)

To improve the convergence and the stability of the calculation, the convection terms in
Equations (4.8), (4.11), and (4.14) are discretized by QUICK [168], Gauss linear, and
MINMOD scheme [169], respectively, while the diffusion terms are discretized by the Gauss
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linear scheme. The coupling of velocity and pressure fields is solved by PISO algorithm [170,
171]. Orthogonal mesh is used with much denser mesh distributed near the charged wall.
To check the validity of the developed code, we first compare the numerical predictions
with the analytical results of Afonso et al. [103], who derived analytical solution for EOF
with the simplified PTT (sPTT) model in a two-dimensional microchannel with assumptions
of low zeta potential and thin EDL so that the Poisson-Nernst-Planck equations can be
simplified to Poisson-Boltzman equation. In the current simulation, the geometry of the
channel is set as height 𝐻 =100 nm and length L=300 nm. For comparison with the sPTT
model in the reference, the solvent viscosity is set to 0, i.e., 𝛽 = 0. Other parameters are set
as 𝐷1 = 1.96 × 10−9 𝑚2 𝑠 −1 , 𝐷2 = 2.03 × 10−9 𝑚2 𝑠 −1 , 𝑇 = 300 K, 𝐹 = 96485C ∙ mol−1 ,
𝜀𝑓 = 7.08 × 10−10 CV −1 m−1 . The electric potential at inlet is set to 0.05V and the outlet is
grounded. The zeta potential is set to -4.36 mV on the wall. Figure 4.2 shows the predicted
dimensionless y-component velocity distribution in the middle of the channel at 𝑘𝐻/2 =
16.45 (𝑘𝐻/2 is ratio of the half of the channel height to EDL thickness) in comparison with
the corresponding analytical solution for Newtonian fluid (Wi=0) and viscoelastic fluid at 𝜀 =
1 and various Wi. As the EDL is relatively thin, the velocity profile is plug-like and increases
with higher Wi. It is clearly seen that our numerical results agree well with analytical
solutions of Afonso et al. [103] for both Newtonian and viscoelastic fluids at different Wi.
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Figure 4.2 Dimensionless y-component velocity profile for Newtonian and viscoelastic fluids at
different Wi. analytical results of Afonso et al. [103], (solid line) and current numerical results
(symbol).

4.4 Results and Discussions
The validated solver is then applied to investigate the effects of Wi, the extensibility
parameter 𝜀, and the viscosity ratio 𝛽 on the EOF of viscoelastic fluid in a long nanoslit with
the consideration of EDL overlap. For illustration, a channel of length L=5 m and height
H=100 nm is considered, which is long enough to eliminate the end effect. The fully
developed EOF for different Wi is simulated under different EDL conditions: C0=0.01, 0.1,
and 10mM, corresponding to 𝑘𝐻/2 = 0.52, 1.64, and 16.45. Other parameters are set as
𝜎0 = −0.01C/m2 , 𝑉0 = 0.05V , 𝜀 = 0.25 and 𝛽 = 0.1 unless they are specifically stated.
Figure 4.3 shows the dimensionless y-component velocity profile at different Wi at
𝑘𝐻/2 = 16.45. It is observed that the velocity increases sharply near the wall and reaches a
plateau value, revealing a plug-like profile. This is because the EDL thickness is much
smaller than the channel height, so the electric charge is neutral within the channel outside
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the EDL region. The plateau value increases with an increase in the Weissenberg number.
The maximum velocity at the centerline for viscoelastic fluid at Wi=3 is 2.50 times of that for
Newtonian fluid. The variation of flow rate with Wi is shown in the inset graph of Figure 4.3.
As Wi increases, the flow rate demonstrates a monotonous growth over the whole range of Wi
investigated.

Figure 4.3 The distribution of dimensionless y-component velocity for various Wi at 𝑘𝐻/2 = 16.45.
Inset: Dependence of dimensionless flow rate on Wi.

Figure 4.4 depicts the dimensionless y-component velocity profile for different Wi at
𝑘𝐻/2 = 1.64. When the EDL thickness increases to the level comparable to the channel
height, the plug-like velocity changes to the parabolic-like velocity profile. For all values of
Wi, the velocity keeps increasing from the wall to the channel center. As the EDL is almost
overlapping under this condition, the whole channel is filled with more counter-ions, so the
velocity is not uniform even near the channel centerline. The maximum velocity at the
channel center for viscoelastic fluid at Wi=3 is 2.05 times of that for Newtonian fluid. The
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flow rate also monotonously increases with Wi as shown in the inset graph of Figure 4.4.
Compared to the results of thin EDL thickness, the flow rate is much higher due to the
increase of counter-ions within the whole channel.

Figure 4.4 The distribution of dimensionless y-component velocity for various Wi at 𝑘𝐻/2 = 1.64.
Inset: Dependence of dimensionless flow rate on Wi.

This trend is more obvious for the condition with apparent EDL overlap when more
counter-ions are accumulated within the channel [76], as can be seen in Figure 4.5 for
𝑘𝐻/2 = 0.52 where the EDL is highly overlapped. The velocity increases more slowly
across the whole channel, resembling that of the pressure-driven flow. The maximum
velocity at the centerline for viscoelastic fluid at Wi=3 is 1.75 times of that for the Newtonian
fluid. The inset figure depicts the dependence of flow rate on Wi.
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Figure 4.5 The distribution of dimensionless y-component velocity for various Wi at 𝑘𝐻/2 = 0.52.
Inset: Dependence of dimensionless flow rate on Wi

Table 4.1 summarizes the maximum velocity at the centerline and the enhancement of
maximum velocity for the three cases with different EDL thickness when Wi=3. Comparing
the three cases, the enhancement of maximum velocity at the centerline for viscoelastic fluid
decreases as the EDL thickness increases because the velocity is distributed more uniformly
as EDL thickness increases; thus, the overall shear rate is smaller, especially near the wall. As
the mechanism of the velocity increase is due to the shear thinning effect, it is expected that
the viscoelasticity has a larger effect on the case that has larger shear rate.

Table 4.1 The maximum velocity at the centerline and the enhancement of the maximum velocity for
different 𝑘𝐻/2 when Wi=3

𝑘𝐻/2 = 16.45

𝑘𝐻/2 = 1.64

𝑘𝐻/2 = 0.52

Maximum velocity

0.15

0.34

0.22

Enhancement of
maximum velocity

2.50

2.05

1.75
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The distribution of the total dimensionless shear stress for different values of 𝑘𝐻/2 is
shown in Figure 4.6. The shear stress is independent of the rheological parameter, while is
affected by the EDL thickness. For thin EDL, i.e., 𝑘𝐻/2 = 16.45, the shear stress is zero
almost within the entire channel and increases sharply near the wall. When EDL thickness is
comparable to the channel height, the shear stress increases from 0 from the centerline to the
wall across the entire channel. This is because the electric body force in the latter case is
more uniformly distributed in the channel compared to the thin EDL case, where the electric
body force is only accumulated in the vicinity of the channel wall. At the wall, the
dimensionless shear stress increases as the EDL thickness decreases, and the shear stress is
suppressed within the EDL region near the wall.

Figure 4.6 The distribution of the total dimensionless shear stress for different values of 𝑘𝐻/2

After analyzing the velocity profile and the shear stress, the shear viscosity is calculated
from
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=

 xy
dv / dx

.

(4.15)

Figure 4.7 depicts the variation of shear viscosity for various Wi under different values of
𝑘𝐻/2. The results clearly illustrate that for all cases, the shear viscosity remains at unit one
within the whole channel for Newtonian fluid. For viscoelastic fluid, the shear viscosity
remains at unit one at the centerline and decreases monotonically from the centerline to the
wall, where the shear rate is larger. As Wi increases, a more apparent decrease is observed.
This is the shear thinning characteristics of the viscoelastic fluid, leading to the increase of
the velocity. Comparing the variation of shear viscosity 𝜂 for different EDL thickness, it can
also be noticed that 𝜂 decreases rapidly near the wall for thin EDL and decreases gradually
within the entire channel for larger EDL thickness.

(a)
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(b)

(c)
Figure 4.7 The shear viscosity profile for various Wi at (a) 𝑘𝐻/2 = 16.45, (b) 𝑘𝐻/2 = 1.64, and (b)
𝑘𝐻/2 = 0.52.

The EOF of viscoelastic fluid is dependent on the rheological parameter of the fluid.
Figure 4.8 and Figure 4.9 present the dimensionless velocity profiles for various values of
viscosity ratio 𝛽 and extensibility parameter 𝜀 while keeping Wi=2 and the EDL thickness
unchanged at 𝑘𝐻/2 = 1.64 . Significant flow enhancement is seen as 𝛽 decreases and 𝜀
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increases. The limiting case of 𝛽 = 1 or 𝜀 = 0 is corresponding to the Newtonian fluid or
viscoelastic fluid without shear thinning behavior.

Figure 4.8 The distribution of dimensionless y-component velocity for various 𝛽 at 𝑘𝐻/2 = 1.64 and
𝜀 = 0.25.

126
Figure 4.9 The distribution of dimensionless y-component velocity for various 𝜀 at 𝑘𝐻/2 =
1.64 and 𝛽 = 0.1.

4.5 Conclusions
Numerical study for the EOF of viscoelastic fluid in a long nanochannel is conducted to
investigate the effects of rheological properties of LPTT fluid on the fully developed EOF.
The non-linear Poisson-Nernst-Planck (PNP) equations are adopted to describe the electric
potential and ionic concentration distribution within the channel without using the
assumptions of low surface charge density (or zeta potential) and thin EDL. EDL overlapping
is considered in this study due to the use of the PNP equations. When the EDL is not
overlapped, the velocity profiles for both Newtonian and viscoelastic fluid of different
Weissenberg numbers are plug-like with a rapid increase within the EDL. Apparent increase
of velocity is observed for viscoelastic fluid compared to the Newtonian fluid, and this is due
to the shear thinning effect. The increase of maximum velocity at the center of the channel is
less significant for thicker EDL due to the decrease of the overall shear rate. EOF velocity
increases with an increase in the polymer extensibility (𝜀) and a decrease in the viscosity
ratio (𝛽). Since the straight channel has a uniform cross-section and the flow is steady-state,
the elastic effect on EOF is not demonstrated in the current study.
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CHAPTER 5
ELECTROOSMOTIC FLOW OF VISCOELASTIC
FLUID IN A NANOCHANNEL WITH RESERVOIRS
5.1 Introduction
The elctroosmotic transport in a nanofluidic system has significant differences compared
to the microfluidic counterpart. For a nanochannel under low bulk salt concentration, the
EDL thickness becomes comparable to the characteristic length of the nanochannel (i.e., the
channel height), the local electric potential at the centerline of the nanochannel does not reach
the bulk value. Thus, there is a significant increase in the counterion concentration and
decrease of coion concentration. The nanochannel becomes ion-selective. In real applications,
the nanochannel is connecting two large reservoirs that are typically at the microscale at both
ends. For this micro-nanofluidic interconnect system, electrokinetic transport is much more
complex and results in more intriguing phenomena compared to the simple nanoslit.
In this chapter, we focus our investigation on the effect of the large reservoirs on the EOF
of the viscoelastic fluid. For the first time, we discuss the ionic current, ionic concentration
distribution, ICP phenomenon under the influence of viscoelasticity for this system.
5.2 Mathematical model and validation
The geometry under consideration is schematically shown in Figure 5.1. A nanochannel
of height H and length L connects two reservoirs of height Hr and length Lr. As the geometry
and all the boundary conditions are symmetric about axis GI, only the top half is considered.
Constant surface charge density is distributed along the surfaces (CD) of the nanochannel and
the adjacent surfaces (BC and DE). An external electric potential bias is applied between the
inlet (i.e., Anode) and outlet (i.e., Cathode).
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Figure 5.1 Schematic diagram of a nanochannel with reservoirs at both ends. The nanochannel wall
and the adjacent walls connecting the nanochannel and the reservoirs are distributed with uniform
negative charge. An external electric potential difference is applied between inlet Anode and outlet
Cathode. Under the condition of overlapped EDLs, the ionic distribution along the axial direction of
the nanochannel is not uniform, and an obvious ionic concentration gradient is present.

The governing equations for this problem are the same as described in section 4.2 and are
not listed here. The mathematical expressions for boundary conditions are given as follows.
On the charged surfaces BC, CD and DE,
u = 0, n p = 0, n   =

 0 HF

, n ci = − zi cin  , n c = 0,
 f RT

(5.1)

where 𝜎0 is the constant surface charge density of the channel wall.
At the Anode (or Cathode),

n u = 0, p = 0,   = V0 

F
(or 0), ci = 1, n c = 0,
RT

(5.2)

where 𝑉0 is the external electric potential applied at the anode.
As the problem is symmetric, at the centerline of channel 𝑥′ = 0.5, zero gradient is
imposed on all variables.
The numerical set up to solve this problem is the same as that described in subsection 4.3.
To check the accuracy of the simulated results, we first simulate the Newtonian EOF in a
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nanochannel with reservoirs and compare the results with that obtained in commercial finite
element software COMSOL (version 5.1) under different EDL conditions. The geometric
parameters are fixed at H=20 nm, L=100 nm, Hr=200 nm, Lr=200 nm, and the thickness of
the nanochannel is assumed to be W=1 m. The electric potential at the inlet is set as V0=0.05
V, and the surface charge density is set to 𝜎0 = −0.005 C/m2 . Other parameters are set as
𝐷1 = 1.96 × 10−9 𝑚2 𝑠 −1 , 𝐷2 = 2.03 × 10−9 𝑚2 𝑠 −1 , 𝑇 = 300 K ,

𝐹 = 96485C ∙ mol−1 ,

𝜀𝑓 = 7.08 × 10−10 CV −1 m−1 in the following simulations unless they are specifically stated.
Figure 5.2 shows the simulated dimensionless y-component velocity profile at the middle
of the nanochannel (𝑦 ′ = 0) by the developed solver in comparison with the corresponding
COMSOl results, under several different values of bulk salt concentration, C0=0.5, 5, and 50
mM, corresponding to kH/2 = 0.73, 2.30, and 7.26. It is observed that at low salt
concentration C0=0.5 mM when the EDLs overlap and the velocity smoothly increases from
the charged wall to the center of the nanochannel, while at high salt concentration C0=100
mM, the velocity increases sharply near the charged wall and remains a plateau value outside
the EDL. Even at moderate salt concentration C0=5 mM when the kH/2 > 1, the velocity
increases monotonously across from the wall to the channel center because the EDL is also
slightly overlapped under this condition. It is obvious that under different EDL conditions,
our numerical results are in good agreement with those of the COMSOL.
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Figure 5.2 Dimensionless y-component velocity profile at different bulk salt concentration: results of
COMSOL (symbols) and current numerical results (solid lines).

The validated solver is then applied on the EOF of viscoelastic fluid in a nanochannel
connecting two reservoirs to investigate the effects of Weissenberg number Wi and the bulk
salt concentration C0 on the ionic transport. For the viscoelastic fluid, the viscosity ratio and
the extensibility parameter are set to 𝛽 = 0.1 and 𝜀 = 0.25.
5.3 Results and Discussions
First of all, the effect of the Weissenberg number on the velocity distribution in the
nanochannel is presented. Figures 5.3-5.5 show the distribution of the dimensionless ycomponent velocity along the middle cross section of the nanochannel, i.e., 𝑦 ′ = 0, for bulk
salt concentration C0=0.5 mM, 5 mM, and 50 mM, respectively. For the former two cases, the
velocity gradually increases from 0 to maximum velocity at the centerline for both
Newtonian and viscoelastic fluid. For the last case of C0=50 mM, the velocity increases to its
maximum value in the vicinity of the charged wall and then remain maximum value in most
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of the channel for Newtonian fluid, while the velocity slight decreases after it reaches the
maximum value near the wall for viscoelastic fluid of different Weissenberg number. Besides,
for all the three cases, a sharp increase of the y-component velocity is seen for Wi=50
compared to the Newtonian fluid, and as the Weissenberg number further increases, the ycomponent velocity increases, but the increase is less apparent.
For the condition of highly overlapped EDL when more counter-ions are accumulated
within the nanochannel, as can be seen in Figure 5.3 for C0=0.5 mM, the maximum ycomponent velocity at the center line for viscoelastic fluid at Wi=200 is 4.98 times of that for
Newtonian fluid. As bulk salt concentration increases to C0=5 mM when the EDL is slightly
overlapped, the corresponding maximum y-component velocity at the centerline for
viscoelastic fluid at Wi=200 is 7.79 times of that for Newtonian fluid. Under the condition of
thin EDL thickness when C0=50 mM, the y-component velocity at the centerline for
viscoelastic fluid at Wi=200 is 9.42 times of that for Newtonian fluid. Comparing these three
cases, the enhancement of the y-component velocity at the centerline of the nanochannel for
viscoelastic fluid increases as the bulk salt concentration increases, i.e., the EDL thickness
decreases. This trend is consistent with that for a long straight nanoslit and can be explained
similarly: the velocity increases gradually from the charged wall to the nanochannel center as
EDL thickness is small; thus, the overall shear rate is smaller, especially near the wall. The
viscoelasticity affects the velocity with the shear thinning effect, it is expected that the
velocity increases more for the case that has larger shear rate.
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Figure 5.3 Distribution of dimensionless y-component velocity at different Weissenberg number for
C0=0.5 mM

Figure 5.4 Distribution of dimensionless y-component velocity at different Weissenberg number for
C0=5 mM
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Figure 5.5 Distribution of dimensionless y-component velocity at different Weissenberg number for
C0=50 mM

Figure 5.6 further shows the variation of dimensionless flow rate of the half channel with
the Weissenberg number under different EDL conditions. Under the same Weissenberg
number, the dimensionless flow rate is highest at C0=5 mM, while is lowest at C0=0.5 Mm.
The former is because the EDLs are slightly overlapped and the salt concentration is not too
low, as compared to the case of C0=0.5 Mm. The latter is because of the relatively low salt
concentration and thus the overall low ionic concentration within the channel. With the bulk
salt concentration fixed, the flow rate monotonously increases with Wi due to the shear
thinning effect. However, the increase of the flow rate becomes less apparent at higher Wi.
This indicates that the decrease of shear viscosity becomes less apparent with Wi.
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Figure 5.6 Variation of dimensionless flow rate with the Weissenberg number for bulk concentration
C0=0.5 mM, 5 mM, and 50 mM

The ionic current density inside the nanochannel is defined as


c
D
 
J = F ( zi N i ) =  Fzi  vci − Di i − zi i Fci .
y
RT
y 


(5.3)

The ionic current is calculated as a directional integral of the ionic current density over a
cross section of the nanochannel as [172]

I =

S



 F ( z N )  ndS = 2W   Fz  vc − D
H r /2
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i

0

i



i

i

ci
D
 
− zi i Fci dx,
y
RT
y 

(5.4)

where S denotes either end of the reservoir or any vertical cross section because of the ionic
current conservation, 𝒏 represents the unit normal vector of surface S, and 𝑵𝑖 is the ionic flux
density of species i.
In terms of the dimensionless variables, the ionic current can be calculated as
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It can be seen from the definition of ionic current that it consists of three components: the
convective ionic current 𝐼𝑐 , diffusive ionic current 𝐼𝑑 and migrative ionic current 𝐼𝑚 . They
can be written in terms of the dimensionless variables as
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It has been shown that the contributions of the convective and diffusive terms are
relatively small as compared to the contribution of the migrative term [88].
Correspondingly, the ionic current density in y direction can be written as

C0 f R 2T 2 
c1
c2
   
   
Jy =
 vc1 − D1  − D1c1   −  vc2 − D2  + D2c2    .
0 F 
y
y  
y
y  

(5.7)

The convective, diffusive, and migrative ionic current density can be written as

J y ,c =

C0 f R 2T 2

0 F

v ( c1 − c2 ) ,

C0 f R 2T 2 
c1
c2 
J y ,d =
 − D1  + D2   ,
0 F 
y
y 
C0 f R 2T 2  
J y ,m =
( − D1c1 − D2c2 ) .
0 F
y

(5.8)

Figures 5.7 shows the variation of the ionic current with the Weissenberg number for
three different values of bulk salt concentration, C0=0.5mM, 5mM, and 50mM, respectively.
Compared to the EOF of Newtonian fluid, there is an apparent increase of ionic current for
viscoelastic fluid, and the ionic current monotonously increases as the Weissenberg number
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becomes larger. For the case of higher bulk salt concentration C0=50mM, the increase of
ionic current with Wi is slow for viscoelastic fluid.
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Figure 5.7 Variation of ionic current with Weissenberg number for (a) C0=0.5 mM, (b) C0=5 mM, and
(c) C0=50 mM.

The variation of ionic current with bulk salt concentration for Newtonian fluid and
viscoelastic fluid of Wi=200 is shown in Figure 5.8. It can be seen that there is almost a linear
increase of log(I) with log(C0) in the investigated bulk salt concentration regime. For Wi=200,
the ionic current is obviously higher than that of the Newtonian fluid at relatively low bulk
salt concentration while at high salt concentration, the ionic current for these two cases
almost overlapped. This indicates that the viscoelasticity of the fluid has more effect on the
EOF when the EDLs conditions overlap.
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Figure 5.8 Variation of ionic current with bulk salt concentration for a different Weissenberg number

Table 5.1 summarizes the dimensionless centerline velocity, enhancement of the
dimensionless flow rate of haft channel and the enhancement of ionic current for the three
cases when Wi=200. As can be seen, the enhancement of dimensionless flow rate increases as
the bulk salt concentration increases, while the enhancement of ionic current decreases with
the bulk salt concentration.

Table 5.1 The centerline velocity and the enhancement of the centerline velocity and flow rate for
different C0 when Wi=200

Centerline
velocity
Enhancement of
centerline
velocity
Enhancement of
flow rate
Enhancement of
ionic current

C0=0.5 mM

C0=5 mM

C0=50 mM

0.48

1.43

0.74

4.98

7.79

9.42

4.95

7.89

9.74

1.27

1.20

1.03
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As the ionic current is dependent on the convective, diffusive and migrative components,
it is worthwhile to analyze the contribution of these components on the variation of the ionic
current under the influence of viscoelasticity. Figure 5.9 shows the distribution of the ycomponent convective, diffusive and migrative ionic current density at the middle cross
section of the nanochannel for Newtonian fluid and viscoelastic fluid of Wi=200 at C0=0.5
mM, 5 mM and 50 mM. It can be seen that, for all three cases, compared to the convective
and migrative components, the diffusive component is negligibly small. An apparent increase
in Jy,c is observed for viscoelastic fluid compared to the Newtonian fluid, while a decrease in
Jy,m occurs for the viscoelastic fluid. The former is mainly due to the enhancement of the EOF
velocity, and the latter is due to the effect of viscoelasticity on the ionic concentration and
electric potential distribution, which will be further shown. Obviously, the increase in
convective ionic current density overrides the decrease in the migrative ionic current density,
resulting in the overall increase of the ionic current of the nanochannel. Besides, when the
bulk salt concentration is low, the ratio of convective ionic current density to the migrative
ionic current density is relatively large. As a result, the increase in convective ionic current
density dominates the increase of the total ionic current. As the bulk salt concentration
increases, the ratio of the convective ionic current density to the total ionic current density
becomes smaller; thus, the increase of the total ionic current becomes less significant.

140

(a)

(b)
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(c)
Figure 5.9 Variation of the ionic current density at the middle cross section of the nanochannel. (a)
C0=0.5 mM, (b) C0=5 mM, and (c) C0=50 mM

Table 5.2 summarizes the values of convective, diffusive, and migrative ionic current for
Newtonian fluid and viscoelastic fluid of Wi=200 at the middle cross section. As can be seen,
for all the cases of different EDL thickness, the convective ionic current is 0 due to the fixed
uniform ionic concentration at the inlet and outlet, and the diffusive ionic current is much
smaller than the migrative ionic current. Compared to the Newtonian fluid, there is an
increase in the magnitude for both diffusive and migrative ionic current for viscoelastic fluid
of Wi=200. As the diffusive ionic current is almost negligible compared to the migrative ionic
current, the increase of the total ionic current for the viscoelastic fluid is mainly due to the
increase of the migrative ionic current. As the migrative term is directly dependent on the
distribution of the electric potential, which is related to the ionic concentration distribution, it
is expected that the viscoelasticity can influence the ionic concentration distribution in the
nanochannel.
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Table 5.2 The components of ionic current (unit: A/m) for Newtonian fluid and viscoelastic fluid of
Wi=200 in nanochannwl with reservoirs under different bulk salt concentration C0

C0=0.5
mM

Wi=0
Wi=200

C0=5
mM

Wi=0
Wi=200

C0=50
mM

Wi=0
Wi=200

Convective
𝐼c
6.57e6(17%)
3.27e-5
(68%)
1.20e-5
(5%)
9.22e-5
(31%)
4.98e-6
(0%)
6.14e-5
(3%)

Diffusive 𝐼𝑑

Migrative 𝐼𝑚

-2.18e-8

3.17e-5(83%)

-5.48e-8

1.55e-5 (32%)

5.78e-7

2.34e-4 (95%)

5.97e-7

2.02e-4 (69%)

6.61e-7

2.28e-3 (100%)

2.68e-5

2.26e-3 (96%)

With both reservoirs being considered, when EDLs overlap, the negatively charged
surface attracts more cations into the nanochannel and repels the anions, making the
nanochannel become cation-selective. With the externally applied potential bias, the cations
(anions) are electrically driven from the anode (cathode) to the catode (anode). As a result,
the migrative ionic flux for the cations (anions) in the nanochannel is much higher (smaller)
than that of the bulk solution in both reservoirs, as shown in Figure 5.10. This higher (smaller)
ionic flux in the nanochannel causes the increase of the ionic concentration at the opening
near the cathode and the decrease of ionic concentration at the opening near the anode. The
emergence of a concentration gradient across the nanochannel is referred to as ionic
concentration polarization. For the convenience of analyses on the ionic concentration
polarization in the nanochannel with reservoirs in the following, numerical simulation is also
carried out for a nanoslit of the same length and width under the condition.
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Anode

membrane

membrane

Figure 5.10 Schematic diagram of the mechanism of ionic concentration polarization phenomenon in
a negatively charge nanochannel. The ionic flux 𝐍𝒄𝒂,𝒎 and 𝐍𝒂𝒏,𝒎 represents, respectively, the
migrative ionic fluxes of cations and anions. As the ionic flux 𝐍𝒄𝒂,𝒎 (or 𝐍𝒂𝒏,𝒎) in the nanochannel is
much larger (smaller) than that in the reservoirs for low salt concentration, obvious ionic
concentration gradient at both openings of the nanochannel.

For the viscoelastic fluid under the overlapped EDLs, it is expected that the nanochannel
is also cation-selective and ionic concentration gradient occurs in the nanochannel. Figure
5.11 shows the contour plot of the ionic concentration 𝑐1′ and 𝑐2′ for viscoelastic fluid of
Wi=200. From the distribution of 𝑐2′ , we can see that the concentration of 𝑐2′ near the cathode
is much higher than that near the anode. For the distribution of 𝑐1′ , as the concentration within
the nanochannel is very high, the difference between the two sides is not obvious.

𝑐1′

0

5

10

0

0.6

1.2

𝑐2′
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Figure 5.11 Contour plot of ionic concentration 𝑐1′ and 𝑐2′ at Weissenberg number Wi=200

As the ionic distribution under overlapped EDLs is of more interest, the axial distribution
of ionic centration 𝑐1′, 𝑐2′ and 𝑐1′ − 𝑐2′ in the nanochannel for Newtonian fluid and viscoelastic
fluid of Wi=200 for C0=0.5 mM is shown in Figure 5.12, in comparison with that in the
nanoslit. It can be clearly seen that the counterions are accumulated and coions are depleted
all across the nanochannel when EDLs overlap, resulting in the counterion-selective property
of the nanochannel. Compared to the nanoslit where the ionic distribution along the axial
direction is almost uniform, obvious counterions (coions) enrichment occurs at the opening
near the cathode and counterions (coions) depletion is seen at the opening near the anode. As
the nanochannel is counterion-selective, more counterions are carried into the reservoir near
the cathode and fewer are left in the reservoir near the anode. On the other hand, the
counterions at the opening near the anode are driven by the positive electric field (shown in
Figure 5.14) towards the anode, resulting in the decrease in the concentration at the opening
near the anode.
For the viscoelastic fluid, there is a slight decrease in 𝑐1′ and 𝑐2′ within the nanochannel
and nanoslit, while there is a slight increase in the net charge density compared to that of
Newtonian fluid. Overall, the effect of viscoelasticity on the ionic concentration distribution
is not obvious and can be neglected. This is because the surface charge density is uniformly
distributed at the wall, the direction of the induced flow velocity within the channel is almost
parallel to the wall. Thus, the transverse ionic distribution is mainly determined by the charge
condition of the wall [173].
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(a)

(b)
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(c)
Figure 5.12 Variation of ionic concentration 𝑐1′ and 𝑐2′ , 𝑐1′ − 𝑐2′ along the symmetry axis of the
nanochannel. Lines and symbols represent the results for nanochannel with reservoirs and without
reservoirs, respectively.

As the ionic concentration distribution is distinctively different for the nanochannel with
reservoirs and the nanoslit, the electric potential and correspondingly the electric field are
expected to have apparent differences. Figure 5.13 shows the distribution of the
dimensionless electric potential for Newtonian fluid and viscoelastic fluid of Wi=200 when
C0=0.5 mM. For the nanoslit, the electric potential almost has a linear variation along the
axial direction. For the nanochannel with reservoirs, a large drop occurs near both openings
of the nanochannel because a large amount of positive ions is present in the reservoirs near
charged surface due to the counterion-selectivity of the nanochannel.
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Figure 5.13 Variation of the dimensionless electric potential for Newtonian fluid and viscoelastic fluid
at Wi=200. Lines and symbols represent the results for nanochannel with reservoirs and without
reservoirs, respectively.

Figure 5.14 further presents the variation of the dimensionless y-component electric field
for Newtonian fluid and viscoelastic fluid in these two geometries. For the nanoslit, the
electric field is almost constant along the axial direction, and for the nanochannel with
reservoirs, a peak positive value is present near the opening at anode side. A negative value
occurs near the opening at cathode side. This variation arises from the drop of net charge
density of the bulk solution in both reservoirs compared to the region near the nanochannel.
Similarly, for the viscoelastic fluid, the electric field within the nanochannel is slightly larger
than that of the Newtonian fluid, but this effect is almost neglected.
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Figure 5.14 The variation of 𝐸𝑦′ along the axis of the nanochannel Lines and symbols represent the
results for nanochannel with reservoirs and nanoslit, respectively.

5.4 Conclusions
The EOF of viscoelastic fluid with LPTT constitutive model in a nanochannel with
reservoirs is numerically solved with the finite volume method in open source CFD software
OpenFOAM. The implemented solver is validated by comparing its prediction to the
numerical results obtained from finite element software COMSOL. For the first time, the
condition with overlapped EDLs is taken into consideration, and the surface charge density is
much larger than the value typically used in the theoretical study in the literature where
linearization assumption is used. Due to the shear thinning effect, an apparent increase in the
flow rate (or velocity) is observed for viscoelastic fluid compared to Newtonian fluid. The
flow rate (velocity) can be enhanced more significantly when EDL thickness is smaller.
Besides, an enhancement in ionic current is seen for viscoelastic fluid, and the enhancement
is more obvious when the bulk salt concentration is lower. The enhancement of the ionic
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current is mainly due to the increase of the convective ionic current component, which is a
direct result of the enhanced EOF velocity. The less significant enhancement of ionic current
for viscoelastic fluid when the bulk salt concentration is higher is because of the small ratio
of the convective ionic current component to the total ionic current. With the consideration of
reservoirs, the distribution of ionic concentration across the nanochannel shows obvious ICP.
The variation electric potential and the electric field across the nanochannel is also apparently
different from that of the nanoslit. The fluid viscoelasticity also influences the distribution of
the electric potential and the ionic concentration, but the effect is negligibly small.

150
CHAPTER 6
CONCLUSIONS AND FUTURE WORK
6.1 Conclusions
Viscoelastic fluid is frequently encountered in engineering applications, and some
intriguing phenomena such as elastic instability and elastic turbulence in channels of various
shapes have been observed experimentally. Numerical simulation of viscoelastic fluid flows
provides a direct way of understanding the mechanism of elastic instability and the elastic
turbulence phenomenon and is of practical importance in applications such as micro-mixing
and food processing.
In this dissertation, the log-conformation reformulation strategy to resolve the wellknown high Weissenberg number problem is utilized and implemented in finite volume CFD
software OpenFOAM. The implemented solver is well validated by comparing its predictions
to both analytical and numerical results in the literature. The characterization of viscoelastic
flow with a FENE-P constitutive model in a 3D curvy channel is analyzed in detail. The
occurrence of the elastic instability and the elastic turbulence is identified at a relatively high
Weissenberg number, and the mechanism is analyzed from the point of stress balance.
The solver for the viscoelastic fluid is further extended to couple the Poisson-NernstPlanck (PNP) equation to investigate the ionic transport of viscoelastic fluid. The effect of
viscoelasticity on the EOF of viscoelastic fluid with the LPTT constitutive model is
investigated in a nanoslit and a nanochannel with reservoirs. Due to the shear-thinning effect,
obvious enhancement in fluid velocity, flow rate and ionic current is obtained. The
enhancement in the fluid velocity and flow rate is more for smaller EDL thickness, while the
enhancement in the ionic current is more apparent when EDLs overlap. Compared to the
nanoslit, the ionic concentration polarization occurs in the nanochannel with reservoirs. It is
found that the effect of viscoelasticity on the ionic concentration distribution can be neglected.

151
6.2 Future work
The developed solver is capable of solving the viscoelastic flow with multiple constitutive
models and fully coupled with the nonlinear electrochemical model. The study can be
extended in the future as follows:
(1) A particular constitutive model, the FENE-P model, is used for the viscoelastic flow
in a serpentine microchannel. Each constitutive model describes a specific fluid
microstructure, which may influence the behavior of viscoelastic flow. Thus,
numerical simulations can be carried out for different constitutive models in the same
microchannel. By comparing the difference between the characterization of the
viscoelastic flow, the effect of the polymeric microstructure on the flow behavior can
be analyzed.
(2) Elastic turbulence is a limiting case of a more complicated phenomenon – turbulent
drag reduction. The study of elastic turbulence is a model system for gaining
understanding of turbulent drag reduction. Numerical simulation can be conducted to
analyze the detailed mechanism of drag reduction from the dynamic interaction
between polymers and flow.
(3) For the EOF of viscoelastic fluid in this dissertation, only cations K+ and anions Clfrom the background salt are considered. The current study can be further extended
with the use of a multi-ion model to take into account the contributions from ion
species H+ and OH- when the electrolyte is pH-regulated. Besides, more practical
effects such as the surface equilibrium reactions and the addition of buffer anions can
be taken into account.
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