Forecasting the daily peak load is important for secure and profitable operation of modern power utilities. Machine learning techniques including neural networks have been used for this purpose. This paper proposes the alternative modeling approach of abductive networks, which offers simpler and more automated model synthesis. Resulting analytical input-output models automatically select influential inputs, give better insight and explanations, and allow comparison with other empirical models. Developed using peak load and extreme temperature data for five years and evaluated on the 6 th year, a model forecasts next-day peak loads with an overall mean absolute percentage error (MAPE) of 2.50%, outperforming neural network models and flat forecasting for the same data. Two methods are described for forecasting daily peak loads up to one week ahead through iterative use of the next-day model or using 7 dedicated models. Effects of varying model complexity are considered, and simplified analytical expressions are derived for the peak load. Proposals are made for further improving the forecasting accuracy.
Introduction
Short-term load forecasting (STLF) [1] is important for performing many power utility functions, including generator unit commitment, hydro-thermal coordination, short-term maintenance, fuel allocation, power interchange, transaction evaluation, as well as network analysis functions, security and load flow studies, contingency planning, load shedding, and load security strategies.
With ever-increasing load capacities, a given percentage forecasting error amounts to greater losses in real terms. Recent changes in the structure of the utility industry due to deregulation and increased competition also emphasize greater forecasting accuracies. STLF forecasting covers the daily peak load, total daily energy, and daily load curve as a series of 24 hourly forecasted loads. This paper is concerned with modeling and forecasting daily peak loads with lead times of 1 to 7 days.
Univariate time series techniques such as the Box-Jenkins integrated autoregressive moving average (ARIMA) [2] have been used for peak load forecasting. However, These techniques have limited accuracy because they ignore important weather effects, are time consuming, require extensive user intervention and may become numerically unstable [3] .
Multivariate causal models use multiple regression to express the peak load as a function of exogenous inputs including weather and social variables [4] . In addition to the complexity of the modeling process, regression models are often linear devices that attempt to model distinctly nonlinear relationships [5] . Even when a nonlinear relationship is attempted, it is difficult to determine empirically the correct complex relationship that exists between the peak load and the other explanatory inputs.
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The availability of large amounts of historical load and weather data at power utilities has encouraged the use of data-based machine learning modeling methods such as neural networks.
With such techniques, the user does not need to explicitly specify the model relationship, which enhances automatic knowledge discovery without bias or influence by prior assumptions.
Complex nonlinear input-output relationships can be modeled automatically through supervised learning using a database of solved examples. Once synthesized, the model can generalize to perform predictions of outputs corresponding to new cases. Feed-forward neural networks trained with error back-propagation have been widely used for modeling and forecasting the daily peak load, e.g. [6] [7] [8] [9] [10] [11] [12] [13] . However, neural networks suffer from a number of limitations, including difficulty in determining optimum network topology and training parameters [14] .
There are many choices to be made in determining numerous critical design parameters with little guidance available [5] , and designers often resort to trial and error approaches [15] which can be tedious and time consuming. Such design parameters include the number and size of the hidden layers, the type of neuron transfer functions for the various layers, the training rate and momentum coefficient, and training stopping criteria to avoid over-fitting and ensure adequate generalization with new data. Recently, techniques such as genetic algorithms have been proposed for the automatic optimization of the structure and parameters of neural networks [16] .
Another limitation is the black box nature of neural network models. The models give little insight into the modeled relationship and the relative significance of various inputs, thus providing poor explanation facilities [17] . The acceptability of, and confidence in, an automated load forecasting tool in an operational environment is related to its transparency and its ability to justify obtained results to human experts [18] .
To overcome such limitations, we propose using the alternative machine learning technique of abductive networks [19] for daily peak load forecasting. We have previously used this approach to model and forecast next day's hourly load profile [20] , monthly domestic electric energy consumption [21] , and the minimum and maximum daily temperatures [22, 23] .
The approach is based on the self-organizing group method of data handling (GMDH) [24] . The potential for GMDH in load forecasting has been realized about three decades ago [25] .
However, the technique was somewhat neglected in the literature due to its heuristic nature and limited set of elementary functions [26] , as well as the multiple-input-single-output nature of the resulting models and the difficulty of fine-tuning them. Compared to neural networks, however, the method offers the advantages of faster model development requiring little or no user intervention, faster convergence during model synthesis without the problems of getting stuck in local minima, and automatic configuration of the model structure [14] . While relevant input variables are selected automatically during abductive network training, with neural networks this requires additional and separate preprocessing in the form of feature extraction using techniques such as principal components analysis (PCA) [27] . With the abductive model represented as a hierarchy of polynomial expressions, resulting analytical model relationships can provide greater insight into the modeled phenomena, highlight contributions of various inputs, and allow comparison with previously used empirical or statistical models. Information on the significance of the various inputs to the neural network output requires additional effort, e.g. in the form of sensitivity analysis [28] . While many conventional neural network paradigms use a separate validation data set to guard against overfitting, thus reducing the amount of data available for actual training, the method proposed here uses an automatic stopping criterion that penalizes 5 model complexity and operates on the full training set. Analytical model relationships are also easier to export to other software applications compared to neural network models. This paper uses modern GMDH approaches to model and forecast daily peak loads up to one week ahead, illustrating modeling simplicity and adequate forecasting accuracy, and highlighting unique explanation capabilities not provided by neural networks. Following a brief description of GMDH and the abductive network modeling tool in Section 2, the load and temperature data set used is described in Section 3. Next-day peak load forecasters are described in Section 4 and their performance compared with neural networks and flat forecasting methods.
In Section 5, two different abductive modeling approaches are presented for forecasting the daily peak load up to 7 days ahead, and the influence of temperature forecasting errors is considered.
GMDH and AIM Abductive Networks
AIM (abductory inductive mechanism) [29] is a supervised inductive machine-learning tool for automatically synthesizing abductive network models from a database of inputs and outputs representing a training set of solved examples. As a GMDH algorithm, the tool can automatically synthesize adequate models that embody the inherent structure of complex and highly nonlinear systems. The automation of model synthesis not only lessens the burden on the analyst but also safeguards the model generated from being influenced by human biases and misjudgments. The GMDH approach is a formalized paradigm for iterated (multi-phase) polynomial regression capable of producing a high-degree polynomial model in effective predictors. The process is 'evolutionary' in nature, using initially simple (myopic) regression relationships to derive more accurate representations in the next iteration. To prevent exponential growth and limit model complexity, the algorithm selects only relationships having good predicting powers within each phase. Iteration is stopped when the new generation regression equations start to have poorer prediction performance than those of the previous generation, at which point the model starts to become overspecialized and therefore unlikely to perform well with new data. The algorithm has three main elements: representation, selection, and stopping. It applies abduction heuristics for making decisions concerning some or all of these three aspects.
To illustrate these steps for the classical GMDH approach, consider an estimation database of n e observations (rows) and m+1 columns for m independent variables (x 1 , x 2 , ..., x m ) and one dependent variable y. In the first iteration we assume that our predictors are the actual 
Only those polynomials (and associated z variables) that have r k below a prescribed limit are kept and the minimum value, r min , obtained for r k is also saved. The selected z variables represent a new database for repeating the estimation and selection steps in the next iteration to derive a set of higher-level variables. At each iteration, r min is compared with its previous value and the process is continued as long as r min decreases or until a given complexity is reached. An increasing r min is an indication of the model becoming overly complex, thus over-fitting the estimation data and performing poorly in predicting the new selection data. Keeping model complexity checked is an important aspect of GMDH-based algorithms, which keep an eye on the final objective of constructing the model, i.e. using it with new data previously unseen during training. The best model for this purpose is that providing the shortest description for the data available [30] . Computationally, the resulting GMDH model can be seen as a layered network of partial quadratic descriptor polynomials, each layer representing the results of an iteration.
A number of GMDH methods have been proposed which operate on the whole training data set thus avoiding the use of a dedicated selection set. The adaptive learning network (ALN) approach, AIM being an example, uses the predicted squared error (PSE) criterion [30] for selection and stopping to avoid model overfitting, thus eliminating the problem of determining when to stop training in neural networks. The criterion minimizes the expected squared error that would be obtained when the network is used for predicting new data. AIM expresses the PSE error as:
Where FSE is the fitting squared error on the training data, CPM is a complexity penalty multiplier selected by the user, K is the number of model coefficients, n is the number of samples 8 in the training set, and σ p 2 is a prior estimate for the variance of the error obtained with the unknown model. This estimate does not depend on the model being evaluated and is usually taken as half the variance of the dependent variable y [30] . As the model becomes more complex relative to the size of the training set, the second term increases linearly while the first term decreases. PSE goes through a minimum at the optimum model size that strikes a balance between accuracy and simplicity (exactness and generality). The user may optionally control this trade-off using the CPM parameter. Larger values than the default value of 1 lead to simpler models that are less accurate but may generalize well with previously unseen data, while lower values produce more complex networks that may overfit the training data and degrade actual prediction performance.
AIM builds networks consisting of various types of polynomial functional elements. The network size, element types, connectivity, and coefficients for the optimum model are automatically determined using well-proven optimization criteria, thus reducing the need for user intervention compared to neural networks. This simplifies model development and reduces the learning/development time and effort. The models take the form of layered feed-forward abductive networks of functional elements (nodes) [29] , see Fig. 1 . Elements in the first layer operate on various combinations of the independent input variables (x's) and the element in the final layer produces the predicted output for the dependent variable y. In addition to the main layers of the network, an input layer of normalizers convert the input variables into an internal representation as Z scores with zero mean and unity variance, and an output unitizer unit restores the results to the original problem space.
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The used version of AIM supports the following main functional elements:
(i) A white element which consists of a constant plus the linear weighted sum of all outputs of the previous layer, i.e.:
"White" Output = w 0 + w 1 
The Data Set
The data set used consists of measured hourly load and temperature data for the Puget Table 1 summarizes the load data for the six-year period and indicates an average annual growth rate of 3.5%. The mean hourly load decreased slightly in 1986, but has then kept steadily increasing.
For the evaluation year of 1990, we use an estimated hourly mean because in practice no actual data would be available for the evaluation year. This mean was obtained from a straight line fit for the mean hourly loads of only the previous four years (1986-1989) having a steady increase in the load. To account for the trend of load growth, all hourly load data were first normalized so that all years have an annual hourly mean load equal to that of the last training year (1989). Let the mean hourly load for year i be M i , the normalization factor f i for that year is given by:
These factors are listed in the last column of Table 1 . Hourly loads were normalized by multiplying actual values for each year by the corresponding normalization factor. Normalized daily peak load was then determined as the peak of the normalized hourly load profile for the day.
Next-Day Peak Load Forecasting
We have developed an abductive network model that forecasts the peak load on the next day (d+1) in terms of data available on day (d) regarding the peak load (PL), day type, and temperature for the seven days preceding the forecasting day, as well as day type and forecasted temperatures for the forecasting day. The model was trained using data for five years (1985) (1986) (1987) (1988) (1989) Tmin were taken as the maximum and minimum values of the 24 hourly temperatures provided for the day. In the absence of forecasted data for the maximum and minimum air temperatures for the following day, we used actual values instead, which would be the case with ideal temperature forecasts. In Section 5 we investigate the effect of introducing Gaussian noise depicting temperature forecasting errors that would be present in practice. A record in the training data set for the model takes the form shown in Table 2 .
Prior to model training and evaluation, all peak load data for inputs and output were normalized to 1989 loads by multiplying by the normalization factors shown in Table 1 automatically select relevant inputs, and resulting models would therefore suffer from such limitations. The model shows a strong coupling between the peak load on the forecasting day (d+1) and inputs pertaining to the same day in the previous week (d-6). All inputs for that day except the SUN/HOL day type input are selected. Peak loads on all preceding seven days are also selected, together with both the maximum and minimum temperatures on the forecasting day and the preceding day. Fig. 2 shows also the performance of the model in the form of scatter and time series plots of the actual and forecasted daily peak loads over the evaluation year. The scatter plot shows a best line fit and the value of the Pearson's correlation coefficient as 0.98, and the time series plot shows the mean absolute percentage error (MAPE) as 2.50%. Table 3 summarizes the performance of the model on various day types over the evaluation year. At 2.27%, the MAPE error for working days is the lowest, as such days are well represented in the training set. Ref. [6] gives results on 12 dedicated neural network models that predict the peak load on the working day Thursday using various combinations of input variables and data normalization schemes. The MAPE error obtained varied from 1.96% to 4.80%, with 10 out of the 12 models giving MAPE ≥ 2.37%. In Table 3 , the largest MAPE error of 3.45% is for holidays, which form the smallest day type group. The third generation of the ANNSTLF neural network load forecaster, which uses a special technique for forecasting holiday peak loads, gives a MAPE of 9.17% for some utilities [32] . Sundays are as many as Saturdays, but have better forecasting accuracy. Combining Sundays and holidays, which have a somewhat similar load profile, increases the number of representative examples in the training set. Table 4 compares various aspects of the forecasting performance of the model over the evaluation year with four other approaches using abductive, neural, and flat forecasting techniques on the same data. The table lists the mean and maximum forecasting errors as well as the percentages of evaluation days with the absolute percentage error (APE) being ≤ 1%, ≤ 3%, and ≥ 6%. The alternative abductive network method determines the peak load as the peak of the 13 hourly load profile for the following day forecasted using 24 dedicated abductive network models described in [20] . The neural network model is the default function approximation model automatically synthesized by the NeuroExpert module of the NeuroSolutions 4 software for Windows using the same training data. 20% of the training data were used for cross validation. The model uses a single hidden layer of four neurons and one output neuron. With naive forecast-1, the peak load on the forecasting day is taken as the peak load on the same day in the previous week, i.e.
PL(d+1) = PL(d-6)
With naive forecast-2, the peak load on the forecasting day is taken as the peak load on the previous day if both days are of the same day type, e.g. working days:
If not, and the forecasting day is not a holiday, the peak load is taken as the peak load on the same day in the previous week as given by Equation (7). However, if it is a holiday, the peak load is taken as that of the nearest previous holiday or Sunday. Results in Table 4 show the clear advantage of abductive and neural network methods over flat forecasting. The two abductive network approaches give comparable MAPE values that are superior to all other forecasting approaches, with naive forecast-1 giving the poorest performance. Abductive modeling of the peak load directly gives somewhat lower maximum errors and lower frequency of large errors as compared to obtaining it as the peak of the forecasted hourly load profile. The former approach is also much more convenient as only one model is trained and maintained, as compared to 24 models in the latter approach [20] . Comparable performance of the two approaches suggests that when the next-day hourly load profile is forecasted, then the peak load forecast can be determined as the peak of the forecasted profile, making it unnecessary to build an additional dedicated model for peak load forecasting. However, for longer lead times, forecasting the hourly profile may prove more difficult, and the dedicated approach to forecast the peak load would be Symbolic substituting for the equations given in Fig. 3 for the functional elements of the CPM = 5 model and then dividing by the normalization factor of 0.961 leads to the following linear relationship for the peak load:
which does not use temperature. It gives a rough estimate of tomorrow's peak load during the evaluation year using only today's peak load, the peak load six days ago, and a Boolean indication of whether today was a Sunday/Holiday (1) or not (0). The forecasted load contains a small portion of the load on day (d-6) and a larger portion of the most recent load on day (d). If that day was a Sunday or a holiday, 176 MW is added to account for the low load on the previous day. Expressions such as Equation (9) give some insight into the forecasting process, and it would be interesting to compare them with empirical models and manual methods employed by operators.
Next-Week Peak load forecasting
We have considered two approaches for forecasting the daily peak loads over the week ahead. In the first approach, the next-day (d+1) peak load model described in Section 4 is used iteratively at the end of day (d) to forecast the peak loads for days d+1, d+2, …, up to day d+7. In the second approach, seven dedicated models are developed, each forecasting the peak load on a day of the week ahead. A record in the training data set for the model that forecasts the peak load on day (d+h) takes the form shown in Table 5 . The model that forecasts day (d+2) uses selected by all models, as well as all temperature and peak load data on day d, which is the last day on which data is available. All models also use both forecasted temperatures (ETmax and ETmin) on the forecasting day (d+h), which indicates the importance of accurate temperature forecasts. WRK is the only day type input selected on the forecasting day by all models, indicating the importance of whether the day is a working day or not.
Performance of the two approaches is compared in Table 7 . The left hand side of the table shows performance with ideal temperature forecasts for all days ahead, where ETmax and ETmin for a given day were taken as the actual values measured on that day. The table shows a small gradual increase in forecasting error with the increase in lead time, with the MAPE value for day 7 being around 3.10%. The corresponding value quoted for the third generation of the ANNSTLF neural network load forecaster is 3.52% for some utilities [32] . It is noted that both forecasting approaches in Table 7 give nearly identical performance, with the same average MAPE of 2.96% over the full forecasting week.
We have also considered the effect of simulating forecasting errors in ETmax and ETmin that exist in practice. Simulated Gaussian random errors of zero mean and standard deviation σ were added to the ideal forecasted two temperature values in both the training and evaluation data sets. As the lead time increases, it is expected that the temperature forecasting error increases. Given a linear increase in error variance with lead time and an error variance of 2° F on the first day ahead, the temperature forecasting error variance on day h is assumed to take the form:
This gives error standard deviations of 1.41° F and 2.83° F for the first and 7 th days ahead, respectively. Corresponding values of the mean absolute error (MAE) computed for 365 samples of simulated Gaussian noise having zero mean and the above two values for σ are 1.05° F and 2.19° F, respectively. The right hand side of Table 7 shows performance of peak load forecasting using the two forecasting approaches with erroneous temperature forecasts for all days ahead. In general, temperature forecasting errors lead to an acceptable degradation in forecasting accuracy, with the average MAPE error over the forecasting week increasing by only 0.36 and 0.38 percentage points for the first and second approaches, respectively. The iterated approach is influenced by temperature forecast errors on all days up to and including the forecasting day, while the other approach is affected by temperature errors on the forecasting day only.
Therefore, it is expected that the iterated approach would be degraded more by such errors compared to the other approach. However, as seen from the h = 1 column of Table 7 show that the iterated approach using a single (d+1) model has similar overall performance to that of the multiple model approach. The former has the added advantages of the simplicity and convenience of developing and maintaining only one model instead of seven models.
Conclusions
We have demonstrated the use of abductive network machine learning as an alternative tool for forecasting daily peak loads up to one week ahead. Compared to neural networks, the approach simplifies model development, automatically selects effective inputs, gives better insight into the load function, and allows comparison with empirical models. Simplified next-day models confirm the significance of peak loads on the previous day and on the same day of the previous week. Performance compares favorably with that of neural network models, and holiday forecasts are superior to those quoted for dedicated forecasters in commercial use.
Iterative use of a single next-day model gives adequate forecasting for up to 7 days ahead.
Future work will attempt to further improve the forecasting accuracy by developing dedicated models based on seasons and day types.
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