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coeficientes en un cuerpo finito
Jonny Fernando Barreto Castañeda
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Este trabajo realiza un estudio detallado de las soluciones no singulares en un par de ecuacio-
nes homogéneas en un cuerpo finito, tomando como base el art́ıculo “Pairs of homogeneous
additive equations” escrito por Michael Knapp. Además, en este trabajo se muestran algu-
nos resultados previos como: el teorema combinatorio de los ceros, la notación de variables
coloreadas y el conjunto de potencias en un cuerpo finito, necesarios para la comprensión
total del art́ıculo. También se presenta en detalle las demostraciones de la gran mayoŕıa de
los teoremas y corolarios alĺı expuestos.
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3.1. Sistemas π-normalizados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2. Resultado principal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4. Conclusiones y recomendaciones 44
4.1. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2. Recomendaciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Bibliograf́ıa 46
0 Introducción
En el 2008, M. Knapp en su art́ıculo “Pairs of homogeneous additive equations” (véase [12])
demostró que el siguiente sistema:
F1(X) = a1x
k





1 + · · ·+ bsx
k
s = 0. (1)
con coeficientes en un cuerpo finito Fq, q una potencia de algún número primo, tiene una
solución no singular si: s ≥ 2k + 1, p no divide a k y al menos k + 1 variables tienen
coeficientes distintos de cero para cada combinación lineal no trivial de las formas aditivas
F1(X) y F2(X). Este resultado es el teorema 1.1 en [12] y es la generalización de los resul-
tados obtenidos por Davenport y Lewis en su art́ıculo “Notes on congruences III” (véase
[6]). Para la demostración de su resultado principal, Knapp divide la demostración en dos
casos. El primer caso, si el cuerpo Fq es generado por las potencias k-ésimas del cuerpo
Fq bajo la adición, entonces las ideas de Davenport y Lewis son suficientes para demostrar
el teorema sobre cualquier cuerpo finito, pero utiliza algunos resultados especiales como el
teorema combinatorio de los ceros (véase [2, Teorema 1.2] ó [15, Teorema 1]), la notación
de variables coloreadas (véase [3, Lema 4.1]) y el subcuerpo de potencias k-ésimas (véase
[11, Teorema 4.2]). Para el caso número 2, el cuerpo Fq no es generado por el conjunto de
potencias k-ésimas bajo la adición, entonces a partir de (1), él construyó un nuevo sistema
pero con coeficientes en S, el subcuerpo de suma de potencias k-ésimas en Fq y demostró que
este nuevo sistema tiene una solución no trivial si s ≥ k + 1. Entonces utilizando de nuevo
la notación de variables coloreadas, Knapp concluyó que el sistema tiene una solución no
singular. Con el teorema 1.1 demostrado, Knapp también muestra una cota superior para
el número de variables requeridas para que el sistema (1) con coeficientes en una extensión
finita, L, del cuerpo p-ádico, Qp, tenga una solución no trivial.
El presente trabajo es presentar los argumentos utilizados por Knapp para comprender en su
totalidad el art́ıculo. Algunos de estos argumentos son: propiedades básicas del los cuerpos
finitos (véase [1]), el teorema de Chevalley (véase [4, teorema 1]), el teorema combinatorio
de los ceros, el conjunto de potencias k-ésimas en Fq, la notación de variables coloreadas,
propiedades algebraicas y topológicas de las extensiones finitas sobre Qp (véase [9] o [13]) y
el lema de Hensel (véase [10, lema 5.21] ). Además, de dar las demostraciones detalladas de
los lemas 2 y 11 en [6] y [7], respectivamente.
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El trabajo está organizado en tres caṕıtulos. En el caṕıtulo uno se exponen algunas defini-
ciones y teoremas básicos de teoŕıa de cuerpos finitos. Entre los temas alĺı tratados están: el
teorema de Chevalley y Warning, el conjunto de potencias k-ésimas, el cuerpo de los números
p-ádicos, extensiones algebraicas de un cuerpo p-ádico, el lema de Hensel para anillos de va-
luación discreta y una versión para extensiones finitas de Qp. En el caṕıtulo dos, se inicia con
el teorema combinatorio de los ceros, la notación de las variables coloreadas y se demuestra
el teorema 1.1 en [12], utilizando los resultados previos a este caṕıtulo, junto con los temas
vistos en el caṕıtulo 1. En el ultimo caṕıtulo se muestra la generalización del proceso de π
normalización para el sistema (1), pero con coeficientes en el anillo de los enteros para una
extensión finita de Qp. Proceso de normalización presentado en los art́ıculos [7, lema 11] y
[5, páginas 99–101]. Además de presentar la demostración del teorema 1.2 en [12] referente a
las condiciones necesarias para que el sistema (1) con coeficientes en alguna extensión finita
de Qp, tenga una solución no trivial. Cabe aclarar que en este último caṕıtulo se utiliza el
lema de Hensel y propiedades topológicas sobre Qp, ambos temas presentados en el caṕıtulo
1.
1 Preliminares
1.1. Propiedades de los cuerpos finitos
Recuerde que un cuerpo F es un conjunto no vaćıo junto con dos operaciones + y · tal que F
es un grupo conmutativo bajo la operación +, F∗ = F− {0} es un grupo conmutativo bajo
la operación ·, y las dos operaciones se relacionan por medio de la propiedad distributiva.
Existen muchos ejemplos de cuerpos tanto finitos como infinitos; por ejemplo el conjunto
de los números racionales, Q, bajo las dos operaciones de suma y producto es una cuerpo
infinito y el conjunto, Fp, de las clases residuales módulo algún primo p junto con la suma y
producto de clases residuales es un cuerpo finito. Además, el cuerpo Fp tiene caracteŕıstica
p, es decir p · a = (a+ a+ · · ·+ a)
︸ ︷︷ ︸
p−veces
= 0, para todo a en Fp.
El motivo de esta primera sección es estudiar algunas propiedades de los cuerpos finitos y
lograr caracterizar sus elementos y el cardinal de estos cuerpos (proposición 1.1.1). Además,
estudiar la estructura del grupo (F∗q, ·). Por ejemplo sus subgrupos y los elementos en (F
∗
q, ·).
Proposición 1.1.1 Sea K un cuerpo finito de caracteŕıstica p > 0. Entonces K tiene pf
elementos, donde f es la dimensión de K como espacio vectorial sobre Fp.
Demostración: Antes de iniciar la demostración, recuerde que K es un espacio vectorial so-
bre Fp de dimensión finita, sean [K : Fp] = f la dimensión de K sobre Fp y B = {a1, a2, ..., af}
una base de K sobre Fp, entonces cada elemento k ∈ K tiene una única representación lineal
k = α1a1+α2a2+ · · ·+αfaf , para αi ∈ Fp. Como cada αi puede ser alguno de los p elementos
de Fp, entonces el número total de dichas combinaciones lineales distintas de los elementos
ai es p
f , demostrando aśı la proposición. ⋄
Durante todo el trabajo (aśı mismo en los caṕıtulos posteriores) Fq designa un cuerpo fi-
nito de q = pf elementos, |Fq| denotará su cardinal, s un entero mayor o igual que 1.
Fsq el conjunto {(a1, ..., as) ; a1, . . . , as ∈ F}, X = {x1, ..., xs} un conjunto de s-variables, y
Fq [X] = Fq [x1, ..., xs] el anillo de polinomios en x1, ..., xs variables y coeficientes en Fq; por
otra parte, los elementos a = (a1, ..., as) de F
s
q se denominan puntos sobre Fq y si F (a) = 0,
para F (X) ∈ Fq [X] y a ∈ F
s
q, entonces se dice que a es un cero de F (X).
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La siguiente definición junto con el teorema permite caracterizar los cuerpos finitos por medio





es ćıclico (proposición 1.1.4).
Definición 1.1.1 Sean K un subcuerpo de Fq y h(x) un polinomio sobre K. Entonces deci-
mos que Fq es un cuerpo de descomposición de h(x) sobre K śı:
1. h(x) = (x− α1) (x− α2) · · · (x− αn) para αi ∈ Fq;
2. para cualquier cuerpo intermedio E entre K y Fq, h(x) no se descompone totalmente
en factores lineales en E(x).
Las proposiciones 1.1.2 y 1.1.3 junto con la observación 1 permiten construir cuerpos finitos
de cardinal pf a partir del cuerpo Fp y un polinomio irreducible (véase [8, página 281]) en
Fp[x].
Proposición 1.1.2 Un cuerpo finito Fq de p
f elementos es el cuerpo de descomposición de
xp
f
− x sobre el subcuerpo Fp.
Proposición 1.1.3 Para cada primo p y cada entero positivo f , existe un cuerpo finito con
pf elementos. Si algún cuerpo finito tiene pf elementos, entonces es isomorfo al cuerpo de
descomposición de xp
f
− x sobre Fp.
Las demostraciones de estas dos últimas proposiciones pueden ser consultadas en [1, página
5].
Observación 1: En el anillo Fq[x], todo ideal principal generado por un polinomio irredu-
cible, es un ideal maximal, y por lo tanto el anillo cociente obtenido del ideal es un cuerpo;
esto permite construir cuerpos finitos de pf elementos que serán isomorfos al cuerpo de des-
composición del polinomio xp
f
− x sobre Fp (proposición 1.1.3).
Ejemplo 1:
1. Por la observación anterior existe un cuerpo de 9 elementos, el cual es obtenido de
construir el cuerpo cociente Z3[x]/ 〈p(x)〉, donde 〈p(x)〉 es el ideal generado por el
polinomio irreducible p(x) = x2 + x+ 2 en Z3.
2. En Z2, el polinomio q(x) = x
4 + x + 1 es irreducible y por lo tanto el conjunto
Z2[x]/ 〈q(x)〉 junto con las dos operaciones de suma y producto de clases residuales
es un cuerpo de 16 elementos.
Proposición 1.1.4 El grupo multiplicativo de todos los elementos distintos de cero de un
cuerpo finito bajo la multiplicación del cuerpo es ćıclico.
6 1 Preliminares
Las demostraciones de las proposiciones 1.1.4 y 1.1.5 pueden ser consultadas en [8, página
62 y 411].
Proposición 1.1.5 Sea G un grupo de orden n (cardinal del conjunto G). Si k es un entero
positivo que divide a n, existe un único subgrupo H de G con k elementos.
La proposición anterior sobre la clasificación de los grupos ćıclicos permite asegurar que si
Fq es un cuerpo finito con p
f elementos y d divide a pf −1 entonces existe un único subgrupo
H de F∗q tal que el orden de H es d.
1.2. Polinomios reducidos y polinomios idénticamente
nulos
La siguiente sección está dedicada a estudiar los polinomios reducidos y polinomios idéntica-
mente nulos (polinomios que se anulan en todo elemento de un cuerpo finito). Se enunciará un
teorema que permite escribir el anillo de polinomios como suma directa de dos subespacios
vectoriales: uno el de los polinomios reducidos y el otro el de los polinomios idénticamente
nulos. Además, de otras proposiciones, consecuencias de este último teorema. Por último,
se demostrará el teorema de Chevalley y Warning utilizando los resultados previos en esta
sección. Cabe aclarar que las definiciones, teoremas y demostraciones son extráıdos de [11,
caṕıtulos 2 y 3].








2 · · · x
is
s .
Un polinomio de la forma xi11 x
i2
2 · · · x
is
s es llamado un monomio. El grado total está definido
como i1+ i2+ · · ·+ is y el grado en la variable xm está definido como im. El grado de F (X),
notado por deg(F ), es el máximo de los grados totales de los monomios que están en F (X)
con coeficientes distintos de cero. El grado de F respecto a la variable xm es el máximo de
los grados de xm de los monomios en F (X). Si todos los monomios que están en F (X) tienen
grado k, entonces F (X) se llama un polinomio homogéneo de grado k. Durante esta sección
F y G denotarán polinomios en Fq [X].
Definición 1.2.1 Si el grado de F , respecto a cada una de las variables xi es menor o igual
a q − 1, se dice que F es un polinomio reducido.
Sean F y G dos polinomios reducidos entonces la suma de los dos polinomios no altera el
grado respecto a la variable xi, por lo tanto, F + G es un polinomio reducido, y si α ∈ Fq
entonces αF es un polinomio reducido. Aśı, el conjunto R de polinomios reducidos es un
subespacio vectorial de Fq[X] sobre Fq. Además, el conjunto de monomios x
d1
1 · · · x
ds
s es una
base para R y se puede concluir que R es de dimensión qs sobre Fq.
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Definición 1.2.2 Una función polinómica asociada a F es una aplicación X → F (X) de
Fsq en Fq. Si esta función polinómica se anula (esto es, F (a) = 0 en cada punto a de F
s
q), se
dice que el polinomio F es idénticamente nulo.
Sea I el conjunto de polinomios idénticamente nulos (I 6= ∅, ya que el polinomio 0 es
idénticamente nulo), y F , G en I, entonces F + G y FG son idénticamente nulos, además
para cualquier polinomio T en Fq[X] y F en I la función polinómica TF se anula en todo
elemento a de Fsq, ya que F se anula en todo elemento de F
s
q. Por lo tanto se concluye que
I es un ideal Fq[X]. Sea Γ el ideal generado por los polinomios x
pf
i − xi (i = 1, ..., s); por la
proposición 1.1.2 se sabe que son idénticamente nulos y es claro que Γ ⊂ I. Pero el siguiente
teorema concluye que los dos ideales son exactamente iguales.
Teorema 1.2.1 En Fq[X].
1. Los ideales I y Γ son iguales.
2. Como espacio vectorial sobre Fq, Fq[X] es la suma directa de R y Γ.
Fq[X] = R⊕ Γ.
La demostración del teorema anterior se basa en dos lemas: el primer lema demuestra que
si un polinomio es idénticamente nulo y reducido entonces es el polinomio cero; el segundo
lema demuestra que para todo polinomio en Fq[X] se puede construir un polinomio reducido
tal que la resta entre los dos polinomios es idénticamente nulo. Las demostraciones de los
dos lemas más el teorema pueden ser consultados en [11, página 11].
Del teorema anterior se puede concluir el siguiente resultado.
Corolario 1.2.1.1 Si F es un elemento de Fq[X], y si F
∗ es el polinomio reducido asociado
a F , entonces el grado de F ∗ es menor o igual que el grado de F
El siguiente teorema fue conjeturado por Artin en 1934 y demostrado por Chevalley en 1935
(véase [4]).
Teorema 1.2.2 Sean F1, . . . , Fn polinomios que pertenecen a Fq[X], de grados
d1, . . . , dn ,
respectivamente, y sea V el conjunto de soluciones en Fsq del sistema de ecuaciones
F1 = 0, . . . , Fn = 0. (1.1)
Si N = cardinal(V ), d = d1 + · · ·+ dn, la suma de los grados de los polinomios Fj y s > d.
Entonces el número N es divisible por p (la caracteŕıstica de Fq)
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Demostración: Se introduce los siguientes dos polinomios








1− (x1 − a1)
q−1) · · ·
(
1− (xs − as)
q−1) . (1.3)
Se observa inmediatamente que F̄ y FV toman el valor de 1 en todo elemento de V (observe
que xq−1 = 1 para todo x ∈ F∗q) y 0 en otro lugar, el polinomio G = F̄ −FV es idénticamente
nulo. Como FV es reducido (observe que el grado respecto a cada una de las variables xi es
menor o igual a q − 1), y F̄ = FV + G, entonces por el teorema 1.2.1, FV es el polinomio
reducido asociado a F̄ , lo que implica que deg(FV ) ≤ deg(F̄ ) (corolario 1.2.1.1), por lo tanto,
utilizando la hipótesis s > d, se obtiene que: deg(FV ) ≤ deg(F̄ ) ≤ d1(q−1)+· · ·+dn(q−1) =
d(q − 1) < s(q − 1). Pero FV tiene el monomio x
q−1
1 · · · x
q−1
s de grado s(q − 1); el coeficiente
del monomio es igual a : (−1)nN , y debe ser cero en el cuerpo Fq, en otras palabras, N debe
ser divisible por p. ⋄
Corolario 1.2.2.1 Bajo las misma hipótesis del teorema 1.2.2 (incluyendo s > d). Si
además cada uno de los polinomios Fj (j = 1, . . . , n) no contienen términos constantes,
entonces el sistema (1.1) admite en Fsq una solución distinta de la solución trivial.
Demostración: Por hipótesis, se tiene que (0, . . . , 0) es una solución del sistema (1.1), de
donde N ≥ 1, pero N es divisible por p (teorema 1.2.2) por lo tanto N ≥ p, y N − 1 ≥
p− 1 ≥ 2− 1 ≥ 1. Demostrando aśı el corolario. ⋄
Se finaliza la sección con la definición de solución no singular y de sistema de ecuaciones
diagonales.
Definición 1.2.3 1. Sean F1(X), . . . , Fn(X) polinomios que pertenecen a Fq[X], de gra-
dos d1, . . . , dn respectivamente, y sea el sistema de ecuaciones
F1 = 0, . . . , Fn = 0; (1.4)
si cada polinomio Fi (i = 1, . . . , n) tiene la forma Fi = ai,1x
di
1 + · · ·+ ai,nx
di
s donde ai,j
pertenece a Fq (j = 1, . . . , s), se dice que el sistema (1.4) es un sistema de ecuaciones
aditivas homogéneas.
2. Una forma aditiva de grado k en s variables es un polinomio F en Fq[X] cuya estructura
es F = a1x
k
1 + · · ·+ anx
k
s .
3. Se dice que cada solución no trivial, Y = (y1, . . . , ys), del sistema (1.4) es no singular





evaluada en cada solución Y ,
(i = 1, ..., n, j = 1, ..., s) es n.
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1.3. Sumas de potencias k-ésimas en un cuerpo finito
Uno de los resultados principales (véase [12, Teorema 1.1]) se demuestra cuando el cuerpo
finito Fq es generado por el conjunto de potencias k-ésimas ó cuando el subcuerpo de sumas
de potencias k-ésimas es igual al cuerpo Fq. Esta única razón sugiere dar algunos resulta-
dos sobre este conjunto, por ejemplo: el número de potencias k-ésimas en un cuerpo finito
(proposición 1.3.1) o la estructura completa del subcuerpo de sumas de potencias k-ésimas
(proposición 1.3.3). Las proposiciones y definiciones de está sección pueden ser consultados
en [11, Caṕıtulo 4].
Definición 1.3.1 Sea k un entero positivo mayor o igual que 1, el conjunto de potencias
k-ésimas en un cuerpo Fq es:
Fqk :=
{
xk; x ∈ Fq
}
.
La siguiente proposición permite caracterizar el conjunto Fqk es su totalidad.
Proposición 1.3.1 Sean Fq un cuerpo finito de q = p
f elementos, g un generador de F∗q, k
un entero mayor o igual que 1, y sea m = (q − 1, k) (máximo común divisor entre q − 1 y
k). Entonces:
1. En F∗q, las potencias k-ésimas y las potencias m-ésimas forman el mismo subgrupo
ćıclico, generado por gm, y de orden igual a q−1
m
.
2. De manera similar, las ráıces k-ésimas y las ráıces m-ésimas de la unidad forman el
mismo subgrupo ćıclico, generado por g
q−1
m , y de orden igual a m.




q definido por Um(x) =




q definido por Uk(x) = x
k, (x ∈ F∗q), es claro que Um y Uk son
homomorfismo de grupos ćıclicos. Además satisfacen las siguientes propiedades:
1. Ker(Um) = Ker(Uk) donde Ker(Um) es el kernel del homomorfismo Um, puesto que
m = (q − 1, k), entonces por la identidad de Bézout existen a y b enteros positivos tal
que a(q − 1) + bk = m, por lo tanto:
x ∈ Ker(Uk) ⇔ x
k = 1
(xk · · · xk)
︸ ︷︷ ︸
b−veces
= 1 ⇔ xbk = 1
xbk+a(q−1) = xa(q−1) = 1 ⇔ xm = 1 ⇔ x ∈ Ker(Um).
2. Los subgrupos Im(Uk) = Fqk e Im(Um) = Fqm donde Im(Um) es la imagen del ho-
momorfismo Um, son iguales; por el teorema fundamental de homomorf́ıa (véase [8,
teorema 13.3]) se observa que:
F∗q/Ker(Uk)




De aqúı se obtiene que Im(Uk) = Im(Um) = Fqk = Fqm
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Por la proposición 1.1.5, y las propiedades anteriores, existe un único subgrupo, Fqk , genera-






. Además las ráıces k-ésimas
de la unidad y las ráıces m-ésimas de la unidad forman el mismo subgrupo ćıclico de orden




1. En F7, F76 = {0, 1}.
2. Sean Fq el cuerpo de 16 elementos (véase ejemplo 1), g un generador del grupo ćıclico
F∗ donde g4 = g + 1, entonces por la proposición anterior el conjunto de potencias
5-ésimas tiene 4 elementos y son Fq5 = {0, 1, g
2 + g, g2 + g + 1} ya que:
05 = 0;
15 = 1;
multiplicando por g en la ecuación g4 = g + 1, se obtiene que g5 = g2 + g esto es
g2 + g ∈ Fq5 ;
simplificando (g2 + g)2 se obtiene que: (g2 + g)2 = g2 + g + 1, por lo tanto
(g2+ g)3 = 1 y de aqúı (g2+ g)5 = (g2+ g)3(g2+ g)2 = 1(g2+ g+1) = g2+ g+1.
De la proposición anterior se demostró que Fqk es un subgrupo de F
∗
q; ahora considere el
conjunto S formado por las sumas xk1 + · · · + x
k
n con n ≥ 1 y x1, ..., xn elementos de Fq,
conocido como el conjunto de suma de potencias k-ésimas, observe que S es no vaćıo, puesto
que 0 = 0k y 1k = 1 pertenecen a S y si x = xk1 + · · · + x
k
n, y = y
k
1 + · · · + y
k
n elementos de
S, entonces x+ y = xk1 + y
k










k pertenecen a S. Además,
−1 = (1k + · · ·+ 1k)
︸ ︷︷ ︸
p−1−veces
pertenece a S y por lo tanto −x ∈ S si x ∈ S; finalmente, si x ∈ S,
x 6= 0, entonces x−1 ∈ S, ya que se puede escribir x−1 = xk−1(x−1)k, Aśı se ha demostrado
la siguiente proposición.
Proposición 1.3.2 El conjunto S de sumas de potencias k-ésimas es un subcuerpo de Fq.
La siguiente proposición determina en su totalidad el subcuerpo S, para una demostración
de esta proposición ver [11, Teorema 2].
Proposición 1.3.3 Sean Fq un cuerpo finito de q = p
f elementos, k un entero mayor o
igual que uno , m = (q − 1, d), el máximo común divisor entre q − 1 y k, y q1 = p
g la
potencia más alta de p tal que: (1) g divide a f , (2) el cociente p
f−1
pg−1
divide a k. Entonces:
1. S es igual al único subcuerpo de Fq que contiene q1 elementos.
2. Todo elemento de S es la suma de a lo sumo m potencias.
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1.4. Anillos de Valuación Discreta
Un anillo de valuación discreta es un dominio de integridad R con una función v, llamada
valuación, definida del dominio R a los enteros positivos que cumple las siguientes tres
propiedades:
1. v(xy) = v(x) + v(y), para todo x y y en R.
2. v(x+ y) ≥ min {v(x), v(y)}.
3. v(x) = 0 si y solo śı x es una unidad en R, es decir x tiene inverso, x−1, en R.
Esta nueva clase de anillos posee distintas propiedades. Por ejemplo, todos sus ideales son
principales, tiene un único ideal maximal generado por un elemento π llamado parámetro
uniformizador, la función v se puede extender al cuerpo de fracciones de R y lo mas importan-
te para este trabajo se puede construir el cuerpo de los números p-ádicos junto con algunas
propiedades que se van a observar en esta sección. La siguiente proposición afirma algunas
propiedades de los anillos de valuación discreta. Estos conceptos junto a las proposiciones
pueden ser consultadas en [10, caṕıtulo 4].
Proposición 1.4.1 Sea R un anillo de valuación discreta con valuación v, se define v(0) =
∞. Entonces:
1. Dado un entero n > 0, el conjunto In = {x ∈ R; v(x) ≥ n} es un ideal propio de R.
2. I = I1 es un ideal primo y maximal.
Demostración:
1. Por definición v(0) = ∞ y 0 ∈ In y por lo tanto In es distinto de vaćıo. Sea y ∈ In,
entonces v(−y) = v((−1)y) = v(−1) + v(y) ≥ 0 + n = n, esto es −y ∈ In. Por
otro lado si x ∈ In, se tiene que v(x − y) = v(x + (−y)) = min {v(x), v(y)} ≥ n y
v(xy) = v(x) + v(y) ≥ n, demostrando que x − y y xy pertenecen a In. Por último si
a ∈ R, entonces v(ax) = v(a) + v(x) ≥ n por lo tanto ax ∈ In, concluyendo que In es
un ideal de R.
2. Sean x, y en R y xy ∈ I1, x y y en R, entonces v(xy) = v(x) + v(y) ≥ 1, luego
v(x) ≥ 1 − v(y) luego si v(y) = 1 se tiene que y ∈ I1 y v(x) ≥ 0, ahora si v(y) < 1,
implica que v(x) ≥ 1, esto es x ∈ I1 y I1 es un ideal primo . Para demostrar que I1 es
maximal, sea I un ideal propio de R y a ∈ I pero a /∈ I1, entonces: v(a) = 0 y por lo
tanto a tiene elemento inverso, a−1, en R luego aa−1 ∈ I, entonces 1 ∈ I contradiciendo
la hipótesis de ideal propio, por lo tanto a ∈ I1 e I1 es el único ideal maximal de R. ⋄
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Sea K el cuerpo de fracciones de R. Si se permite tomar valores negativos a v, entonces existe
una única extensión de v hacia K que satisface las propiedades 1. y 2. Espećıficamente
para x
y





= v(x) − v(y). Además el conjunto de los elementos z ∈
K tal que v(z) ≥ 0 es precisamente el dominio R. La siguiente proposición muestra que
cada elemento x ∈ K puede ser expresado únicamente por un parámetro uniformizador, π.
Además, afirmar que los únicos ideales propios de R son In y cada uno de ellos son generados
por πn, demostrando que R es un dominio de ideales principales.
Proposición 1.4.2 Sea R un anillo de valuación y K el cuerpo de fracciones, entonces:
1. Si x es un elemento diferente de cero del cuerpo K, entonces x puede ser expresado
únicamente en la forma
x = uπn;
donde n = v(x) y u es una unidad en R.
2. Sea π ∈ R tal que v(π) = 1 (llamado un parámetro uniformizador). Entonces para
cada n > 0, πn genera el ideal In. Estos son los únicos ideales propios en R.
Demostración:





= v(a)− v(πn) = v(a)−nv(π) = 0, luego u = a
πn
es una
unidad de R, por lo tanto a = uπn y u es determinado únicamente por a.
2. Sea π un parámetro uniformizador, se demostrará primero que 〈π〉 = I1, por la pro-






= v(x) − v(π) ≥ 1 − 1 = 0, entonces x
π
∈ R y x = απ, α ∈ R, luego
x ∈ 〈π〉. Aśı I1 = 〈π〉. De manera similar si y ∈ 〈π
n〉, y = xπn, para x ∈ R entonces
v(y) = v(xπn) = v(x) + nv(π) = v(x) + n ≥ n, demostrando que y ∈ In, ahora si





= v(x) − nv(π) ≥ 0, luego x
πn
∈ R y por lo tanto
existe α ∈ R tal que x = απn y x ∈ 〈πn〉. Para demostrar que In son los únicos ideales
propios de R, sea I un ideal propio de R. Entonces el conjunto {v(a); a ∈ I, a 6= 0}
es un subconjunto de los números naturales, y por lo tanto tiene mı́nimo; sea n el
elemento mı́nimo, n = v(a) con a ∈ I − {0}; usando la representación mostrada en el
numeral 1 de este lema, a = uπn, con u una unidad de R; luego πn = au−1 ∈ I y por
lo tanto 〈πn〉 ⊆ I. Ahora si β ∈ I es otro elemento con v(β) ≥ n por la elección de
v(a) = n, entonces v(β) = n+ t, esto es β = uπn+t demostrando aśı que I ⊆ 〈πn〉. ⋄
Considere el anillo Rn = R/ 〈π
n+1〉 de clases módulo πn+1. Denote por K el cuerpo R0 se
plantea la siguiente función uno a uno de K en R, como a → ā. Dado x ∈ R, si a0 es la clase
de equivalencia módulo π, entonces x−a0 es divisible por π, esto es x−a0 = x1π, x1 ∈ R. Si
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ā1 es la clase de equivalencia de x1 módulo π, entonces x1 − a1 = x2π, esto es x ≡ a0 + a1π
(mod π2). Continuando con este proceso, se observa que para cada n > 0, los elementos de
Rn están representados uńıvocamente por todos los elementos de R de la forma
ā0 + ā1π + · · ·+ ānπ
n,
donde ā0, ā1, . . . , ān están en K.
Definición 1.4.1 Sea R un anillo de valuación discreta con parámetro uniformizador π. Se
define la serie infinita formal ā0 + ā1π+ · · ·+ ānπ
n + · · · donde āi ∈ R/ 〈π〉 y el conjunto R̂
de todas estas series infinitas como el completado del anillo R.
Ejemplo 3:
Sea p un número primo. Se define la valuación v sobre el anillo Z de los enteros por v(a) = n
si pn es la potencia más alta de p dividiendo a a, es claro que esta función v cumple las
propiedades 1. 2. de la definición de anillo de valuación. Sin embargo La propiedad 3. no
se cumple entonces se debe pasar del anillo de los enteros, Z, a un conjunto mas grande




; p ∤ b
}
, y defina la
valuación de a
b
sobre la valuación de su numerador.. Este anillo de valuación discreta tiene
como parámetro uniformizador a p. Los anillos Rn son de la forma Z/ 〈p
n+1〉, el anillo de los
enteros módulo pn+1. Todos los representantes son tomados en el cuerpo Fp = Z/ 〈p〉, Los
elementos R̂ son de la forma
a0 + a1p+ a2p
2 + · · ·+ anp
n + · · · .
Donde 0 ≤ an ≤ p para todo n, este conjunto es el de los enteros p-ádicos y es notado por
Zp. El cuerpo de fracciones de Zp es notado por Qp y es llamado el cuerpo de los números
p-ádicos.
1.5. El cuerpo de los número p-ádicos
Esta sección esta dedicada a estudiar el cuerpo de los números p-ádicos, Qp, definido en
la sección anterior. Por ejemplo las extensiones algebraicas definidas sobre Qp, el lema de
Hensel y propiedades sobre el anillo de los enteros para estas extensiones algebraicas. Estos
resultados (teoremas, definiciones y proposiciones) pueden ser consultados en [10, caṕıtulo
5] y [13, caṕıtulos 1 y 3].
Definición 1.5.1 Una función ‖·‖, de un cuerpo F hacia los reales no negativos se dice una
norma si
1. ‖x‖ = 0 si y solo si x = 0.
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2. ‖xy‖ = ‖x‖ ‖y‖, para todo x, y ∈ F.
3. ‖x+ y‖ ≤ ‖x‖+ ‖y‖, para todo x, y ∈ F.
Para cada norma ‖·‖, se define d(x, y) = ‖x− y‖ una métrica para F. El par (F, d) recibe el
nombre de espacio métrico.
Por ejemplo la función, |·|p definida de Q hacia los reales por |x|p = p
v(x), donde la valuación
v (véase ejemplo 3) está definida sobre el numerador del elemento x, es una norma sobre el
cuerpo Q de los números racionales, es fácil observar que esta norma es no arquimediana




, para todo x, y en Q, otra norma sobre Q es el valor
absoluto usual notado por |·|.
En un espacio métrico (F, d), una sucesión {an} se dice de Cauchy si, para todo ǫ > 0,
existe N tal que d(an, am) < ǫ para todo n,m > N . Se dicen que dos métricas, d1 y d2
son equivalentes si una sucesión de Cauchy con respecto a d1 es de Cauchy respecto a d2 y
rećıprocamente. Por ejemplo, las únicas métricas no equivalentes en Q son las definidas por
las normas |·|p y |·| (véase [13, Teorema 1]).
Definición 1.5.2 Un espacio métrico (F, d) se dice completo, si cada sucesión de Cauchy
{an} es convergente, es decir si existe a en F tal que para todo ǫ > 0, existe N tal que
d(an, a) < ǫ para todo n > N .
El cuerpo de los números p-ádicos, Qp junto con la métrica definida como:
d(x, y) = |x− y|p = p
v(x)−v(y),
es un espacio métrico completo (ver [13] página 11). Además el anillo de los enteros p-
ádicos es precisamente el conjunto Zp =
{
a ∈ Qp |a|p ≤ 1
}
. Obsérvese que el conjunto Zp es
precisamente la bola abierta con centro en cero y radio una para la métrica p-ádica, y en esta
métrica todo conjunto es compacto si y solo si es cerrado y acotado, lo que es válido para
el conjunto Zp. Por lo tanto, Zp es un conjunto compacto sobre el espacio métrico (Qp, |·|p).
Para mayor referencias sobre los resultados aqúı citados puede verse [13, páginas 57-58].
1.5.1. Extensión de la norma
Sobre el cuerpo de los números p-ádicos se puede hablar sobre extensiones algebraicas,
precisamente un cuerpo L tal que cada α ∈ L satisface una única ecuación polinómica:
a0 + a1α + · · · + anα
n = 0 con coeficientes en Qp. Además, por la teoŕıa de los espacios
vectoriales se sabe que L es un espacio vectorial sobre el cuerpo Qp. Si la dimensión del
cuerpo L sobre Qp es finita, es decir el cuerpo L considerado como espacio vectorial posee
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una Qp−base finita que genera a L, se dice que L es una extensión finita sobre Qp.
Sobre está extensión algebraica L, lo lógico seŕıa pensar como extender la norma definida
sobre Qp, para aśı obtener un espacio métrico completo. Para poder extender esta norma se
utilizará una función definida en [1, página 9] la cual fue utilizada para cuerpos finitos pero
se puede extender a cuerpos en general.
Los siguientes conceptos y teoremas pueden ser consultados en [9, caṕıtulo 1] ó [13, caṕıtulo
3].
Definición 1.5.3 Sea L = Qp(α) una extensión finita del cuerpo Qp generado por un ele-
mento α que satisface la ecuación polinómica irreducible
0 = xn + a1x
n+1 + · · ·+ an−1x+ an,
ai ∈ Qp. Entonces se define una función desde L hacia Qp, como NL/Qp(α) = (−1)
nan.
En [13, páginas 60-61] se dan tres definiciones equivalentes de la función NL/Qp(α), para este
trabajo se utilizará la definición expuesta anteriormente.
Teorema 1.5.1 (Extensión de la norma) Sea L una extensión finita de Qp. Entonces existe
una norma para cada α en el cuerpo L que extiende a la norma |·|p sobre Qp.
La demostración del teorema 1.5.1 (véase [13, Teorema 11.]) consiste en definir la norma









Sobre este nuevo espacio métrico (L, dp) donde
dp(x, y) = |x− y|p ,
se define el anillo de los enteros sobre la extensión L como:
DL =
{
x ∈ L; |x|p ≤ 1
}
.
En [13, página 64.] se demuestra que precisamente el anillo de los enteros, DL, es el conjunto
de elementos x ∈ L que satisfacen la ecuación a0x
n + a1x
n−1 + · · ·+ xn = 0 con coeficientes
en Zp. Además, se demuestra que este anillo posee un único ideal maximal,
M =
{
x ∈ L; |x|p < 1
}
.
El cuerpo DL/M es llamado el cuerpo residual de la extensión L. Este cuerpo es una ex-
tensión finita de Fp, donde el valor [DL/M : Fp] = f (dimensión sobre DL/M considerado
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como un espacio vectorial sobre Fp) es llamado el grado residual de L sobre Qp. Esta última
afirmación puede ser consultada en [13, páginas 64-65]. Además, para las extensiones finitas
se puede demostrar (véase [13, páginas 67-68]) que el ideal M es un ideal principal, es decir
existe un elemento π en DL, llamado parámetro uniformizador tal que M = 〈π〉, ideal gene-
rado por π.
Este nuevo espacio métrico (L, dp) es completo y además el anillo de los enteros DL es com-
pacto, es decir es cerrado y acotado y por lo tanto se pude concluir que existe una interesante
relación entre L y Qp, en donde se puede afirmar que las propiedades sobre el cuerpo Qp
muy posiblemente sean verdaderas en L. Este importante hecho se puede ver más adelante
en el caṕıtulo 3.
Se termina esta sección con el lema de Hensel y se presentará un caso particular de este lema
para extensiones finitas de Qp, pero antes de enunciarlo y demostrarlo, se enuncia un lema
necesario para la demostración del lema de Hensel (véase [10, proposición 5.19]) .
Durante toda la sección F = 0 notará el siguiente sistema.
F1(x1, x2, ..., xs) = 0
F2(x1, x2, ..., xs) = 0
...
Fs(x1, x2, ..., xs) = 0,
(1.5)
donde F1, . . . , Fs son polinomios en x1, . . . , xs variables con coeficientes en un anillo de va-
luación discreta R
Definición 1.5.4 Un anillo de valuación discreto R se dice completo si R̂ = R
Una forma muy efectiva para determinar si un anillo de valuación discreta es completo, es
observando su cuerpo de fracciones K, si el cuerpo de fracciones con la siguiente norma
|x| = γ−v(x),
donde γ es un número real mayor que 1 y v(x) la valuación del elemento x, es completo,
entonces R es completo. Este hecho puede consultarse en [10, proposición 5.7 ].
Proposición 1.5.1 Sea F un sistema de s series formales en s variables sin término cons-
tante y JF(0) el jacobiano de dicho sistema. Supóngase que el Jacobiano JF(0) es una unidad
del anillo R. Entonces F tiene un sistema único G tal que F ◦G = (x1, . . . , xs) = G ◦ F.
La demostración de esta última proposición puede ser consultada en [10, páginas 59-60 ].
A continuación se enuncia el lema de Hensel para sistemas de s polinomios en s variables
(forma cuadrada del lema de Hensel), después se enuncia el caso en general.
1.5 El cuerpo de los número p-ádicos 17
Lema 1.5.1 (Forma cuadrada del lema de Hensel) Sea F un sistema de s polinomios en s
variables con coeficientes en el anillo de valuación discreto completo R. Sea a = (a1, . . . , as) ∈
Rs tal que
F(a) ≡ 0(mod π2δ+1),
donde
δ = v (JF(a)) < ∞.
Entonces existe un único cero b ∈ Rs del sistema F tal que
b ≡ a(mod πδ+1).
Demostración: Sea MF(a) la matriz jacobiana del sistema (1.5) y JF(a) su Jacobiano. Por
un resultado del álgebra lineal (véase [14, Teorema 2.3.4]) si N es la matriz adjunta de la
matriz MF(a) entonces se tiene que
MF(a)N = JF(a)I,
donde I es la matriz identidad sxs. Por hipótesis y la proposición 1.4.2, JF(a) = uπ
δ, donde
u es una unidad en R.
Por la fórmula de Taylor aplicada a cada uno de los polinomios del sistema F, se obtiene la
siguiente ecuación vectorial:
F(a+ πδX) = F(a) +MF(a) · π
δX + π2δr(X),
donde r(X) es un vector de polinomios donde cada término es de grado mayor o igual que
2. Si P = u−1N , la última ecuación puede ser reescrita como
F(a+ πδX) = F(a) +MF(a)π
δ · (X + Pr(X))
F(a+ πδX) = F(a) +MF(a) · π
δX +MF(a)P · π
δr(X).
Sea G(X) = X + P · r(X), observe que MG(0) = I y por lo tanto JG(0) = 1, luego
sustituyendo el la última fórmula se obtiene que
F(a+ πδX) = F(a) +MF(a) · π
δG(X). (1.6)
Por la proposición 1.5.1 se puede encontrar un único sistema H de series de potencias for-
males sin término constante, invertible al sistema (de polinomios) G bajo la composición.
Sustituyendo H(X) por X en la ecuación (1.6) se obtiene que:
F(a+ πδH(X)) = F(a) +MF(a) · π
δX.
De la última ecuación se puede sustituir por algún vector x ∈ Rn que es congruente con cero
módulo π. Por hipótesis
F(a) = π2δc,
18 1 Preliminares
donde c ≡ 0(mod π).
Luego se debe encontrar x ≡ 0(mod π) tal que F(a+ πδH(x)) = 0 y
0 = π2δc+MF(a) · π
δx




Como MF(a) es una matriz no singular, este sistema de ecuaciones lineales homogéneas tiene
una única solución x = −Pc ≡ 0(mod π), por lo tanto el vector b = πδH(−Pc) + a es el
único vector que satisface el sistema F y las condiciones del lema. ⋄
Ahora se generaliza el lema de Hensel para un sistema de s − r ecuaciones en s variables,
0 ≤ r ≤ s.
Lema 1.5.2 (Lema general de Hensel) Sea F un sistema de s− r polinomios en s variables
con coeficientes en el anillo de valuación discreto completo R. Supóngase que existe a =
(a1, . . . , as) ∈ R
s y un entero δ tal que
F(a) ≡ 0(mod π2δ+1),
y que la matriz jacobiana MF(a) reducida módulo π
δ+1 tiene rango máximo. Entonces existe
b ∈ Rs tal que es cero para el sistema F y tal que
b ≡ a(mod πδ+1).
Demostración: Se puede asumir que el determinante D = det (∂Fi/∂xj) (r + 1 ≤ i, j ≤ n)
es no congruente con cero módulo πδ+1, entonces se puede expandir el sistema tomando s
polinomios de la siguiente forma: Fi(x1, . . . , xs) = xi − ai para 1 ≤ i ≤ r. Luego el jacobiano
del sistema expandido es igual a D, y se puede aplicar el lema 1.5.1 para encontrar b ∈ Rs,
solución del sistema F tal que b ≡ a(mod πδ+1). ⋄
Lema 1.5.3 (Lema de Hensel para extensiones finitas de Qp) Sea L una extensión finita
de Qp con ideal maximal generado por π. Considere el sistema F de dos polinomios en s
variables definido sobre L. Supóngase que existe t ∈ Ls tal que
F(t) ≡ 0 (mod π)













tiene rango máximo módulo π. Entonces existe u ∈ Ls tal que F(u) = 0 y u ≡ t (mod π).
2 Soluciones no singulares de un par de
ecuaciones homogéneas con
coeficientes en un cuerpo finito
En 1966, Davenport y Lewis en su art́ıculo “Notes on Congruences III” demostraron que
bajo ciertas condiciones el sistema:
F1(X) = a1x
k





1 + · · ·+ bsx
k
s = 0,
con coeficientes en el cuerpo Fp, siempre tiene una solución no singular. Este resultado es
el teorema 1 en [6] y para su demostración necesitaron dos lemas. El primer lema (véase [6,
lema 1]) muestra la cantidad de elementos en Fp que se pueden representar por una forma
aditiva de m variables de grado k. y el segundo (véase [6, lema 2]) muestra las condiciones
necesarias para que dos polinomios con coeficientes en Fp, de grado k en s variables, tengan
un cero simultáneamente. Además, En este mismo art́ıculo se plantea el problema de gene-
ralizar estas ideas a cuerpos finitos arbitrarios.
La respuesta afirmativa al problema planteado por Davenport y Lewis es demostrada por
Knapp en su art́ıculo “Pairs of homogeneous additive equations” (véase, [12, teorema 1.1]),
utilizando algunos resultados previos como: el teorema combinatorio de los ceros (véase, [2,
teorema 1.2]), la notación de variables coloreadas introducida por Brüdern y Godinho, en [3,
página 510], el conjunto de potencias k-ésimas en un cuerpo finito, el teorema de Chevalley
([4, teorema 1]), entre otros resultados más.
En este caṕıtulo se mostrarán las herramientas necesarias para comprender totalmente el teo-
rema 1.1 en [12], además de extender o generalizar a Fq los lemas presentados por Davenport
y Lewis en [6].
2.1. El teorema combinatorio de los ceros
Esta sección esta dedicada a estudiar el teorema combinatorio de los ceros. Este teorema
puede consultarse en [2, teorema 1.2] (o en [15] para una demostración más corta) y al
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finalizar la sección se utilizará para demostrar el teorema de Cauchy-Davenport ([2, teorema
3.2] ).
Teorema 2.1.1 (Teorema combinatorio de los ceros) Sea Fq un cuerpo arbitrario, y sea




donde cada ti es un entero positivo, y suponga que el coeficiente de
s∏
i=1
xtii en F es distinto
de cero. Entonces, si A1, ..., As son subconjuntos de Fq con |Ai| > ti, existen y1 ∈ A1, y2 ∈
A2, ..., ys ∈ As tal que
F (y1, y2, ..., ys) 6= 0.




entonces para algún j, tj = 1 y ti = 0 para i 6= j, entonces el polinomio tiene la forma
F (x1, ..., xs) = axj + b; a distinto de cero, a, b ∈ Fq, por lo tanto para los subconjuntos
Ai = Fq y Aj = Fq−{−b/a} existen y1 ∈ A1, y2 ∈ A2, ..., ys ∈ As tal que F (y1, y2, ..., ys) 6= 0.
Suponga que deg(F ) > 1 y F satisface las hipótesis del teorema pero que la afirmación sea
falsa; esto es F (x1, ..., xs) = 0 para cada n−upla (x1, ..., xs) ∈ A1×A2×· · ·×As. Sin pérdida
de generalidad podemos suponer que t1 > 0 y fijar y ∈ A1 para obtener:
F = (x1 − y)Q+R , (2.1)
usando el algoritmo de la división para polinomios. La ecuación (2.1) es una identidad en el
anillo de polinomios en una variable x1 y coeficientes en Fq[x2, ..., xs]. Desde luego el grado
de R en la variable x1 es estrictamente menor que deg(x1− y) = 1 y de aqúı se concluye que
R no contiene en absoluto a x1. Por las hipótesis sobre F se sigue que Q debe contener un
monomio distinto de cero de la forma xt1−11 x
t2
2 · · · x
ts
s y deg(Q) =
s∑
i=1
ti − 1 = deg(F )− 1.
Tomando algún (y, ..., as) ∈ {y} × A2 × · · · × As y sustituyendo en la ecuación (1.2), se
obtiene que:
F (y, ..., as) = (y − y)Q(y, ..., as) +R(y, ..., as)
0 = R(y, ..., as).
Pero R no contiene a x1, luego R se anula también en A1 − {y} × A2 × · · · × As. Entonces
para cada (a1, ..., as) ∈ A1 − {y} × A2 × · · · × As,
F (a1, ..., as) = (a1 − y)Q(a1, ..., as) +R(a1, ..., as)
0 = Q(a1, ..., as),
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contradiciendo la hipótesis de inducción. ⋄
El teorema anterior es llamado por su autor como el teorema combinatorio de los ceros por las
numerosas aplicaciones en teoŕıa de números combinatoria. Una de las muchas aplicaciones
es el teorema de Cauchy-Davenport, expuesto a continuación.
Teorema 2.1.2 (Cauchy-Davenport) Si p es un primo, y A y B son dos subconjuntos no
vaćıos de Fp, entonces
|A+ B| ≥ min {p, |A|+ |B| − 1} ,
donde A+ B = {a+ b; a, b ∈ Fp}.
Demostración: Si |A|+ |B| > p el resultado es trivial, desde luego en este caso, para cada
g ∈ Fp los dos subconjuntos A y {g} − B se interceptan implicando que A + B = Fp. Se
asume que |A|+ |B| ≤ p y se supone que el resultado es falso, esto es |A+ B| ≤ |A|+ |B|−2.
Sea C un subconjunto de Fp que satisface los siguiente: A + B ⊆ C y |C| = |A| + |B| − 2.
Definimos F (x, y) =
∏
c∈C
x+ y − c y observamos que, por la definición de C,
f(a, b) = 0 para todo a ∈ A , b ∈ B . (2.2)
Sean t1 = |A| − 1, t2 = |B| − 1 y note que el coeficiente de x
t1yt2 en f es el coeficiente
binomial
(
|A|+ |B| − 2
|A| − 1
)
que es distinto de cero en Fp, puesto que |A|+ |B| − 2 < p. Por
el teorema 2.1.1, con n = 2, A1 = A y A2 = B, existe a ∈ A y b ∈ B tal que f(a, b) 6= 0, en
contradicción con la ecuación (2.2) y completando la demostración. ⋄
Las demostraciones de los teoremas 2.1.1 y 2.1.2 pueden ser consultadas en [15, teorema
1.1] y [2, teorema 3.2]. El teorema de Cauchy Davenport fue utilizado para dar una de las
demostraciones del lema 1 en [6] y es por esto que consideramos interesante exponerlo en
este trabajo.
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1 + · · ·+ bsx
k
s = 0. (2.3)
Donde ai, bi (i = 1, . . . , s) están en algún cuerpo finito Fq. Por la definición 1.2.3 se sabe
que el sistema (2.3) tiene una solución no singular si el determinante de la matriz jacobiana,





(i = 1, 2, j = 1, ..., s) evaluada en cada solución no trivial X = (x1, . . . , xs) de (2.3),














tiene determinante distinto de cero. Por lo tanto se concluye que el sistema (2.3) tiene
solución no singular si la expresión
k2xk−1i x
k−1
j (aibj − ajbi); (2.4)
es distinta de cero en Fq para algunas variables xi, xj .
En esta sección se introduce la notación de variables coloreadas para el sistema (2.3), nota-
ción desarrollada por Brüdern y Godinho en su art́ıculo “On Artin’s conjeture, II: pairs of
additive forms” (véase [3, página 519]). Además, se obtiene un nuevo criterio (véase [3, lema
4.1]) para determinar si una solución no trivial del sistema (2.3) es no singular.











, v ∈ Fq;
en la siguiente observación veremos qué sucede si el cuerpo finito es Fp.
Observación: Si Fq = Fp, entonces F
2
p − {(0, 0)} es la unión disjunta de p+ 1 rectas
Lv = {cev, 1 ≤ c ≤ p− 1} (0 ≤ v ≤ p) .
En efecto:
Lv 6= Lw si y solo si v 6= w, puesto que Lv = Lw, si y solo si existen c, d ∈ Fp tales que
cev = dew. Por lo tanto c = d y cv = dw, de donde v = w.






∣F2p − {(0, 0)}
∣
















En el sistema (2.3), observemos que para una variable xi, el vector de coeficientes de xi





= aev para algún a ∈ Fq y v ∈ Fq∪{∞}, puesto que si bj = 0
entonces a = aj y v = ∞ y si bj 6= 0, entonces a = bj y v = b
−1
j aj. En este caso se puede
llamar a v el color de la variable xi y se notará por v(j). Sea Iv = {1 ≤ j ≤ s; v(j) = v} el
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conjunto de variables con color v y Iv = |Iv|, cardinal del conjunto Iv. Un color v es cero











tiene una solución no trivial.
La utilidad de esta definición es clara cuando se considera la condición de no singularidad.
Como se observó anteriormente para las variables xi y xj tales que (2.4) sea distinto de cero
se deben tener las siguientes condiciones: (1) p ∤ k y (2) la matriz
(
a1x1 · · · asxs
b1x1 · · · bsxs
)
tiene rango 2. Un nuevo criterio para determinar si una solución no trivial del sistema (2.3)
sea no singular la da el siguiente lema.
Lema 2.2.1 Una solución no trivial del sistema (2.3) es no singular si y solo si este contiene
al menos dos variables de diferente color.
Demostración: (⇒) Sean x1, . . . xs una solución no trivial del sistema (2.3), entonces por
hipótesis k2xk−1i x
k−1
j (aibj − ajbi) es distinto de cero y la matriz
(
a1x1 · · · asxs
b1x1 · · · bsxs
)
;
















= dew, luego ai = cv, bi = c y aj = dv, bj = d. Si v = w entonces
xixj(cvd − dvc) = 0, llegando a una contradicción. Por lo tanto v 6= w y los colores xi y xj
son diferentes.
(⇐) Sean v y w dos colores diferentes para las variables xi y xj, respectivamente; entonces










= dew; luego la expresión xixjcd(v − w)
es distinta de cero para una solución no trivial del sistema (2.3) y por lo tanto el sistema
tiene solución no singular. ⋄
A partir de este lema se puede demostrar el siguiente resultado.
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Lema 2.2.2 Si dos colores son cero representables, entonces el sistema (2.3) tiene una so-
lución no singular
Demostración: Si dos colores son cero representables asociados a variables del sistema
(2.3), entonces son distintos y por lema anterior se concluye que la solución es no singular.
Observación 1: Por el lema anterior si el sistema tiene dos colores cero representables
entonces la solución es no singular. Si los colores no son cero representables, esta solución
debe tener variables distintas de cero y al menos dos colores diferentes, ya que si todas las
variables fueran de un mismo color entonces tal color seŕıa cero representable, entonces la
solución es no singular. Por lo tanto siempre se asume que el sistema (2.3) tiene un color
cero representable y si se desea se puede suponer que ∞ es el color cero representable.
2.3. Soluciones no singulares en un par de ecuaciones
homogéneas
Esta sección está dedicada a estudiar el siguiente teorema, el cual es uno de los principales
objetivos de este trabajo.
Teorema 2.3.1 Sea p un número primo, y sea q = pf para algún entero positivo f . Consi-
dere el sistema (2.3) donde los coeficientes están en el cuerpo finito Fq y los coeficientes ai
y bi son ambos distintos de cero. Suponga que p ∤ k, que s ≥ 2k+1, y que cada combinación
lineal no trivial de las dos polinomios contiene al menos k + 1 variables con coeficientes
diferentes de cero. Entonces el sistema (2.3) tiene una solución no singular.
El teorema anterior fue enunciado y demostrado por Knapp en [12] y es la generalización
del teorema 1 en el art́ıculo [6] escrito por Davenport y Lewis y aunque las hipótesis del
teorema le exigen bastantes condiciones al sistema (2.3), estas no pueden ser eliminadas ni
reemplazadas, este hecho se puede resumir en la siguiente observación.
Observación 2: La condición p ∤ k es necesaria, pues de lo contrario la expresión (2.4) podŕıa
ser cero para algunos xi, xj , puesto que Fq tiene caracteŕıstica p. La condición s ≥ 2k + 1
es incluida para garantizar (por el corolario 1.2.2.1) que (2.3) tiene una solución no trivial
y, por último, la condición de la combinación lineal se necesita incluso cuando el cuerpo
tiene cardinal igual a un número primo. Por ejemplo, si se considera el siguiente sistema de


















5 = 0 , (2.5)
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se verifica que la combinación lineal 1F1+0F2 contiene al menos 5 variables distintas de cero.
Por el ejemplo 2, caṕıtulo 1, los únicos valores de x6 en F7 son 0 y 1 y para encontrar las so-









2 +3 = 0, entonces x
6
2 = 3+ x
6
1 y si x
6
1
es igual a 1 o 0 entonces x62 seŕıa igual a 4 o 3 respectivamente y esto es una contradicción.
Por lo tanto xi = 0 para i = 3, 4, 5 ya que si xi 6= 0 para algún i, entonces no seŕıa solución








2 = 1. Luego el sistema tiene solución no
trivial de la forma (x1, x2, 0, 0, 0), donde x1, x2 pertenecen a F
∗
7 pero esta solución es singular
ya que la expresión 36x6ix
6
j(aibj − ajbi) es cero para la solución (x1, x2, 0, 0, 0). Además, si se
considera una combinación lineal no trivial mF1 + nF2, entonces si m 6= 0, X = (1, 1, 0, 0, 0)
es una solución no trivial de esta forma y si m = 0, entonces X = (0, 0, 1, 1, 1) es la solución
no trivial de mF1 + nF2.
La demostración del teorema 2.3.1 se hace considerando dos casos: el primero cuando el
cuerpo Fq es generado por las potencias k-ésimas de Fq, es decir, si el subcuerpo S (véanse
las proposiciones 1.3.1 y 1.3.2) es exactamente igual a Fq, entonces las ideas de Davenport y
Lewis son suficientes para demostrar el teorema (véanse los lemas 2.3.1 y 2.3.2). El segundo
caso es cuando S es distinto de Fq, es decir, cuando el conjunto de sumas de potencias
k-ésimas de Fq conforma un subcuerpo propio de Fq, entonces la idea fundamental para
demostrar el teorema es generar un sistema nuevo a partir de (2.3) pero con coeficientes
en S y asegurar por el Teorema de Chevalley (corolario 1.2.2.1) que el nuevo sistema tiene
solución no trivial (véase el lema 2.3.4). Para ambos casos se utiliza la notación de variables
coloreadas y el teorema combinatorio de los ceros.
2.3.1. Demostración del teorema 2.3.1: Caso Fq = S
Antes de iniciar esta sección se fijará una notación para la demostración del teorema 2.3.1.
Se definen p, q, f, k y s como en la proposición del teorema. Observando que el conjunto de
potencias k-ésimas en Fq es el mismo que el conjunto de potencias (k, q − 1)−ésimas (véase
proposición 1.3.1), se puede asumir sin pérdida de generalidad que k | q − 1, condición que
supondremos durante todo el trabajo. Sea Fqk el conjunto de potencias k-ésimas distintas de
cero en Fq, y sea S el subcuerpo de Fq generado por Fqk bajo la adición (véase la proposición
1.3.2). Sea |S| = pr (lo cual define a r) y observemos que r ≥ 1 (ya que 1 ∈ S) y que Fq es
un espacio vectorial sobre S de dimensión d = f/r (véase la proposición 1.1.1).
Lema 2.3.1 Considere la forma aditiva
G(x1, . . . , xn) = a1x
k
1 + · · ·+ anx
k
n
sobre Fq, donde k | q − 1 y todos los coeficientes son distintos de cero. Supóngase que el
conjunto de potencias k-ésimas en Fq generan a Fq bajo la adición. Entonces el número de
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, q − 1
}
.
Demostración: Por hipótesis el conjunto Fqk genera a Fq bajo la adición y por lo tanto
existe una base B =
{
xki ; xi ∈ Fq
}
de cardinal t, entero positivo, contenida en Fqk tal que
a = aix
k
i + · · ·+atx
k
t para ai ∈ Fp; i = 1, . . . , t. Esto es el conjunto Fqk genera a Fq cuando Fq
es considerado como espacio vectorial sobre Fp. Similarmente, si a ∈ F
∗
q, entonces el conjunto{
axk; x ∈ Fq
}
genera a Fq, luego existe Ba =
{
avki ; a ∈ F
∗
q, v ∈ Fq i = 1, . . . ,m
}
base para





1 + · · ·+ aix
k
i ; x1, . . . , xi ∈ Fq
}
para 1 ≤ i ≤ n. Para i ≤ j, y ∈ Ki, en-
tonces y = a1x
k




1 + · · · + aix
k
i + ai+10
k + · · · + aj0
k; esto es y ∈ Kj
y por lo tanto Ki ⊆ Kj. El primer objetivo es demostrar que si Ki = Ki+1 para algún i,
entonces se debe tener que Ki = Fq, es claro que si y ∈ Ki para algún i, entonces y ∈ Fq.




i+1; xi+1 ∈ Fq
}




j ; v ∈ Fq j = 1, . . . ,mi+1
}
para Fq. La condición de
que Ki = Ki+1 implica que adicionando cada elemento de Ki un elemento de la base Bai+1 ,
fija a otro elemento de Ki, esto es, si y ∈ Ki, entonces y + ai+1b1v
k
1 pertenece a Ki para
b1 ∈ Fp y por lo tanto si se adiciona a cada elemento y ∈ Ki una combinación lineal de los
elementos de Bai+1 se obtiene un nuevo elemento de Ki. Por lo tanto , aplicando inducción
sobre mi+1, se tiene que y + ai+1b1v
k
1 + · · · + ai+1bmi+1v
mi+1
1 ∈ Ki, para bj ∈ Fp, entonces
z = y + ai+1b1v
k
1 + · · · + ai+1bmi+1v
mi+1
1 = y + w, w = ai+1b1v
k
1 + · · · + ai+mi+1bmi+1v
mi+1
1 .
Luego para todo w ∈ Fq, existen y, z ∈ Ki tales que z − y = w, de modo que Fq = Ki.
Ahora si Ki+1 = Ki para algún i, entonces la forma G(x1, . . . , xn) representa a todos los
elementos distintos de cero de Fq, y el lema es verdadero. Si Ki 6= Ki+1, entonces la demos-
tración del lema se reduce a demostrar que:
1. K1 contiene al elemento cero y al menos
q−1
k
elementos distintos cero y;




Si se demuestran 1. y 2. entonces el número de elementos distintos de cero que representa la
















distintos de cero de Fq.
Por la proposición 1.3.1 se sabe que K1 = Fqk tiene
q−1
k
elementos diferentes de cero y si
x1 = 0 entonces 0 ∈ K1, demostrando aśı la primera afirmación.
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Para demostrar la segunda afirmación, suponga que x ∈ Ki+1 −Ki, como 0 ∈ K1. Entonces
x es diferente de cero, entonces se demostrará que si y ∈ F∗q, entonces y
kx ∈ Ki+1−Ki. Como
x ∈ Ki+1, entonces x se puede escribir como x = a1x
k
1 + · · · + ai+1x
k
i+1 para x1, . . . , xi+1 en
Fq. Luego se tiene que:
ykx = yka1x
k





k + · · ·+ ai+1(yxi+1)
k.
Supóngase que ykx ∈ Ki, entonces y
kx se podŕıa escribir como: x = a1x
k
1 + · · · + aix
k
i para
algunos (y diferentes) x1, . . . , xi. Sin embargo, como y 6= 0, se tiene que:
x = a1(y
−1x1)
k + · · ·+ ai(y
−1xi)
k ∈ Ki.




potencias tenga el cuerpo Fq) y por lo tanto |Ki+1| ≥ |Ki|+
q−1
k
, demostrando aśı el lema. ⋄
En el siguiente ejemplo se muestra que el lema 2.3.1 es falso si se elimina la hipótesis: el
conjunto de potencias k-ésimas en Fq generan a Fq bajo la adición.
Ejemplo 1: Sean k = 5 y el cuerpo de 16 elementos F16. Como se observó en el ejemplo 2
del caṕıtulo anterior, para una ráız primitiva g de este cuerpo, donde g4 = g+1. El conjunto
de potencias 5-ésimas es:
F165 =
{
0, 1, g2 + g, g2 + g + 1
}
.
Además, se observa que la suma de tres elementos distintos de F165 es:
1 + (g2 + g) + (g2 + g + 1) = 0
0 + (g2 + g) + (g2 + g + 1) = 1
0 + 1 + (g2 + g + 1) = g2 + g
0 + 1 + (g2 + g) = g2 + g + 1,
los cuales son elementos de F165 y también ocurre lo mismo si se toman sumas en donde los
algunos sumandos son iguales. Esto es la forma







representa al menos 4 elementos de F16 contradiciendo el lema 2.3.1, el cual asegura que esta
forma debe representar al menos min {9, 15} elementos de F16.
El lema 2.3.2 presentado por Davenport y Lewis es también verdadero para cuerpos finitos
y su demostración es exactamente igual a la presentada en su art́ıculo, aunque la única
diferencia es que se utiliza el teorema combinatorio de los ceros (Teorema 2.1.1).
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Lema 2.3.2 Sea q = pf y supóngase que k | q − 1. Sean G y H dos formas definidas sobre
Fq de grado k en s variables, donde s > k. Sean γ1, . . . , γµ elementos distintos y diferentes
de cero de Fq, donde
µ >
(q − 1)(2k − s)
k
.
Entonces existen y1, . . . , ys no todos cero tal que
G(Y ) = 0 ó G(Y ) = γi,
H(Y ) = 0
para algún i.
Demostración: Sean β1, . . . , βρ los otros elementos distintos de cero y diferentes de γ1, . . . , γµ.
Como −µ < − (q−1)(2k−s)
k
, entonces:
ρ = (q − 1)− µ < (q − 1)−
(q − 1)(2k − s)
k
=
(q − 1)k − (q − 1)(2k − s)
k
=
(q − 1)(k − 2k + s)
k
=
(q − 1)(s− k)
k
. (2.6)
Considere el siguiente polinomio







(βi −G)− β1 · · · βρ(1− x
q−1
1 ) · · · (1− x
q−1
s ).
Por la estructura del polinomio se observa que contiene el término
±β1 · · · βρx
q−1
1 · · · x
q−1
s . (2.7)
de grado total s(q − 1) y cada término distinto de (2.7) tiene grado menor, ya que el grado
de la primera parte del polinomio es
(q − 1)k + ρk < (q − 1)k +
(q − 1)(s− k)
k
k véase (2.6)
= (q − 1)s.
Por lo tanto el polinomio P (x1, . . . , xs) tiene grado total (q−1)s =
s∑
i=1
(q−1) y el coeficiente
del término ±β1 · · · βρx
q−1
1 · · · x
q−1
s es distinto de cero. Entonces por el teorema 2.1.1 (teorema
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combinatorio de los ceros) para cada subconjunto Ai = Fq, i = 1, . . . , s, existen yi ∈ Ai no
todos cero tales que P (y1, . . . , ys) = P (Y ) 6= 0 y además el polinomio se anula si y1, . . . , ys
son todos iguales a cero. Esto es







(βi −G(Y ))− β1 · · · βρ(1− y
q−1
1 ) · · · (1− y
q−1
s ).
Utilizando el hecho de que aq−1 = 1 para todo a ∈ F∗q, entonces:








es distinto de cero con lo cual H(Y ) = 0 (ya que si H(Y ) 6= 0, entonces Hq−1(Y ) = 1) y
G(Y ) = 0 ó G(Y ) 6= βi. La última afirmación implica que G(Y ) = 0 ó G(Y ) = γj para algún
j. Concluyendo la demostración. ⋄
Demostración Teorema 2.3.1: Se demostrará el teorema 2.3.1 cuando Fq = S (el subcuer-
po de las sumas de potencias k-ésimas en Fq es igual al cuerpo Fq). Como se mencionó ante-
riormente (véase la observación 2), se puede asumir que exactamente un color de las variables
son cero representables, y sin pérdida de generalidad se puede asumir que este color es ∞.
Suponga que n variables son de este color y reordenando estas variables se puede suponer













n+1 + · · ·+ bsx
k
s = 0,
donde bn+1, . . . , bs son distintos de cero. Las hipótesis del teorema implica que s ≥ 2k + 1 y
s− n ≥ k+1 (para la combinación lineal 0F1(X) + 1F2(X) el número de variables distintas









, q − 1
}
valores distintos de cero en Fq. Se supone
primero que n ≥ k, entonces a1x
k
1 + · · · + anx
k
n representa q − 1 valores distintos de cero.
Como el color ∞ es cero representable, está expresión representa de manera no trivial a cada
elemento de Fq. Como s − n ≥ k + 1, existen por el Teorema de Chevalley (véase corolario
1.2.2.1) elementos yn+1, . . . , ys en Fq no todos cero tales que:
bn+1y
k
n+1 + · · ·+ bsy
k
s = 0. (2.8)
Suponga que an+1y
k
n+1 + · · · + asy
k
s = A. Entonces se pueden encontrar y1, . . . , yn distintos
de cero tal que a1y
k
1 + · · · + any
k
n = −A, de modo que (x1, . . . , xs) = (y1, . . . , ys) da una
solución no trivial del sistema (2.3). Como esta solución no trivial del sistema (2.3) involucra
variables distintas de cero de diferente color, un color para x1, . . . , xn y al menos un color
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para xn+1, . . . , xs (recuerde que bn+1, . . . , bs son distintos de cero y por lo tanto el color para
las variables xn+1, . . . , xs no es ∞) esta solución es no singular (véase lema 2.2.1).
Ahora suponga que n < k de modo que se puede garantizar que la expresión a1x
k
1 + · · · +
anx
k
n toma al menos
n(q−1)
k




Entonces se quiere encontrar yn+1, . . . , ys, distintos de cero, tales que:
an+1y
k
n+1 + · · ·+ asy
k
s = 0 ó an+1y
k
n+1 + · · ·+ asy
k
s = γi
y para algún i,
bn+1y
k
n+1 + · · ·+ bsy
k
s = 0.




















(2k − (s− n)),





s = γ; entonces si γ = 0 o γ = γi para algún i, se pueden escoger y1, . . . , yn
distintos de cero tales que a1y
k
1 + · · ·+ any
k
n = −γ. Esto es, (x1, . . . , xs) = (y1, . . . , ys) es una
solución no trivial del sistema (2.3). Como antes, esta solución contiene variables distintas
de cero de diferente color: un color para x1, . . . , xn y al menos un color para xn+1, . . . , xs;
por el lema 2.2.1 esta solución es no singular. Esto completa la demostración del teorema
2.3.1 si Fq = S ⋄.
2.3.2. Demostración del teorema 2.3.1: Caso Fq 6= S
Lema 2.3.3 Suponga que k | q − 1 y que el conjunto de potencias k-ésimas generan bajo la
adición el subcuerpo S de pr elementos. Entonces el conjunto de potencias k-ésimas en Fq,




Demostración: Nótese que 0k = 0m = 0, esto es el elemento 0 es una potencia k-ésima en Fq
y una potencia m-ésima en S. Como k | q− 1. Entonces por la proposición 1.3.1, el conjunto
F∗qk de potencias k-ésimas distintas de cero en Fq forman un subgrupo multiplicativo en F
∗
q
2.3 Soluciones no singulares en un par de ecuaciones homogéneas 31
de cardinal q−1
k
. Además, es un subconjunto de S, es cerrado para el producto en S y para
cada x distinto de cero en F∗qk , x
−1 está en F∗qk . Entonces F
∗
qk
es un subgrupo de S∗ = S−{0};
luego q−1
k
debe dividir a |S∗| = pr − 1. En otras palabras, se tiene
q − 1
k
| pr − 1 ⇒ pr − 1 = m
q − 1
k











para algún m entero. (2.9)
Desde luego S∗ es un grupo ćıclico de orden pr − 1 (proposición 1.1.4) y por la proposición
1.1.5 tiene un único subgrupo de orden p
r−1
m
y observe que el conjunto Fqk forma un subgrupo
de S∗ de este orden (véase (2.9)). También, como m | pr − 1 por la proposición 1.3.1 existen
pr−1
m
potencias m-ésimas distintas de cero en S∗, y estas forman también un subgrupo de S∗.
Luego estos subgrupos deben ser los mismos. ⋄
Lema 2.3.4 Suponga que k | q − 1, y que el conjunto de potencias k-ésimas en Fq generan
bajo la adición el subcuerpo S, el cual contiene pr elementos y que pr 6= q. Si q 6= 4, entonces
el sistema (2.3) tiene una solución no trivial siempre que s ≥ k + 1. Si q = 4 entonces el
sistema (2.3) tiene una solución no trivial siempre que s ≥ k + 2.
Demostración: Sea [Fq : Fp] = f , entonces f = [Fq : S] [S : Fp] = [Fq : S] r. Esto es, [Fq : S]
= f
r
, sea d = f
r
, luego Fq = S(α), para algún α ∈ Fq, es decir Fq es una extensión finita de S
de grado d. Por lo tanto cada elemento ai ∈ Fq puede escribirse como:
ai = ai,0 + ai,1α + · · ·+ ai,d−1α
d−1, (2.10)
donde ai,0, ai,1, · · · ai,d−1 ∈ S. Entonces se puede reemplazar en la ecuación
a1x
k
1 + · · ·+ asx
k
s = 0, (2.11)
con coeficientes Fq, por la siguiente ecuación
(
a1,0 + · · ·+ a1,d−1α
d−1
)
xk1 + · · ·+
(




obteniendo el siguiente sistema de ecuaciones
a1,0x
k












Simplificando este sistema se obtiene que
a1,0x
k
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donde los coeficientes están en S; como S es un subcuerpo de Fq, entonces si el sistema (2.12)
tiene una solución no trivial entonces también la tiene la ecuación (2.11).
Similarmente, el sistema (2.3) puede ser reemplazado por el sistema
a1,ix
k
1 + · · ·+ as,ix
k
s = 0, 0 ≤ i ≤ d− 1
b1,ix
k
1 + · · ·+ bs,ix
k
s = 0, (2.13)
de 2d ecuaciones diagonales de grado k con coeficientes en S. Como se dijo anteriormente.
Si el sistema (2.13) tiene una solución no trivial, entonces también la tiene el sistema (2.3).
Como el conjunto Fqk de potencias k-ésimas es igual al conjunto de potencias m-ésimas en
S por el lema 2.3.3, reemplazando todas las expresiones de xki en (2.13) por x
m
i fijan un
nuevo sistema de 2d ecuaciones de grado m que tienen soluciones no triviales sobre S si y
solo si (2.13) tiene solución no trivial. Esto es si se puede encontrar una solución, con todas
las variables en S, de este nuevo sistema de grado m, entonces se tendŕıa una solución del
sistema (2.3) con todas las variables en Fq.
Por el teorema de Chevalley (corolario 1.2.2.1), se puede solucionar el sistema de ecuaciones








Esto es, el número de variables es mayor que el número de ecuaciones por el grado. Por lo
tanto se necesita demostrar que:






cuando q 6= 4 y que k+2 es más grande que el lado derecho de la desigualdad (2.14) cuando
q = 4. La demostración de la desigualdad se divide en dos casos
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zd−1 + zd−2 + · · ·+ 1
;
reemplazando z = pr y f = rd
= kpd−1
1




(ya que pf−r ≤ pf−2r + · · ·+ 1)
= kpd−1−r(d−1) (puesto que d− 1 < r(d− 1))
≤ k
< k + 1.
Tal como se queŕıa. Luego el lema queda demostrado cuando 2d ≤ pd−1.
Caso 2: Para el caso número 2, primero que todo se sabe que S es un subcuerpo propio
de Fq, entonces d ≥ 2. Por lo tanto las parejas de la forma (p, d) que hacen verdadera la
desigualdad 2d ≥ pd−1 son (2, 3), (3, 2) y (2, 2).


















22r + 2r + 1
,
puesto que 23r − 1 = (2r − 1)(22r + 2r + 1).
Para r ≥ 1, 22r + 2r + 1 > 6, se tiene :
=
6k
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Entonces el sistema (2.3) tiene solución no trivial.
























. Por lo tanto 4k
3r+1
≤ k < k + 1. Demostrando
aśı el lema.

















Si r ≥ 2, 2r +1 > 4 entonces: 4k
2r+1
< k y se obtiene la desigualdad (2.14). Si r = 1, entonces
la desigualdad (2.14) no es verdadera, pero en este caso, f = dr = 2 y luego q = pf = 4. En
este caso, la hipótesis de que k | q− 1 y Fq 6= S, implica que k = 3. Entonces se observa que:




Luego el teorema de Chevalley (corolario 1.2.2.1) implica que el sistema (2.3) tiene solución
no trivial. Concluyendo la demostración del lema. ⋄
Demostración Teorema 2.3.1: Como se dijo en la observación 1 de este caṕıtulo se puede
suponer que existe precisamente un color, v, de variables cero representables. Suponga que n
variables son de este color y reordenando estas variables se puede suponer que las primeras
n variables son de color v. Entonces el sistema (2.3) tiene la siguiente apariencia:
F1(X) = c1vx
k













n+1 + · · ·+ bsx
k
s = 0,
donde c1, . . . , cn ∈ F
∗
q. Entonces para la combinación lineal F1(X)−vF2(X) existen al menos
s−n variables distintas de cero. Esto es s−n ≥ k+1. Luego existen al menos k+1 variables
que no son de color v. Se supone que todas menos una de las variables de color v son iguales
a cero. Sin pérdida de generalidad se supone que x1 es la variable distinta de cero, por lo
tanto el sistema (2.3) queda de la siguiente forma
F1(X) = c1vx
k
1 + · · ·+ an+1x
k





1 + · · ·+ bn+1x
k
n+1 + · · ·+ bsx
k
s = 0. (2.16)
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Entonces se tiene una variable de color v y al menos k + 1 variables de otro color. Sea µ el
número de variables en el sistema (2.16), luego µ ≥ k+2 y por lo tanto µ ≥ k+1. Por el lema
2.3.4, existe una solución no trivial del sistema (2.16) que involucra solamente estas variables.
Note que cada solución no trivial del sistema debe tener al menos dos variables distintas de
cero. Si la variable x1 es distinta de cero, entonces la variable x1 y alguna otra variable
distinta de cero son dos variables de diferente color, y seŕıa una solución no singular. Si la
variable x1 es igual a cero, entonces todas las variables distintas de cero en esta solución
son de colores que no son cero representables. Esto es imposible para todas las variables
distintas cero que tienen el mismo color, y de nuevo se tienen dos variables distintas de cero
de diferente color. Y en este caso la solución es no singular. Esto completa la prueba del
teorema. ⋄
3 Soluciones no triviales de dos
ecuaciones homogéneas con
coeficientes en una extensión finita de
Qp
Considere un sistema de ecuaciones homogéneas:
F1(X) = a1x
k





1 + · · ·+ bsx
k
s = 0, (3.1)
donde los coeficientes pertenecen a L una extensión algebraica de Qp (posiblemente infinita)
se tiene que el sistema tiene soluciones no triviales si s ≥ 2k2 + 1. Este resultado es pre-
sentado por Knapp en su art́ıculo “Pairs of homogeneous additive equations” (véase [12]),
utilizando el teorema 2.3.1 demostrado en su art́ıculo y presentado en el caṕıtulo anterior.
Para utilizar el teorema 2.3.1 en el sistema (3.1), Knapp primero observa que puede suponer-
se que los coeficientes están en una extensión finita de Qp, y muestra que puede suponerse
que los coeficientes del sistema (3.1) están en DL, el anillo de los enteros de la extensión L.
Lo importante de trabajar el sistema con coeficientes en DL es que el anillo posee un ideal
maximal generado por un parámetro uniformizador π. Además, se puede utilizar el proceso
de π-normalización (presentado por Davenport y Lewis en sus art́ıculos [7] y [5]) para las
ecuaciones (3.1) y aśı obtener un sistema con coeficientes en DL/ (π), el cuerpo residual por
medio de la extensión L, el cual es un cuerpo finito y por el teorema 2.3.1 se asegura que el
sistema con coeficientes en el cuerpo residual tiene al menos una solución no singular. Luego
utilizando el lema de Hensel se puede obtener una solución no trivial del sistema (3.1) en la
extensión L.
Este último caṕıtulo esta dedicado a estudiar el proceso de π-normalización como una ge-
neralización del proceso presentado por Davenport y Lewis en varios art́ıculos citados ante-
riormente y se presentará la demostración utilizada por Michael Knapp para encontrar una
cota superior al número de variables requeridas para que el sistema (3.1) tenga una solución
no trivial.
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3.1. Sistemas π-normalizados
Se iniciará esta sección con este interesante procedimiento para un sistema de la forma (3.1).
Este proceso se puede encontrar en los art́ıculos [7, lema 11] y [5, páginas 99–101], estos
art́ıculos exponen el caso del cuerpo p-ádico Qp, sin embargo estas ideas se pueden extender
a una extensión finita L con parámetro uniformizador π (simplemente se cambia las expre-
siones de Qp y p por L y π respectivamente).
Durante esta sección L notará una extensión finita de Qp, DL el anillo de los enteros para
la extensión L, ᾱ un clase de equivalencia módulo π y F = (F1(X), F2(X)) el sistema (3.1).
Definición 3.1.1 Sean L una extensión finita de Qp y F = (F1(X), F2(X)) el sistema (3.1)
en donde los coeficientes están en el anillo de los enteros DL, se define





Para un sistema de la forma (3.1) con coeficientes en DL, se puede suponer que Θ(F) 6= 0,
ya que si Θ(F) = 0, entonces para cada m entero positivo y;
ai = ai,0 + ai,1π + · · ·+ ai,mπ
m + ai,m+1π
m+1 + · · ·
bi = bi,0 + bi,1π + · · ·+ bi,mπ
m + bi,m+1π
m+1 + · · ·

















m+1 + · · ·
b
(m)




m+1 + · · · ,
donde ai,j 6= a
(m)
i,j y bi,j 6= b
(m)





pueden escoger de alguna forma tal que el sistema:
F
(m)
























2 ) 6= 0.
Sea Xm = (x
(m)
1 , . . . x
(m)




2 ). Por la compacidad
del conjunto DL, la sucesión {Xm} tiene una subsucesión {Xmk} convergente algún X ∈ DL.
Esto es, ĺım
k→∞











































Aśı F1(X) = 0 y de manera similar se puede mostrar que F2(X) = 0. Por lo tanto, se tiene
una solución no trivial del sistema F = (F1(X), F2(X)).
Lema 3.1.1 Sean F = (F1(X), F2(X)) un sistema con coeficientes en DL y π un parámetro
uniformizador de L.
1. Si
F́1(x1, . . . , xs) = F1(π
v1x1, . . . , π
vsxs)
F́2(x1, . . . , xs) = F2(π
v1x1, . . . , π
vsxs),
entonces
Θ(F́1, F́2) = π
2k(s−1)vΘ(F1, F2),
donde v = v1 + · · ·+ vs.
2. Si
f(x1, . . . xs) = λF1(x1, . . . xs) + µF2(x1, . . . xs)
g(x1, . . . xs) = ρF1(x1, . . . xs) + σF2(x1, . . . xs),
entonces Θ(f, g) = (λσ − µρ)s(s−1)Θ(F1, F2).
Demostración: Para demostrar la primera parte del lema, sean ái , b́i los coeficientes de x
k
i
para el sistema f = (F́1(X), F́2(X)) entonces




































= (s− 1)v + (v1 + · · · vs) + · · ·+ (v1 + · · · vs)
= (s− 1)v + (s− 1)v = 2(s− 1)v.
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Por lo tanto,
Θ(F́ , Ǵ) =
∏
1≤i<j≤s







(aibj − ajbi) = π
2k(s−1)vΘ(F1, F2).
Para la demostrar la segunda parte del lema, sean αi, βi los coeficientes de x
k
i en f y g
respectivamente, entonces
αiβj − αjβi = (λai + µbi)(ρaj + σbj)− (λaj + µbj)(ρai + σbi)
= λρaiaj + λσaibj + µρbiaj + µσbibj − λρaiaj − λσajbi − µρbjai − µσbibj
= λσ(aibj − ajbi) + µρ(ajbi − aibj)









(λσ − µρ)(aibj − ajbi)




= (λσ − µρ)s(s−1)Θ(F,G).
Demostrando aśı el lema. ⋄
Se dice que dos sistemas F = (F1(X), F2(X)) y G = (G1(X), G2(X)) con coeficientes en el
anillo de los enteros DL, son π-equivalentes si uno de ellos es obtenido a partir del otro por
combinación de las operaciones 1. y 2. del lema 3.1.1. Donde v1, . . . , vs son enteros (positivos
negativos o cero) y λ, µ, σ, ρ, son elementos de DL con λσ − µρ 6= 0.
Un sistema F se dice π-normalizado si:
1. Θ(F) 6= 0
2. La potencia de π que divide a Θ(F) es menor o igual que la potencia de π que divide
a Θ(G) para todos los sistemas G π-equivalentes a F.
De todos los sistemas que son π-equivalentes a un sistema dado, sujeto a la condición de
que sus coeficientes están en DL, se puede seleccionar un sistema tal que la potencia de π
que divide a Θ(F) es la más pequeña. Esto es posible porque Θ(F) 6= 0 para cada sistema.
Tal sistema de ecuaciones aditivas es llamado π- normalizado. El siguiente lema, da algunas
propiedades de los sistemas π-normalizados, para la demostración pueden consultarse [11,
Lema 11] o [5, Lema 5.1].
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Lema 3.1.2 Un sistema π-normalizado de dos formas aditivas como en (3.1) puede ser
escrito (después de reenumerar variables) como
F1(X) = f1(x1, . . . , xr) + πg1(xr+1, . . . , xs),
F2(X) = f2(x1, . . . , xr) + πg2(xr+1, . . . , xs), (3.2)
donde r ≥ s
k
, y si 1 ≤ i ≤ r, entonces el coeficiente de xki en cualquiera de los dos f1 o f2 es
no divisible por π. Además, si se forma cualquier combinación lineal de F1 y F2, entonces al
menos s
2k
variables aparecerán en esta combinación lineal con coeficientes no divisibles por
π.
Demostración: Para escribir las formas aditivas como se presenta en la ecuación (3.2) sim-
plemente se incluyen en las formas f1 y f2 todas aquellas variables cuyos coeficientes no son
divisibles por π, y se reenumeran estas variables como x1, . . . xr. Para demostrar las desigual-
dades r ≥ s
k
y que al menos s
2k
variables son no divisibles por π, se utiliza el procedimiento
de π-normalización.
Considere el siguiente sistema:
f(X) = π−1F1(πx1, . . . , πxr, xr+1, . . . , xs)
= π−1f1(πx1, . . . , πxr) + π
−1πg1(xr+1, . . . , xs)
= π−1πkf1(x1, . . . , xr) + g1(xr+1, . . . , xs)
= πk−1f1(x1, . . . , xr) + g1(xr+1, . . . , xs),
y
g(X) = π−1F2(πx1, . . . , πxr, xr+1, . . . , xs)
= π−1f2(πx1, . . . , πxr) + π
−1πg2(xr+1, . . . , xs)
= π−1πkf2(x1, . . . , xr) + g2(xr+1, . . . , xs)
= πk−1f2(x1, . . . , xr) + g2(xr+1, . . . , xs).
Estas formas son obtenidas a partir de las formas F1(X) y F2(X) por una combinación de
las operaciones descritas en los numerales 1. y 2. del lema 3.1.1, la primera operación es
usada con v1 = · · · = vr = 1, vr+1 = · · · = vs = 0 (v = r) y la segunda operación es utilizada
con λ = π−1, µ = 0, ρ = 0, σ = π−1 y λσ − µρ = π−2. Luego el valor de Θ(f, g) es:
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Por la definición de sistemas π-normalizados: 2(s − 1)(kr − s) ≥ 0, entonces kr − s ≥ 0 y
por lo tanto r ≥ s
k
.
Sea λF1(X) + µF2(X) una DL-combinación lineal no trivial de F1(X) y F2(X), entonces
λF1(X) + µF2(X) es un vector linealmente independiente módulo π en el espacio vectorial
de las combinaciones lineales. Esto es ᾱ(λF1(X) + µF2(X)) = 0 implica que ᾱ = 0 donde
ᾱ es una clase de equivalencia módulo π. Luego el conjunto {λF1(X) + µF2(X)} puede se
completado al conjunto;
{λF1(X) + µF2(X), ρF1(X) + σF2(X)} ,
de dos combinaciones lineales independientes módulo π. Sean H1(X) = λF1(X) + µF2(X)
y H2(X) = ρF1(X) + σF2(X), entonces D = λσ − µρ no puede ser divisible por π, ya que
si D es divisible por π, la combinación lineal σ̄H1(X)− µ̄H2(X) = 0 y el conjunto no seŕıa
linealmente independiente módulo π. Sea q el número de variables en H1(X) y H2(X) donde
sus coeficientes no son divisibles por π y sean x1, . . . , xq tales variables. Las formas:
H́1(X) = π
−1H1(πx1, . . . , πxq, xq+1, . . . , xs)
H́2(X) = H2(πx1, . . . , πxq, xq+1, . . . , xs),
tienen coeficientes enteros y son obtenidos de F1(X) y F2(X) por la combinación de las
operaciones 1. con v = q y 2. con D1 = π
−1D y D1 no es divisible por π. Luego




Y por la definición de sistemas π-normalizados 2k(s−1)q−s(s−1) ≥ 0 entonces 2kq−s ≥ 0
y por lo tanto q ≥ s
2k
demostrando aśı el lema. ⋄
3.2. Resultado principal
Como se dijo anteriormente en este último caṕıtulo se encuentra un cota superior para el
número de variables requeridas en un sistema de formas aditivas de igual grado para que
este tenga una solución no trivial, este resultado es el teorema 1.2 de [12]. Su demostración
requiere el lema 3.1.2 de la sección anterior y propiedades vistas en el caṕıtulo 1 secciones
1.4 y 1.5.
Teorema 3.2.1 Sea p un número primo, y sea L una extensión algebraica (posiblemente
infinita) del cuerpo Qp. Suponga que p ∤ k, y considere el sistema (3.1) donde los coeficientes
son elementos de L. Si s ≥ 2k2 + 1, entonces el sistema tiene una solución no trivial.
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Demostración: Es suficiente demostrar el teorema para extensiones finitas de Qp. Suponga
que el teorema es verdadero para extensiones finitas, y que L es una extensión algebraica
infinita de Qp. Si se tiene el sistema
F1(X) = a1x
k





1 + · · ·+ bsx
k
s = 0, (3.3)
definido sobre L, entonces se puede también definir este sistema sobre el subcuepo K =
Qp (a1, . . . , as, b1, . . . , bs) que es una extensión finita de Qp. Si s ≥ 2k
2 + 1, entonces el siste-
ma tiene una solución no trivial de K que es también solución en L.
Ahora se demostrará que el teorema es verdadero para extensiones finitas de Qp. Supóngase
que L es una extensión finita de Qp, por las proposiciones y argumentos de la sección 1.5,
existe un generador π del ideal maximal de L. Además, eliminando los denominadores si es
necesario, se puede asumir que los coeficientes del sistema (3.3) están en DL, el anillo de los
enteros de L. Entonces por la resultados de la sección 3.1 se puede aplicar el procedimiento
de π-normalización al sistema (3.3) y por la observación 3 se puede suponer que Θ(F) es
distinto de cero. Por lo tanto el sistema (3.3) puede escribirse de la siguiente forma (véase
lema 3.1.2)
F1(X) = f1(x1, . . . , xr) + πg1(xr+1, . . . , xs),
F2(X) = f2(x1, . . . , xr) + πg2(xr+1, . . . , xs).
Sean F ∗1 (X) y F
∗
2 (X) las formas obtenidas por la reducción de F1(X) y F2(X) módulo π, y
considere el sistema de congruencias:
F ∗1 (X) ≡ 0 (mod π),
F ∗2 (X) ≡ 0 (mod π). (3.4)
Como L es una extensión finita de Qp, el cuerpo residual DL/ 〈π〉 tiene p
f elementos, donde
f es el grado residual de L sobre Qp (para la demostración de los últimos argumentos véase





















≤ k + 1.
Por lo tanto, en el sistema (3.4) el número de variables explicitas, r, es al menos 2k + 1.
Además para cada combinación no trivial de F ∗1 (X) y F
∗
2 (X) se observa que contiene al
menos k+1 variables con coeficientes distintos de cero. Como p ∤ k, entonces las condiciones
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del teorema 2.3.1 son satisfechas y por lo tanto existe una solución no singular del sistema
(3.4) . Esto es, (3.4) tiene una solución X = t = (t1, . . . ts) tal que la expresión:
k2tk−1i t
k−1
j (aibj − ajbi),
es distinto de cero módulo π para algunos ti y tj. Para terminar la demostración de este
teorema se aplica el lema de Hensel para el caso especial de una extensión finita L de Qp
(véase lema 1.5.3) entonces para la solución no singular t ∈ Ls que satisface (3.4), la matriz
jacobiana tiene una submatriz 2x2 con determinante distinto de cero módulo π, y luego
tiene rango máximo módulo π, entonces por el lema 1.5.3 se puede encontrar una solución
no trivial u de (3.3) con u ≡ t 6≡ 0 (mod π), demostrando aśı el teorema. ⋄
4 Conclusiones y recomendaciones
4.1. Conclusiones
A partir del conjunto de potencias k-ésimas Michael Knapp divide la demostración de su
resultado principal en dos importantes casos: el primer caso si el conjunto de potencias
k-ésimas generaba al cuerpo finito bajo la adición, entonces los resultados obtenidos por Da-
venport y Lewis en [6], junto con la notación de variables coloreadas introducida por Brüdern
y Godinho son necesarios y suficientes para demostrar su resultado. Para el segundo caso
observa que el sistema de ecuaciones homogéneas se pueden trabajar con coeficientes en el
sub cuerpo de potencias k-ésimas y obtiene un sistema con mas ecuaciones con las que inicio,
pero con la ventaja de que se puede encontrar una cota más pequeña sobre el número de
variables y número de ecuaciones a la que se da en el Teorema de Chevalley. De modo que,
se puede concluir rápidamente su resultado principal.
Se puede observar que las condiciones impuestas por Michael Knapp para que un par de
ecuaciones homogéneas con coeficientes en cuerpo finito tenga una solución no singular son
necesarias y suficientes, este importante hecho se puede ver con la observación 2 del presente
trabajo.
En el art́ıculo [3] se expone un nuevo criterio para las determinar si una solución no trivial
es no singular. Además, muestra que el sistema de ecuaciones homogéneas se puede tra-
bajar con un color de variables cero representables, ya que si dos o más colores son cero
representables, entonces el lema 4.1 en [3] concluye que la solución es no singular y si no
existen variables cero representables, entonces la solución no trivial involucra variables de di-
ferente color y por el lema 2.2.1 del presente trabajo muestra que es una solución no singular.
En el último caṕıtulo se muestra una cota superior entre el número de variables requeridas
para que el par de ecuaciones homogéneas con coeficientes en una extensión finita de Qp ten-
ga una solución no trivial, este resultado se expone en el art́ıculo [12], pero en este trabajo se
demuestra en su totalidad los resultados previos a la demostración, por ejemplo se extienden
las demostraciones de los lemas 10 y 11 en [7, lema 11] al anillo de los enteros sobre la exten-
sión finita y se generaliza el procedimiento de p-normalización para extensiones finitas de Qp.
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4.2. Recomendaciones
El autor del art́ıculo en el cual se basa este trabajo, da una idea para continuar con la inves-
tigación, como se puede observar una condición necesaria para que un sistema de ecuaciones
homogéneas tenga una solución no trivial en el anillos de los enteros sobre una extensión
finita de Qp, es que p no divida al grado de las ecuaciones homogéneas, pero se deja como
pregunta abierta si esta condición se puede eliminar del teorema 1.2 en [12] o si se necesita
un mayor número de variables para que tenga una solución no trivial.
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