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CONNECTIVITY OF THE PRODUCT REPLACEMENT GRAPH OF
SIMPLE GROUPS OF BOUNDED LIE RANK
NIR AVNI, SHELLY GARION
Abstract. The Product Replacement Algorithm is a practical algorithm for generating
random elements of a finite group. The algorithm can be described as a random walk on a
graph whose vertices are the generating k-tuples of the group (for a fixed k).
We show that there is a function c(r) such that for any finite simple group of Lie type,
with Lie rank r, the Product Replacement Graph of the generating k-tuples is connected for
any k ≥ c(r).
The proof uses results of Larsen and Pink [17] and does not rely on the classification of
finite simple groups.
1. Introduction
1.1. The Product Replacement Algorithm and its Graph. The Product Replacement
Algorithm (PRA) is a practical algorithm for generating random elements of a finite group.
The algorithm was introduced and analyzed in [4]. Although it has no rigorous justification,
practical experiments showed excellent performance. It quickly became a popular algorithm
for generating random group elements, and was included in two frequently used group algebra
packages: GAP and MAGMA. The algorithm has been previously studied in [1, 10, 16, 21].
The Product Replacement Algorithm can be described as a random walk on a graph, called
the Product Replacement Graph (or the PRA Graph). It will be more convenient for us to
look at the following extended graph. Let Γ be a finite group and let d(Γ) be the minimal
number of generators of Γ. We denote the group generated by a set S by 〈S〉. For any
k ≥ d(Γ), let
Vk(Γ) = {(g1, . . . , gk) ∈ Γk : 〈g1, . . . , gk〉 = Γ}
be the set of all generating k-tuples of Γ.
The extended PRA graph, denoted by X˜k(Γ), has Vk(Γ) as its set of vertices. The edges of
the extended PRA graph correspond to the following so-called Nielsen moves R±i,j , L
±
i,j , Pi,j ,
Ii for 1 ≤ i 6= j ≤ k, where
R±i,j : (g1, . . . , gi, . . . , gk)→ (g1, . . . , gi · g±1j , . . . , gk)
L±i,j : (g1, . . . , gi, . . . , gk)→ (g1, . . . , g±1j · gi, . . . , gk)
Pi,j : (g1, . . . , gi, . . . , gj , . . . , gk)→ (g1, . . . , gj , . . . , gi, . . . , gk)
Ii : (g1, . . . , gi, . . . , gk)→ (g1, . . . , g−1i , . . . , gk)
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2 NIR AVNI, SHELLY GARION
Strictly speaking, the Product Replacement Algorithm is a random walk on a subgraph
Xk(Γ) of X˜k(Γ), which is obtained by removing the edges corresponding to the Pi,j and Ii.
The output of the algorithm is a random element chosen from the tuple at the end of the
random walk. As observed in [21, Proposition 2.2.1], when k ≥ d(Γ) + 1, the graph Xk(Γ) is
connected if and only if X˜k(Γ) is connected.
1.2. T -Systems. There is another point of view on the PRA graph, which was, historically,
the motivation for its study, even before [4]. Given a finite group Γ and a fixed integer
k ≥ d(Γ), a presentation of Γ by k generators is an epimorphism φ : Fk  Γ, where Fk
is the free group on k generators1. One can identify the set of epimorphisms Epi(Fk  Γ)
with Vk(Γ). The group Aut(Fk) × Aut(Γ) acts on Epi(Fk  Γ) by (τ, σ) : φ 7→ σ ◦ φ ◦ τ−1,
where τ ∈ Aut(Fk), σ ∈ Aut(Γ) and φ ∈ Epi(Fk  Γ). The question whether this action
is transitive was raised by B.H. Neumann and H. Neumann in [19] and studied further in
[7, 8, 9, 14, 15, 18, 21]. An orbit of Aut(Fk)×Aut(Γ) in Vk(Γ) is called a system of transitivity,
and also T -system or Tk-system, when we specify the value of k.
It is well-known that Aut(Fk) is generated by the Nielsen moves {R±i,j , L±i,j , Pi,j , Ii}1≤i,j≤k,
viewing them as automorphisms of Fk. Thus there is a map from the connected components
of X˜k(Γ) to the set of Tk-systems. As observed in [21, Proposition 2.4.1], when k ≥ 2d(Γ),
the graph X˜k(Γ) is connected if and only if Γ has only one Tk-system.
1.3. Connectivity of the PRA Graph. The purpose of this paper is to study the connec-
tivity of the extended PRA graph X˜k(Γ), where Γ is a finite simple group of Lie type. We
start with some historical background.
Let Γ be a finite group, and let k ≥ d(Γ) be an integer. There are several examples of
groups Γ such that for k = d(Γ), the graph X˜k(Γ) is not connected (see [7, 12, 15, 18, 21]).
However, there are no known examples of groups Γ such that X˜k(Γ) is disconnected for
k ≥ d(Γ) + 1. Moreover, Dunwoody [8] has proved that for a finite solvable group Γ, the
graph X˜k(Γ) is connected whenever k ≥ d(Γ) + 1. The following conjecture arises.
Conjecture 1. For all finite groups Γ, if k ≥ d(Γ) + 1, then X˜k(Γ) is connected.
A particularly interesting case is when the group Γ is a finite simple group. In this case,
d(Γ) = 2, and one can reformulate Conjecture 1 as follows.
Conjecture 2 (Wiegold). If Γ is a finite simple group and k ≥ 3, then X˜k(Γ) is connected.
This conjecture was originally stated by Wiegold for T -systems (see [9, Conjecture 1.2]),
and it has been verified only in the few following cases.
Theorem 1.1. X˜k(Γ) is connected in the following cases:
(a) [14]. Γ = PSL(2, p), where p ≥ 5 is prime and k ≥ 3.
(b) [9]. Γ = PSL(2, 2m), where m ≥ 2 and k ≥ 3.
(c) [11]. Γ = PSL(2, q), where q = pe is an odd prime power and k ≥ 4.
(d) [9]. Γ = Sz(22m+1), where m ≥ 2 and k ≥ 3.
(e) [5, 6]. Γ = An, where 6 ≤ n ≤ 11 and k = 3.
1The standard definition of a presentation of Γ is an epimorphism φ as above, together with a generating
set for the kernel of φ. We will, however, identify two presentations if they have the same kernel.
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In this paper we prove the existence of a function c(r) such that if Γ is a finite simple
group of Lie type with Lie rank r, then the graph X˜k(Γ) is connected for all k ≥ c(r).
We note that for such a group Γ of Lie type, whose rationality field has q = pe elements,
one can deduce the existence of a constant C, such that the graph X˜k(Γ) is connected when
k ≥ Cr2e, by invoking results of [20] and [17, Theorem 0.2]. The latter bound, however,
depends on the size of the defining field of Γ, while our bound depends only on the Lie rank
of Γ; it is independent on the size of the defining field of Γ. Unfortunately, the bound we
obtain is at least exponential in the Lie rank r.
1.4. Main Theorem. We formulate our result more precisely. For a group H, we denote
the center of H by Z(H), and denote the first derived subgroup of H by Hder. Let Gr be a
(possibly twisted) simple Lie type of rank r. Recall that if ∆ = Gr(q) is a finite simple group
of Lie type over a field of size q, then any perfect2 central extension Γ of ∆ is called a finite
quasi-simple group of Lie type Gr. The Lie rank of Γ is defined to be the Lie rank of ∆. The
Lie type and Lie rank of Γ are easily computed from ∆, as ∆ = Γ/Z(Γ). For an introduction
to the finite simple groups of Lie type (and much more) see [2] and [3].
Theorem 1.2. For every r there is a constant c(r) such that if Γ is a finite, quasi-simple
group of Lie type with rank at most r, then for every integer k ≥ c(r), the extended Product
Replacement Graph X˜k(Γ) is connected.
The main step in the proof is to show that if k is large enough, then any generating k-tuple
(g1, . . . , gk) can be connected by Nielsen moves to a redundant one, i.e., a tuple such that
one of its coordinates is the identity element of Γ.
1.5. Organization. For the convenience of the reader, we describe the organization of the
paper, as well as give a bird’s eye view of the proof. In Section 2, we collect facts about
subgroups of finite simple groups of Lie type. In Section 3 we show that there is a constant
c1 = c1(r), such that for any k ≥ c1, every generating tuple (g1, . . . , gk) can be connected
to a tuple (g′1, . . . , g′k), and the subgroup ∆0, generated by g
′
1, . . . , g
′
c1 , is also a quasi-simple
group of the same Lie type as Γ (possibly over a smaller field). This is done by using [17].
Subgroups of Γ that contain ∆0 are highly restricted. Avoiding some delicate issues, if
∆0 = Gr(q) and Γ = Gr(qe), then a subgroup of Γ containing ∆0 is of the form Gr(qd), for
some d dividing e. Using this fact, we prove in Section 4 that there is a constant c2 = c2(r)
such that, our generating tuple can be connected to a generating tuple (g′′1 , . . . , g′′k), and the
subgroup generated by g′′1 , . . . , g′′c1 , . . . , g
′′
c1+c2 is, in fact, equal to Γ. This way we get the
desired redundant generators. Our method here is a generalization of [9].
The proof is slightly simpler in the case that the characteristic is different from 2 and 3.
We assume this throughout the paper. In the appendix, we show how to adapt the proof
when the characteristic is equal to 2 or 3.
. Acknowledgments. This paper is part of the authors’ Ph.D. studies under the guidance
of Alex Lubotzky, whom we would like to thank for support and good advice. We are also
grateful to Michael Larsen, Tsachik Gelander and Aner Shalev for many useful discussions,
and to the referee for his remarks on this article.
2A group H is called perfect if H = Hder.
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2. Sufficiently General Subgroups of Finite Simple Groups of Lie Type
2.1. Notations. Let p be a prime number and q = pe be a power of p. We denote the finite
field of size q by Fq. The algebraic closure of Fp (which is equal to the algebraic closure of
Fq) will be denoted by Fp. For every n we denote the set of invertible n by n matrices with
entries in a field F by GLn(F).
Let G ⊂ GLn(Fp) be a simple, connected and adjoint algebraic group defined over Fq.
Starting from Subsection 2.3, we shall assume that p 6= 2, 3. For every f , we denote the
intersection G ∩GLn(Fqf ) by G(Fqf ). Excluding finitely many cases, the subgroup G(Fq)der
is a simple group (this follows from [2, §2.9] and [3, §11.1]).
The construction above gives many of the finite simple groups of Lie type, but not all of
them. In order to get all finite groups of Lie type, we make the following definition:
Definition 2.1. [2, §1.17]. Let p be a prime number and let n be a natural number.
(1) For every power q of p, the standard Frobenius map of Fq is the function
Frobq : GLn(Fp)→ GLn(Fp)
given by
(xi,j) 7→ (xqi,j).
(2) Let G ⊂ GLn(Fp) be an algebraic group. A homomorphism F : G → G is called a
Frobenius map if there are natural numbers k,m and e, and a faithful representation
ρ : G → GLm(Fp), such that F k is the restriction of the standard Frobenius map
FrobFpe : GLm(Fp)→ GLm(Fp) to ρ(G). In this case we define qF = pe/k.
(3) Let G ⊂ GLn(Fp) be an algebraic group and let F : G → G be a Frobenius map. We
denote
GF = {g ∈ G|F (g) = g}.
(4) A finite simple group of Lie type is a simple group of the form (GF )der, where G is a
connected, simple and adjoint algebraic group, and F is a Frobenius map.
Example. (1) For every m, and every prime power q, there are only finitely many fixed
points of Frobq in GLm(Fp). Therefore, the same is true for any Frobenius map. Since
F is a homomorphism, we get that GF is always a finite group.
(2) If G ⊂ GLn(Fq) is an algebraic group defined over Fq, and if F = Frobq is the
Frobenius map that corresponds to the inclusion ρ : G ↪→ GLn, then GF = G(Fq).
(3) As an example of a finite simple group of Lie type that is not obtained from the
standard Frobenius map, one can check that if G = PSLn(Fp), then the map F
defined by
g 7→ Frobp((gT )−1)
is a Frobenius map. The group of fixed points of F is called the Unitary (or twisted
An−1) group, and is denoted by PSUn(p).
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Remark 2.2. If GF = G(Fq), then qF is equal to the size of the field Fq. In the twisted case,
the group GF does not have a field of rationality, but the number qF plays the role of the size
of the field of rationality. For example, the size of GF is approximately qdimGF .
2.2. Sufficiently General Subgroups. We recall the definition in [17] of a sufficiently
general subgroup of a simple algebraic group. Let G be a simple, connected and adjoint
algebraic group. For every finite dimensional, rational representation
ρ : G→ GLd(Fp),
and for every finite subgroup Γ ⊂ G, we say that Γ is sufficiently general with respect to ρ, if
every linear subspace of Fp
d which is ρ(Γ)-invariant, is also ρ(G)-invariant.
In [17], the authors construct a certain finite dimensional, rational representation
ρG : G→ GLd(Fp)
whose dimension d depends only on the Lie type of G (and not on the characteristic), such
that the following theorem is true:
Theorem 2.3. [17, Theorem 0.6]. Let G be a simple, connected and adjoint algebraic group
over a field of positive characteristic. If Γ ⊂ G is a finite subgroup which is sufficiently
general with respect to ρG, then there is a Frobenius map F : G → G such that (GF )der is a
simple group, and
(GF )der ⊂ Γ ⊂ GF .
Remark 2.4. It is a well known fact (and it follows from [3, Theorems 9.4.10 and 14.3.1],
together with Remark 2.2) that the index [GF : (GF )der] is less than or equal to twice the rank
of G.
From this point on and until Remark 2.12, we shall say that a finite subgroup is suffi-
ciently general (without giving a representation) if it is sufficiently general with respect to
the representation ρG.
2.3. The Field FΓ. We describe here in more detail the construction of the Frobenius map
in Theorem 2.3. In this section we shall assume that p is not equal to 2 or 3.
Definition 2.5. Let G be a simple algebraic group. A minimal unipotent is a non-identity
element in the center of the unipotent radical of a Borel subgroup.
Let G be a simple, connected and adjoint algebraic group. Let ∆ ⊂ G be a sufficiently
general subgroup. Corollary 8.11 of [17] implies that there is a minimal unipotent v ∈ ∆.
Let V ⊂ G be the one parameter subgroup that contains v. The ring End(V ) is isomorphic
to the field Fp. Consider NG(V ), the set of elements g ∈ G that normalize V . We have an
obvious map N(V )→ End(V ).
Definition 2.6. F∆ is the subring of End(V ) generated by the image of ∆ ∩N(V ). Denote
the size of F∆ by q∆.
A-priori, the ring F∆ and the integer q∆ depend on the choice of v. However, as follows
from the relation (2.1) below, they are determined by ∆ alone.
As a finite subring of a field, F∆ is itself a field. Moreover, ∆ ∩ V is a one dimensional
vector space over F∆.
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Theorem 2.7. [17, Theorem 9.1]. Let G be a simple, connected and adjoint algebraic group.
Let ∆ be a sufficiently general subgroup, and fix a minimal unipotent v ∈ ∆. Then there is
an Fp-vector space M , an element m0 ∈M , and a representation σ : G→ Aut(M) such that
for every subgroup ∆ ⊂ Γ ⊂ G, the FΓ submodule
MΓ0 = FΓ − span{σ(Γ)m0}
satisfies that the natural map
M0 ⊗FΓ Fp →M
is an isomorphism.
Given M,σ,∆ as above, for every subgroup ∆ ⊂ Γ ⊂ G we have the standard Frobenius
map FrobΓ : Aut(M)→ Aut(M) relative to the field FΓ. By the proof of Lemma 9.4 in [17],
there is a Frobenius map FΓ : G→ G such that σ ◦FΓ = FrobΓ ◦σ. As shown in the proof of
Theorem 0.5 of [17], such FΓ satisfies
(2.1) (GFΓ)der ⊂ Γ ⊂ GFΓ .
2.4. Properties of Sufficiently General Subgroups.
Proposition 2.8. Let G be a simple, connected and adjoint algebraic group.
(1) If ∆ ⊂ ∆′ ⊂ G are sufficiently general subgroups of G, then there is a Frobenius map
F : G→ G and an integer m such that
(GF )der ⊂ ∆ ⊂ GF
and
(GF
m
)der ⊂ ∆′ ⊂ GFm .
(2) If ∆ ⊂ G is sufficiently general, Γ1,Γ2 are finite subgroups of G that contain ∆, and
FΓ1 = FΓ2, then there is a Frobenius map F : G→ G such that
(GF )der ⊂ Γ1,Γ2 ⊂ GF .
Proof. (1) From Definition 2.6, it is clear that if ∆ ⊂ ∆′ ⊂ G are sufficiently general,
then F∆ ⊂ F∆′ . Therefore Frob∆′ is a power of Frob∆, and we can take F∆′ to be the
same power of F∆.
(2) By (1), there is a Frobenius map F : G→ G and integers n1, n2 such that
(GF
n1 )der ⊂ Γ1 ⊂ GFn1 and (GFn2 )der ⊂ Γ2 ⊂ GFn2 .
Since FΓ1 = FΓ2 , it follows that n1 = n2.

Proposition 2.9. [17, Proposition 3.5]. Let G be a simple, connected and adjoint algebraic
group. There is a constant q0 that depends only on the Lie rank of G such that for every
Frobenius map F : G → G, the condition qF > q0 implies that the subgroup (GF )der is
sufficiently general.
Proposition 2.10. [17, Theorem 6.6]. Let G be a simple, connected and adjoint algebraic
group, and let ∆ ⊂ G be a sufficiently general subgroup. Then there is a constant a0, that
depends only on the Lie rank of G, such that for every g ∈ ∆, the number of ∆-conjugacy
classes in ∆ ∩ gG is less than a0.
CONNECTIVITY OF THE PRA GRAPH OF SIMPLE GROUPS OF BOUNDED LIE RANK 7
2.5. Regular Semisimple Elements in Sufficiently General Groups.
Lemma 2.11. Let G be a simple algebraic group. There is a rational representation ρreg :
G→ GLd(Fp), whose dimension d depends only on the Lie rank of G, such that the following
holds: If ∆ ⊂ G is a subgroup, and every linear subspace of Fpd that is ρreg(∆)-invariant
is also ρreg(G)-invariant, then for every g0 ∈ G, the set g0∆ contains a regular semisimple
element.
Proof. Fix an embedding of G into matrices of size n × n. This can be done such that n
depends only on the Lie rank of G. Using this embedding, we think of the coordinate ring
of G as a quotient of the coordinate ring of Mn. There is an element P (x) in the coordinate
ring of G such that for all g ∈ G, the condition P (g) 6= 0 implies that g is regular semisimple.
Pick an element P˜ (x) of the coordinate ring of Mn that lie over P . We denote the degree of
P˜ (x) by D.
Let Fp[Mn]≤D be the linear space of polynomial functions in Fp[Mn] of degree less than
or equal to D, and let Fp[G]≤D be the image of Fp[Mn]≤D in the coordinate ring of G. Let
ρreg be the representation of G on Fp[G]≤D, where g acts on a polynomial Q(x) by right
translations:
(ρreg(g)Q)(x) = Q(x · g).
For every g0 ∈ G, and every non-trivial Q(x) ∈ Fp[G]≤D, there is g ∈ G such that
(ρreg(g)Q)(g0) = Q(g0 · g) 6= 0.
Therefore every non-trivial and ρreg(G)-invariant subspace of Fp[G]≤D contains a polynomial
Q(x) such that Q(g0) 6= 0.
Assume that g0 ∈ G, that ∆ ⊂ G, and that every ρreg(∆)-invariant subspace is also
ρreg(G)-invariant. Consider the subspace W ⊂ Fp[G]≤D spanned by the set ρreg(∆)(P (x)).
It is clearly ρ(∆)-invariant, and so, by our assumption, it is ρ(G)-invariant. Therefore W
contains a polynomial Q(x) such that Q(g0) 6= 0, and hence there is a δ ∈ ∆ such that
P (g0 · δ) 6= 0. The element g0 · δ is regular semisimple. 
Remark 2.12. Denote the direct sum of the representations ρG and ρreg by ρG ⊕ ρreg. We
slightly change the notations here, and declare a finite subgroup Γ ⊂ G to be sufficiently
general if every (ρG⊕ρreg)(Γ)-invariant subspace is also (ρG⊕ρreg)(G)-invariant. The proof
of Proposition 2.9 holds also for the representation ρG⊕ρreg (maybe after changing the value
of q0). The rest of the claims quoted from [17] remain trivially true. In particular, in this
new notation, we get the following
Proposition 2.13. Let G be a simple, connected and adjoint algebraic group. Suppose that
∆ ⊂ G is sufficiently general. Then for every x ∈ G, the set x∆ contains a regular semisimple
element.
Definition 2.14. For a group H and an element h ∈ H, we denote the centralizer of h in
H, i.e. the set of elements of H that commute with h, by CH(h).
Proposition 2.15. [17, Theorem 6.2]. Let G be a simple, connected and adjoint algebraic
group. There is a constant C such that for any sufficiently general subgroup ∆ ⊂ G and for
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any element g ∈ ∆,
1
C
|F∆|dim(CG(g)) ≤ |C∆(g)| ≤ C|F∆|dim(CG(g)).
Proposition 2.16. Let G be a simple, connected and adjoint algebraic group. If ∆1,∆2 ⊂ G
are sufficiently general subgroups of G, if |F∆1 | and |F∆2 | are large enough, and if w ∈ ∆1∩∆2
is a regular semisimple element, then |C∆1(w)| ≥ |C∆2(w)| implies |F∆1 | ≥ |F∆2 |.
Proof. By Proposition 2.15, there is a constant C such that if ∆ is sufficiently general then
for every element g ∈ Γ,
1
C
|F∆|dimCG(g) ≤ |C∆(g)| ≤ C|F∆|dimCG(g).
As w is regular semisimple, dimCG(w) = rkG. Therefore, if |F∆| is large enough we have
|F∆| = [|C∆(w)|1/ rkG],
where [x] denotes the integer closest to the real number x. The Proposition follows immedi-
ately from this. 
3. A Representation Theoretic Lemma
Lemma 3.1. Let G be an algebraic group over a field of characteristic p. Let ρ : G →
GLn(Fp) be a rational representation. For every subset T ⊂ G, there are n2 elements
g1, . . . , gn2 ∈ T such that every line that is invariant under ρ(g1), . . . , ρ(gn2) is also ρ(T )-
invariant.
Proof. Given a subset S ⊂ G, let U1(S), . . . , Uk(S) ⊂ V be the common eigenspaces of ρ(S)
(i.e. for each s ∈ S, ρ(s) acts as a scalar on each Ui(S) and the Ui(S) are maximal with
respect to this property). Define
w(S) =
k∑
i=1
dimUi(S)2.
For example, w(∅) = (dimV )2, and w(S) = 0 if and only if ρ(S) does not have invariant
lines. As a function of S, w(S) is monotonic non-increasing and for S ⊂ T , w(S) = w(T ) if
and only if every line invariant under ρ(S) is invariant under ρ(T ).
We show now that for each S with w(S) > w(T ) we can find g ∈ T such that w(S∪{g}) <
w(S). Hence, starting from the empty set and adding no more than n2 elements we arrive to
a set that has the same invariant lines as T .
Suppose that S is given and let U1(S), . . . , Uk(S) be its eigenspaces. Since w(S) > w(T ),
there is a line ` invariant under ρ(S) but not under ρ(T ). We can assume without loss of
generality that ` ⊂ U1(S). Since ` is not ρ(T )-invariant, there is g ∈ T such that ` is not
preserved under ρ(g). Note that each eigenspace of S ∪ {g} is contained in some Ui(S). Let
W1,1(S ∪{g}), . . . ,W1,m1(S ∪{g}), . . . ,Wk,mk(S ∪{g}) be the eigenspaces of S ∪{g} ordered
such that Wi,j(S ∪ {g}) ⊂ Ui(S). Since for nonnegative a and b we have a2 + b2 ≤ (a + b)2
and equality occurs if and only if one of a, b are 0, we have
w(S ∪ {g}) =
∑
i
∑
j
dimWi,j(S ∪ {g})2 <
∑
i
dimUi(S)2 = w(S).
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
Lemma 3.2. Let G be an algebraic group over a field of characteristic p. Let ρ : G →
GLn(Fp) be a rational representation. For every subset T ⊂ G, there are 2n2 elements
g1, . . . , g2n2 ∈ T such that every subspace invariant under ρ(g1), . . . , ρ(g2n2 ) is already in-
variant under ρ(T ).
Proof. Apply Lemma 3.1 for the representation V ⊕ ∧2V ⊕ · · · ⊕ ∧dimV V . 
Proposition 3.3. Let G be a simple, connected and adjoint algebraic group. For every
positive integer n, there is a constant c1 = c1(rkG,n) that depends only on n and the Lie
rank of G such that the following is true: For every k ≥ c1, if g1, . . . , gk ∈ G and the subgroup
Γ generated by g1, . . . , gk is sufficiently general and has more than n elements, then there is
a subset T ⊂ {g1, . . . , gk} of size c1 such that every finite subgroup of G that contains T is
sufficiently general and has more than n elements.
Proof. By definition, a subgroup ∆ ⊂ G is sufficiently general if and only if ρG(∆) has
the same invariant subspaces as ρG(G), where ρG is the representation in §2.2. Let c1 =
2(dim ρG)
2
+ log2 n. By Lemma 3.2, there is a subset T ⊂ {x1, . . . , xk} of size 2(dim ρG)2 such
that every ρ(T )-invariant subspace is also ρ({x1, . . . , xk})-invariant, and hence ρ(G)-invariant.
Therefore the subgroup generated by T is sufficiently general. After adding no more than
log2 n additional elements, the subgroup generated by T has more than n elements. 
4. Proof of Theorem 1.2
Let Γ be a finite, quasi-simple group of Lie type with rank at most r, defined over the field
of characteristic p 6= 2, 3.
Our aim is to show the existence of a function c = c(r), depending only on the Lie rank of
Γ, such that the extended PRA graph X˜k(Γ) is connected for all k ≥ c.
The next Lemma is a special case of the Gaschu¨tz Lemma [13] (see also [21, Lemma 2.1.5]).
For the convenience of the reader, we give a proof for our case.
Lemma 4.1. Let K be a finite abelian group which is generated by n elements. Suppose that
a, b1, . . . , bn ∈ K. Then there are integers m1, . . . ,mn such that
〈a, b1, . . . , bn〉 = 〈am1 · b1, . . . , amn · bn〉.
Proof. Denote the group 〈a, b1, . . . , bn〉 by L. Since L ⊂ K are abelian groups, the group L
is generated by n (or fewer) elements. We prove the Lemma in the following cases:
Case 1. L ⊂ Fdp, for some integer d and prime number p: By our assumption d ≤ n. If the
bi’s are linearly independent over Fp, we can take mi = 0 for all i. If the bi’s are dependent,
there is i0 such that bi0 is in the span of the rest of the bj ’s. In this case let mj = 0 if j 6= i0,
and let mi0 = 1.
Case 2. L ⊂ Fd1p1 × . . .× Fdkpk , for some k > 0, different primes p1, . . . , pk, and integers di:
By our assumption, di ≤ n, thus by the previous case, there are integers mi,j , such that for
every j = 1, . . . , k, the images of the groups
〈a, b1, . . . , bn〉 and 〈am1,j · b1, . . . , amn,j · bn〉
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in Fdjpj are equal. By the Chinese Remainder Theorem, there are integers mi such that for all
j = 1, . . . , k,
mi ≡ mi,j (mod pj).
We get that the group 〈a, b1, . . . , bn〉 has the same image in Fdjpj as the group 〈am1 ·b1, . . . , amn ·
bn〉. Since the pj ’s are different primes, the groups themselves are equal.
Case 3. The general case: Let Φ(L) denote the Frattini subgroup of L, i.e. the intersection
of all maximal proper subgroups. It is easily seen that L/Φ(L) is a product of elementary
abelian groups. By Case 2. above, there are integers mi such that the subgroup generated
by
am1 · b1Φ(L), . . . , amn · bnΦ(L)
is equal to L/Φ(L). This, however, implies that the subgroup generated by am1 ·b1, . . . , amn ·bn
is equal to L. 
4.1. Getting a Redundant Element. A generating tuple (x1, . . . , xk) for Γ is called re-
dundant, if there is some i such that the group generated by {xj}j 6=i is equal to Γ.
Proposition 4.2. Let G be a simple, connected and adjoint algebraic group. Let Γ ⊂ G be
a sufficiently general finite subgroup. There is a constant c = c(rk(G)) that depends only on
the Lie rank of G such that for every k ≥ c, if (x1, . . . , xk) ∈ Γ is a generating k-tuple, then
one can perform Nielsen moves on (x1, . . . , xk), such that the resulting generating tuple is
redundant.
Proof. Fix n to be large enough with respect to rk(G). Let c1 = c1(rk(G), n) be the constant
of Proposition 3.3 and let a0 = a0(rk(G)) be the constant from Proposition 2.10. The constant
c is defined as
c = c1 + 2a0 · rk(G) + 1.
Suppose k ≥ c. Let Γ be a sufficiently general subgroup, and let x1, . . . , xk ∈ Γ generate
Γ. By Proposition 3.3, after reordering the xi’s, we can assume that x1, . . . , xc1 generate a
sufficiently general subgroup of G. We denote this subgroup by ∆0. Since n is arbitrary
large, we can assume that |∆0|, and hence |F∆0 |, is large enough. By Proposition 2.13, the
set xc1+1∆0 contains a regular semisimple element. After applying Nielsen moves, we can
assume both that x1, . . . , xc1 generate the sufficiently general subgroup ∆0, and that xc1+1
is regular and semisimple.
We make the following notations: denote c2 = a0 · rk(G), denote w = xc1+1, and for
1 ≤ i ≤ c2−1 denote yi = xc1+1+i and zi = xc1+1+c2+i. Let ∆1 be the subgroup generated by
x1, . . . , xc1 , w, y1, . . . , yc2 , and let ∆2 be the subgroup generated by x1, . . . , xc1 , w, z1, . . . , zc2 .
Since they both contain ∆0, the subgroups ∆1 and ∆2 are sufficiently general. By Propo-
sition 2.8, there are Frobenius maps F1 and F2, such that (GF1)der ⊂ ∆1 ⊂ GF1 and
(GF2)der ⊂ ∆2 ⊂ GF2 . Moreover, F1 and F2 are powers of F0. We divide the rest of
the proof into the following two cases:
Case 1. F∆1 = F∆2 : From Proposition 2.8 we get that F1 = F2, and so both ∆1 and ∆2
contain (GF1)der and are contained in GF1 . As |GF1/(GF1)der| ≤ 2 rk(G), by Remark 2.4, we
get that |〈∆1,∆2〉/(GF1)der| ≤ 2 rk(G). Therefore there are m = dlog2(rk(G))e+1 generators
zi1 , . . . , zim such that
Γ = 〈∆1,∆2〉 = 〈∆1, zi1 , . . . , zim〉.
CONNECTIVITY OF THE PRA GRAPH OF SIMPLE GROUPS OF BOUNDED LIE RANK 11
Since c2 > dlog2(rk(G))e+ 1, the tuple (x1, . . . , xc1 , w, y1, . . . , yc2 , z1, . . . , zc2) is redundant.
Case 2. |F∆1 | 6= |F∆2 |: As F∆1 ,F∆2 ⊂ FΓ, the possible values of |F∆1 |+|F∆2 | are bounded.
Finitely many applications of the next Lemma will give us a sequence of Nielsen moves such
that the resulting tuple is in Case 1., for which the claim was already proved. 
Lemma 4.3. Let ∆1,∆2,Γ, xi, w, yi, zi be as in the proof of the Proposition above. If F∆1 6=
F∆2 then there are Nielsen moves one can apply to {xi, w, yi, zi} such that the new value of
|F∆1 |+ |F∆2 | is strictly larger than the old one.
In order to facilitate the reading of the proof, we first present the argument in a special
case, following [9]. The core of the argument is the following claim: Suppose that G = PGL2,
that w is diagonal and not the identity, and that y ∈ G. Assume that w is conjugate to wy
inside the group 〈w,wy〉. Then for every q, there is an element α ∈ F×q such that the group
generated by w and
(
α 0
0 α−1
)
y contains all diagonal matrices with coefficients in F×q . In
particular, if this group is sufficiently general, then it must contain PGL2(Fq).
The proof of the claim is simple: Suppose that d ∈ 〈w,wy〉 satisfies that wd = wy. Then
yd−1 commutes with w, and hence is diagonal, i.e. yd−1 =
(
β 0
0 β−1
)
. Take α ∈ F×q such
that αβ is a generator of F×q . Since both w and wy are contained in the group generated by
w and
(
α 0
0 α−1
)
y, it follows that this last group contains the element
(
α 0
0 α−1
)
yd−1 =(
αβ 0
0 α−1β−1
)
, and hence all diagonal elements with coefficients in Fq.
Going back to the lemma, assume that the group 〈∆0, w, zi〉 is of the form PGL2(Fq). Let
y′i =
(
α 0
0 α−1
)
yi. There are Nielsen moves that take {xi, w, yi, zi} to {xi, w, y′i, zi}, but now
〈xi, w, y′i〉 contains PGL2(Fq), so |F〈xi,w,y′i〉| ≥ |F〈xi,w,zi〉|.
Proof. Recall that F∆1 ,F∆2 ⊂ FΓ. Without loss of generality we may assume that |F∆1 | <
|F∆2 |. Define
∆′1 = 〈∆0, wy1 , . . . , wyc2 〉,
and note that ∆′1 is sufficiently general.
Denote r = rk(G) and recall that c2 = a0 · r. Consider the elements wyi = (yi)−1wyi, and
note that all of them are conjugate in G. By Proposition 2.10, there are at least r + 1 of
the wyi ’s that are pairwise conjugate in ∆′1. Without loss of generality, we may assume that
wy1 , . . . , wyr are all conjugate to wyc2 in ∆′1. Spelling this out, there are d1, . . . , dr ∈ ∆′1 such
that
wyi = wyc2di for any i = 1, . . . , r.
Define ui = yid−1i y
−1
c2 for i = 1, . . . , r, and note that ui ∈ C∆1(w).
Since w is a semisimple regular element, CΓ(w) is a product of at most r cyclic subgroups.
Thus we may assume that C∆2(w) = 〈c1, . . . , cr〉. Since c1, . . . , cr, u1, . . . , ur ∈ CΓ(w), by
repeated application of Lemma 4.1, we can find integers mi,j (1 ≤ i, j ≤ r) such that
K = 〈c1, . . . , cr, u1, . . . , ur〉 =
= 〈cm1,11 . . . cm1,rr u1, cm2,11 . . . cm2,rr u2, . . . , cmr,11 . . . cmr,rr ur〉.
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For every i = 1, . . . , r, denote bi = c
mi,1
1 . . . c
mi,r
r . Since c1, . . . , cr are in ∆2 we can connect
by Nielsen moves
(x1, . . . , xc1 , w, y1, . . . , yr, . . . , yc2 , z1, . . . , zc2)
→(x1, . . . , xc1 , w, b1y1, . . . , bryr, yr+1 . . . , yc2 , z1, . . . , zc2)
Let ∆3 = 〈∆0, w, b1y1, . . . , bryr, yr+1, . . . , yc2〉. By Proposition 2.8, there is a Frobenius
map F3, such that (GF3)der ⊂ ∆3 ⊂ GF3 . Moreover, ∆3 ⊃ ∆′1, since
wbiyi = wc
mi,1
1 ...c
mi,r
r yi = wyi .
Therefore, di ∈ ∆3 and the following elements are also in ∆3:
biyid
−1
i y
−1
c2 = biui (i = 1, . . . , r)
However, these are exactly the generators of the group K defined above. Therefore
c1, . . . , cr actually belong to ∆3, and we deduce that C∆3(w) ≥ C∆2(w). By Proposition
2.16, |F∆3 | ≥ |F∆2 |, and therefore
|F∆3 |+ |F∆2 | > |F∆1 |+ |F∆2 |.

Corollary 4.4. Let Γ be a finite quasi-simple group of Lie type and rank r. There is a
constant, c = c(r), that depends only on r, such that for every k ≥ c, if (x1, . . . , xk) is a
generating k-tuple of Γ, then one can apply Nielsen moves on (x1 . . . , xk) to get a redundant
tuple.
Proof. The claim is trivial for Γ of bounded size. Indeed, if k > log2(|Γ|), then every gener-
ating k-tuple is redundant. For a quasi-simple group Γ of rank r, the size of the center Z(Γ)
is bounded by r. Therefore, the claim is trivially true if Γ/Z(Γ) has bounded size.
The group Γ/Z(Γ) is a simple group of Lie type. It is therefore of the form (GF )der for a
simple, connected and adjoint group G, and a Frobenius map F : G→ G. Since the rank of
G is bounded, we get that qF tends to infinity as |(GF )der| tends to infinity (see Remark 2.2).
Therefore, we may assume that qF is large enough, and, by Proposition 2.9, that (GF )der is
sufficiently general.
Let c = c(r) be the constant of Proposition 4.2, let k > c + log2 r, and let (x1, . . . , xk)
be a generating tuple of Γ. Denote the images of xi in Γ/Z(Γ) by xi. By Proposition 4.2,
after applying Nielsen moves we obtain a generating tuple (y1, . . . , yk) such that y1, . . . , yc
generate Γ/Z(Γ). This implies that y1, . . . , yc generate Γ: Let H be the subgroup generated
by y1, . . . , yc. Then Γ = H · Z(Γ), and hence H is normal in Γ and the quotient Γ/H is
abelian. By perfectness, H = Γ. 
4.2. Proof of Theorem 1.2. Let Γ be a quasi-simple group of Lie type and assume that Γ
is generated by the elements x1, . . . , xk. Corollary 4.4 shows that there is a constant c = c(r),
which depends only on the Lie rank of Γ, such that if k ≥ c, then there are Nielsen moves
that can be applied to connect the generating tuple (x1, . . . , xk) to a redundant tuple. By
replacing c by c + 1, for every generating k-tuple (where k ≥ c + 1), one can apply Nielsen
moves and transform (x1, . . . , xk) to a generating tuple with two redundant elements. This
can be done by first applying some Nielsen moves that yield one redundant generator, say
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xk, and then since Γ = 〈x1, . . . , xk−1〉 (where k − 1 ≥ c), one can apply some more Nielsen
moves to get a second redundant generator.
Every finite quasi-simple group is generated by two elements. Let γ1, γ2 ∈ Γ generate Γ.
By the last paragraph, we can connect
(x1, . . . , xk)
to
(y1, . . . , yk−2, 1, 1)
which can be connected to
(y1, . . . , yk−2, γ1, γ2)
and thus to
(1, . . . , 1, γ1, γ2).
Therefore every generating k-tuple can be connected to (1, . . . , 1, γ1, γ2), so X˜k(Γ) is con-
nected.
5. Appendix
In this appendix we describe the adaptation of the proof of Theorem 1.2 in the case when
the characteristic p is equal to 2 or 3.
The only difference in small characteristics is the definition of the field FΓ for a sufficiently
general subgroup Γ. The definition of FΓ in this case is as follows: One looks at a Borel
subgroup B and a B-invariant connected algebraic subgroup V of the center Z(B), such that
Γ ∩ V 6= {1}. We assume that dim(V ) is minimal for all possible such B and V . Then it is
shown that the subring of End(V ), which is generated by the normalizer of V in Γ, is indeed
a field, and is independent of the choice of B and V . This field is defined to be FΓ. All the
theorems of [17] that were quoted in this paper are true for this new definition.
If p > 3, then for any Borel subgroup, the center Z(B) is one dimensional, and we recover
the definition of FΓ that was given in this paper. However, in characteristics 2 and 3 it might
happen that Z(B) is two dimensional. This makes our proof of Proposition 2.8 incorrect.
Proposition 2.8 is used in the proofs of Proposition 4.2 and Lemma 4.3. We show now how
to amend the proofs of those propositions.
Let δ(Γ) be the minimum of dim(V ) for all connected algebraic groups V that are contained
in the center of a Borel subgroup of G, such that Γ ∩ V 6= {1}. Thus, δ(Γ) is either equals 1
or 2. The proof of Proposition 2.8 shows that it remains true for characteristics 2 and 3, if
we assume in addition that δ(∆) = δ(∆′). Also, Lemma 4.3 remains true for characteristics
2 and 3 if we assume in addition that δ(∆1) = δ(∆2) = δ(Γ).
Lastly, we show that Proposition 4.2 remains true as stated in characteristics 2 and 3 (but
the constant c changes). We let c = c1 + 4 · a0 · rk(G) + 1. As in the proof of Proposition
4.2, we can assume that ∆0 = 〈x1, . . . , xc1〉 is sufficiently general, and that xc1+1 is regular
semisimple. Let
yi = xc1+1+i zi = xc1+1+c2+i y˜i = xc1+1+2c2+i z˜i = xc1+1+3c2+i.
and let ∆˜0 = 〈∆0, xc1+1, y1, . . . , yc2 , z1, . . . , zc2〉.
14 NIR AVNI, SHELLY GARION
If δ(∆˜0) = 2 then for every subgroup Υ of ∆˜0, we have that δ(Υ) = 2, and the proof of
4.2 shows that one can apply Nielsen transformations on the tuple
x1, . . . , xc1 , xc1+1, y1, . . . , yc2 , z1, . . . , zc2
and get a redundant tuple. Hence, the same is true for the tuple x1, . . . , xk.
On the other hand, if δ(∆˜0) = 1, then for every subgroup Υ of G that contains ∆˜0, we
have that δ(Υ) = 1. The proof of Proposition 4.2, applied to ∆˜0, y˜i, z˜i instead of ∆0, yi, zi
shows that one can apply Nielsen moves to x1, . . . , xk and get a redundant tuple.
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