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Abstract:  
 
  There are pressing demands regarding differentiation of the massive 
traffic in today’s internet. Based on these demands a network with 
heterogeneous traffic is simulated using Network Simulator 2 (ns-2), 
the traffic streams in this network is prioritized. Then differentiated 
Service (Diffserv) is used to protect high priority traffic to guarantee 
specific quality of service. The results obtained show that Diffserv 
performs well in protecting high priority traffic with some 
reservations. Performance of Diffserv is evaluated taking into 
account different simulation scenario, through all of which 
throughput, latency (delay) and packets dropped are examined.    
In addition to the above, ns-2 simulator is used to trace the effect of 
the congestion and non-congestion states and the consequences of 
that in the performance of the network.      
Results have shown that Diffserv performs well in core networks and 
guarantees traffic priorities, delay and throughput. 
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  :المستخلص
 
شبكة  الكم الھائل لانواع البيانات على ايجاد طريقة للتفريق بين ىھنالك حاجة ماسة ال  
التفريق بين  محاكاة ھذه الحاجة تم في ھذا البحث على بناء ً. المعلومات في الوقت الحالي 
الاھمية وحماية ھذه البيانات المھمة من الضياع في  على ء ًعدة انواع من البيانات بنا
يق وجودة الخدمة تمت حماية ھذه البيانات وتم التأكد من وباستخدام طريقة التفر .الشبكة
   .ذلك من خلال تقييم كمية البيانات المستلمة و المتأخرة والضائعة في الشبكة
 KROWTENة الشبكات المتطورافقد تم استخدام برنامج محاك‘ بالاضافة الى ما سبق
في احوال  على الشبكات لملاحظة التغيرات التى تطرأ )2-sn( 2 ROTALUMIS
دحام الشبكة وتأثير ذلك على البيانات بالغة الاھمية والبيانات المتأثرة زدحام وعدم ازا
  .بزمن الانتقال عبر الشبكة
اظھرت النتائج امكانية الطريقة التفريقية على التعامل مع البيانات في المسار المحوري 
وحجم   بزمن الانتقال ھاللشبكة بطريقة تضمن وضع اولويات البيانات حسب نوعھا وتأثر
 .البيانات المستقبل
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
Table of Contents 
Glossary: ............................................................................................................. IX 
1  Introduction: ................................................................................................... 2 
Thesis layout: ........................................................................................................ 3 
2  Quality of service Background Information .................................................. 5 
2.1  Quality of Service Definition: .................................................................. 5 
2.2  The Need for Quality of Service: ............................................................. 5 
2.3  Providing Network QoS: .......................................................................... 6 
2.4  QoS degradation reasons: ......................................................................... 7 
2.5  SLA specifications for QoS: .................................................................... 8 
2.6  Service Levels: IP versus ATM ............................................................... 9 
2.7  Congestion Management Techniques: ................................................... 10 
2.8  Classification, Admission, and Tagging ................................................ 11 
2.9  MAC-Layer Prioritization ...................................................................... 12 
2.10  IP Type of Service (IP ToS) ................................................................ 13 
2.11  IETF QoS Solutions ............................................................................ 14 
2.12  Policies and Policy Protocols .............................................................. 15 
3  Queue Management in Diffserv ................................................................... 17 
3.1  Introduction: ........................................................................................... 17 
3.2  Passive Queue Managements: ................................................................ 17 
3.3  Problems with Passive Queue Management: ......................................... 18 
3.4  Active Queue Managements: ................................................................. 18 
3.5  Random Early detection: ........................................................................ 19 
3.6  Selection of Maximum Packet Drop Probability: .................................. 21 
3.7  Selection of Buffer Thresholds,  and : ......................... 21 minThresh maxThresh
3.8  Selection of Weight Parameter: .............................................................. 22 
3.9  Calculating the Average Queue Length: ................................................ 22 
3.10  Classifying the RED Variants: ............................................................ 24 
3.11  Performance Evaluation and Comparison of AQM Schemes: ........... 24 
3.11.1  Throughput and Fairness:................................................................. 25 
3.12  Delay and Jitter: .................................................................................. 25 
3.13  Time Response: ................................................................................... 26 
4  Differentiated Service .................................................................................. 28 
4.1  Diffserv and AQM: ................................................................................ 28 
4.2  Differentiated Services Architectural Model: ........................................ 29 
4.3  Differentiated Services Domain: ............................................................ 30 
4.4  Traffic Classification and Conditioning: ................................................ 30 
4.4.1  Classifiers: ........................................................................................ 30 
4.4.2  Traffic Conditioners: ........................................................................ 31 
4.4.3  Token Bucket Marker ...................................................................... 32 
4.4.4  Time-sliding window two colour marker ........................................ 32 
 V
 VI
4.5  Per-hop Behaviors: ................................................................................. 33 
4.5.1  Assured Forwarding ......................................................................... 34 
4.5.2  Expedited Forwarding ...................................................................... 34 
4.6  Components of a Diffserv router ............................................................ 35 
4.7  Diffserv Functions at Ingress and Egress ............................................... 37 
5  Diffserv Simulation ...................................................................................... 39 
5.1  The ns-2 Network Simulator: ................................................................. 39 
5.2  Diffserv in ns-2: ...................................................................................... 39 
5.3  Simulation Scenario: .............................................................................. 40 
5.4  Differentiated Services Domain: ............................................................ 41 
5.5  Policies: .................................................................................................. 41 
5.6  Queue Configuration .............................................................................. 42 
6  Simulation Results and Observations .......................................................... 45 
6.1  Introduction: ........................................................................................... 45 
6.2  Simulation performance parameters: ..................................................... 45 
6.3  Performance evaluation for Token Packet Marker TBM: ..................... 46 
6.3.1  Throughput: ...................................................................................... 46 
6.3.2  Delay and Jitter Delay: ..................................................................... 49 
6.4  Performance evaluation of TSW2CM: ................................................... 50 
6.4.1  Throughput: ...................................................................................... 50 
6.4.2  Delay: ............................................................................................... 50 
6.5  Fairness problem TCP vs UDP: ............................................................. 51 
6.6  General Experimental Observations: ..................................................... 53 
7  Conclusion and Recommendations .............................................................. 55 
7.1  Conclusion: ............................................................................................. 55 
7.2  Recommendations: ................................................................................. 56 
References: ...................................................................................................... 57 
8  Appendix: ..................................................................................................... 58 
 
 
 
 
 
 
 
 
 
 
 
 
 VII
List of Figures 
 
Figure  2-1   Internet usage by world regions ........................................................ 5 
Figure-  3-1   Basic RED Algorithm .................................................................... 20 
Figure-  3-2   RED buffer Drop scenario ............................................................ 20 
Figure-  3-3   LPF/ODA algorithm ...................................................................... 23 
Figure-  4-1   Diffserv Domain architecture ........................................................ 29 
Figure-  4-2   a logical representation of a traffic classifier ............................... 31 
Figure-  4-3   TSW rate estimator algorithm ....................................................... 33 
Figure-  4-4   Major functional blocks in a Diffserv router ................................ 35 
Figure-  4-5   Diffserv interface between A and B ............................................... 36 
Figure-  5-1  Diffserv  simulation scenario ......................................................... 40 
Figure-  6-1   received bandwidth at D1 ............................................................. 47 
Figure-  6-2   received bandwidth at D2 ............................................................. 47 
Figure-  6-3   packet delays from S1 to D1 .......................................................... 49 
Figure-  6-4  Achieved rate for DSCP 10 in TCP/UDP, TCP networks ............. 52 
Figure-  6-5 Achieved rate for DSCP 11 in TCP/UDP, TCP networks .............. 52 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 VIII
List of tables 
 
Table  3-1  weight parameter w against delay and jitter ..................................... 26 
Table  5-1   traffic conditioners parameters ........................................................ 42 
Table  5-2   RED virtual queues ........................................................................... 43 
Table  6-1   performance of TBM policer under 1.5 M bottlenecks .................... 46 
Table  6-2   simulation results for TBM and bottleneck 2Mbps .......................... 48 
Table  6-3   simulation results for TBM and bottleneck 3Mbps .......................... 48 
Table  6-4   simulation results for TSW2CM and bottleneck 1.5Mbps ................ 50 
Table  6-5  simulation results for TSW2CM and bottleneck 2Mbps .................... 50 
Table  6-6    simulation results for TSW2CM and bottleneck 3Mbps .................. 51 
Table  6-7  Performance of TCP/UDP simulation .............................................. 51 
Table  6-8   Performance of TCP simulation ....................................................... 52 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 IX
Glossary: 
 
AF   Assured Forwarding 
AFC   Aggregate Flow Control 
ATM   Asynchronous Transfer Mode 
AQM           Active Queue Management 
BA   Behavior Aggregate 
BW              Band Width 
CBR   Constant Bit Rate 
CBS   Committed Burst Size 
CIR   Committed Information Rate 
COPS  Common Open Policy Service 
COS             Class Of Service  
CTR   Committed Target Rate 
DS   Differentiated Services 
DSCP  Differentiated Services Code Point 
DS Field  Differentiated Services Field 
ECN   Explicit Congestion Notification 
EF   Expedited Forwarding 
FTP   File Transfer Protocol 
ICMP  Internet Control Message Protocol 
Intserv  Integrated Services 
IETF  Internet Engineering Task Force 
IP   Internet Protocol 
IPv4  Internet Protocol version 4 
IPv6   Internet Protocol version 6 
LAN   Local Area Network 
MPLS           Multiprotocol Label Switching 
PDB              Per-Domain Behavior 
PHB     Per-Hop Behavior 
PIR      Peak Information Rate 
PTR     Peak Target Rate 
QoS   Quality of Service 
RED   Random Early Detection 
RFC   Request for Comments 
RIO   RED with In/Out bit 
 X
RSVP  Resource Reservation Protocol 
SLA   Service Level Agreement 
SLS   Service Level Specification 
SNMP  Simple Network Management Protocol 
TBM   Token Bucket Marker 
TCA   Traffic Conditioning Agreement 
TCB   Traffic Conditioning Block 
TCS   Traffic Conditioning Specification 
TCP   Transmission Control Protocol 
TOS   Type Of Service 
TSW   Time Sliding Window 
TSW2CM   Time Sliding Window Two Colour Marker 
UDP    User Datagram Protocol 
VBR   Variable Bit Rate 
VoD   Video-on-Demand 
VoIP             Voice over IP 
WRED  Weighted RED 
 
 
 
 
 
 
 
 
 
 1
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapter One 
Introduction 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 2
1 Introduction: 
 
The growing of the internet has exceeded expectations in terms of the massive 
number of users, and the revenue gained from all Internets related activities. 
This massive rising in the internet users leads to adopt heterogeneous traffic to 
satisfy customer requirements. Therefore, to allow today’s computer networks 
to handle such traffic, policies are needed to regulate and prioritize traffic based 
on services sensitive to delay (real time services) and services based on service 
level agreements (both sensitive to delay and BW guarantee). Soon after that 
SLA has becomes an important issue to regulate the internet Service Provider 
(ISP) relationships with their customers to assure services they provide. Service 
Level Agreement (SLA) is merely service specification guarantee which it has 
to state clearly the main duties of the ISP and the customer. For the ISPs 
provider to fulfill SLA commitments there is a need to reconfigure all systems 
to be compatible and adaptive with SLAs requirements. Differentiated Services 
or Diffserv (DS) is a computer networking architecture that specifies a simple, 
scalable and coarse grained mechanism for classifying, managing network 
traffic and providing Quality of Service (QoS) guarantees on modern IP 
networks. Diffserv can, for example, be used to provide low latency, guaranteed 
service (GS) to critical network traffic such as voice or video while providing 
simple best-effort traffic guarantee to non-critical services such as web traffic 
and file transfer. 
The objective of this work is the simulation of a highly congested network that 
has traffic priorities for assurance of guaranteed services using Diffserv. 
Simulation can be used to evaluate the performance of the network to traffics 
having different priorities and different quality of service requirements. 
Due to the shape of the today’s network traffic, different traffic types require 
different treatments and different QoS requirements which mean that each 
service such as VoIP, VoD should be treated differently. Thus the need for 
studying Diffserv becomes very important to.  
The problem needs to be solved in this dissertation is providing QoS levels in 
any network in efficient way need to classify traffic into various priorities and 
place the highest priority traffic in queues that gets better service and the rest of 
the traffic priorities should be handled based on the SLA agreed on between the 
customer and the service provider.  
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Thesis layout: 
Chapter two in this dissertation presents background information about QoS, 
some QoS examples and standardizations. Chapter three, both active and 
passive queue management are discussed in some details since these aspects 
formulate the basic of Diffserv. Furthermore some Active Queue Management 
(AQM) are examined and compared in terms of their performance. One such 
important active queue management scheme is Random Early Detection (RED) 
is detailed in this chapter. Chapter four contains Diffserv architecture theory and 
traffic conditioners that measure and mark packets arriving at the Diffserv 
boundary according to certain configuration parameters. Chapter five depicts 
introduction about Network Simulator 2 (ns-2) in addition to Diffserv 
simulation in ns-2, also simulations of the main elements of Diffserv are stated 
in this chapter. Chapter six results of the simulations are shown beside some 
simulation parameters stated for performance evaluation.  Chapter seven 
contains lessons learnt and some related works and conclusions.  Finally, 
references and appendix are stated, appendix contains the simulation codes.   
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Chapter Two 
Quality of service 
Background Information 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2 Quality of service Background Information 
 
2.1  Quality of Service Definition: 
  Quality of Service (QoS) refers to the ability of a network to provide selected 
traffic with better service.  This section provides an introduction to QoS in the 
Internet domain. The need for QoS is firstly motivated and then some 
mechanisms for QoS provisioning are mentioned. 
2.2 The Need for Quality of Service: 
 From Figure 1.1 it can be seen that the number of Internet users has increased 
and become in hundreds of millions around the globe.  With the increasing 
number of Internet users, more resources are required to satisfy user 
requirements.  Commercial ventures also take advantage of the increasing 
number of users to create new sources of income by creating novel applications 
that might interest Internet users.  The users and their application requirements 
drive the advance of the network technology. 
Theoretically there are two likely drivers for network services with guaranteed 
QoS.  One comes from applications that have strict QoS requirements such As 
Video-on-Demand (VoD) over the Internet and Internet Protocol (IP) telephony. 
 
 
          
Figure  2-1   Internet usage by world regions 
 The second driver is the need for service differentiation. Due to the competitive 
nature of the Internet marketplace network service providers will try to offer 
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their users better quality of service guarantees than their competitors. 
 The network protocol used predominantly in the Internet is IP.  One of the 
reasons for the success of IP is the fact that it is relatively simple.  The design 
principle for IP was derived from the “end-to-end argument. This argument 
states that intelligent functions are limited to the edges of the network and the 
core is relatively unintelligent. 
 IP routers in the core of the network check the address of the IP datagram 
against a forwarding table to determine the correct next-hop interface for the 
datagram.  If the queue for the next-hop is large, the datagram might experience 
delay. If the queue is full or unavailable, the router might discard the datagram.  
The result of this behavior is a so called “best-effort” service with unpredictable 
delays and data loss. 
Support for different types of service was one of the original design priorities of 
the Internet protocols. For a network service provider to be able to provide good 
quality of service, it should be able to provide some guarantees to the subscribers 
for their service. QoS is the ability of a network element to have some level of 
assurance that its traffic and service requirements can be satisfied. QoS does not 
create bandwidth rather it manages the available bandwidth according to the 
needs of the applications. 
By  providing  different  levels  of  service, one  creates  an  incentive  to  steal. 
One user might pay for a better service and another could try to steal some of 
that service.  As a consequence, QoS requires policy enforcement and policy 
management. 
 QoS also implies the need for accounting and billing. All these together, policy 
management, authentication, accounting and billing are essential to the success 
of QoS provision. 
2.3 Providing Network QoS: 
  A network with quality of service has the ability to deliver data traffic with a 
minimum amount of delay in an environment in which many users share the 
same network. QoS is totally different than CoS (class of service). CoS classifies 
traffic into categories such as high, medium, and low (gold, silver, and bronze). 
Low-priority traffic is "drop eligible," while high-priority traffic gets the best 
service. However, if the network does not have enough bandwidth, even high-
priority traffic may not get through. Traffic engineering, which enables QoS, is 
about making sure that the network can deliver the expected traffic loads. 
A package-delivery service provides an analogy. You can request priority 
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delivery for a package. The delivery service has different levels of priority (next 
day, two-day and so on). However, prioritization does not guarantee the package 
will get there on time. It may only mean that the delivery service handles that 
package before handling others. To provide guaranteed delivery, various 
procedures, schedules, and delivery mechanisms must be in place. For example, 
express companies have their own fleet of planes and trucks, as well as a 
computerized package tracking system. Traffic engineers work out flight plans 
and schedule delivery trucks to make sure that packages are delivered as 
promised. 
The highest quality of service is on a non shared communication link such as a 
cable that directly connects two computers. No other users contend for access to 
the network. A switched Ethernet network in which one computer is attached to 
each switch port can deliver a high level of QoS. The only contention for the 
cable is between the computers that are exchanging data with one another. If the 
link is full duplex, there is no contention.  
2.4 QoS degradation reasons: 
a. Shared network links, in which two or more users or devices must 
contend for the same communication channel. 
b. Delays caused by networking equipment (e.g., inability to process large 
loads). 
c. Delays caused by distance (satellite links) or excessive hops (cross-
country or global routed networks). 
d. Network congestion, caused by overflowing queues and retransmission of 
dropped packets. 
e. Poorly managed network capacity or insufficient capacity. If a link has 
fixed bandwidth, the only option to improve performance is to manage 
QoS. 
  The starting point for providing QoS in any network is to control and avoid 
congestion control mechanisms. What can be done to improve QoS? The 
obvious solution is to overprovision network capacity and upgrade to the most 
efficient networking equipment. This is often a practical solution in the private 
network environment, but not for private WAN links. Another solution is to 
classify traffic into various priorities and place the highest priority traffic in 
queues that get better service. This is how bandwidth is divided up in packet-
switched networks. Higher-level queues get to send more packets, and so get a 
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higher percentage of the bandwidth. New optical networks in the Internet core 
provide QoS with excess bandwidth. A single fiber strand can support hundreds 
or even thousands of wavelength circuits (lambdas). Lambdas can provide 
single-hop optical pathways between two points with gigabit bandwidth. A 
single circuit can be dedicated to traffic that needs a specific service level.                   
Service providers have been reluctant to implement QoS across their networks 
because of the management and logistics problems. If subscribers don't classify 
traffic in advance, then the provider will need edge devices that can classify 
traffic going into their networks. QoS features must also be set up from one end 
of a network to another, and that is often difficult to accomplish. QoS levels 
must be negotiated with every switch and router along a path. Still, QoS is 
getting easier to manage, and, in some cases, it is the only way to optimize 
network bandwidth. 
 Leading-edge service providers now offer a range of QoS service levels for 
Internet traffic. Subscribers specify QoS requirements in SLAs (service-level 
agreements).  
2.5 SLA specifications for QoS: 
a. Throughput:    An SLA can specify a guaranteed data transfer rate. This 
is easy on virtual circuit networks such as ATM. It is more difficult on IP 
networks. 
b. Packet loss: When a shared network gets busy, queues in routers and 
other network devices can fill and start dropping packets. A vendor may 
guarantee a minimum packet loss. 
c. Latency: This is the delay in the time it takes a packet to cross a 
network. Packets may be held up in queues, on slow links, or because of 
congestion. The more networking devices a packet crosses, the bigger the 
delay. Delays of over 100 ms are disruptive to voice. 
d. Jitter: Delay that is variable and difficult to interpret. 
 Of course, the range, location, and ownership of the network will make a big 
difference in how QoS is applied. An enterprise may wish to install QoS on its 
own intranet to support voice and video. QoS may also be applied to the 
LAN/WAN gateway to ensure that private WAN links or virtual private 
networks (VPNs) are appropriately loaded and provide quality service for inter 
company voice calls, videoconferences, and so on. Most of the focus for QoS 
technologies on the Internet because it lacks features that can provide QoS. 
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2.6 Service Levels: IP versus ATM   
  The Internet is a connectionless packet-switching network, meaning that 
without any special QoS provisions, all services are best effort. In contrast, 
leased lines and ATM naturally support QoS because they deliver data in a 
predictable way. Leased lines such as T1 circuit use TDM (time division 
multiplexing), which provides fixed-size repeating slots for data. ATM uses 
fixed-size cells and has built-in traffic engineering parameters to ensure QoS.                   
Obtaining QoS in IP networks is not so easy, primarily for the following reasons: 
a. The architecture is routed, meaning that packets may take different paths, 
which produces unpredictable delays. 
b. IP is connectionless-that is, it does not have virtual circuit capabilities 
that could be used to allocate and guarantee bandwidth. 
c. IP uses variable-size packets, which makes traffic patterns unpredictable. 
d. Packets from many sources traverse shared links and may burst into 
routers, causing congestion; packet drops; retransmission; more 
congestion; and, ultimately, excessive delay that is unsuitable for real-
time traffic. 
Consider a typical LAN/WAN interface. It is an aggregation point where 
traffic from many sources inside the network comes together for 
transmission over the WAN link. If the WAN link has insufficient 
bandwidth, congestion will occur.   
 In the preceding scenario, all packets are equal. Packets for mission-critical 
applications may be dropped. Classification is essential. Fortunately, packet 
classification is now easy with multilayer routing solutions from vendors 
such as Extreme Networks. Still, the service these devices offer is more CoS 
oriented. Keep in mind that true QoS requires bandwidth management and 
traffic engineering across the networks that packets will travel.  
ATM networks provide a number of native features to support QoS: 
a. Fixed-size cells (as opposed to IP's variable-length packets) provide 
predictable throughput. As an analogy, if all boxcars on a train are the 
same size, you can predict how many will pass a certain point if you 
know the speed of the train. 
b. Predictable behavior allows for bandwidth management and the creation 
of guaranteed service-level agreements. 
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c. ATM is also connection oriented and delivers data over virtual circuits 
that deliver cells in order, an important requirement for real-time audio 
and video. 
d. ATM supports admittance control and policing, which monitor traffic and 
only allow a new flow if the network will support it without affecting the 
bandwidth requirements of other users. 
e. ATM networks "police" traffic to prevent senders from exceeding their 
bandwidth allocations. If traffic exceeds a certain level, the network may 
drop packets in that circuit. Packets are classified, with some being more 
"drop eligible" than other. 
As a point of comparison, the Internet has no admittance controls, which is 
probably good, but it also means that long file transfers can consume bandwidth 
and prevent other packets from getting through. This is especially disruptive to 
real-time traffic. 
The following sections describe the various techniques that may be used to 
provide QoS on the Internet and in enterprise networks. Some of these solutions 
provide only partial QoS, but are required to provide higher levels of service. 
The various solutions may be categorized as follows: 
a. Congestion management: Schemes that help reduce congestion when it 
occurs or that actively work to prevent congestion from occurring. 
b. Classification and queuing techniques: Traffic is classified according to 
service levels. Queues exist for each service level, and the highest priority 
queues are serviced first. 
c. Bandwidth reservation techniques: Bandwidth is reserved in the network 
to ensure packets delivery. 
d. Packet tagging and label: switching Packets are tagged with identifiers 
that specify a delivery path across a network of switches. The paths can 
be engineered to provide QoS. 
2.7 Congestion Management Techniques: 
 Managing network congestion is a critical part of any QoS scheme. TCP has 
some rudimentary congestion controls. The technique relies on dropped packets. 
When a packet is dropped, the receiver fails to acknowledge receipt to the 
sender. The sender assumes that the receiver or the network must be congested 
and scales back its transmission rates. This reduces the congestion problem 
temporarily. The sender will eventually start to scale up its transmissions and 
the process may repeat. 
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Packets are dropped because a router queue is full or because a network device 
is using a congestion avoidance scheme, such as RED (random early detection). 
RED monitors queues to determine when they are getting full enough that they 
might overflow. It then drops packets in advance to signal senders that they 
should slow down. Fewer packets are dropped in this scheme. 
The problem with RED is that it relies on dropping packets to signal congestion. 
ECN (explicit congestion control) is an end-to-end congestion avoidance 
mechanism in which a router that is experiencing congestion sets a notification 
bit in a packet and forwards the packet to the destination. The destination node 
then sends a "slow down" message back to the sender. 
Traffic shaping is a technique that "smoothes out" the flow of packets coming 
from upstream sources so that downstream nodes are not overwhelmed by 
bursts of traffic. An upstream node may be a host, or it may be a network device 
that has a higher data rate than the downstream network. At the same time, 
some hosts with priority requirements may be allowed to burst traffic under 
certain conditions, such as when the network is not busy. A traffic shaper is 
basically a regulated queue that takes uneven and/or bursty flows of packets and 
outputs them in a steady predictable stream so that the network is not 
overwhelmed with traffic. 
2.8 Classification, Admission, and Tagging 
Any QoS scheme involves guaranteeing service levels to traffic flows. In a 
world of infinite bandwidth, all flows could be handled equally. But networks 
are still bandwidth limited and congestion problems occur due to improper 
network design. Therefore, traffic must be classified-and, in some cases, tagged-
so that downstream devices know what to do with it. Basic classification 
techniques are outlined here: 
a. Inspect and classify (differentiate) incoming traffic using various 
techniques, such as "sniffing" the MAC address, the physical port on 
which the packet arrived, IEEE 802.1Q VLAN information, IEEE 
802.1D-1998 (formerly IEEE 802.1p) information, source and destination 
IP address, well-known TCP/UDP port numbers, application information 
at layer 7, such as cookies and other information. Note that some 
encryption and tunneling schemes make packet sniffing impossible. Some 
applications never use the same port, and a variety of different 
applications go to port 80-the Web services port, which makes 
differentiating on port number difficult. 
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b. If a flow is requesting a particular service, use admission controls to 
either accept or reject the flow. Admission controls help enforce 
administrative policies, as well as provide accounting and administrative 
reporting. 
c. Schedule the packets into appropriate queues and manage the queues in a 
way that ensures that each queue gets an appropriate level of service for 
its class. 
Classification requires administrative decisions about how traffic should be 
classified and where it should be tagged. Administrators might classify traffic 
based on whether it is best effort and suitable for discard, real-time voice and 
video, network controls (e.g., OSPF messages), or mission critical. 
The following classification schemes identify traffic near its source and mark 
packets before they enter the network. Network nodes only need to read the 
markings and forward packets appropriately. 
a. IEEE frame tagging    This scheme defines a tag, inserted into an Ethernet 
frame, which contains three bits that can be used to identify class of 
service.  
b. IETF Differentiated Services (Diffserv):  Diffserv is an IETF specification 
that works at the network layer. It alters bits in the IP ToS field to signal a 
particular class of service. Diffserv works across networks, including 
carrier and service provider networks that support the service; and, 
therefore, it has become an important scheme for specifying QoS across 
the Internet. Diffserv is covered in more details in this dissertation. 
The first scheme works over LANs, while Diffserv works over internetworks. 
The tag information in MAC-layer frames will be lost if the frame crosses a 
router. However, some method may be used to capture the information and use 
it to set Diffserv markings. 
2.9 MAC­Layer Prioritization 
As mentioned, the IEEE defined a method for inserting a tag into an IEEE 
MAC-layer frame that contains bits to define class of service. During 
development, this was known as Project 802.1p, and you will see it referred to 
that way in much of the literature. It is now officially part of IEEE 802.1D-
1998. The tag defines the following eight "user priority" levels that provide 
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signals to network devices as to the class of service that the frame should 
receive:  
a. Priority 7:   Network control traffic such as router configuration messages 
b. Priority 6 :  Voice traffic, such as NetMeeting, that is especially sensitive 
to jitter 
c. Priority 5 :   Video, which is high bandwidth and sensitive to jitter 
d. Priority 4:    Controlled load, latency-sensitive traffic such as SNA 
transactions 
e. Priority 3 :   Better than best effort, which would include important 
business traffic that can tolerate some delay 
f. Priority 2    Best-effort traffic 
g. Priority 1    The default mode if none is specified 
h. Priority 0    Non critical traffic such as backups, non critical replications, 
some electronic mail, and so on 
A method for reordering and moving delay-sensitive real-time traffic to the 
front of a queue is also defined. A component of this scheme is GARP (Group 
Address Registration Protocol), which is used by LAN switches and network-
attached devices to exchange information about current VLAN configurations. 
Note that 802.1D-1998 provides at the LAN level what Diff-Serv provides in 
layer 3 across internetworks. MAC-layer tags may be used to signal a class of 
service to Diffserv. 
2.10 IP Type of Service (IP ToS) 
   The role of the IP ToS field has changed with the development of Diff-Serv. 
The original meaning of the ToS field was defined in RFC791 (Internet 
Protocol, September 1981); however, it was never used in a consistent way. 
Most routers are aware of the field, but it has little meaning across public 
networks. Many enterprises have used it internally to designate various classes 
of service or to prioritize traffic across private WAN links. 
The ToS field is divided into two sections: the Precedence field (three bits) and 
a field that is customarily called "Type-of-Service" or "TOS" (five bits). 
Diffserv redefined the field as the Diffserv Field (DS Field). RFC 2474 
(Definition of the Differentiated Services Field in the IPv4 and IPv6 Headers, 
December 1998) describes this further.  
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2.11 IETF QoS Solutions 
The IETF has been working to define Internet QoS models for many years. The 
task has not been easy since packets must cross many networks, and providers 
must agree not only how QoS will be managed, but also how it is paid for. The 
primary QoS techniques developed by the IETF are Intserv (Integrated 
Services), Diffserv (Differentiated Services), and MPLS (Multiprotocol Label 
Switching), as described next. 
a. Integrated Services (Intserv):   This is a model for providing QoS on the 
Internet and intranets. The intention of Intserv designers was to set aside 
some portion of network bandwidth for traffic such as real-time voice and 
video that required low delay, low jitter (variable delay), and guaranteed 
bandwidth. The Intserv Working Group developed RSVP (Resource 
Reservation Protocol), a signaling mechanism to specify QoS 
requirements across a network. Intserv has scalability problems and it 
was too difficult to deploy on the Internet. However, RSVP is used in 
enterprise networks, and its control mechanism for setting up bandwidth 
across a network is being used in new ways with MPLS. 
b. Differentiated Services (Diffserv): Diffserv classifies and marks packets 
so that they receive specific per-hop forwarding at network devices along 
a route. The important part is that Diffserv does the work at the edge so 
that network devices only need to get involved in properly queuing and 
forwarding packets. Diffserv works at the IP level to provide QoS based 
on IP ToS settings. Diffserv is perhaps the best choice for signaling QoS 
levels available today and it is going to be discussed in details in this 
dissertation. 
c. MPLS (Multiprotocol Label Switching) MPLS is a protocol, designed 
primarily for Internet core networks, that is meant to provide bandwidth 
management and quality of service for IP and other protocols. Control of 
core network resources is accomplished by building LSPs (label switched 
paths) across networks and rapidly forwarding IP packets across the 
network through these paths. By labeling packets with an indicator of the 
LSP they are to traverse, it is possible to eliminate the overhead of 
inspecting packets at every network device along the way. LSPs are 
similar to virtual circuits in ATM and frame relay networks, and traffic 
engineering approaches can be used to create LSP that delivers a required 
level of service. 
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2.12    Policies and Policy Protocols 
 The final pieces of the QoS picture are policies, policy services, and policy 
signaling protocols. Most of the QoS systems just described use policy systems 
to keep track of how network users and network devices can access network 
resources. A defining feature of a policy system is that it works across a large 
network and provides policy information to appropriate devices with that 
network.          
Policy architecture consists of the following components, which primarily 
manage the rules that govern how network resources may be used by specific 
users, applications, or systems. When rules are specified and programmed into 
policy systems, they are known as policies. 
a. Policy clients    Network devices that process network traffic such as 
switches and routers running various queuing algorithms. Policy clients 
query policy servers to obtain rules about how traffic should be handled. 
b. Policy servers    This is the central authority that interprets network 
policies and distributes them to policy clients. 
c. Policy information system    The information about whom or what can 
use network resources is stored in some type of database, usually a 
directory services database. 
This architecture allows network administrators to specify policies for 
individuals, applications, and systems in a single place-the policy information 
system. The policy server then uses protocols such as LDAP (Lightweight 
Directory Access Protocol) or Structure Query Language (SQL) to obtain this 
information and form policies that can be distributed to policy clients. Policy 
clients talk to policy servers via network protocols such as COPS (Common 
Open Policy Service) and SNMP (Simple Network Management Protocol). 
COPS is an intradomain mechanism for allocating bandwidth resources and it is 
being adapted for use in establishing policy associated with a Diffserv capable 
networks. 
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3 Queue Management in Diffserv 
3.1  Introduction: 
  Performance of TCP based applications critically depends on the choice of 
management in the network links. Queue management is defined as the 
algorithms that manage the length of packet queue by dropping packets when 
necessary or appropriate. 
From the point of dropping packets queue management can be classified into 
two categories. The first category is passive queue management (PQM), which 
not employ any preventive packet drop before the router buffer gets full or 
reaches specified value. The second category is active queue management 
(AQM) which employs preventive   packet drop before the router buffer gets 
full. Passive queue managements (e.g. drop tail) are currently widely deployed 
in the internet routers. It introduces several problems (e.g. global 
synchronization or internet melt down) on the internet. Active queue 
management is expected to eliminate global synchronization and improves 
quality of services of networks. The expected advantages of AQM are increase 
in throughput, reduced delay, and avoiding lock-out. 
3.2 Passive Queue Managements:   
The internet has grown from a small data transfer – oriented network to a large 
public access multiservice network. Various type of real and nonreal time traffic 
such as file transfer protocol (FTP), e-mail, hypertext transfer protocol HTTP, 
voice and even video are transmitted over the internet. 
The current implementation of the internet is based on the TCP/IP protocol 
stack, which was established in the 1980s when the usage of the internet was 
limited to a small group of people with little network congestion. With the 
growth of the internet, it has become necessary to deploy AQM to improve the 
QoS, such as throughput ,delay, jitter and loss on the internet as stated in 
chapter one. RFC2309 requires low delay service to users as one of the goals of 
AQM. 
Passive queue management is defined as the algorithms having the following 
two characteristics: 
a. Non preventive packet drop is taken for arriving packets until the buffer 
level reaches some specified values. 
b. Once the buffer level reaches a specified value, all arriving packets are 
dropped with probability of one. 
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Passive Queue managements, therefore, have two states: no packet drop and 
100% drop. It does not send early congestion warning to senders to decrease 
their traffic rate with a view to relieving network congestion. A 100% drop 
causes all senders to back off.  
The commonly used PQM schemes are: 
a. Tail Drop 
b. Drop From Front 
c. Push out 
3.3 Problems with Passive Queue Management: 
An internet router normally is attached to a large number of hosts whose total 
bandwidth requirements, at certain times, exceeded the transmission capacity of 
the gateway. Buffers are used in the routers to absorb the difference between the 
required and the available capacity. There is a trade-off between the buffer size 
and QoS: a larger buffer size results in a higher throughput but may potentially 
result in long delays. On the other hand, for a given buffer size, the buffer 
management scheme affects the QoS of connections. Regardless of the details 
of these PQM schemes, all of them meet two characteristics of PQM as 
described before. The following problems however, have been observed when 
they are used to manage buffers that carry traffic that is controlled by the 
window based congestion algorithms of TCP. 
a. Lock out. In some situation, tail drop allows a single connection or a few 
connections to monopolize the buffer space of the routers, preventing 
other connections from getting space in the router queue. This results in 
unfair sharing of network resources among the connections, thereby 
giving rise to fairness problem. 
b. Full queue. Because tail drop does not drop packets before the queue is 
full, it results in router queue being full for a long period of time. This 
results in long queuing delays. 
Because of the inherent problems of passive queue managements, IETF 
recommends AQM for the next generation Internet routers. 
3.4  Active Queue Managements: 
 Contrary to PQM, AQM provides preventive measures to manage a buffer to 
eliminate problems associated with passive buffer management. Active queue 
management has the following characteristics: 
a. Preventive random packet drop is performed before the buffer is full. 
b. The probability of preventive packet drop increases with increasing level 
of congestion. 
Preventive packet drop provides implicit feedback mechanism to notify senders 
of the onset of congestion. The feedback is used by the senders to reduce their 
traffic rate to relieve the level of congestion. Arriving packets from senders are 
dropped randomly, which prevents all senders from backing off simultaneously 
and thereby eliminates global synchronization. 
RFC2309 specifies the goals of AQM as follows: 
a. Reduce the number of packets dropped in routers to improve 
throughput; 
b. Provide a low delay to interactive services by maintaining  a small 
queue size, which reduces the delay seen by flows; 
c. Avoid lock-out behavior by sharing the bandwidth fairly among 
competing flows. 
 After the IETF recommendation on AQM, many AQM algorithms have been 
proposed in the literature. Here some of the well known AQM algorithms are 
discussed. 
3.5 Random Early detection:    
The default AQM scheme recommended by IETF for the next generation 
internet routers is Random Early Detection (RED), which was proposed by 
Floyd and Jacobson in 1993 [1]. Figure-3-1 shows the algorithm and drop 
function of RED. A router implementing RED accepts all packets until the 
queue reaches   , after which it drops a packet with a linear probability 
distribution function. When the queue reaches   , all packets are dropped 
with probability of one. 
thMin
thMax
The basic idea behind RED is that a router detects congestion early by 
computing the average queue length avg sets two buffer thresholds  and 
 for packet drop as shown in Figure-3-1&-2. The average queue length at 
time t:                                    
thMax
thMin
                                       avg(t)=(1-w)avg(t-1)+wq(t)                              (3.1) 
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For each packet arrival  
 Calculate the average queue size avg 
 If Min_threshold ≤ avg < Max_threshold 
    Calculate probability p 
    Arriving packets will be dropped with probability p 
Else if Max_threshold ≤ avg 
   Arriving packets will be dropped with probability 1   
 
 
 
 
 
 
 
Figure-  3-1   Basic RED Algorithm 
 
 
 
 
 
 
 
Figure-  3-2   RED buffer Drop scenario 
 
The avg(t) is used as control variable to perform active packet drop. The avg(t) 
is the new value of the average queue length at time t, q(t) is  instantaneous 
queue length at time t and w is weight parameter in calculating  avg. normally w 
is much less than one. The packet drop probability, p, is calculated by   
 
                                    
minmax
min
maxPr ThreshThresh
Threshavgobp −
−=                        (3-2) 
  
The RED algorithm therefore includes two computational parts: computation of 
the average queue length and calculation of the drop probability. 
The RED algorithm involves four parameters to regulate its performance.  
 and  are the queue thresholds to perform packet drop.  
is the packet drop probability at , and w is the weight parameter to 
calculate the average queue size from the instantaneous queue length. However, 
because w is much less than one, avg changes much slower than q. Therefore, 
avg follows the long term changes of q, reflecting persistent congestion in 
networks. By making the packet drop probability a function of the level of 
congestion, RED gateway has a low packet drop probability during low 
minThresh maxThresh maxPr ob
maxThresh
μ
Prob max 
1
 maxThresminThres
maxminThres Thres Dro
p
congestion, while the drop probability increases as the congestion level 
increases. 
The packet drop probability of RED is small in the interval and  
. Moreover, packets to be dropped are chosen randomly from the arriving 
packets from different hosts. As a result, packets coming from different hosts 
are not dropped simultaneously. RED gateways, therefore, avoid global 
synchronization by randomly dropping packets. 
minThresh maxThresh
The performance of RED significantly depends on the values of its four 
parameters, ,  , , and w. maxPr ob maxThresh minThresh
In the next section chosen of these four parameters will be discussed. 
3.6 Selection of Maximum Packet Drop Probability:  
The selection of the maximum drop probability  significantly affects the 
performance of RED. If   is too small, then active packets drop are not 
enough to prevent synchronization. Large value of  decrease the 
throughput; although a  value of 0.1 is generally suggested [2] the 
selection of an optimal value of  according to network and traffic 
situation is still an open issue. 
maxPr ob
maxPr ob
maxPr ob
maxPr ob
maxPr ob
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Pr
In [3] it is demonstrated that the value of  depends not only on the 
bandwidth delay product but also on the number of connections. The upper 
bound of packet drop probability ( ) can be expressed as: 
maxPr ob
maxob
 
                                        
τB
CSNob ⋅⋅≤maxPr                                           (3.3) 
 
Where N is the number of connections, B is the total bandwidth. S is the 
segment size τ  is the round trip time, and C is a constant. From (3.3) it is not 
possible to fix a value of  for a dynamically changing network 
environment (number of connections round – trip time, etc). 
maxPr ob
 
3.7 Selection of Buffer Thresholds,  minThresh  and max : Thresh
The selection of buffer thresholds for the packet drop can be determined as 
follows: 
a. For RED gateway carrying only TCP traffic, minThresh  should be around 
five packets and  max  should be at least three times thMin . Thresh
b. Non TCP traffic does not employ the congestion control mechanisms of 
TCP. Different set of values are therefore, required for minThresh  and 
max   to protect TCP traffic from non TCP traffic. Thresh
3.8 Selection of Weight Parameter: 
RED uses the average queue length as a control variable to perform active 
packet drop. Calculation of the average queue length involves the previous 
average queue length and the instantaneous queue length modified by a weight 
parameter w. The average queue length, therefore, worked as a low pass filter. 
The average queue length is required to track persistent network congestion that 
occurs over a long time range while, at the same time filtering out short time 
congestion. This requirement imposes limitation on the selection of w. if w is 
too small, the average queue length does not catch up with the long range 
congestion that may result in the failure of the AQM. If w is too large the 
average queue length tracks the instantaneous queue, which also degrades the 
performance of the AQM. Therefore, the value of w should be related to the 
traffic flowing in the queue. 
A simple model to calculate w was developed in [1,2]. However, the 
assumptions in developing the model of w were too simple to reflect real TCP 
traffic. Therefore in certain situation, the values given in [1, 2] may result in 
nonoptimal performance of the RED queue.    
A more realistic model for determining w has been proposed, where the 
aggregate TCP traffic has been taken into consideration. Results have shown 
that the values (0.05, 0.07) obtained from the models gives better performance 
than the values (0.001, 0.002) in certain cases. 
3.9 Calculating the Average Queue Length:   
 RED uses four parameters and one state variable to regulate its performance. 
The state variable is the average queue length which is defined in equation (3.1) 
and works as low pass filter (LPF). The average queue length controls the active 
packet drop in the RED queue. The advantage of using the average queue length 
to control active packet drop are: 
a. accumulating short term congestion  
b. tracing long term congestion 
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However, the low pass filter characteristic of average queue is also featured 
with slow time response to the changes in the long term congestion in networks. 
This is harmful the performance and the delay performance of RED gateway. 
For example after long term congestion, the average queue length stays high 
even if the instantaneous queue is back to congestion resulting in low 
throughput. The slow response to the average queue length will result in low 
throughput resorting slowly after heavy congestion. A larger value of w can 
improve the response time, but at the expense of RED queue tracing short term 
congestion, which is against the AQM principle. 
Many effective algorithms are proposed to calculate avg; the newest one is 
called low pass filter/ over drop avoidance (LPF/ODA) [4], The LPF/ODA 
algorithm is shown in Figure-3-3. 
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Figure-  3-3   LPF/ODA algorithm 
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LPF/ODA calculates the average queue length as follows: 
a. During long term congestion, calculate the average queue length with an 
LPF as given in [4]. During this period the RED queue is in the active 
drop phase; 
b. If average queue length is high at the end of long term congestion, halve 
the average queue length. During this period the RED is in the over drop 
avoidance (ODA) phase. 
c. If the average queue length is below a specific threshold after the end of 
long term congestion, renew the value of average queue length using the 
LPF model. 
3.10 Classifying the RED Variants:   
 The performance of TCP/IP over RED has been widely studied. The studies 
revealed that although RED can improve TCP performance under certain 
parameter settings and network conditions, the basic RED algorithm is still 
susceptible to several problems, such as low throughput high delay jitter, and 
bandwidth unfairness. To overcome the limitation of basic RED algorithm, 
researchers proposed several variants of RED.   
Research on RED and its variants can be classified into two categories: 
a.  The first category deals with modifying the calculation of the control 
variable and/or drop function. 
b.  The second category is concerned with configuring and setting RED 
parameters. 
In the first category, called aggregate control, the packet drop probability is non 
discriminative to connections (i.e., all connections have the same drop 
probability). In the second category, called per-flow control, the packet drop 
probability applied to arriving packets can be discriminative to different TCP 
connections (i.e., each connection has its own drop probability). In perflow 
control, the thresholds for the gateway buffer to perform packet drop can be set 
according to the traffic type (TCP, UDP) resulting in class based threshold.  
3.11 Performance Evaluation and Comparison of AQM Schemes:     
In this section performance of number of RED variants are compared and 
contrasted using number of performance measures. Both simulation and 
modeling have been used for performance evaluations. RFC2309 [5] lists three 
performances metrics, throughput delay, and fairness, to evaluate AQM 
schemes. For interactive applications, such as web browsing, time response is 
another important criterion. 
3.11.1 Throughput and Fairness: 
 Throughput is the amount of data that can be transferred by a network from a 
sender to a receiver during a period of time. The throughput of RED under per 
flow queue management was evaluated in many papers. It was found that for 
large number of TCP connections, the throughput of RED is generally low. In 
the presence of mixture and burst and greedy sources, RED lacks fairness in 
addition to suffering from low throughput. 
Fairness deals with the fair allocation of resources when multiple TCP 
connections share a gateway. In case of RED, fairness is concerned with the 
following two cases: 
a. Fair bandwidth sharing among TCP flows. 
b. Fair bandwidth sharing between TCP and non-TCP traffic (e.g., UDP 
traffic) 
The first fairness problem of RED for different TCP flows arises from its 
parameter , which should be associated with the bandwidth delay product 
of a connection. Per flow management has been proposed to solve this fairness 
problem among TCP connections. The second fairness problem arises from the 
fact that non UDP sources do not employ congestion control and congestion 
avoidance mechanisms, Thereby, when TCP and UDP traffic compete for router 
buffer space, packets dropped by RED do not affecting the sending rate of UDP 
sources. This results in UDP traffic stealing bandwidth from TCP traffic and 
causing unfairness and degradation of QoS. Class based management can solve 
this type of fairness problem. 
dropMax
3.12 Delay and Jitter: 
  One of the goals of AQM is to ensure low queuing delay to packets. Because 
the queue length and the queuing delay vary with time. The variance of delay is 
called jitter. RED algorithm is very sensitive to w. the smaller the value of w, 
the larger is the delay variance. Table 3-1 shows the relationship between w, 
delay, and jitter. 
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Table  3-1  weight parameter w against delay and jitter 
W Mean 
Delay(ms) 
Jitter (ms) 
0.1 5.9 40 
0.01 7.7 170 
0.001 7.2 190 
3.13 Time Response: 
   For web browsing under low to medium levels of network congestion, the 
RED parameters have minimal effects on its response time. Under heavy 
congestion, RED can be carefully tuned to yield higher throughput than tail-
drop at the expense of delay; therefore, for web traffic, RED provides no clear 
advantage over tail drop, this is because web browsing is normally characterized 
by short bursty traffic (compared to FTP), whereas RED is designed for long 
live time. The congestion detection mechanism in RED does not respond well to 
short lived traffic. 
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4 Differentiated Service 
4.1 Diffserv and AQM: 
   RFC2597 [6] recommends RED with two configuration thresholds (or RED 
in/out (RIO)) as the AQM in Differentiated services (Diffserv) routers. Among 
the service offered by Diffserv, the Assured Forwarding (AF) service has three 
packet drop preferences for every one of four physical queues which it 
composes twelve queue priorities.  
 Experimental studies of RED queues used in the AF services with two level 
drop preferences were carried out. Results have shown that service 
discrimination between assured service traffic can be achieved by using two 
levels of drop preference. 
Adaptive priority marking for Diffserv in internet with RED gateway 
implementation was studied in [3], where reservation of resources for individual 
connection is not needed. A packet marking scheme based on measured 
throughput at the gateway was proposed. Packet marking probability is 
calculated based on target bandwidth and observed bandwidth. 
A RED like active queue management scheme, called modRED, is employed in 
the core router of the DS domain to provide congestion signal and active packet 
dropping. Token bucket filter (TBF) based traffic regulator is employed at the 
ingress node of a DS router. 
 In addition to ECN (explicit congestion notification) bit for congestion 
information in the DS domain, ECM (Edge congestion Management) uses an 
extra LCN (local congestion notification) bit in packet header to indicate local 
congestion at a node within the domain. The two congestion bits are used to 
provide feedback of congestion status to the ingress node. Feedback congestion 
information and the predicted bandwidth demand are used to decide on the 
amount of traffic injected into the DS domain. 
In the ECM scheme, the bandwidth required at the ingress node is predicted by 
the average queue length defined in the RED algorithm. Larger average queue 
lengths infer a higher bandwidth demand. In the mod RED algorithm, an 
additional threshold, called feedback threshold, which take a value between 
Thresholdmin and Thresholdmax, is introduced. When the average queue length is 
greater than feedback threshold, the ECM scheme marks the LCN bit. When 
average queue length is greater than feedback threshold and less than 
Thresoldmax, the ECM scheme probabilistically drops packets and marks ECN 
bit of all outgoing packets.  
When the average queue length is greater than Thresoldmax , all incoming packets 
are dropped. Although the ECM scheme can improve the packet loss ratio, 
ECM needs to introduce an extra LCN bit in the IP packet format.      
4.2 Differentiated Services Architectural Model: 
  This section relies on Blake paper [7] that defines the Diffserv architecture as 
shown in Figure-4-1.  One of the most important properties of the architecture is 
that it is fairly simple.  Simplicity allows for greater scalability and manageability. 
The architectural features of Diffserv are encapsulated within a Diffserv domain.  
The following subsection outlines the various components in such a domain. The 
next section explains the Diffserv activities known as traffic classification and 
conditioning. These activities take place at a network packet level. 
Packets that enter a Diffserv domain are classified, may be conditioned, and are 
assigned to a BA (Behavior Aggregator).  Such a BA may be thought of as a 
traffic aggregate which should be treated in some specified manner by the 
network.  Packets in the same BA are marked with the same value in the DS field 
in the IP header.  This value of the DS field is called the Differentiated Services 
Code Point (DSCP).  In the core of the Diffserv domain, the packets are 
forwarded according to the value of the DSCP. 
The  externally  observable  forwarding  behavior  with  which  a  BA  is  
endowed  at  a DS node is called a Per-Hop Behavior (PHB).   
 
DS: Diffserv Domain 
 
Figure-  4-1   Diffserv Domain architecture 
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4.3 Differentiated Services Domain: 
 A Diffserv domain is a contiguous set of DS nodes with the same service 
provisioning policy and set of PHBs.  It has a well defined boundary.  Boundary 
nodes apply rules to traffic that enter the DS domain.  The Traffic that enters the 
domain is called ingress and egress traffic, respectively.   Internal nodes select a 
forwarding behavior (PHB) according to the value of the DS code point. 
Figure-4-1  provides  a  diagram  illustrates  some  of  the  components  found  
in  a  DS domain. A DS domain consists of both boundary and interior nodes.  
Boundary nodes connect the DS domain to other DS domains or to non-DS 
domains.  Interior nodes only connect to other interior or boundary nodes in the 
same domain. 
Boundary nodes must be able to perform traffic conditioning based on a Traffic 
Conditioning Specification (TCS). A TCS specifies, for example, service 
performance parameters (e.g. Throughput and drop probability), and traffic 
profiles within which the service is offered (e.g. Token bucket parameters), the 
period over which the service is offered, and how packets are marked. A 
boundary node can act as both ingress and egress for traffic, depending on the 
direction of the stream. A boundary node that acts as an ingress node must 
ensure that the traffic conforms to the TCS that was set up between the customer 
and provider domain. The egress node can condition traffic exiting the domain 
to ensure that it conforms to the TCS of the downstream domain. 
4.4 Traffic Classification and Conditioning: 
Differentiated services are extended across a DS domain boundary by 
establishing a Service Level Specification (SLS) between the upstream and 
the downstream domains. The SLS defines packet classification and re-
marking rules, traffic profiles, and actions to be performed for in and out-of-
profile streams. The previously mentioned TCS forms an integral part of the 
SLS. 
4.4.1 Classifiers: 
A classifier selects packets in a traffic stream, based on the contents of a 
portion of the packet header. In the Diffserv context there are two types of 
classifiers: BA classifiers and multi-field classifiers.  BA classifiers classify 
packets based on only the value of the DS codepoint. Multi-field classifiers 
use additional fields in the packet header to classify the packet. 
Classifiers are used to ‘steer’ certain packets (matching some rule) to an 
element of a traffic conditioner for further processing. Classifiers are 
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configured by some management procedure according to a TCS. Traffic 
profile specifies the properties of a traffic stream selected by a classifier.  It 
also provides rules for determining whether a packet is in- or out-of- profile. 
A profile could, for example, specify that all packets marked with codepoint X 
should be measured against a token bucket meter with rate r and burst size b. 
Different so-called conditioning actions may be applied to in- and out-of-
profile traffic. These actions are carried out by components called traffic 
conditioners, as discussed in the next section. 
4.4.2 Traffic Conditioners:    
 A traffic stream is selected by a classifier which steers the packets to a logical 
instance of a traffic conditioner.  A traffic conditioner may contain components 
called a meter, a shaper, a dropper, and a marker.  A meter is used to measure the 
traffic stream’s characteristics against a profile.  The state of the meter regarding 
a specific packet is used to ascertain whether or not the packet is out-of-profile. 
Out-of-profile traffic could be acted upon in a variety of ways.  It might be 
queued until it is in-profile (shaped); it might be discarded (dropped or policed); 
it might be marked with a new code point (re-marked); or it might be forwarded 
without change but then also trigger an accounting procedure. 
Figure-4-2 gives a logical representation of a traffic classifier and the most 
important functional components of a conditioner. The various components in 
the figure are related as follows. 
 A meter measures the properties of packet stream that has been selected by a 
classifier against a profile.  The meter then passes state information to other 
conditioning functions to trigger particular actions. 
 
 
 
Figure-  4-2   a logical representation of a traffic classifier 
 
 
 
 31
 A marker sets the DS field of a packet to a particular codepoint, thereby adding 
it to a particular BA. Shapers delay packets in a stream to bring them in 
compliance with a given profile.  A shaper has finite buffer space and will 
discard packets if the buffer becomes full. On the other hand, droppers discard 
packets in a stream to bring them in compliance with a profile.  This is called 
‘policing’ the stream. 
Traffic conditioners are usually located within DS ingress and egress boundary 
nodes. The latter case usually occurs when one wants to ensure that the egress 
traffic conforms to some specification before it is sent to a downstream DS 
domain.  Traffic conditioners can, however, also be located within interior 
nodes or in a non-DS-capable domain. 
4.4.3 Token Bucket Marker 
The Token Bucket Marker (TBM) meters a traffic stream based on two traffic 
conditioning parameters, Committed Information Rate (CIR) and Committed 
Burst Size (CBS). The marker marks the packets as either green, or red. 
The meter is specified in terms of a token bucket, C.  The maximum size of C 
is C BS. Initially the token bucket is full, i.e. TC (0) = CBS, where TC is the 
token count.  TC is updated CIR times per second: 
If (TC <CBS) then TC ← TC + 1 else 
TC   not incremented 
The marker uses the result of the meter to determine the colour of a newly 
arrived packet.  Assume a packet of size B bytes arrives at time t.  If TC (t) − B ≥ 
0, the packet is marked as green and TC ← TC − B.  If not, the packet is marked 
as red and TC remains unchanged. 
4.4.4   Time­sliding window two colour marker 
The Time Sliding Window Two Colour Marker (TSW2CM), it is only 
configured with one rate and packets are marked as either green, or red. It 
meters a traffic stream according to one traffic conditioning parameter, CTR. 
The TSW2CM is also composed of a rate estimator and a packet marker. The 
rate estimator provides an estimate of the traffic stream’s arrival rate.  The 
algorithm of the TSW rate estimator is depicted in Figure-4-3. 
The marker determines the colour of a packet based on the scheme given 
below: 
Let avg again be the estimated average sending rate of the traffic stream, as 
determined by the meter, and let P0 = (avg − CTR)/avg. 
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                    Initially: 
Win_length =  a constant 
avg-rate =  CTR 
t-front =  0 
 
Upon each packet arrival the rate estimator updates its variables: 
 
Bytes_in_win  =  avg-rate  *  Win_length 
New_bytes=  Bytes_in_win  +  pkt_size 
avg-rate =  New_bytes/(now  -  t-front  +  Win_length) 
t-front =  now 
 
Where: 
 
now =  The time of the current packet arrival 
pkt_size =  The packet size in bytes of the arriving packet 
avg-rate =  Measured arrival rate of the traffic stream 
Win_length =  The window over which history is kept 
    
Figure-  4-3   TSW rate estimator algorithm 
• If avg ≤ CTR the packet is marked green. 
•  If  CTR < avg  the  packet  is  marked  red  with  probability  P0   and  green  
with probability 1 – P0. 
From the above it can be seen that TSW2CM assigns two colures based on two 
ranges of values for avg. 
4.5 Per­hop Behaviors: 
When a DS node receives a packet, it examines the codepoint and takes certain 
actions, depending on the particular behavior aggregate.  The per-hop behavior 
of the node is the resulting externally observable forwarding behavior of the 
traffic at the node. The PHB may be specified in terms of the resources available 
to it (buffer, bandwidth); Its priority relative to other PHBs; or the observable 
traffic characteristics (delay, loss) associated with it, expressed in relative terms. 
PHBs are used as the building blocks for allocating resources in the 
forwarding path. They are implemented on nodes by buffer management and 
packet scheduling mechanisms. 
While a PHB only describes behavior at a single hop in DS domain, a PHB 
describes how to configure a DS domain.  The PHB is therefore the specification 
of how the DS domain is configured as well as the quantifiable behavior that is 
expected from the domain. 
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Example of Per hop Behaviors, two example PHB definitions are given.  The 
one PHB allows for distinguishing between different classes of traffic while the 
other provides the ability to create a virtual leased-line. 
4.5.1 Assured Forwarding 
 This section describes the Assured Forwarding (AF) PHB group as defined in 
Heinanen et al. [8].  The requirement is to be sure that IP packets are forwarded 
with a high probability as long as the aggregate traffic does not exceed the 
specified traffic profile. Packets should also not be re-ordered within a micro-
flow. 
The AF PHB group provides different levels of forwarding assurance.  Four AF 
classes are defined. Each class is allocated resources in the DS nodes. Within 
each class packets are marked with three drop precedence values.  This indicates 
the relative importance of the packet within class. Packets with higher drop 
precedence will be discarded first in the case of congestion occurring. 
In a DS node the level of forwarding assurance of a packet depends on the 
amount of forwarding resources allocated to the class, the current load of the 
class, and the drop precedence of the packet (when congestion occurs in the 
class). 
The goal for the queuing behavior is to minimize long term congestion in each 
class.  While accommodating short-term congestion that results from traffic 
bursts. To achieve this  goal  an  active  queue  management  algorithm  such  as  
RED  is  required.    
4.5.2 Expedited Forwarding 
In this section the Expedited Forwarding (EF) PHB is described as defined by 
Davie et al.[9].  It was originally described by Jacobson et al. but some 
problems in the specification led to an updated specification.   
The EF PHB can be used to build a low loss, low latency, low jitter, assured 
bandwidth, end-to-end service through DS domains. 
Loss, jitter, and latency are caused by the queues that traffic experience.  To 
provide low loss, latency, and jitter, traffic should encounter small queues.  To 
achieve this, the aggregate’s maximum arrival rate must be less than its 
minimum departure rate. 
To  create  such  a  service  two  things  are  needed:   an  aggregate  should  
have  a  well- defined minimum departure rate and the arrival rate should be 
less than the configured minimum departure rate. 
The EF PHB provides the first requirement.  By appropriately shaping, 
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dropping or marking packets, the traffic conditioners attempt to provide for the 
second requirement. 
One  way  of  implementing  the  EF  PHB  is  to  use  an  output  buffered  
device  which delivers packet immediately to the appropriate output queue 
with a priority queue for EF traffic. 
A recent proposal by Nichols et al. (2004) for a ‘virtual wire’ service across a 
Diffserv domain defines a per-domain behavior based on the previous EF 
research. 
4.6 Components of a Diffserv router 
In  this  section  an  informal  conceptual  model  of  a  Diffserv  router  is  
provided.   The model is defined in Bernet et al. (2002) [9]. 
Figure -4-4  gives  a  graphical  representation  of  the  major  functional  blocks  
of  a  DS router. 
 
 
 
                
 
Figure-  4-4   Major functional blocks in a Diffserv router 
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The  inner  block  labeled  ‘routing  core’  represents  the  normal  routing  and  
switching functionality (outside Diffserv).  In addition, however, the diagram 
shows ingress and egress interface blocks that may contain the following 
Diffserv functions: 
a. Traffic Classification elements. 
b. Metering functions. 
c. Action elements providing for marking, dropping, counting, and 
multiplexing. 
d. Queuing elements, including capabilities of dropping and scheduling. 
e. Certain combinations of the above functional data path elements into 
higher-level blocks known as Traffic Conditioning Blocks (TCBs). 
These  building  blocks  of  the  router’s  functionality  need  to  be  managed  
by  Diffserv configuration  and  management  tools.   An interface to support 
such management is depicted in the upper left block of the diagram. 
Configuration and Management Interface Diffserv operating parameters are 
monitored and provisioned through this interface.  Monitoring includes 
gathering statistics regarding traffic forwarded at different Diffserv service 
levels.  These can be used for  accounting  purposes  as  well  as  for  tracking  
compliance  to  Traffic  Conditioning Agreements (TCAs). 
Configuration parameters include parameters for classifiers and meters; for 
PHB; and parameters for action and queuing elements.  The interfaces to these 
are provided by management protocols such as Simple Network Management 
Protocol (SNMP) or common Open Policy Service (COPS). 
The  following  section  provides  more  detail  about  the  remaining  
interface  blocks  in the diagram, namely the ingress and egress interfaces 
which provide certain Diffserv functions. 
 
 
Figure-  4-5   Diffserv interface between A and B 
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4.7 Diffserv Functions at Ingress and Egress 
Figure 4.5 shows a high-level view of the ingress and egress interfaces on a 
Diffserv router. The figure illustrates two Diffserv interfaces.  It also shows the 
functions that might be instantiated on each interface. 
Each router should perform the following four QoS control functions on traffic 
in the data path. 
a. Classify each packet according to some set of rules. 
b. Determine if the traffic stream to which the packet belongs is in- or                     
out-of-profile by metering the stream. 
c. Perform a set of resulting actions.  These might include applying a drop 
policy or marking of traffic with a DS codepoint. 
d. Enqueue the packet in the appropriate queue.  The scheduling of the 
queue may lead to shaping of the packet stream or cause the packets to 
be forwarded at some minimum rate. 
Not all functions will be implemented on all interfaces of all routers.  Ingress 
and egress routers may differ in the same way that core and edge routers may 
differ. 
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5 Diffserv Simulation 
 
5.1 The ns-2 Network Simulator: 
  In this chapter a Diffserv network is simulated using ns-2 network simulator 
ns-2 version 2.31[10], ns-2 is a discrete event simulation environment. The 
network simulator ns-2 is very popular software for simulating advanced 
TCP/IP algorithms and protocols. Ns-2 is an object oriented simulator that can 
simulate realistic network topologies and characteristics. The ns-2 is written in 
C++ and object oriented TCL (OTCL) scripts that are interpreted.   
The simulation is done in the windows platform with Cygwin Bash Shell 
mediator that acts as LINUX platform which it is the main ns-2 environment. 
Models in ns-2 are created by defining nodes and connecting them with links to 
form the network topology. To complete the network with full functionality, 
network traffic needs to be generated and transferred between nodes and 
maintain queue limits based on Diffserv configuration. Traffic is generated at 
nodes in ns-2 using so-called traffic generation applications. Traffic generating 
applications are set on the top of the transport agents corresponding to transport 
layer protocols such as User Datagram Protocol (UDP) and Transmission 
Control Protocol (TCP). 
The following traffic generation applications in ns-2 are used in this simulation. 
- CBR an implementation of a traffic source that generates traffic at a 
constant rate. 
- TCP traffic an implementation of a traffic source that generates traffic 
using TCP algorithms. 
In addition to ns-2, there are many helping software tools used for analyzing the 
massive data that comes out from the simulation: 
- Perl, it is used for bandwidth and throughput calculation 
- Awk , it is used for delay and jitter calculation 
- Xgraph and gnuplot, both of them are used for plotting results for awk 
and perl.      
5.2 Diffserv in ns­2: 
 It is possible to simulate a DS domain in ns using its built-in Diffserv module. 
The Diffserv module supports up to four classes of traffic, each with up to three 
dropping precedence levels. Packets in a single class of traffic are enqueued into 
one physical RED queue, which contains virtual queues for each drop 
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precedence level. Each virtual queue is configured with its own RED 
parameters. 
The Diffserv module in ns-2 has three major components: policy, edge routers, 
and core routers. Policy is determined by an agreement with the customer and 
specifies the level of service that a class of traffic should receive in the network. 
Edge routers mark packets with a DSCP according to the policy specified and 
the properties of the traffic stream. Core routers examine packets’ DSCPs and 
forward them accordingly. Both core and edge routers contain the functionality 
to forward packets based on the DSCP. 
In fact, core routers are edge routers with the traffic measuring and marking 
functions removed. The Diffserv module keeps track of how many packets of 
each code-point value are received, sent, and dropped in the network. The 
module distinguishes between two types of drops early drops and late drops. 
Late drops are due to physical buffer overflow, i.e. there is no more space in the 
buffer to receive packets. Early drops are due to RED dropping packets. Recall 
that RED queues drop packets probabilistically based on their configuration 
parameters. 
5.3 Simulation Scenario: 
Figure-5-1 depicts the topology of the simulation, in this diagram there are 
many different types of nodes in the simulation, source nodes S1 to S4 send data 
to each destination node D1 to D4 respectively. Each source node is connected to 
the Diffserv domain by a direct connection to an ingress edge node Es. The 
destination nodes are similarly connected to egress edge nodes Ed. There are 
two core nodes core1 and core2 they are connected via a single bottle-neck link. 
This link has assigned capacities from the set {1.5 Mbps, 2 Mbps, 3Mbps} 
where Diffserv functionality is going to be examined in case of every value. 
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Figure-  5-1  Diffserv  simulation scenario 
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In the diagram above CBR streams are transported through UDP and attached to 
S1& S2 where S1 has high priority over S2. Moreover FTP traffic attached to 
S3&S4 and transported through TCP with the same priority as S2.     
CBR sources generate traffic at a constant rate of 1Mbps. The sources were 
configured to introduce some small random variation between packets. Whereas 
FTP sources generate traffic based on the situation of the link, in other words 
they send based on the TCP sending algorithms.       
5.4 Differentiated Services Domain: 
  This section details the configuration of the nodes in the Diffserv domain. The 
simulated scenario consisted of a single Diffserv domain with multiple nodes 
representing different subscribers connected to the domain. Sources send data 
through the provider network to destinations which are also connected to the DS 
domain. 
The first facet of the DS domain that should be determined is that of policy. 
Policies should be formulated that specify the network resources to which each 
class of subscriber is entitled. These policies should then be policed to 
determine to what extent the subscriber adheres to its side of the agreement. 
From the policing process, packets are assigned different precedence levels 
based on the current traffic characteristics and the TCS. Thus, under conditions 
of high channel utilization, the policing process will be inclined to assign low 
precedence levels to packets from subscribers whose traffic generation activity 
does not conform to the agreed-upon policy. The packets with different 
precedence levels are enqueued into different virtual queues, each queue with its 
own set of RED parameters. 
5.5 Policies: 
The policy is defined between the customer and the service provider in a TCS. 
The TCS is policed at the ingress boundary nodes using traffic conditioners. 
There are many ways of defining and policing customer traffic streams based on 
the traffic conditioner as stated in chapter 3 , TBM ,TSW2CM are examined 
here. The configuration parameters and functioning of these traffic conditioners 
are described in Table 5-1 hereunder. This table contains the values of the 
configuration parameters for TBM and TSW2CM. 
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Table  5-1   traffic conditioners parameters 
 POLICER  TYPE TBM TSW2CM 
CIR 1Mbps 1Mbps 
CBS 5760 Bytes - 
MEASURING 
TECHNIQUE 
TOKEN BASED WINDOW BASED 
 
 
 
 
  
 All the traffic conditioners are configured with a committed rate (CIR) of 
1Mbps. This rate is the average rate that the provider commits to provide to the 
subscriber. The traffic conditioners based on a token bucket scheme include the 
notion of a committed burst size (CBS). The burst size was set to 5760 bytes 
which translates into ten packets. 
Notice that the total sending rates of the source applications vary the congestion 
state of the bottleneck from highly congested to underutilized. One would 
therefore expect to observe dropped packets. This study therefore intentionally 
simulates a situation of specific user protection against other users, precisely in 
order to monitor the performance of Diffserv in diverse of link situations. 
As described earlier, packets in a Diffserv domain are marked with a DSCP 
according to the outcome of the metering process in the traffic conditioner. 
Recall that the DSCP is a value in the DS field in the IP packet header. The 
value determines the per-hop behavior of a packet at a DS node. The PHB is 
created by the values of configuration parameters of the RED queues in the DS 
node. 
The initial code-point used for packets entering the simulated DS domain is 
‘10’. The DS field of packets that are determined to be ‘red’ at the ingress node 
Es1is also set to ‘10’. Whereas DS field of packets determined to be ‘green’ is 
set to ‘11’. The core nodes (core1 and core2) only use the DSCP to determine 
into which queue to place a packet; they do not manipulate the DSCP. 
5.6 Queue Configuration 
This section provides the configuration details of the RED queues used in the 
simulated scenarios. In the simulated network, packets with differing DSCPs are 
put into the same physical queue but separate between virtual queues with 
different RED parameters for each virtual queue.  These queues exist at the edge 
nodes as well as the core nodes. At an edge node, the traffic stream is monitored 
and a DSCP is assigned to a packet; based on the DSCP the packet is placed 
into an appropriate queue and forwarded. At a core node, the packet is inspected 
to determine its DSCP; it is placed into an appropriate queue and then 
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forwarded. The RED queues at the edge nodes and the core nodes are 
configured identically. The nodes have one physical queue of finite capacity and 
two virtual queues within the physical queue. There is one virtual queue for 
each DSCP (10, 11) in the DS domain. The lower priority packets (DSCP 11) 
are more aggressively managed through stricter RED parameters. 
The maximum physical queue size is 60 packets. Therefore, only 60 packets are 
allowed in a queue; if any more packets arrive, they are discarded irrespective 
of their DSCPs. For every virtual queue two sets of thresholds are used, the aim 
here is to see the effect of virtual queue in Diffserv performance.  
The RED parameters used for the virtual queues are listed in Table 5-2. 
Recall that if the current average queue size of a RED queue is less than 
Threshmin , the packet is not discarded and if it is greater than Threshmax , the 
packet is discarded with probability of one. When the average queue size is 
between Threshmin and Threshmax, however, the probability of discard grows as 
the queue size increases, up to a maximum probability equal to Probmax. 
From the RED configurations in table 5-2, it is clear that packets with 10 DSCP 
are policed less aggressively than those with11 DSCP. 
 
Table  5-2   RED virtual queues  
DSCP Threshmin 
 
Threshmax 
 
Probmax 
 
10 30 60 0.01 
11 10 30 0.5 
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6 Simulation Results and Observations 
 
6.1 Introduction: 
Recall from the previous chapter there are three bottle-neck link capacities 
(1.5Mbps, 2 Mbps, 3Mbps) are used in the simulations. Since there is 
committed rate (CR) of 1Mbps associated with S1&S2 and best effort for 
S3&S4, the utilization level for the network is going to be examined by 
calculating how much of the bottle-neck link capacity is reserved for, or 
committed to, subscribers. The reservation level is therefore divided by the link 
capacity.  
6.2 Simulation performance parameters:  
This section contains information about some parameters used to analyze data 
collected for the simulation study. The following terms and symbols are used in 
the subsequent discussions related to the experimental observations and results. 
Note that the packet counts and average rates are measured or calculated over 
the complete simulation period of 300 seconds.  
- NXXs: the number of packets with DSCP xx sent from sources. 
- NXXr: the number of packets with DSCP xx received at destinations. 
- Nsi: the number of packets produced by source Si. 
- Nri: the number of packets received at destination Di. 
- Ndei: number of packets sent from Si and dropped early (RED drop).   
- Ndli: number of packets sent from Si and lately dropped (due to collision 
and physical link overflow).   
- cri : the bit rate committed to Si. 
- ari : achieved bit rate to Si.  
- Di: maximum delay for packets sent from Si and received at Di. 
- arxx :  achieved rate for the DSCP xx. 
Since this simulation has three link capacities and two queue thresholds for both 
of policers (TBM & TSW2CM), there will be 12 simulation scenarios for all of 
which the above parameters are going to be examined.   
Recall that the sources generate traffic at average rates that cause the network to 
be highly congested (1.5 M), congested (2M) and not congested (3M).  
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To determine how well a subscriber achieved his target rate, a Target Ratio is 
need to be stated: 
 
Target Ratio = ar/cr 
whereas  
          ar is the achieved rate for the subscriber  
          cr is committed rate for the subscriber 
  
This ratio is used as a performance measure to indicate how the well the 
subscriber is serviced with the agreed QoS. The closer to one that the observed 
Target Ratio is, the better the QoS is performed. If the ratio is larger than one, 
then the subscriber achieved an average rate greater than it is allowed. If, under 
stress conditions, one subscriber obtains a better rate, then another will typically 
achieve a lower than one ratio, since there is a fixed sized bottleneck link in the 
network. For some subscribers to win, some have to lose, so in SLAs there have 
to be some kind of compromises. 
In this section S1 QoS guarantee needs to be confirmed in all of the 12 
simulation scenarios. 
6.3 Performance evaluation for Token Packet Marker TBM: 
6.3.1 Throughput:  
 From Table 6-1 it can be seen that the achieved rate for S1 is relatively close to 
the target rate and the target ratio is therefore equal to one whereas the achieved 
rate for S2 is half the target rate in spite of both S1 and S2 send with the same 
bit rate, Figures-6-1&2 show the received bandwidth at D1 and D2 respectively. 
 
 
Table  6-1   performance of TBM policer under 1.5 M bottlenecks 
DSCP NXXs NXXr arxx(Mbps) Si Nsi Nri Ndei Ndli cri(Mbps) ari(Mbps) di(ms) 
10 65768 65753 0.99 S1 65768 65753 0 15 1 0.99 70-150 
11 66010 32816 0.49 
S2 
66010 
32687 
32968 226 
1 0.49 70-150 
S3&
S4 
129 B.E 0.004 70-150 
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When it comes to TCP nodes, both S3&S4 achieved fairly small BW, the main 
reasons behind that the TCP back off behavior in addition to the aggressive 
remedy they have since all TCP packets are having 11 DSCP. 
    
 
 
Figure-  6-1   received bandwidth at D1 
 
 
BW 
Mbps 
Simulation time
Simulation time
BW 
Mbps 
Figure-  6-2   received bandwidth at D2 
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Table 6-2 shows the simulation results when the bottleneck is modified to 2 
Mbps while the policer is not changed. Note that the number of packets 
generated from S1 is not changed, since the traffic generator in this node is CBR 
transported over UDP. 
The effect of the extra bandwidth is clear in the lower priority traffic, the 
achieved rate of S2 becomes 0.78 Mbps and this leads the target ratio to be 
around 30% higher than the previous one. Moreover, as a consequence of the 
bandwidth increase, the best effort traffic is affected positively where as the 
number of packets dropped due to non RED behavior are significantly 
increased.         
When the bottleneck is raised up to 3Mbps table 6-3 shows that, traffic with 11 
DSCP dominants of the bottleneck with 50% more than 10 DSCP traffic. Still 
the highest priority traffic performed well whereas the counterpart S2 achieved 
87% target ratio and S3&S4 hit 0.5Mbps. 
Table  6-2   simulation results for TBM and bottleneck 2Mbps 
DSCP NXXs NXXr arxx(Mbps) Si Nsi Nri Ndei Ndli cri(Mbps) ari(Mbps) di(ms) 
10 65768 65718 0.99 S1 
6576
8 
65718 0 50 1 0.99 130 
11 72128 56762 0.86 
S2 
7212
8 
51323 
13845 1571 
1 0.78 130 
S3&S
4 
5439 B.E 0.15 130 
 
 
 
Table  6-3   simulation results for TBM and bottleneck 3Mbps 
DSCP NXXs NXXr arxx(mbps) Si Nsi Nri Ndei Ndli cri(mbps) ari(mbps) di(ms) 
10 65768 65740 0.99 S1 65768 65718 0 28 1 0.99 100 
11 87859 77317 1.41 
S2 
72128 
57525 
9657 885 
1 0.87 100 
S3&S4 19792 B.E 0.54 100 
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6.3.2   Delay and Jitter Delay: 
Figure-6-3 shows packet delays against packet IDs (packet IDs are generated in 
ns-2 for tracing purpose in case of 1.5 Mbps bottle neck. As can be seen that the 
vast majority of packets are delayed between 50 to 90 milliseconds and the rest 
of the packets are varied in delay widely between few to more than one hundred 
milliseconds. 
There are obvious changes in the packet delays in both of 2M and 3M link 
states. In case of 2M the maximum delay is 130 whereas in the second state 
became 100.   
From the results above, it seems that the more the bandwidth in the bottleneck, 
the less the delay is expected. It is clea that the effect of the bandwidth 
increasing in packet delay is limited since all packet have to be policed and 
tagged for mapping in RED queue.    
 
 
 
Packet 
delays 
  (ms) 
Packet IDs 
Figure-  6-3   packet delays from S1 to D1 
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 6.4 Performance evaluation of TSW2CM: 
6.4.1 Throughput: 
 Tables 6-4&5&-6 show the simulation results for TSW2CM for all bottleneck 
values. Since policers just measure user traffic and evaluate their parameters so 
as to handle marking of packets, we would expect no dramatic changes in the 
performance of TSW2CM compared to TBM.  
 
6.4.2 Delay:  
As can be seen from the performance tables, both of policers are performing 
similar in terms of delay.  
 
Table  6-4   simulation results for TSW2CM and bottleneck 1.5Mbps 
DSCP NXXs NXXr arxx(Mbps) Si Nsi Nri Ndei Ndli cri(Mbps) ari(Mbps) di(ms) 
10 65768 65753 0.99 S1 65768 65753 0 15 1 0.99 100 
11 65930 32879 0.5 
S2 
72128 
32802 
32951 100 
1 0498 100 
S3&
S4 
77 B.E 0.002 100 
 
         
 
Table  6-5  simulation results for TSW2CM and bottleneck 2Mbps 
DSCP NXXs NXXr arxx(Mbps) Si Nsi Nri Ndei Ndli cri(Mbps) ari(Mbps) di(ms) 
10 65768 65711 0.99 S1 65768 65753 0 57 1 0.99 130 
11 72815 56392 0.934 
S2 
56392 
50477 
15072 1351 
1 0.77 130 
S3&
S4 
5915 B.E 0.164 130 
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Table  6-6    simulation results for TSW2CM and bottleneck 3Mbps 
DSCP NXXs NXXr arxx(Mbps) Si Nsi Nri Ndei Ndli cri(Mbps) ari(Mbps) di(ms) 
10 65768 65747 0.99 S1 65768 65747 0 21 1 0.99 100 
11 87542 77197 1.42 
S2 
77197 
57737 
9575 770 
1 0.88 100 
S3&S
4 
19460 B.E 0.54 100 
6.5 Fairness problem TCP vs UDP: 
 Principally, fairness problem comes up whenever a network with 
heterogeneous traffic is configured. Recall from Chapter two that fairness deals 
with the fair allocation of resources when multiple TCP/UDP connections share 
a gateway. 
The first fairness problem of RED for different TCP flows arises from its 
parameter Probmax .The second fairness problem arises from the fact that non 
UDP sources do not employ congestion control and congestion avoidance 
mechanisms. Thereby, UDP steals the BW whereas TCP sources are back off. 
Since both of the traffic conditioners are performing similarly, a network with 
TSW2CM and (1.5, 2, 3 Mbps) bottleneck is simulated so as to check the 
fairness problem. Three simulation scenarios are scrutinized, mixed traffic 
UDP/TCP network, and only TCP traffic network.      
Results of these scenarios are shown Tables 6-7&-8 and Figures-6-4&-5 that in 
case of only TCP networks performance is better than mixed TCP/UDP, which 
means that mixed TCP/UDP networks scarify TCP to compensate guaranteed 
QoS for UDP. 
Table  6-7  Performance of TCP/UDP simulation 
BOTTELNECK DSCP ar (average) delay (latency)  dropped packets 
1.5 
10 1 70 0 
11 0.5 70 32687 
2 
10 1 100 0 
11 0.934 100 13845 
3 
10 1 100 0 
11 1.42 100 9657 
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Table  6-8   Performance of TCP simulation 
BOTTELNECK DSCP ar (average) delay (latency)  dropped packets 
1.5 
10 0.97 200 0 
11 0.52 200 2138 
2 
10 0.97 200 0 
11 0.99 200 2985 
3 
10 0.96 140 0 
11 1.8 140 3348 
 
 
  
Figure-  6-4  Achieved rate for DSCP 10 in TCP/UDP, TCP networks 
 
 
 
 
Figure-  6-5 Achieved rate for DSCP 11 in TCP/UDP, TCP networks 
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6.6 General Experimental Observations: 
Perusing the plots in this chapter one finds that, the performance of the different 
traffic conditioners within the different scenarios have similar performance, at 
least when viewed from the perspective of how well the target rate was 
achieved. Within the limits of the current simulation experiment, it seems that 
on average, subscribers achieve the same target rate, irrespective of the traffic 
conditioner chosen. 
Although the observed target rate performance of the traffic conditioners is 
essentially the same, there might be other differences that matter to both the 
subscriber as well as to the provider. For example, in an extreme case, a 
subscriber might achieve the target rate even though almost none of the packets 
are marked as in-profile. This could potentially have negative cost implications 
for the subscriber, depending, of course, on exactly how the Service Level 
Agreement (SLA) was specified. The subscriber might have to pay more for the 
out-of-profile packets, since he/she might be penalized for exceeding the agreed 
upon reserved rate. 
From the provider perspective, the same issues are relevant, although the 
subscriber and provider have opposing commercial interests. When a subscriber 
achieves his/her target rate by using more than her reserved rate, then the 
provider would typically prefer to charge the subscriber differently for 
delivering the packets that exceeded the reserved rate. 
For the above mentioned reasons a second performance measure must be used 
to compare the traffic conditioners. 
Ideally, if a subscriber’s average sending rate is less than, or equal to, the 
reserved rate, then all of the packets originating from said subscriber ought to 
arrive as green at the destination. However, there will inevitably be short term 
variations in sending rate, which are determined by the way in which the source 
generates traffic. These variations will affect the way in which a traffic 
conditioner determines whether a particular packet should be marked as in-
profile or not. As a consequence, even if the average sending rate taken over the 
full simulation falls below the reserved rates, these short term variations may 
nevertheless cause a proportion of the packets to be marked as out-of-profile, so 
that the ratio of green packet rate transmission to reserved rate is less than it 
might have been. 
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7 Conclusion and Recommendations  
 
7.1 Conclusion: 
 This section lists lessons learnt through conducting the simulation study 
described in the previous chapters. The lessons are based on the observations 
made whilst utilizing a fairly limited set of scenarios. One should be wary about 
generalizing the results to include other situations. 
• When performance was measured in terms of the Target Ratio, the various 
traffic conditioners were seen to perform similarly under the different scenarios. 
There was no convincing evidence to suggest that the choice of traffic 
conditioner affects a source’s achieved rate. Therefore, if a network designer is 
only interested in the relative target rate performance of the traffic conditioners, 
he/she is, based on the evidence at hand, free to choose any one of the studied 
traffic conditioners since they performed similarly. 
• Diffserv performance differed when compared in terms of the transport 
protocols used. The experimental results suggest that TCP traffic patterns are 
negatively affected when using UDP/TCP in the same network. A network 
designer should be aware of this fact and should choose an appropriate traffic 
conditioner and RED parameters so as not to jeopardize TCP traffic as a penalty 
of traffic differentiation.   
•  within the context of the policers, there are many time sliding window based 
policers need to be compared against token bucket policers and evaluate them in 
terms of achieving target ratio and the rest of the performance parameters.  
•  The network provider has to know the difference between conditioners and 
should be capable ensuring that appropriate levels are attained. 
• The provider network should be engineered (sized) to accommodate the 
contracted rates if the subscribers usually exceed, or equal, their reserved rates. 
If subscribers usually under-utilize the network, the subscriber could consider 
oversubscribing the network. This issue was not explored in detail in this study. 
• The abstract representations highlight the similarities and differences between 
the traffic conditioners. The models aid the researcher in obtaining insight into 
the operation of the various traffic conditioners, as well as how they relate to 
each other. The models also provide a convenient way in which to communicate 
the operation of the traffic conditioners. For these reasons, the exercise of 
deriving these models is considered worthwhile even though not absolutely 
necessary for the simulation study. 
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• Simulation can be useful in uncovering likely conditioner behavior in response 
to various traffic patterns. The ns-2 simulator appeared to be adequate for the 
purposes of the study. However, due to the large number of possible parameters, 
it is difficult to know, or decide, which parameters to vary and which to keep 
constant. Further, when one has decided on which parameters to vary, it is also 
difficult to decide on the specific values to use for the fixed, as well as the 
varied, parameters. 
7.2 Recommendations: 
This the main issues handled in this dissertation are totally depend on the today 
network characteristics, hereby the most recommended issues are need to 
handled based on advanced simulation tools or real network traffic so as to get 
meaningful results. 
There are many issues affect Diffserv performance, therefore, they seem to be 
highly recommended for research in this topic.       
•  AQM performance evaluation in Diffserv network having heterogeneous 
traffic.  
• Diffserv versus IntServ performance comparison to choose which is the 
suitable of which network structure. 
• Developing such RED algorithms to avoid weakness in the current schemes. 
• Comparing policers performance in case of having the 12 code points 
equipped (for Gigabit networks that carry massive heterogeneous traffic).    
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8 Appendix: 
The Simulation Codes: 
 
set ns [new Simulator] 
#Open the NAM trace file 
set nf [open out2.nam w] 
$ns namtrace-all $nf 
#Open the Trace file 
set tf [open out3.tr w] 
$ns trace-all $tf 
set Out [open Out.ns w];   # file containing transfer  
# times of different connections 
set Conn [open Conn.tr w]; # file containing the number of connections  
######################################################################## 
set cir0 1000000 
set cbs0 30000 
set cbs1 30000 
set cir1 1000000 
set CBRrate 1000000 
set packetSize 1040 
set CBRpacketSize 576 
set NodeNb 4 
set sduration   300 
######################################################################## 
set Core1 [$ns node] 
set Core2 [$ns node] 
 for {set j 1} {$j<=$NodeNb} { incr j } { 
 set S($j) [$ns node] 
 set Es($j) [$ns node] 
 $ns duplex-link  $S($j) $Es($j)  10Mb 0.01ms DropTail 
 $ns simplex-link $Es($j) $Core1  10Mb 0.01ms dsRED/edge 
 $ns simplex-link $Core1  $Es($j) 10Mb 0.01ms dsRED/core 
 $ns queue-limit $S($j) $Es($j) 100 
$ns duplex-link-op  $S($j) $Es($j) orient right-down 
} 
for {set i 1} {$i<=$NodeNb} { incr i } { 
 set D($i) [$ns node] 
 set Ed($i) [$ns node] 
 $ns duplex-link  $D($i) $Ed($i)  10Mb 0.01ms DropTail 
 $ns simplex-link $Ed($i) $Core2  10Mb 0.01ms dsRED/edge 
 $ns simplex-link $Core2  $Ed($i) 10Mb 0.01ms dsRED/core 
 $ns queue-limit $D($i) $Ed($i) 100 
 $ns duplex-link-op  $Ed($i) $D($i) orient left-down 
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} 
#$ns trace-queue $S(1) $D(1) qmonitor 
#################Core1 core2############################################# 
$ns simplex-link $Core1  $Core2 1.5Mb 0.1ms dsRED/core # bottelneck 
$ns simplex-link $Core2  $Core1 1.5Mb 0.1ms dsRED/core 
set qC1C2 [[$ns link $Core1 $Core2] queue]  
$qC1C2  meanPktSize      $packetSize 
 $qC1C2  set numQueues_   1 
 $qC1C2  setNumPrec      2 
 $qC1C2  addPHBEntry  10 0 0  
 $qC1C2  addPHBEntry  11 0 1  
 $qC1C2  configQ 0 0 30 60 0.01 
 $qC1C2  configQ 0 1 10 30 0.5 
set qC2C1 [[$ns link $Core2 $Core1] queue] 
 $qC2C1  meanPktSize     40 
 $qC2C1  set numQueues_   1 
 $qC2C1  setNumPrec      2 
 $qC2C1  addPHBEntry  10 0 0  
 $qC2C1  addPHBEntry  11 0 1  
 $qC2C1  configQ 0 0 10 20 0.1 
 $qC2C1  configQ 0 1 10 20 0.1 
#$qC2C1 printPolicyTable 
#$qC1C2 printPolicerTable 
$ns at $sduration "$qC1C2 printStats"  
$ns at $sduration "$qC2C1 printStats" 
$ns simplex-link-op $Core1 $Core2 orient right 
$ns simplex-link-op $Core1 $Core2 queuePos 0.5 
######### S >>> Es >>> Core1 ############################################ 
for {set j 1} {$j<=$NodeNb} { incr j } { 
 for {set i 1} {$i<=$NodeNb} { incr i } { 
 set qEsC1($j) [[$ns link $Es($j) $Core1] queue] 
 $qEsC1($j) meanPktSize $packetSize 
 $qEsC1($j) set numQueues_   1 
 $qEsC1($j) setNumPrec      2 
$qEsC1($j) addPolicyEntry [$S(1) id] [$D(1) id] TokenBucket 10 $cir0 $cbs0  
$qEsC1($j) addPolicyEntry [$S(2) id] [$D(2) id] TokenBucket 11 $cir1 $cbs0  
$qEsC1($j) addPolicyEntry [$S(3) id] [$D(3) id] TokenBucket 11 $cir1 $cbs0 
$qEsC1($j) addPolicyEntry [$S(4) id] [$D(4) id] TokenBucket 11 $cir1 $cbs0 
  
$qEsC1($j) addPolicerEntry TokenBucket 10 11 
 
$qEsC1($j) addPolicerEntry TokenBucket  11 
 $qEsC1($j) addPHBEntry  10 0 0  
 $qEsC1($j) addPHBEntry  11 0 1  
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 $qEsC1($j) configQ 0 0 30 60 0.01 
 $qEsC1($j) configQ 0 1 10 30 0.5 
#$qEsC1($j) printPolicerTable 
 set qC1Es($j) [[$ns link $Core1 $Es($j)] queue] 
 $qC1Es($j) meanPktSize      40 
 $qC1Es($j) set numQueues_   1 
 $qC1Es($j) setNumPrec      2 
 $qC1Es($j) addPHBEntry  10 0 0  
$qC1Es($j) addPHBEntry  11 0 1  
 $qC1Es($j) configQ 0 0 10 20 0.1 
 $qC1Es($j) configQ 0 1 10 20 0.1 
} 
} 
######### D >>> Ed >>> Core2 ############################################ 
for {set i 1} {$i<=$NodeNb} { incr i } { 
 for {set j 1} {$j<=$NodeNb} { incr j } { 
 set qEdC2($j) [[$ns link $Ed($j) $Core2] queue] 
 $qEdC2($j) meanPktSize 40 
 $qEdC2($j) set numQueues_   1 
 $qEdC2($j) setNumPrec      2 
 $qEdC2($j) addPolicyEntry [$D($i) id] [$S($j) id] TokenBucket 10 $cir1 $cbs0 
 $qEdC2($j) addPolicerEntry TokenBucket 10 11 
 $qEdC2($j) addPHBEntry  10 0 0  
 $qEdC2($j) addPHBEntry  11 0 1  
 $qEdC2($j) configQ 0 0 10 20 0.1 
 $qEdC2($j) configQ 0 1 10 20 0.1 
#$qEdC2($j) printPolicyTable 
#$qEdC2($j) printPolicerTable 
 set qC2Ed($j) [[$ns link $Core2 $Ed($j)] queue] 
 $qC2Ed($j) meanPktSize    $packetSize 
 $qC2Ed($j) set numQueues_   1 
 $qC2Ed($j) setNumPrec      2 
 $qC2Ed($j) addPHBEntry  10 0 0  
 $qC2Ed($j) addPHBEntry  11 0 1  
 $qC2Ed($j) configQ 0 0 10 20 0.1 
 $qC2Ed($j) configQ 0 1 10 20 0.1 
} 
} 
######################################################################## 
#TCP Sources, destinations, connections 
for {set i 3} {$i<=$NodeNb} { incr i } { 
set tcpsrc($i) [new Agent/TCP/Newreno] 
set tcp_snk($i) [new Agent/TCPSink] 
$tcpsrc($i) set fid_ $i 
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$tcpsrc($i) set window_ 2000 
$ns attach-agent $S($i) $tcpsrc($i) 
$ns attach-agent $D($i) $tcp_snk($i) 
$ns connect $tcpsrc($i) $tcp_snk($i) 
set ftp($i) [$tcpsrc($i) attach-source FTP] 
} 
#################UDP################################################### 
#Setup a UDP connection 
for {set i 1} {$i<=2} { incr i } { 
set udp($i) [new Agent/UDP] 
$ns attach-agent $S($i) $udp($i) 
set null($i) [new Agent/Null] 
$ns attach-agent $D($i) $null($i) 
$ns connect $udp($i) $null($i) 
$udp($i) set fid_ $i 
 
#Setup a CBR over UDP connection 
set cbr($i) [new Application/Traffic/CBR] 
$cbr($i) attach-agent $udp($i) 
$cbr($i) set type_ CBR 
$cbr($i) set packet_size_ 570 
$cbr($i) set rate_ $CBRrate 
$cbr($i) set random_ false 
} 
####################################################################### 
 
 
#Schedule events for the CBR and FTP agents 
$ns at 0.1 "$cbr(1) start" 
$ns at 0 "$cbr(2) start" 
$ns at 0.2 "$ftp(3) start" 
$ns at 0.1 "$ftp(4) start" 
$ns at  $sduration "$cbr(1) stop" 
$ns at  $sduration "$cbr(2) stop" 
$ns at $sduration "$ftp(3) stop" 
$ns at $sduration "$ftp(4) stop" 
#Define a 'finish' procedure 
proc finish {} { 
        global ns nf tf   
        $ns flush-trace 
        #Close the NAM trace file 
        close $nf 
        #Close the Trace file 
        close $tf 
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        #Execute NAM on the trace file 
        exec nam out2.nam & 
        exit 0 
} 
#Call the finish procedure after 5 seconds of simulation time 
$ns at $sduration "finish" 
 
#Print CBR packet size and interval 
#puts "CBR packet size = [$cbr set packet_size_]" 
#puts "CBR interval = [$cbr set interval_]" 
 
#Run the simulation 
$ns run 
 
Throughput calculation code, perl code: 
# type: perl throughput.pl <trace file> <required node> <granlarity>   >    output file 
$infile=$ARGV[0]; 
$tonode=$ARGV[1]; 
$granularity=$ARGV[2]; 
#we compute how many bytes were transmitted during time interval specified 
#by granularity parameter in seconds 
$sum=0; 
$clock=0; 
      open (DATA,"<$infile") 
        || die "Can't open $infile $!"; 
    while (<DATA>) { 
             @x = split(' '); 
if ($x[1]-$clock <= $granularity) #column 1 is time  
{ 
#checking if the event corresponds to a reception  
if ($x[0] eq 'r')  
{  
if ($x[3] eq $tonode) #checking if the destination corresponds to arg 1 
{  
if ($x[4] eq 'tcp') #checking if the packet type is TCP 
{ 
    $sum=$sum+$x[5]; 
} 
} 
} 
} 
else 
{   $throughput=$sum/$granularity*8; 
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    print STDOUT "$x[1] $throughput\n"; 
    $clock=$clock+$granularity; 
    $sum=0; 
}    
} 
   $throughput=$sum/$granularity*8; 
    print STDOUT "$x[1] $throughput\n"; 
    $clock=$clock+$granularity; 
    $sum=0; 
    close DATA; 
exit(0); 
Delay calculation code , awk code: 
BEGIN { 
highest_packet_id = 0; 
} 
{ 
action = $1; 
time = $2; 
from = $3; 
to = $4; 
type = $5; 
pktsize = $6; 
flow_id = $8; 
src = $9; 
dst = $10; 
seq_no = $11; 
packet_id = $12; 
if ( packet_id > highest_packet_id ) 
highest_packet_id = packet_id; 
if ( start_time[packet_id] == 0 ) 
start_time[packet_id] = time; 
if ( flow_id == 3 && action != "d" ) { 
if ( action == "r" ) { 
end_time[packet_id] = time; 
} 
} else { 
end_time[packet_id] = -1; 
} 
} 
END { 
for ( packet_id = 0; packet_id <= highest_packet_id;\ 
packet_id++ ) { 
start = start_time[packet_id]; 
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end = end_time[packet_id]; 
packet_duration = end - start; 
if ( start < end ) printf("%f %f\n", packet_id, 
packet_duration); 
} 
} 
 
 
