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Abstract
This study investigates a simple and easily applied tool for TB screening based
on the analysis of cough audio and objective clinical measurements.
Tuberculosis is one of the most lethal diseases worldwide. There are various
diagnosis methods for TB. However, in lower income areas, clinics lack funds
to afford expensive equipment and employ the trained experts needed to in-
terpret results.
A database of cough audio recordings and clinical measurements was collected
for this study. An automatic annotation system was developed using hidden
Markov models (HMMs). The frame-accuracy of the annotation system is
87.16%.
For audio based classification we considered logistic regression and Gaussian
mixture models (GMMs). We found that filterbank energy features outper-
formed MFCC features when used for audio classification, which could indi-
cate that cough audio contains information relevant to TB diagnosis that is
not perceivable by the human auditory system. Feature selection was used to
investigate the importance of different frequency bands for classification and,
it was found that the optimal results were achieved when combining features
from the human vowel range (below 1000Hz) with features from high frequency
ranges.
As the main metric of evaluation, we used the area under the receiver operator
characteristic curve (AUC). This metric was chosen because it is not affected
by class imbalance in the dataset. Our best reported AUC was 94.94%, with
a standard deviation of 4.62%, which was obtained using a set of just 5 filter-
bank energies. We also showed that audio based classification obtains a higher
AUC than classification on objective clinical measurements (meta data).
Finally, we found that combining the audio and meta data classifier results
using classifier fusion improved how well the model generalizes. By combining
the best audio classifier with the best meta data classifier, we obtained a sensi-
tivity, specificity, accuracy, AUC and kappa of 82.35%, 80.95%, 81.58%, 94.34%
and 0.6867 respectively.
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Opsomming
Hierdie studie ondersoek ’n eenvoudige en makliktoegepaste instrument vir die
skandering van tuberkulose (TB), gebaseer op die analise van hoes-audio en
objektiewe kliniese metings. Tuberkulose is wreldwyd een van die dodelikste
siektes. Daar is verskeie metodes vir die diagnosering van TB. In laer-inkomste
areas is daar egter gebrekkige befondsing vir duur toerusting en die aanstelling
van opgeleide kundiges om toetsuitslae te interpreteer.
’n Databasis van hoes-audio opnames en kliniese metings is vir hierdie studie
versamel. ’n Outomatiese annotasiestelsel is ontwikkel deur versteekte Markov
modelle (HMMs) te gebruik. Die beramingsakkuraatheid vir die annotasies-
telsel is 87.16%.
Vir audio-gebaseerde klassifikasie het ons logistiese regressie en Gaussiese ver-
mengingsmodelle (GMMs) gebruik. Ons het gevind dat filterbank energie
kenmerke meer doeltreffend as MFCC kenmerke is wanneer dit vir audio-
klassifikasie gebruik is, wat kan aandui dat hoes-audio inligting relevant tot
TB diagnose bevat wat nie deur die menslike gehoorstelsel geregistreer kan
word nie. Funksie seleksie is gebruik om die belangrikheid van verskillende
frekwensiebande vir klassifikasie te ondersoek en daar is gevind dat die opti-
male uitslae bereik is wanneer funksies van die menslike vokaalreeks (onder
1000Hz) met funksies van ho frekwensiereekse gekombineer is.
Ons het die area onder die ontvangers operator eienskap kurwe (ROC AUC) as
die hoofmaktriks van evaluering gebruik. Hierdie matriks is gekies omdat dit
nie deur klaswanbalans in die datastel geaffekteer word nie. Ons mees doel-
treffende AUC was 94.94%, met ’n standaardafwyking van 4.62%, wat verkry
is deur ’n stel van slegs 5 filterbankenergie te gebruik. Ons het ook gewys dat
audio-gebaseerde klassifikasie ’n hor AUC bereik as klassifikasie op objektiewe
kliniese metings (metadata).
Laastens het ons gevind dat die kombinering van die audio en metadata klas-
sifiseringsuitslae deur klassifiseringsfusie die veralgemening van die model ver-
beter het. Deur die beste audio klassifiseerder met die beste metadata klassi-
fiseerder te kombineer het ons n sensitiwiteit, spesifisiteit, akkuraatheid, AUC
en kappa van 82.35%, 80.95%, 81.58%, 94.34% en 0.6867 onderskeidelik verkry.
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Chapter 1
Introduction
1.1 Problem Statement
There are various diagnosis methods for tuberculosis (TB). In lower income areas, clinics
lack funds to afford expensive equipment and employ the trained experts needed to in-
terpret results. Therefore clinics resort to cheaper methods of diagnosis, such as sputum
culture tests which can take up to 6 weeks to be conclusive [1]. The longer diagnosis
process causes individuals who are sick and highly contagious to infect more people. This
is one of the reasons why TB, a curable disease, is still a major issue worldwide.
TB usually manifests itself in the upper part of the lungs and distinctly forms small
cavities as the bacteria deteriorates the lung tissue. Thus, the coughing sound of an in-
dividual with pulmonary TB could contain information indicative of the infection. This
information could be used to develop a tool to aid in the diagnosis process that is afford-
able, would provide quick results and does not require expert training to operate.
1.1.1 Objective
The aim of this project is to investigate the possibility of developing a system to detect
cough audio patterns associated with lung diseases, such as TB, which can be used to
”rule-in” individuals with an abnormal cough for diagnostic testing.
1.1.2 Data
A database of cough sounds will be compiled for subsequent statistical analysis and ma-
chine learning. Previous studies indicate that we should aim to collect data from 100
patients, however recent studies have shown success with as few as 18 patients [2]. From
each patient, we aim for 10 coughs to be recorded. Data will be collected from patients
with pulmonary TB and from healthy individuals. If possible, the dataset will be expanded
15
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1.2 The Respiratory System
to include the recruitment of patients with other lung diseases (such as bronchitis).
1.1.3 Scope
The project will focus on the classification of coughs as either TB or non TB related
through cough audio analysis. As a baseline, the system should be able to distinguish
between coughs of healthy patients and coughs of patients with TB. This includes the
design of a system to automatically detect cough events from continuous audio in a closed
environment. If possible, the scope will be expanded to include the analysis of clinical
measurements, which could be combined with audio based classification techniques to
achieve higher classification accuracies.
1.2 The Respiratory System
The process of catering for the human body’s need for oxygen and the management of
discharged carbon dioxide is referred to as respiration [3]. Oxygen is a vital resource for
the body, because all cells in the human body require oxygen to function properly.
The respiration process begins by inhalation through the mouth or nostrils. Air is then
transferred through the larynx and trachea (Figure 1.1(a)) into two smaller tubes called
bronchi, which develop into the bronchial tubes or ”bronchioles”. The bronchioles, seen in
Figure 1.1(b), feed the air into the lungs and are connected to small sacs called alveoli
(Figure 1.1(c)), where the oxygen diffuses into the red blood cells in the bloodstream
[4].
16
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1.3 Causes of Coughing
(a) Respiratory System Overview (b) The Lung
(c) Alveoli
Figure 1.1: The human respiratory system. Modified from [3].
Blood is circulated through the body by the heart, delivering oxygen to the organs.
After oxygen has been delivered, carbon dioxide is absorbed from the organs back into
the blood. The blood cells carrying carbon dioxide return to the lungs where the carbon
dioxide is expelled from the body through exhalation [5].
1.3 Causes of Coughing
Coughing is the body’s natural expulsive reflex to the presence of a physical or chemical
substance that is foreign to the respiratory system. In anatomical terms, a cough is
caused when cough receptors are stimulated by foreign substances. The cough receptors
are located in various parts of the respiratory system (nose, trachea, diaphragm etc.) and
are connected to a portion of the medulla oblongata called the ‘cough center’. When
cough receptors are stimulated, the cough center sends impulses to the respiratory system
to contract in such a way as to expel the foreign substance [6].
1.3.1 Diagnosis of coughs
Currently the norm when diagnosing a cough is for the doctor to ask the patient to de-
scribe the cough (e.g. dry/wet, severity, duration etc.). In addition, the doctor will listen
17
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1.4 The Human Auditory System
to the patient cough and deduce his/her own description. This method relies heavily
on the ability of the patient to correctly describe the cough and on the experience and
hearing ability of the doctor.
Information about the wetness/dryness of a cough could narrow down the possible illnesses
causing the cough. A wet cough would typically be associated with illnesses manifesting
in the lower part of the respiratory tract, such as bronchitis, pneumonia and asthma. For
a dry cough the absence of mucus is a descriptive feature and is usually associated with
allergic diseases and sinusitis [7]. Tuberculosis patients generally experience a wet cough.
Recently, researchers have attempted to automatically classify coughs as wet or dry [7]
[8]. Patients were recorded using bed-side microphones. These recordings were subse-
quently analysed to train an automatic classifier. However, limited research has been
done to automatically diagnose specific illnesses through cough sound analysis. One such
study is discussed in Section 2.2, where a system is designed to automatically diagnose
pneumonia in children.
1.4 The Human Auditory System
A brief description of the human auditory system is provided in this section.
1.4.1 Anatomy of the Ear
The ear can be divided into three major parts: the outer ear, the middle ear and the inner
ear, each part performing specific tasks.
The outer ear, seen in Figure 1.2, is responsible for channelling sound waves to the
middle ear, while protecting the middle and inner ear. Additionally, the outer ear aids in
sound localization [9]. The outer ear consists of the ear shell, also referred to as the pina
(not shown in the figure) and the ear canal.
18
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1.4 The Human Auditory System
Figure 1.2: Anatomy of the ear, taken from [10].
The middle ear consists of the ear drum and the bone structure that keeps it in place
(malleus, incus and stapes). It’s main function is to perform impedance matching between
the medium through which the sound waves are propagating (mostly air) and the fluid
inside the cochlea. Without the impedance matching process, it is estimated that 99.9%
of the sound energy would be lost [10].
Connected to the stapes of the middle ear is the cochlea, which constitutes the entire
inner ear. The cochlea is a snail-shaped cavern, filled with approximately 30,000 hair
cells that convert vibration into neural signals, transmitted through the auditory nerve.
When rolled out, the hairs closer to the connection of the middle ear are short and stiff and
become longer and softer the further away from the middle ear. This causes different hairs
to have different resonant frequencies, which enables us to distinguish between different
pitches. The spacing of these hairs follow a log-like distribution with hairs resonating at
higher frequency more densely spaced and hairs that resonate at lower frequencies more
sparsely spaced. This log-like spacing cause our hearing spectrum to be more sensitive at
lower frequencies[11], [12].
The function of the cochlea may be considered to be similar to the Fourier transform,
converting raw vibrational sound waves into neural signals in the frequency domain [12].
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1.4.2 The Range of Human Hearing
Our hearing range is defined by the range of sound frequencies, measured in Hertz (Hz)
that we can perceive without experiencing discomfort. The amplitude (or loudness) of
sound is measured in decibels (dB). The maximum perceivable frequency range is approx-
imately 20Hz to 20kHz for most humans. However, perceived sound is not only affected
by the pitch (frequency), but also by the loudness (amplitude) [13].
Figure 1.3 shows a loudness curve, depicting the perceived loudness of sounds over the
frequency range 20Hz to 20kHz. At 20kHz, the necessary loudness for perceived hearing
approaches the threshold of pain, resulting in the end of the human audible spectrum [14].
Notice that within the range 3kHz to 5kHz, the threshold of hearing is at the lowest point,
which means that our ears are most sensitive to sounds within this range. Human speech
ranges between approximately 300Hz to 5kHz, including vowel and consonant sounds,
which coincides with the most sensitive range of the human auditory system [15].
Figure 1.3: A loudness curve, taken from [14].
In order to interpret complex sounds we need to be able to distinguish between the
various pitches that the sound is made of. For instance, if we want to enjoy listening to
music, we need to able to resolve the chords that are being played, or when recognizing
speech, we are identifying the different vowels and consonants on an spectral level by
distinguishing their frequency distribution.
When sound waves cause the hairs inside the cochlea to vibrate, the hairs that resonate
with the vibrational frequency are stimulated, but some adjacent hairs are also stimulated
in the process. This area that is stimulated is called the critical band. Two sounds that
are within the same critical band cannot be distinguished in terms of pitch [16]. As
mentioned, the spacing of the hairs in the cochlea is denser for higher- than for lower
frequency resonating hairs. Therefore, lower frequency sounds have smaller critical bands
and thus we are better equipped to distinguish pitch at lower frequencies than higher
frequencies.
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1.5 Tuberculosis
Alongside the Human Immunodeficiency Virus (HIV), TB is the most lethal disease world-
wide. In 2014, 9.6 million people contracted the disease and 1.5 million people died as a
result. India, Indonesia and China have the largest number of cases, with South East Asia
and the Western Pacific regions accounting for 58% of the 9.6 million cases. However,
Africa has the highest burden relative to its population [17].
It is estimated that one third of the world population carries a latent form of TB, which
means that they have been infected by the bacterium, but have not yet fallen ill and
cannot transmit the disease. A person infected with this latent form of TB has a 10% risk
of falling ill within his or her lifetime. However, HIV, diabetes, malnutrition, smoking,
and other diseases or activities compromising the immune system can cause this risk to
increase dramatically [18].
1.5.1 Tuberculosis in South Africa
South Africa has the highest HIV positive TB incidence rate in the world, after larger
countries like India and China [19] and the 6th highest incidence rate. In this context,
incidence refers to the number of new cases reported in a country within a year. TB is
especially lethal in the mining sector of South Africa. An estimated 80% of the South
African population have latent TB, with the highest percentage found in the age group
of 30-39 years, living in townships [20]. According to [21], 73% of TB positive patients
are also HIV positive.
In the National Strategic Plan on HIV, sexually transmitted infections (STIs) and TB
released by the South African National Aids Council (SANAC), one of four strategic ob-
jectives is to ”Prevent new HIV, STI and TB infections” [22]. In this objective, it is stated
that SANAC will aim to ”maximize opportunities for testing and screening to ensure that
everyone in South Africa is...screened for TB, at least annually...”. Furthermore, the pro-
jected budget for this objective for 2016/2017 is listed as R20,946,090,000 (approximately
R21 billion) and a total budget over all 4 objectives estimated at R32,247,500,000 1.
1.5.2 Pathology of Tuberculosis
Tuberculosis is a contagious and potentially deadly disease caused by infection with a
bacterium called Mycobacterium Tuberculosis (MTB). TB is most often transmitted by
inhaling tiny droplets containing MTB. These droplets are expelled by a person already
infected with TB through coughing, sneezing or talking. A waxy coat allows the MTB to
1Actual figures quoted in [22] are R20 9460,90 billion and R32 247,5 billion respectively. However,
we assumed that these amounts were not correctly reported and that the intended order of magnitude
should have been millions. These assumptions could not be confirmed however.
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survive in air for long enough to make transmission possible [23].
TB most commonly affects the lungs and is then referred to as pulmonary tuberculosis.
However, once in the lungs TB, can affect any other organ of the body, then referred to
as extra-pulmonary TB.
1.5.3 Symptoms of Tuberculosis
A characteristic symptom of TB is a chronic cough that worsens over a period of approxi-
mately 3 weeks. The worsening cough is linked to the MTB, which manifests primarily in
the upper part of the lungs where more oxygen is present [24]. Over time, the MTB build
up and form small nodules which irritates the lungs, causing a constant cough. Sometimes
these nodules can erupt, leading to other complications such as internal infections and
coughing up of blood or blood smeared sputum. Some other symptoms of TB include
chest pains, unexpected weight loss, fever, night sweats and loss of appetite.
1.5.4 Diagnosis of Tuberculosis
There are several methods for diagnosing TB. The method used depends on the medical
condition of the patient and the means of the institution where diagnosis takes place.
Table 1.1 shows a comparison of various methods for diagnosing TB in terms of time,
cost, ability to detect active MTB and ability to determine whether a patient has drug
resistant TB (drug susceptibility) [1].
Table 1.1: Comparison of Current TB Diagnosis Methods.
Test Name Time frame Cost Active TB test Drug suscepti-
bility
Smear microscopy < 24 hours Low No No
Sputum culture 4 weeks Medium Yes Yes
IGRAs < 24 hours High No No
Tuberculin skin test 48-72 hours Low No No
Chest radiography minutes Very High Yes No
GeneXpert <2 hours High Yes Yes
• Smear microscopy: Sputum samples are collected, usually by taking swabs, and
are viewed under a microscope to check for MTB. The process requires at least three
sputum samples to provide an accurate diagnosis. This is a cheap and effective
method for most cases, but it is not very accurate, with reported accuracies of
50-60% in well equipped laboratories [25].
• Sputum culturing This process involves growing the tuberculosis bacteria on a
solid media from a sputum sample. When culturing TB samples, the sample needs
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to be decontaminated to avoid overgrowth by other micro-organisms. Culturing
is more sensitive than using smear microscopy, but is more time consuming and
requires a higher level of infrastructure to perform (skilled technicians, facilities for
media preparation) [1].
This method is used to diagnose active tuberculosis, as well as drug susceptibility.
On average, diagnosis take 4 weeks to complete, with another 4-6 weeks to detect
drug susceptibility [26].
• Interferon Gamma Release Assays (IGRAs): IGRAs are a type of blood test
that measures a patients immune system’s response to MTB. Practically this test
works by taking a blood sample and mixing it with a specific substance. There are
two widely used IGRAs: the T-SPOT TB test and the QuantiFERON TB Gold
test.
This test is fast, but does require laboratory facilities. Furthermore, the test only
tests for latent TB and is considered to be less accurate if the patient is HIV positive
[27].
• Tuberculin skin test: The most popular tuberculin skin test is the Mantoux skin
test. This method tests the hypersensitivity of a patient to a derived form of MTB
by injecting a small amount into the patients arm. The patient needs to return to
the clinic within 48-72 hours for results. This test is inexpensive to perform but
interpretation is considered difficult, because various factors such as age, coexisting
illnesses and immunological status can influence the results of the test [28]. Thus the
effectiveness of the test relies on the level of medical expertise. Also, this test cannot
distinguish between latent and active TB, but merely if the patient is infected with
MTB.
• Chest radiography: Medical imaging techniques such as X-ray and computed
tomography (CT) scans can be applied to the chest to view TB manifestations
in the lungs. This method is effective and fast, but requires expensive equipment
and experienced doctors to interpret the images. This method does not test for
extra-pulmonary TB.
• GeneXpert: The GeneXpert test is a relatively new diagnosis method developed
by the Foundation for Innovative New Diagnostics (FIND). This method is recom-
mended by the WHO as a test for drug susceptibility and as an initial diagnostic
tool, with some studies reporting specificity and sensitivities in the high 90’s [29][30].
The GeneXpert tests use a process called polymerase chain reaction to identify and
multiply the DNA sequence of the MTB within a sputum sample if present. Using
this process, the test can also test for different drug resistances, as these show as
mutations in the MTB DNA.
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This method is comprehensive and effective, but unfortunately expensive. One test
costs US$9.98 and the associated equipment costs approximately US$17,000. Addi-
tionally, GeneXpert machines require constant power to operate [26].
In summary, there are various existing tests for TB, with different advantages and
disadvantages. Generally, the faster and more effective a test is, the higher the cost of the
test. The GeneXpert test stands out as the most effective and reliable test, however it has
a high operating cost. Currently, where clinics cannot afford expensive machines, more
basic methods are used for diagnosis which results in a longer diagnosis period. Thus,
investigating the possibility of a test that can be used to indicate the probability of a
patient having TB within a short time frame is warranted if such a system could increase
the cost effectiveness of low resource clinics.
1.5.5 Treatment of Tuberculosis
TB is a treatable and curable disease given the right medication and the infrastructure to
monitor patient medication intake. The standard treatment for TB requires the patient
to take antimicrobial drugs for a period of 6 months, during which he or she is under
supervision to ensure consistent intake.
As standard treatment, four different first-line antimicrobial drugs are prescribed to ac-
count for the possibility of the patient having single drug resistant TB. However, in some
cases, a patient can develop Multi-Drug Resistant TB (MDR-TB), usually caused by the
incorrect or incomplete intake of first-line drugs such as Isoniazid and Rifampicin. Treat-
ing MDR-TB is much more difficult. Different drugs that are not always available and
are much more expensive are required. A chemotherapy course of up to two years may be
necessary, making the treatment more costly [18]. Therefore, ensuring a patient completes
their TB medication course is crucial.
1.6 Summary
In this chapter the project objective of automatic diagnosis of TB through cough sound
analysis was identified and placed in context. The scope of this project involves the design
of a baseline system, able to distinguish between coughs of healthy patients and patients
with TB, including the design of an automatic cough detection system from continuous
audio. The human respiratory system, causes of coughing, the human auditory system,
the pathology of TB and its symptoms were briefly discussed. Different currently available
TB diagnosis methods were compared in terms of time, cost and efficiency and the problem
of MDR-TB was mentioned.
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Literature Review
The analysis of coughing sounds has been an active area of research since 1989 with
studies investigating the differences in acoustic and dynamic characteristics between dif-
ferent pulmonary diseases [31]. Generally cough sound analysis can be divided into two
subgroups: Cough Detection and Cough Classification.
2.1 Cough Detection
The process of identifying, separating and counting coughs from recordings is a relatively
well-researched field, with the first cough detection system proposed in 1964 [32]. However,
no cough detection system is commercially available at this time [33].
Cough detection systems are useful for gathering information about cough frequency and
cough intensity, which can give important insight into patient recovery as well as the
severity of an illness. It is difficult to compare different studies in the field of cough
detection, because no standard framework currently exists. Most studies try to distinguish
cough sounds from other environmental sounds, such as dogs barking, speech and other
respiratory sounds such as sneezing and snoring.
2.1.1 Specific Studies
In [33], the authors designed a cough detection algorithm that first distinguishes between
voluntary coughs (coughs voluntarily produced at request) and the speech of healthy pa-
tients. This algorithm is then extended to distinguish between coughing and other sounds
generated in the upper respiratory tract such as throat clearing, laughing and sneezing.
Finally, the effectiveness of the algorithm in distinguishing between cough and non-cough
sounds is tested on patients with respiratory diseases undergoing daily activities. The
system was first unsuccessfully implemented using decision trees. Use of a neural network
classifier improved the results significantly.
Recording was performed at a sampling rate of 44 kHz and a resolution of 16 bits per
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sample. For preprocessing of the recorded data, sound events were detected by using a
non-overlapping sliding window (of unspecified length). The standard deviation of the
amplitude was computed within each window, and then compared to an empirically de-
termined threshold value. Sound event exclusion was performed on the basis of the length
of the detected sound event. According to [33], the mean duration of a voluntary cough in
their dataset is 0.3 ± 0.01 sec. Thus sound events significantly shorter than this duration
were excluded from further analysis.
To distinguish between coughing and speech, the following features were used: The slope
of the power spectral density was calculated around each maximum, as the slope of cough
sounds show a sharp rise leading up to a maximum, as opposed to speech, where there
is usually a more gradual increase. Additionally, the Kurtosis and Skewness of the spec-
trum was calculated for each cough event, as well as Mel Frequency Cepstral Coefficients
(MFCC). It is unclear how the feature vectors were defined in this study, but from inter-
pretation is seems each cough event was represented by a single feature vector.
In [33], the results achieved distinguishing between spontaneous cough and other non-
cough sounds from patients infected with pulmonary illnesses were as follows:
Table 2.1: Classification Results presented in [33].
Classification Method Sensitivity(%) Specificity (%)
Decision Tree 28 99
Artificial Neural Network 82 96
A 24-h automated cough monitor (The Leicester Cough Monitor (LCM)) is described
in [34]. This device is intended to measure cough frequency in a home environment.
For this study, 6-hour recordings were collected from 15 patients with different illnesses
characterised by chronic cough as a symptom, such as asthma, gastro-oesophageal reflux
and eosinophilic bronchitis. The cough detection algorithm is based on the methods used
successfully in speech recognition. A keyword spotting approach based on hidden Markov
models is used to recognise sub-segments of a cough in the same way that phonemes are
recognised in a speech recognition system.
For validation, the process was split into two phases. In the first phase, the cough counts
of the LCM were compared to the results of manual sound analysis done on the 1st and
4th hours of recordings of 9 randomly selected patients. Thus 2 of the 6 hours of recorded
data of 9 patients were used in this phase. For the manual analysis, 2 independent human
labellers annotated the data (labeller 1 annotated the data twice and labeller 2 annotated
it once). Only cough events that were in agreement by all three annotations were con-
sidered true. In the second stage, all the recorded data was used and manual annotation
was done by only one observer on all 6 hours (from the study, it seems as though one
26
Stellenbosch University  https://scholar.sun.ac.za
2.2 Cough Classification
observer listened to 6× 15 = 70 hours of recorded data). In addition, another 50 patients
with chronic cough were recorded for 24 hours. This data was not manually annotated,
but used to determine the repeatability of the system. The LCM had a sensitivity and
specificity of 86 and 99%, respectively, for detecting cough sounds. [34].
More recently, a cough frequency monitoring system has been designed for the moni-
toring of patient recovery from pulmonary tuberculosis [35]. As was the case in [34], the
system described in [35] is designed to be a continuous cough counting system. How-
ever, in this study an event detection algorithm was implemented to reduce the amount
of recorded data that needed to be subjected to manual analysis. This event detection
algorithm identifies potential cough sounds by thresholding a smoothed energy measure
for the signal. This process was effective in detecting cough events but not very accurate,
frequently detecting non-cough events such as speech. Thus another step was introduced
into this algorithm similar to the approach used in [33]. Instead of using the power spec-
tral density, the slope of the signal energy was compared to a noise threshold. The noise
threshold was determined by obtaining the 10th percentile of the signal energy within a
20 second sliding window.
MFCC features were used to train three different classifiers: a multilayer perceptron
(MLP) neural network, a support vector machine (SVM) and sequential minimal opti-
mization (SMO). The best performance was obtained using the MLP. However, for ease of
implementation, the SMO classifier was used for classification as the difference in overall
accuracy was not very big (88.2 % vs. 86.4%).
With a sensitivity of 81% this algorithm correctly detected most cough events with an
average of 3.3 false alarms/hour (the actual average coughs per hour is not specified).
Thus, by monitoring the cough frequency of patients recovering from TB, patients who
are failing the treatment can be identified earlier and can be placed on a different type of
treatment.
Various methods have been explored for data collection in cough detection research, in-
cluding contact microphones (placed on the patient’s thorax or trachea) [36], a free-field
microphone necklace [34], hand-held recorders [35] and stationary microphones interfaced
with a PC. There does not seem to be a clear advantage of one method over another, as
different scenarios require different recording equipment.
2.2 Cough Classification
Cough classification aims to diagnose specific illnesses, or to classify cough types, through
analysis of cough sounds. The cough sounds are usually recorded in controlled environ-
ments to minimize unwanted interfering noise, as opposed to cough detection, which is
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designed to perform in noisy environments.
The process of cough classification is based on the hypothesis that different pulmonary
illnesses produce distinctively different cough patterns. According to [37], the spectral
analysis of coughs gives insight into the timbre, or tonal quality, of different types of
cough, which in turn can assist a diagnosis. For example, a cough with a brassy or bi-
tonal timbre is such a strong characteristic of lymphoid gland tuberculosis that it may
suffice as a diagnosis tool in itself [37]. The authors of [38] recently demonstrated that
cough sounds carry distinctive spectral features, such as non-Gaussianity and Mel Cep-
stra, that can be used to diagnose pneumonia.
Cough classification can consist of various steps. In the following, the steps most com-
monly taken by various research studies are discussed.
2.2.1 Data Acquisition
Data acquisition for cough classification is usually performed in a closed and controlled
setting in order to minimize environmental noise in the recording data. For the recording
process, stationary microphones are set up in a clinic or hospital and recordings of patients
are taken overnight. Alternatively, patients are taken to a recording chamber where cough
sounds are explicitly recorded. Both these methods require the segmentation of cough
events from the recording data. This is usually accomplished by a physician, meaning
that it can be regarded as a manual, professional diagnosis. This will form the ground
truth for subsequent classifier training.
In addition to recording data, other information regarding the patient can be of use, such
as patient age, race, ethnicity, medical history and most importantly a list of current
symptoms. The authors of [38] and [35] established that the inclusion of measurements
other than recording data can increase the classification accuracy.
Once the data has been acquired, it is segmented into cough events. Each event can then
itself be split up into windows (frames) varying in length from 10ms to 50ms [34][35][36].
2.2.2 Feature Extraction & Selection
Cough sounds can be divided into three phases: Inhalation, Forced Exhalation and Glot-
tal Closure [8][39][36][40]. The second of these three phases has been identified by most
studies as the definitive phase, containing most information regarding cough characteris-
tics. Phase two begins when the amplitude has significantly reduced from it’s initial peak
[35]. Figure 2.1 shows an example waveform of a forced cough from a healthy patient
indicating the three phases. This cough forms part of the dataset collected for this study
at the Brooklyn Chest Health Clinic.
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Figure 2.1: Example of a cough waveform with three phases indicated.
In cough classification, the sound waveform is analysed in the time and frequency
domain by extracting features. The following features were used by the studies researched:
• Frequency domain
Bispectrum Score (BGS) [38][2][7]
Mel-frequency cepstral coefficients (MFCC)[38][2][7][33][8]
Non-Gaussianity score (NGS)[38][2][7]
Formant Frequencies (FF)[38][2]
Spectral Kurtosis[38][2][7]
• Time domain
Log energy[38][2][7]
Zero Crossing Rate (ZCR)[38][2][7]
2.2.3 Specific Studies
In this section, specific studies relevant to cough classification will be discussed. Not much
material on this topic could be identified.
One body of research tries to classify cough sounds as dry or wet. This is an impor-
tant step in the diagnosis process of pulmonary illnesses, because it is currently very
subjective. Usually a doctor would ask a patient to describe his or her cough in terms of
dryness / wetness, or if possible, would ask the patient to produce a cough in order for
the doctor to perform this classification. As mentioned in Section 1.3.1, the dryness /
wetness of a cough is considered valuable information when narrowing down the list of
possible illnesses contracted by the patient.
Three studies have focussed on dry/wet cough classification [8], [7], [40]. The studies in [8]
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and [40] used smaller datasets and used cough sounds from adults only. In [7], 178 cough
events were used from 46 patients, while [8] used only 16 cough events from an unknown
number of subjects and [40] used 30 cough samples from 10 different subjects. Also, [8]
used only two features for classification. By extracting a wide range of features (63), and
performing feature optimization to reduce the number of features to 23 (spectral and time
domain), a mean sensitivity and specificity of 79 ± 9% and 72.7 ± 8% was achieved in
[7]. Thus, an automated algorithm for the classification of dry and wet cough sounds has
been proposed.
A second body of research considered an automated algorithm for the diagnosis of child-
hood pneumonia, first published as [38] and later updated in [2]. This work is relevant to
what is proposed in our study, and is thus worth discussing in detail. We will first discuss
the work in [38] and then compare it to the updated version in [2].
Using non-contact microphones for data acquisition, the algorithm involves the classi-
fication of cough sounds as pneumonic and non-pneumonic, indicating the presence - or
absence of pneumonia in the patient respectively.
Figure 2.2 shows how the data was acquired. The recording environment usually con-
sisted of single occupancy rooms in the respiratory ward of the hospital (Sardjito Hospital,
Gadjah Mada University, Indonesia). However, occasionally the patient shared the room
with another patient. Two microphones were used, one pointing towards the patient and
one pointing in the opposite direction. The microphones were directed in this way to
facilitate background noise subtraction in order to separate cough events from ambient
sounds. The distance between the patients and the microphone directed at them varied
between 40cm and 70cm.
The data was gathered from 91 patients (63 pneumonia and 28 non-pneumonia) and
was divided into a Model Development Dataset (DMD) and a Prospective Validation
Dataset(DPV ). DMD consisted of NMD = 66 patients (46 pneumonia and 20 non-
pneumonia), while DPV consisted of NPV = 25 patients (17 pneumonia and 8 non-
pneumonia). For the non-pneumonia set, diseases such as asthma, bronchitis and pharyn-
gitis are grouped together.
In most cases (more than 85 %), 5 - 10 coughs were obtained for each patient. Segmenta-
tion was done manually by a researcher unrelated to the study. The average duration of
each recording in the dataset was 4h and 3 min with a standard deviation of 1h and 39 min.
For the feature extraction process, each cough event was divided into three non-overlapping
frames and for each frame, the following features were computed: 12 Mel Frequency Cep-
tral Coefficients, Bispectrum Score (BGS), Log Energy, Non-Gaussianity Score (NGS),
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Figure 2.2: Recording setup used for pneumonia cough classification in [38].
Zero Crossing Rate (ZCR), Spectral Kurtosis and the first four Formant Frequencies.
Feature extraction was performed on all cough events in DMD to create the feature set
fOC, consisting of 63 different features in total.
Using fOC and a Leave-One-Out-Validation (LOOV) method, NMD (66) logistic regression
models (LRMs) were trained. The mean sensitivity and specificity for individual cough
events are reported as 81 ± 1% on the training set and 63% and 52% on the validation
set.
A smaller feature set was obtained by calculating the per-feature mean p-value in fOC
over NMD LRMs and then only including features with a p-value greater than a certain
threshold, creating the selected feature set fOS. A new set of LRMs was designed using
fOS, and the best LRM chosen using K-Means clustering by selecting the LRM with the
lowest mean square error with respect to the cluster centroid. The mean validation sen-
sitivity and specificity for individual cough events increased from and 63% and 52% to
69% and 64% respectively.
Once an optimal LRM was selected, the classification process was altered to perform
a diagnosis for each patient instead of classifying each cough event. This was done by
calculating a new metric called the Pneumonic Cough Index (PCI), which is the ratio of
total number of coughs vs the number of coughs classified as pneumonic. The PCI was
calculated as follows: For each patient, let P equal the total number of coughs while Q
equals the number of coughs classified as pneumonic by the LRM. The Pneumonic Cough
Index is then calculated as:
PCI =
Q
P
(2.1)
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The PCI value was then compared to a threshold empirically selected as γPCI = 0.5 and
a patient was diagnosed as pneumonic if PCI >= γPCI . This method increased the vali-
dation sensitivity and specificity to 93% and 90.5% respectively.
The feature set fOS was then augmented with clinical measurements, including age, the
presence of fever and the breathing rate index (BrI) (Equation 2.2, where BR refers
to the measured breathing rate and age is measure in months) to create the augmented
feature set FAC. The highest reported validation PCI based sensitivity and specificity
are 95.6% and 90.5%.
BrI =
BR − 20 if Age >= 60 monthsBR − 40 otherwise (2.2)
Performing classification on the Prospective Validation Dataset(DPV ) using many dif-
ferent feature combinations (augmented, non-augmented, semi-augmented) and different
LRM-feature set combinations, the optimal combination was found. The authors show
that this system can diagnose pneumonia in patients with a sensitivity of greater than
90% and a specificity of greater than 85%. The study also states that the algorithm needs
only 5 to 10 coughs per patient to reach these diagnosis results.
In [2], the researchers decided to improve on their previous study by training an artificial
neural network (ANN) to perform classification. In this study however, classification was
limited to pneumonia and asthma, whereas in [38] the non-pneumonia class contained
various other pulmonary diseases.
In this study, a total of 18 patients were recorded (9 pneumonia and 9 asthma) with
the recording setup as in the previous study. The age of the patients range from 1 - 86
months, with an average of 25 months. From these recordings, the first 50 coughs were
manually selected from the continuous audio. These cough episodes were combined to
form the complete dataset D. D consisted of a total of 674 coughs, of which 412 were
from patients with pneumonia and 262 from patients with asthma.
Feature extraction was performed on each cough episode in D by first breaking up a
cough into non-overlapping windows of 20ms. For each window, the following 22 features
were computed to: 13 MFCCs, first five formant frequencies, ZCR, NGS and Shannon
entropy. The feature extraction step was repeated for each window in each cough, con-
structing the feature vector matrix G.
For classification, an ANN with 1 input layer, 2 hidden layers and an output layer. The
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number of neurons in each layer was chosen as 110, 20, 10 and 1 respectively. A linear
activation function was used for the input layer and a sigmoid activation function was
used for both hidden layers. A LOOV procedure was used so that each subject was used
for testing exactly once.
The algorithm developed in this study has a reported sensitivity of 88.9% and specificity
of 100%.
2.3 Summary
In this chapter, the literature applicable to this study was divided into two main fields:
cough detection and cough classification. For each field, various studies were considered
and their findings reported. For cough detection, a considerable amount of research
has been done, with the best detection accuracy reported as 86.4% by [35]. For cough
classification, research has been done on the classification between pneumonia and asthma
in children and the classification between wet and dry coughs. However using cough
classification for broader lung health diagnosis has yet to experience much attention.
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Classification and Evaluation
Methods
In this chapter, the different machine learning algorithms used in the study are dis-
cussed. Logistic regression, hidden Markov models (HMMs) and Gaussian mixture models
(GMMs) are discussed. Decision trees (DT) are discussed in less detail (in Section 6.4.2)
as the results obtained with DT were sub optimal. Furthermore, the different evaluation
methods and metrics used are discussed.
3.1 Hidden Markov Models (HMMs)
HMMs are a popular machine learning algorithm in fields where sequential data are to be
modelled and classified, such as in speech recognition and DNA sequencing. Thus, using
HMMs is a good choice when aiming to classify acoustic events in a recording, as is the
goal in automatic annotation.
Hidden Markov models (HMMs) are an extension of Markov models, where each ob-
servation is a function of the current state, and each state is directly influenced only by
the previous state. Before considering hidden Markov models, we will introduce Markov
models. The following section is inspired by the developments in [41], [42] and [43].
3.1.1 Markov Models
Markov models (or Markov chains) are a way of representing a sequence of successive
states at a certain time t. The number of states in a Markov model is finite and can
thus be seen as a type of finite state machine. In contrast to a finite state machine, the
transitions between states are governed by probabilities and not explicit events.
If we define a set of states S = {s1, s2, ...s|S|} with |S| representing the number of states,
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we can denote any state at a certain time t as si(t). The states in a Markov model
can occur in a sequence of T states sT . A specific sequence can thus be denoted as
s6 = {s1, s4, s2, s2, s3, s4}, with |S| = 4 and T = 6 for this example.
A model is described by its transition probabilities P (sj(t+ 1)|si(t)) = aij, which defines
the probability of moving from state i to state j. Transition probabilities do not have to
be symmetric and one state may be visited repeatedly. Figure 3.1 shows a three state
Markov model with transition probabilities defined by aij.
Figure 3.1: A three state Markov model.
Given a complete transition probability matrix, it is possible to compute the prob-
ability that a model has produced a particular state sequence. For instance, given the
transition matrix θ we can determine the probability that the model produced the state
sequence sT , defined above, using:
P (s6|θ) = a14a42a22a23a34
This leads to a formal definition: The probability of a specific state sequence is the
sum of all the applicable transition probabilities, or:
P (sT |θ) =
t=T∑
t=1
aij
=
t=T∑
t=1
P (sj(t+ 1)|si(t))
(3.1)
3.1.2 Hidden Markov Models
One shortcoming of a Markov model is that in many problems one is unable to externally
observe the current state. It is only possible observe a probabilistic function of each state.
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To better explain this, consider the following example by Jason Eisner [44]:
You are climatologists in the year 2799, studying the history of global warming.
You cant find any records of Baltimore weather, but you do find my (Jason
Eisner’s) diary, in which I assiduously recorded how much ice cream I ate each
day. What can you figure out from this about the weather that summer?
In this example, the sequence of states would be the weather of each day, and the
observed data is the amount of ice cream consumed by the author of the diary. Here we
can see that the states are not explicitly observable, but it seems as though it should be
possible to make informed decisions as to what the weather was each day by considering
the observed ice cream consumption.
Because the states that the Markov model enters are unobservable, the name Hidden
Markov Model arises.
To state this formally, a hidden Markov model is a Markov model for which we can observe
some emitted value or symbol x(t) from a set of possible observed values V = {v1, v2, ..v|V |}
(x ∈ V ) for each state s(t) at time t.1 Figure 3.2 shows the a three state HMM with
emission probabilities defined as bjk and observable values defined as xk.
Figure 3.2: Hidden Markov model with 3 states {s1, s2, s3} and three observable values
{x1, x2, x3}.
In the same way we defined a sequence of states as sT with T the number of visited
states, we can define a sequence of observed visible symbols asXT = {x(1), x(2), ..., x(T )}.
Thus we can have a particular sequence of observed values X6 = {x5, x1, x1, x5, x2, x3}.
1For this introduction, we will restrict the nature of the observed output to discrete symbols. However,
it can be generalised to continuous observations.
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Now define the probability of emitting value xk(t) when the model is in state sj(t) as
P (xk(t)|sj(t)) = bjk.
To summarize, we have:
aij = P (sj(t+ 1)|si(t))
bjk = P (xk(t)|sj(t))
}
i, j ∈ 1..c and c = # states (3.2)
Also, it is important to note that:
∑
j
aij = 1 for all k
∑
j
bjk = 1 for all k
which states that the sum of the probabilities of all outgoing links must be equal to 1,
and the sum of all observation probabilities must also be equal to 1.
In the optimization of an HMM, we generally focus on three tasks, namely:
• (a) To determine the probability of an observed sequence XT being emitted by a
model, given the transition and emission probabilities aij and bjk.
• (b) Given a specific observation sequenceXT , emitted by a defined HMM, determine
the most likely sequence of hidden states sT to generate XT .
• (c) To estimate the values for all aij and bjk, using a defined model structure (number
of hidden states and possible observations) and a set of training data (observations
with known hidden state sequences).
(a) Probability of observed sequence
The probability that a defined HMM produces a specific sequence of observations XT can
be calculated using:
P (XT ) =
rmax∑
r=1
P (XT |sTr )P (sTr ) (3.3)
with each r referring to a unique hidden state sequence sTr = {w(1), w(2), ..., w(T )}
with T the number of hidden states. Equation 3.3 states that in order to compute the
probability of a specific observation sequence, we need to compute the probability that
XT was produced by each possible hidden state sequence and sum all these probabilities.
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The terms in the sum of Equation 3.3 can be simplified. The second term in the sum
can be rewritten, by using Equation 3.1 for the each specific state sequence indexed by
r and at time t, with respect to t− 1:
P (sTr ) =
t=T∑
t=1
P (sj(t)|si(t− 1)) (3.4)
The first term in the sum of Equation 3.3 can also be rewritten, because of our assump-
tion that the observation probabilities are only dependent on the current state:
P (XT |sTr ) =
T∏
t=1
P (x(t)|s(t)), (3.5)
which translates to take the product of all the observation probabilities bjk for a hidden
state sequence indexed by r.
Substituting Equations 3.4 and 3.5 into 3.3 we get:
P (XT ) =
rmax∑
r=1
T∏
t=1
P (x(t)|s(t))P (sj(t)|si(t− 1)) (3.6)
Equation (3.6) has an intuitive interpretation: To calculate the probability that a
model has produced a specific observation sequence XT , we need to sum over rmax possi-
ble hidden state sequences and multiply each term in the sum by the probability that it
has emitted each observation in our observation sequence. All this information is available
in the transition probabilities aij and emission probabilities bjk.
However, direct application of Equation (3.6) is very computationally expensive, with an
order of complexity of O(cTT ). For example, if we have a model with 5 states (c = 5) and
we want to determine the probability of an observation sequence of length 15 (T = 15),
it would require O = 515 × 15 = 457763671875, or roughly 457 billion calculations.
To reduce the computational complexity of Equation (3.6), it can be reformulated into
what is referred to as the Forward Algorithm.
First we define:
αi(t) =

0 t = 0 and i 6= initial state
1 t = 1 and i = initial state∑
j αj(t− 1)ajibjkx(t) otherwise,
(3.7)
with bjkx(t) denoting the emission probability bjk limited to the observation x(t) at time
t, which will be the only non-zero term in the sum at index k matching the emitted ob-
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servation x(t).
Note that αj(t) represents the probability that our model is in state sj at time t after
emitting the first t observations in XT .
Subsequently, we can define the Forward Algorithm as a recursive implementation of
Equation (3.6):
Algorithm 1 Forward Algorithm
begin
initialize: s(1), t = 0, aji, bjk, observed sequence X
T , α(0) = 1
for t← t+ 1 until t = T
αj(t)←
∑c
i=1 α + i(t− 1)ajibjkx(t)
end for
return P (XT )← α0(T ) for the final state
end
The forward algorithm sums over c terms T times, thus it has a computational com-
plexity of O(c2T ), which is a substantial improvement over Equation (3.6). If we take
the same example used before, with c = 5 and T = 15, the forward algorithm will perform
just O = 52 × 15 = 375 operations.
(b) Viterbi Algorithm
Now that we can determine the probability of a certain observed sequence, next we are
interested in computing the most likely sequence of hidden states given an observed se-
quence. Thus, we want to determine the most probable sT that would have generated a
certain XT .
One way of calculating this is by enumerating all possible state sequences that could
have produced XT , and taking the path with the highest probability using Equation
(3.1). However, this would result in computational complexity of O(cTT ) which is im-
practical. A more efficient way of doing this is by using the Viterbi Algorithm, shown in
Algorithm 2, which can be implemented with a computational complexity of O(c2T ).
The Viterbi algorithm determines the hidden state sequence from the observed values
XT by recursively calculating the values of αj(t) (the probability of being in state j after
observing t values in X) for each t using only the highest value of αj′(t − 1). Thus, by
starting with α(0) = 1, which means we know which state the system is in at time t = 0,
for each consecutive observed value in XT , compute the values of αj(t) using αj(t − 1)
for all possible states sj with j = 1, ...|S|. Then set αj′(t) to the highest value of αj(t)
and save state j′ to the hidden state path. This is repeated for all observes values in XT .
Thus, the hidden state path is determined by recursively computing the probability of
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being in a certain state, while only considering the previous state with the highest prob-
ability.
Algorithm 2 Viterbi Algorithm
begin
initialize: Path ← {}, t← 0
for t = 0→ T
set k = 0, α(0) = 1
for k = 0→ c:
αk(t)← bjkx(t)
∑c
i=1 αi(t− 1)aji
end for
j
′ ← arg max
j
αj(t)
AppendTo Path sj′
end for
return Path
end
(c) Baum-Welch Estimation
We can now determine some important aspects of an HMM if we are given its state transi-
tion probabilities aij and output emission probabilities bjk. The final task is to determine
these parameters by learning from known examples. This process is generally referred to
as training the HMM and is realized by performing a process called the forward-backward
algorithm or Baum-Welch estimation.
In Equation (3.7) we defined αi(t), which is the probability that the model is in state si
at time t and has emitted the correct visible outputs up to this time.
Let us further define:
βi(t) =

0 si(t) 6= final state of sequence and t = T
1 si(t) = final state of sequence and t = T∑
j βj(t+ 1)aijbjkx(t+ 1) otherwise,
(3.8)
where βi(t) is the probability that the model is currently in state si(t) and will emit the
remainder of the output sequence in XT , from t+ 1→ T .
In order to determine the values of βj for all time t = 0→ T , we will follow the time re-
versed procedure of Algorithm 1. Thus follows the definition of the Backward algorithm,
shown in Algorithm 3.
In the last line of the algorithm, the probability of the model emitting the observed
sequence is now set to the value of βj(0). This makes sense, because βj(0) is the prob-
ability that the model is in state sj(0) and that the system will produce the remainder
of the observed sequence P (XT ), ie the probability that the model will emit the entire
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Algorithm 3 Backward Algorithm
begin
initialize s(t), t = T, aji, bjk, observed sequence X
T
for t← t− 1 until t = 1
βj(t)←
∑c
i=1 βi(t+ 1)ajibjkx(t+ 1)
end for
return P (XT )← βj(0)
end
observed sequence when in its initial state.
Thus, with our values αi(t) and βi(t), we have a way of measuring how well our model is
performing up to time t and how well it will perform given everything up to time T .
The goal is now to use the values of αi(t) and βi(t), calculated on some estimates of
aij and bjk, to determine the updated parameters aˆij and bˆjk that better explain the data.
First, define a new transition probability γij(t) - the probability that the model will move
from state si(t− 1) to state sj(t) given that the model has produced the entire observed
sequence XT through any hidden state path:
γij(t) =
αi(t− 1)aijbjkβj(t)
P (XT |θ) (3.9)
where P (XT |θ) being the probability that the model has produced XT for any state
path, given the probabilities θ = {aij, bjk}.
By noting that the number of expected transitions from state si(t − 1) to sj(t) is equal
to
∑T
t=1 γij(t), and at time step t, the number of expected transitions from state si to
any state is equal to
∑T
t=1
∑
k γik, we can calculate updated values for the transition
probabilities aij using the ratio of these two quantities:
aˆij =
∑T
t=1 γij(t)∑T
t=1
∑
k γik
(3.10)
Following the same reasoning, we can calculate an updated estimate for bjk by taking the
ratio of the frequency that a specific observed value xk is emitted over the frequency that
any symbol is emitted:
bˆjk =
∑T
t=1 bjkx(t)∑T
t=1 bjk
(3.11)
Using Equations 3.10 and 3.11, the Baum-Welch algorithm updates the values of
aij and bjk recursively, until some convergence criteria is met.
Thus, using Algorithm 4 we can iteratively train an HMM by optimizing the tran-
sition and emission probabilities using known output sequences.
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Algorithm 4 Baum-Welch Algorithm
begin
initialize aij, bjk, training sequence X
T , convergence criterion θ
do z ← z + 1
compute aˆ(z) from a(z − 1) and b(z − 1) using Eq (3.10)
compute bˆ(z) from a(z − 1) and b(z − e) using Eq (3.11)
aij(z)← aˆij(z − 1)
bjk(z)← bˆjk(z − 1)
until max
i,j,k
[aij(z)− aij(z − 1), bjk(z)− bjk(z − 1)] < θ; (convergence)
return aij ← aij(z) ; bjk ← bjk(z)
end
3.2 Logistic Regression
Logistic regression is a generalized linear model, which can be used as a classifier by
estimating the probability that an example belongs to a specific class. It centres around
the use of the logistic sigmoid function, shown in Figure 3.3.
Figure 3.3: Logistic sigmoid function
With {x = x0, x1, ..., xn} as the feature vector that must be classified, the probability
that the vector belongs to a certain class is estimated using the hypothesis function:
hθ(x) = g(θ
Tx) =
1
1 + e−θT x
(3.12)
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where
θTx =
n∑
i=0
θixi
= θ0 + θ1x1 + θ2x2 + ... + θnxn
where n is the dimensionality of the input vector and x0 = 1.
Now consider a binary classification problem1 where the probability of Y = 1 can be
estimated as:
P (Y = 1|X = x; θ) = 1
1 + e−θT x
(3.13)
Y = 1 represents the case when a cough event belongs to a patient that is TB-positive,
and conversely Y = 0 indicates a cough event belonging to a TB-negative patient.
This means the probability that a given example belongs to class 0 or 1 can be esti-
mated as hθ(x) using the logistic function in (3.12). However before this can be done, the
regression coefficients (also known as weight factors) θ need to be determined.
Ideally, we want to choose θ in order to maximise the probability that an unknown ex-
ample is correctly classified. The process used to determine these values of θ is called
maximum likelihood estimation and is described as follows:
First, assume that:
P (y = 1|x; θ) = hθ(x) (3.14)
P (y = 0|x; θ) = 1− hθ(x) (3.15)
which can be written more concisely as
P (y|x; θ) = (hθ(x))y(1− hθ(x))1−y
Assuming our input data X is independent and identically distributed (IID), we can
obtain the probability of all the training data by taking the product of all the individually
1Note that logistic regression is not limited to a binary classification problem and can be extended
to multi-class classification by using a 1 vs all training method. However, this method is not used in this
study and will not be discussed further.
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calculated probabilities. Thus, we need to maximize the quantity:
L(θ) =
n∏
i=1
P (y|x; θ)
=
n∏
i=1
(hθ(x
(i)))y
(i)
(1− hθ(x(i)))1−y(i)
By taking the logarithm, the product becomes a sum, and we can maximize the log
likelihood:
l(θ) = log(L(θ))
=
n∑
i=1
y(i) log(hθ(x
(i))) + (1− y(i)) log(1− hθ(x(i)))
(3.16)
where n is the number of samples.
To maximize the likelihood, we can use an iterative algorithm called batch gradient ascent.
Batch refers to the fact that all values in the input vector x are used to update θ. Another
version of this algorithm is called stochastic gradient ascent, which uses a small subset
of the training data (also referred to as mini-batches) to update θ. Stochastic gradient
ascent is better suited for when the hypothesis function has various local maxima. In
the case of logistic regression, hθ(x) is convex and does not have any local maxima, thus
batch gradient ascent is an appropriate choice.
Batch gradient ascent starts by assuming a randomly chosen initial set of values for θ
and then updating these values iteratively using the vectorized expression in (3.17) until
the values converge, which indicates that the log likelihood l(θ) has reached a maximum.
Here α represents the learning rate, or the rate at which values are updated, and ∇θl(θ)
refers to the partial derivative of l(θ) with respect to θ
θ := θ + α∇θl(θ) (3.17)
To obtain an expression for ∇θl(θ), let z = θTx so that (3.12) becomes g(z) = 11+exp−z .
Now
g
′
(z) =
d
dz
1
1 + e−z
=
1
(1 + e−z)2
(e−z)
=
1
(1 + e−z)
·
(
1− 1
1 + e−z
)
= g(z)(1− g(z))
(3.18)
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Recall that
d
dx
log(x) =
1
x
and apply (3.18) to obtain the derivative of l(θ) for a single input and output (x, y) (thus
ignoring the sum):
∂
∂θj
l(θ) =
( y
hθ(x)
+
(1− y)
1− hθ(x)
) ∂
∂θj
hθ(x)
=
( y
g(θTx)
+
(1− y)
1− g(θTx)
)
g(θTx)(1− g(θTx)) ∂
∂θj
θTx
= (y(1− g(θTx)− (1− y)g(θTx)))xj
= (y − y(g(θTx))− g(θTx) + y(g(θTx)))xj
= (y − hθ(x))xj
Now we can re-write Equation 3.17 as follows:
θj := θj + α(y
(i) − hθ(x(i)))x(i)j (3.19)
Equation 3.19 tells us that each weight factor θj will be updated with a value propor-
tional to the error term (y(i) − hθ(x(i)). Thus if the predicted value hθ(x(i)) for training
example x(i) is very close to the correct value of y(i), then the value of θj will not be
updated much as a result of that training example.
When maximizing the loss function in Equation 3.16 we need to account for the possibil-
ity of overfitting to the training data. Overfitting occurs when a model is optimized with
no constraints in terms of model complexity and results in bad generalization. Intuitively,
this means the model memorizes the training data, but cannot perform classification on
unseen data.
Regularization penalizes model complexity by adjusting the weights assigned to each fea-
ture [45]. Different types of regularization methods are applicable to different learning
algorithms. Equation 3.20 shows one type of regularization called L2 regularization,
which is frequently used with logistic regression .
λ
2
||θ||2 = λ
2
n∑
j=1
θ2j (3.20)
where λ represents the regularization coefficient.
By subtracting the regularization term from the log-likelihood function in Equation
45
Stellenbosch University  https://scholar.sun.ac.za
3.2 Logistic Regression
3.16, we get the regularized log-likelihood lˆ(θ):
lˆ(θ) = l(θ)− λ
2
||θ||2
=
n∑
i=1
y(i) log(hθ(x
(i))) + (1− y(i)) log(1− hθ(x(i)))− λ
2
||θ||2
(3.21)
Figure 3.4 shows a visualization of how L2 regularization affects the log-likelihood.
The regularization term limits the possible weight values of θ to stay inside the circle and
thus stops the log likelihood from reaching the unregularized optimum, which prevents
the model from overfitting to the training data.
Figure 3.4: L2 regularization visualization modified from [45].
In Equation 3.14 we defined P (Y = 1|x; θ) = h(x). This means that the probability
that example x belongs to class 1 is equal to the logistic function hθ(x) parametrised by
θ. Thus, we can simply predict the class of input x by stating:
prediction =
1 if h(x) ≥ 0.50 if h(x) < 0.5
However, if the prior probability of x belonging to class 1 (P (Y = 1|X; θ)) is not 50%,
choosing the threshold probability as 0.5 will not yield the best possible specificity and
sensitivity.
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One way of calculating the optimal threshold probability (later referred to as γ) for
balanced specificity and sensitivity, is by using Receiver Operator Characteristic (ROC)
curve analysis. This procedure is described in Section 3.4.3.
3.3 Gaussian Mixture Models
A Gaussian mixture model (GMM) is a probability density function parametrised as a
weighted sum of Gaussian (normal) probability densities. GMMs can be used for super-
vised (classification) and unsupervised (clustering) learning.
A single Gaussian distribution is shown in Figure 3.5 and is described by Equation
3.22, with σ and µ representing the standard deviation and mean of the distribution
respectively (0.01 and 0 in this case).
P (x) =
1
σ
√
2pi
e
−(x−µ)2
2σ2 (3.22)
Figure 3.5: Single Gaussian distribution
A Gaussian distribution can be used to model a dataset. By computing the mean and
standard deviation of the dataset, the probability of each data point can be determined
using Equation 3.22. However, when modelling multi modal data (data that can be
grouped into distinct groups) a single Gaussian distribution has serious limitations. This
is illustrated in Figure 3.6. The data is characterized by two normal distributions,
with means of 0 and 6 and variances of 3 and 0.5 respectively. A single mixture Gaussian
distribution fails to model the data, while a GMM with 2 mixture components successfully
models each group as a separate distribution.
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Figure 3.6: Example of multi modal Gaussian distributions.
A GMM is a weighted sum of multivariate Gaussian densities:
p(x|λ) =
M∑
i=1
wig(x|µi,Σi), (3.23)
where wi are the mixture weights with i = {1..,M}, x is a D-dimensional data vector of
continuous measurements and g(x|µi,Σi) represents a multivariate Gaussian distribution
which can be expressed as:
g(x|µi,Σi) = 1
(2pi)D/2|Σi|1/2 exp
{
− 1
2
(x− µi)′Σ−1i (x− µi)
}
, (3.24)
where µ is the mean vector, Σi is the D ×D covariance matrix and |Σ| is the deter-
minant of the covariance matrix.
The mixture weights wi represent the prior probability of a sample belonging to mixture
i and are bounded by the following constraints: 0 ≤ wi ≤ 1 and
∑M
i=1wi = 1.
The GMM parameters are collectively referred to using the notation:
λ = {wi,µi,Σi}, with i = {1..,M} (3.25)
The optimal values of λ can be determined using the maximum-likelihood (ML) esti-
mation method. This method aims to find parameters which maximize the likelihood of
the GMM, given the training dataset. In other words, it tries to find the parameters that
will make the observed data (the training data) the most probable.
Formally, given a dataset X of K training vectors: X = {x1,x2...,xK}, and assum-
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ing each training vector is independent, the likelihood with respect to a GMM with
parameters λ can be expressed as:
p(X|λ) =
K∏
k=1
p(xk|λ). (3.26)
Using Equation 3.23 to substitute p(xk|λ), Equation 3.26 can be written in log-
form to convert the likelihood to a log-likelihood, :
log(p(X|λ)) =
K∑
k=1
log
{ M∑
i=1
wig(x|µi,Σi)
}
(3.27)
Unfortunately, because the log-likelihood log(p(X|λ)) is a non-linear function of λ,
there is no closed-form solution to the optimal values of λ. However, any iterative maxi-
mization algorithm such as gradient descent can be used to find these values. One such a
maximization algorithm that has been established as computationally efficient for GMMs
is the Expectation Maximization (EM) algorithm.
Given some initial model parameters λ, the EM algorithm iteratively estimates new model
parameters λ¯ such that p(X|λ¯) ≥ p(X|λ). The parameters λ¯ are then set as the new start-
ing parameters λ and the process is repeated, until some convergence criteria is met.
The EM algorithm is dependant on the initial parameters and will converge to a local op-
timum, which is not ideal. Thus, there are several methods used for choosing the starting
model parameters λ. One method is to choose random parameters, but this often leads to
sub-optimal results. Another method is to use a clustering algorithm such as K-means to
estimate the initial means and covariance values from the training set. Then the mixture
weights wi can be calculated using the fraction of samples assigned to each cluster. In
other words, given a total of N samples, if cluster i, with mean and covariance µi and
σi has n samples in that cluster, the mixture weight of that cluster can be computed as
wi = n/N .
The EM algorithm consists of two steps: an estimation step and a maximization step.
In the estimation step, the posterior probability P (i|xk, λ) for each mixture component
is calculated using Equation 3.28 . This probability represents the likelihood that the
observation xk belongs to mixture i.
P (i|xk, λ) = wig(xk|µi,Σi)∑M
j=1wig(xk|µi,Σi)
(3.28)
In the maximization step, the posterior probability P (i|xk, λ), calculated in the esti-
mation step, is used to calculate new values for w,µ and Σ. By letting P (i|xk, λ) = γi,
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these new values are calculated with the following equations [46]:
w¯i =
1
K
K∑
k=1
γi (3.29a)
µ¯i =
∑K
k=1 γixk∑K
k=1 γi
(3.29b)
Σ¯i =
∑K
k=1 γi(xk − µ¯i)(xk − µ¯i)∑K
k=1 γi
(3.29c)
After updating the values of w, µi and Σi, the log-likelihood in Equation 3.27 can
be calculated again and the process can be iterated until some convergence criteria is met.
Once the optimal parameters have been determined, the GMM can be used as a clas-
sifier by training a GMM for each class in the training set. Subsequently, with λ set to
the optimal parameters, the likelihood that a new sample vector x belongs to the GMM
of each class can be calculated using Equation 3.23. The sample is then classified as
the class with the highest likelihood.
Additionally, the likelihoods of a test sample vector x belonging to each class (p(x|λ1), p(x|λ2)
for a binary classification problem), can be converted to a posterior probability using
Equation 3.30. The prior probabilities P (class1) and P (class2) can be determined
from the training dataset or be set to obtain the desired trade-off between predictions for
class 1 and class 2 [47]. This method can be extended for multi class classification.
P (class1|X) = p(x|λ1)P (class1)
p(x|λ1)P (class1) + p(x|λ2)P (class2) (3.30)
3.4 Evaluation Methods
In order to determine the efficiency of a model, the model has to be evaluated. Depend-
ing on the nature of the data and the type of machine learning models used, different
evaluation metrics and methods are applicable. In this section, the different methods and
metrics used for evaluating the automatic segmentation system and the cough classifier
are discussed.
3.4.1 Metrics
When performing binary classification, the following basic metrics are frequently com-
puted to evaluate the performance of a model:
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TP (True Positives): The number of positive samples classified as positive
TN (True Negatives): The number of negative samples classified as negative
FP (False Positives): The number of positive samples classified as negative
FN (False Negatives): The number of negative samples classified as positive.
These metrics are usually compiled into a confusion matrix as shown in Table 3.1:
Ground Truth
Positive Negative
Classifier Positive TP FN
Prediction Negative FP TN
Table 3.1: An example of a confusion matrix.
These four basic values can be used to calculate a variety of more descriptive metrics.
The most commonly computed metric is accuracy, which is computed as:
Accuracy =
TP + TN
TP + TN + FP + FN
(3.31)
Hence the accuracy is the sum of all the correct predictions, divided by the number of
predictions made. Accuracy is a very intuitive metric, but in most problems, evaluating
the performance of a model using accuracy is not enough. For instance, the accuracy of
a model can be a misleading metric if the dataset is unbalanced.
As an example, consider the case where we want to evaluate a model that acts as a
spam filter for emails. If we evaluate the model using 1,000 spam emails and 10,000 non-
spam emails, and the model predicts that all 11,000 emails are not-spam, the accuracy is:
ACC = 10,000+0
11,000
= 90, 90%. This is a misleading figure.
Therefore, when performing model evaluation, we computed the following additional met-
rics:
Sensitivity =
True Positives
True Positives + False Negatives
=
TP
TP + FN
(3.32a)
Specificity =
True Negatives
True Negatives + False Positives
=
TN
TN + FP
(3.32b)
In our application, sensitivity would represent the proportion of sick people correctly
diagnosed as being sick and specificity would represent the proportion of healthy people
correctly diagnosed as being healthy. For the spam filter example, the sensitivity and
specificity would be sens = 0
0+0
= 01 and spec = 10,000
10,000+1,000
= 90.90%.
1In practice, when TP=0, the sensitivity is set to 0 to avoid the division by 0.
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Another pair of metrics that is frequently used in machine learning model evaluation
is precision and recall. Recall is calculated using the same formula as sensitivity and
precision can be calculated using Precision = TP
TP+FP
. Considering the nature of this
study, sensitivity and specificity are a good choice for model evaluation. They have
also been used by other researchers in studies relating to classification of human disease
[38][2][33][48][27][7][30].
3.4.2 Cohen’s Kappa Coefficient
Cohen’s kappa coefficient (κ) is used as a measurement of agreement between two raters
(or judges) that classify N items into K mutually exclusive classes, by taking into account
the agreement which can be expected by chance. In the context of binary classification,
κ is a single, supplementary metric that compares a reported accuracy with the accuracy
that is expected if the classifier makes unbiased random decisions, given the distribution
of data between classes.
The formula for calculating κ is given as:
κ =
(reported accuracy− expected accuracy)
(1− expected accuracy) (3.33)
Consider the email spam filter example mentioned above, but in this case, the classifier
predicted the values as shown in the confusion matrix given in Table 3.2.
Ground Truth
Spam Not-Spam
Prediction Spam 250 1, 000
Classifier Not-Spam 750 9, 000
Table 3.2: Spam Filter Confusion Matrix
The reported accuracy of this classifier is: acc = 250+9,000
250+1,000+750+9,000
= 84, 09%. In order
to compute κ, we also need to calculate the expected accuracy. The expected accuracy
uses the number of instances in each class (in the test set), combined with the number of
correct predictions made by the classifier.
Let A denote the event of an email being spam and A¯ an email being not spam, let B
denote the event of an email predicted as spam and B¯ when an email is predicted as not
spam. The expected accuracy can then be calculated as follows, with N as the number
of samples being classified:
Expected Acc =
1
N
∗
(
A ∗B
N
+
A¯ ∗ B¯
N
)
(3.34)
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The value of the expected accuracy for the spam example is thus calculated as:
Expected Acc =
1
11, 000
∗
(
(250 + 750)(250 + 1000)
11, 000
+
(1, 000 + 9, 000)(750 + 9, 000)
11, 000
)
= 0.8161
This means the accuracy that is expected from a classifier making random predictions
is 81, 61%.
The Cohen’s kappa coefficient can subsequently be calculated, using Equation (3.33)
as:
κ =
0.8409− 0.8161
1− 0.8161 = 0.1349
Interpreting this results, we can say that our reported accuracy is higher than the
expected accuracy by 13.49% of the gap between the expected accuracy and 100%. A κ
of 0 indicates that the classifier is fairing no better than chance, and a κ < 0 indicates
the classifier is fairing worse than chance.
3.4.3 Receiver Operator Characteristic Curve Analysis
The receiver operator characteristic (ROC) is used as a method for evaluating a two-class
classifier in terms of two metrics - true positive rate (TPR) and false positive rate (FPR).
TPR is equal to sensitivity and FPR is equal to 1 - specificity [49]. It is widely used in the
medical field for evaluation of diagnostic systems and has been adopted in the machine
learning community as an evaluation metric to be used for unbalanced class distributions.
In ROC analysis the sensitivity is plotted against the FPR for decision thresholds ranging
between 0 and 1. The decision threshold can be defined in various ways, but for this
study it is chosen as the probability P (Y = 1|X) at which a positive decision is made,
and below this threshold which a negative decision is made.
Thus, to plot the ROC curve, the sensitivity and specificity must be computed for multi-
ple decision thresholds.
Figure 3.7 shows a hypothetical ROC curve. Curve A represents an ideal system with
a sensitivity and a specificity of 1.0; curve C represents a system making random choices
with equal sensitivity and specificity while B shows a typical ROC curve. The closer the
ROC curve is to the upper left corner, the better the system. If an ROC curve is close to
curve C, the system performance tends towards that of a random classifier.
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Figure 3.7: Hypothetical ROC curve [50].
By analysing the ROC curve, we can get an indication of how well the system performs.
However, during model evaluation, it is desirable to have a single metric to describe the
model performance. The area under the ROC curve gives us such a metric.
Formally stated, the AUC is the probability that a classifier will rank a randomly cho-
sen positive sample above a randomly chosen negative sample [51]. Thus the AUC value
represents how well the models performs over all possible threshold values, as opposed
to accuracy, which is the model evaluated at one specific threshold value. For the hypo-
thetical ROC curve in Figure 3.7, the AUC of curve A would be equal to 1 (a perfect
classifier), and the AUC of curve C would be 0.5, while the AUC of curve B would be
approximately 0.8.
A very attractive property of ROC curves and AUC is that they are insensitive to an
unbalanced data set. This is because ROC curves depend on the true positive rate and
false positive rate, which are both ratios that are independent of class distributions. The
AUC of a classifier making random choices is thus always 0.5, even when the classes are
unbalanced.
For diagnostic models, FPR and TPR are not always equally important. For instance, it
might be more dangerous to falsely diagnose a patient as healthy and send them home
without medication, than to falsely diagnose a patient as ill and take them into medical
care.
Thus, the AUC of a model is a more robust metric when evaluating machine learning algo-
rithms for diagnostic purposes, indicating the model performance considering all decision
threshold values and insensitive to the class distribution of the dataset.
54
Stellenbosch University  https://scholar.sun.ac.za
3.4 Evaluation Methods
3.4.4 Cross Validation
Figure 3.8: Graphical representation of K-fold validation.
In traditional model evaluation, also known as the holdout method, a dataset is split into
a two mutually exclusive subsets: one for training and one for testing. The training set
is used to estimate the model parameters, usually a weight matrix, through some opti-
mization technique, and consists of around 60%− 90% of the total dataset. The test set,
consisting of the remaining 40% − 10%, is then used to evaluate the model by making
the model perform predictions on the test set and subsequently calculating the applicable
evaluation metrics from the prediction results.
Unfortunately, this method is known to encounter the problem of overfitting, because the
test set is usually a randomly selected subset. Optimizing the model hyper parameters
on a development set (selected from the test set) can avoid the problem of overfitting, but
reduces the size of the test set. Cross validation aims to reduce the effect of overfitting
by utilizing the entire dataset in a structured manner.
Figure 3.8 illustrates the process of K-fold cross validation. The process starts by di-
viding the dataset into K equal parts or ’folds’. The test set is selected as one of these K
folds and the training set is selected as the remaining K − 1 folds. This is repeated until
each of the K folds has been used for testing. Subsequently, the final evaluation metrics
are computed by averaging over all K iterations.
A disadvantage of K-fold validation is that it increases the computation time by a factor
of K over holdout method. The advantage of this method is however that each sample
in the dataset is used for testing exactly once, and thus the results are the best possible
representation of what the model’s behaviour would be to new data. K-fold validation is
particularly useful when performing experiments on a small dataset.
Leave-one-out cross validation (LOOV) is a special case of K-fold validation where K
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is chosen as the number of samples in the dataset. LOOV is considered an exhaustive val-
idation method as it requires N train/test runs for a dataset with N samples. As datasets
become large, LOOV becomes less viable.
Leave-p-out validation (LPOV) is a variation of LOOV, where p samples are left out for
testing in each iteration. Aside from obvious computation benefits, LPOV is sometimes
preferred over LOOV, for instance if a dataset consists of p samples that are not inde-
pendent. The dataset used in this study is an example of this: for each recording we
have multiple coughs that are not independent, because they are produced by the same
patient. However, each recording is independent from other recordings, because each is
from a different patient. If each cough represents one sample, then leaving out all the
coughs from one patient for testing would be the correct way of dividing up the dataset.
Parameter selection
Some models have hyper-parameters, which are structural parameters that can strongly
influence the model performance. For example, when designing an HMM system, the
number of states and number of mixtures used in each state would be considered hyper-
parameters.
In order to achieve the best performance, the hyper-parameters of a model need to be
optimized. One method for selecting the optimal hyper-parameters is called grid search.
Grid search is a brute force method that trains and tests the model for all possible
combinations of the hyper-parameter space. Figure 3.9 shows the parameter selection
process in a flow diagram.
Figure 3.9: Parameter selection flow diagram.
Parameter selection is usually performed on a subset of the training set, referred to
in this study as the validation set. The validation set is selected in the same way the
test set is selected and would also usually comprise of about 10% − 30% of the training
set. The remaining 90%− 70% is used to train models over a range of hyper-parameters.
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This is repeated for each of the K folds, and the best performing model over all K folds
is selected. A common mistake is to perform parameter selection on the held out test set,
which results in overfitting.
To overcome the issues mentioned in Section 3.4.4, K-fold validation is often used dur-
ing parameter selection. Thus, for each possible combination of hyper-parameters, K-fold
validation is performed to compute the model performance. Then the parameters of the
model with the best performance is selected and training is done on the entire training
set.
3.5 Summary
In this chapter the methods used for the design of an automatic cough annotation system
as well as a cough classification system were discussed.
HMMs can be used to segment continuous, time series data into several classes by mod-
elling the state transitions as Gaussian distributions.
Logistic regression is a classification method that uses the logistic sigmoid function to
estimate the probability that a sample belongs to a certain class.
Gaussian mixture models model the training data by fitting a linear combination of mul-
tivariate Gaussian distributions to the data. Classification is performed by computing the
probability that a new sample belongs to one of the modelled classes and selecting the
class with the highest probability.
The methods and metrics that will be used to evaluate our models were discussed. Sensi-
tivity and specificity were introduced as additional metrics to accuracy, and the Cohen’s
Kappa coefficient was proposed as a measure of model performance while using an unbal-
anced dataset.
ROC curve analysis was discussed as a method to optimize the trade-off between sensitiv-
ity and specificity by adjusting the threshold parameter when binarizing a model’s output
probabilities. The AUC is introduced as a metric that is insensitive to class imbalance
and more applicable when evaluating diagnostic systems. In this study, AUC is used as
the major evaluation metric.
Cross validation is introduced as a method to utilize the entire dataset for training and
testing. All the methods in this study are evaluated through K-fold validation and the
average of each metric is computed over all folds. Lastly, the grid search parameter selec-
tion method is discussed. Grid search is used to select the optimal hyper-parameters of a
machine learning model by iteratively training and testing over all possible combinations
and selecting the model with the best performance.
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Data Acquisition
For this study, a data corpus consisting of coughing sounds was recorded in a controlled
environment. To achieve this, we collaborated with a research team from the University
of Cape Town (UCT) who granted us access to this facility and the opportunity to record
patients at the Brooklyn Chest Health Clinic in Cape Town, South Africa.
The study conducted by the research team at UCT aims to investigate the use of cough
aerosol sampling (CASS), a novel technology used to analyse the individual cough aerosol
particles, to better understand the pathobiology of transmission in patients with drug
resistant TB.
In this study there are two patient groups: TB positive (sick) and TB negative (healthy).
The TB positive group consists of patients with suspected TB, who were included into the
study for cough aerosol sampling. The TB negative group consists mostly of patients who
were included because they had contact (household or close/personal) with the patients
undergoing the CASS procedure. These patients are completely healthy with no known
pulmonary illnesses.
The clinical diagnosis (ground truth) was established using sputum culturing as this is
the standard for active TB diagnosis. Some patients initially in the TB positive group
were later diagnosed to be TB negative and were subsequently added to the TB negative
group.
4.1 Data Acquisition
All audio recordings were collected specifically for this project and were conducted by
Sister Wilson at Brooklyn Chest Health Clinic. The recording environment is described
in Section 4.1.1. The audio dataset used to develop the automatic annotation system
and the automatic cough classifiers are described in Section 4.1.2. Additionally, a
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Figure 4.1: Recording setup at the Brooklyn Chest Health Clinic.
clinical dataset (meta data) was collected by the research team at UCT and is described
in Section 4.1.3.
4.1.1 Recording Setup
The recordings took place inside the cubicle shown in Figure 4.1, which was constructed
by the UCT research team for performing cough aerosol sampling. This procedure would
typically consist of a patient sitting in the cubicle for 4 - 6 minutes, while coughing into
a plastic pipe, which is attached to a machine collecting airborne sputum droplets. The
machine collecting the sputum droplets was situated in a room outside the cubicle but
nevertheless created an audible background noise.
Additionally to the CASS session, patients completed a voluntary cough procedure, dur-
ing which they would perform the same procedure as in the CASS session but without
having a pipe in their mouth and with the machine switched off. This was done in order
for the patients to produce sputum samples for subsequent analysis. Both these sessions
were recorded by our recording equipment.
For the recording of cough sounds, a Tascam DR-44WL hand held audio recorder and a
Rhode M3 microphone were used. Recording was performed at a sampling rate of 44.1kHz
at a resolution of 16 bits per sample.
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The recording unit was mounted outside the cubicle, so that the recordings could be
started, stopped and paused without exposing Sister Wilson to TB bacteria. The micro-
phone was wall mounted inside the cubicle at a height of 95cm (approx). The hand held
recorder was used to control the microphone only and did not record any sounds outside
the cubicle. Additionally, a shock absorbing microphone brace was installed to limit un-
wanted noise in the form of vibration through the dry wall on which the microphone was
mounted. The cubicle is shown in Figure 4.1 with measurements: 100 breadth x 116
width x 220 height (cm).
4.1.2 Audio Dataset
Our complete audio dataset consists of 81 recordings from 60 different patients. This
dataset includes recordings from the CASS sessions as well as the voluntary cough ses-
sions. For the contact patients, which makes up the bulk of the TB negative group, only
voluntary cough sessions were recorded.
In the following, two audio datasets DCC and DAA are discussed. DCC refers to the
dataset used to train the cough classifiers, described in Section 6.4 and DAA is the
dataset used to train the automatic cough segmentation system, described in Section
5.2.2. Summaries of all the datasets discussed here are given in Section 4.2
Cough Classifier Dataset DCC: Unfortunately, the number of TB negative patients
who performed the CASS procedure was very small, as this only consisted of patients
who were initially thought to have TB, but were later diagnosed as TB negative. Thus, it
was decided not to use any of the CASS recording sessions to train the automatic cough
classifiers. The decision was taken after initial tests showed that an automatic cough
classifier trained on all the recording data was predominantly performing classification
based on the background noise of the CASS machine and the audio filtering caused by
coughing into a pipe.
The remaining data after removing all the CASS session recordings consisted of 38 record-
ings, of which 17 were from patients diagnosed with TB and 21 from patients confirmed
to not have TB.
From Table 4.2, we can see that we now have more recordings from TB negative patients
than from TB positive patients. This is because we have removed the CASS recordings,
which were all from TB positive patients. However, the total length of audio obtained
from TB positive patients is still more than for TB negative patients. This shows that
the duration of the additional voluntary cough sessions were usually much longer for TB
positive patients than for TB negative patients.
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Automatic Annotation Dataset DAA: During the automatic annotation process,
cough classification is not performed1. For this reason, audio from both the CASS and
voluntary sessions could be used to develop the automatic annotator. Since an automatic
cough annotator should function under various recording environments, the inclusion of
recordings with background noise and audio filtered by a pipe would result in a more
robust annotation system.
This dataset consists of a subset of recordings from the complete dataset that were man-
ually annotated. The full audio dataset was not used as this would have taken too long
to annotate manually. The recordings were chosen in a chronological order. As new
recordings were added to the complete dataset, they were manually annotated and added
to this dataset, until we developed a working baseline prototype system. Thereafter, the
dataset used for developing the automatic annotation system was not altered, in order to
compare different methods objectively.
A summary of this dataset is shown in Table 4.3. We see that, as for the DCC dataset,
there is a very small amount of audio data for TB negative patients, compared to the TB
positive data. Due to this imbalance, we did not design the annotation system to perform
classification, although this is possible with an HMM system.
4.1.3 Clinical Dataset
According to the World Health Organization (WHO), a chronic cough, coughing up blood,
chest pains, weakness, weight loss, fever and night sweats are the most prevalent symp-
toms in TB positive patients [52]. However, these symptoms are largely self reported and
are thus not objective.
Objective measurements are important in order to diagnose and track the recovery of
TB patients. In a recent study researchers defined a new indicator called the ”TB Score”
[53]. By associating a weight with each symptom and representing each symptom as a
binary value (0 for no, 1 for yes and using threshold values for measured quantities),
these values are summed to compute a score out of 13. The TB score was computed at
set intervals over the treatment duration and used as a clinical index to predict mortality
of test subjects.
The TB score was calculated using the same symptoms as proposed by the WHO in
[52], although the researchers in [53] replaced some of the self reported symptoms with
objective measurements. Weight loss and fever were replaced by body mass index (BMI).
Axillary temperature and mid upper arm circumference (MUAC) were added as additional
1The automatic cough annotation system could be extended to include classification, but this was
not done in this study due to data constraints.
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clinical measurement. MUAC is measured with a non-stretchable band at the bi-cep of
the non-dominant arm. Anaemic conjunctivae (pale coloured eye lids) was also included
as an objective observation and used in the calculation of the TB Score.
Our Clinical Dataset: In addition to the audio recordings of coughing, extensive meta-
data was collected for each patient included in the study. The clinical dataset consists
of 518 samples, of which 122 (23.55%) are from TB negative and 396 (76.45%) from TB
positive patients. The meta data was collected over a longer period than the audio data
and thus includes a larger number of patients.
This meta-data was made available to us by the research team at UCT and included
information such as:
• TB Symptoms (Yes/No): current cough, cough duration > 2 weeks, coughing blood,
weight loss, loss of appetite, night sweats, shortness of breath, anaemic conjunctivae,
positive finding at lung auscultation, fever.
• TB Symptoms (measured): temperature, respiratory rate, heart rate, height, weight,
MUAC.
• If TB positive: TB type, currently on TB medication?
Following the reasoning by the researchers in [53], we did not use self reported symp-
toms but retained only objective measurements and observations for use in our experi-
ments. Thus anaemic conjunctivae, heart rate, temperature, BMI and MUAC were used
to develop our clinical data based classifier.
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4.2 Database Summaries
The databases described in this chapter are summarized in the following tables. The
complete dataset (Table 4.1) describes the extent of all recorded data, while the Cough
Classifier and Automatic Annotator datasets in Tables 4.2 and 4.3 describe the subsets
of the complete dataset used for experimentation.
Table 4.1: Complete Audio Dataset
TB Positive TB Negative Total
Recordings 55 26 81
Patients 35 25 60
Total Recording time 3h:8min:20sec 0h:32min:20sec 3h:40min:40sec
Mean Recording time 0h:3min:25sec 0h:1min:14sec 0h:2min:43sec
Std Deviation Recording time 0h:1min:32sec 0h:1min:14sec 0h:1min:46sec
Max Recording time 0h:8min:32sec 0h:4min:36sec 0h:8min:32sec
Min Recording time 0h:0min:29sec 0h:0min:8sec 0h:0min:8sec
Table 4.2: Cough Classifier Dataset DCC
TB Positive TB Negative Total
Recordings 17 21 38
Patients 17 21 38
Total Recording time 0h:52min:24sec 0h:15min:40sec 1h:8min:4sec
Mean Recording time 0h:3min:4sec 0h:0min:44sec 2min10sec
Std Deviation Recording time 0h:2min:21sec 0h:0min:24sec 0h:1min:59sec
Max Recording time 0h:8min:32sec 0h:1min:25sec 0h:8min:32sec
Min Recording time 0h:0min:29sec 0h:0min:8sec 0h:0min:8sec
Table 4.3: Automatic Annotator Dataset DAA
TB Positive TB Negative Total
Recordings 19 22 41
Patients 16 22 38
Total Recording time 1h:1min:58sec 0h:24min:26sec 1h:26min:24sec
Mean Recording time 0h:3min:15sec 0h:1min:6sec 0h:2min:6sec
Std Deviation Recording time 0h:1min:42sec 0h:1min:8sec 0h:1min:47sec
Max Recording time 0h:8min:24sec 0h:4min:36sec 0h:8min:24sec
Min Recording time 0h:0min:29sec 0h:0min:8sec 0h:0min:8sec
Table 4.4: Clinical Data Information
Name Description Measured Units
MUAC Mid upper arm circumference, measured with a measuring tape. Millimetre
Temperature Temperature measured with a thermostat. Celsius
BMI Body mass index: height/weight2 kg/m2
Anaemic conjunctivae Paleness of the conjunctiva determined through eye examination. Binary (yes/no)
Heart rate Rate of the patient’s heartbeat. beats/minute
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4.3 Summary
In this chapter, the collection and pre processing of our audio and clinical datasets was
discussed.
Our cough classifier audio dataset consists of 38 recordings (17 TB positive and 21 TB
negative), providing a total of 746 coughs. This compares favourably with the database
used in a study considering the analysis of coughing sounds made by pneumonia patients
in [2], but could be improved in future.
Our automatic annotation dataset consists of 41 recordings from 46 different patients, with
a total length of 1 hour, 46 minutes and 44 seconds. Additionally our clinical dataset,
summarized in Table 4.4, consists of 518 samples (396 TB positive and 122 TB negative)
and has been reduced to only include objective features.
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Data Preparation
This section describes the data pre-processing and segmentation steps. During pre-
processing, the raw data is cleaned to remove unwanted noises (such as doors banging)
and then the data is normalized. After normalization, the audio data is segmented in
order to extract cough sounds. Manual annotation was performed to create the dataset
with which the automatic cough classifier was trained.
5.1 Data Pre-processing
This section describes the signal processing steps applied to the raw audio recordings that
prepare the data for experimentation and are common to all tested systems.
5.1.1 Audio Cleaning
Prolonged silences and irrelevant audio were removed from all recordings in Table 4.3.
These periods typically occurred at the start and end of the recording or when the nurse
opened and closed the door of the cubicle. These noises are not expected to be encountered
when using the system in practice, thus were removed as a first step. Removing these
sections also speeded up the annotation process, as these unwanted sounds are visibly
distinguishable in the waveform and thus reduces the time spent listening to each recording
while segmenting. Figure 5.1 shows an example of how a raw recording is manually
trimmed to contain only relevant data.
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Figure 5.1: Waveform before and after manual trimming. The red segments indicate
sections that will be removed from the top waveform, resulting in the bottom waveform.
5.1.2 Normalization
During the recording process, differences in waveform amplitudes were observed. This
was due, for example, to patients sitting at different distances from the microphone or the
naturally differing loudness of the patient’s cough. In order to compensate for this differ-
ence, each recording was normalized. The normalization algorithm can be summarized as
follows:
• Divide audio into non-overlapping frames of length 512 samples.
• Determine if a frame is an event or silence by comparing the energy of the frame
with a threshold value.
Event-threshold = 2× standard deviation of the energy of the entire signal.
• Compute (σe, µe) and (σs, µs), the standard deviation and mean of the event- and
silence energy respectively.
• Estimate event and silence Probability Density Functions (PDFs) from (σ, µ) (as-
sume Gaussian) .
• Obtain a new threshold value by computing the intersection of the silence- and
event-energy PDFs.
• Recursively re-threshold the frame-energies using the new threshold value. Update
the threshold to the intersection of the new energy and silence PDFs after each
iteration.
• Stop when the change in the number of event and silence frames falls below 10. The
number 10 was chosen empirically.
• Then multiply all samples with the ratio B = A
S
, where:
A is the maximum standard deviation of all event energy frames, and
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S is the energy standard deviation of each frame.
• Thus the waveform has been scaled so as to normalize the energy of the events
among recordings.
Figures 5.2(a) and 5.2(b) show an example of the event and silence PDFs, before
and after the normalization algorithm. The threshold is also shown as the intersection of
the two PDFs. From Figure 5.2(b) we can see that after iteratively separating event
and silence frames, the silence energy is centered around a smaller, lower energy value
than the event energies, which are distributed at higher values with a larger standard
deviation.
(a) Energy PDFs after initial thresholding with 2×std-dev of signal energy.
(b) Energy PDFs after iterative normalization is complete.
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5.2 Annotation and Segmentation
This section describes how the continuous audio datasets were manually annotated and
how an automatic annotation system was developed to determine information about the
datasets DCC and DAA regarding individual events. Annotations refer to text labels and
associated start and end times. Segmentation refers to the process of isolating certain
events (such as coughs) in time from the continuous audio.
The continuous audio datasets DCC and DAA were manually annotated using the audio
editing software tool Audacity. The manual annotations of DAA were used as the ground
truths for developing the automatic annotation system, and the manual annotations of
DCC were used as ground truths for developing the cough audio classifiers.
In practice, the automatic annotation system would be used to perform annotation of
continuous audio for subsequent extraction of cough events and classification. However,
in this study, manual annotations were used as ground truth for the cough classifier as
this was more reliable.
5.2.1 Manual Annotation
The manual annotation process involved carefully listening to each individual audio sam-
ple, and identifying which audio events occurred at which times. For DCC , only cough
events were annotated. However, when annotatingDAA, sounds that commonly occurred
in our recordings were also labelled. This was done in order to build a more robust an-
notation system for future use in the project. For instance, if a patient is recorded while
coughing and clears his/her throat, it would be beneficial if the system can identify the
difference between a cough and a throat-clear. This functionality would be necessary for
the system to function properly in a real world scenario.
Thus, for DAA, all recordings were annotated with the following classes/events: cough,
silence, ambient sounds (chair moving, opening/closing sputum container etc), speech,
throat clearing (includes all other sounds similar to throat clearing eg snorting, grum-
bling) and spitting.
More information about the manual annotation process and how Audacity was used can
be found in Appendix A.
After manually annotating DAA, it was discovered that there were insufficient data sam-
ples to train an HMM for each of the following classes: ambient sounds, speech,
throat clearing, spitting. These classes were therefore combined to form a new class
other. Thus, the automatic annotation system used only three classes - cough, silence
and other. Because the primary goal of this system is to extract cough sounds, we are
not sacrificing any information at this stage of the study. The more detailed annotation
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nevertheless allow future refinements of the system.
Tables 5.1 and 5.2 summarise DCC and DAA after manual annotation respectively.
We can also see that the average coughs per recording for TB negative patients is 11,
while this figure for TB positive patients is 29.
Table 5.1: Segmented DCC Corpus
TB Positive TB Negative Total
Recordings 17 21 38
Patients 17 21 38
Coughs 501 245 746
Avg coughs/patient 29 11 19
Total cough Time 4min:38sec:36ms 1min:39sec:300ms 6min:17sec:337ms
Mean cough Duration 0min:0sec:554ms 0min:0sec:405ms 0min:0sec:505ms
Cough duration Std-dev 0min:0sec:219ms 0min:0sec:153ms 0min:0sec:212ms
Max cough duration 0min:1sec:420ms 0min:0sec:980ms 0min:1sec:420ms
Min cough duration 0min:0sec:180ms 0min:0sec:100ms 0min:0sec:100ms
Table 5.2: Segmented DAA Corpus
TB Positive TB Negative Total
Recordings 19 22 41
Patients 16 22 38
Total cough time 0h:10min:58sec:538ms 0h:3min:59sec:582ms 0h:14min:58sec:121ms
Total silence time 0h:49min:55sec:181ms 0h:20min:0sec:423ms 1h:9min:55sec:604ms
Total ’other’ time 0h:1min:16sec:533ms 0h:0min:41sec:958ms 0h:1min:58sec:491ms
5.2.2 Automatic Segmentation
Manual annotation is very time consuming. To accelerate this process, the recordings in
DAA were used to train hidden Markov models (HMMs) with which newly recorded data
could be automatically annotated. The annotations produced by the HMMs can then
be used to extract the cough audio events, which are the expected input for subsequent
cough classifiers.
Note that in this study, the automatic annotation system described here was not used to
annotate the data for DCC and was implemented as a proof of concept for future work.
As mentioned previously, DCC was annotated manually to provide the best results.
The design and implementation of the HMM system can be split into three main steps:
constructing the training corpus, defining and training the models and model evaluation.
For the design and implementation of the HMM cough annotator we used the hidden
Markov model Toolkit (HTK), developed by Cambridge University Engineering Depart-
ment [54].
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Feature Extraction
During feature extraction, each recording in the dataset DAA was split into overlapping
frames. The frame length was chosen as 25ms with an overlap of 10ms between frames.
At a sampling rate of 44.1kHz, this translates to a frame length of 1102 samples and
overlap of 441 samples. A Hamming window of length 1102 samples was applied to each
window to reduce truncation effects when applying the Fast Fourier Transform (FFT).
For each window, 13 Mel-Frequency Cepstral Coefficients (MFCCs) were computed. MFCCs
are short-time spectral features that model the human hearing spectrum by mimicking
our almost log-scale perception of loudness and pitch and excluding the fundamental fre-
quencies that are related to speaker dependent characteristics. More information about
MFCCs and how they are computed can be found in Section 6.2.
Figure 5.2: Computation of mel frequency cepstral coefficients (MFCCs).
To calculate the MFCCs, the block diagram in Figure 5.2 was followed. We included
the first 13 MFCCs as well as the first and second derivatives (deltas and delta-deltas).
The first and second derivatives represent how the coefficients change between frames. As
we are dealing with a signal that is not stationary, including the derivatives as features
would provide us with information about how the signal changes over time.
Thus, for each window, we compute a 39-dimensional feature vector: f = [x, x˙, x¨]. By
doing this for all windows in each recording contained in DAA, we construct a feature
matrix FAA.
In Section 3.1.2 we showed that for an HMM to optimize the state transition and emis-
sion probabilities (aij and bjk), along with our feature matrix FAA, we need the state-time
alignments corresponding to the data in FAA, generally referred to as the labels. These
labels have already been determined during the manual annotation step. Thus, combining
FAA and the corresponding labels of DAA, our training corpus is complete.
70
Stellenbosch University  https://scholar.sun.ac.za
5.2 Annotation and Segmentation
Defining and training the models
We are interested in detecting three different acoustic events: cough, silence and other.
Thus we need to define and train an HMM for each of these events. Before training the
HMMs, we need to define the structure of the HMM system and, for each model, we need
to define the following hyper parameters:
• Number of states
• Number of Gaussian mixtures used to describe the observation functions for each
state and the form of their covariance matrices (diagonal, full, spherical etc.)
• Transition probabilities between states.
Figure 5.2.2 shows a state diagram of our HMM system. There are three classes (cough,
silence and other) which are each modelled by a separate HMM. The system will always
start and end with silence (indicated separately as START SILENCE and END SILENCE,
but in practice these are the instances of the same model). Between the start and end
silences, the system may transition between cough, silence and other or stay in any of
these models. Intuitively, this means that the HMM system will expect a recording to
start and end with silence, and in between it must classify each frame as cough, silence
or other, while allowing consecutive frames to belong to the same class.
Figure 5.3: HMM State Diagram
Each class is modelled as an HMM with the hyper parameters mentioned above.
Choosing the number of states and number of mixtures can be done arbitrarily, but
this might result in sub optimal performance. Thus, these hyper parameters were chosen
through cross validation and grid search as described in Section 3.4.4. Each model can
be optimized individually, however, to reduce computation time we chose to use the same
hyper parameters for each class.
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The transition probabilities define the probability of moving from one state to another.
These values are initialized randomly and are optimized by the Baum-Welch algorithm
described in Section 3.1.2. However, before training we must define which state tran-
sitions are allowed. In this system, transitions are only allowed from state i to state
i+1. Staying in the current state is also allowed, but no backward transitions are allowed.
There is no recipe for choosing these rules. This choice is motivated by the assumption
that the sounds we are modelling follow a repeatable temporal pattern.
Calculating Annotator Accuracy
To calculate the accuracy of the automatic annotator, the manually annotated files were
used as reference. The annotation system outputs a plain text file specifying the start
and end times of an event and its label. In speech recognition, the sequence of output
labels would be compared to the sequence of input labels to calculate how well the model
is performing. However, when using this model to segment cough events, we are also
interested in how well the model performs at defining the start and end times of a cough,
as we require the entire cough to be segmented from the audio.
Therefore, the sequence of events cannot be used as an evaluation metric. The start and
end times of a sequence need to be taken into consideration
Thus, a simple algorithm was developed to convert the (start, end, label) format to
frame-based labels. A frame length of 25ms and 10ms frame periodicity was chosen to
correspond with the frame lengths used in calculating the MFCCs in Section 5.2.2.
If a frame is entirely encapsulated inside an event, the frame is labelled with the label of
that event. If a frame is overlapping two events, the event to which the frame is leaning
the most was chosen. If a frame is exactly halfway between two annotated events, that
frame is omitted from the evaluation.
After constructing the frame-based labels for the reference and test files, these labels
were compared and the sum of all correct comparisons, normalised by the total number
of comparisons was used to quantify the accuracy of the annotator.
HMM Segmentation Results
The full dataset, DAA, was split into 3 different subsets: a testing set, a training set and
a validation set. The test and training set were selected using 5-fold cross validation. The
validation set was selected by randomly selecting 10% of the training set. Thus, each
fold contained a test-, train- and validation set and the results reported in Tables 5.4
and 5.5 are the results after averaging the over all folds for the test and validation sets
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Table 5.4: HMM Frame-based Accuracies: Validation set results
No. States
No. Mixtures
1 2 3 4 5 6 7 8 9 10
1.0 86.34 69.42 64.63 61.48 60.22 59.87 55.93 51.75 48.61 48.56
2.0 81.76 70.1 57.86 59.1 60.78 61.63 63.72 64.66 65.29 65.27
3.0 84.99 82.94 72.63 67.47 66.56 65.74 64.78 62.85 62.5 62.28
4.0 83.08 71.69 68.9 71.31 70.69 69.33 69.12 68.65 68.33 67.77
5.0 86.02 70.24 67.44 66.23 65.83 66.03 63.6 62.79 62.17 61.73
6.0 87.8 79.05 76.34 76.52 75.44 75.28 75.17 75.13 74.77 75.05
7.0 88.3 77.27 70.82 67.31 64.66 63.22 62.03 59.28 59.05 58.11
Table 5.5: HMM Frame-based Accuracies: Test set results
No. States
No. Mixtures
1 2 3 4 5 6 7 8 9 10
1.0 85.12 67.93 63.35 59.62 58.58 58.02 55.05 52.76 49.45 48.08
2.0 83.48 77.0 57.0 53.82 52.44 50.21 53.62 57.73 59.7 61.15
3.0 83.97 83.18 77.55 73.47 73.22 73.23 72.84 72.49 73.29 72.52
4.0 85.59 80.77 78.76 75.09 73.25 72.43 73.43 72.58 74.02 74.16
5.0 87.06 75.23 71.99 68.61 66.8 66.3 65.42 69.77 69.9 69.97
6.0 87.94 80.44 74.75 72.08 72.38 72.1 72.04 72.76 71.94 71.65
7.0 87.16 77.24 71.02 65.95 65.24 66.37 67.65 67.82 67.82 66.64
respectively.
Hyper-parameter selection was done using the grid search with cross validation method.
The scope of the model parameters are described in Table 5.3. For cross validation, the
number of folds was set to 5.
Table 5.3: HMM hyper-parameter scope
Parameter Name Value Range
No. States {1..7}
No. Mixtures {1..10}
The results of the system, evaluated on the validation set is shown in Table 5.4. From
these results we can see the best performance is acquired using 7 states and 1 mixture
with a reported accuracy of 88.3%.
The results of the system on the test set, over the same hyper-parameters, are shown in
Table 5.5. The accuracy of the model with the selected hyper-parameter is 87.16%. We
can observe that the results for the optimal parameters selected using the validation set
are actually not the best results reported on the test set (87.94% using 6-states and 1
mixture). However, as discussed earlier, if we were to select the optimal parameters on
using the test set, we would be prone to overfitting.
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5.3 Summary
In this section we discussed how the audio dataset was prepared for training a cough
classifier. First the data was cleaned from all audio events that would not be expected
during use, such as doors closing. Then the data was normalized to remove the effects of
patients sitting closer/further away from the microphone when coughing.
After cleaning and normalizing the data, HMMs were used to train a system for automatic
cough segmentation from continuous audio. Hyper-parameter selection was performed us-
ing grid search and cross validation. The optimal hyper-parameters were selected as 7
states and 1 mixture, with a reported accuracy on the held out test set of 87.16%
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Cough Classifier Design and
Evaluation
6.1 System Overview
In this chapter, the feature extraction and audio-based classifier design and evaluation
are discussed. Feature extraction is performed for all data in the DCC dataset and is de-
scribed in Section 6.2. Three classifiers are designed and evaluated using nested K-fold
cross-validation. The evaluation procedure is described in Section 6.3 and the results
are reported and discussed in Section 6.4.
A basic system overview is shown in Figure 6.1.
Figure 6.1: Cough classifier evaluation flow diagram.
6.2 Feature Extraction
This section briefly describes the features that were extracted for training the cough
classifiers. One common trait among all these feature extraction methods is that each
audio signal was divided into non-overlapping frames of N samples. The value of N was
later optimized.
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6.2.1 Log Filterbanks
To calculate log filterbank features from a signal, we generate F triangular filters, linearly
spaced in the frequency spectrum. These triangular filters can then be applied to the
magnitude or the power spectrum of the audio by multiplication. Figure 6.2 shows an
example with 5 filters.
Figure 6.2: Linearly-spaced triangular filterbank.
We chose to apply the filterbank to the log-power spectrum. To calculate the power
spectrum of a discrete signal xi(n), we first calculate the discrete-time transform (DFT)
of xi(n), using Equation 6.1, where N is the number of samples in xi, K is the length of
the DFT and h(n) represents a data window function. For our implementation, we chose
a Hamming window.
X(k) =
N∑
n=1
xi(n)h(n)e
−j2pikn/N with {1 ≥ k ≥ K} (6.1)
We can then calculate the power spectrum of X(k) by using Equation 6.2.
S(k) =
1
N
|X(k)|2 (6.2)
Figure 6.3 illustrates the power spectrum of a single audio frame, before and after
multiplication by a single triangular filter. Note that the spectrum reaches to 22.05kHz,
due to a sampling rate of 44.1kHz.
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Figure 6.3: Feature extraction by log filterbanks. The area under the curve in the bottom
right graph constitutes a single feature.
After application of the triangular filter, the resulting log power values are summed in
order to obtain a measure of the total energy in the frequency band spanned by the filter.
This is repeated for each of the F filters, resulting in a feature vector of F log energies.
6.2.2 Mel-frequency Cepstral Coefficients (MFCCs)
MFCCs are perceptually-motivated, short time spectral features widely used in speech-
and speaker recognition, and were first introduced in [55]. The effectiveness of MFCCs in
speech technology lies in their ability to accurately represent the perceptually important
parts of the envelope of the short time power spectrum of a signal. In speech signals, the
envelope of the short time power spectrum represents the shape of the vocal tract (shape
of the mouth, tongue, teeth etc. that create the sound). Thus MFCCs efficiently model
the vocal tract information, which is key to recognizing phonemes in speech.
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Figure 6.4: MFCC calculation flow diagram.
The MFCC calculation process is shown in Figure 6.4. The process can be summa-
rized as follows:
1. Pre-emphasis: the higher frequency information is emphasized.
2. The audio signal is divided up into short frames.
3. The log-power spectrum of each frame is computed.
4. Mel-scaled triangular filterbanks are applied to the power spectrum.
5. The discrete cosine transform (DCT) is applied to the output of the Mel-filterbanks.
6. (Optional) Cepstral Mean Subtraction: Subtract the long-term mean from each
coefficient.
7. (Optional) Compute inter-frame derivatives of each coefficient and append these to
the already calculated features.
During the pre-emphasis step, the audio signal x(n) is high-pass filtered by a filter
with a transfer function of H(z) = 1− a ∗ z−1. This approximately compensates for the
natural high frequency suppression of the human vocal tract. When framing the audio,
the frame length needs to be short enough so that statistical stationarity can be assumed
over the frame, but long enough to provide adequate spectral resolution. The log-power
spectrum is computed using Equations 6.1 and 6.2.
When applying Mel-filterbanks to the power spectrum, M triangular filters are used in a
way similar to the log-filterbanks shown in Figures 6.2 and 6.3. However, in this case the
filters are not linearly spaced in frequency, but are spaced according to the Mel-frequency
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scale. The Mel-scale approximates the frequency resolution of the human auditory sys-
tem by providing higher resolution at lower frequencies, and lower resolution at higher
frequencies. This is motivated by biological and perceptual models of the human cochlea.
Figure 6.5 shows the relationship between linear and Mel-scale frequency, with 10 Mel-
scaled triangular filters plotted on the linear frequency axis. To convert from frequency
to Mel-frequency, Equation 6.3 is used.
fmel(f) = 2595ln(1 +
f
700
) (6.3)
Figure 6.5: Mel-scaled filters
The energies below each Mel-filterbank are summed, resulting in a vector of energies
that are processed by the discrete cosine transform (DCT). The DCT acts as a compression
step, which decomposes the Mel-filterbanks into real-valued coefficients that can be used
to describe the vocal tract envelope. The lower order coefficients represent the overall
shape of the envelope while higher order coefficients are related to vocal excitation and
noise and are generally discarded. A more in-depth discussion of the DCT can be found
in [56].
The DCT can be calculated using Equation 6.4, with N the number of data points and
k the length of the DCT, usually chosen to equal N .
Xk =
N−1∑
n=0
xncos
[
pi
N
(
n+
1
2
k
)]
k = 0, ..., N − 1 (6.4)
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The resulting coefficients are the Mel-frequency cepstral coefficients. As shown in Fig-
ure 6.4, two additional steps are often included. The MFCCs do not inherently contain
any information about the dynamic behaviour of the signal. That is, the coefficients do
not tell us how the signal varies over time. As MFCCs are generally used to represent
time-varying signals, it would be beneficial if we could include such information in the
MFCC vector, especially when working with a model like an HMM that assumes inde-
pendence between successive frames. This can be achieved by calculating the inter-frame
derivatives of each coefficient, using Equation 6.5, where dt represents the derivative at
frame t and N the number of frames over which the calculation is performed (typically
chosen as N = 2).
dt =
∑N
n=1 n(ct+n − ct − n)
2
∑N
n=1 n
2
(6.5)
A good speech recognition system requires environmental robustness and speaker inde-
pendence [57]. Being able to perform recognition tasks on audio recorded in different
environments, through different recording channels and for any person requires that the
recognition system be normalized with respect to these variations. Cepstral mean subtrac-
tion (also referred to as cepstral mean normalization) provides a solution to this problem.
The basic idea is to subtract the mean from each cepstral coefficient (taken over the en-
tire utterance or even several utterances). When a signal is passed through a linear, time
invariant channel, the signal is convolved with the channel transfer function (Equation
6.6a). This convolution becomes multiplication when we compute the power spectrum
of the signal, as discussed in Section 6.2.1 and shown here in Equation 6.6b. When
taking the logarithm of the power spectrum in Equation 6.6b, multiplication becomes
addition and we obtain the cepstrum in Equation 6.6c. Here q refers to the quefrency.
If we assume that H[q] is constant (our channel does not change while we are recording),
we can calculate the mean of S[q], by using Equation 6.6d, over all N frames. If we
subtract this mean from each frame (Equation 6.6e) we obtain Zi[q], which is free from
the effect of H[q].
y[n] = x[n] ∗ h[n] (6.6a)
S[f ] = X[f ] ·H[n] (6.6b)
S[q] = log(S[f ]) = log(X[f ] ·H[n]) = X[q] +H[q] (6.6c)
S¯[q] = H[q] +
N∑
i=1
Xi[q] (6.6d)
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Zi[q] = Si[q]− S¯[q] (6.6e)
= Xi[q] +H[q]−
(
H[q] +
N∑
j=1
Xj[q]
)
(6.6f)
= Xi[q]−
N∑
j=1
Xj[q] (6.6g)
6.2.3 Zero Crossing Rate (ZCR)
The zero crossing rate of a signal is a measure of how many times the signal moved from
a positive to a negative amplitude. ZCR gives an overall indication of how variable the
signal is.
ZCR can be defined as:
ZCR =
1
T − 1
T−1∑
t=1
Π(stst−1 < 0) (6.7)
where the indicator function Π is 1 if the signs of st and st−1 differ, else it is 0. Notice
that zero values are considered positive in this context.
ZCR provides a feature that can be extraction from a signal in addition to the log filter-
bank energies or MFCCs and is appended to each feature vector. ZCR was chosen as an
additional feature following similar research [38][2][7].
6.2.4 Kurtosis
Kurtosis is used in statistics as measurement of ’peakedness’ of a probability density
function. Kurtosis can be calculated using the following equation:
Kx =
E[(xi[k]− µ)4]
σ4
(6.8)
In digital signal processing, it is most useful when applied to the power spectrum density
function. Kurtosis provides information on the shape of the underlying probability dis-
tribution, and can be used as an additional feature to log filterbank energies or MFCCs.
The inclusion of kurtosis as a features was motivated by other relevant studies [38][2].
More information about the applications and limitations of spectral kurtosis can be found
in [58].
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Motivated by the success of MFCCs in many audio classification tasks, we investigate
the difference in classifier performance when trained on features that mimic the human
auditory system (MFCCs), and on features that do not (log-filterbanks).
Thus our experimental evaluation revolves around training classifiers with either MFCC or
log-filterbank features. Both the MFCC and log-filterbank feature vectors were augmented
by appending ZCR, kurtosis and log energy values.
6.3.1 Constructing Feature Datasets
Different extraction topologies were investigated as part of the experimental evaluation.
Certain hyper-parameters were defined to describe these topologies and are listed in Table
6.1. These hyper-parameters are determined by the feature types chosen. The inclusion
of the segment parameter S was motivated by the theoretical background of cough sounds.
Table 6.1: Feature extraction hyper parameters.
Variable Symbol Description Range
Frame length N
Size of frames in samples
into which audio is
segmented.
256, 512,
1024,
2048, 4096
No. segments S
Number of segments into
which frames were grouped
1,2,3,4
Avg. over
segments
A
Do we average the features
in each segment?
Binary:
Yes/No
No. Filters F
Number of filters to use
when extracting filterbank
energies.
40, 60, 80,
..., 200
No. MFCCs M
Number of lower order
MFCC to keep.
13, 26
For all experiments, the DFT length was set to be equal to the frame length. DFTs
can be computed efficiently using the FFT when using a length of order N = 2k. Thus
the range of frame lengths considered was chosen to be of order 2k, with k = 8, 9, 10, 11, 12.
As shown in Figure 2.1 and discussed in Section 2.2.2, some authors maintain that
coughs can be divided into 3 distinct phases, with the second being the most distinctive
and carrying the most information regarding the cough characteristics. In order to in-
vestigate this concept, we decided to group the frames into S non-overlapping segments
to approximately mimic the different phases of a cough. The value of S was empirically
chosen, where S = 1 is the case where a single segment is used, S = 2 is the case when
the cough is divided into 2 segments and so forth.
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Additionally, we included the option of averaging the feature vectors extracted from each
segment. When a frame overlapped the boundary between two segments, it was assigned
to the segment to which most of its samples belonged.
The number of filters used when extracting log-filterbank energies (F ) was chosen to
provide a good frequency resolution (112.5Hz when using 200 filters), without becoming
too computationally expensive.
The number of MFCCs (M) was chosen in correspondence with the other studies men-
tioned in Section 2.2. The first and second derivatives (deltas and delta-deltas) were
always included and cepstral mean subtraction was always performed during MFCC ex-
traction.
6.4 Experimental Evaluation
In this section we evaluate different classifiers trained on the data acquired through fea-
ture extraction on the audio dataset DCC , described in Section 4.2. Three different
classifiers were investigated: logistic regression, Gaussian mixture models and decision
trees. Logistic regression was used for audio based classification, meta data classification
and classifier fusion. GMMs were used for audio based classification, and decision trees
were used for meta data classification and classifier fusion.
The classification results are summarized in Sections 6.4.1, 6.4.2 and 6.4.3. An
overview of the complete evaluation process followed for each classifier is shown in Figure
6.6.
Evaluation was performed using nested cross validation. At the top level (A), the dataset
is split into 5 folds: 20% of the entire dataset is reserved as an independent test set Dtest
and 80% is used as a training set Dtrain. Hyper-parameter optimization was performed
using 4-fold cross validation on Dtrain (B). For each fold, a model was trained for all pos-
sible combinations of hyper-parameters, and the best model was chosen, as indicated in
Figure 3.9. The number of folds to use for cross validation during hyper-parameter opti-
mization was empirically chosen as 4. Higher values did not provide significant increases
in model performance. The scoring method used during hyper-parameter optimization
was ROC AUC. The hyper-parameters that were optimized for each model are listed in
Table 6.2. Note that decision trees were only implemented using the clinical database,
therefore the maximum tree depth was chosen as the number of clinical features (5).
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Table 6.2: Values considered for hyper-parameter optimization using grid search.
Classifier Hyper-parameters Range
Logistic regression λ 10−5 − 105
GMM no. mixes 1-5
covariance type diagonal/tied
Decision trees Splitting criterion gini/entropy
Maximum tree depth 1-5
Before training the final model (in each fold), 2-fold cross validation1 was performed
on Dtrain using the optimal hyper-parameters (C). This step produces probabilities for
each sample in the train set. An ROC curve was constructed using these probabilities
and an equal error rate threshold γEE was then chosen as the point on the ROC curve
with the smallest difference between the TPR and the FPR. This threshold value γEE
was later used during model evaluation on Dtest. The classifier was then trained on the
entire Dtrain with the optimal hyper-parameters.
Two evaluation methods were investigated. Conventionally, the testing data is presented
to the trained model and the probability of each sample belonging to either class is cal-
culated. Classification can be carried out on a frame-by-frame basis by subjecting the
class-conditional probability associated with each frame to a threshold γ. Intuitively, this
provides a result for each frame of every cough in the dataset. However, we are ultimately
not interested in the frame accuracies. Rather, we want to distinguish between patients
who have TB and those who do not. A more useful result would thus be one classification
(or diagnosis) per patient, which takes into account all frames in all coughs available for
that patient.
Therefore, patient-based classification results were computed by calculating a specially
developed metric referred to as the Tuberculosis Index Score (TIS). In order to calculate
the TIS, we calculate the mean probability of all frames being TB positive: P (Y = 1|X, θ)
for all frames X = {x1,x2, ...,xj} in a cough with j the number of frames, given the
trained model parameters θ, and Y = {0, 1} representing the class to which the data in
X belongs, with 1 indicating TB positive and 0 indicating TB negative. The probability
of a frame being TB positive is defined in Equation 3.13 for a logistic regression clas-
sifier and in Equation 3.30 for GMMs. When converting the likelihoods into posterior
probabilities in Equation 3.30, the prior probabilities were taken to be equal, because
we are using ROC AUC as the main evaluation metric and ROC inherently performs the
task of varying these prior probabilities by adjusting the threshold value γ.
1The number of folds was chosen as 2 for fast computation time. Choosing higher values did not
provide better results.
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Figure 6.6: An overview of the classification and evaluation process.
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If the mean probability of a cough being TB positive (P¯ ) is above the equal error rate
threshold γEE, the cough is labelled as TB positive. The value of P¯ is calculated by
summing all the posterior probabilities of each frame in that cough and dividing by the
number of frames, shown in Equation 6.9 with K the number of frames in a specific
cough. The TIS is then calculated using Equation 6.11, with
∑N
i=1Q the number of
TB positive coughs by a patient, defined by Equation 6.10 and N the total number of
coughs by that patient.
P¯ =
∑K
i=1 P (Y = 1|X, θ)
K
(6.9)
Q =
1 if P¯ ≥ γEE0 otherwise (6.10)
TIS =
∑N
i=1Q
N
(6.11)
Thus, the TIS is the proportion of all coughs by a certain patient that are classified
as TB positive. A patient is diagnosed as being TB positive, if more than half of their
coughs were classified as TB positive, or when TIS > 0.5. The TIS is inspired by the
PCI metric proposed in [38], but extended to consider γEE when classifying each cough.
One disadvantage of the TIS as an evaluation method is that if a patient provides few
coughs, the value can become misleading. For instance if a patient has 5 coughs, the TIS
would require at least 3 coughs to be classified as TB positive in order to make a positive
diagnosis. Thus, in this example, it requires 60% of the coughs to be TB positive and
therefore provides a coarse resolution.
Therefore, in addition to the TIS, a second evaluation method referred to as the Aver-
age Diagnosis Score (ADS) was introduced. The ADS calculates the average probability
P (Y = 1|X) over all frames of all coughs by a patient and performs a diagnosis by com-
paring this probability to γEE. The ADS is calculated using Equation 6.12, where N is
the total number of frames in all coughs by a specific patient.
ADS =
∑N
i=1 P (Y = 1|X)
N
(6.12)
As shown in Figure 6.6, for each fold the model was evaluated on the test set and the
scores were averaged over all folds to produce the final scores. During model evaluation,
the sensitivity, specificity, accuracy and Cohen’s kappa of the model were computed for
both ADS and TIS. In Section 3.4.3 we defined the area under the ROC curve (AUC) as
an important evaluation metric. To compute the ROC AUC for both TIS and ADS, the
true positive rate (TPR) and false positive rate (FPR) were calculated in each fold and
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averaged over all folds to obtain the mean TPR and FPR. The mean TPR and FPR were
then used to construct an ROC curve and the AUC was calculated using that curve. For
TIS, the TPR and FPR were computed using the ratio in Equation 6.11 as an evalua-
tion value, and for ADS the average probability over all frames (Equation 6.12) was used.
After 5-fold cross validation, the following scores were produced for each evaluated classi-
fication system: sensitivity, specificity, accuracy, Cohen’s kappa and AUC. Note that the
accuracy is calculated at the equal error rate, using the decision threshold γEE as selected
during validation on the training set. In this way, the thresholds to compute the ADS
and TIS accuracies in each fold were not optimized on the test set.
To summarize, two methods were used to evaluate the model performance: the Tuber-
culosis Index Score (TIS) and the Average Diagnosis Score (ADS). Through these two
methods, five metrics were calculated: sensitivity, specificity, accuracy, AUC and Cohen’s
kappa. The AUC values were computed using ROC curves, which were constructed by
comparing the TIS and ADS values to a decision threshold γ which is varied over the
range 0 − 1. For the ADS method, the sensitivity, specificity, accuracy and kappa were
computed using the threshold value which minimized the difference between sensitivity
and specificity, referred to as the equal error rate threshold (γEE). The equal error rate
threshold was determined using 2-fold cross validation on the training set. For the TIS
method, these metrics were computed using the threshold value γ = 0.5.
6.4.1 Classification Performance
In this section we report on the performance of classifiers trained as described in the pre-
vious section. The same training, optimization and evaluation procedures were followed
in each case. Because of the high number of possible feature extraction parameter com-
binations, the best results for each number of filters (F), and number of MFCCs (M) are
reported.
The best results were selected using the AUC values.
The results achieved using a logistic regression classifier are summarized in Table 6.3.
Note that, where A = False, the value of S is not applicable, because S is only taken into
consideration when averaging features over each segment.
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Table 6.3: Logistic regression patient-level results. Refer to Table 6.1
for clarification of the abbreviations used.
Feature Parameters ADS Results TIS Results
Config Feature N S A Sens Spec Acc Kappa AUC Sens Spec Acc Kappa AUC
1 F:40 256 4 TRUE 0.517 0.850 0.693 0.565 0.770 0.517 0.900 0.722 0.615 0.768
2 F:60 256 3 TRUE 0.517 0.900 0.722 0.589 0.784 0.567 0.900 0.747 0.618 0.807
3 F:80 256 3 TRUE 0.567 0.900 0.747 0.618 0.791 0.500 0.900 0.718 0.590 0.769
4 F:100 1024 - FALSE 0.433 0.950 0.718 0.588 0.777 0.433 0.900 0.690 0.538 0.748
5 F:120 2048 2 TRUE 0.417 0.950 0.718 0.571 0.809 0.417 0.900 0.690 0.541 0.640
6 F:140 2048 - FALSE 0.417 0.950 0.715 0.572 0.812 0.417 0.950 0.715 0.572 0.779
7 F:160 2048 2 TRUE 0.417 0.950 0.715 0.576 0.805 0.483 0.900 0.715 0.586 0.792
8 F:180 1024 2 TRUE 0.067 0.900 0.525 0.336 0.795 0.433 0.950 0.718 0.564 0.771
9 F:200 2048 1 TRUE 0.617 0.950 0.800 0.703 0.805 0.667 0.810 0.743 0.632 0.764
10 M:13 1024 - FALSE 0.400 0.820 0.633 0.455 0.711 0.400 0.820 0.633 0.455 0.656
11 M:26 2048 2 TRUE 0.483 0.720 0.623 0.468 0.634 0.617 0.720 0.676 0.553 0.628
From this table, we can see that the best ADS AUC of 81.2% is achieved with
F = 100, N = 2048 and A = False. A corresponding accuracy of 71.5% with sensi-
tivity and specificity of 41.7% and 95.0% is achieved with these parameters. An AUC
value higher than the accuracy indicates that the model would be able to achieve a higher
accuracy if the decision threshold γ was optimized. However, as mentioned earlier, the
accuracy is computed at the equal error rate determined during validation on the training
set. A κ of 0.572 indicates that the accuracy of the model is 57.2% of the way between
the expected accuracy and 100%.
The best ADS accuracy of 80% is achieved with F = 200, N = 2048, S = 1 and A =
True. The AUC with these parameters is 80.5%, which indicates that predictions were
made at a threshold value that adequately represents the models overall performance.
The corresponding sensitivity, specificity and κ are 61.7%, 95.0% and 0.703. Figure 6.7
shows the mean ROC curve computed over 5-folds of the best performing model in terms
of ADS AUC, with the TIS based ROC curve for that model shown on the same graph.
The blue dotted line represents a classifier making random guesses.
The TIS evaluation measure only produces better results than ADS in one instance
(F = 60, N = 256, B = 3, A = True), with an AUC of 80.7% and corresponding sen-
sitivity, specificity, accuracy and κ of 56.7%, 90.0%, 74.5% and 0.618. Compared to an
ADS AUC of 78.4%, this represents only a marginal improvement and thus indicates that
the ADS is a better criterion to use in model optimization. Figure 6.8 shows the mean
ROC curve of the best performing model in terms of TIS AUC, with the corresponding
ADS based ROC curve shown on the same graph.
We can see from these results that, overall, the model achieves a high specificity while
achieving a moderate and sometimes poor (6.7% at F = 180) sensitivity when evaluated
using the value of γEE determined during the validation process.
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Figure 6.7: Mean ROC curve of the best performing logistic regression model in terms of
ADS AUC with the TIS based curve included.
Figure 6.8: Mean ROC curve of the best performing logistic regression model in terms of
TIS with the ADS based results included.
It is important and interesting to note the difference in performance between MFCC-
and filterbank-based models. The best performing MFCC-based model has a reported
ADS AUC of 71.1% and corresponding sensitivity, specificity, accuracy and κ of 40.0%,
82.0%, 63.3% and 0.468 respectively. The worst performing filterbank-based model as an
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ADS AUC of 77% and corresponding sensitivity, specificity, accuracy and κ of 51.7%, 85.0%, 69.3%
and 0.565 respectively.
From this we can conclude that using filterbank features is more effective when classifying
cough sounds. This suggests that the reduction in spectral resolution based on models of
the human auditory system that is used by the MFCCs discards information that is useful
for classifying cough sounds. One can speculate that the system is basing its decisions on
audio phenomena in the recorded sound that are not perceivable by a human listener.
Table 6.4 shows the results achieved using a GMM classifier. Overall the results are
worse than those achieved by the logistic regression classifier.
The best ADS AUC of 79.2% is achieved with the feature extraction parameters of
F = 60, N = 4096, S = 4 and A = True, with a corresponding accuracy of 53.2%
and a sensitivity and specificity of 60.0% and 40.0% respectively. The difference between
accuracy and AUC of this model indicates that predictions were made at a poor thresh-
old value γEE. The best TIS based results are achieved at the same feature extraction
parameters, with an AUC of 76.1% and a corresponding accuracy, sensitivity, specificity
and κ of 63%, 46.7%, 73.0% and 0.445 respectively.
The ROC curves of the best performing GMM models are shown in Figure 6.9.
Table 6.4: Gaussian mixture model patient-level results. Refer to Table 6.1 for clarification
of the abbreviations used.
Feature Parameters ADS Results TIS Results
Config Feature N S A Sens Spec Acc AUC Kappa Sens Spec Acc AUC Kappa
1 F:40 512 4 TRUE 0.667 0.400 0.532 0.607 0.367 0.600 0.450 0.532 0.558 0.357
2 F:60 4096 4 TRUE 0.400 0.600 0.532 0.792 0.346 0.467 0.730 0.630 0.761 0.445
3 F:100 4096 4 TRUE 0.400 0.600 0.532 0.737 0.346 0.467 0.680 0.605 0.664 0.421
4 F:120 4096 4 TRUE 0.600 0.400 0.503 0.622 0.334 0.667 0.530 0.601 0.514 0.432
5 F:140 1024 - FALSE 0.550 0.450 0.503 0.544 0.334 0.617 0.500 0.557 0.520 0.392
6 F:160 1024 - FALSE 0.500 0.450 0.478 0.544 0.313 0.550 0.500 0.528 0.468 0.358
7 F:180 4096 - FALSE 0.400 0.600 0.503 0.562 0.334 0.400 0.600 0.503 0.519 0.334
8 F:200 256 1 TRUE 0.600 0.400 0.475 0.535 0.321 0.467 0.450 0.446 0.405 0.294
9 F:80 4096 4 TRUE 0.350 0.650 0.532 0.737 0.346 0.467 0.780 0.655 0.671 0.474
10 M:13 4096 3 TRUE 0.867 0.350 0.589 0.528 0.445 0.733 0.400 0.557 0.554 0.395
11 M:26 4096 3 TRUE 1.000 0.000 0.446 0.566 0.308 1.000 0.250 0.585 0.667 0.437
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Figure 6.9: Mean ROC curve of best performing GMM model in terms of ADS and TIS
evaluation. The best ADS and TIS results are obtained from the same feature extraction
parameters.
6.4.2 Meta Data Classifier
Two classifiers were trained on the clinical dataset described in Section 4.1.3. The clas-
sifier training procedure and model evaluation was similar to that followed for the audio
classifiers. The evaluation methods ADS and TIS are not applicable in this case and were
not used. The data consists of one sample per patient and conventional (sample-based)
methods were used.
Table 6.5 shows the classification results achieved for this dataset. The results are
split into two groups: reduced dataset and full dataset. The reduced dataset refers to the
results achieved when using the subset of the clinical dataset consisting only of the pa-
tients for which we have audio recordings. The full dataset represents the results achieved
on the full clinical dataset.
The reduced dataset results can be directly compared to the results on the audio dataset,
while the full dataset results are included as supplementary information to indicate how
the classifier performs when given more data.
From Table 6.5 we can see that the logistic regression classifier outperforms the de-
cision tree classifier. Furthermore, the logistic regression model trained on the audio data
outperforms the logistic regression model trained on the clinical data with a reported
AUC of 81.20% compared to the AUC of 77.36% obtained on the clinical dataset. The
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reported AUC for a logistic regression classifier using the full dataset is 79.50%, which is
still lower than the best performing audio based classifier.
This indicates that, with respect to TB diagnosis, the audio data appears to be more
information rich than the objective clinical measurements at our disposal. These results
are a good indication that using audio data as a diagnosis tool for TB is a viable method
in resource poor areas.
Table 6.5: Meta-classifiers results
Classifier Type
Reduced Dataset Full Dataset
Sens Spec Acc AUC Kappa Sens Spec Acc AUC Kappa
Logistic regression 0.6833 0.81 0.7556 0.7736 0.62217 0.716 0.6943 0.71 0.795 0.4709
Decision trees 0.25 0.826 0.5644 0.5271 0.3976 0.515 0.7464 0.5697 0.7212 0.3627
6.4.3 Classifier Fusion
Now that we have used both the audio and clinical data to perform classification, we can
combine the output of the two best models by classifier fusion. The two best models that
will be combined are the best models reported in Tables 6.3 and 6.5.
There are various methods for fusing classifiers [59], however in this study we will focus
on 3 non-learning methods and 2 learning methods. A non-learning method uses general
predefined rules to combine the output of multiple classifiers, while learning methods use
the output of multiple classifiers as features for another learning algorithm.
For non-learning methods, we used weighted voting, the sum rule and a modified version
of the product rule. For learning methods we used logistic regression and decision trees.
The following features were used for classifier fusion:
• The probability of a sample being TB positive. For the audio classifier we used the
ADS value of each patient, and for the meta classifier we used P (Y = 1|X) of each
sample.
• The predictions made by the meta- and audio classifiers (0 for TB negative and 1
for TB positive).
• The equal error rate decision threshold values γEE for the meta- and audio classifiers
at which the predictions were made.
Weighted voting makes a prediction by picking the class with the highest score, after
applying a certain weight to the prediction of each classifier and then summing all the
predictions per class. The voting weights used in this study are calculated with Equation
6.13, where wk is the weight of classifier k, ak is the accuracy of that classifier on the
training set and C is the number of classifiers by the model accuracy on the training set
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[59]. Hence, weighted voting gives a higher weight to models that are more accurate on
the training corpus.
wk =
ak∑C
j=1 ai
(6.13)
After calculating the weights, the prediction cˆ(xi) for each sample xi can be calculated
using Equation 6.14. Here cˆk(xi) is the prediction of classifier Ci and δ(A,B) = 1 if
A = B, otherwise 0.
Since
∑K
k=1wk = 1 the sum in Equation 6.14 can be interpreted as the probability of
sample xi being classified as cj. This probability was used to compute the ROC AUC
value.
cˆ(x) = argmax
cj∈C
∑
k
wkδ(cˆk(xi), cj) (6.14)
The sum rule computes the sum of the per-class posterior probabilities for each classifier
and a prediction is made by choosing the class with largest sum of probabilities. This is
equivalent to weighted voting with equal weights.
Similarly, the product rule computes the sum of the per-class probabilities. However,
instead of making a prediction by choosing the class with the largest sum, we used the
product of the equal error rates of each classifier (γEE1, γEE2) as the new threshold value.
Furthermore, we used the product of probabilities for computing the ROC AUC.
Table 6.6 shows a summary of the results of all the tested classifier fusion techniques.
We can see that the best AUC is achieved when using the sum rule, with a reported AUC
of 84.31%. Notably, most methods achieved a higher AUC than the audio-based model
(81.12%) and the meta-classifier (77.36%) separately.
This indicates that combining the audio based diagnosis with objectively measured clinical
data can improve the effectiveness of the diagnosis system.
Table 6.6: Results of classifier fusion.
Method Sens Spec Acc AUC Kappa
Non-Learning Methods
Weighted voting 0.4118 0.9524 0.7105 0.8053 0.5381
Sum rule 0.8235 0.3809 0.57891 0.8431 0.4142
Product rule 0.6471 0.9048 0.7895 0.8319 0.6457
Learning Methods
Logistic regression 0.7058 0.8095 0.7632 0.8406 0.6127
Decision trees 0.3529 0.7142 0.5526 0.5230 0.3710
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6.5 Discussion and Further Investigation
In this section, we discuss and interpret the results reported in this chapter. Additionally,
we investigate which parts of the frequency spectrum provides the most information by
performing feature selection.
As will be shown later in this section, due to our small dataset our results contain a
significant amount of variance. This means that the optimal models mentioned in the
previous sections might not produce optimal results given a new dataset. For that reason,
we will not discuss why certain feature extraction parameters produced the best results
- because it might be that different extraction parameters would produce better results
on a new dataset. However, the best performing models were chosen for the purpose of
further investigation, knowing that some variance is expected.
In Table 6.3 we showed that the filterbank energy features achieved higher accuracies
than MFCC features. This might be due to the low frequency resolution of MFCCs in the
upper part of the spectrum. Following this observation, we investigate which parts of the
frequency spectrum provide the most information for classification. The top performing
configurations in Table 6.3 (configuration 6) were used for this investigation. The train-
ing and evaluation was done according to the same procedure used to generate Table 6.3.
The frequency spectrum was divided into 20 non-overlapping segments and a logistic
regression classifier was then trained and evaluated independently for each of the 20
frequency bands. The frequency spectrum spans 0 − 22.1kHz, thus each segment con-
tains filterbank energies for a frequency range of approximately 1105Hz. For example, if
F = 100, then each 1105Hz segment contains F
20
= 5 filterbanks. The first 5 filterbanks
are selected and used for training and testing, then the next 5 and so on. This is repeated
for all 20 segments, and the AUC results are plotted for each segment. For different val-
ues of F , F
20
does not always produce a frequency resolution of precisely 1105Hz, but for
display purposes this was not indicated on the figures.
The results (in terms of individual frequency bands) for the best performing model in
Table 6.3 is shown in Figure 6.10. We see that a there is a significant performance gain
when the system is trained on the features within the frequency band 0-1105Hz. This
is interesting because human speech sounds fall mostly into the frequency range of 300-
3000Hz, and the range of vowel sounds are mostly below 1000Hz, as shown in Figure 6.11.
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Figure 6.10: Individual frequency band ADS AUC results for F:140.
As mentioned in Section 2.2.2, coughs can be divided into three phases, with the
second being identified by some studies as the most information rich. When observing our
data, we found that the cough patterns differ significantly between patients. However, the
second phase is considered as the exhalation phase, and is thus less affected by a patient’s
unique way of expelling foreign substances or chemicals during coughing.
It is possible that the data in the frequency band 0-1105Hz yields a better performance,
because the data originates mostly from the exhalation phase of coughs and thus carries
the most vital information for classifying the nature of coughs.
Figure 6.11: Vowel and consonant fundamental frequency ranges (reproduced from [60]).
Figure 6.12 shows the AUC calculated for values of F between 40 and 200, using
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selective frequency band features. From these graphs we can observe that the best results
are achieved by all models when isolating the data from the frequency band 0 - 1105Hz.
Note that these models were all evaluated without the augmented features (ZCR, kurto-
sis, log-energy).
Another observation from the results in Figure 6.12 is the peak in AUC around the
frequency bands of 8kHz (7.7kHz - 8.8kHz) and 15kHz (14.3kHz - 15.5kHz). These same
peaks are visible for most classifiers in Figure 6.12. We can speculate that within those
frequency bands lies spectral information indicative of TB, possibly audio artefacts of the
physical deterioration of the lung tissue (cavities, nodules, etc), causing high frequency
spectral content. Alternatively, this could be caused by fricative (consonant) sounds that
TB patients are more prone to. It is difficult to confirm the reason for these performance
peaks, and is left for future research.
Before further discussing the observations mentioned above, we will consider the vari-
ance of the results in order to determine whether differences in performance in individual
frequency bands are statistically significant. We used bootstrapping as described in [61] to
estimate the standard deviation in each frequency band. The overall idea of the bootstrap-
ping method is to take samples (with replacement) from the pool of results to simulate
multiple, smaller sets of results. The means over all bootstrap samples are then taken
as the reported results and the mean squared error over all bootstrap samples is used as
the variance. This allows both the mean and standard deviation of the ADS AUC to be
estimated. The number of bootstrap samples (B) was set to 100. Using higher values for
B ([61] suggests choosing B around 103) did not provide substantially different results.
Figure 6.13 shows the results of the same data represented in Figure 6.10 but now
evaluated using the bootstrap. The red vertical bars represent the standard deviation
the AUC of each frequency band. The dotted horizontal orange lines show the standard
deviation of the model trained on all filterbank energy data. From this we see that the
model has a standard deviation of approximately 10% when trained on all the filterbank
features.
While the statistical significance cannot be claimed on the differences in ADS AUC values,
the overall trends in Figure 6.12 and 6.13 indicate that some frequency bands are con-
sistently more useful for classification than others. A larger dataset is needed to reduce
the statistical uncertainties about the averages in order to determine which differences
are significant, however.
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(a) F:40 (b) F:60
(c) F:80 (d) F:100
(e) F:120 (f) F:140
(g) F:160 (h) F:180
(i) F:200
Figure 6.12: Classification performance on filterbank segments.
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Figure 6.13: Individual frequency band ADS AUC results for F:140 with bootstrap means
and standard deviations.
Next, we investigate the effects of feature selection on the best model (configuration
6 in Table 6.3). We used two feature selection approaches: greedy search and forward
selection [62]. The greedy search algorithm first estimates the model performance on
each feature individually, and then sorts the features based on performance (AUC). The
features are then recursively included during training, until all features are used. A
disadvantage of the greedy search algorithm is that it is prone to find sub optimal results,
because the sequence in which features are added is only determined by their individual
performance and not by how they would compliment each other. The forward search
algorithm, albeit computationally more expensive, addresses this to a large extent. The
feature with the best individual performance is combined with all other features, and the
best combination is retained. Then all other features are combined with that combination,
until all features are used. Note that the true optimum feature combination can only be
found with an extensive grid search.
The results for the greedy search algorithm are shown in Figure 6.14. The standard
deviation is shown for every 5 features added to the training set for display purposes.
An initial spike in performance is observed, followed by a plateau and then a fast climb
in performance as the last features are added. The initial spike in performance could be
attributed to the fact that the features are sorted by individual performance and added in
that sequence. Similarly, the plateau in performance is most likely due to the addition of
features that performed neither well nor poorly. The final spike in performance could be
due to features that perform poorly individually (and are thus added last) complementing
the classification capabilities of the best performing features.
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Figure 6.14: Performance in terms of ADS AUC for greedy search feature selection.
The forward search algorithm results are shown in Figure 6.15. We can observe that
the model performance reaches a plateau after the first 5 features, with a reported AUC
of 94.94% and a standard deviation of 4.62%. The 5 filterbanks that produce this result,
in order of performance gain, are centered around the frequencies: 236, 550, 10418, 79 and
4894 Hz. This shows that utilizing data from the upper part of the frequency spectrum
(10418 Hz), with a focus on the frequencies below 1000Hz provides the best results. This
supports our previous findings that MFCC-based models, with a low resolution at higher
frequencies, performed worse than log-filterbank based models. We also note that the
standard deviation becomes larger when more features added to the model. A smaller
standard deviation means that the model has generalized better on the test set since its
performance is more consistent.
In contrast to the greedy search algorithm, we see that the performance decreases and
standard deviation increases as more features are added. We observe that for the greedy
search algorithm the standard deviation remained approximately constant for all com-
binations of features, indicating that the model did not generalize as well on the test
set.
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Figure 6.15: Forward selection algorithm results.
For the TIS criterion, similar forward search and grid search results were obtained,
but on average the performance was approximately 10% lower.
6.6 Summary
In this chapter we have presented the evaluation of different classifiers and discussed the
achieved results. Different feature extraction methods were described and feature extrac-
tion topologies were explored. The difference in performance between filterbank energy
features and MFCC features was investigated. It was shown that filterbank energy based
features outperform MFCC based features, which seems to indicate that the cough audio
contains information relevant to TB diagnosis that is not perceivable by the human au-
ditory system.
The performance of a logistic regression classifier and a Gaussian mixture model (GMM)
on audio data was compared. The logistic regression classifier outperformed the GMM,
with a reported AUC of 81.2% versus 79.2%.
The classification accuracies obtained using the audio data was then compared to those
obtained using objective clinical measurements. Logistic regression and decision tree
(DT) classifiers were evaluated on the clinical data. The logistic regression classifier out-
performed the DT with a reported AUC of 77.36% versus 52.71% using only the clinical
data from patients who were present in the audio dataset. The best clinical and audio
classifiers were subsequently combined using various classifier fusion techniques. The best
fusion results were obtained by using the sum rule of the posterior class probabilities,
with a reported AUC of 84.31%.
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We then investigated which frequency bands provide the most information for classifica-
tion. The frequency spectrum was divided into 20 equal segments and a logistic regression
classifier was evaluated on features from each segment individually. We found that using
features from a limited frequency band provided a considerable increase in AUC. Further-
more, by means of the forward search feature selection algorithm we were able to identify
optimal feature combinations. The best performing system designed in this way exhib-
ited an AUC of 94.94% what a standard deviation of 4.62%. The sensitivity, specificity,
accuracy and kappa of this model are 61.67%, 91.00%, 78.77% and 0.6511 respectively.
In Figure 6.13, the AUC of the same model using all filterbank features is indicated as
approximately 79.89% with a standard deviation of 10.0%1.
The mean of the model trained on all features (79.89%) is approximately 3 standard
deviations away from the mean obtained using the best 5 features (3 × 4.62% = 13.86%
and 79.89% + 13.86% = 93.75% < 94.94%). Assuming a Gaussian distribution for the
bootstrap samples, the model trained on the 5 best features improves on the mean accu-
racy of the model trained on all features with approximately 99% confidence. In addition
and importantly, the standard deviation of the AUC of the model trained on the 5 best
features is lower than that of the model trained on all features, indicating that this model
is more consistent in its classification.
Therefore, using the top 5 performing features after forward search feature selection we
obtain a significantly and consistently better system than when training on all features.
Table 6.7 shows the performance achieved by a combination of this best audio classifier
(after feature selection) with the best clinical data based classifier. We see that a logistic
regression classifier is able to best fuse the outputs of the audio and meta classifiers, with
a sensitivity, specificity, accuracy, AUC and kappa of 82.35%, 80.95%, 81.58%, 94.34% and
0.6867 respectively. Although the AUC decreases with 0.5%, all other metrics improved,
which indicates the model has generalized better on the test set.
Table 6.7: Classifier combination methods results for model trained on 5 best features.
Method Sens Spec Acc AUC Kappa
Weighted voting 0.6471 0.8095 0.7368 0.7885 0.5778
Sum rule 0.8235 0.3810 0.5789 0.8431 0.4143
Product rule 0.6471 0.9048 0.7895 0.8319 0.6457
Logistic regression 0.8235 0.8095 0.8158 0.9434 0.6867
Decision trees 0.8235 0.7143 0.7632 0.8210 0.6162
1Note that this AUC is a bit lower than the reported value of 81.2% in Table 6.3, because this value
was obtained by taking the mean over 100 bootstrap samples, thus a slight change in reported value is
expected.
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6.6 Summary
These results are promising and should be investigated further with a larger dataset
to establish statistical significance.
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Chapter 7
Conclusion and Future Development
In this thesis we have investigated the use of cough audio data to aid in the diagnosis of
tuberculosis (TB). To our best knowledge, this is the first system of its kind.
The design of the diagnosis system included the implementation of an automatic cough
segmenter (annotator) to detect cough episodes within continuous recordings in a con-
trolled environment. Hidden Markov models (HMMs) were used for this purpose. The
HMM system was designed to detect three sound events (cough, silence and other), with
a reported frame accuracy of 87.16%.
Various feature extraction methods were investigated. Filterbank energy based features
were compared with Mel-frequency cepstral coefficient (MFCC) features. It was found
that filterbank energy features outperformed MFCC features. This finding seems to in-
dicate that the cough audio contains information relevant to TB diagnosis that is not
perceivable by the human auditory system.
For the design of an audio-based classifier, two machine learning algorithms were eval-
uated: logistic regression and Gaussian mixture models (GMMs). Logistic regression
outperformed the GMMs. The best reported area under the ROC curve (AUC) for logis-
tic regression and GMM respectively were 81.2% and 79.2%.
The audio-based classifier results were compared to results achieved on objective clin-
ical measurements for the same patients in the audio dataset. For classification of the
clinical (meta) data, two classifiers were evaluated: logistic regression and decision trees.
The logistic regression classifier outperformed the decision tree classifier with respective
AUCs of 77.36% and 56.44%. Compared to the meta classifier, the audio-based classifier
achieved a 3.84% higher AUC.
This finding indicates that the cough audio data contains more relevant information than
the meta data for TB diagnosis.
By isolating different frequency bands, we investigated which parts of the frequency spec-
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7.1 Future Development
trum are most useful for cough classification. It was found that including the frequency
band corresponding to vowel sounds (0-1105Hz) led to the best performance. Thereafter,
we performed feature selection using a greedy search and a forward search algorithm. The
forward search algorithm led to a system with an AUC improvement of 13.74% compared
to a system trained on all features.
The best system after feature selection was then combined with the best meta data clas-
sifier using logistic regression as a fusion method. This led to a system with a sensitivity,
specificity, accuracy, AUC and kappa of 82.35%, 80.95%, 81.58%, 94.34% and 0.6867 re-
spectively.
In conclusion, this thesis serves as a proof of concept that TB diagnosis by cough sound
analysis is possible. We hope that the promising results obtained can be taken further in
future work.
7.1 Future Development
Should this project be developed further, the following aspects should receive attention.
Firstly, the dataset should be expanded. As a starting point, the number of TB neg-
ative patients could be increased, as this was a limiting factor in this study. Ethical
clearance for the addition of new, healthy patients was acquired in the last stages of this
study, but due to time constraints, this data could not be collected and pre-processed for
inclusion into this study. The expansion of the dataset would hopefully reduce the vari-
ance and would thus enable more conclusions to be made regarding statistical significance
of the findings in this study.
Data from patients with diseases similar to TB should also be included. The value of this
system would be best utilized when developed to distinguish between borderline cases -
when a patient is suspected of having TB but could be confused with having another
pulmonary disease such as bronchitis or lung cancer.
Additional classifiers such as artificial neural networks (ANN), long short term memory
(LSTM) neural networks or support vector machines (SVMs) could be investigated for
cough classification. Neural networks model complex hypotheses by recursively learning
different layers of weights applied to (usually non-linear) activation functions though a
back propagation algorithm. For the use of neural networks a much larger database would
be necessary. Support vector machines aim to separate samples by projecting the data
into higher dimensions using kernel functions, which enable more complex class separa-
tion.
The addition of new information could also be investigated. Including clinical information
such as HIV status (which was unavailable to us for all our patients) could benefit this
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7.1 Future Development
system. Introducing data from different sources, such as forced expiratory volume over 1
second (FEV1) could introduce insights into the physical status of the lung and to distin-
guish between asthma patients who could mistakenly be thought to have TB at a low cost.
In practice, a diagnosis system such as described in this study would run on an em-
bedded platform such as a mobile phone. For this implementation, further research could
be done into feature selection to lower the computational cost. Additionally, the integra-
tion of the automatic cough annotation system (HMM) and the cough classifiers could
be implemented such that after a recording is taken, the cough episodes are isolated and
classified in a seamless process.
In terms of reporting, a confidence indication (how confidently the system believes the
patient to have TB) could be implemented. Ultimately a doctor would still make the final
diagnosis, thus an indication of the probability that the patient has TB would enable the
health practitioner taking the test to make a more informed decision, rather than just
knowing the system’s final classification results.
Although a bit far from current developments, something that might stem from this re-
search is a patient recovery tracking system. When using this diagnosis tool, the recorded
diagnostics could be captured, along with other patient information (name, address, next
of kin, contact details, etc.), and be used to:
1. Keep relevant patient information in a digital profile to de-clutter and optimize
working environments.
2. Schedule follow up examinations with patients, including reminders through SMS/email
to patients and next of kin.
3. Track patient recovery over the course of treatment by comparing current system
diagnosis confidence with previous results.
4. Expand the dataset with data gathered by active usage.
As mentioned in Section 1.5.5, ensuring completion of TB medication courses is key
to making progress in the global battle against TB. Creating a system that helps track
patient recovery, while aiding in the diagnosis process and at the same time optimizing
the patient information control would add great value to our society.
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Appendix A
Audacity Audio Editing Tool
Audacity is a free, open source audio recording and editing tool available at
http://www.audacityteam.org/.
Audacity was used for manually annotating audio recordings.
The annotation process starts with loading a recording into Audacity’s waveform display
GUI, shown in Figure A.1. The automatic ’Sound Finder’ tool is used to detect all
sound events in the audio. A threshold value is chosen which determines which sounds
are events and which are regarded as silence. Combined with the ’Sound Finder’ tool,
the ’Silence Finder’ tool is used to detect all silence events, which labels all sounds below
the chosen threshold with a ’S’ label and is thus the inverse of the ’Sound Finder’ tool.
A threshold value of -35dB was chosen for both the sound and silence detection in the
displayed figures. However, the threshold value was manually tuned for each file to give
the best detection of cough sounds.
Figure A.2(a) shows a zoomed view of the recording in A.1. Figure A.2(b) shows
the ’Silence Finder’ and ’Sound Finder’ tools displayed in the drop-down list of Audac-
ity’s Analyse menu. Figure A.2(c) shows the same zoomed recording after applying the
Sound- and Silence Finder tools. Notice that the silence labels are only starting points.
A script was later written to convert the labels shown in A.2(c) so that the silence labels
extend between sound events. Figure A.2(d) shows the full recording in A.1 with all
detected sound and silence labels displayed.
106
Stellenbosch University  https://scholar.sun.ac.za
After generating the sound and silence labels, the annotator would listen to the recording
while scrolling through the labels. Each label would then be named as ’C’ for cough, ’A’
for ambient noise and so on. This process was repeated for each recording in DAA and
DCC .
After each recording was annotated, the labels were exported to a text file, using the ’Ex-
port Labels’ option (not shown in the figures). An example of such a label file is shown
in Figure A.2. The values are arranged in the format (start, stop, label), with all times
in seconds.
Figure A.1: Audacity GUI showing an already loaded recording.
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(a) Audio waveform zoomed to display 10 seconds of audio.
(b) Sound- and Silence Finder tools shown in the Audacity menu.
(c) Zoomed audio segment with labels after applying Sound- and Silence Finder tools. The
top bottom bar contains the silence labels and the bar above that contains the event labels.
(d) Full waveform with sound and silence labels.
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Figure A.2: Example of output text file containing annotations.
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