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The timing of binary pulsars allows us to place some of the tightest constraints on modified theories
of gravity. Perhaps some of the most interesting and well-motivated extensions to General Relativity
are scalar-tensor theories, in which gravity is mediated by the metric tensor and a scalar field. These
theories predict large deviations from General Relativity in the presence of neutron stars through a
phenomenon known as scalarization. Neutron stars in scalar-tensor theories develop scalar charges,
which directly enter the timing model for binary pulsars. In this paper, we calculate and tabulate
these scalar charges in two popular, massless scalar tensor theories for a collection of neutron star
equations of state that are compatible with constraints placed by the recent, gravitational wave
observations of a binary neutron star coalescence. We then study these scalar charges and explore
analytic scaling relations that allow us to predict their value in a large region of parameter space.
Our results allow for the quick evaluation of the scalar charge in a large region of scalar-tensor theory
parameter space, which has applications for gravitational wave tests of scalar-tensor theories, as well
as binary pulsar experiments.
I. INTRODUCTION
Gravitational waves observations from aLIGO [1–6]
and the high precision timing of binary pulsars [7–10] has
allow us to test Einstein’s theory of General Relativity
(GR) in the most extreme environments [11, 12]. With
more NS-NS merger events, we will be able to tightly
constrain the equation of state (EOS) and other proper-
ties of neutron stars (NS) [13, 14]. Furthermore, as radio
astronomers continue to monitor binary pulsars systems,
the errors in the timing model parameters will continue
to decrease and help place tighter constraints on modified
theories of gravity. Nonetheless, in order to investigate
how these future observations will help us further test
gravity, we first must understand the precise details of
how observable predictions are modified.
A popular class of theories in the literature are scalar-
tensor theories (STT) of gravity, in which gravity is not
only mediated by the metric tensor but also by a long-
range scalar field that is non-minimally coupled. Each
theory in this class is defined by the choice of confor-
mal coupling function, which mediates the degree of vi-
olation of the strong equivalence principle (SEP). Such
theories were first studied by Jordan [15, 16], Fierz [17],
Brans [18], and Dicke (JFBD) as the most natural al-
ternatives to GR, and were later extended By Damour
and Esposito-Fare´se (DEF) [19, 20] to include higher or-
der effects. A more recent extension of these theories
was introduced by Mendes and Ortiz [21] (MO), which
introduce a conformal coupling that replicates the be-
havior of including higher order scalar-field terms in the
action [22–25].
Solar system observations, like that of the perihelion
shift of Mercury and of the Shapiro time delay, are able
to place tight bounds on the parameters of STTs [26, 27].
However, these are only measurements in the weak field
regime where the gravitational potential is small. STTs
are able to satisfy weak field constraints and still pro-
duce strong field deviations from GR through a phe-
nomenon known as scalarization [19, 20, 28, 29]. Thus,
one needs observations that probe the strong field, re-
gions where non-linear effects like scalarization occur, in
order to place tight constraints on STTs. While grav-
itational waves observations of binary NS coalescences
with aLIGO and other detectors will be able to accom-
plish this regularly in the future, binary pulsar experi-
ments are already able to probe and constrain STTs in
the strong field to extremely high precision. By modeling
the time of arrival (TOA) of pulses emitted from pulsar
systems [30–32], one can take the observed data and place
constraints on the underlying theory of gravity govern-
ing the motion of the binary. For this reason, binary
pulsars are currently one of the best available testbeds
for gravity.
To perform any test, however, one must first know pre-
cisely how observables are modified in STTs, and this de-
pends on the so-called scalar charges, i.e. scalar quantities
that determine how strongly a scalar field is sourced by an
isolated neutron star. For example, the scalar charges en-
ter directly into the parameterized-post-Keplerian (PPK)
parameters used in testing STTs [22, 32–35] with binary
pulsars. To find these scalar charges, one must numer-
ically obtain NS solutions in STTs, subject to certain
physical boundary conditions at the core of the star and
at spatial infinity. This numerical process is, at first sight,
simple, yet in practice it need not be, mainly for the fol-
lowing two reasons.
First, some of these charges can be numerically chal-
lenging to compute. The dominant scalar charge can
indeed be read out easily from the leading 1/r piece of
the scalar field at spatial infinity, given any numerical so-
lution. Other scalar charges, however, depend on deriva-
tives of the dominant charge with respect to the gravi-
tational mass of the neutron star. During scalarization,
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2the dominant scalar charge can change quite abruptly
with respect to the asymptotic value of the scalar field,
holding the baryonic mass of the star constant. This, in
turn, leads to large spikes in the derivatives, which can
be difficult to resolve if one is not careful.
Second, tests of STTs requires knowledge of the scalar
charges everywhere in parameter space, and this can
be computationally costly. Markov-Chain Monte-Carlo
(MCMC) methods that explore the posterior probabil-
ity distribution of parameters requires the evaluation of
the likelihood function hundreds of thousands to millions
of times. Every evaluation requires the scalar charges,
and if these have to be numerically computed every time
the likelihood is needed, the MCMC exploration becomes
computationally prohibitive. Clearly then, the MCMC
exploration of parameter space in STTs would greatly
benefit from a “bank” of calculated scalar charges.
In this paper, we study, calculate, tabulate, and ana-
lytically explore the three main scalar charges (αA, βA,
and kA [22]) that enter the PPK parameters of binary
pulsar observations. We carry out this calculation both
in the STT proposed by Damour-Esposito-Fare´se [19, 20]
and the one studied by Mendes-Ortiz [21] (hereafter
referred to DEF theory and MO theory respectively).
We explore a very large region of the parameter space
spanned by the two coupling constants of these theories,
using 11 different equations of state that are all consis-
tent with neutron stars heavier than 2M, including a
few that are also consistent with the recent gravitational
wave observation of a neutron star coalescence [6].
Our main result is the construction of an accurate bank
of scalar charges in these two theories that can now be
used used in Bayesian model selection and parameter es-
timation studies of tests of STTs with binary pulsar ob-
servations. This bank is constructed both through direct
numerical calculations, as well as through the exploration
of certain analytic scaling relations. We determine the
regime of parameter space in which the latter hold, and
when they do, we use them to greatly accelerate the cal-
culation of scalar charges in these regions of parameter
space. The end result is a numerically accurate and dense
bank of scalar charges that can be interpolated if neces-
sary to provide charges everywhere in parameter space.
The remainder of this paper presents the details of
the calculation summarized above. Section II A covers
the basics of STTs along with observational constraints
and includes a discussion of the scalar charges. Sec-
tion III describes how NSs behave in STTs and begins
to set up our numerical scheme to solve for the scalar
charges. Section IV details the calculations behind the
scalar charges and what numerical techniques are needed
to accurately explore the parameter space. Section V
provides a detailed description of our publicly available
data files, along with instructions for how to use them
and what their limitations are. Section VI concludes with
a discussion of future work.
II. SCALAR-TENSOR THEORIES
In this section, we introduce the basics of the class
of STTs that we consider and establish the notation to
be used in the rest of the paper. For completeness we
present this class of theories from first principles using an
action and provide a summary of the calculations needed
to reach the field equations; we refer the reader to [36] for
further details. We then describe the two STTs we study
in this paper and present the current constraints on these
theories. We conclude this section with a discussion of
scalarization and the definition of scalar charges in these
theories.
A. Background and field equations
In general, the massless STTs that we consider can be
described in the Jordan frame by an action of the form
S˜ = S˜g + S˜mat, with the gravitational part taking the
form
S˜g =
∫
d4x
c
√−g˜
4κ
[
φR˜− ω(φ)
φ
∂µφ∂
µφ
]
, (1)
where g˜ and R˜ are the determinant and Ricci scalar of
the metric g˜µν respectively, φ is a scalar field, ω(φ) is
a coupling function of the scalar field, and κ = 4piG/c4
with G the bare gravitational constant. The matter part
of the action, S˜mat[χ, g˜
µν ], is a functional of the matter
fields χ that couple directly to the Jordan-frame metric.
Therefore, the STTs we study in this paper are metric
theories, and as such, laboratory clocks and rods measure
time intervals and distances associated with g˜µν .
While STTs can be completely described using the
Jordan-frame action above, it is far more convenient to
perform a conformal transformation that puts the ac-
tion in a form reminiscent of the Einstein-Hilbert action.
Let us then consider the transformation g˜µν = A(ϕ)gµν ,
where gµν is the Einstein-frame metric
1, so that the ac-
tion becomes
S =
∫
d4x
c
√−g
4κ
[R− 2gµν∂µϕ∂νϕ]+Smat
[
χ,A2(ϕ)gµν
]
,
(2)
where g and R are the now the determinant and Ricci
scalar associated with the Einstein-frame metric gµν . No-
tice that the matter fields now couple to A2(ϕ)gµν , and
therefore, matter no longer falls along geodesics of the
metric gµν , but rather it is now also influenced by the
scalar field ϕ.
The conformal transformation that takes Eq. (1) into
Eq. (2) requires the conformal factor
A(ϕ) = φ−1 , (3)
1 From this point on, we use an overhead tilde to represent quanti-
ties that are specifically in the Jordan frame. Quantities without
overhead tildes should be assumed to be in the Einstein frame.
3which then leads to a direct relation between ϕ and φ,
given explicitly as
α(ϕ)2 =
(
d lnA(ϕ)
dϕ
)2
=
1
3 + 2ω(φ)
. (4)
One can think of α(ϕ) as the gradient of some “con-
formal potential” [37–40], defined by Vα ≡ lnA(ϕ),
and one can denote the “curvature” of this potential as
β(ϕ) = dα/dϕ. The conformal potential is a simple way
to understand and visualize the coupling between matter
and the scalar field, which will be directly quantified by
its slope and curvature in the field equations. Clearly
then, the choice of A(ϕ), or any of the above quantities
for that matter, defines a particular member of this gen-
eral class of STTs, which is ultimately a choice of exactly
how the scalar field affects matter.
The variation of the Einstein-frame action with respect
to the dynamical fields, gµν and ϕ, yields the field equa-
tions
Rµν = 2∂µϕ∂νϕ+ 2η
(
Tmatµν −
1
2
gµνT
mat
)
, (5)
2ϕ = −κα(ϕ)Tmat , (6)
where the Einstein frame stress-energy tensor is defined
by
Tmatµν ≡
2c√−g
(
δSm
δgµν
)
, (7)
and Tmat ≡ gµνTmatµν is its trace. The stress-energy tensor
in the Einstein frame can be related to its Jordan-frame
counterpart via the relation Tmatµν = A
2(ϕ)T˜matµν by apply-
ing the conformal transformation to Eq. (7). Assuming
a perfect fluid description of the stress-energy tensor [see
e.g. Eq. (30) below] allows one to derive the relations
 = A4˜ and p = A4p˜ between the energy density and
pressure of the fluid in the different frames.
B. Scalar-tensor models
Scalar-tensor theories of the form described in the pre-
vious subsection allow for deviations from GR because
of the new coupling that exists between matter and the
scalar field. The particular choice of the conformal factor
A(ϕ), and likewise the formal coupling α(ϕ), defines the
theory and plays a crucial role in understanding the ob-
servable modifications a theory predicts. The first model
we consider is DEF theory and it is defined by
A(ϕ) = eβ0ϕ
2/2 , (8)
Vα(ϕ) =
1
2
β0ϕ
2 , (9)
α(ϕ) = β0ϕ , (10)
β(ϕ) = β0 , (11)
where β0 is a free coupling parameter. Aside from the
JFBD theory in which A(ϕ) = eα0ϕ , this is the simplest
massless STT one can consider. One notices that the con-
formal potential is exactly a parabola whose curvature is
precisely determined by the free parameter β0.
The other model we consider, which has gained atten-
tion in the past few years, is MO theory and it is defined
by
A(ϕ) =
[
cosh
(√
3β0ϕ
)]1/(3β0)
, (12)
Vα(ϕ) =
1
3β0
ln
[
cosh
(√
3β0ϕ
)]
, (13)
α(ϕ) =
tanh
(√
3β0ϕ
)
√
3
, (14)
β(ϕ) = β0 sech
2
(√
3β0ϕ
)
, (15)
where again β0 is a free coupling parameter. The MO
theory was introduced as an analytic approximation to a
more fundamental theory that includes quadratic terms
of the scalar field coupled to curvature in the action [21–
23, 25, 41]. This theory is functionally equivalent to DEF
theory in the limit that ϕ→ 0, but it has strictly differ-
ent behavior when the combination β0ϕ 6= 0. Therefore,
these theories have distinctly different properties, and
therefore, modify observables in different ways [21, 38].
C. Solar System Constraints
In principle, observations we make, whether they be in
the solar system [26, 27] or of binary pulsar systems [8,
10, 34], constrain the free parameters of the theory. Let
us then consider how observables are modified in STTs.
As an example, let us first consider the local value of
Newton’s gravitational constant. This quantity is given
by
GN = G
[
A2∞
(
1 + α2∞
)]
. (16)
where G is the bare gravitational constant appearing in
the action, and an ∞ subscript denotes quantities evalu-
ated at ϕ = ϕ∞, e.g. A∞ = A(ϕ∞). The correction to
the gravitational constant causes bodies to accelerate dif-
ferently depending on the magnitude of scalar field, the
parameters of the theory, and the bodies’ composition
through violations of the strong-equivalence principle.
The choice of coupling parameter also determines the
local value of the parameterized post-Newtonian (PPN)
parameters [42–44]. Scalar-tensor theories are a class of
fully conservative theories and therefore only pose mod-
ifications to the γPPN and βPPN parameters [27, 36]. The
former is given by
|1− γPPN| = 2α
2
∞
1 + α2∞
, (17)
while the latter is given by
|1− βPPN| = β∞α
2
∞
2 (1 + α2∞)
2 , (18)
4where as before α∞ = α(ϕ∞) and β∞ = β(ϕ∞). The
γPPN parameter is a measure of the spatial curvature
induced by a unit rest mass, while the βPPN parame-
ter is a measure of the amount of non-linearity in the
superposition law for gravity. The γPPN parameter has
been measured from the Shapiro time delay observed by
the Cassini spacecraft [26, 27], and it is constrained to
|1− γPPN| . 2.3×10−5. The βPPN parameter is measured
from observations of the perihelion shift of Mercury [27],
and it is constrained to |1− βPPN| . 8× 10−5.
The notation we have used above is slightly differ-
ent from what is found in the literature so let us clar-
ify this here. Typically, instead of using α∞ and β∞,
some papers that studied DEF theory used a different
set of parameters {α0, β0}. This is because if one modi-
fies Eq. (10) in DEF theory to
α(ϕ) = α0 + β0ϕ , (19)
and sets ϕ∞ = 0, then α(ϕ∞) = α0 and β(ϕ∞) = β0,
and all observables can be entirely parameterized by the
set {α0, β0}. This parameterization is identical to our
description of DEF theory appearing in Eq. (8), provided
that one enforces ϕ∞ = α0/β0 [34], which is the choice
we make in this paper. When considering MO theory,
however, α(ϕ∞) 6= α0 = ϕ∞β0 and β(ϕ∞) 6= β0, as one
can easily see from Eqs. (12)-(15).
In this paper, we want both theories to share the same
free parameters {α0, β0} and, therefore, the quantities
that enter the PPN parameters, {α∞, β∞}, are different
functions of {α0, β0} in the two theories. These functions
are
αDEF∞ = α0 , (20)
βDEF∞ = β0 , (21)
in DEF theory, and
αMO∞ = tanh
(√
3α0
)
/
√
3 , (22)
βMO∞ = β0 sech
2
(√
3α0
)
. (23)
in MO theory. These choices have the advantage of re-
ducing (α∞, β∞) to the known relations of DEF theory,
while properly generalizing them to MO theory.
D. Scalarization and binary pulsar constraints
Solar system observations have the ability to place
tight constraints on STTs through weak field observa-
tions [27]. STTs, however, are able to satisfy these con-
straints and still deviate substantially from GR inside
and near NSs [19, 20, 28, 29]. The strong field devia-
tions are caused by a phenomenon known as scalariza-
tion, in which the scalar field can grow rapidly towards
order unity inside NSs even when the asymptotic value,
that which is constrained by Solar System observations,
approaches zero.
The key behind this rapid growth is the existence of
an instability in the field equations when a star reaches
a sufficiently large compactness. The onset of this in-
stability is analogous to spontaneous magnetization in
ferromagnets [22]. To understand this, consider the ex-
ternal scalar field far from a neutron star, labeled A,
ϕ = ϕ∞ + GωA/r + O(1/r2), where ωA is a type of
“charge” that is energetically conjugate to the external
scalar field,
ωA = −∂mA
∂ϕ∞
, (24)
with mA the total gravitational mass of the NS. When
one considers a sequence of neutron stars of masses mA,
ωA can become suddenly non-zero at a critical value of
the mass or compactness of the star. This sudden acti-
vation of the scalar field is what is referred to as spon-
taneous scalarization. When a NS is scalarized, ωA 6= 0
and the scalar field is excited above its background value,
leading to local gravitational effects that will generically
be different than those in GR.
For binary pulsar tests, it is convenient to introduce
certain quantities that enter the PPK parameters of the
binary pulsar timing model. We call these parameters
scalar charges in this paper, the first of which is defined
by
αA = − ωA
mA
=
∂ lnmA
∂ϕ∞
∣∣∣∣
m¯A
, (25)
which plays the role of an effective coupling between the
scalar field and the Ath NS in the binary. This quan-
tity is the strong field counterpart of the α∞ parameter
introduced in the previous section. Similarly, there is a
strong field counterpart to the β∞ parameter of the pre-
vious section, namely
βA =
∂αA
∂ϕ∞
∣∣∣∣
m¯A
, (26)
which encodes higher order effects associated with the
exchange of multiple scalar particles between the binary
components. Lastly, there is one more charge that enters
the PPK parameters, namely
kA =
∂ ln IA
∂ϕ∞
∣∣∣∣
m¯A
, (27)
where IA is the moment of inertia of the NS. Similarly to
how αA was an effective coupling between the mass of the
NS and the scalar field, this quantity acts as a coupling
between the field and the star’s spin angular momentum,
and it describes how the NS’s inertia reacts to the pres-
ence of an external scalar field. All of these scalar charges
must be calculated while holding the baryonic mass of the
star constant, as they measure the “sensitivity” of a star
to the external scalar field. The main goal of this work is
to calculate these scalar charges and make them publicly
available. As such, we will provide the details of these
calculations later in §IV after we introduce the relevant
framework needed to understand NSs in STTs.
5III. COMPACT STARS IN SCALAR-TENSOR
GRAVITY
In this section we discuss how compact stars behave in
STTs and introduce some of the basics of scalarization
from an analytic perspective. We focus our attention on
isolated, slowly-rotating stars because the binary pulsar
systems that we wish to provide scalar charges for are
widely separated. We begin with a discussion of the inte-
rior spacetime of slowly-rotating compact stars and then
discuss the exterior spacetime and how one connects it
to the interior. Following the discussion of the field equa-
tions, we discuss the different types of equations of state
one can use and conclude with an analytic discussion of
scalarization in the different regions of parameter space.
Before we begin, however, let us discuss how we will
describe compact stars in STTs. We focus on a station-
ary, axisymmetric spacetime, which allows for a descrip-
tion of a star that is slowly rotating. Following closely
the work of [22], we make the metric ansatz proposed by
Hartle [45]
ds2 = gσδ dx
σdxδ = −eν(ρ)c2dt2 + eλ(ρ)dρ2 + ρ2dθ2
+ ρ2 sin2 θ (dφ+ [ω(ρ, θ)− Ω] dt)2 , (28)
in which one only keeps terms to first order in the star’s
angular velocity Ω = uφ/ut, where u
µ is the fluid’s four
velocity. In this ansatz, the metric functions (ν, λ) are
zeroth-order in rotation and functions of the radial coor-
dinate ρ only, while the metric function ω is first-order
in rotation and depends both on ρ and the polar angle
θ. For practical and physical convenience, we also rede-
fine the grr component of the metric through the interior
mass function µ(ρ) defined via
eλ(ρ) =
(
1− 2µ(ρ)
ρ
)−1
. (29)
Moreover, we model the NS matter with a perfect fluid
stress-energy tensor given by
Tµν = (+ p)uµuν + pgµν , (30)
where  is the fluid’s energy density and p is the pressure,
both in the Jordan frame.
A. Interior Spacetime
The scalar-tensor field equations with this metric
ansatz are similar to those in GR. At zeroth-order in
rotation, the field equations for the diagonal compo-
nents of the metric are identical to those in the spher-
ical case, which have already been studied in detail in
the literature [22]. At first order in rotation, one finds a
second-order equation for the ω metric function, which
can be converted into an ordinary, second-order differ-
ential equation in ρ through a Legendre decomposition
in θ [22]. Such a decomposition reveals that only the
` = 1 mode in the Legendre decomposition has support.
In particular, the field equations can be written in the
first-order form [22]
µ′ = κρ2A4(ϕ)˜+
1
2
ρ(ρ− 2µ)ψ2 , (31a)
ν′ = 2κ
ρ2A4(ϕ)p˜
ρ− 2µ + ρψ
2 +
2µ
ρ(ρ− 2µ , (31b)
ϕ′ = ψ , (31c)
ψ′ = κ
ρA4(ϕ)
ρ− 2µ [α(ϕ)(˜− 3p˜) + ρψ(˜− p˜)]
− 2(ρ− µ)
ρ(ρ− 2µ)ψ , (31d)
p˜′ = −(˜+ p˜)
[
ν′
2
+ α(ϕ)ψ
]
, (31e)
m¯′ = 4piGρ˜A3(ϕ)
ρ2√
1− 2µ/ρ , (31f)
ω′ = $ , (31g)
$′ = κ
ρ2
ρ− 2µA
4(ϕ)(˜+ p˜)
(
ϕ+
4ω
ρ
)
+
(
ρψ2 − 4
ρ
)
$ , (31h)
where primes denote derivatives with respect to the ra-
dial coordinate ρ. Notice that we have also included
an equation for the enclosed baryonic mass of the star
m¯(ρ), which gives the total baryonic mass through m¯A =
m¯(R) =
∫
ρ˜ ut
√−g˜ d3x, where R marks the surface of
the star, where by definition the pressure vanishes. In
Eq. (31) we have explicitly used the Jordan-frame fluid
variables ˜, ρ˜, and p˜ since these are the physical quanti-
ties that are measured by observations and appear in the
EOSs that are discussed below.
From a numerical standpoint these equations pose a
problem near the center of the star at ρ = 0 since the
equations diverge there. The proper way to deal with
this is to expand the equations about ρ = 0 and start the
numerical integration at some arbitrary small distance
away from the center, say ρmin. Expanding Eqs. (31)
and evaluating at ρmin gives the boundary conditions
µ(ρmin) = 0 , (32a)
ν(ρmin) = 0 , (32b)
ϕ(ρmin) = ϕc , (32c)
6ψ(ρmin) =
(ρmin
3
)
ηA4(ϕc)α(ϕc) [˜c − 3p˜c] , (32d)
ρ˜(ρmin) = ρ˜c , (32e)
m¯(ρmin) = 0 , (32f)
ω(ρmin) = 1 , (32g)
$(ρmin) =
(
4
5
ρmin
)
ηA4(ϕc)α(ϕc) [˜c − 3p˜c] , (32h)
where ˜c = ˜(ρ˜c) and p˜c = p˜(ρ˜c) are the central values
of the Jordan-frame energy density and pressure respec-
tively and are defined by the EOS. The values of ϕc and
ρ˜c are chosen independently and define a particular so-
lution to the field equations. Equations (31) and (32)
allow one to integrate the field equations from ρ = ρmin
to any arbitrary radius, even outside the star as the field
equations describe the entire spacetime. A more compu-
tationally efficient method, however, is to use an analytic
solution in vacuum that is valid in the exterior of the star,
and then, match it to the interior solution at ρ = R, as
we describe in the next section.
B. Exterior spacetime
The exterior solution to the field equations [Eqs.(31)]
were found by Just in the late 1950s [46]. In the coor-
dinates introduced by Just, the exterior metric takes the
form
ds2 = −eνc2dt2+e−ν [dr2 + (r2 − ar)(dθ2 + sin2 θ dφ2)] ,
(33)
where one has
eν(r) =
(
1− a
r
)b/a
, (34)
while the scalar field takes the form
ϕ(r) = ϕ∞ +
d
a
ln
(
1− a
r
)
, (35)
where a, b, and d are integration constants and are con-
strained by the relation a2 − b2 = 4d2. The integration
constants can all be expressed in terms of the gravita-
tional mass of the star mA and some effective coupling
constant αA, which in this context plays the role of the
scalar charge in Eq. (25). These relations take the form
b = 2
G
c2
mA , (36a)
a
b
=
√
1 + αA , (36b)
d
b
=
1
2
αA . (36c)
The coordinates used in the Just spacetime above are
not the same as those used in the Hartle ansatz of the
interior metric. Comparing the two line elements, one
finds that
ρ = r
(
1− a
r
) a−b
2a
, (37a)
eλ(ρ) =
(
1− a
r
)(
1− a+ b
2r
)−2
. (37b)
Given these relations, we can now read off the total
gravitational mass of the star mA from the 1/ρ behavior
of gtt, or gρρ, and the star’s z-component of the total
angular momentum JA from the 1/ρ
2 portion of gtφ. We
can recast the later in terms of the 1/ρ3 behavior of ω as
ω = Ω− G
c2
2JA
ρ3
+O (ρ−4) , (38)
in which case the moment of inertia follows as
IA =
JA
Ω
. (39)
By directly integrating the equation for ω(ρ) and in-
serting Eqs. (37) into Eqs. (31), we arrive at a set of
relations that are valid at the stellar surface [22] (with
a subscript s denoting values at the surface of the star),
namely
R ≡ ρs , (40a)
ν′s ≡ Rψ2s +
2µs
R(R− 2µs) , (40b)
αA ≡ 2ψs
ν′s
, (40c)
Q1 ≡
√
1 + α2A , (40d)
Q2 ≡
√
1− 2µs/R , (40e)
νˆs ≡ − 2
Q1
tanh-1
(
Q1
1 + 2/(Rν′s)
)
, (40f)
ϕ∞ ≡ ϕs − 1
2
αAνˆs , (40g)
G
c2
mA ≡ 1
2
ν′sR
2Q2 exp
(
1
2
νˆs
)
, (40h)
7G
c2
JA ≡ 1
6
$sR
4Q2 exp
(
−1
2
νˆs
)
, (40i)
Ω ≡ ωs − c
2
G2
3JA
4m3A(3− α2A)
{
e2νˆs − 1 + 4GmA
Rc2
eνˆs
×
[
2GmA
Rc2
+ eνˆs/2 cosh
(
1
2
Q1νˆs
)]}
, (40j)
These set of relations allow us to extract important ob-
servables at ρ =∞ by simply knowing their appropriate
values at the surface of the star.
C. Equations of State
The description of the problem is not complete without
first knowing how the fluid properties {ρ˜, p˜, ˜} depend
on one another. This is accomplished by an EOS and
it allows us to close the system of equations. In this
subection we describe the three types of EOSs considered
in this paper in detail.
1. Polytropes
The most simple EOS to consider for NSs is a poly-
tropic equation of state in which the the pressure and
baryonic density are related through a power law, i.e.
p˜ = Kρ˜0
(
ρ˜
ρ˜0
)Γ
, (41)
where K is the polytropic constant and Γ is the adia-
batic index of the fluid. A particular choice for K and
Γ define the EOS as well as some macroscopic properties
of the NS, such as the maximum mass and compactness.
In [22], a polytropic EOS was used in the calculation of
the “gravitational form factors” (what we call the scalar
charges in this paper) and therefore we will use the same
polytropic EOS here to validate our computational algo-
rithm. In particular, we will choose
Γ = 2.34 , K = 0.0195 , (42)
with a fiducial baryonic mass density ρ˜0 = 1.66× 1014 g
cm−3, to make comparisons to the results in that paper,
which we present later in Fig. 3.
The baryonic mass density only appears in the inte-
gral for calculating the baryonic mass of the star, and
therefore, we need another relation relating pressure and
baryonic density to the total energy density. The first
law of thermodynamics provides such a relation:
˜ = ρ˜+
p˜
Γ− 1 . (43)
Equations (42) and (43) can now be inserted directly into
Eqs. (31) to provide a complete description of the interior
of the NS.
While polytopes are very simple analytic EOSs that
facilitate quick numerical calculations, they are an over-
simplification of the true microphysics occurring inside
the NS. Polytropes assume the same functional depen-
dence between pressure and density throughout the en-
tire star and do not account for any real differences that
exist in different density regimes. Due to this reason, we
only use polytopes as a proof of concept for the existence
of scalarization and to make valid comparison between
our results and those presented in Ref. [22] to ensure nu-
merical consistency.
2. Tabulated Equations of state
A complete description of the microphysics occurring
inside NSs requires the full modeling of N -body quantum
systems at extremely high pressures and densities. The
calculations required to solve for these relations is very
expensive and not practical on the fly for every density
and pressure inside a NS. Moreover, because NS type
densities cannot be observed in laboratories on Earth
there is uncertainty on what physics is actually taking
place at these densities. There have been numerous mod-
els proposed to describe matter at supra-nuclear densities
and they have been tabulated such that one can interpo-
late them as needed.
For the purpose of this paper, we consider a wide range
of tabulated EOSs that produce NSs with masses that
are consistent with observations, most notably that of a
near 2M pulsar in J0348+0432. We consider 11 dif-
ferent tabulated EOS [47] that satisfy this constraint:
AP3-4 [48], ENG [49], H4 [50], MPA1 [51], MS0 [52],
MS2 [52], PAL1 [53], SLy4 [54] 2 , and WFF1-2 [55]. All
but one (H4) of these EOSs contain plain nuclear matter
and do not contain any form of strange matter. Because
these EOS arise from numerical calculations that include
true microphysics (or at least various justified approxi-
mations) we consider these to be the most physically rele-
vant of the EOSs that we consider and are the ones we use
for our main results. More importantly, however, many
of these EOSs are consistent with aLIGO’s constraints
placed from the observation of coalescing NSs [13].
3. Piecewise Polytropes
A useful compromise between the simple polytropic
and tabulated EOSs is a piecewise polytropic model that
stitches together multiple polytropes in different den-
sity regions inside the NS. In particular, we consider the
piecewise polytropic EOSs studied in Ref. [56] in which
the authors developed a parameterized model that can
2 The SLy4 EOS we use here is commonly denoted as simply SLy
in the literature.
8accurately capture the feature of tabulated EOS. Of the
34 EOSs that the authors fit their model to, 8 of them
overlap with the set of tabulated EOSs that we consider
in this paper3. While these approximations have been
used extensively in the literature for their convenience,
we later investigate how these approximations affect the
scalar charges that are developed in NSs. Hence, let us
briefly discuss these EOSs, referring to Ref. [56] for a
more detailed and complete description.
Similarly to the standard polytropic EOS, the various
regions inside of the NS are described by a polytrope of
the form
p˜ = Ki ρ˜
Γi , (44)
where now Γi is the adiabatic index for the ith region of
the NS and Ki is the polytopic constant chosen to ensure
continuity at the boundaries between regions. Similarly
to the single polytrope case, the first law of thermody-
namics in Eq. (43) is used to find the energy density in
each region
˜i = (1 + ai)ρ˜i +
1
Γi − 1Kiρ˜
Γi
i , (45)
where
ai =
˜(ρ˜i−1)
ρ˜i−1
− 1− Ki
Γi − 1 ρ˜
Γi−1
i−1 , (46)
is an integration constant that must be present in or-
der to ensure that all fluid variable are continuous across
the boundaries between regions. For the single polytrope
case, the requirement that ˜/ρ˜ = 1 in the limit that ρ˜→ 0
forces a = 0 and thus reduces Eq. (45) to Eq. (43).
We adopt a low-density EOS for the crust of the NS
that is identical to the one presented in Table II of
Ref. [56] where the SLy (SLy4 as appearing in this paper)
is independently fit for ρ˜ . 1012 g/cm3. The boundary
between the crust and high-density EOS is then deter-
mined by the intersection of the respective polytropes
and is ultimately determined by the value of Γ1. Then,
at a fixed baryonic density of ρ˜ = 1014.7 g/cm3 and best
fit pressure p˜1 = p˜(ρ˜i) the first region is matched to a
second region with adiabatic index of Γ2 and polytropic
constant K2. Another match is then performed at an-
other boundary ρ˜ = 1015 g/cm3 to an even higher den-
sity region with constants Γ3 and K3. The complete set
of parameters {log(p˜), Γ1, Γ2, Γ3} represents the best fit
values found in Table III of Ref. [56]. For our purposes,
we focus exclusively on the approximations of AP3 and
SLy4 to compare scalar charges between tabulated and
piecewise polytropic EOSs.
3 One might notice that, aside from the PAL1 EOS that is explic-
itly not contained in Ref. [56], there are 10 EOSs listed in the
previous section that correspond to the EOSs that were fit in
this paper. The data we received from Norbert Wex came from
the original work by Lattimer and Prakash [47] and in fact the
EOSs labeled MS0 and MS2 are different from those of the same
name appearing in Ref. [56]. There appears to be a mismatch in
nomenclature that we feel is worth pointing out.
IV. CALCULATING THE SCALAR CHARGES
Now that we have a full description of the problem
at hand, we solve the equations numerically to obtain
the relevant scalar charges appearing in Eqs (25)-(27).
We begin this section with an analytic description of the
scalar charges, and then proceed with a description of
our numerical methods for solving the field equations and
extracting the various scalar charges. We then recap, but
in more detail, the different regions of parameter space
that we are concerned with and discuss their importance.
We first present a comparison between some of our results
and those originally found in Ref. [22], and then discuss
our full results in each region of parameter space.
A. Analytic investigation of scalarization
The phenomenon of scalarization has been well stud-
ied in the literature over the past decades, particularly in
the context of spontaneous scalarization occurring when
β0 . −4.3. However, it is useful to review what hap-
pens outside of this regime as well since there are still
non-linear effects coming into play, particularly when
β0 & −3.5. In this subsection we review the analytics
that help guide our calculations in the different regions
of parameter space.
Scalarization can be understood from an analytic
standpoint when one makes a few simple approxima-
tions. In both theories we consider here, the confor-
mal coupling takes the form α(ϕ) = β0ϕ+O(ϕ2) in the
limit that β0ϕ is relatively small compared to unity. Let
us now consider the field equation for the scalar field
in Eq. (6), but instead of considering the full nonlinear
equation, we make a weak field approximation such that
2 → δij∇i∇j → ∇2r with the last term being the radial
portion of the flat space Laplacian in spherical coordi-
nates. We assume that Tmat is constant since we are
considering weakly gravitating systems. As mentioned
in [20], we do not expect the trace of the stress-energy
tensor to be negative for weakly gravitating systems, but
it is fruitful to leave its sign general and consider the full
breadth of parameter space with the same analytics.
The assumptions made thus far allow one to write the
equation of motion for the scalar field as
∇2rϕ = −C2ϕ sign(β0 Tmat) , (47)
where we have introduced the constant C2 = κ|β0 Tmat|
for r < R, which vanishes when r > R. The field equa-
tion is still subject to the same boundary conditions as
before, and thus, ϕ(r = 0) = ϕc and ϕ
′(r = 0) = 0 to
ensure regularity at the center and to ensure the scalar
field is continuous and differentiable at the surface.
Now we must solve Eq. (47) inside and outside the star,
subject to the boundary conditions above. The exterior
solution takes the form
ϕ = ϕ∞ +
GωA
r
+O
(
1
r2
)
, (48)
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FIG. 1. A breakdown of the parameter space we explore. Each colored region, labeled also by Roman numeral, has a different
numerical grid associated with it that is explain in detail throughout the text. The numbered points appearing here represent
points in parameter we use to estimate the error in our numerical calculations, the details of which can be found in Appendix
A.
where ϕ∞ and ωA are integration constants. There are
two interesting scenarios that can occur within the star,
namely when the product β0 Tmat is positive and when it
is negative. In the positive case, the interior solution for
the scalar field takes the form
ϕ(r < R) =
ϕ∞
cos (CR)
sin (C r)
C r
. (49)
The asymptotic value of the scalar field at infinity ϕ∞
can made chosen to be arbitrarily small, but even in the
case of ϕ∞ → 0, the central value of the scalar field can
still be non-zero if cos(CR)→ 0 at the same rate. While
this is an over-simplified description of the problem, one
in which we essentially are assuming a constant density
inside the star and ignoring non-linear effects, it does
demonstrate that there can be non-trivial scalar field so-
lutions even when one forces the asymptotic value of the
scalar field to vanish.
In the situation where the product β0 Tmat is negative,
there exists an opposite effect inside the star: any devia-
tions from GR are exponentially suppressed. The nega-
tive case leads to an interior solutions of the form
ϕ(r < R) =
ϕ∞
cosh (CR)
sinh (C r)
C r
, (50)
in which case any non-vanishing value of ϕ∞ is sup-
pressed even further by cosh (CR). The suppression
mechanism drives the STT solution to GR inside the star
when β0 Tmat < 0.
In this linear ϕ regime, the quantity GωA appearing in
Eq. (48) can be expressed as
GωA = −ϕ∞
(
R− tan(CR)
C
)
, (51)
in the case of β0 Tmat > 0 and with the tangent exchanged
for a hyperbolic tangent when β0 Tmat < 0. Recalling
from Sec. II that αA = −ωA/mA and that ϕ∞ = α0/β0
one finds that αA ∝ f(β0,mA)α04, as long as one can
neglect non-linear interactions of the scalar field. While
many of the most interesting effects of STTs, like sponta-
neous scalarization, occur in the most non-linear regions
of parameter space, this simple relations provides valu-
able insight into the types of solutions one would expect
in other regions of parameter space.
4 Technically, this relation should read αA ∝ f(β0,mA)α∞ as the
scalar charge should always reduce to its weak field counter part
α∞ in the absence of strongly self-gravitating matter. However,
these relations are already derived under weak field assumptions
and in both theories α∞ h α0 in this regime.
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B. A classification of parameter space
Let us now use the analytic insight described above
to guide us in our numerical exploration of the {α0, β0}
parameter space shown in Fig. 1. We will break our in-
vestigation into six distinct regions in parameter space,
each of them having distinct features that need to be
handled differently when solving for the scalar charges
numerically. In all of these regions we must set up some
numerical grid in α0, β0, and mA, and these grids are pre-
cisely how each of these regions differ from one another.
We discuss the various regions in Fig, 1 in detail below,
relying on the analytic insight above and our numerical
results, and in the next subsections we will present the
numerical techniques used in each region and our results.
There exist three regions, I–III (brown, red, and orange
respectively) in Fig. 1 in which spontaneous scalariza-
tion occurs, i.e. when β0 ≤ −4.3. In all of these regions
there exists a phase transition in the scalar field, with the
sharpness of the transition being determined by the value
of α0 (lower values leading to more steep transitions).
Due to the varying level of steepness in the phase transi-
tions and the numerical limitations of taking derivatives,
we have broken this region of β0 into 3 distinct subregions
in which we use different numerical techniques to most
efficiently explore the parameter space. In short, region I
in Fig. 1 contains the sharpest transitions, and therefore
requires a finer numerical grid in mA to resolve the rel-
evant features of interest. Region II contains less sharp
transitions and it can be accurately explored with less
grid points. Regions I and II both contain the same grid
spacing in log10(α0) and β0, but a different spacing in
mA. Lastly, region III contains the same grid spacing in
mA and β0 as region II, but it contains more grid points
in α0 to allow us to accurately calculate the numerical
derivatives necessary for the scalar charges.
Region V (cyan) in Fig. 1 is where the non-linearity of
the scalar field can effectively be neglected and hence the
scalar charge turns out to scale as in Eq. (51). When we
solve the full set of field equations we make no approxi-
mations, but the resulting scalar charges do indeed follow
the scaling relation αA ∝ f(β0,mA)α0. Thus, in region
V we solve for a single set of solutions at a single value of
α0, lying on the black dashed lines in Fig. 1 at α0 = 10
−3
for β0 > −3.5 and α0 = 10−4 for β0 < −3.5, and we use
the scaling relation to populate the entire region. We
numerically verify in Sec. A 2 that these scaling relations
are indeed accurate when compared to the full numeri-
cal exploration of this region of parameter space. This
scalable region does not cover the entire parameter space
where spontaneous scalarization does not occur. We have
found numerically that the scaling does not hold when
β0 < −3.5 and when α0 ∈ (10−4, 10−2), which is why
we have isolated this part of parameter space to region
IV. In this region, we investigate the solutions as if we
expected spontaneous scalarization.
For region VI in Fig. 1 we find that the scaling rela-
tions previously discussed no longer exist because of how
large α0 can become. The lack of quasi-analytic solutions
here should not come as a surprise because this region
has such large values of α0 that STT modifications can
be easily constrained with solar system observations. For
completeness, however, we still investigate this region ex-
tensively as some parts of this parameter space are actu-
ally useful when placing binary pulsar constraints5. We
have also removed a portion, region VII in gray, from
the parameter space because we are not able to calculate
NS solutions here. This has been noted in the litera-
ture before when considering DEF theory [21, 38], but
in those papers, the authors only investigate small val-
ues of α0 and focused on values of β0 considerably larger
than what we consider here. Nonetheless, we find results
very similar in this gray region of parameter space for
both DEF and MO theory and it becomes impossible to
extract any useful information from our numerical calcu-
lations. Therefore, since binary pulsar typically do not
probe this region and Solar System tests have already
ruled it out, we are justified in neglecting it.
The final point to discuss regarding the parameter
space is the vertical dashed line and numbered points
appearing in Fig. 1. The black vertical dashed line at
β0 = −6 marks a set of special solutions we have calcu-
lated to compare our results to those original found in
Ref. [22]. While we do not explore this region of param-
eter space in depth it provides a useful comparison to
validate our code and make comparisons between known
results in DEF theory and new results in MO. Details
about the numbered points in Fig. 1 can be found in
Table III and they represent a set of points we use to in-
vestigate the error in our numerical results. The details
of this error analysis can be found in Sec. A.
C. Numerical methodology
We parameterize our NS solutions by a choice of
{ρ˜c, α0, β0} which ultimately determines the star’s grav-
itational mass mA, baryonic mass m¯A, and the asymp-
totic value of the scalar field ϕ∞ = α0/β0. We take the
approach of solving Eqs. (31) starting from the center of
the NS, using Eqs. (32) to start our numerical integra-
tion away from the singularity at ρ = ρmin. We follow
the methods employed in Refs. [37, 38] and use Mathe-
matica’s default ODE solver6 to integrate the equations
to the surface of the NS where we then use Eqs. (40) to
extract values at spatial infinity.
5 In Ref. [7], for example, there exists a region near β0 ∼ −2
in which constraints on scalar dipole radiation fail to constrain
STTs better than Cassini and other weak field tests. This “horn”
appearing in the binary pulsar constraints occurs for NS-WD
binaries in which the quantity (αNS − αWD)2 ∼ (αNS − α0)2
vanishes, which tends to happen near β0 ∼ −2.
6 The default method used is LSODA which is a variant of the orig-
inal LSODE (Livermore Solver for Ordinary Differential Equa-
tions) approach to solving a wide class of differential equations.
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Method -4 -3 -2 -1 0 1 2 3 4
central — — 1/12 -2/3 0 2/3 -1/12 — —
forward — — — — -25/4 4 -3 4/3 -1/4
backward 1/4 -4/3 3 -4 25/4 — — — —
TABLE I. The finite difference coefficients found in Eqs. (53)-(55). For every method (central, forward, or backward) the
columns denote the value of the coefficient for the corresponding subscripts found in Eqs. (53)-(55) .
In order to begin the integrations, however, we must
make a choice of ρ˜c and ϕc as these are the two indepen-
dent parameters appearing in the boundary conditions.
It is near impossible to guess the correct value of ϕc that
correspond to a given ϕ∞ = α0/β0 to within a small tol-
erance. Therefore, we use a Newton-Raphson shooting
method to converge onto the correct value of ϕc. In par-
ticular, we solve the equations again with a new central
value of the scalar field ϕc,n+1 = ϕc,n+∆ϕc, which gives
a slightly different value of ϕ∞. The difference of the
extracted values of ϕ∞ allow us to construct a simple
difference equation
ϕc,n+1 = ϕc,n −∆ϕc ϕ∞,n − α0/β0
ϕ∞,n+1 − ϕ∞,n , (52)
where n is the iteration number. The equation above
allows us to predict a new value of ϕc that gives a value
of ϕ∞ that is closer to the desired result, and we iterate
this process until the resulting value of ϕ∞ is equivalent
to α0/β0 to within some numerical tolerance. At the
subsequent point in ρ˜c we use the previous value of ϕc as
the starting point for the shooting, which typically allows
convergence to within numerical tolerance in about 2-3
iterations.
The method described above provides NS solutions
corresponding to a single combination of {ρ˜c, α0, β0}
for any choice of theory and EOS. It is convenient that
the scalar charge αA can be extracted directly from the
boundary conditions at the surface. The quantities βA
and kA, however, must be calculated by taking deriva-
tives across multiple solutions while keeping the bary-
onic mass constant. The most accurate way to take
these derivatives would involve parameterizing the NS
solutions by {m¯A, α0, β0} instead and shooting in both
ρ˜c and ϕc. Such an approach would allow one to con-
struct multiple NS solutions with identical values of m¯A
and varying values of ϕ∞, corresponding to different val-
ues of α0, which is required for the derivatives needed
to calculate βA and kA. While this approach works ex-
tremely well, it is very computationally expensive since
one must now shoot in two dimensions multiple times just
to calculate the scalar charges for a single combination
of {m¯A, α0, β0}. To completely populate the parame-
ter space of interest one must compute the charges for
roughly 105 combinations of {m¯A, α0, β0} just for a sin-
gle EOS and theory choice. This quickly becomes cum-
bersome from a computational standpoint so we decided
to take a different approach.
Our computational method is as follows. We continue
to parameterize the NS solutions with {ρ˜c, α0, β0}, but
rather than focusing on a single value of m¯A, we calcu-
late an entire mass-radius (MR) curve of solutions, cor-
responding to a set of {ρ˜c,i}, for a large discrete set of
{α0, β0} values. This approach allows us to then inter-
polate the scalar charge αA as a function of the baryonic
mass, thus generating curves like those in Fig. 2. Be-
cause we have a finely discretized grid in m¯A, we can
interpolate between points and extract αA(m¯A) for any
value of baryonic mass, and we can do the same for every
curve we calculate. Therefore, we can compute numerical
derivatives of the scalar charge (or any other quantity)
at any value of baryonic mass in a computationally effi-
cient way. While this method is prone to more numerical
error than the previous one, it allows us to sample the
entire parameter space very finely and it can be carried
out orders of magnitude faster. A discussion of the errors
associated with our methods is presented in Sec. A 2
Let us now discuss the way we take numerical deriva-
tives. We choose to use a fourth-order accurate finite dif-
ference scheme to calculate the derivatives in Eqs. (26)-
(27). For reasons discussed below, we have to use central,
forward, and backward finite difference schemes in order
to most effectively utilize our numerical grid, and they
take the forms(
dF
dϕ0
)
c
=
c-2F-2 + c-1F-1 + c0F0 + c+1F+1 + c+2F+2
∆ϕ0
,
(53)(
dF
dϕ0
)
f
=
f0F0 + f+1F+1 + f+2F+2 + f+3F+3 + f+4F+4
∆ϕ0
,
(54)(
dF
dϕ0
)
b
=
b-4F-4 + b-3F-3 + b-2F-2 + b-1F-1 + b0F0
∆ϕ0
,
(55)
where F±n = F (ϕ0 ± n∆ϕ0), and ci, fi, and bi are the
corresponding finite difference coefficients for central, for-
ward, and backward derivatives respectively found in Ta-
ble I.
Let us now briefly discuss the numerical grid in param-
eter space. Each region of parameter space in Fig. 1 uses
a different numerical grid in {mA, α0, β0}. The spacing
in α0 is determined by the level of accuracy we want when
using the various finite difference schemes for the deriva-
tives. Since ∆ϕ ∝ ∆α0 we need to choose our spacing
such that ∆α0 between consecutive solutions branches is
not too large. Finally, the β0 grid is determined strictly
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FIG. 2. As example of the numerical grid we use and the resulting solutions for mA for DEF theory and AP3 EOS with
β0 = −5.0 and α0 = 10−5. Starting counter-clockwise from the top-left: αA(ρ˜c), αA(mA), log10 IA(mA), and mA(ρ˜c). The
orange points marked 1–4 represent the same NS solution on each of the panels and the solid black curves appearing in each
panel represents the GR solution. The green regions represent the lowest resolution, followed by the blue region, and with th
red regions being most dense, as described in detail in the text. The vertical dashed lines represent the critical values of central
density at which point spontaneously scalarization “turns on” and “turns off”.
by the presence of spontaneous scalarization. Therefore,
if β < −4.3, the grid spacing is ∆β0 = 0.02 and otherwise
it is ∆β0 = 0.1. The details of the grids in each subspace
are presented in the next subsection.
The spacing in mA in each region is determined by the
presence of any sharp features that may appear in the
solutions, such as spontaneous scalarization. The green
regions appearing in the left panels of Fig. 2 represent the
lowest resolution portions of our grid, in which we have
a grid point every 0.1ρ0; we call this value ∆ρ
GR
c since
it is dense enough to accurately reproduce a MR curve
in GR. Spontaneous scalarization turns “on” and “off”
in the red regions in Fig. 2, and in order to capture the
phase transition effectively, we increase our resolution to
∆ρPTc = ∆ρ
GR
c /800, where PT stands for phase transi-
tion7. The blue region in Fig. 2 between the phase tran-
sitions is where there are no sharp features, but where
7 We only increase this resolution by a factor of 800 when we
consider α0 ≤ 10−4 and β0 < −4.3. When α0 > 10−4, we
find that we do not need to sample as many points to fully
we still want increased resolution since non-linear effects
do come into play; in these regions, we use a grid spacing
∆ρscalc = ∆ρ
GR
c /20 where scal stands for scalarization.
Figure 2 illustrates the density of grid points in these dif-
ferent regions by the number of orange circles appearing
along each curve. We limit our solutions to values of ρ˜c
that give a 0.5M NS in GR and the ρ˜c that predicts the
maximum mass NS in GR, for each EOS we consider. As
in the (α0, β0) grid spacing case, the details of the ρ˜c grid
are presented in the next subsection.
capture the features of the phase transition, hence we allow
∆ρPTc = ∆ρ
GR
c /200. In regions where spontaneous scalariza-
tion does not occur, i.e. β > −4.3, there is no phase transition
and we simply use ∆ρc = ∆ρGRc /20 everywhere.
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FIG. 3. The different scalar charges αA, βA, and kA, appearing in the first, second, and third column respectively, as function
of the gravitational mass of the NS for β0 = −6 and α0 = 1.44×10−2. The top row was obtained using the polytropic equation
of state in Sec. III C 1, with black curves corresponding to DEF theory and red curves to MO theory. The bottom row was
obtained using the tabulated AP3 EOS (black and red) and its piecewise polytropic approximant (orange and blue) where
black and orange curves are for DEF theory and red and blue for MO theory.
D. Numerical results
1. Code Verification: the β0 = −6.0 case
With a basic idea of our numerical grid and numerical
methods for solving NS solutions in hand, let us present
a comparison between our results and the ones found
in [22]. In that study, the authors used the polytropic
equation of state described in Sec. III C 1 and they show
results for the β0 = −6 and |ϕ∞| = 2.4× 10−3 (or α0 =
1.44×10−2 in our framework) case, which corresponds to
point 1 in Fig. 1. In addition to using the polytropic EOS
of [22], we will also show here results for the tabulated
and piecewise polytropic versions of AP3 for both the
DEF and MO STTs.
Let us first take a look at the top row of Fig. 3. Com-
paring our result to those in [22], we see that the black
curves, those for DEF theory, are in great agreement8.
The red curves in Fig. 3 are the results for the MO the-
ory and we see that in every case the magnitude of the
charge is less than those of DEF theory and that they
8 Noticed that we have used gravitational mass instead of baryonic
mass on the horizontal axis.
also do not reach very high masses. This feature is gen-
eral for MO theory, i.e. this feature is not a result of a
special choice of α0 and β0. The reasoning behind this
is that the curvature of the conformal potential appear-
ing in Eq. (13) is not as large as that of DEF theory,
and therefore, the excitation of the scalar field is never
as strong once the instability occurs. The curves for βA
and kA formally diverge at higher masses, a phenomenon
due to the fact that these are derivatives of quantities
that “turn over” on themselves, e.g. in the right pan-
els Fig. 2 one can see that the slope in αA and log10 IA
become infinite at some point as the mass increases.
The bottom row in Fig. 3 shows the same scalar charges
but for realistic equations of state, namely AP3 here, and
its piecewise polytropic approximate. The maximum val-
ues of αA are very weakly affected by the EOS in both
theories. There is, however, a strong dependence on the
EOS when it comes to the location of the critical mass,
mcrit, at which spontaneous scalarization occurs, and the
maximum mass above which stable NSs do not exist. The
other scalar charges, βA and kA, are quite different be-
tween the different EOSs and theories. The phase tran-
sition is now less sharp, and therefore, the magnitude of
βA is smaller than in the polytropic case. Moreover, it
happens to be the case here that in MO theory there
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FIG. 4. The behavior of the scalar charges as one changes α0 and β0. Here we have used MO theory with AP3 EOS. The
first three rows correspond to constant values of α0 (show on the right) for −5.0 ≤ β0 ≤ −4.0 , ranging in color from most
red to most blue respectively. The bottom row corresponds to β0 = −5 and −5 ≤ log10 α0 ≤ −2, with colors from red to blue
respectively. The shaded regions represent the smooth transitions in the solutions from one curve to the next and they continue
to follow these trends as one continues to change the parameters α0 and β0.
is no formal divergence in βA at large masses. Finally,
the “negative spike” in kA that usually occurs is greatly
suppressed for realistic EOSs.
The piecewise polytropic EOS leads to scalar charges
that are very similar to those found with a tabulated
EOS. Aside from a very slight shift in the masses, the
structure and magnitude of the scalar charges are nearly
identical. The small differences are likely due to the fact
that polytropes are just too simple to accurately capture
the different physics that occurs at different densities in-
side NSs, which can over/under exaggerate features we
find in the scalar charges. Using the piecewise polytropes,
however, can speed up numerical calculations immensely
since they are analytic. A more detailed investigation
of the differences between tabulated and piecewise poly-
trope results can be found in Sec. A 3
2. Spontaneous scalarization: β0 ≤ −4.3
As is well-known in the literature, spontaneous scalar-
ization occurs in STTs when β < −4.3 regardless of the
EOS. As demonstrated in the previous section, there ex-
ists a mcrit at which a phase transition of the scalar field
occurs, but the precise value of this mass, however, de-
pends on the theory, the EOS, and the value of β0. These
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dependencies require that we determine what this criti-
cal mass is, and to place a finer grid in ρ˜c centered near
this location to ensure we capture the details of the phase
transition with enough accuracy and precision to calcu-
late the scalar charges at these points, cf. Fig. 2. Spon-
taneous scalarization occurs in regions I–III (brown, red,
and orange) of Fig. 1, each of which has a slightly differ-
ent grid that we discuss in detail next.
Region I (Brown):
This region has the finest grid in ρ˜c because the phase
transition is most sharp here, and near the transition
we decrease our spacing in ρ˜c by a factor of 800 rela-
tive to ∆ρGRc , as mentioned earlier. This level of res-
olution requires around 600 NS solutions in total for
each value of α0 and β0. In this region, we use α ∈
{1.2, 1.1, · · · , 0.2} × 10mag where mag ∈ {−4, −5}, and
a spacing in β0 of ∆β0 = 0.02. Spacing α0 in this manner
gives a spacing in ϕ of ∆ϕ = 10mag−1/β0 ∼ 2 × 10mag
for this range of β0. Since our finite difference schemes
are all fourth-order accurate, our spacing in α0 is small
enough to confidently calculate the needed derivatives9.
This particular spacing allows us to use the central finite
difference scheme for mantissa of α0 from 1.0 to 0.4, the
forward finite difference scheme for 0.2 and 0.3, and the
backward scheme for 1.2 and 1.1. Since we need to cal-
culate 1.2, 1.1, 0.3, and 0.2 for using the central finite
difference scheme, we automatically get the derivatives
at these extra points for free just by changing the finite
differencing.
Region II (Red):
In this region, we are able to use only a factor of 200
more points near the transition regions, i.e. ∆ρGRc /200.
We use the same grid in β0 here as in region I above,
i.e. ∆β0 = 0.02. Our grid in α0 is set up in a similar
way as well, i.e. α ∈ {1.2, 1.1, · · · , 0.2} × 10mag where
mag ∈ {−2, −3}, and are both set up to make efficient
use of the finite differences introduced above. As one
can see in Fig. 3 for example, the phase transitions are
not as sharp in this region as they are in region I (see
Fig. 2), and this allows us to confidently under-sample
mA relative to these smaller values of α0.
Region III (Orange):
In this region, the spacing in α0 is finer than what
we used before. Overall, we adopt a similar scheme as
before, but we now require a finer grid centered around
the main values of α0 we are interested in. Here we use
α0 ∈ {1.0, 0.9, · · · , 0.2} × 10mag with mag ∈ {0, −1} as
9 Going to smaller values of α0 is difficult because we can never
let it change signs when calculating the derivatives. This means
that ∆α0 must always be smaller than α0, and it is computa-
tionally expensive to calculate solutions with enough accuracy
and precision for ∆α0 . 10−6.
the main grid points, and around each of these grid points
we choose the set α0 ∈ {+2,+1,−1,−2} × 10mag−3 to
give us the other necessary points needed for the finite
differences. These choices roughly enforce the same level
of accuracy in our results when compared to the grids
used for smaller values of α0.
Region IV (Blue):
This region of Fig. 1 extends to larger values of β0
than where spontaneous scalarization occurs, but there
are still non-linear effects here that come into play and
prevent us from using the quasi-analytic relations. In this
region, we only sample in intervals of ∆β0 = 0.1, but we
must sample α0 on a grid like that used in region I. Thus,
region IV is essentially a transition region between spon-
taneous scalarization and the rest of parameter space,
and thus it requires special consideration.
Scalar Charges:
Some representative results for the various scalar
charges in MO theory can be found in Fig. 4, for mul-
tiple values of α0 and β0 described in the caption. The
first three rows in Fig. 4 show the behavior of the scalar
charges for −5 ≤ β0 ≤ −4.0, ranging from most red to
most blue respectively, and three orders of magnitude in
α0. Notice that as α0 decreases, the growth of αA be-
comes more rapid as the phase transition of the scalar
field becomes more sudden. As a result of this, the peaks
in βA and kA increase in magnitude and decrease in width
because higher order effects become more localized in
mA. One also notices that the location of mcrit, the mass
at which spontaneous scalarization turns “on”, moves to-
wards larger masses as β0 become less negative, as one
would expect [22].
The maximum value of βA at mcrit decreases as we
decrease |β0|, while the max values of the kA tends to
increase. A possible explanation for this is related to the
location of mcrit. For the situations where mcrit is larger,
the NSs at this mass have a larger moment of inertia, and
therefore, it is possible the NS’s inertia is more sensitive
to the external scalar field, and hence the increase in kA.
This reasoning also explains why the right peaks of kA
are larger than the left peaks10.
We have determined numerically that the max values
βA,max and kA,max follow simple linear relations in log10
space for α0 and a fixed β0. The coefficient of these
relations remain EOS and theory dependent, but they
take the general form
log10 βA,max = B0(β0) +B1(β0) log10 α0 , (56)
10 The appearance of this second peaks is somewhat unique to MO
theory for this range of β0. As one can see in Fig. 3, βA and kA
diverge for high masses in DEF theory but not in MO theory.
For more negative values of β0, however, MO theory also exhibits
such divergences for large masses.
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log10 kA,max = K0(β0) +K1(β0) log10 α0 , (57)
where B0, B1, K0, and K1 are coefficients that depend
on the value of β0. The quantities B1 and K1 are al-
ways negative for all values of β0 that we consider, and
there is no reason to think that this would be any dif-
ferent for more negative values of β0. This means that
βA,max and kA,max always increase (decrease) with de-
creasing (increasing) α0 as one might expect. Moreover,
for our data we find that B1 is always less than 2, and it
is typically less than unity. This is important because the
combination α20βA appears directly in the PPK parame-
ter ω˙ for binary pulsars with a companion white dwarf.
While it is hard to numerically investigate regions of pa-
rameter space with α0 < 10
−5, these linear relations tell
us that the combination α20βA will always decrease with
decreasing α0 and have negligible effects on the PPK pa-
rameters. These relations only hold for α0 < 10
−2 but
they provide a convenient way to estimate the maximum
value of the scalar charges without numerically solving
the field equations.
The bottom row of Fig. 4 shows the behavior of the
charges for a constant β0 = −5, but multiple orders of
magnitude in α0, red corresponding to the smallest values
and blue to the largest. As one may expect, the overall
magnitude of αA is determined by the values of β0, while
its growth rate near the critical mass is determined by
α0 and is correlated directly with the magnitude of βA.
A similar statement can be made for kA in that α0 deter-
mines how sudden the growth of the scalar field is, and
therefore, it leads to larger values of kA near the critical
mass at which these transitions occur.
3. No Spontaneous Scalarization: β0 > −4.3
Region V (Cyan):
This region of parameter space is perhaps the sim-
plest and easiest to explore numerically. As mentioned
in Sec. IV A, as long as α0 is not too large, there exist
scaling relations that we can use to calculate the scalar
charges. Reiterating what we explained in that section,
in this region of parameter space we can assume the scalar
charge αA takes the form
αA = α0f(β0,mA) , (58)
which then allows us to derive simple relations for the
other scalar charges. Taking the derivative of this scalar
charge, and applying the chain rule to the definition of
βA, we find
βA =
∂αA
∂α0
(
∂ϕ∞
∂α0
)−1
= β0 f(β0,mA) =
αA
ϕ∞
. (59)
Equation (59) tells us that, for any value of β0, βA(mA)
is the same for all values of α0 . 10−2. Moreover, this
equation also tells us that βA is always directly propor-
tional to αA, meaning that we technically do not even
need to take any derivatives to determine it.
We can find a similar relation to that in Eq. (58) for
the inertial charge kA, but the derivation is slightly more
complicated. Starting with Eqs. (40i)-(40j) and assuming
weak fields everywhere such that eνˆ ∼ 1 one finds that
the moment of inertia becomes
I =
J
Ω
≈ Gm
2R(3− α2A)
3c2
, (60)
where we have also neglected terms of order (Gm/Rc2)2.
Using this in the definition for kA in Eq. (27) we find
kA ≈ αA
(
2 +
m
R
∂R
∂m
− 2
3
βA
)
, (61)
where we have made use of the definitions of the other
scalar charges αA and βA. Then, making use of Eqs. (58)-
(59) we find that
kA = α0 g(β0,mA) , (62)
where g is a function independent of α0.
The scaling relations we have introduced make the ex-
ploration of this region in β0 almost trivial. We simply
calculate the three scalar charges for points in parameter
space lying on the horizontal dashed lines of Fig. 1 (at
α0 = 10
−4 and α0 = 10−3), and then, we rescale the
results to find the charges for any other point in region
V, holding β0 constant. For the solutions we do calculate
directly, we use a grid in β0 given by ∆β0 = 0.01 and a
grid in ρ˜c given by ∆ρ
GR
c /20. Because there are no sharp
features in the scalar charges in this region of parameter
space, we sample considerably less central densities when
compared to when spontaneous scalarization occurs.
Region VI (Yellow):
This region presents the same numerical difficulties as
region III, expect that there is a lack of spontaneous
scalarization in region VI. We use the same grids in β0
and α0 as those used in region III, and the same grid in
ρ˜c as that used in region V. Note, however, the the gray
region in Fig. 1 cuts out a significant portion of region VI.
As we mentioned earlier, this is because we cannot find
stable NS solutions in the gray region, and we must thus
omit them from our analysis since they are extremely
unlikely to affect binary pulsars constraints.
Scalar Charges:
Some representative results of the scalar charges in re-
gion V are shown in Fig. 5. In this figure, we hold mA
constant and plot the scalar charges as a function of β0
spanning the entire region for β0 ≥ −3.5. Each curve
in Fig. 5 represents a different value of α0 and it be-
comes clear that log10 αA and log10 kA scale directly with
log10 α0, showing that the relations in Eqs. (58) and (62)
are indeed accurate. Moreover, the value of βA shown in
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FIG. 5. An example of the scaling relations described in
the text for MO theory and AP3 EOS. The scalar charges
αA and kA do indeed scale directly with α0 and βA behaves
independent of the value of α0.
the middle panel of Fig. 6 shows no dependence on α0,
verifying that Eq. 59 holds. Figure 6 shows similar scalar
charges but as a function of the gravitational mass of the
NSs for a representative set of β0 from region V. One will
notice that NSs in this region of parameter space begin
to “de-scalarize” as the mass of the NS increases, i.e. αA
becomes smaller than α0 as mA increases. As one might
expect from Fig. 5, all three scalar charges monotonically
decrease in magnitude, for all masses, as one increases β0.
V. USING THE DATA FILE
Now that we have discussed how we calculate the
charges and presented some of the results, let us discuss
how one can use the end product of this analysis: the
data generated for all the scalar charges. This section
explains how the master data file is generated, what its
properties and limitations are and
α0 = 10
−3
10−3
α
A
−2
0
2
4
6
β
A
1.2 1.4 1.6 1.8 2.0
mA/M¯
10−3
10−2
k
A
FIG. 6. Examples of the scalar charges found in the cyan
region of parameter space in Fig. 1, for MO theory and AP3
EOS. We include curves for −3 ≤ β0 ≤ 5 with spacing ∆β0 =
1, with color ranging from red to blue respectively.
A. The generation of the master data file
We first set up our numerical grid according to Sec. IV
and subsections therein. From each NS solution we ex-
tract the boundary conditions in Eqs. (40) and save them
to file for post-processing. The previous step requires the
bulk of the computational time, as we need to calculate
on the order of 105 different NS solutions (1 for each com-
bination of {ρ˜c, α0, β0}) for each combination of theory
(DEF or MO) and EOS in Sec. III C 2.
With the full set of data in hand for a theory-EOS com-
bination, we now process it to extract the scalar charges.
As we mentioned in Sec. IV, we interpolate the raw data
in order to extract information from more masses than we
actually sampled. To do this interpolation, however, we
need to proceed with caution when dealing with NS that
spontaneous scalarize, like those in Fig. 3. One notices
that αA “turns over” on itself for large masses. While
this feature is not present for every set of NSs that under-
goes spontaneous scalarization, it does present a problem
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for interpolation since the function is multi-valued. To
avoid this issue, we remove the data points that lie on
the unstable branch of solutions, i.e. the ones that coin-
cidentally make αA double valued (cf. the dashed points
in the top left panel of Fig. 3). This is possible because,
at least when spontaneous scalarization occurs, there is
always NS solutions that reach maximum masses that are
at least as large as the maximum mass in GR11. With the
unstable points of the solution removed we simply con-
tinue with the interpolation as described in the previous
paragraph.
In total we must interpolate 4 separate functions to
give us the data we need for constructing the data files,
which are {mA(m¯A), m¯A(mA), αA(m¯A), log IA(m¯A)}.
We need αA and log IA as function of the baryonic mass
for each ϕ∞ in order to take the relevant derivatives in
Eqs. (25)-(27) and we need {mA(m¯A), m¯A(mA)} in or-
der to freely switch back and forth between baryonic and
gravitational mass12. For the two masses, we interpo-
late them with a simple linear method to remove any
possible artifacts that arise from the interpolation itself.
For αA we implement different interpolation schemes de-
pending on if spontaneous scalarization occurs. If spon-
taneous scalarization is absent, we simply use a cubic
spline on αA and this does great since the curves are
smooth and generally free of any numerical anomalies.
If spontaneous scalarization is present, however, then we
use a cubic spline on log10 αA as this helps us better han-
dle the rapid growth of the scalar field, especially when
α0 < 10
−4. We find that the errors, discussed in Sec. A 1,
are significantly smaller when we interpolate log10 αA in-
stead of just αA. Lastly, we interpolate log IA with a
cubic spline as well, and while this may introduce some
error for low masses, it better suites the data for larger
masses, c.f Sec. A 1 for a discussion.
What follows after the interpolation of the raw data is
the calculation of the scalar charges βA and kA accord-
ing to Eq. (26) and Eq. (27) respectively, making use
of the various finite difference schemes in Eqs. (53)-(55).
At this point we are able to produce the data we have
shown in our figures thus far, and we have the ability
to sample our results as finely as we need to in mA in
order to produce the most accurate results. However,
when producing the master data files for each theory-
EOS combination we do not have the luxury of over sam-
pling in mA otherwise each individual data file would be
11 This can be seen from a mass-density curve like that in Fig 2,
in which case the scalarized branch of solutions “departs” from
the GR curve and eventually “return” for larger values of ρ˜c.
Therefore, even if the scalarized branch does not produce a NS
with mass greater than the maximum mass in GR, the GR branch
will.
12 The gravitational mass is the one appearing in parameterized-
post-Keplerian parameters that get constrained from binary pul-
sar experiments. Therefore, we need the baryonic mass to take
the appropriate derivatives for the scalar charges, and the grav-
itational mass to link our results to binary pulsar experiments.
far too large in size. Therefore, we decided to sample
in the region 1M < mA < Mmax, GR, with a spacing
∆mA = 0.002M, since this is a generous mass range in
which we expect to observe pulsars.
B. Properties of the master data file
The data files we have generated contain nine columns
of data and they have the structure that appears in Ta-
ble II. The first three columns of the data correspond
to the scalar charges αA, βA, and kA respectively. The
fourth and fifth columns contain the values for baryonic
mass and gravitational mass respectively, the latter of
which falls on the grid described in the previous para-
graph. Columns six and seven contain α0 and log10 α0,
of which the former lay on the grid described in section
Sec. IV D 2. Column eight contains the value of β0, which
ranges from−5 ≤ β0 ≤ +5 and lies on a grid with spacing
∆β0 = 0.02 for β0 < −4.3 and ∆β0 = 0.1 for β0 > −4.3.
While not shown in Table II, we have included 4 more
columns of additional information in the master data files
that some readers might find useful: the ninth column
contains the central density, the tenth contains the ra-
dius, the eleventh contains the central value of the scalar
field, and the twelfth contains the surface value of the
scalar field. However, we point out that in region V not
all of these quantities are calculated explicitly because
we make use of the aforementioned scaling relations and
therefore some assumptions have been made. Because
the scalar field is relatively (compared to unity) small
in region V, the radius and central density can be as-
sumed to obey the same functional relationship to the
gravitational mass as those solutions found on the hori-
zontal black dashed line appearing in Fig. 1, i.e. the set
of solutions we apply the scaling relations to. One can
see from the boundary condition in Eq. (40g), that the
surface value of the scalar field, ϕs, scales directly with
ϕ∞, at least to first order in ϕ∞, and thus we have made
use of this in the construction of the data files. However,
the central value of the scalar field cannot be assumed
to obey the same relations because is is one of the free
parameters the we must numerically determine through
a shooting method. While it would be reasonable that
this would also obey the same relations in the limit of
weak scalar fields, we could not verify this from our nu-
merical data and have therefore given them a value of
“0” in the data files. We emphasize that the true value
of the central scalar field is not actual zero, but for the
sake of providing a complete data file that can be easily
interpolated we have included these null values as a place
holder.
The files we have generated can be used in a vari-
ety of fields where scalar charges appear, not just binary
pulsar experiments, although this is the primary target
of this work. The data can be accessed though a git
repository [57] and is structured on a uniform grid such
that one can either use the data as is, or interpolate it
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αA βA kA m¯A mA α0 log10 α0 β0
0.444979 0.270288 0.931259 1.16903 1.000 1. 0. -5.00
0.444787 0.270318 0.931345 1.17155 1.002 1. 0. -5.00
0.444595 0.270350 0.931432 1.17408 1.004 1. 0. -5.00
...
...
...
...
... 1. 0. -5.00
0.331799 0.410289 1.101105 2.67262 2.100 1. 0. -5.00
0.440000 0.314515 0.925646 1.15792 1.000 0.9 -0.045757 -5.00
0.439811 0.314451 0.925772 1.16041 1.002 0.9 -0.045757 -5.00
...
...
...
...
...
...
... -5.00
0.120843 10.909670 4.323983 2.50472 2.100 0.000002 -5.69897 -5.00
0.444997 0.270390 0.931196 1.16931 1.000 1. 0. -4.98
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
0.0000004 1.062219 -0.000001 2.50430 2.100 0.000002 -5.69897 5.00
TABLE II. An example of the layout for the first 9 columns of the data file for MO theory and AP3 EOS. For a given value
of β0 we tabulated the data for every value of α0, of which for every value of α0 we tabulate data for all values of mA using
the grid described in the text. This pattern repeats for all values of −5 ≤ β0 ≤ +5 that we sampled. The definitions of the
quantities in the columns is described in the text. The actual data files we provide also have data for the central density, radius,
central scalar field, and surface scalar field of the NSs.
if desired. For interpolation purposes, we have also in-
cluded three separate files containing the grid points in
{mA, α0, β0} that we used and are labeled appropriately
in the git repository. We have included both a Python
and Mathematica script that is capable of reading in the
data, setting up the numerical grid, and interpolating the
data using SciPy’s RegularGridInterpolator function for
Python and Mathematica’s native Interpolation func-
tion, both of which make use of a linear order method
for three-dimensional data.
Recall that for the gray region of parameter space in
Fig. 1 we were not able to find NS solutions that were
of any use. As we have mentioned earlier, excluding this
data from our investigation is not necessarily a shortcom-
ing since these regions of parameter space are so heavily
constrained by solar system observations and they are
generally excluded from any analysis. However, for the
sake of enforcing that all data lie on a uniform grid and
can therefore be interpolated with ease, we found it ben-
eficial to include this region of parameter space in our
data. To do this, we artificially give values to the three
scalar charges as a sort of place holder in the data. Since
these regions of parameter space are generally excluded
by observations we have given the scalar charges all an
unphysical value of 105. We chose this value more out of
convenience in an effort to force, say, an MCMC to avoid
these points in parameter space because NSs do not exist
and therefore the charges technically do not exist either.
C. Comparison to full data
One questions we need to concern ourselves with is
whether or not the data in these files accurately repro-
duces the raw data from which they came since we have
had to, in some cases, undersample the data in mA. Here
we discuss how the data recovers the results presented in
Sec. IV, which were produced with full numerical data.
The points in parameter space we consider here lie on
our numerical grid and therefore should show great agree-
ment with the full data, provided we sampled the charges
finely enough in mA. A more detailed discussion of the
limitations of our data can be found in Appendix B where
we point out some known issues.
Figure 7 shows a comparison between some of the full
data found in Fig. 4, i.e. points labeled 2-5 in Table III,
and the data file for MO theory and AP3 EOS. As one can
see, there is remarkable consistency between the two data
sets, even in the most non-linear regions of parameter
space, e.g. β0 = −5 and α0 = 10−5. In fact, the only
real error that is noticeable is in βA for these parameters,
and only near the sharpest part of the peak does the data
files deviate from the full data
Even deviations as large as 10% should not have a sig-
nificant effect on binary pulsar constraints, and the rea-
son is threefold. First, the peaks in βA are extremely
isolated in mA and there may not be a pulsar with that
particular mass. Second, even if this value of mA were
important, the value of βA is still so large that it would
be immediately ruled out. Third, this error only occurs
in the regions of parameter space that are already tightly
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FIG. 7. Comparison between the charges from our data files
(dotted red) to the full raw data used to make the files (black)
for points 2-5 in Table III. There is excellent recovery for the
full data, even in this extremely non-linear part of parameter
space, suggesting that we have indeed sampled the solutions
fine enough in mA.
constrained [7, 22, 37, 38]. The astute reader may point
out that the location of the peaks in βA depend on the
EOS and β0, which would make it quite possible for an
observed pulsar to lie on one of these peaks at some points
in the {α0, β0} plane. While this is true, our second point
above still holds and, in fact, the differences between the
tabulated and full data tends to decrease as β0 becomes
less negative and α0 becomes larger.
VI. CONCLUSION
We have extended the original work in Ref. [22] and
calculated the scalar charges {αA, βA, kA} for a large
region of the {α0, β0} parameter space and 11 physical
equations of state, in two distinct scalar tensor theories
(that of Damour-Esposito-Fare´se and Mendes-Ortiz). We
have presented the numerical schemes we implemented
to complete these calculations and presented our results.
Our goal was to calculate the scalar charges and tabulate
them so that they could be of use in the future, particu-
larly in the application of binary pulsar tests of gravity.
We have investigated both the error of our numerical so-
lutions, as well as the ability of certain scaling relations
to reproduce full numerical results. Through this paper,
the data is made fully available to the community.
Future work that utilizes this data include tests of
STTs with binary pulsars and gravitational waves. In
particular, this data makes it possible to perform a
Bayesian analysis on the PPK parameters of binary pul-
sar system. Such analysis would require the use of an
MCMC in which case one would need knowledge of the
scalar charges in order to compute the likelihood. In-
stead of calculating the scalar charges on the fly, which
we have demonstrated to extremely computationally ex-
pensive, one can make use of the data file provided in
this paper to significantly speed up these likelihood eval-
uations. We intend to perform such an investigation in
future work.
LIGO and VIRGO will inevitably detect more NS
mergers in the future, some of which are likely to be
NS-BH systems. Such systems are ideal for testing STTs
because BHs do not develop scalar charges in these the-
ories and therefore the emission of dipolar GWs would
be maximized in these scenarios. The data provided in
this paper would again be necessary for one to perform
a Bayesian analysis of the data through MCMC simula-
tions. Furthermore, if one wishes to study the constraints
the future GW detectors can place on STTs, high resolu-
tion calculations of the scalar charges would be a crucial
for such an analysis.
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Appendix A: Error Analysis of Results
Here we attempt to quantify the numerical error in our
results. We start with an investigation of the error as-
sociated with our grid spacing in ρ˜c and show that we
can trust our results to within 1% in the worst of cases
for the regions of parameter space that we have explored.
We then look into how reliable the scaling relations are
and how much error we introduce by using these rather
than populating the entire parameter space fully numer-
ically. We then finish with a discussion of the effects of
using piecewise polytrope versus their tabulated coun-
terparts. For our analysis, we focus on the numbered
points appearing in Fig. 1, which we have detailed be-
low in Table III. For each of the analyses we perform, we
investigate the error at these points in parameter space
in detail in an attempt to quantify our errors across the
entire parameter space.
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# β0 α0 αA(ρ˜c) βA(ρ˜c) kA(ρ˜c)
1 -6 1.44× 10−2 — — —
2 -5 10−5 10−2 100 100
3 -5 10−4 10−2 100 10−1
4 -5 10−3 10−3 10−2 10−2
5 -5 10−2 10−3 10−3 10−3
6 -5 10−1 10−3 10−1 10−1
7 -5 10−0 10−3 10−1 10−1
8 -3 10−3 10−6 10−5 10−2
9 -3 10−1 10−5 10−2 10−2
10 3 10−3 10−6 10−5 10−1
11 3 10−1 10−5 10−2 10−1
12 -4 10−4 10−5 10−4 100
13 -4 10−3 10−5 10−4 10−2
14 -4 10−2 10−5 10−5 10−3
TABLE III. Numbered points appearing in Fig. 1 and there
associated relative errors as determined by Eq. (A1). The
columns with ρ˜c in parentheses are the errors determined in
Sec. A 1. Recall that Eq. (A1) actually yields the percent
error in the solutions, therefore 100 actually represents a 1%
error, which is the highest error we find from our results.
1. Grid in central density
In order to obtain the most accurate and precise results
from our numerical calculations one would have to use
an infinitely dense grid in central density ρ˜c such that
interpolating between points in Fig. 2 leaves no room for
error. However, this is not computationally feasible, and
thus, by reducing the number of points in this grid we
introduce numerical error that is not associated with our
methods of solving the field equations. The grid we have
used in the end, for each individual region of parameter
space, was chosen to achieve sufficient confidence in our
results for the amount of computation time needed for
the calculations. While we are confident in the grids we
have chosen, there is still numerical error associated with
our choices and we quantify those here.
In order to assess our errors we decided to double the
number of points in our central density grid and calculate
the relative errors between these solutions and the ones
we have calculated using our original grids, which we
have done for every point in parameter space detailed
in Table III. While we analyzed each of these points in
detail, we only discuss the results for the points with
the worst errors and give explanation for why the errors
arise. For concreteness, to calculate relative percent error
for any of the scalar charges, denoted by “χ” here, we use
∆rel χ(α0, β0,mA)
100
=
∣∣∣∣χ2(mA)− χ1(mA)χ2(mA)
∣∣∣∣
α0,β0
, (A1)
where χ2 is the solution with twice as many grid points as
χ1. We evaluate this for all values of mA for the specific
combination of α0 and β0 and quote the largest values
of relative error in the columns of Table III with ρ˜c in
parentheses.
Figure 8 shows a representative sample of our errors,
including points labeled 2, 8, 10, and 13 as they show
special features worth discussing. The first row in Fig. 8,
showing the errors in the charges for point 2 in Table III,
represents what we consider to be one of the most error
prone regions of parameter space. Spontaneous scalar-
ization occurs here, and since α0 is so small the phase
transition in the scalar field is extremely sharp. However,
our results for αA are good to withing 0.01%, with some
of the worst error appearing exactly when the phase tran-
sition occurs (∼ 1.3M). The errors in βA are slightly
worse as one might expect since a numerical derivative
is involved, but surprisingly enough the largest error is
not associated with the phase transition. The spike in
the error at ∼ 1.4M is related to a mishap in the inter-
polation of the finer grid data, and while this does not
happen often, our solutions are sometimes prone to this
type of error in this part of parameter space.
The error in kA may seem alarming at first for low
masses, but this only occurs because kA ∼ 0 here and
even tiny numerical noise in the results can generate a
large relative error in the solution. This error is not a
consequence of our numerical grid, but rather is an er-
ror associated with a the fact that numerical integration
has finite precision and how we interpolate our results.
For comparison we have also included the absolute error
for kA plotted by a dashed red line in Fig. 8. An obvi-
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FIG. 8. The percent error in the scalar charges αA, βA,
and kA for points labeled 2, 8, 10, and 13 in Table III. These
results are for MO theory and using AP3 for the EOS.
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ous downfall here might be that we should have used a
finer grid for the low masses, which would have most cer-
tainly increases the accuracy of our interpolations some-
what. The other issue, however, could be the method
of interpolation we used. As described in Sec. V, when
calculating kA we must interpolate log IA(m¯A) for mul-
tiple values of α0 in order to calculate derivatives, and
we use a cubic spline to do so. Using a cubic spline on
potentially noisy data like this is a good way to introduce
extra error, which is what we are seeing here. However,
switching to a linear order interpolation method signif-
icantly increases our errors for larger masses, precisely
in the more interesting regions of parameter space where
pulsar masses tend to lie. For this reason, we sacrifice
precision on the lower end of masses in order to increase
it elsewhere for more relevant masses.
The second, third, and fourth rows of Fig. 8 tell a
different story than the first. For all these points in pa-
rameter space we find great agreement between solutions
and therefore very small relative error. As expected, er-
ror in αA are extremely small and this is due to the fact
that there is no spontaneous scalarization and it is easy
to extract αA from the NS solutions. The errors in βA
are slightly worse than those of αA but still show excep-
tional agreement. As we saw with the with point 1, the
errors in kA tend to be much worse than those of the
other scalar charges.
2. Analytic Scaling
One of the greatest properties about the cyan region
of parameter space in Fig. 1 is that we can make use
of the scaling relations presented in Sec. IV D 3 to sig-
nificantly reduce the number of NS solutions needed to
explore this region. There is, however, some error associ-
ated with these scaling relations since we are, effectively,
ignoring some of the non-linearities that appear in the
field equations. While we expect these relations to hold
in the small α0 regime, we need to show numerically that
this is indeed the case. To investigate this particular kind
of error we have decided to explore the cyan region of pa-
rameter space with the same numerical grid for the blue
region, described in Sec. IV D 2, but only for AP3 and
SLy4 EOS to get a sense of the error.
To make use of the scaling relations, we simply calcu-
late all the scalar charges on the dashed horizontal lines
in Fig. 1 and use Eq. (58) to find the function f(β0,mA).
Once we have found f(β0,mA), then αA can be solved
for all other α0 < 10
−2 by substituting f and the new
α0 back into Eq. (58). Since we have already calculated
the actual, unscaled scalar charges for the AP3 and SLy4
EOSs can can compare the scaled versions to the full nu-
merically solved ones.
Figure 9 shows some of the results from our error anal-
ysis for β0 = ±3, where the scaling relations are expected
to hold. We see that the relations have the most error
for solutions with α0 = 10
−2 (blue curves) but are never
αA
10−3
10−1
α0 =
10
−2
α0 =
10
−4
α0 =
10
−5
βA kA
β
0
=
−
3
1 2
mA/M¯
10−3
10−1
1 2
mA/M¯
1 2
mA/M¯
β
0
=
3
FIG. 9. The percent error in the scalar charges αA, βA, and
kA for points labeled 8 10 in Table III when comparing scaled
charges to their fully numerical counterparts. Blue curves
correspond to α0 = 10
−2, red to α0 = 10−4, and black to
α0 = 10
−5. These results are for MO theory and using AP3
for the EOS. The results for DEF theory and AP3 looked
nearly identical but the errors are overall slightly smaller.
more than 1%. For all values of α0 < 10
−2 the error con-
tinues to decrease and would presumably go to zero in
the limit that α0 → 0 if we had infinite precision in our
numerics. In general, we find errors of the same order
of magnitude as the ones presented in Fig. 9 across the
entire cyan region of parameter in Fig. 1, with the errors
being slightly larger in MO theory than in DEF theory.
One notices that the errors for αA and βA look very sim-
ilar, and they should be this way according to Eq. (59)
since βA is a derivative of αA. The inertial charge kA also
has a similar structure to the other charges but is polluted
with more numerical noise, which is extremely evident for
β0 = +3. The distinct difference in the function form of
the errors between β0 = −3 and β0 = +3 can be at-
tributed to the fact that the effects of the non-linearities
in the scalar field are more prominent for negative values
of β0.
3. Piecewise Polytropes
The piecewise polytropic approximation to tabulated
EOSs in Ref. [56] allows one to considerable speed up
numerical calculations involving NSs because of their an-
alytic nature. The data files we provide were all gener-
ated using the full tabulated data, but for others who
wish to perform future calculation, it would be nice to
have an idea how these approximations affect the final
results. In Fig. 3 we briefly compared how charges cal-
culated using the piecewise polytropes compare to those
calculated with the full tabulated EOS, and one can see
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that aside from slight apparent shifts in the masses, the
curves seem nearly identical. We have verified, using the
points in Table III as a representative sample, that this
is indeed consistent across the entire parameter space.
The similarity between the charges should not come as
a surprise considering how well the piecewise polytropes
match the actual data, c.f Table III in Ref. [56]. For all
of the equations of state we consider here, the residuals
in Ref. [56] for both the mass and moment of inertia of
the NSs are less than 2%, which are the two most im-
portant quantities when calculating the scalar charges.
Having such small deviations between tabulated and ap-
proximated EOSs leads to very small deviations when
calculating αA, βA, and kA from Eqs. (25)-(27).
Appendix B: Limitations of Data Files
We have discovered a few limitations of the data we
have provide and these are discussed in this appendix.
We should point out, however, that these complications
arise when one wishes to interpolate the data files we
have generated, in order to determine that charges for
points that do not lie on our numerical grid. As far as
we are able to tell, the data files are able to reproduce
the full numerical data used to make the files to great
level of accuracy (see Sec. V) for all points that lie on
our grid.
Figure 10 shows how the interpolation of the data be-
haves for points that lie on (solid) and off (dashed) nu-
merical grid we have established for α0 and β0. One no-
tices that the solid curves appear as expected, according
to the results presented in Figs. 3 and 4; αA experiences
a smooth rapid growth while βA and kA have peaks near
mcrit for which spontaneous scalarization turns “on” and
“off”. However, the dashed curves, which lie off the nu-
merical grid, have somewhat significantly different fea-
tures. The curves for αA appear to be good, but one
notices that the dashed curves develop slight instanta-
neous “discontinuities” in the slope during the growth of
the scalar field. As a result of this apparent discontinu-
ities, βA develops a double peak near the critical mass
at which the phase transition occurs. Likewise, a very
similar feature develops in kA in which the single peak
that is present in the solid curves turns into two peaks
that are not as large in magnitude.
The issue we are seeing in Fig. 10 is a direct conse-
quence of the nature of the scalar charges, particularly
the presence of the phase transition, and trying to in-
terpolate them. Consider βA for example, in which case
we expect the magnitude of the peak at the critical mass
to decrease as β0 becomes less negative, cf. the plots of
βA in Fig. 4. We also expect the critical mass to shift
to higher masses as we allow β0 to become less negative.
Therefore, there are multiple features changing in the so-
lutions with the variation of just a single parameter, in
this case β0. Because of this dependence, the linear in-
terpolator has issues when it tries to interpolate between
these peaks because the algorithm considers changes in
β0 and mA at the same time, which physically are in
effect co-dependent on each other in a non-linear way.
As it might be expected, it is hard to interpolate any
function with extremely sharp features like we have here
and taking the log of the data does not seem to improve
anything in this situation.
The features described thus far are most prominent in
the α0 ≤ 10−5 case since the peaks are the most nar-
row here. However, this artifact of the interpolation does
arise for other values of α0 when spontaneous scalariza-
tion, but since the effects are less localized, i.e. the phase
transition is more smooth for larger values of α0, the dis-
crepancy is less severe. Once out of the regime of sponta-
neous scalarization these artifacts no longer appear to be
present and the interpolation of the data does an excel-
lent job of giving us information between our grid points.
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FIG. 10. Comparison between the charges for points that lie
on our {α0, β0} numerical grid (solid lines) and points the we
have to interpolate to find (dashed lines). Similar to Fig 4,
we use a constant value of α0 = 10
−5 and −5.0 ≤ β0 ≤ −4.4,
ranging in color from most red to most blue respectively. One
notices that the interpolated point acquire a double peaked
feature, the details of which are described in the text.
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