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ABSTRACT
Motivated by the problem of background independence of closed string field theory we
study geometry on the infinite vector bundle of local fields over the space of conformal field
theories (CFT’s). With any connection we can associate an excluded domain D for the integral
of marginal operators, and an operator one-form ωµ. The pair (D,ωµ) determines the covariant
derivative of any correlator of local fields. We obtain interesting classes of connections in which
ωµ’s can be written in terms of CFT data. For these connections we compute their curvatures
in terms of four-point correlators, D, and ωµ. Among these connections three are of particular
interest. A flat, metric compatible connection Γ̂, and connections c and c¯ with non-vanishing
curvature, with the latter metric compatible. The flat connection cannot be used to do parallel
transport over a finite distance. Parallel transport with either c or c¯, however, allows us to
construct a CFT in the state space of another CFT a finite distance away. The construction
is given in the form of perturbation theory manifestly free of divergences.
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1. Introduction and Summary
It has been speculated for some time that a background independent and geometrical
formulation of closed string field theory must use the space of all possible two dimensional
field theories. Though this theory space has not yet been constructed, one would expect the
string action to be a function over the theory space, and conformal field theories to appear as
local extrema of the action, namely, as classical solutions to the string field equations. This
intuition is backed by the work that showed that the spacetime string equations of motion for
massless fields can be derived from the conditions of conformal invariance of two dimensional
theories [1]. Presently we only know how to formulate closed string field theory given a
particular conformal field theory (see, for example, [2].) The action is a function over the
tangent space to the theory space at the conformal field theory, since each possible theory
deformation corresponds to a particle field in space-time. Background independence demands
that closed string field theories formulated with different conformal field theories must be
physically equivalent. This question, in the case of nearby theories, has been considered in
refs. [3]. More recently, it has been suggested [4] that the Batalin-Vilkovisky formulation of
string field theory gives us strong indications of the geometrical structures expected to exist
in theory space (see also [5,6,7]). The possible relevance of two-dimensional theory space to
the formulation of closed string theory was a major motivation for the present investigation.
When we have conformal field theories with continuous parameters xµ, we must make sure
that the closed string field theory formulated at each xµ is equivalent to one another. (In the
case of toroidal compactification, the constant target space metric and antisymmetric tensor
provide natural coordinates xµ.) Closed string field theory [2] uses the operator formalism for
conformal field theory, in which a ket-state | Φi〉x is introduced for each local field Φi on the
world sheet. We call the space of all ket-states Hx and the dual space of all bra-states H
∗
x. At
each xµ there is a distinct space Hx, and the H’s form an infinite dimensional vector bundle
over the space of conformal field theories with coordinates xµ. Hence, to address the question
of background independence properly, we must compare two linear spaces Hx and Hx+δx. This
requires the introduction of a connection. In the case of toroidal compactification a connection
Γµ has been introduced and constructed explicitly in ref. [8].
This work was motivated by two earlier works, each of which discussed the role of a
connection. In one work [9] a connection on theory space has been obtained by working with
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the space of renormalized field theories parametrized by xµ. The correlators of local fields
depend on x’s smoothly and the partial derivative of a correlator with respect to xµ is given
in terms of a spatial integral of a correlator with an additional insertion of the operator Oµ
conjugate to xµ. The integral diverges due to the short distance singuarities between Oµ and
local fields. Naively we may simply regulate the integral by restricting the range of integration
and take the limit after subtracting the divergences. But, in general, we need extra finite
counterterms. The coefficients of these finite counterterms can be interpreted as a connection
for the vector bundle of local fields over the theory space parametrized by x’s. In refs. [9]
the formula expressing the covariant derivatives of correlators has been called the variational
formula.
In another work [10] the operator formulation of CFT’s was used to introduce a connection.
In the operator formalism, a conformal field theory at x assigns to each punctured Riemann
surface Σ a tensor 〈Σ | on H∗x. Therefore, each surface Σ defines a section x〈Σ | over theory
space. Such sections will be called surface sections. In ref. [11] sewing was used to single out
a deformation of the states 〈Σ |. The deformed surface states, even though they represent a
different theory, were defined using the original state space Hx. A prescription to compare the
deformed states with those at Hx+δx (for toroidal compactification) has been given recently
[10]. It was established in that work that parallel transport with the connection of ref. [8]
precisely takes the surface states at Hx+δx into the deformed surface states of ref. [11].
The present work. In the present paper theory space will be a space of conformal field theories.
The vector space Hx at each point x is infinite dimensional and will be spanned by an infinite
set of basis states. Our aim is to investegate the connections in this vector bundle. We now
summarize our main results.
If we consider our vector bundle without regard for the CFT structure then all connections
are on an equal footing. The existence of the surface sections 〈Σ | which encode the CFT
structures allows us to distinguish covariant derivatives based on their action on these sections.
A connection is natural if the covariant derivatives of the surface sections can be given in terms
of intrinsic operations in the conformal theories. We will now explain this idea.
As a first step we recognize a very general fact. For any connection Γµ we show that
the associated covariant derivative Dµ(Γ) always generates a CFT deformation. That is, the
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deformed surface states 〈Σ | +δxµDµ(Γ)〈Σ | satisfy the same sewing relations as the original
surface states 〈Σ |, and therefore, define a conformal field theory.
As a second step we break the space of CFT deformations into two types. In the first type
we deform the surface states by integrating the insertion of marginal operators over the surfaces
minus some disks. This deformation changes the CFT. The second type of deformation is trivial
(but essential). A similarity transformation generated by an arbitrary operator ωµ is performed
on every surface state. This does not change the CFT. Since infinitesimal deformations form a
vector space, these two types of transformations can be added. The most general deformations
that we will have to consider will be arbitrary linear combinations of these two types of
deformations.
The above two steps lead us to expect that the deformations generated by Γ can be written
in the above form. In fact it is appropriate to regard as the very definition of a family of CFT’s
the requirement that for any connection Γ there is an ωµ and Oµ such that Dµ(Γ) of surface
sections can be written as
Dµ(Γ)〈Σ |= −
∫
Σ−∪iDi
d2z 〈Σ; z | Oµ〉 −
n∑
i=1
〈Σ | ω
(i)
µ . (1.1)
It will become clear later that this is an appropriate way to formalize earlier intuitions on
deforming correlation functions using the marginal operators [15]. This equation is the starting
point of much of our investigation. It associates with any connection Γ a pair (D,ωµ). This
is ambiguous, however, since many different pairs are equivalent in that they yield the same
right hand side in Eqn.(1.1). First, if D is changed, ωµ can be changed to yield the same right
hand side. Second, for fixed D, we can add to ωµ a symmetry one form Sµ (a Kac-Moody
symmetry on every CFT of the space is a typical case) and again the right hand side of (1.1)
is unchanged. Keeping these ambiguities in mind we speak of a pair (D,ωµ) associated with
a connection and this notion will be central to the developments in this paper.
We had stated that we would distinguish some connections. To do so we recognize that in
the first term of (1.1) the marginal operator is integrated over the surface minus some domains
surrounding the punctures. The domain D on each puncture must be identical in terms of
the local coordinates chosen at the punctures. This is a natural CFT operation defined all
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over theory space without the need of further data.
⋆
This allows us to distinguish a class of
connections Γ̂D, labelled by the excluded domain D as those which are associated with the
pairs (D, 0). For D the complete unit disk, we obtain the connection Γ̂ which was explored for
the case of toroidal backgrounds [8,10]. Another natural possibility for ωµ will be obtained by
letting the domains go to zero and subtracting away divergences. In this case ωµ is chosen to
be the divergent part of an operator that arises from three point functions. This will lead to
the connection c of ref. [9]. With the same domain, but with some modification of ωµ we are
led to a related connection c¯.
We investigate how to compute the connection coefficients Γ jµi corresponding to a given
pair (D,ωµ). We may view (1.1) as an infinite set of linear equations for the connection
coefficients - one equation for each surface Σ. As we said earlier, corresponding to any pair
(D,ωµ) there are many connections differing from each other by symmetry one forms. Despite
the ambiguity due to symmetries we develop techniques to solve for most of the connection
coefficients in terms of operator product expansion (OPE) coefficients, and ωµ. We will do
so by considering the equations obtained by taking the covariant derivatives of the Virasoro
operators (these operators can be expressed in terms of surface states). We will find that the
connection coefficients Γ jµi for γi 6= γj can be expressed in terms of the OPE coefficients and
ωµ. Further, for γi = γj, all the connection coefficients, Γ
j
µi , can be expressed in terms of
connection coefficients relating primary fields of equal dimensionality. We will also discuss a
way of computing the connection coefficients using symmetry currents Ja(z).
We next discuss the computation of curvature of a connection Γ in terms of a pair (D,ωµ)
and the states 〈Σ | of the theory. We cannot obtain such an expression for an arbitrary
connection. If this were possible then all connections related by a symmetry one form will
have curvatures related by a symmetry. This we will show is false. However for the interesting
connections that we listed earlier we can obtain such an expression by virtue of the special
properties of their ωµ’s. For the connection c our expression for curvature is algebraic in terms
of OPE coefficients. We also prove that Γ̂D is flat. In the computation of the curvature of c
we find a consistency condition that must be satisfied. Unless c ρµν − c
ρ
νµ = 0, the commutator
of two covariant derivatives would give, in addition to curvature, a term corresponding to
⋆ The specification of the local coordinates around the punctures is part of the specification of the surfaces
Σ and is not CFT data.
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torsion. On a vector bundle, however, there cannot be torsion. We know that c ρµν − c
ρ
νµ = 0
in particular examples, and believe that this requirement follows in general from the earlier
requirement that the right hand side of (1.1) spans the space of deformations.
We study finite distance parallel transport with the connections. In finite dimensional
vector bundles this is always possible. This becomes subtle in the infinite dimensional vector
bundles we are working with. We find that the flat connection Γ̂ diverges in second order in
the perturbation expansion in terms of the distance. The connection c, which can be shown
to be upper triangular, leads to perturbatively finite parallel transport. This gives us a way
to construct a theory using using the state space of another a finite distance away. We believe
this result is of direct relevance to the difficulties found in the analysis of background indepen-
dence of [8] when discussing string field theories formulated around conformal backgrounds a
finite distance apart. Moreover, having a perturbation construction manifestly free of diver-
gences, which was a main motivation in [9], should be of utility for the problem of background
independence where divergences make the world sheet approach very difficult.
We would like to comment on the relation of the geometry we have been discussing to
the kind of geometry which has been explored earlier. If we restrict ourselves to the tangent
vector bundle of the space of conformal field theories, we can construct Riemannian geometry
using the Zamolodchikov metric [12]. Related work for the case of N = 2 theories and a finite
dimensional bundle has been discussed in [14]. In this paper we have studied geometry of
the infinite dimensional vector bundle which includes the tangent vector bundle as a finite
dimensional sub-bundle. (The connection c¯, restricted to the tangent bundle, gives the usual
Riemannian connection.)
We organize this paper as follows. In §2 we will summarize the relevant features of the
operator formalism for a space of conformal field theories. In §3 we establish that covariant
derivatives generate CFT deformations and explain Eqn.(1.1). In §4 we discuss some interesting
connections that arise in a natural way from the CFT data. This will lead us to introduce
the connections Γ̂D, c, and c¯. In §5 we give algorithms for computing the coefficients of
connections. In §6 we give our discussion and computation of curvature, and in §7 we study
parallel transport over finite distance. Finally, in §8 we conclude the paper with comments
and open questions.
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2. Review and Notation
2.1. Operator Formalism
Let us recall the operator formalism for conformal field theories. (See, [16], and, sect. 2 of
[11] for a summary.) To define a conformal field theory, we introduce an infinite dimensional
linear space of ket-states, which we denote by H, and its dual space H∗ of bra-states. The
same local field Φi corresponds to both the ket-state | Φi〉 and the bra-state 〈Φi |, called the
BPZ conjugate in [2]. Let {| Φi〉} be a basis of H. We introduce a dual basis {〈Φ
i |} by
〈
Φi | Φj
〉
= δij . (2.1)
In [2], 〈Φi | is called a conjugate state of | Φi〉. Given a Riemann surface Σ with punctures
P1, ..., Pn and local coordinates z1, ..., zn such that (∀i)zi(Pi) = 0, the operator formalism
assigns an element, 〈Σ; z1, ..., zn |, in the n-th order tensor productH
∗⊗...⊗H∗. If (Σ; z1, ..., zn)
and (Σ′; z′1, ..., z
′
n) are analytically isomorphic as punctured Riemann surfaces with coordinates,
we find 〈Σ; z1, ..., zn |= 〈Σ
′; z′1, ..., z
′
n |.
One chooses a special two punctured sphere to define a metric. Let Σ be a two-punctured
sphere with uniformizing coordinate z, with a puncture at z = 0 and a local coordinate z1 = z
at this puncture, and a puncture at z = ∞ and a local coordinate z2 = 1/z at this puncture.
Let 〈R(z1, z2) | be the state corresponding to this surface. We then define the metric
Gij ≡ 〈R(z1, z2) |
(
| Φi〉⊗ | Φj〉
)
, (2.2)
where the state | Φi〉 is inserted at z1 = 0 and the state | Φj〉 is inserted at z2 = 0. This is
usually called the Zamolodchikov metric, and it can be shown to be symmetric using conformal
invariance. The metric can be used to lower the indices on the bra-states
〈Φi |≡ 〈Φ
j | Gji, (2.3)
relating in this way conjugate states to the so-called BPZ conjugates. It then follows that
Gij = 〈Φi | Φj〉. (2.4)
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A state related to the metric state above is the state | R〉 ∈ H ⊗H, defined by
| R〉 ≡
∑
i,j
Gij | Φi〉⊗ | Φj〉, (2.5)
where Gij is the inverse of Gij . The states 〈R | and | R〉 are BPZ conjugates of each other.
The other important state that we will often use is a standard three punctured sphere.
This state is denoted as 〈0, z′,∞∗ | where the puncture at 0 has the standard coordinate z,
the puncture at∞ has the standard coordinate 1/z, and the puncture at z′ has the coordinate
z−z′. The asterisk on∞ denotes that for the state space of that puncture we have turned the
bra into a ket using | R〉. Therefore to get a number we must insert a bra state at infinity, as
opposed to a ket state at zero. This three punctured sphere will be used to define the operator
product expansion in the next section.
The crucial property of the operator formalism is that the states 〈Σ; z1, ..., zn | are required
to satisfy the sewing rule: on a punctured surface Σ1∞Σ2 obtained by identification z1w1 = 1,
we must find
〈Σ1∞Σ2; z2, ..., zm, w2, ..., wn |=
(
〈Σ1; z1, ..., zm | ⊗〈Σ2;w1, ..., wn |
)
| R(z1, w1)〉. (2.6)
Here | R(z1, w1)〉 converts a bra-state at z1 = 0 to a ket-state at w1 = 0, which is contracted
with a bra-state at w1 = 0. It has been shown that the sewing property is enough to define a
conformal field theory unambiguously. (See, for example, [13].) In the operator formalism we
obtain the correlator of local fields Φi1 , ..., Φin at points P1, ..., Pn as an inner product
〈Φi1(z1 = 0)...Φin(zn = 0)〉Σ = 〈Σ; z1, ..., zn | (| Φi1〉 ⊗ ...⊗ | Φin〉) . (2.7)
In the rest of the paper we will denote 〈Σ; z1, ..., zn | simply by 〈Σ | unless it is confusing to
do so.
Definition of the Virasoro operators In the operator formalism all that is given to us are the
states 〈Σ |. The Virasoro operators are not independent data but can be constructed from
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these states. This was discussed in [11]. We simply repeat from there the result for the
construction of Ln from the two punctured sphere with punctures at 0 and ∞
∗.
Ln =
d
dǫn
〈z +
∑
n
ǫnz
n,∞∗ |
∣∣∣∣
ǫn=0
, (2.8)
where z +
∑
n ǫnz
n is the coordinate at zero, and 1/z is the coordinate at infinity (recall that
the asterisk denotes that there we have a ket). Also
L¯n =
d
dǫ¯n
〈z +
∑
n
ǫnz
n,∞∗ |
∣∣∣∣
ǫ¯n=0
. (2.9)
These expressions will be useful later when we want to compute the covariant derivatives of
the Ln.
2.2. Operator Product Expansions
In conformal field theory the operator product expansion is always an exact statement. In
the operator formalism it arises because whenever an operator Φi(z) is inside the coordinate
disk |z| ≤ 1 of another operator Φj(0) located at the origin, their effect on the rest of the
surface can be reproduced by sewing a three punctured sphere onto the surface. This three
punctured sphere with uniformizing coordinate w is punctured at 0, z and ∞, and the local
coordinates are w,w− z and 1/w respectively. The operator Φi is inserted at w = z, and Φj is
inserted at w = 0. Such a three punctured sphere, since it has no insertion at one puncture (the
one at w =∞), represents an element in H, which is the element called the operator product
expansion. The constraints of dimensionality require that the operator product expansion of
a dimension (1, 1) field Oµ(z, z¯) (denoted for brevity as Oµ(z)) with an arbitrary field Φi of
dimension (∆i,∆i) be of the form
Oµ(z)Φi(0) =
1
2π
∑
k
H kµi
r2+γi−γk
e−iθ(si−sk)Φk(0), (2.10)
where γi = ∆i + ∆i, si = ∆i − ∆i, and z = r exp(iθ). If the field Oµ(z) is to be integrated
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over a region with rotational invariance then we may simply use the expansion
Oµ(z)Φi(0) =
1
2π
∑
k
H kµi δsi,sk
r2+γi−γk
Φk(0). (2.11)
A closely related expression – the expression for the three point function mentioned above – is
〈Φk | 〈0, z,∞∗ || Φi〉 | Oµ〉 =
1
2π
H kµi
|z|2+γi−γk
e−iθ(si−sk). (2.12)
We now define symbols D kµi and F
k
µi by breaking up the sum over operators in the right
hand side of the operator product as follows
Oµ(z)Φi(0) =
1
2π
∑
γk≤γi
D kµi e
−iθ(si−sk)
r2+γi−γk
Φk(0) +
1
2π
∑
γk>γi
F kµi e
−iθ(si−sk)
r2+γi−γk
Φk(0). (2.13)
The notation D and F stand for divergent and finite, and refer to the integrability of the
singularity. Note that each operator can only appear in one of the above sums. We extend
the definition of D kµi and F
k
µi by setting them to zero for all γk > γi and for all γi ≥ γk
respectively
D kµi = 0, for γk > γi,
F kµi = 0, for γk ≤ γi.
(2.14)
We consider H kµi as a matrix with row index k and column index i, and order the operators
by increasing dimensionality, that is γi > γj when i > j. Then we find that
H kµi = D
k
µi + F
k
µi (2.15)
is a decomposition of H into an upper triangular matrix D and a matrix F that has nonzero
elements only below the diagonal.
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2.3. Geometry of Vector Bundles
Let us consider a family of conformal field theories labelled by continuous parameters
xµ(µ = 1, ...). One has a state space at every point x, which constitutes a fiber of a vector
bundle V over theory space. As we have recalled in §2.1, given an n punctured Riemann
surface Σ, with coordinates around the punctures, a conformal field theory at x specifies a
bra-state x〈Σ |. This implies that we have a section (of the n-tensor bundle) corresponding to
every surface Σ. Let surface sections denote such sections.
We denote local bases of Hx and its dual H
∗
x by {| Φi〉x} and {x〈Φ
i |}. We define a
covariant derivative of an arbitrary ket-state | s(x)〉 ≡
∑
i s
i(x) | Φi〉x, as
Dµ(Γ) | s(x)〉 ≡
∑
i
(
∂µs
i(x) +
∑
j
sj(x)Γ iµj (x)
)
| Φi〉x. (2.16)
It will be convenient sometimes to use matrix notation. If we define the connection as a matrix
operator
Γµ(x) = Γ
j
µi (x) | Φj〉〈Φ
i |, (2.17)
then the covariant derivative of an arbitrary ket can be rewritten as
Dµ(Γ) | s(x)〉 =| ∂µs(x)〉+ Γµ(x) | s(x)〉. (2.18)
Under a change of the basis
| Φi〉x →
∑
j
N ji (x) | Φj〉x, (2.19)
the connection Γµ must transform as
Γµ(x)→ N(x) (−∂µ + Γµ(x))N
−1(x) (2.20)
so that the covariant derivative in (2.16) transforms in the right way. Likewise, we define a
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covariant derivative of a bra-state by
Dµ(Γ)x〈Φ
i |= −
∑
j
x〈Φ
j | Γ iµj (x). (2.21)
Then, the covariant derivative of an arbitrary bra-state 〈t(x) |≡
∑
i x〈Φ
i | ti(x) is given by
Dµ(Γ)〈t(x) |=
∑
i
x〈Φ
i |
(
∂µti(x)−
∑
j
Γ jµi (x)tj(x)
)
, (2.22)
and, in matrix notation
Dµ(Γ)〈t(x) |= 〈∂µt(x) | −〈t(x) | Γµ(x). (2.23)
A connection Γµ is called compatible with the metric Gij , if
Dµ(Γ)Gij ≡ ∂µGij − Γµi,j − Γµj,i = 0, (2.24)
where Γµi,j ≡
∑
k Γ
k
µi Gkj . Finally, the curvature of a connection Γµ is defined by
Ω jµνi (Γ) ≡ ∂µΓ
j
νi − ∂νΓ
j
µi −
∑
k
(
Γ kµi Γ
j
νk − Γ
k
νi Γ
j
µk
)
. (2.25)
The curvature transforms covariantly under the change of basis (2.19)
Ωµν(Γ)→ NΩµν(Γ)N
−1. (2.26)
As usual, curvature arises from the commutation of covariant derivatives. A simple computa-
tion establishes that
[Dµ(Γ), Dν(Γ)] 〈Φ
i |= −〈Φk | Ω iµνk(Γ). (2.27)
The generalization for an arbitrary (bra) tensor is simply
[Dµ(Γ), Dν(Γ)]〈s |= −〈s |
∑
i
Ω
(i)
µν (Γ), (2.28)
where Ωµν = Ω
j
µνi | Φj〉 · 〈Φ
i | is the curvature operator, and the superscript (i) in the formula
labels the various state spaces of the tensor section. This concludes our summary of some of
the basic facts about vector bundles. Most of our discusssions will be done in the language of
sections and will therefore omit the label x. The presence of the label x will indicate that we
are speaking of tensors and other objects in a particular state space Hx.
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2.4. Parallel Transport
A large part of the physical discusson in the following sections requires precise formulas
for parallel transport. In this subsection we will give the required results.
Let us consider a path xµ(s) parametrized by s ∈ [0, ǫ]. Given a tensor t(s = 0) at xµ(0),
we want to define the tensor t(s) along the path by parallel transport. This is just the same as
requiring that the covariant derivative D/Ds of t(s) along the path must vanish. For simplicity
of notation assume t is an arbitrary ket, then the covariant derivative along the path is given
by
D
Ds
| t(s)〉 ≡
d
ds
| t(s)〉+
dxµ
ds
(s)Γµ(s) | t(s)〉 = 0 , (2.29)
where, as usual, the derivative d/ds only differentiates the components of the ket. Using
component notation, | t(s)〉 = ti(s) | Φi〉, this equation reads
dti(s)
ds
= −tk(s)
dxµ
ds
(s)Γ iµk(s) , (2.30)
and in matrix notation we simply write
dt
ds
= −t
dxµ
ds
Γµ . (2.31)
This, as usual, can be solved via a path ordered exponential
t(s) = t(0)P exp
− s∫
0
ds′
dxµ(s′)
ds′
Γµ(x(s
′))

= t(0)
(
1− s
dxµ
ds
(0)Γµ(0)−
s2
2
[d2xµ
ds2
(0)Γµ(0)
+
dxµ
ds
(0)
dxν
ds
(0)
(
∂µΓν(0)− Γµ(0)Γν(0)
)]
+ ...
)
.
(2.32)
In the last step we have expanded the path ordered exponential in terms of the standard nested
integrals, and the first few integrals were evaluated by expanding the integrand around the
point x(0) (with the path assumed to be real analytic). This formula will be useful to analyze
parallel transport beyond first order in s.
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Whenever we are given a vector section t(x), the covariant derivative D/Ds along a path
x(s) is simply given by
Dt
Ds
=
dxµ
ds
Dµt, (2.33)
and this formula is valid for any type of section (tensor type). In fact, the notion of covariant
derivative can be introduced from that of parallel transport; for any section t, the covariant
derivative can be defined as
δxµDµ t = t(x+ δx→ x)− t(x), (2.34)
in the limit when δxµ → 0. Here t(x + δx → x) is the value obtained when t(x + δx) is
transported to x along the infinitesimal segment δx. It follows from the above formula that
t(x+ δx→ x) = t(x) + δxµDµ t, (2.35)
which simply says that one can do parallel transport using a section and its covariant derivative.
Note that the left hand side is independent of the section used; it only depends on the value of t
at the initial point and the connection Γ. Therefore the right hand side, though not manifestly
so, is also independent of the values of t in the neighborhood of x+ δx.
We denote the parallel transport from Hx+δx to Hx as the map T (Γ). The above equation
implies that
T (Γ) : | Φi〉x+δx →| Φi〉x + δx
µDµ(Γ) | Φi〉x =| Φi〉x + δx
µΓ kµi (x) | Φk〉x. (2.36)
For the dual basis vectors we have a map from H∗x+δx to H
∗
x also denoted by T
T (Γ) : x+δx〈Φ
i |→ x〈Φ
i | +δxµDµ(Γ)x〈Φ
i |= x〈Φ
i | −δxµx〈Φ
k | Γ iµk(x), (2.37)
The map for the dual space was set up to preserve the contractions between the state space and
its dual 〈Φi | Φj〉 = δ
i
j . It follows that for an arbitrary vector section | t〉 and an arbitrary dual
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vector section 〈s |, the contraction, which gives a number, is not altered by parallel transport.
Indeed, under such transport we have
| t〉x+δx →| t〉x + δx
µDµ | t〉x ; x+δx〈s |→ x〈s | +δx
µDµ x〈s | , (2.38)
and therefore
x+δx〈s | t〉x+δx → x〈s | t〉x + δx
µ
(
(Dµ〈s |) | t〉+ 〈s | (Dµ | t〉)
)
,
= x〈s | t〉x + δx
µDµ
(
x〈s | t〉x
)
,
= x〈s | t〉x + δx
µ∂µ(x〈s | t〉x) = x+δx〈s | t〉x+δx,
(2.39)
as was expected. The first two lines of the above argument also imply that the action of parallel
transport commutes with the operation of tensor contraction. If s and t are arbitrary tensor
sections, transporting and then contracting gives the same result (tensor) as contracting and
then transporting.
We now want to find the analog of (2.35) to all orders in δx. Given an arbitrary section t
and a curve xµ(s) we want to parallel transport t(x(0)) along the curve. Let t˜(s) denote the
tensor obtained by paralell transport. It follows from (2.35) that
t˜(ǫ) = t(ǫ)− ǫ
dxµ
ds
(Dµt)(ǫ) +O(ǫ
2), (2.40)
where the covariant derivative in the right hand side has been evaluated at s = ǫ (which to
O(ǫ2) is the same as evaluating it at s = 0). One can show, by iterating the infinitesimal
transport equation, that the finite version of the above is given by
t˜(s) = t(s)−
(
Dµt
)
(s)
s∫
0
ds′
dxµ
ds′
(s′)
+
(
DµDνt
)
(s)
s∫
0
ds′
dxµ
ds′
(s′)
s′∫
0
ds′′
dxν
ds′′
(s′′) + · · ·
+ (−)n
(
Dµ1 · · ·Dµnt
)
(s)
s∫
0
ds1
dxµ1
ds1
(s1)
s1∫
0
ds2
dxµ2
ds2
(s2) · · ·
sn−1∫
0
dsn
dxµn
dsn
(sn) + · · ·
.
(2.41)
It should be noted that all the covariant derivatives are evaluated at the final point of the
path. It is straightforward to verify this result by checking that Dt˜Ds = 0. We can rewrite this
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result in the language of path ordered exponentials
t˜(s) = P exp
(
−
s∫
0
ds′
dxµ(s′)
ds′
Dµ
)
t(s) , (2.42)
where we keep in mind that the covariant derivatives act only on the tensor t(s).
3. Connections and Deformations
In §2 we defined the vector bundle over theory space. Regarded as a vector bundle it does
not distinguish any connections, and one must view all connections to be on an equal footing.
However we have a vector bundle with the CFT data - a chosen family of sections 〈Σ |. This
suggests that one might characterize covariant derivatives, Dµ(Γ), in terms of their action on
surface sections. For an arbitrary covariant derivative Dµ(Γ), we will show that Dµ(Γ)〈Σ |
generates a deformation of a conformal field theory.
In §3.1 we will discuss and parametrize the relevant CFT deformations. In §3.2 we will
prove thatDµ(Γ)〈Σ | generates a CFT deformation. This fact, combined with the parametriza-
tion of CFT deformations, will lead us to the fundamental Eqn.(1.1). In §3.3 we will examine
the ambiguities involved in associating with a connection Γ a pair (D,ωµ) that characterizes
the CFT deformations generated by Γ.
3.1. CFT Deformations
In this subsection we want to explain what a CFT deformation is. Given a conformal
theory a CFT deformation changes (within the same state space) the states representing the
surfaces preserving the algebra of sewing. By definition, such deformations give us a conformal
theory if we start with one. There are two types of deformations - those that do not change
the underlying conformal field theory and those that do. We will now explain this idea which
will lead us to a parametrization of the relevant CFT deformations.
The notion of a CFT deformation was clearly presented in [11]. The idea is to begin with
a conformal field theory defined in some state space. This means we have states 〈Σ; z1, ..., zm |
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satisfying the sewing property
〈Σ1∞Σ2 |=
(
〈Σ1; z1, ..., zm |
)(
〈Σ2;w1, ..., wn |
)
| R(z1, w1)〉. (3.1)
We have a CFT deformation if we can define, for every surface Σ, a deformed state 〈Σ, ǫ |, in
the same state space, so that the sewing property is still satisfied. If we write the deformed
state as
〈Σ, ǫ |= 〈Σ | +ǫ δ〈Σ | (3.2)
then the CFT condition
〈Σ1∞Σ2, ǫ |=
(
〈Σ1; z1, ..., zm, ǫ |
)(
〈Σ2;w1, ..., wn, ǫ |
)
| R(z1, w1, ǫ)〉 (3.3)
translates into the requirement
δ〈Σ1∞Σ2 | = (δ〈Σ1; z1, ..., zm |)〈Σ2;w1, ..., wn | R(z1, w1)〉
+ 〈Σ1; z1, ..., zm | (δ〈Σ2;w1, ..., wn |) | R(z1, w1)〉
+ 〈Σ1; z1, ..., zm | 〈Σ2;w1, ..., wn | (δ | R(z1, w1)〉).
(3.4)
Equation (3.4) implies that if δ1〈Σ | and δ2〈Σ | are CFT deformations, then α δ1〈Σ | +β δ2〈Σ |
with α, β, constants, is also a CFT deformation .
It is important to recognize that in general the sewing state | R(z1, w1)〉 changes under a
deformation. In [11] attention was restricted to deformations in which the sewing state remains
the same. There is no a priori reason to restrict our attention to such deformations. In fact
when we come to consider higher order deformations we will find it essential to consider the
more general deformations in which | R(z1, w1)〉 changes.
Having defined a CFT deformation we note that all deformations may not change the
theory. An unchanged theory means that the spectrum of operators is the same and the
correlation functions are the same. More precisely two theories 〈Σ, 1 | and 〈Σ, 2 | (described
in the same state space) are the same if there is a one to one map (linear operator) of the
state space onto itself, such that the map it induces on tensors takes 〈Σ, 1 | to 〈Σ, 2 | for every
surface Σ. This immediately suggests a class of deformations that will not change the theory.
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Indeed choose an arbitrary linear operator and let it act on the states 〈Σ, 1 | as the generator
of a linear map. From the above notion of equivalence it follows that this deformation cannot
change the theory. Let us see explicitly. An infinitesimal similarity transformation acts on the
ket-states as
| Φi〉 → | Φi〉+ ǫω | Φi〉
≡ | Φi〉+ ǫ
∑
j
ω ji | Φj〉,
(3.5)
while it acts on the dual bra-states as
〈Φi |→〈Φi | −ǫ〈Φi | ω
≡〈Φi | −ǫ
∑
j
〈Φj | ω ij
(3.6)
so that the duality
〈
Φi | Φj
〉
= δji is preserved under the transformation. Eqn.(3.5) implies
that the ket-state | R〉 transforms as
| R(z1, z2)〉 →| R(z1, z2)〉+ ǫ
(
ω(1) + ω(2)
)
| R(z1, z2)〉 (3.7)
Similarly, (3.6) implies that the state 〈Σ |, corresponding to an n-punctured surface Σ, trans-
forms as
〈Σ |→ 〈Σ | −
n∑
i=1
〈Σ | ω(i). (3.8)
From the fact that the similarity transformations cancel out for the state spaces that are
contracted, we see that Eqn. (3.8) is a CFT deformation. We have then a large class of CFT
deformations that do not change the theory.
Having identified all the deformations that do not change the CFT let us now consider
CFT deformations that do change the theory. A prescription for these was given in Ref. [11],
as
δ0〈Σ |= −
∫
Σ−∪iDi
d2z 〈Σ; z | O〉, (3.9)
where | O〉 is the ket-state corresponding to a marginal field O inserted at z, and the integral
is performed over Σ with the unit disc around each puncture excluded. The requirement of
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marginality is necessary if the integral on the right hand side of Eqn.(3.9) is to be well defined.
Marginality makes the integrand independent of the local coordinate used. Since the sewing
of two surfaces is defined via identification of two unit circles, the above rule manifestly yields
a CFT deformation. With this formula the sewing state | R(z1, z2)〉 does not change. The
reason for this is that the local coordinates cover the whole surface and hence there is no area
to integrate over. Since deformations form a linear space we can modify (3.9) by the addition
of an arbitrary similarity transformation to get
δω〈Σ |=
∫
Σ−∪iDi
d2z 〈Σ; z | O〉 −
n∑
i=1
〈Σ | ω(i). (3.10)
Eqn.(3.10) parametrizes the space of CFT deformations. Deformations are parametrized by
choice of | O〉 and the pair (D,ω), where D is the excluded domain and ω is an arbitrary linear
operator.
Ambiguities in the pair (D,ω) There is overcounting in the parametrization of deformations
since a change in D can be compensated by a change in ω to obtain the same deformation. Let
us see how this works. For convenience we take a domain D and a domain D′ entirely included
in D (D′ ⊂ D). The argument has a simple modifiction if D′ is not entirely included in D. We
wish to determine ω′−ω such that (D,ω) and (D′, ω′) generate the same deformation. Let us
start with the pair (D,ω) and break up the domain D into D′ and D −D′ to get
δω〈Σ | ≡ −
∫
Σ−∪Di
d2z〈Σ; z | O(z)〉 −
∑
i
〈Σ | ω(i)
=−
∫
Σ−∪D′i
d2z〈Σ; z | O(z)〉+
∑
i
∫
Di−D′i
d2z〈Σ; z | O(z)〉 −
∑
i
〈Σ | ω(i)
(3.11)
Now in the integral over D−D′ replace the surface state 〈Σ; z | by the original state 〈Σ |
with a standard three punctured sphere sewn to it at the puncture under consideration to
obtain
〈Σ; z |= 〈Σ | 〈0, z,∞∗ |, (3.12)
where the asterisk denotes that this puncture is turned into a ket; the ket is then contracted
with the state space in 〈Σ | that represented the original puncture. It should be noted that
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exactly the same factorization holds for every puncture. Therefore
∑
i
∫
Di−D′i
d2z〈Σ; z | O(z)〉 = 〈Σ |
∑
i
∫
Di−D′i
d2z〈0, z,∞∗ | O(z)〉, (3.13)
where the integral in the right hand side is a matrix operator in the state space i. Substituting
this in Eqn.(3.11)we deduce that
ω′ − ω = −
∫
D−D′
d2z 〈0, z,∞∗ | O(z)〉. (3.14)
There is a further ambiguity in specifying ω since one can change it by the addition of
a symmetry and the deformation will not change. Let us recall how this works. We usually
think of a symmetry in a conformal theory as generated by dimension (1,0) or (0,1) operators
of theory. If Ja(z) denotes a holomorphic (or antiholomorphic) current then the Ward identity
of this symmetry is obtained by inserting the operator on a surface and integrating it around
each of the punctures. We then obtain the identity
〈Σ, z1...zn | (Ja,0 | Φ1〉).... | Φn〉+ · · · + 〈Σ, z1...zn | Φ1〉....(Ja,0 | Φn〉) = 0, (3.15)
where Ja,0 =
∮
dz
2πiJa(z) is the zero mode of the current. Ja,0 is a linear operator in the state
space of the theory. Since (3.15) holds for any set of states Φ1....Φn we can rewrite (3.15) as
n∑
i=1
〈Σ, z1...zn | J
(i)
a,0 = 0. (3.16)
More generally, a symmetry is an operator which preserves correlation functions when acting
on the states of a theory. With this definition in mind we see that any operator S satisfying
Eqn.(3.16) (with S replacing Ja,0) is an infinitesimal symmetry. The zero modes of (1,0) (or
(0,1)) operators are only special ways of constructing such symmetries. This concludes our
discussion of the ambiguities in specifying a pair (D,ω) corresponding to a CFT deformation.
We have so far considered a fixed deformation and investigated different ways of repre-
senting it in terms of (D,ω). This investigation allows us to say more. If our interest is in
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the equivalence classes of deformations - parametrized by | O〉 and (D,ω) - that yield the
same deformed theory then we find that all deformations with the same | O〉 are in the same
equivalence class. Indeed changing ω as stated earlier does not change the theory and we have
just seen that changing D is equivalent to changing ω. In other words the equivalence classes
of true deformations are parametrized by the marginal operators - an expected conclusion.
3.2. Covariant derivatives generate CFT Deformations
We want to show now that an arbitrary covariant derivative Dµ(Γ), generates a CFT
deformation. In other words we wish to show that whenever we deform states as
〈Σ, ǫ |= 〈Σ | +ǫδxµDµ(Γ)〈Σ | (3.17)
the sewing condition
〈Σ1∞Σ2, ǫ |= 〈Σ1; z1, ..., zm, ǫ | 〈Σ2;w1, ..., wn, ǫ | R(z1, w1, ǫ)〉, (3.18)
is satisfied. The proof is essentially a triviality once we realize what (3.17) means geometri-
cally. It follows from (2.35) that the right hand side of Eqn.(3.17) is simply the surface state
obtained by parallel transporting, with Γ, the state 〈Σ | at x + ǫδx, to x (to first order in
δx). Therefore, our explanations below Eqn.(2.39) suffice; sewing corresponds to tensor con-
traction, and our deformation above is generated by paralel transport; since parallel transport
and tensor contraction commute, the deformations generated by covariant derivatives are CFT
deformations for any choice of connection.
We must ask what | O〉 and (D,ω) correspond to these deformations. The existence of
a family of CFT’s implies a map from the tangent space at x to the marginal states | O〉 in
Hx. We therefore can speak of the marginal states | Oµ〉 corresponding to the basis vectors
in the tangent space. In fact, we take as the definition of a family of conformal theories the
statement that for any connnection Γ, Dµ(Γ)〈Σ | is generated by | Oµ〉. This means
Dµ(Γ)〈Σ |= −
∫
Σ−∪iDi
d2z 〈Σ; z | Oµ〉 −
n∑
i=1
〈Σ | ω
(i)
µ , (3.19)
for some choice of an operator one form ωµ and domain D at each point in theory space. This
is an important equation. It will be the starting point of much of our later work. It explains
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the relation between covariant derivatives and deformations, and, as we will see, the variational
formula postulated in ref. [9] follows directly from it. It is appropriate to regard this formula
as part of the very definition of a space of conformal theories.
We note that the space spanned by the | Oµ〉’s might only be a subspace of the space of
marginals. This idea has been elaborated in refs. [15]. The | Oµ〉’s correspond to the exactly
marginal states. We will recover later in our analysis some of the conditions that must be
satisfied by the exact marginals.
Let us see how equation (3.19) works as we change the connection Γ. For any connection
Γ′ = Γ +∆Γ we have by definition that
Dµ(Γ + ∆Γ)〈Σ |= Dµ(Γ)〈Σ | −
n∑
i=1
〈Σ | ∆Γ(i). (3.20)
If Eqn. (3.19) holds for the connection Γ then Eqn. (3.20) implies that for the connection Γ′
we find
Dµ(Γ
′)〈Σ |= −
∫
Σ−∪iDi
d2z 〈Σ; z | Oµ〉 −
n∑
i=1
〈Σ | ω
′(i)
µ , (3.21)
with ω′µ = ωµ + (Γ
′ − Γ).
Ambiguities in the pair (D,ωµ) As in the case of deformations ( Eqn.(3.10)), Eqn.(3.19) also
implies an ambiguity in the association of a covariant derivative with a pair (D,ωµ). The only
difference is that D and ωµ can be chosen at each point in theory space. Again, a change in
D can be compensated by a change in ωµ. It is also clear that (D,ωµ + sµ) is another pair
associated with Dµ(Γ) if (D,ωµ) is. Here sµ is a symmetry one form, that is, an operator for
which s jµi δx
µ is a symmetry for any choice of tangent vector δxµ. Besides the ambiguity in
associating a pair (D,ωµ) with a connection Γ there is an ambiguity in the reverse direction
as well due to the presence of symmetries. From (3.21) we see that
Dµ(Γ + s)〈Σ |= Dµ(Γ)〈Σ |, (3.22)
This implies that given a pair (D,ωµ), the corresponding connection coefficients Γ
j
µi are am-
biguous up to the addition of symmetry coefficients s jµi . This fact will be relevant in §5.
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4. Canonical Deformations and Connections
In the previous section we have found that covariant derivatives generate CFT deformations
and that allowed us to identify clearly the role of connections. We will now investigate whether
any covariant derivatives are distinguished by the CFT data. We have approached the issue of
distinguishing connections in the spirit of exploring the possible connections and pointing out
some that have interesting characteristics. Without the CFT data we characterize connections
in terms of metric compatibility, curvature, and finiteness of parallel transport; the presence of
CFT data gives a new characteristic - the pair (D,ωµ) that determines the covariant derivative
of surface sections. It is this additional characteristic that will be the focus of our attention.
There are pairs (D,ωµ) that are natural in the manner of their construction. The natural
connections, then, are those that are associated with these pairs.
4.1. The connections Γ̂D
We see that specifying the right hand side of Eqn.(3.19) amounts to choosing a pair (D,ωµ).
In general we need to make choices for this pair at each point x in theory space. There are
some deformations that can be regarded as constant. An analogy is in order. If we are asked
to choose functions on a manifold we have choices to make at each point on the manifold.
However the constant functions are special in that there are fewer choices to make. In the
same way if we fix the domain to be the same at all points and set ωµ = 0, then we have
obtained the analog of the constant functions. The connections that yield such deformations
will be denoted Γ̂D
Dµ(Γ̂D)〈Σ |= −
∫
Σ−∪iDi
d2z 〈Σ; z | Oµ(z)〉. (4.1)
One particular case of interest is the case where D = D1 (the unit disc). The corresponding
connections will be denoted Γ̂.
We will now show, on general grounds, that Γ̂ is always compatible with the metric Gij . If
we consider a two-punctured sphere Σ, with uniformizing coordinate z and local coordinates
z1 = z and z2 = 1/z, around z = 0 and z = ∞ respectively, then the unit disks around the
punctures cover precisely the sphere. This implies that Dµ(Γ̂)〈Σ |= 0. Given that the bra
〈Σ | can be written as 〈Σ |= Gij〈Φ
i | 〈Φj |, the vanishing of its covariant derivative is, by
definition, the statement of metric compatibility.
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4.2. The connections c and c¯
When a space of conformal theories is constructed from path integrals we expect that the
derivative of a correlation function will be given by an integral of the conjugate operator Oµ
over the entire Riemann surface without any excluded domain. This is too naive, however,
due to the presence of divergences when the operator approaches another one. A way that this
might be corrected is to subtract just the divergent parts away. This was the motivation that
led [9] to the introduction of the variational formula with the connection c. In this subsection
we will switch from the operator formalism to the language of correlation functions. Though
just a change in notation, it is useful to be able to move from one to the other. This was the
language used in refs. [9].
We consider a set of fields Φi(x) with i ∈ S (a set) inserted on the surface Σ with local
coordinates zi. If we expand a surface state, say, with n punctures as
〈Σ |=
∑
i1···in
〈Φi1(x) | ⊗ · · · ⊗ 〈Φin(x) | Σi1···in(x), (4.2)
the coefficients Σi1···in of the expansion are given by the correlators of local fields
Σi1···in(x) = 〈Σ |
(
| Φi1(x)〉 ⊗ · · ·⊗ | Φin(x)〉
)
≡
〈
Φi1 · · ·Φin
〉
Σ
. (4.3)
Conventionally, we define
DµΣi1···in ≡
(
Dµ〈Σ |
)
| Φi1〉 ⊗ · · ·⊗ | Φin〉. (4.4)
This gives, as usual,
DµΣi1···in = ∂µΣi1···in − Γ
k
µi1Σk···in − · · · − Γ
k
µinΣi1···k. (4.5)
Therefore, in the language of correlators, our equation (3.19) reads
Dµ(Γ)
〈∏
i∈S
Φi(zi)
〉
Σ
= −
∫
Σ−∪iDi
d2z
〈
Oµ(z)
∏
i∈S
Φi(zi)
〉
Σ
−
∑
i∈S
∑
k
ω kµi ·
〈
Φk(zi)
∏
j∈S
j 6=i
Φj(zj)
〉
Σ
.
(4.6)
Expanding out, this formula reads
∂µ
〈∏
i∈S
Φi(zi)
〉
Σ
= −
∫
Σ−∪iDi
d2z
〈
Oµ(z)
∏
i∈S
Φi(zi)
〉
Σ
+
∑
i∈S
∑
k
(
Γ kµi − ω
k
µi
)
·
〈
Φk(zi)
∏
j∈S
j 6=i
Φj(zj)
〉
Σ
.
(4.7)
The connection c. The connection c [9] is defined with an excluded domain D that tends to
zero, and an ωµ that corresponds to subtracting away the divergences as Oµ(z) approaches
each of the punctures. Whenever Oµ approaches a puncture we can use the OPE expansion
to write the subtraction term. We take
Dµ(c)
〈∏
i∈S
Φi(zi)
〉
Σ
= lim
ǫ→0
[
−
∫
Σ−∪iDǫi
d2z
〈
Oµ(z)
∏
i∈S
Φi(zi)
〉
Σ
+
∑
i∈S
∑
k
∫
Di−Dǫi
d2z
2π
D kµi δsk,si
r2+γi−γk
·
〈
Φk(zi)
∏
j∈S
j 6=i
Φj(zj)
〉
Σ
]
.
(4.8)
The choice of excluded domain and subtraction can be read by comparison with Eqn.(4.6).
Another way to think of this definition is that we always integrate the insertion over Σ−∪iD
1
i ,
that is over the surface minus the unit disks. In addition, we do selective integration over the
disks. Whenever Oµ(z) enters a disk D
1
i we use the operator product expansion of Oµ with the
operator sitting at the puncture, thus inducing a sum of operators. For operators appearing
with nonintegrable singularities we simply do not integrate any further, for operators appearing
with integrable singularities we integrate over all the disk.
Since for nonintegrable singularities we do not integrate beyond the unit disc, c is related
to the connection Γ̂ (where no operator is integrated beyond the unit disks) by the integral of
the finite part of the operator product expansion, that is,
c kµi = Γ̂
k
µi +
∫
D1i
d2z
2π
F kµi δsi,sk
r2+γi−γk
. (4.9)
For γi ≥ γk, F
k
µi = 0 and we have
c kµi = Γ̂
k
µi for γi ≥ γk. (4.10)
For γi < γk we have
∫
r≤1
d2z
2π
F kµi δsi,sk
r2+γi−γk
=
∫
dθ
2π
1∫
0
dr
H kµi δsi,sk
r1+γi−γk
= −
H kµi δsi,sk
γi − γk
, (4.11)
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where Eqn.(2.13) was used. We will show in the next section (Eqn. (5.10)) that
Γ̂ kµi =
H kµi δsi,sk
γi − γk
, for γi 6= γk. (4.12)
Substituting Eqn.(4.12) into Eqn.(4.9) we obtain
c kµi = 0, for γi < γk. (4.13)
Thus the connection cµ is upper triangular.
The connection c¯. There is yet another interesting connection where we still integrate the
insertion all over the surface, but the subtractions ωµ are modified. We saw that the ωµ for
the connection c was given in terms of an integral involving the upper triangular matrix Dµ.
The integral can be performed to obtain
∑
k
∫
Di−Dǫi
d2z
2π
D kµi δsk,si
r2+γi−γk
=
(∑
γk<γi
+
∑
γk=γi
) 1∫
ǫ
dr
D kµi δsk,si
r1+γi−γk
= −
∑
γk<γi
D kµi δsk,si
γi − γk
(
1−
1
ǫγi−γk
)
−
∑
γk=γi
D kµi δsk,si ln ǫ.
(4.14)
We recognize that the first term in the last right hand side has a finite part in ǫ which is
nothing else than the above-diagonal part of the upper triangular connection c. We may do a
‘minimal subtraction’ where we only subtract the divergences in the expansion in ǫ and retain
the finite terms. This suggests that we define a connection c¯ which satisfies
Dµ(c¯)
〈∏
i∈S
Φi(zi)
〉
Σ
= lim
ǫ→0
[
−
∫
Σ−∪iDǫi
d2z
〈
Oµ(z)
∏
i∈S
Φi(zi)
〉
Σ
+
∑
i∈S
(∑
γk<γi
D kµi δsk,si
γi − γk
1
ǫγi−γk
−
∑
γk=γi
D kµi δsk,si ln ǫ
)
·
〈
Φk(zi)
∏
j∈S
j 6=i
Φj(zj)
〉
Σ
]
.
(4.15)
Such a ‘minimal’ connection c¯ is diagonal and equals the diagonal part of the connection Γ̂
c¯ kµi ≡ c
k
µi δγi,γk = Γ̂
k
µi δγi,γk , (4.16)
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The diagonal connection c¯ is compatible with the metric. Indeed
Dµ(c¯)Gij ≡ ∂µGij − c¯
k
µi Gkj − c¯
k
µj Gik = 0, (4.17)
because when γi 6= γj all three terms vanish given that both G and c¯ are diagonal, and, if
γi = γj, the vanishing follows because for all diagonal elements c¯ = Γ̂, and Γ̂ was already
shown to be metric compatible.
We will write Eqn.(4.15) in the operator formalism since it will be of use later. We first
rewrite it as
Dµ(c¯)
〈∏
i∈S
Φi(zi)
〉
Σ
= lim
ǫ→0
[
−
∫
Σ−∪iDǫi
d2z
〈
Oµ(z)
∏
i∈S
Φi(zi)
〉
Σ
+
∑
i∈S
D kµi (ǫ) ·
〈
Φk(zi)
∏
j∈S
j 6=i
Φj(zj)
〉
Σ
] , (4.18)
where we have defined
D kµi (ǫ) =

0, if γk > γi;
H kµi δsk,si
γi−γk
1
ǫγi−γk
, if γk < γi;
H kµi δsk,si ln ǫ, if γk = γi .
(4.19)
We then define the operator
Dµ(ǫ) =| Φk〉 · 〈Φ
i | D kµi (ǫ), (4.20)
and can now write Eqn. (4.18) as
Dµ(c¯)〈Σ |= lim
ǫ→0
[
−
∫
Σ−∪iDǫi
d2z 〈Σ; z | Oµ(z)〉+ 〈Σ |
∑
i
D
(i)
µ (ǫ)
]
, (4.21)
where the i index in the second term refers to the puncture (or state space) where the operator
is inserted.
This completes the discussion of the special connections, the most interesting of which will
be the connections Γ̂, c and c¯. We may regard the three of them as connections associated with
a pair (D,ωµ) where D is zero and ωµ is the subtraction of three point functions integrated
over the unit disc. For Γ̂ we subtract all matrix elements, for c we subtract those matrix
elements that have divergences, and for c¯ we subtract only the divergent part of the divergent
matrix elements.
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5. The Connection Arising from a Deformation
We have so far taken an arbitrary covariant derivative and considered its action on the
surface sections 〈Σ |. We saw that this allows us to associate with the covariant derivative
the pair (D,ωµ). We can now invert the process. We consider a particular pair (D,ωµ) and
ask for a covariant derivative Dµ(Γ) associated to that pair. For example, we may ask for the
explicit form of the connection Γ̂ which is associated with the pair (D1, 0).
This problem of inversion is the subject of this section. We begin with some observations
about the nature of the problem which will allow us to formulate the problem precisely. We
will proceed through the use of the Virasoro operators. In particular we will compute the
covariant derivative of the Virasoro operators. This information will be used to determine the
connection coefficients Γ jµi for γi 6= γj in terms of OPE coefficients and ωµ. All other con-
nection coefficients follow from the knowledge of the connection coefficients coupling primary
states of the same dimensionality.
5.1. Formulation of the Problem
Since two connections differing by a symmetry generate the same deformation, a defor-
mation cannot fix the connection completely unless there are no symmetries. Once a basis is
chosen, if the matrix element of s jµi between two basis states Φi and Φj is zero then Γ̂
j
µi is
unambiguous. Hence all such matrix elements can be determined in principle.
Our problem is that of a set of linear equations for Γ̂ jµi , one for every choice of surface
with local coordinates around the punctures. Hence we have an overdetermined system of
equations. However there is no problem regarding the existence of a solution to this system of
equations due to the argument leading to Eqn.(3.19). Given an arbitrary Γ there is an ω such
that (3.19) holds. Since any two CFT deformations (associated to δxµ) can only differ by a
choice of ω, and a change of ω can be traded by a change in Γ, there is some connection that
yields any CFT deformation we may choose. It must be emphasized that while our concrete
discussion in the present section will be carried out for the pair (D1, 0) giving rise to the
covariant derivative Dµ(Γ̂), the strategy applies to any connection.
There are then two steps involved in obtaining information from this system of equations.
First we must choose a basis. This determines which matrix elements of Γ̂ can even in principle
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be determined. Second, we must choose a suitable set of equations so that we can solve for
some or all of these solvable coefficients. Our goal is then to choose a basis with the greatest
number of solvable coefficients and choose equations that are the simplest to solve.
5.2. Using the Virasoro operators
One way to make the two choices listed above is through use of the Virasoro operators.
The motivation is as follows. If we choose a Lie algebra of operators which commute with all
the symmetries, then the symmetries will not mix representations that are inequivalent and
the mixing within the same kinds of representation happens in a manner that is constrained
and known. One can then choose a basis within each irreducible representation which when
combined will yield an overall basis in which we can easily identify some matrix elements of
Γ̂jµi that can in principle be determined. In using this observation we will be assuming that
the same Lie algebra is represented in each of the representation spaces.
Choice of basis An obvious choice for such a Lie algebra is the Virasoro algebra which always
commutes with the symmetries
[S, Ln ] = 0. (5.1)
To see why this is true we note that the Ln’s (as reviewed in §2, Eqns. (2.8),(2.9)) are defined
intrinsically via two punctured spheres with one puncture representing a bra and the other a
ket. Thus invariance under symmetry of the surfaces implies that
S Ln S
−1 = Ln , (5.2)
since if we use S to transform the kets, we must use S−1 to transform the bra. Equation (5.1)
follows immediately from (5.2).
Having seen that the Ln’s commute with any symmetry S we see that choosing a basis
constructed from irreducible representations of the Virasoro algebra will be an option inde-
pendent of the actual symmetries of the theory. An arbitrary element of the basis is labelled
as
L−n1L−n2 · · ·L−nj | h, h¯, i〉
where | h, h¯, i〉 is a primary state of dimension (h, h¯) and i = 1...m indexes the the m different
primaries of this dimension.
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Choice of Equations. Having chosen a basis let us now address the choice of equations for
the computation of the matrix elements of the connection. The equations we will choose are
obtained by taking the covariant derivatives of the sections corresponding to the Virasoro op-
erators. When studying the resulting equations we will write them out with a basis determined
by the Virasoro operators, as discussed earlier.
We do our computation for the connection Γ̂. Since this connection is associated to the pair
(D1, 0) we can obtain the covariant derivative of the L′ns from Ref.[11] (Eqn.(3.1.4)). Using
our normalization, the result is
Dµ(Γ̂)Ln =
∮
|z|=1
dz¯
−2i
zn+1 〈0, z,∞∗ | Oµ〉, (5.3)
where we orient the contour by
∮
dz¯/z¯ = −2πi. In components this equation reads(
Dµ(Γ̂)Ln
) j
i
=
∮
|z|=1
dz¯
−2i
zn+1
〈
Oµ(z)Φi(0)Φ
j(∞)
〉
=
2π∫
0
dθ
2
einθ
∑
k
H jµi
2π
e−i (si−sj)θ =
1
2
H jµi δsi,sj+n,
(5.4)
where we have used the OPE (2.13). Similarly, by choosing v¯ non-vanishing instead of v, we
obtain another Virasoro condition. All in all we have(
Dµ(Γ̂)Ln
) j
i
=
1
2
H jµi δsi,sj−n,(
Dµ(Γ̂)Ln
) j
i
=
1
2
H jµi δsi,sj+n.
(5.5)
These are the equations expressing the covariant derivatives of the Virasoro operators.
Expanding out the expressions for the covariant derivatives as(
Dµ(Γ̂)Ln
) j
i
= ∂µ (Ln)
j
i − Γ̂
k
µi (Ln)
j
k + (Ln)
k
i Γ̂
j
µk , (5.6)
substituting into Eqn.(5.5) we find
(Ln)
k
i Γ̂
j
µk − Γ̂
k
µi (Ln)
j
k = [Ln , Γ̂µ ]
j
i = ∂µ (Ln)
j
i −
1
2
H jµi δsi,sj−n. (5.7)
This equation and its analog can be studied to obtain some of the coefficients. We write them
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as follows
(Ln)
k
i Γ̂
j
µk +
(
δki ∂µ − Γ̂
k
µi
)
(Ln)
j
k =
1
2
H jµi δsi,sj+n(
Ln
) k
i
Γ̂ jµk +
(
δki ∂µ − Γ̂
k
µi
)
(Ln)
j
k =
1
2
H jµi δsi,sj−n.
(5.8)
Solving the Equations
We now have the equations that we wish to solve. When n = 0 the above Virasoro
conditions give us the following equations
γi Γ̂
k
µi + (δ
k
i ∂µ − Γ̂
k
µi )γk = H
k
µi δsk,si
si Γ̂
k
µi + (δ
k
i ∂µ − Γ̂
k
µi )sk = 0,
(5.9)
where i, k are not summed. (The generalization of these conditions for massive renormalizable
field theories have been derived in ref. [9].) The first equation determines a great part of the
connection; in particular, for γi 6= γk (which means i 6= k) we obtain
Γ̂ kµi =
H kµi δsk,si
γi − γk
, for γi 6= γk. (5.10)
The second of (5.9) implies that the connection coefficients relating two operators of different
spins must vanish
Γ̂ kµi = 0, for si 6= sj . (5.11)
The equations (5.9) also imply consistency conditions. For example the first equation shows
that for γi = γj but i 6= j we must have H
j
µi = 0. This equation is a necessary condition
generalizing the familiar conditions requiring that the dimension of the marginal operators
should not change under their own flow [15]. We leave a fuller investigation of the consistency
conditions for a future work.
Having obtained Γ̂ kµi for γi 6= γk let us now show that for γi = γk the Virasoro conditions
(5.8) determine all connection coefficients in terms of the connection coefficients connecting
primary fields of equal dimensions (assuming we have a unitary theory, and there are no linear
relations in the Verma modules). Consider the first equation in (5.8) for the case that n
is a negative integer. Here the choice of basis we have made will have a significant effect.
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The first term of the equation reads (L−n)
k
i Γ̂
j
µk . The sum over states k here only gets a
contribution from one state, the state k = L−n i, and the matrix element is one. Therefore
(L−n)
k
i Γ̂
j
µk ≡ Γ̂
j
µL−ni
, and we find
Γ̂ jµL−ni =
1
2
H jµi δsi,sj+n − ∂µ(L−n)
j
i +
∑
k
Γ̂ kµi (L−n)
j
k . (5.12)
Here in the left hand side we have a descendant field, and we want to relate this term to
connection coefficients where the lower index represents a primary field. The only case of
interest here is when (∆j ,∆j) = (∆i + n,∆i), since otherwise the connection coefficient is off
diagonal and therefore known. It follows that under this condition, the sum indicated in the
last term of the above equation can only run over states k with (∆k,∆k) = (∆i,∆i) and we
have
Γ̂ jµL−ni =
1
2
H jµi − ∂µ(L−n)
j
i +
∑
∆k=∆i
∆k=∆i
Γ̂ kµi (L−n)
j
k . (5.13)
Note that in the right hand side the connection coefficient involves the state i and not L−ni.
Thus this equation can be used recursively to relate the connection coefficients with an arbitrary
descendant in the lower index, to connection coefficients with a primary in the lower index. In
particular, if j is primary, the sum vanishes identically. Note also that in general the states
k to be summed over can be either primary or descendant. This relation therefore expresses
Γ̂ ∗µ desc, with the asterisk denoting an arbitrary state, in terms of Γ̂
prim
µ prim and Γ̂
desc
µ prim. Thus
our problem is now to show that a connection coefficient of the type Γ̂ descµ prim can be found.
To this end consider again Eqn.(5.8) this time taking n > 0 and i to be a primary state.
We then have ∑
k
Γ̂ kµi (Ln)
j
k = −
1
2
H jµiδsi,sj+n − ∂µ(Ln)
j
i . (5.14)
Since we are interested in diagonal terms we want to implement the restriction (∆k,∆k) =
(∆i,∆i). In order to attain this we fix n and consider states j such that (∆j ,∆j) = (∆i−n,∆i).
Under such circumstances we then find∑
∆k=∆i
∆k=∆i
Γ̂ kµi (Ln)
j
k = −
1
2
H jµi − ∂µ(Ln)
j
i . (5.15)
Note that the sum extends only over k’s that must be descendants. The most general situation
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one must consider corresponds to the case when the primary field i is degenerate with the set
of descendants at level N arising from another primary field i′. For the case when we have
a unitary theory, and there are no linear relations in the Verma module corresponding to the
primary field i′, it is not hard to see that the above relations determines all the connection
coefficients. This is done by solving successively for the connection coefficients Γ̂ kµi , where k
are the descendant fields, broken into groups according to the number of Virasoro operators
needed to obtain them from the primary state: L−n1 | i
′〉, L−n1L−n2 | i
′〉 with n1 ≥ n2,
L−n1L−n2L−n3 | i
′〉 with n1 ≥ n2 ≥ n3, and so on. For each element L−n1L−n2 · · ·L−nj | i
′〉,
we take n = n1 in the above formula, and pick | j〉 = L−n2 · · ·L−nj | i
′〉. The interested reader
may verify that this procedure works.
5.3. Using Kac-Moody currents
We have so far discussed one method of setting up a basis and choosing a set of equations -
a method that uses the Virasoro operators. We will now make a cursory discussion of another
possibility which yields a greater number of coefficients explicitly. Recall that with the Virasoro
method only the coefficients with γi 6= γj could be determined explicitly. The full investgation
of this possibility is perhaps best done in the context of an example - a task we leave for the
future.
To motivate the discussion we notice that the equations we solved in the earlier case arose as
the covariant derivative of the Virasoro operators - or in other words of the conformal field T (z).
One might consider the equations corresponding to the derivatives of other conformal fields
and try to solve the equations in a basis appropriate to those conformal fields. As discussed
earlier the coefficients of a connection in a particular basis can be determined explicitly only
if that coefficient is zero in any symmetry one form sµ. We must choose the conformal fields
with care if the number of explicitly determinable coefficients is to be enlarged.
We now consider the possibility that throughout theory space we have a set of holomorphic
currents Ja(z) (and/or a set of antiholomorphic ones) generating a Kac-Moody symmetry.
Since a primary operator has dimension (1, 0), we have the usual expansion
Ja(z) ≡
∑
n
Ja,n
zn+1
, (5.16)
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and the operator product expansion of two currents is given by
Ja(z)Jb(w) =
kδab
(z − w)2
+
1
(z − w)
if cab Jc(w) + · · · (5.17)
We now consider evaluating the covariant derivative of the current operators
Dµ(Γ)Ja(z) ≡ Dµ(Γ)
(
〈0, z,∞∗ | Ja〉
)
= (Dµ(Γ)〈0, z,∞
∗ |) | Ja〉+ 〈0, z,∞
∗ | (Dµ(Γ) | Ja〉) ,
(5.18)
where the states | Ja〉 = Ja(z = 0) | 0〉 are defined all over theory space. We must evaluate
the right hand side of this equation. The second term in this right hand side, however, is
ambiguous because Dµ(Γ) | Ja〉 is ambiguous. We need to make a choice. Our choice is not
completely arbitrary since only the connection coefficients relating | Ja〉 to the states generated
by symmetry transformations on | Ja〉 are ambiguous. Then the right hand side is known (at
least in principle), and one can proceed in analogy with the argument that was used to solve for
the connection coefficients in the Virasoro method. While we do not analyze these equations to
solve for the coefficients we have evaluated the first term of the right hand side of Eqn.(5.18) for
future reference. We leave this instructive calculation for Appendix A. Using the connection
c¯, we have obtained
〈Φj |
(
Dµ(c¯)〈0, z,∞
∗ |
)
| Φi〉| Ja〉= −
1
z
·
1
2
H j(Ja,1Oµ)i · δ∆i,∆j · δ∆i,∆j . (5.19)
6. The Curvature of the Connections
In this section we will compute the curvature of the connections we have been studying.
The curvature of the connection c has been already computed in ref. [9]. Here we will streamline
the derivation considerably, and this will allow us to give a simple proof that the connections
Γ̂D are flat.
The connection Γ̂ (Γ̂D for D equal to the unit disk) was expected to be flat. Notice that
any surface state 〈Σ | corresponding to a surface with local coordinates that cover it precisely
must have zero covariant derivative with respect to the connection Γ̂. Thus we have an infinite
number of linearly independent nonvanishing sections that are covariantly constant. We would
expect zero curvature in analogy to the situation for dimension n vector bundles, where the
existence of n covariantly constant basis sections guarantees zero curvature.
34
6.1. Preliminary Discussion
As we have seen, the general expression for the covariant derivative of a surface state with
an arbitrary connection is of the form
Dµ(Γ)〈Σ |= −
∫
Σ−∪iDi
d2z 〈Σ; z | Oµ〉 −
n∑
i=1
〈Σ | ω
(i)
µ . (6.1)
We wish to compute the curvature of Γ using the above formula. As we know, the commutator
of two covariant derivatives acting on a tensor must give curvature, that is
[Dµ(Γ), Dν(Γ)] 〈Σ |= −〈Σ |
∑
i
Ω
(i)
µν (Γ). (6.2)
It is certainly not manifest that using the right hand side of Eqn.(6.1) (the variational formula)
to compute the commutator will give a result compatible with (6.2). Our strategy will be to
compute the commutator for a particular connection where it will be relatively straightforward
to understand the conditions under which Eqn.(6.2), as evaluated with the variational formula,
holds (and in doing so obtain the value of the curvature). This will imply that (6.2) holds
in general, for we will prove next that upon a change in the connection, the commutator
transforms as expected.
It follows from the formula giving the curvature in terms of the connection that
∆µν ≡ Ωµν(Γ + θ)− Ωµν(Γ) = Ωµν(θ) + Γνθµ − Γµθν + θνΓµ − θµΓν . (6.3)
We must check if this property follows from our expression for covariant derivatives of surface
states (the variational formula). To do so let us compute explicitly the additional terms ∆µν
that arise when we change the connection from Γ to Γ+ θ. We must verify that we obtain the
expression in the right hand side of (6.3). We find
∆µν = (Dµ(Γ + θ)Dν(Γ + θ)〈Σ | −Dµ(Γ)Dν(Γ)〈Σ | )− (µ↔ ν)
= Dµ(Γ + θ)
(
−
∫
Σ′
d2z 〈Σ; z | Oν〉 −
n∑
i=1
〈Σ | (ω
(i)
ν − θ
(i)
ν )
)
−Dµ(Γ)
(
−
∫
Σ′
d2z 〈Σ; z | Oν〉 −
n∑
i=1
〈Σ | ω
(i)
ν
)
− (µ↔ ν),
(6.4)
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where Σ′ = Σ− ∪iDi. Applying the variational formula again we find
∆µν =
∫
Σ′
d2z
n∑
i=1
〈Σ; z |
(
| Oν〉 θ
(i)
µ + | Oµ〉 θ
(i)
ν
)
+
n∑
i,j=1
〈Σ |
(
θ
(j)
µ ω
(i)
ν + ω
(j)
µ θ
(i)
ν + θ
(i)
µ θ
(j)
ν
)
−
n∑
i=1
〈Σ |
(
Dµ(Γ + θ)ω
(i)
ν +Dµ(Γ + θ)θ
(i)
ν
)
− (µ↔ ν),
(6.5)
and the antisymmetrization leaves us with
∆µν = −
n∑
i=1
〈Σ |
[(
Dµ(Γ)θ
(i)
ν −Dν(Γ)θ
(i)
µ
)
+
(
θ
(i)
µ θ
(i)
ν − θ
(i)
ν θ
(i)
µ
)]
. (6.6)
A simple computation expanding the term in brackets in the above equation shows that, as
desired, it is equal to the right hand side of (6.3). This result establishes that if for some
covariant derivative, its commutator, as computed using the variational formula, gives just
curvature, this will be the case for an arbitrary covariant derivative.
We would like now to use Eqn.(6.6) to investigate what happens to the curvature if the
connection Γ is changed by a symmetry, i.e., if we let θµ = Sµ. We then have
Ωµν(Γ + S)− Ωµν(Γ) = (Dµ(Γ)Sν −Dν(Γ)Sµ)− (SµSν − SνSµ) . (6.7)
The second term in Eqn.(6.7) is a commutator of symmetries and therefore it is itself a sym-
metry. Let us investigate under what conditions the first term is also a symmetry. Using∑n
i=1〈Σ | S
i
µ = 0 we find
n∑
i=1
〈Σ |
(
Dµ(Γ)S
(i)
ν −Dν(Γ)S
(i)
µ
)
= −
n∑
i=1
[
(Dµ(Γ)〈Σ |) S
(i)
ν − (Dν(Γ)〈Σ |) S
(i)
µ
]
(6.8)
We now use the variational formula with some radius ǫ, to obtain
n∑
i=1
〈Σ |
(
Dµ(Γ)S
(i)
ν −Dν(Γ)S
(i)
µ
)
= −
n∑
i=1
∫
Σ′
d2z 〈Σ; z | O[µ〉S
(i)
ν]
−
n∑
i,j=1
〈Σ | ω
(j)
[µ
S
(i)
ν]
=
n∑
i=1
∫
Σ′
d2z 〈Σ; z | S[ν | Oµ]〉+
n∑
i=1
〈Σ | [S
(i)
[ν , ω
(i)
µ] ].
(6.9)
Since Sν | Oµ〉 = 0 (as argued below Eqn.(A.3)), the vanishing of the right hand side of (6.9),
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for all 〈Σ |, requires that
[Sν , ωµ ]− [Sµ , ων ] ≈ 0, (6.10)
where the equivalence relation ≈ means that the objects to the left and to the right of the
symbol are equal up to a symmetry operator. Eqn.(6.10) is then the condition that ensures
that adding a symmetry to the connection changes the curvature by a symmetry
Ωµν(Γ + S) ≈ Ωµν(Γ). (6.11)
We see that for certain natural connections the class of connections related to it by a symmetry
all yield identical curvatures up to symmetries. Eqn.(6.11) is a necessary condition on a
connection Γ to be able to write its curvature (up to symmetries) in terms of the pair (D,ωµ).
Indeed, this pair does not change as we vary the connection by a symmetry, implying thereby
that the curvature must not change by more than a symmetry.
Verifying Eqn.(6.11) for Γ̂D, c and c¯. The connection Γ̂ satisfies this naturality condition and
so does the connection c and the connection c¯. This is readily verified by showing that (6.10)
holds. For Γ̂D, we can choose a domain D such that ω = 0. For c we choose a radius η (which
eventually is taken to zero) and recall that
ωcµ(η) =
∫
η<|w|<1
d2wAd 〈0, w,∞∗ | Oµ(w)〉, (6.12)
where Ad acting on a matrix operator yields the part of the operator above the diagonal.
To evaluate the left hand side of Eqn.(6.10) we note that in general for any operator M =
MAd+MD +MBd, where Bd denotes the part below the diagonal, and a diagonal operator S,
we have that
[MAd, S] = [M,S]Ad, [MBd, S] = [M,S]Bd. (6.13)
For our particular case let
M =
∫
η<|w|<1
d2w 〈0, w,∞∗ | Oµ(w)〉, (6.14)
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so that MAd = ω
c
µ(η). We then find
[M,S] =
∫
η<|w|<1
d2w [ 〈0, w,∞∗ | Oµ(w)〉 , S ] = −
∫
η<|w|<1
d2w 〈0, w,∞∗ | S | Oµ(w)〉 = 0
since S | Oµ〉 = 0 as discussed above. Back in Eqn.(6.13) we find that [ω
c
µ(η), S] = 0, which is
the desired result. For the connection c¯
ωc¯µ(η) =
∫
η<|w|<1
d2w (Ad + Bd) 〈0, w,∞∗ | Oµ(w)〉, (6.15)
and a similar argument using (6.13) shows that [ωc¯µ(η), S] = 0. This concludes the proof that
the connections Γ̂, c, and c¯ are natural ones.
6.2. Computation of Ωµν(c) and Ωµν(c¯)
Let us now introduce the linear operators Sgz and Fpz, which will be defined acting on
functions of r(= |z|) of the following type
fa,n(r) =
1
ra
· (ln r)n , n ≥ 0, (6.16)
where n is a constant integer, and where a = a(x) could be a function in theory space. A
simple example of such functions has already appeared in operator product expansions (see
Eqn.(2.13)) where n = 0, and a = 2 + γi − γk. If the functions fa,n(r) are integrated around
r = 0 with the usual measure rdrdθ, the integrals are finite whenever a < 2, and divergent
whenever a ≥ 2 (for all values of n ≥ 0). The operator Sgz, with Sg for singular, picks the
unintegrable functions, namely, those with a ≥ 2, and kills the others. The operator Fpz, with
Fp for finite part, picks the integrable functions, namely, those with a < 2, and kills the others.
It follows that Sgz+Fpz = 1, when acting on sums of functions of the type indicated in (6.16).
It is an important property that the action of these operators (on sums of f ’s) commutes
with the operation of covariant differentiation we have been studying. This follows because
differentiation does not affect the r-dependence of the functions except in the case when the
function a(x) is differentiated. In this case we pick an extra factor of ln r and therefore the
integrability property of the function is unchanged.
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The operator Sg can be used to express the subtraction operator ωµ(η) necessary when
taking covariant derivatives with the connection c. We have that
ωcµ(η) =
∫
η<|w|<1
d2w Sgw〈0, w,∞∗ | Oµ(w)〉, (6.17)
where, with a slight abuse of notation, we indicate the point where Oµ is inserted in the ket
itself.
We consider now a surface state 〈Σ |, which we assume to be equipped with local coordi-
nates at the punctures such that the associated unit disks are well defined and disjoint. The
covariant derivative Dµ(c) of such surface states can be written as
Dµ(c)〈Σ |= lim
ǫ→0
[
−
∫
|z−yi|>ǫ
d2z〈Σ; z | Oµ〉+
∑
i
∫
ǫ<|z−yi|<1
d2z Sgz−yi
(
〈Σ; z | Oµ〉
)]
. (6.18)
We break the first integral into a piece outside the unit disks, and additional pieces that
combine naturally with the second term:
Dµ(c)〈Σ |= −
∫
|z−yi|>1
d2z〈Σ; z | Oµ〉 −
∑
i
∫
|z−yi|<1
d2z Fpz−yi
(
〈Σ; z | Oµ〉
)
. (6.19)
This is a useful way of writing the covariant derivative Dµ(c) of a surface section. It should
be emphasized, however, that when we take a second covariant derivative we cannot use this
result, since the surface states obtained after the first derivative do not satisfy the condition
of having disjoint unit disks for all punctures. The puncture associated to the insertion of O
(z in 〈Σ; z |) can be arbitrarily close to the other punctures.
We can now begin our computation. Making use of (6.19) we immediately obtain the
following expression for the commutator of two covariant derivatives
[Dµ(c), Dν(c) ] 〈Σ |= −
∫
|z−yi|>1
d2zFµν(z)−
∑
i
∫
|z−yi|<1
d2z Fpz−yi
(
Fµν(z)
)
, (6.20)
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where Fµν(z) is given by
Fµν(z) ≡ Dµ(c)
(
〈Σ; z | Oν〉
)
−Dν(c)
(
〈Σ; z | Oµ〉
)
= lim
η→0
[
−
∫
|w−yi|>η
|w−z|>η
d2w〈Σ; z, w |
(
| Oµ(w)〉 | Oν(z)〉− | Oν(w)〉 | Oµ(z)〉
)
+ 〈Σ; z |
(
ωcµ(η) +
∑
i
ω
c(i)
µ (η)
)
| Oν(z)〉
− 〈Σ; z |
(
ωcν(η) +
∑
i
ω
c(i)
ν (η)
)
| Oµ(z)〉
]
+ 〈Σ; z |
(
Dµ | Oν〉 −Dν | Oµ〉
)
.
(6.21)
Here ωcµ is defined in (6.12), and, following our comments above, the derivative of the surface
states 〈Σ; z | has been computed using the original expression and not the simplified form in
(6.19).
Analysis of Singularities In order to simplify further our analysis we must understand the
nature of the singularities as the operators Oµ and Oν get close. For simplicity we choose our
basis of states in a way that the marginal operators are basis states throughout theory space.
In a unitary theory we must have the following type of OPE
Oµ(z)Oν(0) =
Gµν
r4
1+
∑
γk>0
H kµν
z2−∆k z¯2−∆¯k
Φk(0). (6.22)
Making use of this equation and translational invariance we can derive the operator expansion
of Oν(z)Oµ(0) and obtain for the antisymmetrized combination the following result
O[µ(z)Oν](0) =
∑
γp>0
H pµν −H
p
νµ
z2−∆p z¯2−∆¯p
Φp(0)
= −
∑
γk>0
H kµν (−1)
γk
(
∂Φk(0)
z1−∆k z¯2−∆¯k
+
∂¯Φk(0)
z2−∆k z¯1−∆¯k
+ · · ·
) (6.23)
where the dots indicate terms with two or more derivatives. Now consider integrating over z
in a disk surrounding z = 0. All terms with two or more derivatives give finite contributions.
The first term can only give a divergence if γk ≤ 1. Since the angular integration forces
sk = −1 to get a nonvanishing answer, the field Φk must be a (0, 1) field, and therefore purely
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antiholomorphic. Therefore ∂Φk vanishes and we cannot get any divergence from the first
term. Exactly the same argument applies for the second term. Thus, we conclude that the
antisymmetric combination in the left hand side of Eqn.(6.23) can be integrated over z without
the need for subtractions. This implies that the integral over w in (6.21) does not require the
condition |w − z| > η. Therefore the explicit infinite subtraction terms must also vanish
〈Σ; z |
(
ωcµ(η) | Oν(z)〉 − ω
c
ν(η) | Oµ(z)〉
)
= 0, (6.24)
as can be verified by an argument completely analogous to the one given before.
Analysis of Torsion We must now consider the terms
Dµ | Oν〉 −Dν | Oµ〉 = (c
k
µν − c
k
νµ ) | Φk〉, (6.25)
where, in writing the right hand side, we used a basis where the marginal operators are some
of the basis vectors. The sum over k can only extend over operators of spin zero and of total
dimension less than or equal to two (recall c is upper triangular). Thus the above breaks into
two type of terms
Dµ | Oν〉 −Dν | Oµ〉 =
∑
ρ
(c ρµν − c
ρ
νµ ) | Oρ〉+
∑
γp<2
(c pµν − c
p
νµ ) | Φp〉, (6.26)
where we recall that the dimension (1, 1) fields must be primary. Making use of (4.10) and
(4.12), we find
c pµν − c
p
νµ =
(H pµν −H
p
νµ )
2− γp
δsp,0, for γp < 2. (6.27)
We can use Eqn. (6.23) to show that this vanishes. Using the first term in the expansion of
that equation, we see that ∆p = ∆k + 1 > 1. Since any field Φp entering in (6.27) must
be of spin zero this implies that γp > 2, and therefore no such field contributes. An exactly
analogous argument holds for all other terms in (6.23). Thus indeed c pµν − c
p
νµ vanishes for
γp < 2 and sp = 0. Back in (6.26) we then have
Dµ | Oν〉 −Dν | Oµ〉 =
∑
ρ
(c ρµν − c
ρ
νµ ) | Oρ〉 =
∑
ρ
T ρµν | Oρ〉, (6.28)
where we introduced the torsion-like object T ρµν . Unless T
ρ
µν vanishes, the termDµ | Oν〉−Dν |
Oµ〉 present in Fµν would end up, back in (6.20), giving us a result of the form [Dµ, Dν ]〈Σ |=
−〈Σ | Ωµν + T
ρ
µν Dρ〈Σ |. This would be inconsistent since on a vector bundle the commutator
of two covariant derivatives must only give curvature and cannot include true torsion terms.
We must therefore have that
T ρµν = c
ρ
µν − c
ρ
νµ = 0. (6.29)
This condition is indeed satisfied for the connection Γ̂ in the particular case of toroidal com-
pactification. We can give an argument that suggests that indeed the condition is satisfied on
general grounds. Consider the partition function ZΣ on the surface Σ (which must have no
punctures) as a function in theory space. If we consider the commutator [Dµ, Dν ] acting on ZΣ
we must get zero because DµDνZΣ ≡ ∂µ∂νZΣ, by definition. Since the curvature term cannot
act on a function we obtain that T ρµν DρZΣ = 0. But DρZΣ = 〈〈Oρ〉〉Σ, where the right hand
side denotes expectation value of the operator as integrated all over the surface Σ.
⋆
Therefore
we know that
T ρµν 〈〈Oρ〉〉Σ = 0. (6.30)
This is an equation for every unpunctured surface Σ, and it suggests strongly that T ρµν = 0.
The expectation value of the marginal fields cannot vanish in general for genus g ≥ 1 since
otherwise the partition function would be a constant in theory space. We will not attempt
to prove on general grounds the vanishing of the torsion T , this would involve showing that
the expectation values of the marginals, thought as defining a vector in the tangent space to
theory space, span this tangent space as we vary the surfaces. We expect this must be the
case. A similar argument was made in ref. [9] to prove that T ρµν = 0 for the case of massive
renormalizable theories .
Completing the Computation All in all, our discussion above implies that Fµν in (6.21) re-
duces to the following expression
Fµν(z) = lim
η→0
[
−
∫
|w−yi|>η
d2w〈Σ; z, w |
(
| O[µ(w)〉 | Oν](z)〉
)
+
∑
i
〈Σ; z | ω
(i)
[µ
(η) | Oν](z)〉
]
. (6.31)
We now split the integral in Eqn.(6.31) into a piece where w is outside the unit disks, and
⋆ This can be shown by first writing ZΣ = 〈Σ
′ | 0〉, where Σ′ is a one punctured surface with the same
conformal structure as Σ if we forget about the extra puncture. Taking a covariant derivative with the
connection Γ̂ one can see that the result amounts to integrating the insertion over the whole of the
unpunctured surface.
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pieces where w is inside the various yi disks. For the latter pieces we define wi = w − yi. We
then obtain
Fµν(z) = −
∫
|w−yi|>1
d2w〈Σ; z, w |
(
| O[µ(w)〉 | Oν](z)〉
)
−
∑
i
∫
|wi|<1
d2wi
(
〈Σ; z, wi | −〈Σ; z | Sg
wi〈0, wi,∞
∗(i) |
)
| O[µ(wi)〉 | Oν](z)〉.
(6.32)
In writing this expression we have dropped the η → 0 limit since the integrand, as written,
is integrable around wi = 0. We cannot simplify further the expression in parenthesis in
the second line of the above equation because the location of z is arbitrary. The rest of the
computation of curvature does not involve any conceptual difficulty and we have therefore
relegated the details to Appendix B.1. The result is
Ωµν =
∫
|z|<1
d2z Fpz
∫
|w|<1
d2w
(
〈0, z, w,∞∗ | −〈0k, z,∞∗ | Sgw〈0, w,∞∗k |
)
| O[µ〉 | Oν]〉, (6.33)
where the 0k and ∞k state spaces are contracted. Here the curvature is expressed as a double
integral over four point functions [9]. We can use this formula to obtain an expression for the
curvature in terms of OPE coefficients. The computation is given in detail in Appendix B.2,
and the result is
Ω jµνi = δsi,sj
( ∑
γk>γi
+
∑
γk<γj
) H k[µi H jν]k δsk,si
γkj γki
, for γi ≥ γj, (6.34)
and Ω jµνi = 0, for γi < γj .
Once the curvature of c is known we also know the curvature of c¯. It follows directly
from the definition of curvature that the diagonal part of the curvature of an upper triangular
connection equals the curvature of the diagonal part of the connection. This means that
Ωµν(c¯) = Diag (Ωµν(c)). (6.35)
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6.3. Curvature of the Connection Γ̂D
We will now show that the connection Γ̂D is flat. We first relate the connection Γ̂D with
domain D to the connection Γ̂. We have that
Γ̂D = Γ̂ + ω
D, with ωDµ =
∫
∆D
d2z〈0, z,∞∗ | Oµ(z)〉, (6.36)
where ∆D = D1 −D and D1 is the unit disk. Moreover Γ̂ = c− ω̂, where ω̂µ is given by
ω̂µ =
∫
|w|<1
d2w Fpw〈0, w,∞∗ | Oµ(w)〉. (6.37)
All this implies that
Dµ(Γ̂D)〈Σ |= Dµ(c)〈Σ | +〈Σ |
∑
i
(
ω̂
(i)
µ − ω
D(i)
µ
)
(6.38)
Starting from
Dν(Γ̂D)〈Σ |= −
∫
Σ−Di
d2z〈Σ; z | Oν〉, (6.39)
we find
[Dµ(Γ̂D), Dν(Γ̂D) ] 〈Σ |= −
∫
Σ−Di
d2zFµν(z)−
∑
i
∫
Σ−Di
d2z〈Σ; z |
(
ω̂
(i)
[µ
− ω
D(i)
[µ
)
| Oν](z)〉. (6.40)
The second term in the right hand side, with the help of (6.37) and (6.36) can be written as
−
∫
Σ−Di
d2z 〈Σ; z |
∑
i
∫
|wi|<1
d2wi Fp
wi
(
〈0, wi,∞
∗(i) |
)
| O[µ(wi)〉 | Oν](z)〉
+
∫
Σ−Di
d2z 〈Σ; z |
∑
i
∫
∆Di
d2wi 〈0, wi,∞
∗(i) | O[µ(wi)〉 | Oν](z)〉 .
(6.41)
The first term in the right hand side of (6.40) is evaluated by taking the expression for Fµν in
(6.32) and splitting its first term into integrals over Σ−Di and integrals over ∆Di. Substituting
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back in (6.40), and with a little work, we find that the right hand side of (6.40) reduces to
∫
Σ−Di
d2z
∑
i
∫
Di
d2wi
(
〈Σ; z, wi | −〈Σ; z | 〈0, wi,∞
∗(i) |
)
| O[µ(wi)〉 | Oν](z)〉 = 0, (6.42)
which vanishes because z must be outside the disks Di and w must be inside the disks. Under
these circumstances the bra in parenthesis vanishes identically. This proves the desired result,
namely, we obtain that Ω(Γ̂D )µν ≈ 0.
7. Building a Theory in the State Space of Another
As we have discussed earlier, building the theory at x in the state space of a theory at x′
requires that for every surface state 〈Σ(x) | we should find an associated state in Hx′ such that
the algebra of sewing corresponding to the theory at x is respected. We have also seen that
this can be done by simply transporting the states 〈Σ(x) | from the state space Hx to the space
Hx′. A priori, this transport can be done with any connection. Even a zero connection may
be used. The drawback, however, is that with this choice we cannot write simple or natural
expressions for the transported state. In general, the result of the transport will depend on
the path chosen due to the curvature of the connection. When we transport the surface states
we must keep the path fixed. Then it follows that using different paths simply corresponds to
two representations of the theory differing by a similarity transformation. Thus connections
with curvature are perfectly sensible.
As we have shown in the previous section, the connection Γ̂µ is flat, in addition to metric
compatible. Thus it is a particularly natural candidate for parallel transport. We will show,
however, that one cannot integrate the equations of parallel transport for this connection. This,
of course, happens because we are working in an infinite dimensional vector bundle. Therefore,
if we wished to use the connection Γ̂ beyond first order, we must regulate the infinities. Rather
than working with infinite quantities, we can use connections that do not have this integrability
problem. As we will discuss, the connection c or the connection c¯ are suitable for finite distance
parallel transport. A state will be called finite if all of its components are finite.
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7.1. Second Order Nonintegrability of Γ̂
Let us consider the parallel transport of ket-states by a finite amount. We choose a one-
parameter family of theories xµ(s), s ∈ [0, ǫ]. Then we can do parallel transport using the
path ordered integral of the connection Γ̂µ along the path from s = 0 to s = ǫ using the
formula given in Eqn.(2.32). The second order term, as we will see now, is ill-defined due to
the divergence of the product of two connections. For Γ̂i = Γ̂j and si = sj , we can split the
sum over intermediate states into two parts:
(Γ̂µΓ̂ν)i,j =
∑
k
Γ̂ kµi Γ̂νk,j =
∑
γk>γi
+
∑
γk≤γi
 Γ̂ kµi Γ̂νk,j . (7.1)
Now, the second sum, involving a finite number of terms, is finite. The first sum is rewritten
as ∑
γk>γi
Γ̂ kµi Γ̂νk,j = −
∫
|z′|<1
d2z′
|z′|2
F (z′), (7.2)
where F (z′) is given by
F (z′) =
∫
|z|<|z′|
d2z
〈
Oν(1)
(
Oµ(z)Φi(0)−
1
2π
∑
γk≤γi
D kµi δsi,sk
|z|2+γi−γk
Φk(0)
)
Φj(∞)
〉
. (7.3)
This formula can be verified by making use of Eqns.(2.13), (5.10), and the assumption that
γi = γj . The integral in (7.2) turns out to be divergent due to the singularity
Oµ(z)Oν(z
′) ≃
Gµν
|z − z′|4
1+ · · · , (7.4)
where Gµν ≡ 〈Oµ | Oν〉. In fact, using (7.4) one can check that F (z
′) ∼ (1−|z′|)−2 as z′ → 1,
which leads to a divergence when integrated as in (7.2). This confirms that at second order
the integration with the connection Γ̂µ fails. Since the variation of the correlators must be
finite, the above divergences, if kept track properly, ought to be canceled by the divergences
in the second order parallel transport of the surface states. We will not try to implement this
since our aim is to give a construction manifestly free of divergences.
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7.2. Integrability of c and c¯
We will see now that the difficulties observed in the previous subsection dissappear for the
connections c or c¯. We first argue that the connection elements themselves are finite (this is
also true for Γ̂). This is clear from the variational formulas applied to surface states; the right
hand side of the variational formula is always finite, and therefore the connection coefficients,
which are determined up to symmetries, can be chosen to be finite. Consider again paralell
transport of ket-states. It follows from the lower triangular property of c that in
Dµ(c) | Φi〉 = c
k
µi | Φk〉, (7.5)
the sum in the right hand side involves a finite number of states, those whose dimensions are
lower than or equal to γi. It is then clear that multiple covariant derivatives Dµ1 · · ·Dµn | Φi〉
must be always a finite state with dimension less than or equal to γi. This proves that finite
distance parallel transport of any ket state of definite dimension is well defined. Note, however,
that for a general state si | Φi〉 paralell transport with c may not be well defined if this sum
involves an infinite number of states. This happens because in Dµ(s
i | Φi〉) involves the term
sic kµi | Φk〉, and for fixed k the sum over i can run over an infinite set of values.
Since our description of correlators has been given using the contraction of bras representing
surface states against kets corresponding to local operators, and having already checked that
the transport of the kets is not problematic, let us now discuss the transport of the bras. The
equation
Dµ(c)〈Φ
i |= −c iµk 〈Φ
k |, (7.6)
shows that the parallel transport of a basis bra gives a bra with infinite number of components
all with dimension greater than or equal to γi. The covariant derivative of an arbitrary finite
bra section must be finite because the resulting component along any basis bra 〈Φk | can
only get contributions from bras of equal or lower dimensionality, and there are only a finite
number of such bras. It follows that the covariant derivative with c of surface sections are
always finite sections. Therefore multiple covariant derivatives are well defined as well, and
as a consequence we can define finite distance paralell transport of surface states using the
connection c. All of our arguments for c apply to c¯ as well. For the connection c¯, however,
even the parallel transport of arbitrary finite kets is well defined.
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8. Conclusions
In this paper we have associated a pair (D,ωµ) with any covariant derivative by examining
its action on the surface sections. We have identified a natural class of connections Γ̂D for
which ωµ can be set to zero. The connections Γ̂D have zero curvature and Γ̂ (for D = D
1,
the unit disc) is metric compatible. Γ̂ does not lead to perturbatively finite parallel transport.
Another class of natural connections have ωµ 6= 0 for any choice of excluded domain around
the punctures. The ωµ’s, however, are constructed in terms of surface states. Among these
connections we have studied the connections c and c¯, which turn out to be the upper triangular
and diagonal parts of Γ̂. Both have nonzero curvature, and c¯ is compatible with the metric.
Both lead to perturbatively finite parallel transport. For these connections we were able to
obtain expressions for curvature in terms of the states of the theory, D and ωµ. On general
grounds this is not possible unless ωµ satisfies Eqn.(6.10).
We now indicate some directions of future work that emerge from the present paper.
Though we have identified some interesting connections, the notion of a natural connection has
not been made fully precise. We have also not explored completely the consistency conditions
that follow from the variational formula (1.1) on the correlation functions of the theories. It
may be of interest to elucidate the relation between our work and the work on deformations
of topological field theories [14]. Finally, a crucial issue is extending our present work to more
general spaces of two dimensional field theories.
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APPENDIX A: Computation of Kac-Moody currents
We want to compute the right hand side of Eqn. (5.18). This is
(Dµ(Γ)〈0, z,∞
∗ |) | Ja〉+ 〈0, z,∞
∗ | (Dµ(Γ) | Ja〉) (A.1)
The second of term involves no computation since it is known once (Dµ(Γ) | Ja〉) is fixed. We
need to evaluate the first term (Dµ(Γ)〈0, z,∞
∗ |) | Ja〉.
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Preliminaries Since we will assume throughout that we have a unitary conformal field the-
ory, the operator product expansion of the dimension (1, 0) current with the dimension (1, 1)
marginal operator Oµ must be of the form
Ja(z)Oµ(w, w¯) =
1
(z − w)2
(Ja,1Oµ)(w, w¯) +
1
(z − w)
(Ja,0Oµ)(w, w¯) + regular, (A.2)
since the lowest dimensional operator must be of dimension zero. We will assume that
Ja,0Oµ ≡ 0, (A.3)
since this operator, if not zero, must be a (1, 1) primary (recall that [Ln, Ja,0] = 0). Then
the charges associated to the Kac-Moody symmetry would rotate the marginal operator Oµ
into some other marginal operator O. All marginal operators belonging to the same multiplet
would generate equivalent deformations throughout theory space. We do not wish to consider
here such degenerate situation. The operator (Ja,1Oµ)(w, w¯) entering in the above expansion
must be a dimension (0, 1) field, therefore it must be primary and and purely antiholomorphic.
All in all our operator product expansion will read
Ja(z)Oµ(w, w¯) =
1
(z − w)2
(Ja,1Oµ)(w¯) + regular, (A.4)
We also claim that the subtraction matrix Dµ(ǫ) vanishes for currents, that is
D kµJa (ǫ) ≡ 0. (A.5)
This follows from (4.19); if γk < 1, we get zero because there is no field of spin one of dimension
less than one; if γk = sk = 1 the field Φk must be another holomorphic current. Nevertheless
such an operator cannot appear in the operator product expansion of an Oµ and a holomorphic
current (see (A.4)).
The computation. Let us now begin our computation. It follows from (4.18) (with the limit
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as ǫ→ 0 implicit)
(
Dµ(c¯)〈Σ(0, z,∞) |
)
| Φi〉| Ja〉| Φj〉 =−
∫
ǫ≤|w|≤1/ǫ
|w−z|≥ǫ
d2w
〈
Oµ(w)Φi(0)Ja(z)Φj(∞)
〉
+D kµj (ǫ)
〈
Φi(0)Ja(z)Φk(∞)
〉
+D kµi (ǫ)
〈
Φk(0)Ja(z)Φj(∞)
〉
,
(A.6)
where use was made of Eqns.(4.18) and (A.5). The last term in the above right hand side,
with the help of the operator product expansion Eqn. (A.4), can be written as
−
∑
n
1
zn+1
Dµi,Ja,−nj(ǫ) = −
∑
n≤−1
1
zn+1
Dµi,Ja,−nj(ǫ) +
∑
n≥0
1
zn+1
DµJa,ni,j(ǫ), (A.7)
where in the last step we broke the sum into two pieces and used the identity discussed in
Calculation 3 at the end of this appendix. We now assume for convenience that |z| < 1. Then
the integral above can be split into the region |w| ≤ 1 and the region |w| ≥ 1. For the first
piece we use the Ward identity detailed in Calculation 1 at the end of this appendix and the
second piece is left as it is. This together with (A.7) enables us to find that the right hand
side of (A.6), henceforth called (I), becomes
(I) =−
∫
ǫ≤|w|≤1
|w−z|≥ǫ
d2w
∂
∂w
{ 1
z − w
〈
(Ja,1Oµ)(w¯)Φi(0)Φj(∞)
〉}
+
∑
n≤−1
1
zn+1
( ∫
ǫ≤|w|<1
d2w
〈
Oµ(w)Φi(0)(Ja,−nΦj)(∞)
〉
−Dµi,Ja,−nj(ǫ)
)
−
∑
n≥0
1
zn+1
( ∫
ǫ≤|w|<1
d2w
〈
Oµ(w)(Ja,nΦi)(0)Φj(∞)
〉
−DµJa,ni,j(ǫ)
)
−
∫
1≤|w|≤1/ǫ
d2w
〈
Oµ(w)Φi(0)Ja(z)Φj(∞)
〉
+
∑
n
1
zn+1
Dµj,Ja,ni(ǫ)
(A.8)
The last line in the above expression is evaluated by taking the operator product expansion
of Ja and Φi, the operator product expansion of Oµ with Φj and integrating, the second term
subtracting away divergent pieces. This calculation is quite similar to that leading to the
50
equation ∫
ǫ≤|w|≤1
d2w
〈
Oµ(w)Φi(0)Φj(∞)
〉
−Dµi,j(ǫ) = −
Hµi,j
γi − γj
δsi,sj (1− δγi,γj ), (A.9)
which holds for arbitrary operators Φi and Φj (note that when γi = γj we take the right hand
side to be zero). Eqn.(A.9) is also used to simplify the second and third lines in (A.8). Using
Hµi,j = Hµj,i, which holds for arbitrary i, j, one finds
(I) =−
∫
ǫ≤|w|≤1
|w−z|≥ǫ
d2w
∂
∂w
{ 1
z − w
〈
(Ja,1Oµ)(w¯)Φi(0)Φj(∞)
〉}
−
∑
n≤−1
1
zn+1
Hµj,Ja,ni +HµJa,−nj,i
γi − γj − n
δsi−sj ,n (1− δγi−γj ,n).
(A.10)
We can now use the result of Calculation 2 at the end of this Appendix to find
(I) =−
∫
ǫ≤|w|≤1
|w−z|≥ǫ
d2w
∂
∂w
{ 1
z − w
〈
(Ja,1Oµ)(w¯)Φi(0)Φj(∞)
〉}
−
1
2
∑
n≤−1
1
zn+1
H(Ja,1Oµ)i,j δ∆i,∆j δ∆i+n,∆j .
(A.11)
We finally evaluate the integral above by using Stokes theorem. We get no contribution from
w → z, the contribution from |w| = 1 cancels precisely the last line of (A.11), and the
contribution from w → 0 gives us the final result
(
Dµ(c¯)〈Σ(0, z,∞) |
)
| Φi〉| Ja〉| Φj〉 = −
1
z
·
1
2
H(Ja,1Oµ)i,j · δ∆i,∆j · δ∆i,∆j . (A.12)
This is our final result for the computation.
Calculation 1. Our first objective is to find an expression for the one-form meromorphic object
ω =
〈
Oµ(w)Φi(0)Ja(z)Φj(∞)
〉
dz, (A.13)
where the correlator is on the sphere with uniformizing coordinate z and local coordinates z
around z = 0 and 1/z around z =∞. Since there is no holomorphic one-form on the sphere the
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above correlator can be determined from the singularities. When z →∞ we use the operator
product expansion
Ja(z)Φj(∞) = −
∑
n
zn−1 (Ja,nΦj)(∞), (A.14)
and we obtain
lim
z→∞
ω = −
∑
n≥0
zn−1
〈
Oµ(w)Φi(0)(Ja,nΦj)(∞)
〉
dz , (A.15)
where the n = 0 term is included since it is singular at ∞. Furthermore
lim
z→0
ω =
∑
n≥0
1
zn+1
〈
Oµ(w)(Ja,nΦi)(0)Φj(∞)
〉
dz
lim
z→w
ω =
1
(z − w)2
〈
(Ja,1Oµ)(w¯)Φi(0)Φj(∞)
〉
dz ,
(A.16)
where in the second relation we used (A.4). There is a small subtlety, the term with n = 0
in the limit when z → 0 is also singular at z = ∞. In fact, given the Ward identity for the
charge Ja,0 we have that
dz
z
〈
Oµ(w)(Ja,0Φi)(0)Φj(∞)
〉
= −
dz
z
〈
Oµ(w)Φi(0)(Ja,0Φj)(∞)
〉
, (A.17)
which equals the n = 0 term in the z →∞ expansion. Thus this term should not be included.
The final result is
ω =
∂
∂w
{ dz
z − w
〈
(Ja,1Oµ)(w¯)Φi(0)Φj(∞)
〉}
−
∑
n≤−1
dz
zn+1
〈
Oµ(w)Φi(0)(Ja,nΦj)(∞)
〉
+
∑
n≥0
dz
zn+1
〈
Oµ(w)(Ja,nΦi)(0)Φj(∞)
〉
.
(A.18)
Calculation 2. Now we consider another identity between operator product coefficients. By
definition we have that
1
2π
HµJa,ni,j ≡
〈
Oµ(1)(Ja,nΦi)(0)Φj(∞)
〉
=
∮
dz
2πi
zn
〈
Oµ(1)Ja(z)Φi(0)Φj(∞)
〉
, (A.19)
where the contour surrounds z = 0. This contour can be replaced by two contours surrounding
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z = 1 and z =∞ respectively. Using (A.4) we obtain
1
2π
HµJa,ni,j = −n
〈
(Ja,1Oµ)(1)Φi(0)Φj(∞)
〉
−
〈
Oµ(1)Φi(0)(Ja,−nΦj)(∞)
〉
, (A.20)
and therefore we find
HµJa,ni,j +Hµi,Ja,−nj = −nH(Ja,1Oµ)i,j δ∆i,∆j , (A.21)
where the Kronecker delta reminds us that the operator product coefficient H(Ja,1Oµ)i,j vanishes
unless ∆i = ∆j (recall that Ja,1Oµ is purely antiholomorphic).
Calculation 3. We consider one final identity. We claim that
DµJa,ni,j(ǫ) +Dµ i,Ja,−nj(ǫ) = 0, for n ≥ 0. (A.22)
This equation follows by using (4.19) and (A.21). We get zero because the Kronecker deltas
that arise impose conditions that cannot be satisfied when n ≥ 0.
APPENDIX B: Computations involved in curvature
B.1. Curvature of c
We must substitute the result for Fµν in Eqn.(6.32) into the right hand side of Eqn.(6.20).
Consider the first term in this right hand side, to be called (I). The first term of Fµν gives no
contribution to (I) due to antisymmetry, and the second term gives
(I) =
∫
|z−yi|>1
d2z
∑
i
∫
|wi|<1
d2wi
(
〈Σ; z, wi | −〈Σ; z | Sg
wi〈0, wi,∞
∗(i) |
)
| O[µ(wi)〉 | Oν](z)〉
=
∫
|z−yi|>1
d2z 〈Σ; z |
∑
i
∫
|wi|<1
d2wi Fp
wi
(
〈0, wi,∞
∗(i) |
)
| O[µ(wi)〉 | Oν](z)〉.
(B.1)
The second term in the right hand side of (6.20), to be called (II), gives
(II) =
∑
i
∫
|z−yi|<1
d2z Fpz−yi
∫
|w−yi|>1
d2w〈Σ; z, w |
(
| O[µ(w)〉 | Oν](z)〉
)
+
∑
i,j
∫
|z−yi|<1
d2z Fpz−yi
∫
|wj |<1
d2wj
(
〈Σ; z, wj | −〈Σ; z | Sg
wj〈0, wj,∞
∗(j) |
)
| O[µ(wj)〉 | Oν](z)〉
(B.2)
53
Since w is outside the unit disks, the first term in (II) can be written as∫
|w−yi|>1
d2w〈Σ;w |
∑
i
∫
|zi|<1
d2zi Fp
zi〈0, zi,∞
∗(i) |
(
| O[µ(w)〉 | Oν](z)〉
)
, (B.3)
where we introduced the coordinates zi = z − yi. Relabeling w → z and zi → wi we find that
this term cancels precisely against (I). The second term in (II), for the case when i 6= j, that
is, when z and w lie on different unit disks, is given by
∑
i6=j
∫
|zi|<1
d2zi Fp
zi
∫
|wj |<1
d2wj 〈Σ; zi | Fp
wj 〈0, wj,∞
∗(j) |
(
| O[µ(wj)〉 | Oν](zi)〉
)
= 〈Σ |
∑
i6=j
∫
|zi|<1
d2zi
∫
|wj |<1
d2wj Fp
zi〈0, zi,∞
∗(i) | Fpwj 〈0, wj,∞
∗(j) |
(
| O[µ(wj)〉 | Oν](zi)〉
)
= 0,
(B.4)
and vanishes identically because of antisymmetry. All in all, the right hand side of (6.20)
reduces to the contribution arising from the second term in (II) for the case when i = j, that
is when both punctures are in the same disk. This contribution is
∑
i
∫
|zi|<1
d2zi Fp
zi
∫
|wi|<1
d2wi
(
〈Σ; zi, wi | −〈Σ; zi | Sg
wi〈0, wi,∞
∗(i) |
)
| O[µ(zi)〉 | Oν](wi)〉 (B.5)
Since both the zi and wi integrals are now restricted to the same unit disks, we may write
〈Σ; zi, wi | −〈Σ; zi | Sg
wi〈0, wi,∞
∗(i) |
= 〈Σ |
(
〈0, zi, wi,∞
∗(i) | −〈0k, zi,∞
∗(i) | Sgwi〈0, wi,∞
∗k |
)
, (B.6)
where 〈0, zi, wi,∞
∗(i) | is a four punctured sphere with standard coordinates around the punc-
tures, and k is just a label for state spaces to be contracted. If we substitute this back into
(B.5) we can now identify the curvature operator as
Ωµν =
∫
|z|<1
d2z Fpz
∫
|w|<1
d2w
(
〈0, z, w,∞∗ | −〈0k, z,∞∗ | Sgw〈0, w,∞∗k |
)
| O[µ〉 | Oν]〉. (B.7)
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B.2. Curvature in terms of OPE Coefficients
Starting from Eqn.(B.7)we would like to obtain an expression for Ωµν(c) in terms of the
OPE coefficients. This can always be done since all of the tensors involved can be expressed
in terms of three point functions. We know from Eqn. (B.7) that
Ωµν =
∫
|z|<1
d2z I(z). (B.8)
where the matrix I is given by
I(z) = Fpz
∫
|w|<1
d2w
(
〈0, z, w,∞∗ | −〈0k, z,∞∗ | Sgw〈0, w,∞∗k |
)
| O[µ(z)〉 | Oν](w)〉. (B.9)
We will write out the various tensors involved in the above equation in index notation. The
index representation of three point functions is obtained from the definition of the OPE coef-
ficients (See Eqn. (2.13) ) as
〈Φk | 〈0, z,∞∗ || Φi〉 | Oµ〉 =
1
2π
H kµi
|z|2+γi−γk
e−iθ(si−sk). (B.10)
Since all of the integrals we will be doing involve rotational symmetry we can work with
simpler expressions by integrating over the θ dependence above. With the definitions r = |z|
and t = |w| we find that the replacement of interest is
∫
|z|=r
dθ 〈Φk | 〈0, z,∞∗ || Φi〉 | Oµ〉 =
H kµi
r2+γi−γk
δsi,sk , (B.11)
Let us begin our computation. It follows directly from the general expression for curvature
that Ω jµνi = 0 for γi < γj since c is upper triangular. This means that we need to compute
Ω jµνi only for γi ≥ γj. Henceforth we will restrict our attention to this case. We write
I(z) = I<(z) + I>(z) where I< and I> denote the contributions from t < r and t > r
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respectively. For t < r the four punctured sphere can be built by sewing two three punctured
spheres in the following fashion
〈0, z, w,∞∗ |= 〈0, w,∞∗k | 〈0k, z,∞∗ | . (B.12)
This imples that
∫
|z|=r
dθ [I<(z)]
j
i = δsi,sj Fp
z
∫
t<r
tdt
∑
sk=si
γk>γi
H k[νi
t2+γi−γk
H j
µ]k
r2+γk−γj
. (B.13)
Since the sums over intermediate states k will always be restricted to states such that sk =
si(= sj) we will drop this condition henceforth for brevity. For t > r the four-punctured sphere
is built as follows
〈0, z, w,∞∗ |= 〈0, z,∞∗k | 〈0k, w,∞∗ | . (B.14)
and this yields
∫
|z|=r
dθ[I>(z)]
j
i = δsi,sj Fp
r
∫
t>r
tdt
(∑ H k[µi
r2+γik
H j
ν]k
t2+γkj
+
∑
γk≤γi
H k[µi
t2+γik
H j
ν]k
r2+γkj
)
. (B.15)
Now we perform the integrals over t in Eqns.(B.13) and (B.15) and take the finite part, as
instructed in (B.9). We find ∫
|z|=r
dθ [I<(z)]
j
i = 0, (B.16)
and
∫
|z|=r
dθ [I>(z)]
j
i = −δsi,sj
(∑ H k[µi H jν]k
γkj
1
r2+γik
+
∑
γi≥γk
H k[µi H
j
ν]k
γik
1
r2+γkj
)
. (B.17)
Performing the integration in r we obtain the final answer
Ω jµνi = δsi,sj
( ∑
γk>γi
+
∑
γk<γj
) H k[µi H jν]k δsk,si
γkj γki
, for γi ≥ γj, (B.18)
and Ω jµνi = 0, for γi < γj .
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