The trading strategy of 'buy-and-hold for superior stock and sell-at-once for inferior stock', as suggested by conventional wisdom, has long been prevalent in Wall Street. In this paper, two rationales are provided to support this trading strategy from a purely mathematical standpoint. Adopting the standard binomial tree model (or CRR model for short, as first introduced in Cox, Ross and Rubinstein (1979) ) to model the stock price dynamics, we look for the optimal stock selling rule(s) so as to maximize (i) the chance that an investor can sell a stock precisely at its ultimate highest price over a fixed investment horizon [0, T ]; and (ii) the expected ratio of the selling price of a stock to its ultimate highest price over [0, T ]. We show that both problems have exactly the same optimal solution which can literally be interpreted as 'buy-and-hold or sell-at-once' depending on the value of p (the going-up probability of the stock price at each step): when p > 1 2 , selling the stock at the last time step N is the optimal selling strategy; when p = 1 2 , a selling time is optimal if the stock is sold either at the last time step or at the time step when the stock price reaches its running maximum price; and when p < 1 2 , time 0, i.e. selling the stock at once, is the unique optimal selling time.
Introduction
Suppose that an investor holds a stock and thinks of selling it before a finite time T . If he is seeking the highest possible return, what is the right time for him to sell? Conventional wisdom would suggest that if the stock is good enough then the investor should buy-and-hold; on the other hand, if the stock is inferior, selling it immediately could be wisest. In this work, from a purely mathematical standpoint, we shall provide two rationales behind the 'buy-and-hold or sell-at-once' strategy; moreover, a simple index for classifying a stock as 'superior' or 'inferior' will also be given.
From here on, the standard N -step binomial tree model (CRR model) is used to model the stock price dynamics so that both the theoretical mean and variance of the logarithm of the stock price process match with those of the 'actual' stock price. The binomial tree model has been extensively used as a model of stock price processes in the context of option pricing; see, for example, Rubinstein (1994) . In addition to binomial tree processes, discrete-time processes 652 S. C. P. YAM ET AL. exhibiting momentum have also been proposed in the existing literature as a model of stock price processes; for example, Allaart (2004) used a correlated random walk to model a stock price process and looked for the optimal selling time so as to maximize the expected discounted return. Under the same model, Allaart and Monticino (2008) considered a multiple buy/sell trading strategy to maximize the expected value of total return. The intention of the present paper is not to argue which processes we should use to model the stock price process. Rather, under the simple model we use, we aim to provide two insights behind the 'buy-and-hold or sell-at-once' rule. Write t = T /N, and suppose that the random changes of logarithm of the stock price in all steps are independent and identically distributed with mean µ t and variance σ 2 t. Following the notation in Cox et al. (1979) , the stock price process (V p n ) 0≤n≤N with V p n denoting the stock price at time n t is assumed to satisfy the following recursive relation:
where p is the going-up probability and ud = 1 with u > 1. Under this model of stock price, we want to find the optimal selling rule(s) so as to maximize (i) the chance that the investor can sell a stock precisely at the highest price of the stock over [0, T ]; and (ii) the expected ratio of the selling price of a stock to its highest price over [0, T ] . We formulate these two problems as follows:
where M p n = max 0≤i≤n V p i is the running maximum of the stock price, and the supremum is taken over all possible stopping times 0 ≤ τ ≤ N adapted to the natural filtration (F n ) 0≤n≤N of (V p n ) 0≤n≤N . Both problems (1.1) and (1.2) belong to the context of optimal stopping theory since one aims to optimize the expectation of a functional of a stopped process over a class of stopping times. For the general theory of optimal stopping, we refer the reader to Chow et al. (1971) and Shiryaev (1978) . Explicit solutions to an optimal stopping problem are sometimes available for a problem with an infinite-time horizon; for example, Gerber and Shiu (1994) obtained a closed-form solution to the perpetual American option problem using a Lévy process to model the stock price. However, this is not usually the case for optimal stopping problems with a finite-time horizon, and closed-form solutions can rarely be found in general. In this regard, various numerical methods are often required to approximate the optimal stopping boundary; for example, Lai and Lim (2002) discussed a few efficient numerical approximations of the exercising boundary of American lookback options.
Problem (1.1) can be regarded as a Markovian variant of the classical secretary problem (see Dynkin (1963) and Lindley (1961) for solutions to the classical secretary problem). To the best of the authors' knowledge, this question has not been treated in the existing literature except for the special case p = Two rationales behind the 'buy-and-hold or sell-at-once' strategy 653 proof for the case in which α ≥ σ 2 /2. In the present work, despite providing original proofs for problem (1.1) for general p and problem (1.2) for p ≥ 1 2 , we shall show that solutions to the two problems actually coincide and that the common solution can literally be interpreted as the 'buy-and-hold for superior stocks or sell-at-once for inferior stocks' strategy. Mathematically, we shall establish the following claims for both problems (1.1) and (1.2): (i) if p > 1 2 then τ * = N is an optimal selling time, i.e. the investor should buy and then hold the stock until the terminal time; (ii) if p = 1 2 , a necessary and sufficient condition for selling the stock optimally is to sell it either at the terminal time N or at any time when the stock price is at its running maximum; and (iii) if p < 1 2 , τ * = 0 is the unique optimal selling time, i.e. the investor should sell the stock at once. Consequently, we call a stock superior if p > . In a nutshell, any investor adopting the 'buy-and-hold or sell-at-once'strategy can solve two problems at one time with a single action: the investor can attain the biggest chance to sell his stock precisely at the ultimate highest price and also minimize the average relative error of the stock selling price to its ultimate highest price.
The rest of this paper is organized as follows. In Section 2 we shall provide a review of some preliminary knowledge of random walks and prove two lemmas that are key for obtaining the solutions to both problems (1.1) and (1.2). The optimality of the 'buy-and-hold or sell-atonce' rule for problems (1.1) and (1.2) will be discussed in Sections 3 and 4, respectively. We conclude the paper and discuss some future research directions in Section 5.
Preliminaries of p-random walks
In view of the assumption that (V 
The next lemma converts problems (2.1) and (2.2) into the standard formulation of optimal stopping problems.
Lemma 2.1. The following two identities hold:
where
Proof. Using the fact that, for any stopping time
τ is also a p-random walk independent of the σ -algebra F τ , we have
Similar to the above arguments, we also have
where S p n = max 0≤i≤n B p i . Hence, using the tower property of conditional expectations, we have
In view of Lemma 2.1, both problems (2.1) and (2.2) can now be converted to
We shall need the joint probability density function of (B p n , S p n ), which can be computed via the reflection principle of a random walk (see Feller (1968, p. 369, Problem 20) or Kijima (2002, Chapter 6 .4)):
The next lemma states that the probability density function of (S p n ) 0≤n≤N satisfies a certain recursive relation.
Two rationales behind the 'buy-and-hold or sell-at- 
Then the second claim follows by applying the first claim to the above two equalities.
3. Finally, the last assertion of the lemma can be easily deduced either from the first two statements or by a simple one-step analysis as above.
Problem (1.1): maximizing the chance
In this section we shall tackle problem (1.1), which was shown in Lemma 2.1 to be equivalent to
with the payoff function g as given in Lemma 2.1. For each stopping time τ ≤ N , we define a new stopping time:
To put this definition into words, ρ τ is the first time after or equal to τ that the p-random walk reaches its running maximum, and in the case when the p-random walk does not hit its running 656 S. C. P. YAM ET AL.
maximum before N , we simply take ρ τ to be N . This new class of stopping times plays an essential role in finding the optimal solution to problem (3.1). Equivalently, ρ τ can also be defined as ρ τ := inf n {τ ≤ n :
This observation suggests that the optimal stopping time must be of the form ρ τ for some τ . Therefore, we are motivated to study ρ τ for different stopping times τ , and this can be achieved via the following two propositions. Let P n,i be the probability measure of the Markov process (n, X n ) under which the process starts at (n, i), and let E n,i be the expectation taken with respect to P n,i . Also, let τ 0 ≥ 0 be the first time the process (X p n ) 0≤n≤N hits 0. 
Proof. Since ρ τ is a hitting time, by its definition, ρ τ = τ + τ 0 • θ τ , where θ is the shift operator defined by θ n (ω)(k) = ω(n + k). Using the strong Markov property of the process
To prove the second equality, we define
owing to the space homogeneity of (B p n ) 0≤n≤N . With the above two observations and (2.3), we have, for each i > 0,
Finally, for i = 0, in accordance with the definition of g, we have
Combining the above results, our claim then follows immediately. The second assertion in Lemma 2.2 suggests that
0 with probability p, 1 with probability q = 1 − p.
from which the lemma follows.
We now conclude this section with our first main theorem. 
and that τ * = N is an optimal selling time.
n ) is a martingale; hence, the above chain of (in)equalities remains valid except that the inequality
can now be replaced by an equality. As a consequence, the optimal value V * 1 = P(B 1/2
N ) can be achieved by any stopping time τ satisfying τ = ρ τ ; in particular, both 0 and N are optimal stopping times.
is a supermartingale. Applying the optional stopping theorem again, together with the fact that ρ 0 = 0, we have
and that τ * = 0 is an optimal selling time. Finally, we want to show that 0 is the unique optimal selling time; indeed, if a stopping time τ is such that
where the last strict inequality comes from (3.3). Therefore,
Problem (1.2): maximizing the expected ratio
In this section we shall tackle problem (1.2), which was shown in Lemma 2.1 to be equivalent to
where the payoff function G is as given in Lemma 2.1. For any stopping time τ , we again define ρ τ as in (3.2). In the following we shall prove that, for any p ≥ 1 2 , ρ τ dominates τ and is dominated by N, i.e. Two rationales behind the 'buy-and-hold or sell-at-once' strategy 659 while, for p < 1 2 , ρ τ does not dominate τ anymore, and we will prove, following Peskir's approach (see Du Toit and Peskir (2008) ), that every stopping time τ ≤ N is dominated by
To state our first proposition, we need to define, for the p < 1 2 case, another process, ( B n ) 0≤n≤N , on the same probability space as (B p n ) 0≤n≤N that equals a q-random walk in law. Suppose that p < 1 2 . Let (Z n ) 1≤n≤N be a sequence of independent Bernoulli random variables that are defined on the same probability space as (B p n ) 0≤n≤N and are independent of (B p n ) 0≤n≤N , such that
Define the new random walk B n as
n − 1 and Z n+1 = −1, and define F n to be the smallest σ -algebra containing both F n and σ (Z 1 , . . . , Z N ); then B n is F n -measurable. It is evident that B n equals a q-random walk in law with the property that, for any k ≤ n,
Therefore, if we define X n := S n − B n , where S n := max 0≤k≤n B k , then we have
Proposition 4.1. For any stopping time τ of (F n ) 0≤n≤N ,
and, for any stopping time τ of ( F n ) 0≤n≤N (and, hence, for any stopping time τ of (F n ) 0≤n≤N ),
where itself and is also independent of the σ -algebra F τ , and the definition of ρ τ , we then have
Proof. Denote E[Z1
Therefore, using the tower property of conditional expectation, we deduce that
Finally, since both S p N and X q N are equal in law as random variables, we have
So, for any stopping time τ of ( F n ) 0≤n≤N ,
Hence, we also have
As a consequence of Proposition 4.1, in order to establish the claim that E[exp(δ(B
On the other hand, for the p < 1 2 case, since i → G(n, i) (as defined in Lemma 2.1) is a decreasing function (see (4.5), below) and X p n ≥ X n , as mentioned above Proposition 4.1, we have G(τ, X τ ) ≥ G(τ, X p τ ) for any stopping time τ of (F n ) 0≤n≤N ; moreover, as long as P(τ > 0) > 0 with τ ≤ N , then we must have P(X p τ > 0) > 0. To see this, suppose that P(X p τ = 0) = 1 and let σ 0 denote the first time after 0 that the process X n equals 0. Then P(σ 0 > N) > 0. Since {τ > 0} ∈ F 0 , P(τ > 0) > 0 implies that P(τ > 0) = 1. Our assumption that P(X p τ = 0) = 1 implies that P(τ ≥ σ 0 ) = 1. Therefore, P(τ > N) > 0, contradicting the fact that τ ≤ N . Thus, we have P( X τ < X All we need to prove is that ψ 1 (n) = ψ 2 (n) if p = 1 2 , and the equality becomes '>' if p > 1 2 and '<' if p < 1 2 . But comparing (A.1) and (A.2) with (A.9) and (A.10), respectively, we see that ψ 1 (n) = p u ϕ 1 (n, 1), ψ 2 (n) = q u ϕ 2 (n, 1).
Therefore, statement (4.12) follows from the proof of inequality (4.7).
