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Abstract
In this paper the derivatives of the solution of an initial boundary value problem for a nonlinear
uniformly parabolic equation in the interior with the total variation of the boundary data and the
L∞-norm of the initial condition are estimated.
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1. Introduction
In this paper we are interested to estimate the L1-norms of the derivatives of the solu-
tion of a nonlinear parabolic equation. More precisely, we estimate the derivatives of the
solution of an initial boundary value problem in the interior with respect to the total vari-
ation of the boundary data and the L∞-norm of the initial datum. We split the solution in
three parts, one depending only on the initial datum and the other two depending only on
the boundary data. Moreover these maps are solutions of a linear parabolic equation. The
main tools of the proofs are the maximum principle and energy estimates.
Let W =W(t, x) be the solution of the quasilinear initial boundary value problem


Wt = a(x,W)Wxx for 0 x  1, t  0,
W(0, x)= ϕ(x) for 0 x  1,
W(t,0)= g0(t) for t  0,
W(t,1)= g1(t) for t  0,
(1)
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a ∈C3(R2), 0 < a∗  a(· , ·) a∗ <+∞, ‖a‖C3  k, (2)
and
ϕ ∈ C2([0,1]),
g0, g1 ∈ C1(R+)∩ BV(R+), g0(0)= ϕ(0), g1(0)= ϕ(1). (3)
The main results of this paper are the following ones.
Theorem 1. Let W =W(x, t) be the classical solution of (1) with a = a(x, y) satisfying
(2), ϕ = ϕ(x), g0 = g0(t), g1 = g1(t) satisfying (3), c1 > 0. There exists C = C(ε, c1, k,
a∗, a∗,‖ϕ‖L∞,‖g0‖L∞,‖g1‖L∞) > 0 such that
T∫
c1
∣∣Wt(t, x)∣∣dt  C‖ϕ‖L∞ +
T∫
0
(∣∣g′0(t)∣∣+ ∣∣g′1(t)∣∣)dt (4)
for all 0 x  1 and T  c1.
Theorem 2. Let W =W(x, t) be the classical solution of (1) with a = a(x, y) satisfying
(2), ϕ = ϕ(x), g0 = g0(t), g1 = g1(t) satisfying (3), c1 > 0 and 0 < ε < 1/2. There exists
C = C(ε, c1, k, a∗, a∗,‖ϕ‖L∞,‖g0‖L∞,‖g1‖L∞) > 0 such that
T∫
c1
dt
1−ε∫
ε
∣∣Wtx(t, x)∣∣dx  C
(
‖ϕ‖L∞ +
T∫
0
(∣∣g′0(t)∣∣+ ∣∣g′1(t)∣∣)dt
)
(5)
for all T  c1.
In the literature there are well-known interior estimates on the L∞-norm of the deriv-
atives of the solution of (1), called Schauder estimates (e.g., see [2]) and the ones on the
L2-norm (e.g., see [4]).
As a motivation and application of this results we can see [1]. There the authors prove
the convergence of the vanishing viscosity solutions for a particular 2×2 system of conser-
vation laws. They show the compactness of that family of solutions via uniform estimates
on the total variation and Helly’s theorem. A basic ingredient of these estimates (see [1,
Lemma 3]) is proved here as Theorem 2.
Let W =W(t, x) be the solution of (1) (see [3, Theorem VI 5.2]), denote
a¯(t, x)
.= a(x,W(t, x)), 0 x  1, t  0,
and consider the solution u= u(t, x) of the problem

ut = a¯(t, x)uxx for 0 x  1, t  0,
u(0, x)= ϕ(x) for 0 x  1,
u(t,0)= g0(t) for t  0, (6)
u(t,1)= g1(t) for t  0.
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Chapter 3, Section 8]), there exists K =K(c1, ε, k, a∗, a∗) > 0 such that
sup
(t,x)∈R
{|Wx |, |Wt |, |Wtx |}K(‖ϕ‖L∞ + ‖g0‖L∞ + ‖g1‖L∞),
and so, by the definition of a¯ and (2),
sup
(t,x)∈R
{|a¯t |, |a¯tx|}K1(‖ϕ‖L∞ + ‖g0‖L∞ + ‖g1‖L∞)
for some constant K1 =K1(c1, ε, k, a∗, a∗) > 0, where
R
.= {(t, x) ∈R2; c1  t, ε  x  1 − ε}.
To simplify the notations, we shall assume also that
ϕ(0)= ϕ(1)= g0(0)= g1(0)= 0.
Let u1 = u1(t, x), u2 = u2(t, x), u3 = u3(t, x) be the solutions of the linear equation
ut = a¯(t, x)uxx, t > 0, 0 < x < 1, (7)
satisfying the initial and boundary conditions
u1(0, ·)≡ ϕ, u1(·,0)≡ 0, u1(·,1)≡ 0,
u2(0, ·)≡ 0, u2(·,0)≡ g0, u2(·,1)≡ 0,
u3(0, ·)≡ 0, u3(·,0)≡ 0, u3(·,1)≡ g1,
respectively. By (6) and the linearity of (7),
W(t, x)= u(t, x)= u1(t, x)+ u2(t, x)+ u3(t, x) (8)
is the solution of (1).
In Section 2 we prove estimates (4) and (5) for u2 and u3, namely we consider the case
of (1) with the null initial condition. On the other side, in Section 3 we prove the same
ones for u1, namely we consider (1) with the null boundary data. In Section 4 we give the
proofs of Theorems 1 and 2. Finally in Appendix A we prove two lemmas, the first one is
a simply measure theory result, the second one consists of two Poincaré type inequalities.
The proofs of these two lemmas are needed for the sake of the best constants.
2. The case with null initial condition and general boundary data
In this section we want to prove some estimates on the derivatives of the maps u2 and u3,
defined in Section 1.
Lemma 3. There results
T∫
0
∣∣u2,t (t, x)∣∣dt 
T∫
0
∣∣g′0(t)∣∣dt
for all 0 x  1.
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h0(t)
.= 1
2
( t∫
0
∣∣g′0(τ )∣∣dτ + g0(t)
)
,
k0(t)
.= 1
2
( t∫
0
∣∣g′0(τ )∣∣dτ − g0(t)
)
, t  0.
Clearly h0, k0 ∈ C1(R+)∩ BV(R+), increasing in R+, positive, and
g0(t)= h0(t)− k0(t),
t∫
0
∣∣g′0(τ )∣∣dτ =
t∫
0
h′0(τ ) dτ +
t∫
0
k′0(τ ) dτ, t  0. (9)
Let v2 and ω2 be the solutions of (7) such that
v2(0, ·)≡ 0, v2(·,0)≡ h0, v2(·,1)≡ 0,
ω2(0, ·)≡ 0, ω2(·,0)≡ k0, ω2(·,1)≡ 0.
Since (7) is linear, by (9), we have
u2 ≡ v2 −ω2. (10)
Moreover, v2,xx and ω2,xx are solutions of the equation
Ut = a¯(t, x)Uxx + 2a¯x(t, x)Ux + a¯xx(t, x)U (11)
and, by the definition of h0 and k0,
v2,xx(0, ·)≡ v2,xx(·,1)≡ 0, v2,xx(·,0)= h
′
0
a¯(·,0)  0,
ω2,xx(0, ·)≡ ω2,xx(·,1)≡ 0, ω2,xx(·,0)= k
′
0
a¯(·,0)  0,
by the maximum principle (see [3, Theorem I 2.1]), v2,xx and ω2,xx are positive. So v2(t, ·)
and ω2(t, ·) are convex in [0,1] for each t  0. By (2) and (7), we have
v2,t (t, x) 0, ω2,t (t, x) 0, t > 0, 0 x  1. (12)
Fix T  0 and 0 x  1; by the maximum principle and the monotonicity of h0, we get
v2(T , x)max[0,T ]v2(·,0)= h0(T ).
So, by (12) and since h0(0)= 0, we have
T∫ ∣∣v2,t (t, x)∣∣dt =
T∫
v2,t (t, x) dt = v2(T , x) h0(T )=
T∫
h′0(t) dt (13)0 0 0
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T∫
0
∣∣ω2,t (t, x)∣∣dt 
T∫
0
k′0(t) dt. (14)
Then, by (9), (10), (13), and (14), we get
T∫
0
∣∣u2,t (t, x)∣∣dt 
T∫
0
(∣∣v2,t (t, x)∣∣+ ∣∣ω2,t (t, x)∣∣)dt

T∫
0
(
h′0(t)+ k′0(t)
)
dt =
T∫
0
∣∣g′0(t)∣∣dt.
So the proof is concluded. ✷
In the same way we can prove the following
Lemma 4. There results
T∫
0
∣∣u3,t (t, x)∣∣dt 
T∫
0
∣∣g′1(t)∣∣dt
for all c1  T and 0 x  1.
Lemma 5. There exist two constants C1, δ1 > 0 depending only on a∗, a∗, k, ε, c1,‖ϕ‖L∞,
‖g0‖L∞,‖g1‖L∞ such that if ε  x1 < x2  1− ε and x2 − x1 < δ1, then
T∫
c1
dt
x2∫
x1
∣∣ui,xt (x, t)∣∣dx C1
T∫
0
(∣∣ui,t (t, x1)∣∣+ ∣∣ui,t (t, x2)∣∣)dt
for i = 2,3 and all T  c1.
Proof. Fix i ∈ {2,3} and 0 t  T ; by (7), we get
d
dt
x2∫
x1
u2i,tx (t, x)
2
dx =
x2∫
x1
ui,tx(t, x)ui,t tx(t, x) dx
= ui,tx(t, x2)ui,t t (t, x2)− ui,tx(t, x1)ui,t t (t, x1)−
x2∫
x1
ui,txx(t, x)ui,t t (t, x) dx
= ui,tx(t, x2)ui,t t (t, x2)− ui,tx(t, x1)ui,t t (t, x1)
−
x2∫
ui,txx(t, x)
(
a¯t (t, x)ui,xx(t, x)+ a¯(t, x)ui,txx(t, x)
)
dxx1
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−
x2∫
x1
a¯t (t, x)ui,txx(t, x)ui,xx(t, x) dx −
x2∫
x1
a¯(t, x)u2i,txx(t, x) dx
 ui,tx(t, x2)ui,t t (t, x2)− ui,tx(t, x1)ui,t t (t, x1)
−
x2∫
x1
a¯t (t, x)ui,txx(t, x)ui,xx(t, x) dx − a∗
x2∫
x1
u2i,txx(t, x) dx
 ui,tx(t, x2)ui,t t (t, x2)− ui,tx(t, x1)ui,t t (t, x1)
+ 1
2a∗
x2∫
x1
a¯2t (t, x)u
2
i,xx(t, x) dx −
a∗
2
x2∫
x1
u2i,txx(t, x) dx
 ui,tx(t, x2)ui,t t (t, x2)− ui,tx(t, x1)ui,t t (t, x1)
+ 1
2a∗
x2∫
x1
a¯2t (t, x)
a¯2(t, x)
u2i,t (t, x) dx −
a∗
2
x2∫
x1
u2i,txx(t, x) dx
 ui,tx(t, x2)ui,t t (t, x2)− ui,tx(t, x1)ui,t t (t, x1)
+ ‖a¯t‖
2
L∞(R)
2a3∗
x2∫
x1
u2i,t (t, x) dx −
a∗
2
x2∫
x1
u2i,txx(t, x) dx.
By formulas (A.2) and (A.3) of Appendix A, we have
−
x2∫
x1
u2i,txx(t, x) dx −
x2∫
x1
u2i,tx (t, x)
2(x2 − x1)2 dx +
|ui,t (t, x2)− ui,t (t, x1)|2
|x2 − x1|3 ,
x2∫
x1
u2i,t (t, x) dx  2(x2 − x1)2
x2∫
x1
u2i,tx(t, x) dx + 2(x2 − x1)
∣∣ui,t (t, x1)∣∣2,
respectively, and then
d
dt
x2∫
x1
u2i,tx (t, x)
2
dx
 ui,tx(t, x2)ui,t t (t, x2)− ui,tx(t, x1)ui,t t (t, x1)
+
[
− a∗
4(x2 − x1)2 +
‖a¯t‖2L∞(R)
a3∗
(x2 − x1)2
] x2∫
x1
u2i,tx(t, x) dx
+ ‖a¯t‖
2
L∞(R)
a3∗
(x2 − x1)
∣∣ui,t (t, x1)∣∣2 + a∗2 |ui,t (t, x2)− ui,t (t, x1)|
2
|x2 − x1|3 . (15)
Moreover, there exists δ1 > 0 such that, if x2 − x1 < δ, then
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+ ‖a¯t‖
2
L∞(R)
a3∗
(x2 − x1)2
x2∫
x1
u2i,tx (t, x) dx +
‖a¯t‖2L∞(R)
a3∗
(x2 − x1)
∣∣ui,t (t, x1)∣∣2
 a∗
8(x2 − x1)2
x2∫
x1
u2i,tx(t, x) dx +
a∗
2
|ui,t (t, x2)− ui,t (t, x1)|2
|x2 − x1|3 ,
and then, by (15),
d
dt
x2∫
x1
u2i,tx (t, x)
2
dx −a∗
8
x2∫
x1
u2i,tx(t, x)
(x2 − x1)2 dx + a∗
|ui,t (t, x2)− ui,t (t, x1)|2
|x2 − x1|3 ,
hence
x2∫
x1
u2i,tx(t, x) dx  2a∗
e
− a∗t
4(x2−x1)2
|x2 − x1|3
t∫
0
e
a∗τ
4(x2−x1)2
∣∣ui,t (τ, x2)− ui,t (τ, x1)∣∣2 dτ. (16)
Since( x2∫
x1
∣∣ui,tx(t, x)∣∣dx
)2
 (x2 − x1)
x2∫
x1
u2i,tx(t, x) dx (17)
and
∣∣ui,t (τ, x2)− ui,t (τ, x1)∣∣
x2∫
x1
∣∣ui,tx(τ, x)∣∣dx, (18)
we have, by (16), (17), and (18),
f 2(t) e−λt
t∫
0
eλτh(τ )f (τ ) dτ,
where
f (t)
.=
x2∫
x1
∣∣ui,tx(t, x)∣∣dx,
h(t)
.= 2a∗ |ui,t (t, x2)− ui,t (t, x1)||x2 − x1|2 , λ
.= a∗
4(x2 − x1)2 .
By Lemma A.1 of Appendix A, we get
T∫
0
dt
x2∫
x1
∣∣ui,tx(t, x)∣∣dx  C1
T∫
0
∣∣ui,t (τ, x2)− ui,t (τ, x1)∣∣dt.
So the proof is concluded. ✷
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In this section we want to prove some estimates on the derivatives of u1, defined in
Section 1.
Lemma 6. There exists a constant C2 > 0 depending only on a∗, a∗, k, such that
T∫
c1
∣∣u1,t (t, x)∣∣dt  C2‖ϕ‖L∞
for all 0 < c1  T and 0 x  1.
Proof. Let v1 = v1(t, x) and ω1 = ω1(t, x) be the solutions of (7) satisfying the following
conditions:
v1(c1, x)= 12
( x∫
0
y∫
0
∣∣u1,xx(c1, ξ)∣∣dξ dy + u1(c1, x)
)
,
ω1(c1, x)= 12
( x∫
0
y∫
0
∣∣u1,xx(c1, ξ)∣∣dξ dy − u1(c1, x)
)
(19)
for 0 x  1, and
v1(t,0)= v1(t,1)= ω1(t,0)= ω1(t,1)= 0 (20)
for t  c1. By the linearity of (7), (19), and (20) there results
u1 = v1 −ω1, 0 x  1, t  c1. (21)
Moreover v1(c1, ·) and ω1(c1, ·) are convex. Since v1,xx and ω1,xx are solutions of (11)
and
v1,xx(c1, ·) 0, v1,xx(·,0)= v1,t (·,0)
a¯(·,0) = 0, v1,xx(·,1)=
v1,t (·,1)
a¯(·,1) = 0,
ω1,xx(c1, ·) 0, ω1,xx(·,0)= ω1,t (·,0)
a¯(·,0) = 0, ω1,xx(·,1)=
ω1,t (·,1)
a¯(·,1) = 0,
by the maximum principle, v1,xx and ω1,xx are positive. So v1(t, ·) and ω1(t, ·) are convex
in [0,1] for each t  c1. By (2), (7), (19), and (20), we have
v1,t (t, x) 0, ω1,t (t, x) 0, 0 x  1, t  c1.
Fix T  c1 and 0 x  1; there results
c1∫
x1
∣∣v1,t (t, x)∣∣dt =
T∫
c1
v1,t (t, x) dt = v1(T , x)− v1(c1, x) 2‖v1‖L∞(R) (22)
and analogously
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∣∣ω1,t (t, x)∣∣dt  2‖ω1‖L∞(R). (23)
By the maximum principle and the definition of u1, v1,ω1 there results
‖v1‖L∞(R) + ‖ω1‖L∞(R) 
∥∥u1,xx(c1, ·)∥∥L∞([0,1])+ ∥∥u1(c1, ·)∥∥L∞([0,1]).
By the maximum principle and the definition of u1, there results∥∥u1(c1, ·)∥∥L∞([0,1])  ‖ϕ‖L∞ .
Since
u1,xx(c1,0)= u1,t (c1,0)
a¯(c1,0)
= 0, u1,xx(c1,1)= u1,t (c1,1)
a¯(c1,1)
= 0,
there exists 0 < x¯ < 1, depending on c1, such that∥∥u1,xx(c1, ·)∥∥L∞([0,1]) = ∣∣u1,xx(c1, x¯)∣∣.
Let 0 < ε¯ < 1/2 be such that ε¯  x¯  1 − ε¯; there results∥∥u1,xx(c1, ·)∥∥L∞([0,1]) = ∣∣u1,xx(c1, x¯)∣∣= ∥∥u1,xx(c1, ·)∥∥L∞([ε¯,1−ε¯]).
Moreover, by the Schauder estimates, there exists a constant K2 > 0 such that∥∥u1,xx(c1, ·)∥∥L∞([ε¯,1−ε¯]) K2‖ϕ‖L∞ . (24)
Finally, by (21)–(24) we can conclude
T∫
c1
∣∣u1,t (t, x)∣∣dt 
T∫
c1
∣∣v1,t (t, x)∣∣dt +
T∫
c1
∣∣ω1,t (t, x)∣∣dt
 2
(‖v1‖L∞(R) + ‖ω1‖L∞(R)) 2(K2 + 1)‖ϕ‖L∞ .
Since K2 depends on ε¯ that depends on c1, the proof is done. ✷
Lemma 7. There exist two constants C3, δ2 > 0 depending only on a∗, a∗, k, ε, c1,‖ϕ‖L∞,
‖g0‖L∞,‖g1‖L∞ such that if ε  x1 < x2  1− ε and x2 − x1 < δ2, then
T∫
c1
dt
x2∫
x1
∣∣u1,tx(x, t)∣∣dx  C3‖ϕ‖L∞
for all T  c1.
Proof. Call
δ2
.= a∗
81/4‖a¯t‖1/2L∞(R)
, (25)
fix ε  x1 < x2  1 − ε, and consider the restriction of u1 to the strip
R˜
.= {(t, x) ∈R2; t  0, x1  x  x2} (⊂R).
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u1 ≡ u¯+ u˜, in R˜, (26)
where u¯, u˜ are the solutions of (7) such that
u¯(0, ·)≡ ϕ|[x1,x2], u¯(·, x1)≡ ϕ(x1), u¯(·, x2)≡ ϕ(x2), (27)
u˜(0, ·)≡ 0, u˜(·, x1)≡ u1(·, x1)− ϕ(x1),
u˜(·, x2)≡ u1(·, x2)− ϕ(x2). (28)
By Lemmas 5 and 6, we get
T∫
c1
dt
x2∫
x1
∣∣u˜tx(t, x)∣∣dx  C1
T∫
0
(∣∣u˜t (t, x1)∣∣+ ∣∣u˜t (t, x2)∣∣)dt
= 2C1
T∫
0
(∣∣u1,t (t, x2)∣∣+ ∣∣u1,t (t, x1)∣∣) 4C1‖ϕ‖L∞ . (29)
Moreover, by the definition of u¯, we obtain
d
dt
x2∫
x1
u¯2tx(t, x)
2
dx =
x2∫
x1
u¯tx(t, x)u¯t tx(t, x) dx =−
x2∫
x1
u¯txx(t, x)u¯t t (t, x) dx
=−
x2∫
x1
u¯txx(t, x)
(
a¯t (t, x)u¯xx(t, x)+ a¯(t, x)u¯txx(t, x)
)
dx
=−
x2∫
x1
a¯t (t, x)u¯txx(t, x)u¯xx(t, x) dx −
x2∫
x1
a¯(t, x)u¯2txx(t, x) dx
−
x2∫
x1
a¯t (t, x)u¯txx(t, x)u¯xx(t, x) dx − a∗
x2∫
x1
u¯2txx(t, x) dx
 1
2a∗
x2∫
x1
a¯2t (t, x)u¯
2
xx(t, x) dx −
a∗
2
x2∫
x1
u¯2txx(t, x) dx
 1
2a∗
x2∫
x1
a¯2t (t, x)
a¯2(t, x)
u¯2t (t, x) dx −
a∗
2
x2∫
x1
u¯2txx(t, x) dx

‖a¯t‖2L∞(R)
2a3∗
x2∫
u¯2t (t, x) dx −
a∗
2
x2∫
u¯2txx(t, x) dx.x1 x1
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−
x2∫
x1
u¯2txx(t, x) dx −
x2∫
x1
u¯2tx(t, x)
2(x2 − x1)2 dx,
x2∫
x1
u¯2t (t, x) dx  2(x2 − x1)2
x2∫
x1
u¯2tx(t, x) dx,
respectively, and then, by (25), if x2 − x1  δ2,
d
dt
x2∫
x1
u¯2tx(t, x)
2
dx 
[
− a∗
4(x2 − x1)2 +
‖a¯t‖2L∞(R)
a3∗
(x2 − x1)2
] x2∫
x1
u¯2tx(t, x) dx

[
− a∗
4δ22
+ ‖a¯t‖
2
L∞(R)
a3∗
δ22
] x2∫
x1
u¯2tx(t, x) dx −
a∗
8δ2
x2∫
x1
u¯2tx(t, x) dx.
Hence, by Schauder estimates, there exists a constant K3 > 0 such that
x2∫
x1
u¯2tx(t, x) dx  2a∗
e
− a∗(t−c1)
4δ22
|x2 − x1|3
x2∫
x1
u¯2tx(c1, x) dx K3e
− a∗t
4δ22 ‖ϕ‖2L∞ ,
so
x2∫
x1
∣∣u¯tx(t, x)∣∣dx  (x2 − x1)1/2
( x2∫
x1
u¯2tx(t, x) dx
)1/2
K1/23 ‖ϕ‖L∞(x2 − x1)1/2e
− a∗t
8δ22 K3‖ϕ‖L∞δ1/22 e
− a∗t
8δ22 ,
and integrating on [c1, T ],
T∫
c1
dt
x2∫
x1
∣∣u¯tx(t, x)∣∣dx  8K1/23 ‖ϕ‖L∞δ3/22
a∗
. (30)
By (26), we have
T∫
c1
dt
x2∫
x1
∣∣u1,tx(t, x)∣∣dx 
T∫
c1
dt
x2∫
x1
(∣∣u¯tx(t, x)∣∣+ ∣∣u˜tx(t, x)∣∣)dx,
then, by (29) and (30), the thesis is done ✷
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In this section we give the proofs of the main results of the paper.
Proof of Theorem 1. The thesis is direct consequence of (8) and Lemmas 3, 4, and 6. ✷
Proof of Theorem 2. Fix 0 < c1  T , 0 < ε < 1/2 and observe that
T∫
c1
dt
1−ε∫
ε
∣∣Wtx(t, x)∣∣dx =
T∫
c1
dt
1−ε∫
ε
∣∣utx(t, x)∣∣dx

∑
i=1,2,3
T∫
c1
dt
1−ε∫
ε
∣∣ui,tx(t, x)∣∣dx,
where W =W(t, x) and u= u(t, x) are the solutions of (1) and (6), respectively.
Let x0, . . . , xh such that
ε = x0 < x1 < · · ·< xh−1 < xh = 1 − ε
and
xj − xj−1 < δ, j = 1, . . . , h,
where δ  min{δ1, δ2} and δ1, δ2 are the ones of Lemmas 5 and 7, respectively. By
Lemma 7, we have
T∫
c1
dt
1−ε∫
ε
∣∣u1,tx(t, x)∣∣dx  h∑
j=1
T∫
c1
dt
xj∫
xj−1
∣∣u1,tx(t, x)∣∣dx

h∑
j=1
C3‖ϕ‖L∞ = hC3‖ϕ‖L∞ . (31)
By Lemmas 3–5, we have
∑
i=2,3
T∫
0
dt
1−ε∫
ε
∣∣ui,tx(t, x)∣∣dx = ∑
i=2,3
h∑
j=1
T∫
0
dt
xj∫
xj−1
∣∣ui,tx(t, x)∣∣dx

∑
i=2,3
h∑
j=1
C1
T∫
0
(∣∣ui,t (t, xj−1)∣∣+ ∣∣ui,t (t, xj )∣∣)dt
 2hC1
T∫
0
(∣∣ut (t,0)∣∣+ ∣∣ut (t,1)∣∣)dt = 2hC1
T∫
0
(∣∣g′0(t)∣∣+ ∣∣g′1(t)∣∣)dt. (32)
Since h, C1, and C3 depends only on a∗, a∗, k, ε, c1,‖ϕ‖L∞,‖g0‖L∞,‖g1‖L∞ , the thesis
is direct consequence of (31) and (32). ✷
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Appendix A. Two technical lemmas
In this section we prove two lemmas. The proofs of these two lemmas are more or less
well known. We insert here one of these ones for the sake of completeness and the best
constants.
Lemma A.1. Let f,h ∈C(R) be positive functions and fix a constant λ > 0. If
f 2(t) e−λt
t∫
0
eλth(τ )f (τ ) dτ, t  0, (A.1)
then
T∫
0
f (t) dt  2
λ
T∫
0
h(t) dt
for each T  0.
Lemma A.2 (Poincaré type inequalities). For any f ∈ C2(R) one has
b∫
a
f ′2(x) dx  2(b− a)2
b∫
a
f ′′2(x) dx + 2 (f (b)− f (a))
2
b− a , (A.2)
b∫
a
f 2(x) dx  2(b− a)2
b∫
a
f ′2(x) dx + 2(b− a)∣∣f (a)∣∣2 (A.3)
for each −∞< a < b <+∞.
Proof of Lemma A.1. Fix T  0. Define
g(t)
.= e(λ/2)tf (t), t  0,
by (A.1), we have
g2(t)
t∫
0
e(λ/2)τh(τ )g(τ ) dτ, t  0. (A.4)
Denote
Mt
.= sup g(τ), t  0,0τt
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Mt 
t∫
0
e(λ/2)τh(τ ) dτ, t  0. (A.5)
Fix t  0. If Mt = 0 we are done, assume that Mt > 0. Since g is continuous, there exists
0 t0  t such that
Mt = g(t0),
by (A.4) and the positivity of f and h, we get
M2t = g2(t0)
t0∫
0
e(λ/2)τh(τ )g(τ ) dτ 
t∫
0
e(λ/2)τh(τ )g(τ ) dτ
Mt
t∫
0
e(λ/2)τh(τ ) dτ,
so (A.5) is proved. Since
e(λ/2)tf (t)= g(t)Mt, t  0,
by (A.5) and the definition of g, we have
f (t) e−(λ/2)t
t∫
0
e(λ/2)τh(τ ) dτ, t  0,
and then
T∫
0
f (t) dt 
T∫
0
dt
t∫
0
e−(λ/2)te(λ/2)τh(τ ) dτ =
T∫
0
dτ
T∫
τ
e−(λ/2)te(λ/2)τh(τ ) dτ
=
T∫
0
e(λ/2)τh(τ )
( T∫
τ
e−(λ/2)t dt
)
dτ
=
T∫
0
e(λ/2)τh(τ )
2
λ
(e−(λ/2)τ − e−(λ/2)T ) dτ
=
T∫
0
h(τ)
2
λ
(1− e−(λ/2)(T−τ )) dτ  2
λ
T∫
0
h(τ) dτ.
So the proof is concluded. ✷
G.M. Coclite / J. Math. Anal. Appl. 284 (2003) 49–63 63References
[1] S. Bianchini, A. Bressan, A case study in vanishing viscosity, Discrete Contin. Dynam. Systems 7 (2001)
449–476.
[2] A. Friedman, Partial Differential Equations of Parabolic Type, Prentice Hall, Englewood Cliffs, NJ, 1964.
[3] O.A. Ladyzenskaja, V.A. Solonnikov, N.N. Ural’ceva, Linear and Quasilinear Equations of Parabolic Type,
in: Translations of Mathematical Monographs, Vol. 23, American Mathematical Society, 1968.
[4] A. Lunardi, Analytic Semigroups and Optimal Regularity in Parabolic Problems, Birkhäuser, 1995.
