We show that a pair of orthogonal partial latin squares of order n can be embedded in a pair of orthogonal latin squares of order at most 16n 4 and all orders greater than or equal to 48n 4 . This paper provides the first direct polynomial embedding construction.
Two partial latin squares P and Q are said to be isotopic, if Q can be obtained by reordering the rows, and/or reordering the columns, and/or relabeling the symbols of P . We say that a partial latin square P can be embedded in a latin square L if P ⊆ L. A pair of orthogonal partial latin squares (P 1 , P 2 ) is said to be embedded in a pair of orthogonal latin squares (L 1 , L 2 ) if P i ⊆ L i for each i ∈ 1, 2.
In 1960 Evans [2] proved that a partial latin square of order n can always be embedded in some latin square of order t for every t 2n. In the same paper Evans raised the question as to whether a pair of finite partial latin squares which are orthogonal can be embedded in a pair of finite orthogonal latin squares.
It is known, (thanks to a series of papers by many authors, see for example [3] ) that a pair of orthogonal latin squares of order n can be embedded in a pair of orthogonal latin squares of order t if t 3n, the bound of 3n being best possible. Obtaining an analogous result for pairs of orthogonal partial latin squares has proved to be an extremely challenging problem. Lindner [7] showed that a pair of orthogonal partial latin squares can always be finitely embedded in a pair of orthogonal latin squares, however, there was no known method which obtains an embedding of polynomial order (with respect to the order of the partial arrays). In [4] , Hilton et al. formulate some necessary conditions for a pair of orthogonal partial latin squares to be embedded in a pair of orthogonal latin squares. Jenkins [5] , considered the less difficult problem of embedding a single partial latin square in a latin square which has an orthogonal mate. His embedding was of order n 2 . More generally the study of orthogonal latin squares is a very active area of combinatorics (see [1] ). It has been shown that a set of n−1 mutually orthogonal latin squares is equivalent to a projective plane of order n, (see [8] for detailed constructions). So the embedding of mutually orthogonal partial latin squares can be viewed as the embedding of sets of partial lines in finite geometries. Also the embedding of partial latin squares has a strong connection with the embedding of block designs. For example many of the initial embeddings of partial Steiner triple systems used embeddings of partial idempotent latin squares (see for example [6] ). It has also been suggested that embeddings of block designs with block size 4 and embeddings of Kirkman triple systems may make use of embeddings of pairs of orthogonal partial latin squares (see [4] ).
The present paper gives a polynomial embedding result for a pair of orthogonal partial latin squares. Specifically we show that a pair of orthogonal partial latin squares of order n can be embedded in a pair of orthogonal latin squares of order at most 16n 4 . We preface the discussion of our main result with some necessary definitions. Let x 1 , x 2 , y 1 , y 2 and z 1 , z 2 , be pairs of distinct elements of N. The partial latin square
} is a distinct latin square, of the same order. The partial latin square I ′ is said to be the disjoint mate of I. The form of the partial latin squares I and I ′ is displayed below. Here the sideline lists the row labels and the headline lists the column labels.
A set T ⊆ A, where A is a latin square of order n, is said to be a transversal, if -|T | = n, and -for all distinct (r 1 , c 1 ,
Note that a latin square has an orthogonal mate if and only if it can be partitioned into disjoint transversals.
Let G denote the latin square corresponding to the elementary abelian 2-group of order 2 m on the set [2 m ] and G(⋆) denote the corresponding quasigroup where the operation is the bitwise addition. Let 0 denote the identity element and recall that for all elements x ∈ [2 m ], x ⋆ x = 0. Since G(⋆) is associative and commutative, to reduce unnecessary complexity, we will suppress the ⋆ notation and rewrite x ⋆ y as xy and in addition we will omit unnecessary brackets.
The basic construction
In this section we show that if P and Q are orthogonal partial latin squares, such that P contains no repeated symbols, then we may embed P and Q in orthogonal latin squares of order 2 2m , for suitably chosen m. We begin by noting that any partial latin square, of order n, can be embedded in a latin square of any order greater than or equal to 2n (see [2] ).
Let P and Q be two orthogonal partial latin squares, of order n, volume v and based on the set of symbols [n] . Assume that P satisfies the property -for all x ∈ [n], |{(r, c, x) ∈ P | 0 r, c n − 1}| 1.
Embed Q in a latin square B (quasigroup B(•)) of order 2 m , where m is a positive integer such that 2n 2 m , and embed P in an 2 m × 2 m array A in which each symbol in [2 2m ] occurs exactly once. We will abuse notation and write A( * ) for the algebraic structure defined by the array A where, for all r, c ∈ [2 m ], r * c = x if and only if (r, c, x) ∈ A (note x ∈ [2 2m ]). We make the following simple observation about A. Proof. This follows directly from the fact that each symbol in [2 2m ] occurs in precisely one cell of A.
We will construct arrays A and B, of order 2 2m , which have the following properties:
-The row and columns of A and B are indexed by the ordered pairs (
-The symbols of A will be chosen from the set [2 2m ].
-The symbols of B will be chosen from the set [ 
Recall that the ⋆ notation has been suppressed, so for instance, p (qr
The following lemma verifies that A and B are latin squares of order 2 2m and that A can be partitioned into transversals, one transversal for each symbol of B .
Lemma 2.2. Let P and Q be partial latin squares of order n and volume v. Let m be an integer such that 2n 2 m . Embed P in an 2 m × 2 m array A, where each cell contains a distinct symbol from the set [2 2m ]. Embed Q in a latin square B of order 2 m . Let A be as defined in (1). Then A is a latin square of order 2 2m and can be partitioned into 2
Let B be as defined in (2) . Then B is a latin square of order 2 2m .
Proof. It is not hard to see that B is the latin square obtained by taking the direct product of G with B and then permuting the rows and columns and relabeling the entries within the subsquares. Assume A is not a latin square then, without loss of generality, there exists a row (column), say (p, r), which contains a repeated symbol. So assume that there exists columns (q, c) and (t, w), such that qr * pc = tr * pw. But qr, pc, tr, pw ∈ [2 m ], so Lemma 2.1 implies qr = tr and pc = pw, and since G(⋆) is a group, q = t and c = w. Thus A is a latin square of order [2 2m ].
) is a transversal. Let ((p, r), (q, c), qr * pc), ((s, u), (t, w), tu * sw) be distinct ordered triples of T (z,d) , so pq = z = st and p(qr • pc) = d = s(tu • sw). We wish to show that, respectively, the first coordinates, the second coordinates and the third coordinates are not equal.
Assume that this is not the case, so for instance assume (p, r) = (s, u). Since But we have assumed that p (qr • pc) = d = s(tu • sw) and so p = s. Since pc = sw, we obtain c = w. Also pq = z = st = pt so q = t. But qr = tu, so r = u.
Thus the collection
Theorem 2.3. Suppose 2 m 2n. Let P and Q be a pair of orthogonal partial latin squares of order n, such that each symbol of [n] occurs in at most one cell of P . Then P and Q can be embedded in orthogonal latin squares A and B of order 2 2m .
Proof. The above construction gives latin squares A and B satisfying (1) and (2). Then for
The result is now immediate.
Orthogonal trades in A
In the next section we would like to vary the above construction to allow for repeated symbols in the partial latin square P . We will do this by showing that A contains carefully selected intercalates which can be removed and replaced by disjoint mates to obtain a latin square with repeated elements in the subsquare defined by the intersection of rows (0, r), 0 r 2 m − 1 and columns (0, c), 0 c 2 m − 1 (termed the top left corner), such that the new latin square is also orthogonal to B.
In the previous section, in A the cell defined by row (0, r 2 ) and column (0, c 2 ) contained the symbol r 2 * c 2 and we want to be able to replace it by the symbol r 1 * c 1 which also occurs in the cell defined by row (0, r 1 ) and column (0, c 1 ). In this way we may introduce repeats into the top left corner in A. Since A is a latin square the repeated symbol r 1 * c 1 can not occur in the same row or column so we will require r 1 = r 2 and c 1 = c 2 . Furthermore, as the new square should also be orthogonal to B we will require the corresponding entries in B are different, so r 1 • c 1 = r 2 • c 2 .
In the next two lemmas we show that this switch is always possible provided r 1 c 1 = r 2 c 2 in the elementary abelian 2-group.
We formalize these conditions as follows: For positive integers r 1 , r 2 , r 3 , c 1 , c 2 , c 3 , x ∈ [2 m ], where (r 1 , c 1 , x), (r 2 , c 2 , x) ∈ P and where appropriate (r 3 , c 3 , x) ∈ P , define Conditions C1 to C4 as follows.
C1. r 1 < r 2 < r 3 .
C2. c 1 , c 2 , c 3 are all distinct.
C4. r i r j = c i c k whenever i = j, i = k and i, j, k ∈ {1, 2, 3}.
Lemma 3.1. Let r 1 , r 2 , c 1 , c 2 ∈ [2 m ] and (r 1 , c 1 , x), (r 2 , c 2 , x) be a pair of triples in P which satisfy Conditions C1, C2, C3, and C4. Then A contains the following two intercalates, the union of which will be termed I A (r 1 , c 1 ; r 2 , c 2 ).
Further in A these eight entries occur in eight distinct cells, each occurring in a different 2 m × 2 m subsquare which contains a copy of A.
Proof. The existence of the eight entries is a straightforward computation following from the definition of A.
Using the row labels R 1 , R 2 , R 3 , R 4 as set out in the above table, the fact that c 1 = c 2 and
Similarly one can show that all the columns are distinct. Thus all four rows and columns are distinct from each other.
We are left to prove the entries occur in different subsquares. So assume that this is not the case and two of the entries of I A (r 1 , c 1 ; r 2 , c 2 ) occur in the same 2 m × 2 m subsquare. Recall, that each such subsquare contains a copy of A and the symbols in the cells of A are all distinct. Also note that cells are in the same subsquare if and only if row wise they have the same first coordinates and column wise they have the same first coordinates. Now as r 1 r 2 = 0, c 1 c 2 = 0 and r 1 • c 1 = r 2 • c 2 , the only possibility is that c 1 c 2 (r 1 • c 1 )(r 2 • c 2 ) = 0 and r 1 r 2 (r 1 • c 1 )(r 2 • c 2 ) = 0. These equations imply r 1 r 2 c 1 c 2 = 0, which contradicts Condition C4 (r 1 r 2 = c 1 c 2 ). Thus all eight entries occur in different 2 m × 2 m subsquares.
Lemma 3.2. Let r 1 , r 2 , c 1 , c 2 ∈ [2 m ] and (r 1 , c 1 , x), (r 2 , c 2 , x) be a pair of triples in P which satisfy Conditions C1, C2, C3, and C4. Then B contains the following eight entries. 
