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In recent years, the cost of computing resources has fallen inexorably while availability has mushroomed. At
the same time, a multitude of new and intensive applications have been demanding both greater performance and
increased fault survivability. As a consequence of these trends, the logic driving information systems design away from
centralisation has proven almost irresistible and, the many additional technical difficulties notwithstanding, distributed
systems have proliferated in a great variety of domains. The glue that links the components of such systems together
is, of course, the network and it has become abundantly clear that the effectiveness with which this glue operates and
the way it is used are the primary limiting determinants of how well the constituent parts can collaborate. Network-
based computing is now a subject of interest across the complete range of scales in which distributed systems operate,
from those comprising multiple engines on a single chip to those harnessing the power of large numbers of powerful
computers using wide area connections to implement grids or other cluster-based structures.
This special issue of JCSS is devoted to presenting a range of relevant topics in the area of network-based comput-
ing, covering a selection of its many aspects. Initially, 20 papers were solicited from leading researchers in the field
and selected among accepted papers at the CSICC2007 conference with high review scores that were nominated for
the best paper award. After a careful screening, 14 papers were selected to enter a rigorous review process; from these,
10 were selected for publication here. What follows, immediately below, is a brief summary of these contributions
intended to give a preliminary indication of the scope and variety of the issue.
As suggested above, large-scale parallel systems with possibly as many as thousands of elements are now becoming
feasible at a variety of scales. However, any organisational structure with so many individual components must take
account of the possibility of failures and must be designed to compensate when such failures occur. Focussing on
torus structures and using pipelined circuit-switching to deliver messages, Safaei, Khonsari, Fathy, and Ould-Khaoua
present a study, including both mathematical modelling and simulation, that examines the effects of hardware faults
on network performance.
Virtual channels play a critical role, particularly in interconnection networks based on wormhole routing. While
previous studies have followed Dally’s classic methodology, this is only truly effective at low traffic loads. Alzeidi,
Khonsari, Ould-Khaoua, and Mackenzie have developed a more comprehensive model based on a finite capacity
M/G/1/V queue, which makes more realistic predictions than Dally’s at moderate and high traffic loads. The mathe-
matical model is tested against an event-driven simulator, and a detailed comparison with Dally’s approach is presented
A striking feature of recent developments in networking has been the rise of wireless connectivity but while this, of
course, yields great benefits, especially for roaming nodes, it also brings new issues such as power management to the
fore. Jiao and Hurson propose an adaptive application-driven power management protocol for use in an IEEE 802.11b
infrastructure environment. The aim is to minimise energy consumption without compromising round-trip delays, and
they present here a study of the protocol’s effectiveness at achieving this goal, relative to existing schemes.
One of the more significant developments in network computing in recent times has been the emergence of Grid
computing as a mechanism for harnessing processing resources and bringing them to bear on compute-intensive tasks.
While the best-known applications of Grid technology are in the scientific field, Moreno-Vozmediano, Nadiminti,
Venugopal, Alonso-Conde, Gibbins, and Buyya examine the potential for using the Grid to help satisfy a similarly
insatiable demand for computing resources in the financial services domain.0022-0000/$ – see front matter © 2007 Published by Elsevier Inc.
doi:10.1016/j.jcss.2007.02.012
1120 H. Sarbazi-Azad, L.M. Mackenzie / Journal of Computer and System Sciences 73 (2007) 1119–1120Subrata, Zomaya, and Landfeldt are also interested in Grid computing but they focus on the load-balancing prob-
lem. This is a very significant issue in Grids where both nodes and links may be heterogeneous and, with background
workloads possibly present, the situation is potentially extremely complex. In this work, the authors examine the po-
tential of artificial life techniques, which can search large spaces efficiently, to tackle the Grid load-balancing problem.
A genetic algorithm and tabu search are examined and their effectiveness compared against Min-min, Max-min, and
Sufferage strategies.
In a second paper from the same group at the University of Sydney, Lu, Subrata, and Zomaya present another
approach to the Grid load-balancing problem with an algorithm that operates by trying to minimise the time spent
by a job in the system. Site desirability of processing power and transfer delay are used to guide load distribution.
The algorithm is dynamic, sender-initiated, and decentralised and the authors claim that it outperforms conventional
approaches over a wide range of parameters.
Jin and Min move the focus to the role of priority scheduling in the DiffServ architecture, which aims to provide
a QoS mechanism for Internet-type traffic. Most existing modelling work in this area has focussed on Short Range
Dependent (SRD) or Long Range Dependent (LRD) traffic only, but here the authors have made efforts to present a
more realistic traffic load using a mix of self-similar LRD and Poisson SRD flows. The authors develop a model that
uses Large Deviation Principles to derive upper and lower bounds of queue length distributions and validate this via
simulation experiments.
At the other end of the scale are network on chip (NoC) systems. Goudarzi, MohammadZadeh, and Hessabi ex-
amine NoC routing capabilities with the intention of streamlining object-oriented embedded systems in which some
of the class methods are implemented in hardware. The idea is to use on-chip routing to replace the Virtual Method
Table technique for locating object classes at runtime. The experimental focus of this work is an embedded MPEG2
decoder and, in this application, the team claim a very significant gain in chip area at no cost in performance.
Xiao and Parhami have conducted a fundamental topological study into the structural properties of the very inter-
esting Cayley graphs, which are able to model a wide variety of symmetric networks. A number of new relationships
between Cayley graphs and their subgraphs are derived, and applications of the results to other useful topologies, such
as hexagonal and honeycomb meshes and pruned tori, are discussed.
Finally, Boukerche and Al-Shaikh examine the possibility of designing high-performance computing (HPC) work-
station clusters that are also robust in the face of possible component failure. The general hardware and management
layers of the proposed HA (High Availability) HPC cluster design are considered, as is a more focused study of the
parallel applications layer. The authors conclude that existing architectures for HPC and for HA computing can indeed
be successfully combined to design HA–HPC clusters.
In closing, as guest co-editors, we express our thanks to the editor-in-chief of JCSS, Professor Edward K. Blum, for
hosting this special issue devoted to network-based computing and for his support and advice throughout the process
of bringing the original conception to fruition. We also thank all the authors for their contributions, including those
whose papers were not included in this special issue and, last, the many reviewers who contributed their time and
energy to providing valuable evaluations and recommendations.
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