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GEOMETRIC REALIZATIONS OF THE BASIC REPRESENTATION OF ĝlr
JOEL LEMAY
Abstract. The realizations of the basic representation of ĝlr are known to be parametrized by
partitions of r and have an explicit description in terms of vertex operators on the bosonic/fermionic
Fock space. In this paper, we give a geometric interpretation of these realizations in terms of
geometric operators acting on the equivariant cohomology of certain Nakajima quiver varieties.
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2. Quiver Varieties 8
3. Vector Bundles and Geometric Operators 14
4. Geometric Realizations of Vbasic 20
References 33
Introduction
Let g be a semisimple Lie algebra and denote the corresponding untwisted affine Lie algebra by ĝ.
The basic representation of ĝ, which we denote by Vbasic = Vbasic(ĝ), is the irreducible highest weight
representation whose highest weight is the fundamental weight corresponding to the additional node
of the affine Dynkin diagram (compared to the corresponding finite Dynkin diagram). The basic
representation is so-named since it is, in a sense, the simplest representation of ĝ. In the late 70’s
and early 80’s mathematicians began constructing explicit realizations of Vbasic. The first such
realization was given by Lepowsky and Wilson in [12] for Vbasic(ŝl2). Their construction was later
generalized to arbitrary simply-laced affine Lie algebras and twisted affine Lie algebras in [7], and
this construction became known as the principal realization of Vbasic. However, Frenkel and Kac in
[5], and Segal in [20], gave an entirely different realization of Vbasic; this construction was referred
to as the homogeneous realization. While the principal and homogeneous realizations seemed
completely unrelated, it was discovered by Kac and Peterson in [9], and by Lepowsky in [11], that
the two realizations depend implicitly on the choice of a so-called maximal Heisenberg subalgebra
of ĝ. Indeed, one can associate a realization of Vbasic to each maximal Heisenberg subalgebra of ĝ.
In this paper will focus on the case where g = glr. While glr is not semisimple, it is a one-
dimensional central extension of the semisimple Lie algebra slr, and thus has a similar representation
theory. Up to conjugacy under the adjoint action of the Kac-Moody group, the maximal Heisenberg
subalgebras of a semisimple affine Lie algebra are known to be parametrized by the conjugacy classes
of the Weyl group of the corresponding finite-dimensional Lie algebra (see [9, Proposition of Section
9]). The Weyl group of slr and glr is the symmetric group on r elements, Sr, and the conjugacy
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classes of Sr are in one-to-one correspondence with partitions of r, i.e. s-tuples (r1, . . . , rs) ∈ (N
+)s
such that
r = r1 + · · · + rs, and r1 ≤ · · · ≤ rs.
Thus, there exists a realization of Vbasic(ĝlr) for each partition of r, the principal and homoge-
neous realizations corresponding to the two extreme partitions (r) and (1, . . . , 1), respectively. The
realizations for every partition of r were described by ten Kroode and van de Leur in [21] using
vertex operators acting on bosonic Fock space (a representation of the Heisenberg algebra) and
fermionic Fock space (a representation of the Clifford algebra). More precisely, for each partition
of r, there exists a precise vector space isomorphism between bosonic Fock space and fermionic
Fock space (known as the boson-fermion correspondence), and thus the Heisenberg and Clifford
algebras may be thought of as operators acting on a common space. The construction in [21] defines
a representation of ĝlr on bosonic/fermionic Fock space in terms of vertex operators (i.e. formal
power series) of Heisenberg and Clifford algebra operators. The so-called “zero-charge” subspace
of bosonic/fermionic Fock space is then shown to be isomorphic, as a ĝlr-representation, to Vbasic.
In this paper, we give a geometric interpretation of these algebraic realizations of Vbasic(ĝlr). Our
general strategy is as follows. We fix a partition of (r1, . . . , rs) of r and consider the moduli space of
framed torsion-free sheaves of rank s and second Chern class n,M(s, n). In [13], Licata and Savage
showed that, under a suitable torus action, the localized equivariant cohomology of (a disjoint union
of infinitely-many copies) of M(s, n) provides a suitable geometric analogue of bosonic/fermionic
Fock space. This is accomplished by defining an action of the Heisenberg and Clifford algebras on
this cohomology in terms of the top Chern classes of certain equivariant vector bundles onM(s, n).
The construction given in [13] naturally corresponds to the homogeneous realization in [21], and
thus our first step is to generalize their construction to an arbitrary partition. With this framework
in place, we define a new set of operators using vector bundles on certain subvarieties ofM(s, n). We
then show that these operators may be expressed as vertex operators of our “geometric” Heisenberg
and Clifford algebra operators, and that the formulas we obtain exactly match those found in the
algebraic realization of the action of ĝlr on Vbasic, thus giving us a geometric realization of Vbasic
The paper is organized into 4 sections. In Section 1, we review the Heisenberg and Clifford
algebra representations on bosonic and fermionic Fock space. We also briefly summarize the various
algebraic realizations of Vbasic found in [21]. In Section 2, we review some of the basic geometric
concepts that we will use in subsequent sections. In particular, we will discuss our main geometric
object of interest: Nakajima quiver varieties (of which the aforementioned moduli space M(s, n)
is a special case). Section 3 will describe our method of constructing geometric operators on the
localized equivariant cohomology of quiver varieties from equivariant vector bundles. Finally, in
Section 4, we define our geometric analogues of the action of the Heisenberg algebra, Clifford
algebra, and ĝlr on bosonic and fermionic Fock space. We also present our main theorem (Theorem
4.19), which is a geometric analogue of Proposition 1.8 (the main theorem of [21]).
1. The Basic Representation of ĝlr
In this first section, we will briefly summarize the known algebraic realizations of the basic
representation of ĝlr. In particular, the inequivalent realizations are parametrized by the different
partitions of r. For a more in-depth treatment of this topic, the reader is encouraged to see
[21] or [8]. The goal in the subsequent sections will be to give a geometric construction of the
representations presented here.
We begin by recalling the s-coloured oscillator algebra and the s-coloured Clifford algebra, where
s ∈ N+, along with the associated s-coloured bosonic and fermionic Fock spaces.
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Definition 1.1. (s-coloured oscillator algebra) The s-coloured oscillator algebra, s, is the complex
Lie algebra
s :=
⊕s
ℓ=1
(⊕
n∈ZCPℓ(n)
)
⊕Cc,
with the Lie bracket determined by
[s, Pℓ(0)] = 0, [Pℓ(n), Pk(m)] =
1
nδℓ,kδn+m,0c, n 6= 0,
for all ℓ, k = 1, . . . , s and m,n ∈ Z.
Note that the s-coloured oscillator algebra is often presented in terms of the basis {αℓ(n)}, where
αℓ(n) := |n|Pℓ(n), n 6= 0, αℓ(0) := Pℓ(0).
Definition 1.2. (s-coloured Heisenberg algebra) The subalgebra
s0 =
⊕s
ℓ=1
(⊕
n∈Z−{0} CPℓ(n)
)
⊕ Cc,
of s is the s-coloured Heisenberg algebra.
Let Λ ⊆ C〚t1, t2, . . . 〛 denote the ring of symmetric functions in infinitely many variables. It is
well-known that
Λ = C[p1, p2, . . . ],
where pn is the n-th power sum
pn =
∑∞
i=1 t
n
i .
Define s-coloured bosonic Fock space to be the space
B := B⊗s, where B := Λ⊗C C[q, q−1].
We have a Z-grading on B given by
B =
⊕
c∈ZBc, Bc := Λ⊗Cq
c.
This induces a Zs-grading on B given by
B =
⊕
c∈Zs Bc, Bc := Bc1 ⊗ · · · ⊗Bcs .
For c = (c1, . . . , cs) ∈ Z
s, we use the notation |c| = c1 + · · ·+ cs. We then have a Z-grading on B
given by
B =
⊕
c∈Z B(c), B(c) =
⊕
|c|=c Bc.
One can easily verify that the mapping
Pℓ(n) 7→ 1
⊗ℓ−1 ⊗ ∂∂pn ⊗ 1
⊗s−ℓ, n > 0,
Pℓ(−n) 7→ 1
⊗ℓ−1 ⊗ 1npn ⊗ 1
⊗s−ℓ, n > 0,
Pℓ(0) 7→ 1
⊗ℓ−1 ⊗ q ∂∂q ⊗ 1
⊗s−ℓ, c 7→ 1,
defines an irreducible representation of s on B.
Remark 1.3. Notice that the s-coloured Heisenberg algebra is isomorphic to the 1-coloured Heisen-
berg algebra via relabelling of the indices. Thus, we will often use the term “Heisenberg algebra”
without specifying the number of colours. Moreover, one can show (see, for instance, [8, Lemma
14.4(a)]) that Λ⊗s and Λ are isomorphic as Heisenberg algebra modules.
Definition 1.4. (s-coloured Clifford algebra) The s-coloured Clifford algebra, Cl, is the complex
associative algebra generated by elements ψℓ(i), ψ
∗
ℓ (i), ℓ = 1, . . . , s, i ∈ Z, and the relations
{ψℓ(i), ψ
∗
k(j)} = δijδℓk, {ψℓ(i), ψk(j)} = {ψ
∗
ℓ (i), ψ
∗
k(j)} = 0.
where {x, y} = xy + yx.
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A semi-infinite monomial is an expression of the form
I = i1 ∧ i2 ∧ i3 ∧ · · · ,
where the in are integers such that
i1 > i2 > i3 > . . . , in+1 = in − 1, for n≫ 0.
The charge of a semi-infinite monomial I is the integer c = c(I) such that
in = c− n+ 1, for all n≫ 0.
The energy of a semi-infinite monomial is∑
n∈N+ in − (c− n+ 1).
Let F be the complex vector space with basis the set of all semi-infinite monomials. The charge
induces a grading on F :
F =
⊕
c∈Z Fc,
where Fc is the subspace with basis the set of semi-infinite monomials of charge c. Define wedging
and contracting operators ψ(i) and ψ∗(i), i ∈ Z, on F by
ψ(i)(i1 ∧ i2 ∧ · · · ) =
{
(−1)k(i1 ∧ · · · ∧ ik ∧ i ∧ ik+1 ∧ · · · ), if ik > i > ik+1,
0, if i = in, for some n,
ψ∗(i)(i1 ∧ i2 ∧ · · · ) =
{
(−1)k−1(i1 ∧ · · · ∧ ik−1 ∧ ik+1 ∧ · · · ), if i = ik,
0, if i 6= in, for all n.
It is easy to see that the wedging and contracting operators raise and lower the charge of a semi-
infinite monomial by 1, and so
ψ(i) : Fc → Fc+1, ψ
∗(i) : Fc → Fc−1,
for all i, c ∈ Z.
Define s-coloured fermionic Fock space to be
F := F⊗s.
By our decomposition of F in terms of the charge, we have a Zs-grading
F =
⊕
c∈Zs Fc, Fc := Fc1 ⊗ · · · ⊗ Fcs .
This induces a Z-grading on F given by
F =
⊕
c∈Z F(c), F(c) :=
⊕
|c|=c Fc.
One can show that we have a representation of Cl on F given by:
ψℓ(i)|Fc 7→ (−1)
c1+···+cℓ−1 (1⊗ℓ−1 ⊗ ψ(i) ⊗ 1⊗s−ℓ) ,
ψ∗ℓ (i)|Fc 7→ (−1)
c1+···+cℓ−1 (1⊗ℓ−1 ⊗ ψ∗(i)⊗ 1⊗s−ℓ) .
It is straightforward to show that F is an irreducible representation of Cl. Moreover, F is generated
by the so-called vacuum vector, |0〉⊗s, where
|0〉 = 0 ∧ −1 ∧ −2 ∧ · · · .
Note that F is referred to as the spin module in [21].
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⋆
Figure 1. Young diagram
Remark 1.5. We have used here the convention that Clifford algebra generators of different colours
anti-commute. However, the Clifford algebra is sometimes defined by letting generators of different
colours commute (see for example [13, Section 1.2]). In this case it is necessary to modify the action
of Cl on F to
ψℓ(i)|Fc 7→ 1
⊗ℓ−1 ⊗ ψ(i) ⊗ 1⊗s−ℓ, ψ∗ℓ (i)|Fc 7→ 1
⊗ℓ−1 ⊗ ψ∗(i)⊗ 1⊗s−ℓ.
Remark 1.6. As was the case with the Heisenberg algebra, the s-coloured Clifford algebra is
isomorphic to the 1-coloured Clifford algebra via relabelling of the indices. Moreover, by identifying
the s-coloured and 1-coloured Clifford algebras, s-coloured fermionic Fock space is isomorphic to
1-coloured fermionic Fock space. Thus, we will often refer to the Clifford algebra and fermionic
Fock space without specifying the number of colours.
In the sequel, it will be useful to think of fermionic Fock space not only in terms of semi-infinite
monomials, but also in terms of Young diagrams. Recall that a Young diagram is a finite collection
of boxes arranged in rows and columns such that the number of boxes in the i-th row is greater than
or equal to the number of boxes in the (i+1)-st row. There are different conventions regarding the
way to draw Young diagrams, but we will choose the English notation. That is, our rows will be
left-justified and subsequent rows are placed underneath the previous one, as illustrated in Figure 1.
We say that a box is in the (i, j)-th position if it is in the i-th row and j-th column of the diagram.
For example, in Figure 1, the box labelled with a “⋆” is in the (3, 2)-th position. We may thus view
a Young diagram λ as being a subset of (N+)2, where (i, j) ∈ λ if and only if λ has a box in the
(i, j)-th position. For any Young diagram λ and any k ∈ N+, let λk denote the number of boxes in
its k-th row (λk = 0 if there are no boxes in the k-th row). For any (i, j) ∈ (N
+)2, define the arm
and leg length of (i, j) to be
aλ(i, j) := λi − j, and ℓλ(i, j) := max{i
′ ∈ N+ | (i′, j) ∈ λ} − i,
respectively. Intuitively, for each (i, j) ∈ λ, aλ(i, j) and ℓλ(i, j) count the number of boxes to the
right of and below (i, j), respectively. For two Young diagrams λ and µ, we define the relative hook
length of (i, j) to be
(1.1) hλ,µ(i, j) := aλ(i, j) + ℓµ(i, j) + 1.
If λ = µ, we will simply write hλ(i, j) := hλ,λ(i, j). Finally, we define the residue of box in the
(i, j)-th position to be j − i.
Clearly, every weakly decreasing sequence of non-negative integers
(λ1, λ2, λ3, . . . ),
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such that λk = 0 for k ≫ 0 uniquely defines a Young diagram. Thus, one has a bijection between
the set of semi-infinite monomials of a fixed charge and the set of Young diagrams. Indeed, suppose
I = i1 ∧ i2 ∧ i3 ∧ · · · ,
is a semi-infinite monomial of charge c. Define λ(I) to be the Young diagram determined by
(1.2) λ(I)k = ik − c+ k − 1.
Lemma 1.7. The mapping I 7→ λ(I) is a bijection from the set of semi-infinite monomials of
charge c to the set of Young diagrams. Moreover, if I is a semi-infinite monomial of energy n, then
λ(I) consists of n boxes.
Hence, by Lemma 1.7, we may think of Fc as the complex vector space with basis the set of all
Young diagrams, thus giving us a Young diagram interpretation of fermionic Fock space.
It is well-known that the set of Schur functions {sλ}, where λ runs over all Young diagrams,
form a basis of Λ (see statement (3.3) of [14]). We then have a vector space isomorphism
(1.3) Bc → Fc, sλ ⊗ q
c 7→ λ,
for each c ∈ Z. This induces an isomorphism B
∼=
−→ F, called the boson-fermion correspondence.
We now recall a few facts about the representation theory of semisimple Lie algebras. Let
g be a finite-dimensional semisimple Lie algebra and let ĝ denote the corresponding untwisted
affine Lie algebra of g. Let V be a representation of ĝ. One can show that for any Heisenberg
subalgebra of ĝ (under certain restrictions), the representation V is isomorphic, as a Heisenberg
algebra representation, to a direct sum of copies of the ring of symmetric functions Λ (see [8, Lemma
14.4(b)]). In particular, given a Heisenberg subalgebra of ĝ, one can give an explicit realization of
Vbasic(ĝ) completely in terms of (a direct sum of copies of) Λ. Thus, to classify all such realizations,
one needs to classify all inequivalent Heisenberg subalgebras of ĝ. For g semisimple, it is known
that, up to conjugacy under the adjoint action of the associated Kac-Moody group, the Heisenberg
subalgebras of ĝ are parametrized by the conjugacy classes of the Weyl group of g (see [9, Section
9], in which the authors construct all possible Heisenberg subalgebras of ĝ). As mentioned in
the introduction, the Heisenberg subalgebras of ŝlr are thus parametrized by partitions of r. The
methods of [9, Section 9] can be extended to ĝlr, thus producing one Heisenberg subalgebra of ĝlr
for each partition of r.
The most well-known Heisenberg subalgebra of ĝlr is the principal Heisenberg subalgebra, which
corresponds to the partition r = (r). Let Ei, Fi,Hi, for i = 0, 1, . . . , r−1 be the Chevalley generators
of ŝlr. Then recall that the principal Heisenberg subalgebra of ĝlr is given by
α(n) =
{
(E0 + E1 + · · · + Er−1)n, for n > 0,
(F0 + F1 + · · ·+ Fr−1)−n for n < 0,
By setting
α(0) = I ⊗ 1,
the α(n), n ∈ Z, together with the central element c ∈ ĝlr, form a basis of a 1-coloured oscillator
algebra. To construct the Heisenberg subalgebra associated to an arbitrary partition (r1, . . . , rs),
we divide the matrices in glr into s
2 blocks, with the (i, j)-th block being of size ri × rj for all
i, j = 1, . . . , s. The (ℓ, ℓ)-th diagonal block corresponds to the subalgebra glrℓ ⊆ glr, and on the
level of affine algebras, ĝlrℓ ⊆ ĝlr. Let E
ℓ
k, F
ℓ
k ,H
ℓ
k be the Chevalley generators for ŝlrℓ ⊆ ĝlrℓ .
The Heisenberg subalgebra corresponding to the partition (r1, . . . , rs), presented as an s-coloured
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algebra, is given by
αℓ(n) =
{
(Eℓ0 + E
ℓ
1 + · · ·+ E
ℓ
rℓ−1)
n, for n > 0,
(F ℓ0 + F
ℓ
1 + · · ·+ F
ℓ
rℓ−1)
−n, for n < 0,
for ℓ = 1, . . . , s. It is worth noting that, restricted to the ℓ-th colour, the αℓ(n) determine the
principal Heisenberg subalgebra of ĝlrℓ . Set
αℓ(0) = Iℓ ⊗ 1,
where Iℓ is the identity matrix in glrℓ . Then the αℓ(n) define an s-coloured oscillator algebra.
The various realizations of Vbasic = Vbasic(ĝlr) were described explicitly in [21] in terms of vertex
operators on bosonic and fermionic Fock space. We briefly summarize the main theorem of that
paper here. Fix a partition, (r1, . . . , rs), of r. Let R
′ = lcm{r1, . . . , rs} and define
R =
R
′, if R′
(
1
ri
+ 1rj
)
∈ 2Z for all i, j,
2R′, if R′
(
1
ri
+ 1rj
)
/∈ 2Z for some i, j.
Define the normal ordering on the s-coloured Clifford algebra generators
: ψℓ(i)ψ
∗
k(j) : =
{
ψℓ(i)ψ
∗
k(j), if j > 0,
−ψ∗k(j)ψℓ(i), if j ≤ 0.
We introduce the formal s-coloured fermionic and bosonic fields:
ψℓ(z) :=
∑
k∈Z ψℓ(i)z
(R/rℓ)k, ψ∗ℓ (z) :=
∑
k∈Z ψ
∗
ℓ (k)z
−(R/rℓ)k,
αℓ(z) =
∑
k∈Z αℓ(k)z
−(R/rℓ)k := : ψℓ(z)ψ∗ℓ (z) :,
This brings us to the main theorem of [21] (as stated at the end of the introduction).
Proposition 1.8. Let ω = e2πi/R. Then the homogeneous components of
: ψℓ(ω
pz)ψ∗k(ω
qz) : −δkℓ
ω(R/rℓ)(p−q)
1−ω(R/rℓ)(p−q) ,
(ℓ 6=k, 1≤p≤rℓ, 1≤q≤rk)
or (ℓ=k, 1≤p 6=q≤rℓ),
: ψℓ(z)ψ
∗
ℓ (z) :, 1 ≤ ℓ ≤ s,
together with the identity operator, span a Lie algebra of operators on F (s-coloured fermionic Fock
space) that is isomorphic to ĝlr. Moreover, via this identification with ĝlr,
F(0) ∼= Vbasic,
as ĝlr-modules and the αℓ(k), k ∈ Z−{0} (resp. k ∈ Z), together with the identity operator, give a
basis of the Heisenberg subalgebra (resp. oscillator subalgebra) of ĝlr associated to the partition r.
Note that the isomorphism F(0)
∼=
−→ Vbasic in Proposition 1.8 is determined by |0〉
⊗s 7→ v0.
The goal of this paper is to give a geometric version of the various realizations of Vbasic. Our
strategy will be as follows. We first construct geometric analogues the oscillator and Clifford algebra
representations on bosonic and fermionic Fock space. Our method for doing this will be similar to
[13, Section 3]. Next, we would like to construct an action of ĝlr on our geometric fermionic Fock
space in the spirit of Proposition 1.8. To do this, we recall that ĝlr is generated by the Chevalley
generators Ek, Fk,Hk, k = 0, 1, . . . , r − 1 of ŝlr and loops on the identity I ⊗ t
n, n ∈ Z. Thus, to
define an action of ĝlr on our geometric Fock space, it is enough to define the action of Ek, Fk,Hk
and I ⊗ tn. Algebraically, the action of ĝlr on fermionic Fock space is given by the homogeneous
components of vertex operators as in Proposition 1.8. We explicitly describe the algebraic action
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of Ek, Fk and I ⊗ t
n in Lemma 1.9 below (the action of Hk is determined by Ek and Fk since
Hk = [Ek, Fk]). First, we observe that for each k = 0, 1, . . . , r − 1, we can write
k = r1 + · · ·+ rℓ−1 + k′,
for unique 1 ≤ ℓ ≤ s and 0 ≤ k′ ≤ rℓ−1.
Lemma 1.9. The action of ĝlr on F from Proposition 1.8 is given by the map ρ : ĝlr → gl(F),
described below. For each k = 0, 1, . . . , r − 1, write k = r1 + · · ·+ rℓ−1 + k′. If k′ 6= 0, then
(1.4) ρ(Ek) =
∑
i∈Z ψℓ(k
′ + irℓ)ψ∗ℓ (k
′ + irℓ + 1),
(1.5) ρ(Fk) =
∑
i∈Z ψℓ(k
′ + irℓ + 1)ψ∗ℓ (k
′ + irℓ).
If k′ = 0 and ℓ 6= 1,
(1.6) ρ(Ek) =
∑
i∈Z ψℓ−1((i+ 1)rℓ−1)ψ
∗
ℓ (irℓ + 1),
(1.7) ρ(Fk) =
∑
i∈Z ψℓ(irℓ + 1)ψ
∗
ℓ−1((i+ 1)rℓ−1).
If k′ = 0 and ℓ = 1, (i.e. k = 0)
(1.8) ρ(E0) =
∑
i∈Z ψs(irs)ψ
∗
1(ir1 + 1),
(1.9) ρ(F0) =
∑
i∈Z ψ1(ir1 + 1)ψ
∗
s (irs).
Finally,
(1.10) ρ(I ⊗ tn) =
∑s
ℓ=1 αℓ(nrℓ).
Proof. The proof consists of picking out the appropriate components of the vertex operators in
Proposition 1.8, thus we leave the details to the reader. For an explicit proof, see [10, Lemma
1.21]. 
2. Quiver Varieties
In this section, we review some of the geometric concepts we will need to construct our geometric
realizations of Vbasic(ĝlr). Our main geometric objects of interest will be Nakajima quiver varieties;
these are examples of geometric (invariant) quotients. We will briefly recall the necessary concepts
of geometric invariant theory as they are needed. For a more in-depth treatment of geometric
invariant theory see [15]. For more information on Nakajima quiver varieties see [16] and [17].
Throughout this section, and all subsequent sections, for a group G acting on a set X, we denote
by XG the set of G-fixed points of X.
Let Q = (Q0, Q1) be a quiver. For all ρ ∈ Q1, write t(ρ) and h(ρ) for the tail and the head of
ρ, respectively. Let Q˜ = (Q˜0, Q˜1) be the double quiver of Q. That is,
Q˜0 = Q0, and Q˜1 = Q1 ∪Q1,
where Q1 is the set of arrows in Q1 with orientation reversed. We then have a natural involution
¯: Q˜1 → Q˜1, which sends every arrow in Q1 to its corresponding reverse arrow in Q1 and vice versa.
We define the function ε : Q˜1 → {±1} by
ε(ρ) =
{
1, if ρ ∈ Q1,
−1, if ρ ∈ Q1.
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Let V =
⊕
k∈Q˜0 Vk and W =
⊕
k∈Q˜0 Wk be finite-dimensional Q˜0-graded complex vector spaces.
Define
EV =
⊕
ρ∈Q˜1 Hom(Vt(ρ), Vh(ρ)), LV,W =
⊕
k∈Q˜0 Hom(Vk,Wk).
We define a “multiplication” EV × EV → LV,V given by
(AB)k =
∑
ρ∈Q˜1,t(ρ)=k Aρ¯Bρ,
for all A = (Aρ), B = (Bρ) ∈ EV . We then define
M =M(V,W ) = EV ⊕ LW,V ⊕ LV,W .
The function ε : Q˜1 → {±1} induces a function ε : EV → EV given by
ε(C)ρ = ε(ρ)Cρ.
We have a symplectic form on ω on M given by
ω((C1, i1, j1), (C2, i2, j2)) = tr(ε(C1)C2) + tr(i1j2 − i2j1).
Let GV =
∏
k∈Q˜0 GL(Vk). Then GV acts on M via
g · (C, i, j) = (gCg−1, gi, jg−1),
for all g ∈ GV and (C, i, j) ∈M. Then GV is an algebraic group whose action on M preserves the
symplectic form ω. The moment map vanishing at the origin is given is
µ :M→ LV,V , (C, i, j) 7→ ε(C)C + ij,
where the Lie algebra LV,V of GV is identified with its dual via the trace.
Remark 2.1. Note that the set M and the map µ do not depend on the orientation of the quiver
Q. Thus, our construction above, as well as the definition of quiver varieties below, depend only
on the underlying (undirected) graph of Q.
Definition 2.2 (Invariant, Stable). Let S =
⊕
k∈Q˜0 Sk, where each Sk is a subspace of Vk. For
C ∈ EV , we say that S is C-invariant if Cρ(St(ρ)) ⊆ Sh(ρ) for all ρ ∈ Q˜1.
An element (C, i, j) ∈ M is called stable if the following condition holds: if S is a Q˜0-graded
subspace of V such that S is C-invariant and im(i) ⊆ S, then S = V . We denote by Mst the set
of stable points of M.
Let G be a reductive group acting freely on an algebraic variety X. Then for every G-invariant
open set U ⊆ X, G acts on OX(U) by
(g · f)(x) = f(g−1 · x),
for all g ∈ G, f ∈ OX(U) and x ∈ U . A function f ∈ OX(U)
G then determines a well-defined
function f : U/G→ C given by
f(G · x) = f(x).
The geometric quotient (of X by G), is the topological quotient π : X ։ X/G equipped with the
structure sheaf
OX/G(U) =
{
f : U → C | f ∈ OX(π
−1(U))G
}
.
Note that this definition of a geometric quotient is a slightly simplified version of [15, Definition
0.6]. One can show that Mst0 is a quasi-affine algebraic variety and that GV acts freely on M
st
0 .
10 JOEL LEMAY
Definition 2.3 (Nakajima Quiver Variety). The Nakajima quiver variety (associated to Q) is the
geometric quotient
M = M(V,W ) :=Mst0 (V,W )/GV .
We will write [C, i, j]GV (or simply [C, i, j] when there is no risk of confusion) to denote the GV -orbit
of the point (C, i, j) ∈Mst0 .
Note that Definition 2.3 is slightly different than the definition of quiver varieties found in [16,
Section 3.ii], however the two definitions are merely duals of each other. Indeed, let V ∗ and W ∗
be the duals of V and W , respectively. Then an element (C, i, j) ∈ M(V,W ) naturally induces
an element (C∗, j∗, i∗) ∈ M(V ∗,W ∗) by taking the transposes of the appropriate maps. One can
then show that the mapping (C, i, j) 7→ (C∗, j∗, i∗) induces an isomorphism from M to the quiver
variety defined in [16] (see specifically [16, Corollary 3.12]).
By [16, Lemma 3.10, Corollary 3.12], the varieties Mst0 and M are smooth. The tangent space
of Mst0 at a point (C, i, j) is
T(C,i,j)(M
st
0 ) = T(C,i,j)(µ
−1(0)) = ker dµ,
where dµ is the differential of the moment map µ at (C, i, j), and is given by
dµ :M→ LV,V , (D, a, b) 7→ ε(C)D + ε(D)C + ib+ aj.
Let σ = σ(C,i,j) : GV → M
st
0 be the map given by g 7→ g · (C, i, j). The differential dσ : LV,V →
ker dµ is then given by
dσ(X) = (XC − CX,Xi,−jX).
Lemma 2.4. Let (C, i, j) ∈Mst0 . Then
(1) dσ is injective and dµ is surjective, and
(2) the tangent space of M at [C, i, j] may be identified with the middle cohomology of the
following complex:
(2.1) LV,V
dσ
−֒→ EV ⊕ LW,V ⊕ LV,W
dµ
−−−։ LV,V .
Proof. The proof of (1) is completely analogous to [13, Lemma 3.2]. Part (2), is the dual of [16,
Corollary 3.12]. 
It is worth noting that, up to isomorphism, the varietiesMst0 (V,W ) andM(V,W ) are parametrized
by the graded dimensions of V and W . Indeed, if V ′ and W ′ are vector spaces of the same graded
dimension as V and W , respectively, then there exist graded vector space isomorphisms V → V ′
and W → W ′, which in turn induce isomorphisms of varieties Mst0 (V,W ) → M
st
0 (V
′,W ′) and
M(V,W )→M(V ′,W ′). Hence, we define one standard representative for each isomorphism class:
for v = (vk),w = (wk) ∈ (N)
Q˜0 , let
Mst0 (v,w) :=M
st
0
(⊕
k∈Q˜0 C
vk ,
⊕
k∈Q˜0 C
wk
)
,
and
M(v,w) := M
(⊕
k∈Q˜0 C
vk ,
⊕
k∈Q˜0 C
wk
)
=Mst0 (v,w)/Gv ,
where Gv =
∏
k∈Q˜0 GLvk(C).
From now on, we restrict ourselves to the case where Q is a quiver of type Âm−1, m ∈ N+ (with
the case m = 1 corresponding to the quiver consisting of one vertex and one loop). We label the
vertices of Q by {0, 1, . . . ,m − 1}, and hence we can identify Q0 = Q˜0 with Zm. In this case, we
have that Q˜ is the quiver:
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We denote by M(m;v,w) (resp. M(m;v,w)) the variety M(v,w) (resp. M(v,w)) corresponding
to a quiver of type Âm−1 (recall that these varieties do not depend on the orientation of Q, thus
M(m;v,w) and M(m;v,w) are well-defined). Of particular interest to us will be the case m = 1,
for which we introduce the special notation:
M(s, n) :=M(1; (n), (s)), M(s, n) := M(1; (n), (s)),
where s, n ∈ N. Note that in this case
M(s, n) = Hom(Cn,Cn)⊕Hom(Cn,Cn)⊕Hom(Cs,Cn)⊕Hom(Cn,Cs),
and so we will denote elements of M(s, n) by (A,B, i, j) and the elements ofM(s, n) by [A,B, i, j],
where, by convention, A represents the linear map associated to the loop in Q1 and B the linear
map associated to the loop in Q1. The moment map µ then simplifies to
µ(A,B, i, j) = [A,B] + ij.
Thus, by [17, Theorem 2.1], M(s, n) is isomorphic to the moduli space of framed torsion-free
sheaves on P2 with rank s and second Chern class c2 = n.
Fix an (s+ 1)-dimensional torus
T = (C∗)s × C∗,
and denote elements of T by (e, t), where e = (e1, . . . , es) ∈ (C
∗)s and t ∈ C∗. We have a natural
action of (C∗)s on Cs given by
e · (w1, . . . , ws) = (e1w1, . . . , esws),
for all e ∈ (C∗)s and (w1, . . . , ws) ∈ Cs. For each c ∈ Zs, we have an action of T on M(s, n) given
by
(e, t) · (A,B, i, j) = (tA, t−1B, ie−1t−c, etcj),
where
tc := (tc1 , . . . , tcs).
The torus action preserves the space M st0 (s, n) and commutes with the action of GLn(C), thus we
have a well-defined action on M(s, n):
(2.2) (e, t) · [A,B, i, j] = [tA, t−1B, ie−1t−c, etcj].
Let Mc(s, n) denote the moduli space M(s, n) with the torus action given by Equation (2.2).
Consider the case where s = 1. It is known that if (A,B, i, j) ∈ M st0 (1, n) then j = 0 (see [17,
Proposition 2.7]), thus we will simply write (A,B, i) for an element (A,B, i, 0) ∈ M st0 (1, n). Let
ω := e2π
√−1/m. The finite cyclic group of order m acts on Mc(1, n) via the embedding
(2.3) Zm →֒ T, k 7→ (1, ω
k).
That is
k · [A,B, i] = [ωkA,ω−kB,ω−kci],
for all k ∈ Zm and [A,B, i] ∈ Mc(1, n). Recall that the fixed point set Mc(1, n)
Zm is a closed
subvariety of Mc(1, n). The goal for the remainder of this section will be to describe Mc(1, n)
Zm
in terms of quiver varieties of type Âm−1.
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Remark 2.5. Let
Fc(n) :=
{
(A,B, i) ∈M st0 (1, n) | [A,B, i] ∈ Mc(1, n)
Zm
}
,
i.e. Fc(n) is the preimage of Mc(1, n)
Zm under the projection M st0 (1, n) ։Mc(1, n). Thus, Fc(n)
is a closed subvariety of M st0 (1, n). We have that (A,B, i) ∈ Fc(n) if and only if there exists a
g ∈ GLn(C) such that
(2.4) ωA = g−1Ag, ω−1B = g−1Bg, ω−ci = g−1i.
Note that since GLn(C) acts freely on M
st
0 , such a g, if it exists, is unique. We then have a weight
space decomposition
C
n =
⊕
k∈Zm Vk(A,B, i), Vk(A,B, i) := {v ∈ C
n | gv = ωkv}.
By the stability of (A,B, i), we have that Cn is spanned by elements of the form ApBqi(1), for
p, q ∈ N. One can then verify that
(2.5) Vk(A,B, i) = span{A
pBqi | (q − p) ≡ (k − c) mod m}.
We observe that im i ⊆ Vc¯ (where c¯ is the equivalency class of c in Zm) and the restrictions of A
and B to Vk yield maps
A|Vk(A,B,i) : Vk(A,B, i)→ Vk−1(A,B, i) and B|Vk(A,B,i) : Vk(A,B, i)→ Vk+1(A,B, i).
Conversely, suppose we have a weight space decomposition Cn =
⊕
k∈Zm Vk such that A|Vk : Vk →
Vk−1 and B|Vk : Vk → Vk+1 and im i ⊆ Vc¯. It is easy to see that
g =
∏
k∈Zm ω
k idVk .
satisfies conditions (2.4) and that Vk(A,B, i) = Vk for each k ∈ Zm.
Lemma 2.6. The variety Mc(1, n)
Zm is smooth. Moreover, the tangent space of Mc(1, n)
Zm at
[A,B, i] may be identified with the middle cohomology of the following complex:
(2.6) L
dσ
−֒→ E− ⊕ E+ ⊕Hom(C, Vc¯)⊕Hom(Vc¯,C)
dµ
−−−։ L,
where L =
⊕
k∈Zm Hom(Vk, Vk) and E
± =
⊕
k∈Zm Hom(Vk, Vk±1), and σ : GLn(C) → M
st
0 is the
map given by g 7→ g · (A,B, i).
Proof. For the first part, note that the category of finite-dimensional linear representations of Zm
is semisimple. Therefore, by [6, Proposition 1.3], Mc(1, n)
Zm is smooth. The second part can be
proved by computing the Zm-fixed points of Complex (2.1). 
Let (C, i, j) ∈M(m;v,1c¯). We identify
⊕
k∈Zm C
vk with C|v| by identifying 1kℓ with 1v0+···+vk−1+ℓ,
where {1kℓ }
vk
ℓ=1 and {1ℓ}
|v|
ℓ=1 denote the standard bases of C
vk and C|v|, respectively. Let AC , BC ∈
Hom
(
C
|v|,C|v|
)
be the maps determined by
(2.7) (AC)|Cvk = ε(ρ)Cρ and (BC)|Cvk = Cτ ,
for each k ∈ Zm, ρ : k → k − 1 in Q˜1 and τ : k → k + 1 in Q˜1 (note that in the m = 2 case, we
simply make a choice as to which arrow of Q1 corresponds to k → k+1 and which one corresponds
to k → k − 1). We thus have a mapping
(2.8) M(m;v,1c¯)→M(1, |v|), (C, i, j) 7→ (AC , BC , i, j).
Clearly, the map (2.8) preserves stability and µ(C, i, j) = 0 implies µ(AC , BC , i, j) = 0. In par-
ticular, if (C, i, j) ∈ Mst0 (m;v,1c¯), then j = 0. Moreover, by Remark 2.5, for each (C, i, 0) ∈
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Mst0 (m;v,1c¯), we have that (AC , BC , i) ∈ Fc(n) (with Vk(AC , BC , i) = C
vk). Thus, we have mor-
phism of varieties:
ϕv :M
st
0 (m;v,1c¯)→ Fc(|v|), (C, i, 0) 7→ (AC , BC , i).
Lemma 2.7. The map ϕv induces a morphism of varieties
ϕv : M(m;v,1c¯)→Mc(1, |v|)
Zm , [C, i, 0] 7→ [AC , BC , i].
In particular, one has a morphism of varieties ϕ :
∐
|v|=nM(m;v,1c¯) → Mc(1, n)
Zm , given by
ϕ =
∐
|v|=n ϕv.
Proof. Let ψ : Gv → GL|v|(C) be the group homomorphism induced by our identification of⊕
k∈Zm C
vk with C|v|, i.e. partitioning GL|v|(C) into m2 blocks of size vi×vj , i, j = 0, 1, . . . ,m−1,
we embed GLvk(C) into the (k, k)-th diagonal block of GL|v|(C), for each k = 0, 1, . . . ,m− 1. One
then has the following commutative diagram:
Gv ×M
st
0 (m;v,1c¯) M
st
0 (m;v,1c¯)
GL|v|(C)× Fc(|v|) Fc(|v|),
ψ × ϕv ϕv
where the horizontal arrows represent the group action. One therefore has a well-defined map
ϕv : M(m;v,1c¯)→Mc(1, |v|)
Zm , on the quotients. 
Theorem 2.8. The map ϕ from Lemma 2.7 is an isomorphism. Therefore,
Mc(1, n)
Zm ∼=
∐
|v|=nM(m;v,1c¯),
as varieties.
Proof. We first begin by showing that ϕ is bijective. Suppose that (C, i, 0) ∈ Mst0 (m;v,1c¯) and
(D, a, 0) ∈Mst0 (m;u,1c¯), with |v| = |u| = n, are such that
ϕ[C, i, 0] = ϕ[D, a, 0],
i.e. [AC , BC , i] = [AD, BD, a]. Then there exists g ∈ GLn(C) such that (AC , BC , i) = g ·(AD , BD, a).
For each k ∈ Zm,
C
vk = Vk(AC , BC , i) = g(Vk(AD, BD, a)) = g(C
uk).
In particular, v = u. Moreover, since g|Cvk : C
vk → Cvk , we may view g as an element of Gv. One
then easily verifies that (C, i, 0) = g · (D, a, 0). Thus, [C, i, 0] = [D, a, 0], and so ϕ is injective.
Now, let (A,B, i) ∈ Fc(n). Set vk = dimVk(A,B, i) and choose a graded linear isomorphism
f :
⊕
k∈Zm Vk(A,B, i)→
⊕
k∈Zm C
vk .
Then [A,B, i] = [fAf−1, fBf−1, f i]. Define (C, a, 0) ∈M(m;v,1c¯) by
Cρ =
{
ε(ρ)(fAf−1)|Cvk , if ρ : k → k − 1,
(fBf−1)|Cvk , if ρ : k → k + 1,
and a = fi,
for all ρ ∈ Q˜1. It is easy to see that (C, i, 0) is stable and µ(C, a, 0) = 0. Thus, (C, a, 0) ∈ M
st
0 ,
and, by construction, ϕ[C, i, 0] = [A,B, i]. Hence, ϕ is surjective.
Next, we show that ϕ induces an isomorphism on the tangent spaces. Recall that we identify
the tangent spaces of M and MZm with the middle cohomologies of Complex (2.1) and Complex
(2.6), respectively. By construction of ϕ, the induced map dϕ on the tangent spaces is
dϕ : T[C,i,0](M)→ T[AC ,BC ,i](M
Zm), (D, a, b) + imdσ 7→ (D−,D+, a, b) + imdσ,
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where (D−)k = ε(ρ)Dρ:k→k−1 and (D+)k = Dρ:k→k+1 for all k ∈ Zm. Clearly, dϕ is injective.
Moreover, by Lemma 2.4 and Lemma 2.6, dimT[C,i,0](M) = dimT[AC ,BC ,i](M
Zm), and hence dϕ is
an isomorphism. Thus, ϕ is an isomorphism of varieties. 
3. Vector Bundles and Geometric Operators
In this section, we describe how to obtain so-called “geometric operators” on the localized
equivariant cohomology of smooth algebraic varieties; this method was first introduced in [3]. The
theory outlined in this section will serve as our main tool for constructing our geometric versions of
the Clifford, Heisenberg and Chevalley operators in the next section. We do not review equivariant
cohomology theory here, but instead refer the reader to such expository papers as [22] or [2]. Our
constructions rely heavily on the Localization Theorem (see Theorem 3.1). The reader may wish
to consult [1, Appendix to Chapter 6] for more information on localization.
Let G = (C∗)d be a d-dimensional torus and, for each j = 1, . . . , d, denote the 1-dimensional
G-module
(g1, . . . , gd) 7→ gj ,
by gj . Let pt denote the space consisting of a single point equipped with the trivial action of the
torus G. Let tj denote the first Chern class of the vector bundle
gj → pt,
for each j = 1, . . . , d. Note that the tj are elements of degree 2. Recall that the equivariant
cohomology of pt is
H∗G(pt) = C[t1, . . . , td].
Let X be a topological space equipped with a G-action. Then H∗G(X) is a H
∗
G(pt)-module. We
consider the localized equivariant cohomology of X:
H∗G(X) := H
∗
G(X)⊗C[t1,...,td] C(t1, . . . , td).
Unless otherwise noted, “cohomology” will always mean “localized equivariant cohomology”. Let
i : XG →֒ X,
be the inclusion of the G-fixed points and let
p : XG ։ pt .
The advantage of localized equivariant cohomology over nonlocalized equivariant cohomology is
that its study can be reduced to the cohomology of the G-fixed points. We will only be interested
in the case where X is a smooth variety with finitely many G-fixed points. In this situation, we
have the following theorem.
Theorem 3.1 (Localization Theorem). The following map is an isomorphism of algebras:
(3.1) H∗G(X)→H
∗
G(X
G) =
⊕
x∈XG H
∗
G(pt), α 7→
(
i∗x(α)
eG(Tx)
)
x∈XG
,
where ix : {x} →֒ X, Tx is the tangent space of x in X, and eG(Tx) is the equivariant Euler class
of Tx. The inverse of (3.1) is given by the Gysin map i∗ : H∗G(X
G)→H∗G(X).
Proof. This is a restatement of [4, Proposition 9.1.2] in the case that X has finitely many fixed
points. 
Suppose now that X has real dimension 4n, for some n ∈ N. We define a bilinear 〈-, -〉X on the
middle degree localized equivariant cohomology H2nG (X) by
(3.2) 〈a, b〉X := (−1)
np∗(i∗)−1(a ∪ b),
GEOMETRIC REALIZATIONS OF THE BASIC REPRESENTATION OF ĝlr 15
where i∗ is invertible by the Localization Theorem. We can extend this idea to a product of
varieties. Indeed, suppose X1,X2 are varieties of real dimension 4n1 and 4n2, respectively. We
define a bilinear form 〈-, -〉X1×X2 on H
2(n1+n2)
G (X1 ×X2) by
(3.3) 〈a, b〉X1×X2 := (−1)n2p∗((i1 × i2)∗)−1(a ∪ b),
where i1 and i2 are the inclusions of the G-fixed points into the first and second factors, respectively.
An element α ∈ H
2(n1+n2)
G (X1 ×X2) then defines an operator
(3.4) α : H2n1G (X1)→H
2n2
G (X2),
by using the bilinear form to define structure constants:
〈α(x), y〉X2 := 〈α, x⊗ y〉X1×X2 .
Thus, an element α ∈ H
2(n1+n2)
G (X1 ×X2) will be called a geometric operator.
Recall that the torus T = (C∗)s × C∗ acts on Mc(s, n) via
(3.5) (e, t) · [A,B, i, j] = [tA, t−1B, ie−1t−c, etcj],
for all (e, t) ∈ T and [A,B, i, j] ∈ Mc(s, n). Let T• = C∗ and let T• act on Mc(s, n) via the
embedding
T• → T, z 7→ (1, z, z2, . . . , zs−1, 1).
Similar to Remark 2.5, one sees that [A,B, i, j] ∈ Mc(s, n)
T• if and only if there exists a group
homomorphism g : T• → GLn(C) such that
(3.6)
g(z)−1Ag(z) = A, g(z)−1Bg(z) = B,
g(z)−1i = i(1, z−1, . . . , z1−s), jg(z) = (1, z, . . . , zs−1)j.
Define
(3.7) V k = V k(A,B, i, j) := {v ∈ Cn | g(z)v = zk−1v}.
By the stability of (A,B, i, j), we have that Cn =
⊕s
k=1 V
k. Moreover,
A(V k), B(V k), i(C1k) ⊆ V
k, and j(Vk) ⊆ C1k,
for all k = 1, . . . , s. Conversely, if there exists a decomposition Cn =
⊕s
k=1 U
k such that A(Uk),
B(Uk), i(C1k) ⊆ U
k and j(Uk) ⊆ C1k, then we may define a group homomorphism g : T• →
GLn(C) by defining g(z)|Uk = z
k−1 idUk . One easily checks that g satisfies conditions (3.6) and
Uk = V k(A,B, i, j). Thus, [A,B, i, j] ∈ Mc(s, n)
T• .
Now suppose n = (n1, . . . ,ns) ∈ N
s such that |n| = n. Define
Mc(n) :=Mc1(1,n1)× · · · ×Mcs(1,ns).
Identify
⊕
k C
nk with Cn by identifying 1kℓ with 1n1+···+nk−1+ℓ, where {1
k
ℓ }
nk
ℓ=1 is the standard basis
of Cnk . An element ([A1, B1, i1], . . . , [As, Bs, is]) ∈ Mc(n) then determines an element [A,B, i, 0] ∈
Mc(s, n)
T• by defining
(3.8) A|Cnk := Ak, B|Cnk := Bk, i := i1 + · · · + is.
One can then check that we have a well-defined map
(3.9)
∐
|n|=nMc(n)→Mc(s, n)
T• , ([A1, B1, i1], . . . , [As, Bs, is]) 7→ [A,B, i, 0],
where [A,B, i, 0] is defined as in (3.8).
Lemma 3.2. The map (3.9) is an isomorphism of varieties.
Proof. This is a straight-forward generalization of [18, Lemma 3.2]. 
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We fix once and for all an r ∈ N+ and a partition of r of length s,
r := (r1, . . . , rs).
Let R′ = lcm{r1, . . . , rs} and define
R :=
{
R′, if R′
(
1
rk
+ 1rℓ
)
∈ 2Z for all k, ℓ,
2R′, otherwise.
Consider the product varietyMc(n) =Mc1(1,n1)×· · ·×Mcs(1,ns). Each componentMcℓ(1,nℓ),
for ℓ = 1, . . . , s, carries with it the action of a 2-dimensional torus T = C∗ × C∗ given by setting
s = 1 in Equation (3.5). Let T⋆ = (C
∗)s × C∗ and define a T⋆-action on Mcℓ(1,nℓ) via the map
T⋆ → T, (e, t) 7→ (eℓ, t
R/rℓ).
That is, T⋆ acts on Mcℓ(1,nℓ) by
(e, t) ⋆ [Aℓ, Bℓ, iℓ] = (eℓ, t
R/rℓ) · [Aℓ, Bℓ, iℓ] = [t
R/rℓAℓ, t
−R/rℓB, iℓe−1ℓ t
−cℓR/rℓ ],
for all (e, t) ∈ T⋆ and [Aℓ, Bℓ, iℓ] ∈ Mcℓ(1,nℓ). Then T⋆ acts on the product Mc(n) by acting on
each of its components, i.e.
(e, t) ⋆ ([A1, B1, i1], . . . , [As, Bs, is]) = ((e, t) ⋆ [A1, B1, i1], . . . , (e, t) ⋆ [As, Bs, is]).
Lemma 3.3. The set Mc(n)
T⋆ is in one-to-one correspondence with the set
{(I1, . . . , Is) | Iℓ is a semi-infinite monomial of charge cℓ and energy nℓ}.
Proof. We first prove that
Mc(n)
T⋆ =Mc1(1,n1)
T × · · · ×Mcs(1,ns)
T .
Let ([A1, B1, i1), . . . , [As, Bs, is]) ∈ Mc(n)
T⋆ . Fix ℓ ∈ {1, . . . , s}. For all (e, t) ∈ T = C∗ × C∗,
choose ξ ∈ C∗ such that ξR/rℓ = t. Then
(e, t) · [Aℓ, Bℓ, iℓ] = ((1, . . . , e, . . . , 1), ξ) ⋆ [Aℓ, Bℓ, iℓ] = [Aℓ, Bℓ, iℓ].
Therefore,Mc(n)
T⋆ ⊆Mc1(1,n1)
T ×· · ·×Mcs(1,ns)
T . The reverse inclusion follows by construc-
tion of the action of T⋆ on Mc(n).
Now, by [16, Proposition 2.9], Mcℓ(1,nℓ)
T is in one-to-one correspondence with the set of
Young diagrams of size nℓ, which is itself in one-to-one correspondence with the set of semi-infinite
monomials of charge cℓ and energy nℓ by Lemma 1.7. 
In light of Lemma 3.3, we will henceforth identify points ofMc(n)
T⋆ with s-tuples of semi-infinite
monomials.
Define an action of ZR on Mc(n) via the embedding
ZR → T⋆, k 7→ (1, ω
k),
where ω = e2π
√−1/R. Then ZR acts on the ℓ-th component, Mcℓ(1,nℓ), of Mc(n) via the embed-
ding
ZR → T, k 7→ (1, ω
R/rℓ) = (1, e2π
√−1/rℓ).
Thus,
Mc(n)
ZR =Mc1(1,n1)
Zr1 × · · · ×Mcs(1,ns)
Zrs ,
where the action of Zrℓ on Mcℓ(1,nℓ) is defined as in Equation (2.3). By Theorem 2.8, we know
that Mcℓ(1,nℓ)
Zrℓ ∼=
∐
|vℓ|=nℓ M(rℓ;v
ℓ,1c¯ℓ). Hence, we define
Mc(v
1, . . . ,vs) := M(r1;v
1,1c¯1)× · · · ×M(rs;v
s,1c¯s),
GEOMETRIC REALIZATIONS OF THE BASIC REPRESENTATION OF ĝlr 17
and obtain
Mc(n)
ZR ∼=
∐
|vℓ|=nℓ Mc(v
1, . . . ,vs).
We summarize the various fixed point varieties with the following diagram of inclusions:
(3.10)
Mc(s, n) ⊇Mc(s, n)
T• ∼=
∐
n
Mc(n) ⊇
∐
n
Mc(n)
ZR ⊇
∐
n
Mc(n)
T⋆ .
∼=∐
vℓ
Mc(v
1, . . . ,vs)
We now consider the localized T⋆-equivariant cohomology ofMc(n). Denote the one-dimensional
T⋆-modules
(e, t) 7→ ek, and (e, t) 7→ t,
by ek and t, respectively, and denote the tensor product of such modules by juxtaposition. Moreover,
we denote the first Chern classes of
ek 7→ pt, and t 7→ pt,
by bk and ǫ, respectively. Thus,
H∗T⋆(Mc(n)) = HT⋆(Mc(n))⊗C[b1,...,bs,ǫ] C(b1, . . . , bs, ǫ).
SinceMc(n) has real dimension 4|n|, we define a bilinear form 〈-, -〉n,c on H
2|n|
T⋆
(Mc(n)) as in (3.2),
induced by
i :Mc(s, n)
T⋆ →֒ Mc(n) and p :Mc(n)
T⋆ ։ pt .
We extend to a bilinear form 〈-, -〉 on
⊕
n,cH
2|n|
T⋆
(Mc(n)) ∼=
⊕
n,cMc
(
Mc(s, n)
T•
)
by
〈-, -〉 :=
∑
n,c〈-, -〉n,c.
We also define a bilinear form 〈-, -〉n,m,c,d on H
2(|n|+|m|)
T⋆
(Mc(n) ×Md(m)) as in Equation (3.3),
which we extend to a bilinear form 〈-, -〉 on
⊕
n,m,c,dH
2(|n|+|m|)
T⋆
(Mc(n)×Md(m)) by
〈-, -〉 :=
∑
n,m,c,d〈-, -〉n,m,c,d.
Our goal will be to construct geometric operators on
⊕
n,cH
2|n|
T⋆
(Mc(n)) as in Equation (3.4). In
order to simplify computations, it will be useful for us to introduce an orthonormal C(b1, . . . , bs, ǫ)-
basis for H∗T⋆(Mc(n)). For each I ∈ Mc(n)
T⋆ , the T⋆-action on Mc(n) induces an action on the
tangent space TI = TI(Mc(n)). The decomposition of TI into one-dimensional T⋆ modules is given
in the following lemma.
Lemma 3.4. Let I = (I1, . . . , Is) ∈ Mc(n)
T⋆ . Then, as a T⋆-module,
TI ∼=
⊕s
ℓ=1
(⊕
(i,j)∈λ(Iℓ)(t
−hλ(Iℓ)(i,j)R/rℓ ⊕ thλ(Iℓ)(i,j)R/rℓ)
)
,
where λ(Iℓ) is the Young diagram associated to Iℓ and hλ(I) is the relative hook length (see equations
(1.2) and (1.1)).
Proof. We have that
TI(Mc(n)) ∼=
⊕s
ℓ=1 TIℓ(Mcℓ(1,nℓ)).
The tangent space of Mcℓ(1,nℓ) at Iℓ may then be computed by replacing t by t
R/rℓ in [13,
Proposition 2.2]. 
It will be convenient to use the decomposition TI = T
+
I
⊕ T −
I
, where
T ±
I
:=
⊕s
ℓ=1
(⊕
(i,j)∈λ(Iℓ) t
±hλ(Iℓ)(i,j)R/rℓ
)
.
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Lemma 3.5. For I ∈ Mc(n)
T⋆ , the equivariant Euler classes of T +
I
and T −
I
are given by
eT⋆(T
+
I
) =
∏s
ℓ=1
(∏
(i,j)∈λ(Iℓ) hλ(Iℓ)(i, j)
R
rℓ
ǫ
)
,
eT⋆(T
−
I
) =
∏s
ℓ=1
(∏
(i,j)∈λ(Iℓ)−hλ(Iℓ)(i, j)
R
rℓ
ǫ
)
= (−1)|n|eT⋆(T
+
I
).
Proof. This follows directly from the definitions of T +
I
and T −
I
. 
For each I ∈ Mc(n)
T⋆ , let
[I] := i∗(1I)
eT⋆(T −I )
∈ H
2|n|
T⋆
(Mc(n)),
where 1I is the unit in H
∗
T⋆
(pt) and eT⋆(T
−
I
) is to be interpreted as an invertible element in this ring.
Since the elements 1I form a C(b1, . . . , bs, ǫ)-basis of
⊕
n,cH
∗
T⋆
(
(Mc(n))
T⋆
)
, by the Localization
Theorem (Theorem 3.1), the elements [I] form a C(b1, . . . , bs, ǫ)-basis of
⊕
n,cH
∗
T⋆
(Mc(n)).
Lemma 3.6. The [I] are orthonormal with respect to the bilinear form 〈-, -〉.
Proof. The proof is completely analogous to [13, Proposition 2.4]. 
Define
(3.11) A = spanC
{
[I] | I ∈ (Mc(n))
T⋆ , n ∈ Ns, c ∈ Zs
}
.
Then A is a full C-lattice in
⊕
n,cH
∗
T⋆
(Mc(n)). One has the (N× Z)-grading on A:
A =
⊕
n,cAc(n), Ac(n) = spanC
{
[I] | I ∈ Mc(n)
T⋆
}
.
It will also be convenient for us to use the following Z-grading on A:
A =
⊕
c∈ZA(c), A(c) := spanC {[I] ∈ Ac(n) | |c| = c} .
Corollary 3.7. The restriction of 〈-, -〉 to A is non-degenerate and C-valued.
Proof. This follows directly from Lemma 3.6. 
Remark 3.8. Notice that via the Ku¨nneth formula
H∗T⋆(Mc(n)
∼= H∗T⋆(Mc1(1,n1))⊗ · · · ⊗ H
∗
T⋆
(Mcs(1,ns)),
the element [I] ∈ H∗T⋆(Mc(n)), where I = (I1, . . . , Is), maps to
[I1]⊗ · · · ⊗ [Is] ∈ H
∗
T⋆
(Mc1(1,n1))⊗ · · · ⊗ H
∗
T⋆
(Mcs(1,ns)).
Therefore,
Ac(n) ∼= Ac1(n1)⊗ · · · ⊗Acs(ns),
where Acℓ(nℓ) = {[Iℓ] | Iℓ ∈ Mcℓ(1,nℓ)
T⋆}.
Let X be an algebraic variety with a T⋆-action, and let E → X be a T⋆-equivariant vector bundle.
We will denote the k-th equivariant Chern class of E by ck(E). Note that ck(E) ∈ H
2k
T⋆
(X). The
following lemma will act as our main tool in constructing geometric operators in the following
section
Lemma 3.9. Let I ∈ Mc(n)
T⋆ and J ∈ Md(m)
T⋆ , let E be an equivariant vector bundle on
Mc(n)×Md(m) and let β ∈ H
2k
T⋆
(Mc(n)×Md(m)). Then
〈β ∪ c|n|+|m|−k(E)[I], [J]〉 =
βI,J∪c|n|+|m|−k(E(I,J))
eT⋆(T −I )eT⋆ (T +J )
,
where cn+m−k(E(I,J)) ∈ H∗T⋆(pt) = C[b1, . . . , bs, ǫ] is the polynomial given by the equivariant Chern
class of the fibre E over the point (I,J) and βI,J = i
∗
I,J(β), where iI,J : {(I,J)} →֒ Mc(n)×Md(m)
is the inclusion of the fixed point.
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Proof. See [13, Lemma 2.6]. 
Remark 3.10. The precise statement of [13, Lemma 2.6] differs slightly from ours (since we use the
varietyMc(n) under the action of T⋆ rather thanMc(s, n) under the action of T ). However, every
step in the proof of [13, Lemma 2.6] applies to Lemma 3.9; thus the two lemmas are essentially the
same.
The next step will be to construct T⋆-equivariant vector bundles over Mc(n) ×Md(m) whose
Chern classes will define the appropriate geometric operators (as our ultimate goal is to construct
geometric versions of the Heisenberg, Clifford and Chevalley operators from Section 1). We begin
by defining vector bundles
C
n ×GLn(C) M
st
0 (s, n)→Mc(s, n), and C
s ×Mc(s, n)→Mc(s, n),
which we denote by V = V(c, s, n) andW =W(c, s, n), respectively. Note that V andW are simply
the associated bundles of the trivial GLn(C)-bundles
C
n ×M st0 (s, n)→M
st
0 (s, n), and C
s ×M st0 (s, n)→M
st
0 (s, n).
The bundles V and W are T -equivariant with respect to the trivial action of T on Cn and the
natural action of T on Cs, respectively. Consider the Hom-bundle Hom(V,V) onMc(s, n). We can
define a global section s : Mc(s, n) → Hom(V,V) by defining s[A,B, i, j] to be the (well-defined)
linear map
C
n ×GLn(C) [A,B, i, j] → C
n ×GLn(C) [A,B, i, j],
GLn(C) · (v, (A,B, i, j)) 7→ GLn(C) · (Av, (A,B, i, j)).
By a slight abuse of notation, we will denote the section s by A. We similarly define sections B, i
and j of Hom(V,V), Hom(W,V) and Hom(V,W), respectively.
One can extend this construction to a product of moduli spaces. The bundle V(c, s, n) →
Mc(s, n) may be extended to a vector bundle over the product Mc(s, n)×Md(s,m) by:
V(c, s, n) ×Md(s,m)→Mc(s, n)×Md(s,m).
We denote this vector bundle by V1 = V1(c,d, s, n,m). Likewise, we extend the bundlesW(c, s, n)→
Mc(s, n), V(d, s,m)→Md(s,m) and W(d, s,m)→Md(s,m) to bundles W1 =W1(c,d, s, n,m),
V2 = V2(c,d, s, n,m) andW2 =W2(c,d, s, n,m) overMc(s, n)×Md(s,m). We then have bundles
Hom(Vk,Vk), Hom(Wk,Vk) and Hom(Vk,Wk) as vector bundles over Mc(s, n) ×Md(s,m) with
sections Ak, Bk, ik and jk, where k = 1, 2. We define a three-term, T -equivariant complex of vector
bundles on Mc(s, n)×Md(s,m) by
(3.12) Hom(V1,V2)
ζ
−→
tHom(V1,V2)⊕ t
−1Hom(V1,V2)
⊕
Hom(W1,V2)⊕Hom(V1,W2)
τ
−→ Hom(V1,V2),
where
ζ(X) =

XA1 −A2X
XB1 −B2X
Xi1
−j2X
 , and τ

C
D
a
b
 = A2D −DA1 + CB1 −B2C + i2b+ aj1.
Note that here the modules t±1 are the one-dimensional T -modules (e, t) 7→ t±1. One verifies that
τ ◦ ζ = 0.
Lemma 3.11. The cohomology ker τ/ im ζ of Complex (3.12) is a vector bundle on Mc(s, n) ×
Md(s,m).
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Proof. See [13, Lemma 3.2]. 
For n,m ∈ N, we will denote the vector bundle
ker τ/ im ζ →Mc(s, n)×Md(s,m),
by Kc,d(s, n,m). Notice that, by construction, one has the following vector bundle onMc(s, n)
T•×
Md(s, n)
T• :
(ker τ/ im ζ)T• →Mc(s, n)
T• ×Md(s, n)
T• ,
which we denote by Kc,d(s, n,m)
T• . By Lemma 3.2,
Mc(s, n)
T• ×Md(s,m)
T• ∼=
∐
|n|=n, |m|=mMc(n)×Md(m),
and so we may identify these varieties and consider the restriction of Kc,d(s, n,m)
T• :
Kc,d(n,m) := Kc,d(s, n,m)
T• |Mc(n)×Md(m),
which is a vector bundle on Mc(n) ×Md(m). On Mcℓ(1,nℓ) ×Mdℓ(1,mℓ), the product of the
ℓ-th components of Mc(n) and Md(m), one has the vector bundle Kcℓ,dℓ(1,nℓ,mℓ). Let
fℓ :Mc(n)×Md(m)→Mcℓ(1,nℓ)×Mdℓ(1,mℓ),
denote the canonical projection. Then the vector bundle pullback, f∗ℓKcℓ,dℓ(1,nℓ,mℓ), is a vector
bundle on the full product Mc(n)×Md(m).
Lemma 3.12. There is an isomorphism of vector bundles
Kc,d(n,m) ∼=
⊕s
ℓ=1 f
∗
ℓ (Kcℓ,dℓ(1,nℓ,mℓ)).
Proof. The result follows by computing the T•-fixed points of Complex (3.12) over Mc,(n)T• ×
Md(m)
T• . 
From our diagram of inclusions, (3.10), we have that
Mc(n)×Md(m)⊇Mc(n)
ZR ×Md(m)
ZR
∼=
∐
|vℓ|=nℓ
|uℓ|=mℓ
Mc(v
1, . . . ,vℓ)×Md(u
1, . . . ,us).
We may thus view Mc(v
1, . . . ,vs) × Md(u
1, . . . ,us) as a subvariety of Mc(n) × Md(m), and
consider the restriction of Kc,d(n,m):
Kc,d(v
1,u1, . . . ,vs,us) := Kc,d(n,m)|Mc(v1,...,vs)×Md(u1,...,us),
which is a vector bundle on Mc(v
1, . . . ,vs)×Md(u
1, . . . ,us). In the following section, the vector
bundles Kc,d(n,m) and Kc,d(v
1,u1, . . . ,vs,us) will allows us to construct geometric versions of the
Heisenberg algebra, the Clifford algebra and ĝlr.
4. Geometric Realizations of Vbasic
In this section, we present the main theorem of this paper, Theorem 4.19, which describes
our geometric realizations of the basic representation of ĝlr. We will do so by constructing the
oscillator algebra, the Clifford algebra and ĝlr as geometric operators (in the sense of (3.4)). Using
the Localization Theorem, we will consider these geometric operators as operators on the same
cohomology. We will show that these operators satisfy the same relations as those observed by
their algebraic counterparts in Lemma 1.9, and that the cohomology on which they act (or more
specifically the full C-lattice A) corresponds naturally to fermionic Fock space.
GEOMETRIC REALIZATIONS OF THE BASIC REPRESENTATION OF ĝlr 21
Throughout this section, for any T⋆-equivariant vector bundle E, we let ctnv(E) denote the top
nonvanishing T⋆-equivariant Chern class of E. We will also frequently make use of the Ku¨nneth
formula
H∗T⋆(X × Y )
∼= H∗T⋆(X)⊗H
∗
T⋆
(Y ),
and simply identify these two rings.
We begin by constructing the geometric version of the oscillator/Heisenberg algebra. Consider
the vector bundle Kc,d(n,m) over Mc(n) ×Md(m). The rank of Kc,d(n,m) is |n| + |m|, which
can be seen from the following lemma.
Lemma 4.1. Let (I,J) ∈ Mc(n)
T⋆ ×Md(m)
T⋆ . The equivariant Euler class of the restriction of
Kc,d(n,m) to (I,J) is
eT⋆(Kc,d(n,m)(I,J)) =
∏s
ℓ=1
(∏
x∈λ(Iℓ)(dℓ − cℓ − hλ(Iℓ),λ(Jℓ)(x))
R
rℓ
ǫ
)
(∏
y∈λ(Jℓ)(dℓ − cℓ + hλ(Jℓ),λ(Iℓ)(y))
R
rℓ
ǫ
)
.
Proof. By Lemma 3.12,
Kc,d(n,m) ∼=
⊕s
ℓ=1 f
∗
ℓ (Kcℓ,dℓ(1,nℓ,mℓ)),
and so, by properties of the Euler class,
eT⋆(Kc,d(n,m)) =
∏s
ℓ=1 f
∗
ℓ (eT⋆(Kcℓ,dℓ(1,nℓ,mℓ)) =
∏s
ℓ=1
(
1⊗ℓ−1 ⊗ eT⋆(Kcℓ,dℓ(1,nℓ,mℓ))⊗ 1
⊗s−ℓ) .
Now, by setting r = 1 and replacing ǫ by (R/rℓ)ǫ in [13, Lemma 3.3], we have that
eT⋆(Kcℓ,dℓ(1,nℓ,mℓ)(Iℓ,Jℓ)) =
(∏
x∈λ(Iℓ)(dℓ − cℓ − hIℓ,Jℓ(x))
R
rℓ
ǫ
)
(∏
y∈λ(Jℓ)(dℓ − cℓ + hJℓ,Iℓ(y))
R
rℓ
ǫ
)
. 
We recall from [13, Section 3.3], that the top nonvanishing Chern class of Kc,c(1, n,m) is
(4.1) ctnv(Kc,c(1, n,m)) =
{
c2n(Kc,c(1, n, n)), if n = m,
cn+m−1(Kc,c(1, n,m)) if n 6= m.
By Lemma 3.12, the top nonvanishing Chern class of Kc,c(n,m) may be computed by
ctnv(Kc,c(n,m))= ctnv (
⊕s
ℓ=1 f
∗
ℓ (Kcℓ,cℓ(1,nℓ,mℓ))) =
∏s
ℓ=1 f
∗
ℓ (ctnv(Kcℓ,cℓ(1,nℓ,mℓ)))
=
∏s
ℓ=1
(
1⊗ℓ−1 ⊗ ctnv(Kcℓ,cℓ(1,nℓ,mℓ))⊗ 1
⊗s−ℓ) .
Therefore, if n =m,
ctnv(Kc,c(n,n)) = c2|n|(Kc,c(n,n)),
whereas if n differs from m in exactly one component,
ctnv(Kc,c(n,m)) = c|n|+|m|−1(Kc,c(n,m)).
Define α ∈ HT⋆(Mc(n)
T⋆ ×Md(m)
T⋆) =
⊕
(I,J)HT⋆(pt) to be the element with (I,J)-th com-
ponent
α(I,J) =
ǫ
eT⋆(T(I,J)) ,
where T(I,J) is the tangent space of (I,J) inMc(n)×Md(m). Let γ := i∗(α), where i :Mc(n)T⋆ ×
Md(m)
T⋆ →֒ Mc(n)×Md(m) is the natural inclusion. If we denote by iI,J the inclusion {(I,J)} →֒
Mc(n)×Md(m), then by [4, Equation (9.3)],
i∗
I,J(γ) = (i
∗
I,J ◦ i∗)(α) = eT⋆(T(I,J)) ∪ α(I,J) = ǫ.
Note that γ and ǫ are elements of degree 2 in their respective cohomologies.
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Definition 4.2 (Geometric oscillator/Heisenberg operators). For ℓ = 1, . . . , s and k ∈ Z, define
operators
Pℓ(k) :
⊕
n,cH
2|n|
T⋆
(Mc(n))→
⊕
n,cH
2|n|
T⋆
(Mc(n)),
by
Pℓ(k)|H2|n|T⋆ (Mc(n))
=
{
(R/rℓ)γ ∪ ctnv(Kc,c(n,n− k1ℓ)), if k < 0,
−(R/rℓ)γ ∪ ctnv(Kc,c(n,n− k1ℓ)), if k > 0,
∈ H
2(2|n|−k)
T (Mc(n)×Mc(n− k1ℓ))
Pℓ(0)|H2|n|T⋆ (Mc(n))
= cℓ · ctnv(Kc,c(n,n)) = cℓ id .
The Pℓ(k) will be called geometric oscillators (or, for k 6= 0, geometric Heisenberg operators).
Theorem 4.3. The operators Pℓ(k) preserve the space A and satisfy the commutation relations
[Pℓ(k),Pm(0)] = 0, and [Pℓ(k),Pm(j)] =
1
k δℓ,mδk+j,0 id, k 6= 0.
In particular, the mapping
Pℓ(k) 7→ Pℓ(k),
defines a representation of the s-coloured oscillator algebra on A and the linear map determined by
[I] 7→
(
sλ(I1) ⊗ q
c(I1)
)
⊗ · · · ⊗
(
sλ(Is) ⊗ q
c(Is)
)
,
is an isomorphism of s-coloured oscillator algebra representations A→ B. This isomorphism maps
A(c)→ B(c), for all c ∈ Z.
Proof. Take m = n− k1ℓ. We know that
ctnv(Kc,c(n,m)) =
∏s
i=1
(
1⊗i−1 ⊗ ctnv(Kci,ci(1,ni,ni))⊗ 1⊗s−i
)
.
By [13, Lemma 3.10], for i 6= ℓ, we have that ctnv(Kci,ci(1,ni,ni)) is the identity as an operator
H2niT⋆ (Mci(1,ni))→H
2ni
T⋆
(Mci(1,ni)), i.e. ctnv(Kci,ci(1,ni,mi)) = 1. Thus,
ctnv(Kc,c(n,m)) = 1
⊗ℓ−1 ⊗ ctnv(Kcℓ,cℓ(1,nℓ,nℓ − k))⊗ 1
⊗s−ℓ.
Therefore, via the Ku¨nneth formula,⊕
n,cH
2|n|
T⋆
(Mc(n)) ∼=
⊕
n,cH
2n1
T⋆
(Mc1(1,n1))⊗ · · · ⊗ H
2ns
T⋆
(Mcs(1,ns)),
we have
Pℓ(k)|H2|n|T⋆ (Mc(n))
= 1⊗(ℓ−1) ⊗ (R/rℓ)γ ∪ ctnv(Kcℓ,cℓ(1,nℓ,nℓ − k))⊗ 1
⊗(s−ℓ).
By [13, Theorem 3.14], for a fixed ℓ ∈ {1, . . . , s}, the operatorsPℓ(k) preserve the space
⊕
nℓ,cℓ
Acℓ(nℓ)
(see Remark 3.8) and satisfy the 1-coloured oscillator algebra relations. The general result then
follows by extension to the whole tensor product. 
For the geometric version of the Clifford algebra, we recall from [13, Section 3.2] that
(4.2) ctnv(Kc,c±1(1, n,m)) = cn+m(Kc,c±1(1, n,m)).
Therefore, by equations (4.1) and (4.2), if ni =mi for all i 6= ℓ, then
ctnv(Kc,c±1ℓ(n,m)) = c|n|+|m|(Kc,c±1ℓ(n,m)).
GEOMETRIC REALIZATIONS OF THE BASIC REPRESENTATION OF ĝlr 23
Definition 4.4 (Geometric Clifford operators). For ℓ = 1, . . . , s and k ∈ Z, define operators
Ψℓ(k),Ψ
∗
ℓ (k) :
⊕
n,cH
2|n|
T⋆
(Mc(n))→
⊕
n,cH
2|n|
T⋆
(Mc(n)),
by
Ψℓ(k)|H2|n|T⋆ (Mc(n))
:= (−1)c1+···+cℓ−1ctnv(Kc,c+1ℓ(n,n+ (k − cℓ − 1)1ℓ))
∈ H
2(2|n|+k−cℓ−1)
T⋆
(Mc(n)×Mc+1ℓ(n+ (k − cℓ − 1)1ℓ)),
Ψ∗ℓ(k)|H2|n|T⋆ (Mc(n))
:= (−1)c1+···+cℓ−1ctnv(Kc,c−1ℓ(n,n− (k − cℓ)1ℓ))
∈ H
2(2|n|−k+cℓ)
T⋆
(Mc(n)×Mc−1ℓ(n− (k − cℓ)1ℓ)).
The Ψℓ(k) and Ψ
∗
ℓ (k) will be called geometric Clifford operators.
Theorem 4.5. The operators Ψℓ(k) and Ψ
∗
ℓ (k) preserve the space A and satisfy the relations
{Ψℓ(k),Ψ
∗
j (i)} = δkiδℓj, {Ψℓ(k),Ψj(i)} = {Ψ
∗
ℓ (k),Ψ
∗
j (i)} = 0.
In particular, the mapping
ψℓ(k) 7→ Ψℓ(k), ψ
∗
ℓ (k) 7→ Ψ
∗
ℓ (k),
defines a representation of the s-coloured Clifford algebra on A and the linear map determined by
[I] 7→ I, is an isomorphism of Clifford algebra representations A → F. This isomorphism maps
A(c)→ F(c), for all c ∈ Z.
Proof. Using an argument analogous to the proof of Theorem 4.3, one can show that
Ψℓ(k)|HT⋆ (Mc(n)) = (−1)
c1+···+cℓ−1(1⊗ℓ−1 ⊗ ctnv(Kcℓ,cℓ+1(1,nℓ,nℓ + k − cℓ − 1)) ⊗ 1
⊗s−ℓ),
Ψ∗ℓ (k)|HT⋆ (Mc(n)) = (−1)
c1+···+cℓ−1(1⊗ℓ−1 ⊗ ctnv(Kcℓ,cℓ−1(1,nℓ,nℓ − k + cℓ))⊗ 1
⊗s−ℓ).
By [13, Theorem 3.6], for fixed ℓ, the operators (−1)c1+···+cℓ−1ctnv(Kcℓ,cℓ+1(1,nℓ,nℓ+k−cℓ−1)) and
(−1)c1+···+cℓ−1ctnv(Kcℓ,cℓ−1(1,nℓ,nℓ−k+cℓ)) preserve the space
⊕
nℓ,cℓ
A(nℓ, cℓ) (see Remark 3.8)
and satisfy the 1-coloured Clifford algebra relations. The general result then follows by extension
to the whole tensor product. 
Recall from Diagram 3.10 that, since
Mc(n)
ZR ∼=
∐
|vℓ|=nℓ Mc(v
1, . . . ,vs),
we may view Mc(v
1, . . . ,vs)×Md(u
1, . . . ,us) as a subvariety ofMc(n)×Md(m), where nℓ = |v
ℓ|
and mℓ = |u
ℓ|. We therefore have an action of T⋆ on Mc(v
1, . . . ,vs) and∐
vℓ
Mc(v
1, . . . ,vs)T⋆ =
∐
n
Mc(n)
T⋆ .
Let
Kc(n; ℓ, k)
± :=
∐
|vi|=ni Kc,c(v
1,v1, . . . ,vℓ,vℓ ± 1k, . . . ,v
s,vs),
which is a vector bundle on
∐
|vi|=ni Mc(v
1, . . . ,vs)×Mc(v
1, . . . ,vℓ±1k, . . . ,v
s). By construction,
for any (I,J) ∈Mc(v
1, . . . ,vs)T⋆ ×Mc(v
1, . . . ,vℓ ± 1k, . . . ,v
ℓ)T⋆ ,
ctnv(Kc(n; ℓ, k)
±
(I,J)) = ctnv(Kc,c(n,n± 1ℓ)(I,J)).
Thus,
ctnv(Kc(n; ℓ, k)
±) = c(2|n|±1)−1(Kc(n; ℓ, k)±).
By the same reasoning, for (I,J) ∈Mc(v
1, . . . ,vs)T⋆ ×Mc(v
1, . . . ,vs)T⋆ ,
ctnv(Kc,c(v
1,v1, . . . ,vs,vs)(I,J)) = ctnv(Kc,c(n,n)(I,J)),
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and so
ctnv(Kc,c(v
1,v1, . . . ,vs,vs)) = c2|n|(Kc,c(v1,v1, . . . ,vs,vs)).
By the Localization Theorem 3.1, we have an isomorphism
H∗T⋆(Mc(v
1, . . . ,vs)×Mc(u
1, . . . ,us))→H∗T⋆(Mc(v
1, . . . ,vs)×Mc(u
1, . . . ,us)) =
⊕
(I,J)H
∗
T⋆
(pt),
where the direct sum runs over all (I,J) ∈Mc(v
1, . . . ,vs)T⋆×Mc(u
1, . . . ,us)T⋆ . Let ξ ∈
⊕
(I,J)H
∗
T⋆
(pt)
be the element with (I,J)-th component
ξ(I,J) =
ǫ
eT⋆(T ′(I,J))
,
where T ′(I,J) is the tangent space of (I,J) in Mc(v
1, . . . ,vs) ×Mc(u
1, . . . ,us). Let β := j∗(ξ),
where j : Mc(v
1, . . . ,vs)T⋆ ×Mc(u
1, . . . ,us)T⋆ →֒ Mc(v
1, . . . ,vs) ×Mc(u
1, . . . ,us) is the natural
inclusion. Denote by jI,J the inclusion {(I,J)} →֒ Mc(v
1, . . . ,vs) ×Md(u
1, . . . ,us). Then, by [4,
Equation (9.3)],
j∗
I,J(β) = (j
∗
I,J ◦ j⋆)(ξ) = eT⋆(T
′
(I,J)) ∪ ξ(I,J) = ǫ.
For ℓ = 1, . . . , s and k = 0, . . . , rℓ, we define
Eℓk(c,n):= −(R/rℓ)β ∪ ctnv(Kc(n; ℓ, k)
−)
∈ H
4|n|−2
T⋆
(∐
|vi|=ni Mc(v
1, . . . ,vs)×Mc(v
1, . . . ,vℓ − 1k, . . . ,v
s)
)
,
Fℓk(c,n):= (R/rℓ)β ∪ ctnv(Kc(n; ℓ, k)
+)
∈ H
4|n|+2
T⋆
(∐
|vi|=ni Mc(v
1, . . . ,vs)×Mc(v
1, . . . ,vℓ + 1k, . . . ,v
s)
)
,
Hℓk(c;v
1, . . . ,vs):=
(
(1c¯)k −
∑rℓ−1
j=0 a
ℓ
kjv
ℓ
j
)
ctnv(Kc,c(v
1,v1, . . . ,vs,vs))
∈ H
4(|v1|+···+|vs|)
T⋆
(Mc(v
1, . . . ,vs)×Mc(v
1, . . . ,vs)),
where aℓkj is the (k, j)-th entry of the generalized Cartan matrix of type Ârℓ−1. Note that, a
priori, the elements Eℓk, F
ℓ
k and H
ℓ
k do not define geometric operators since they do not lie in the
middle degree cohomology of their respective quiver varieties. However, we can push these elements
forward to the middle degree cohomology of the appropriate moduli spaces. For what follows, it
will be convenient to view H∗T⋆(Mc(v
1, . . . ,vs) ×Md(u
1, . . . ,us)) as a subset of H∗T⋆(Mc(n)
ZR ×
Md(m)
ZR). That is, by identifying
H∗T⋆(Mc(n)
ZR ×Md(m)
ZR)∼= H∗T⋆
(∐
|vi|=ni
|ui|=mi
Mc(v
1, . . . ,vs)×Md(u
1, . . . ,us)
)
∼=
⊕
|vi|=ni
|ui|=mi
H∗T⋆(Mc(v
1, . . . ,vs)×Md(u
1, . . . ,us)),
we will identify H∗T⋆(Mc(v
1, . . . ,vs)×Md(u
1, . . . ,us)) with its image under the inclusion
H∗T⋆
(
Mc(v
1, . . . ,vs)×Md(u
1, . . . ,us)
)
→֒ H∗T⋆(Mc(n)
ZR ×Md(m)
ZR).
In this way, we will consider
Eℓk(c,n) ∈ H
∗
T⋆
(Mc(n)
ZR ×Mc(n− 1ℓ)
ZR), Fℓk(c,n) ∈ H
∗
T⋆
(Mc(n)
ZR ×Mc(n+ 1ℓ)
ZR),
Hℓk(c;v
1, . . . ,vs) ∈ H∗T⋆(Mc(n)
ZR ×Mc(n)
ZR).
Recall from the Localization Theorem 3.1 that we have isomorphisms f1 and f2 as in the diagram
below:
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H∗T⋆(Mc(n)×Md(m))
H∗T⋆(Mc(n)
T⋆ ×Md(m)
T⋆).
H∗T⋆(Mc(n)
ZR ×Md(m)
ZR)
f1 f2
Let
µ : H∗T⋆(Mc(n)
T⋆ ×Md(m)
T⋆)→H∗T⋆(Mc(n)
T⋆ ×Md(m)
T⋆),
be the C(b1, . . . , bs, ǫ)-linear map determined by
1(I,J) 7→
eT⋆(T ′I,J)
eT⋆(TI,J)1(I,J),
where TI,J and T
′
I,J are the tangent spaces of (I,J) inMc(n)×Md(m) andMc(n)
ZR×Md(m)
ZR ,
respectively. Let η : H∗T⋆(Mc(n)
ZR ×Mc(m)
ZR)→H∗T⋆(Mc(n)×Md(m)) be the composition
(4.3) η := f−11 ◦ µ ◦ f2.
Lemma 4.6. The map η is degree-preserving. In particular, the images of Eℓk(c,n), F
ℓ
k(c,n)
and Hℓk(c;v
1, . . . ,vs) under η lie in the middle degree cohomology of Mc(n) ×Mc(n ∓ 1ℓ) and
Mc(n)×Mc(n), respectively.
Proof. The map f2 decreases the degree by rk(eT⋆(T
′
I,J)). The map µ increases the degree by
rk(eT⋆(T
′
I,J))− rk(eT⋆(TI,J)). Finally, the map f
−1
1 increases the degree by rk(eT⋆(TI,J)). Thus, the
composition of these maps is degree preserving.
The second statement in the lemma follows from the fact that Eℓk(c,n), F
ℓ
k(c,n) and H
ℓ
k are
elements of degree 4|n| − 2, 4|n| + 2 and 4|n|, respectively. 
Definition 4.7 (Geometric diagonal Chevalley operators). For ℓ = 1, . . . , s and k = 0, . . . , rℓ − 1,
define operators
Eℓk,F
ℓ
k,H
ℓ
k :
⊕
n,cH
2|n|
T⋆
(Mc(n))→
⊕
n,cH
2|n|
T⋆
(Mc(n)),
by
Eℓk|H2|n|T⋆ (Mc(n))
:= η(Eℓk(c,n)) ∈ H
4|n|−2
T⋆
(Mc(n)×Mc(n− 1ℓ)),
Fℓk|H2|n|T⋆ (Mc(n))
:= η(Fℓk(c,n)) ∈ H
4|n|+2
T⋆
(Mc(n)×Mc(n+ 1ℓ)),
Hℓk|H2|n|T⋆ (Mc(n))
:=
∑
|vi|=ni η(H
ℓ
k(c;v
1, . . . ,vs)) ∈ H
4|n|
T⋆
(Mc(n)×Mc(n)).
The Eℓk, F
ℓ
k and H
ℓ
k will be called geometric (diagonal) Chevalley operators.
Our next goal will be to describe the geometric Chevalley operators in terms of geometric Clifford
operators. To that end, we prove the following useful lemma.
Lemma 4.8. Let (I,J) ∈ Mc(n)
T⋆ ×Md(m)
T⋆ and β ∈ H2kT⋆(Mc(v
1, . . . ,vs) ×Md(u
1, . . . ,us)).
Let
Mc(n)×Md(m)
i1×i2
←−−−֓ Mc(n)
T⋆ ×Md(m)
T⋆
j1×j2
−֒−−→Mc(n)
ZR ×Md(m)
ZR ,
be the natural inclusions and let (i1× i2)(I,J) and (j1× j2)(I,J) denote the restrictions of i1× i2 and
j1 × j2, respectively, to {(I,J)}. If (I,J) ∈Mc(v
1, . . . ,vs)T⋆ ×Md(u
1, . . . ,us)T⋆ , then
〈η(β ∪ c|n|+|m|−k(Kc,d(v1,u1, . . . ,vs,us))[I], [J]〉 = 〈β′ ∪ c|n|+|m|−k(Kc,d(n,m))[I], [J]〉,
where β′ is any preimage of (j1 × j2)∗(I,J)(β) under the map (i1 × i2)
∗
(I,J). Otherwise,
〈η(β ∪ c|n|+|m|−k(Kc,d(v1,u1, . . . ,vs,us)))[I], [J]〉 = 0.
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Proof. To simplify notation, we write K = Kc,d(v
1,u1, . . . ,vs,us), K = Kc,d(n,m) and c =
c|n|+|m|−k. We begin by explicitly computing η(β ∪ c(K)) (recall η = f
−1
1 ◦ µ ◦ f2 as in (4.3)).
By definition of f2,
f2(β ∪ c(K))=
(
(j1×j2)∗(K,L)(β∪c(K))
eT⋆(T ′(K,L))
)
(K,L)∈Mc(n)T⋆×Md(m)T⋆
=
(
βK,L∪(j1×j2)∗(K,L)(c(K))
eT⋆(T ′(K,L))
)
(K,L)∈Mc(n)T⋆×Md(m)T⋆
,
where T ′(K,L) is the tangent space of (K,L) inMc(n)
ZR ×Mc(m)
ZR , and βK,L = (j1× j2)
∗
(K,L)(β).
By applying µ, we get
µ ◦ f2(β ∪ c(K)) =
(
βK,L∪(j1×j2)∗(K,L)(c(K))
eT⋆(T(K,L))
)
(K,L)∈Mc(n)T⋆×Md(m)T⋆
,
where T(K,L) is the tangent space of (K,L) in Mc(n) ×Md(m). By definition, the map f
−1
1 =
(i1 × i2)∗, and thus,
η(β ∪ c(K)) = (i1 × i2)∗
(
βK,L∪(j1×j2)∗(K,L)(c(K))
eT⋆(T(K,L))
)
(K,L)∈Mc(n)T⋆×Md(m)T⋆
.
By definition of the bilinear form,
〈η(β ∪ c(K))[I], [J]〉= (−1)|m|p∗((i1 × i2)∗)−1(η(β ∪ c(K)) ∪ [I]⊗ [J])
= (−1)|m|p∗((i1 × i2)∗)−1
(
η(β∪c(K))
eT⋆ (T −I )eT⋆ (T −J )
∪ (i1 × i2)∗(1(I,J))
)
,
where the last equality comes from the definition of [I] and [J]. By the projection formula,
〈η(β ∪ c(K))[I], [J]〉 = (−1)|m|p∗
(
(i1×i2)∗(η(β∪c(K)))
eT⋆(T −I )eT⋆ (T −J )
∪ 1(I,J)
)
.
By [4, Equation 9.3], (i1 × i2)
∗(i1 × i2)∗ is simply multiplication by the Euler class of the tangent
space. Hence,
(i1 × i2)
∗η(β ∪ c(K)) =
(
βK,L ∪ (j1 × j2)
∗
(K,L)(c(K))
)
(K,L)∈Mc(n)T⋆×Md(m)T⋆
.
Thus,
〈η(β ∪ c(K))[I], [J]〉 = (−1)|m|p∗
(
βI,J∪(j1×j2)∗(I,J)(c(K))
eT⋆(T −I )eT⋆(T −J )
)
.
By construction, if (I,J) /∈Mc(v
1, . . . ,vs)T⋆ ×Md(u
1, . . . ,us)T⋆ , then (j1 × j2)
∗
(I,J)(c(K)) = 0. On
the other hand, if
(I,J) ∈Mc(v
1, . . . ,vs)T⋆ ×Md(u
1, . . . ,us)T⋆ ,
then by functoriality of the Chern class and the construction of K,
(j1 × j2)
∗
(I,J)(c(K)) = c(K(I,J)) = c(K(I,J)).
Therefore,
〈η(β ∪ c(K))[I], [J]〉 = (−1)|m| βI,J∪c(K(I,J))
eT⋆(T −I )eT⋆ (T −J )
=
βI,J∪c(K(I,J))
eT⋆(T −I )eT⋆ (T +J )
= 〈β′ ∪ c(K)[I], [J]〉,
where the last equality follows from Lemma 3.9. 
Corollary 4.9. Let (I,J) ∈Mc(n)
T⋆ ×Mc(m)
T⋆ .
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(1) For m = n− 1ℓ, if (I,J) ∈Mc(v
1, . . . ,vs)T⋆ ×Mc(v
1, . . . ,vℓ − 1k, . . . ,v
s)T⋆ , then
〈Eℓk[I], [J]〉 = 〈Pℓ(1)[I], [J]〉.
Otherwise
〈Eℓk[I], [J]〉 = 0.
(2) For m = n+ 1ℓ, if (I,J) ∈Mc(v
1, . . . ,vs)T⋆ ×Mc(v
1, . . . ,vℓ + 1k, . . . ,v
s)T⋆ , then
〈Fℓk[I], [J]〉 = 〈Pℓ(−1)[I], [J]〉.
Otherwise
〈Fℓk[I], [J]〉 = 0.
(3) For m = n,
〈Hℓk[I], [J]〉 =
(
(1c¯ℓ)k −
∑
j a
ℓ
kjv
ℓ
j
)
δI,J.
Proof. Statements (1) and (2) follow directly from Lemma 4.8 and the definitions of Pℓ(±1). The
third statement follows from Lemma 4.8 and the fact that ctnv(Kc,c(n,n)) = id as an operator on
H
2|n|
T⋆
(Mc(n)) (see Definition 4.2). 
Proposition 4.10. Let (I,J) ∈ Mc(n)
T⋆ ×Mc(n + 1ℓ)
T⋆. If λ(Iα) = λ(Jα) for all α 6= ℓ and
λ(Jℓ) can be obtained by adding one box to λ(Iℓ), then
〈Pℓ(−1)[I], [J]〉 = 1.
Otherwise, 〈Pℓ(−1)[I], [J]〉 = 0.
Proof. This is a direct result of [13, Proposition 5.3 and the proof of Theorem 3.14]. Note that in
our case, λ(Jℓ)− λ(Iℓ) consists of a single box. 
Lemma 4.11. If I ∈ Mc(v
1, . . . ,vs)T⋆ , then vℓk is equal to the number of boxes in λ(Iℓ) whose
residue is congruent to k − cℓ modulo rℓ.
Proof. Let Iℓ = [A,B, i] ∈ Mcℓ(1,nℓ)
T⋆ . By [19, Proposition 2.9], λ(Iℓ) is obtained from Iℓ by
drawing a box in the (p, q)-th position if Ap−1Bq−1i 6= 0 (note that our Young diagrams are rotated
90° clockwise from those in [19]). From Equation (2.5),
vℓk = dim span{A
pBqi | q − p ≡ k − cℓ mod rℓ}.
Since the nonzero ApBqi are linearly independent, the boxes (p, q) ∈ λ(Iℓ) whose residue is congru-
ent to k − cℓmod rℓ are in one-to-one correspondence with a basis of span{A
pBqi | q − p ≡ k − cℓ
mod rℓ}. Thus, v
ℓ
k is equal to the number of such boxes. 
Lemma 4.12. Let (I,J) ∈ Mc(n)
T⋆ ×Mc(n+ 1ℓ)
T⋆. Then
〈Fℓk[I], [J]〉 = 1,
if λ(Iα) = λ(Jα) for all α 6= ℓ and λ(Jℓ) can be obtained from λ(Iℓ) by adding one box whose residue
is congruent to k − cℓ modulo rℓ. Otherwise, 〈F
ℓ
k[I], [J]〉 = 0.
Proof. This follows immediately from Corollary 4.9, Proposition 4.10 and Lemma 4.11. 
Proposition 4.13. Let (I,J) ∈Mc(n)
T⋆ ×Mc(n+ 1ℓ)
T⋆. Then for all i ∈ Z,
〈Ψℓ(i)Ψ
∗
ℓ (i− 1)[I], [J]〉 =
{
1, if J = ψℓ(i)ψ
∗
ℓ (i− 1)I,
0, otherwise.
Proof. This follows immediately from Theorem 4.5. 
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Theorem 4.14. For ℓ = 1, . . . , s and k = 0, 1, . . . , rℓ − 1,
Eℓk =
∑
i∈ZΨℓ(k + irℓ)Ψ
∗
ℓ (k + irℓ + 1), F
ℓ
k =
∑
i∈ZΨℓ(k + irℓ + 1)Ψ
∗
ℓ (k + irℓ),
as operators on
⊕
n,cH
2|n|
T⋆
(Mc(n)).
Proof. Let I,J be two s-tuples of semi-infinite monomials of charge c. We first prove that
(4.4) 〈Fℓk[I], [J]〉 =
〈∑
i∈ZΨℓ(k + irℓ + 1)Ψ
∗
ℓ (k + irℓ)[I], [J]
〉
.
If there exists an α 6= ℓ such that Iα 6= Jα, then both sides of Equation (4.4) are zero and we are
done. Thus, we assume that Iα = Jα for all α 6= ℓ. Write
Iℓ = i1 ∧ i2 ∧ i3 ∧ · · · , and Jℓ = j1 ∧ j2 ∧ j3 ∧ · · · ,
where im, jm ∈ Z. Recall that the number of boxes in them-th row of λ(Iℓ) is im−cℓ+m−1 (likewise
for λ(Jℓ)). Suppose that 〈F
ℓ
k[I], [J]〉 = 1. Then by Lemma 4.12, λ(Jℓ) is obtained by adding one
box of the appropriate residue to λ(Iℓ). This means that there exists an m ∈ N such that jn = in
for all n 6= m and jm = im + 1. The position of the added box is thus (m, jm − cℓ +m− 1). The
residue of the added box must be congruent to k − cℓ modulo rℓ, and so,
(jm − cℓ +m− 1)−m = jm − cℓ − 1 ≡ k − cℓ mod rℓ,
or equivalently
jm − k − 1 ≡ 0 mod rℓ.
Thus, jm = k+ irℓ+1, for some i ∈ Z. Now, since jn = in for all n 6= m and jm = im+1, we have
that
J = ψℓ(jm)ψ
∗
ℓ (jm − 1)I, and J 6= ψℓ(j)ψ
∗
ℓ (j − 1)I, for all j 6= jm.
Hence, 〈∑
i∈ZΨℓ(k + irℓ + 1)Ψ
∗
ℓ (k + irℓ)[I], [J]
〉
= 〈Ψℓ(jm)Ψ
∗
ℓ (jm − 1)[I], [J]〉 = 1,
by Proposition 4.13. We have therefore proven that Equation (4.4) holds when 〈Fℓk[I], [J]〉 = 1.
Suppose now that 〈Fℓk[I], [J]〉 = 0. Then λ(Jℓ) cannot be obtained by adding one box to λ(Iℓ).
In particular, J 6= ψℓ(i)ψ
∗
ℓ (i− 1)I for all i ∈ Z. Thus,〈∑
i∈ZΨℓ(k + irℓ + 1)Ψ
∗
ℓ (k + irℓ)[I], [J]
〉
= 0.
Therefore, Equation (4.4) holds in all cases, and so
Fℓk =
∑
i∈ZΨℓ(k + irℓ + 1)Ψ
∗
ℓ (k + irℓ).
Now, since Pℓ(−1) and Pℓ(1) are adjoint (see [13, Lemma 3.13]), it follows from Corollary 4.9
that Eℓk and F
ℓ
k are adjoint. Moreover, since Ψℓ(i) and Ψ
∗
ℓ(i) are adjoint (see [13, Lemma 3.5]), it
follows that∑
i∈ZΨℓ(k + irℓ + 1)Ψ
∗
ℓ (k + irℓ), and
∑
i∈ZΨℓ(k + irℓ)Ψ
∗
ℓ (k + irℓ + 1),
are adjoint. Therefore, for all s-tuples of semi-infinite monomials I, J,
〈Eℓk[I], [J]〉= 〈[I],F
ℓ
k[J]〉 =
〈
[I],
∑
i∈ZΨℓ(k + irℓ + 1)Ψ
∗
ℓ (k + irℓ)[J]
〉
=
〈∑
i∈ZΨℓ(k + irℓ)Ψ
∗
ℓ (k + irℓ + 1)[I], [J]
〉
.
Thus,
Eℓk =
∑
i∈ZΨℓ(k + irℓ)Ψ
∗
ℓ (k + irℓ + 1).
Proposition 4.15. For all ℓ = 1, . . . , s and k = 0, 1, . . . , rℓ − 1,
[Eℓk,F
ℓ
k] = H
ℓ
k.
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Proof. If rℓ = 1, then
Eℓ0 = Pℓ(1), F
ℓ
0 = Pℓ(−1), H
ℓ
0 = id,
and the result follows from Theorem 4.3.
Now, fix an ℓ ∈ {1, . . . , s} such that rℓ ≥ 2. For any semi-infinite monomial I of charge c ∈ Z,
we will say that a box (p, q) ∈ λ(I) is a k-box if its residue is congruent to k − cmod rℓ. We will
say that a box (p, q) ∈ λ(I) is k-removable if (p, q) is a k-box and (p, q) may be removed from λ(I)
to create a new Young diagram. Denote the set of k-removable boxes of λ(I) by R. We will say
that a box (p, q) /∈ λ(I) is k-addable if (p, q) is a k-box and (p, q) may be added to λ(I) to create a
new Young diagram. Denote the set of k-addable boxes of λ(I) by A.
By Theorem 4.14, we have that, for all I ∈Mc(v
1, . . . ,vs)T⋆
Eℓk[I] =
∑
J
[J], and Fℓk[I] =
∑
K
[K],
where the J run over all semi-infinite monomials such that Ji = Ii for all i 6= ℓ and Jℓ is obtained
from Iℓ by removing a k-removable box, and the K run over all semi-infinite monomials such that
Ki = Ii for all i 6= ℓ and Kℓ is obtained from Iℓ by adding a k-addable box. Thus, it is easy to see
that
[Eℓk,F
ℓ
k][I] = (|A| − |R|)[I],
where here A and R refer to the sets of k-addable and k-removable boxes of Iℓ, respectively.
Therefore, it suffices to show that
|A| − |R| = (1c¯)k −
∑rℓ
j=0 a
ℓ
kjv
ℓ
j = δc¯,k¯ − 2v
ℓ
k + v
ℓ
k+1 + v
ℓ
k−1 = δc¯,k¯ + (v
ℓ
k+1 − v
ℓ
k) + (v
ℓ
k−1 − v
ℓ
k),
where, of course, the indices of vℓ are taken modulo rℓ.
For the remainder of the proof, we will identify Iℓ with its Young diagram λ = λ(Iℓ). The case
where λ is the empty Young diagram is trivial, so we assume λ consists of at least one box. The
k-border of λ is the set
B := {k-boxes (p, q) ∈ λ | (p+ 1, q), (p, q + 1), or (p+ 1, q + 1) /∈ λ}.
We partition B with respect to the main diagonal of λ as follows:
B = U ∪˙M ∪˙ L,
U = {(p, q) ∈ B | q > p}, M = {(p, p) ∈ B}, L = {(p, q) ∈ B | p > q}.
The sets B,U,M and L are illustrated in the following diagram:
L
U
B
M
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Here B is the set of k-boxes in the shaded region, U (resp. L) is the set of boxes in B that lie above
(resp. below) the dashed line, and M is the intersection of B with the dashed line. Let ∆→ (resp.
∆↓) be the subset of B consisting of boxes which have a right (resp. lower) neighbour. That is,
∆→ = {(p, q) ∈ B | (p, q + 1) ∈ λ}, and ∆↓ = {(p, q) ∈ B | (p + 1, q) ∈ λ}.
Denote by ∆′→ and ∆′↓ the complements of ∆→ and ∆↓, respectively, in B.
We begin with the case where k 6≡ cℓmod rℓ (so that M = ∅). In the portion of λ above the
main diagonal, every (k + 1)-box occurs as the right neighbour of a k-box. Conversely, every right
neighbour of a k-box (if it has one) is a (k + 1)-box. If a k-box does not have a right neighbour, it
must therefore lie in B. Hence, the number of k-boxes less the number of (k + 1)-boxes above the
main diagonal is equal to |U ∩∆′→|. In the portion of λ below and including the main diagonal,
we can dualize this argument and conclude that the number of (k + 1)-boxes less the number of
k-boxes is equal to the number of (k + 1)-boxes (on the border) with no lower neighbour. Any
(k+1)-box not in the first column and without a lower neighbour has a left neighbour, which must
be a k-box and lie in U and ∆→. Hence, the number of (k + 1)-boxes less the number of k-boxes
is equal to |L ∩∆→| + δ, where δ = 1 if the last box of the first column of λ is a (k + 1)-box and
δ = 0 otherwise. Since vℓk (resp. v
ℓ
k+1) is the number of k-boxes (resp. (k + 1)-boxes) in λ,
(4.5) vℓk+1 − v
ℓ
k = |L ∩∆→|+ δ − |U ∩∆
′→|.
By a completely analogous argument,
vℓk−1 − v
ℓ
k = |U ∩∆↓|+ δ
′ − |L ∩∆′↓|,
where δ′ = 1 if the last box of the first row of λ is a (k−1)-box and δ′ = 0 otherwise. Now, we note
that a k-box is k-removable if and only if it has no right or lower neighbours. Hence, R = ∆′→∩∆′↓
and so
(4.6) |R| = |∆′→ ∩∆′↓| = |B| − |∆→ ∪∆↓|.
We can add a k-box at the end of the first row (resp. column) if and only if the last box of the first
row (resp. column) is a (k−1)-box (resp. (k+1)-box). A k-box (p, q), where p, q 6= 1, is k-addable if
and only if both (p−1, q) and (p, q−1) are in λ, which occurs if and only if (p−1, q−1) ∈ ∆→∩∆↓.
Hence,
(4.7) |A| = |∆→ ∩∆↓|+ δ + δ′ = |∆→|+ |∆↓| − |∆→ ∪∆↓|+ δ + δ′.
Since M = ∅, we have that B = U ∪˙ L, and so
(4.8) |∆→/↓| = |U ∩∆→/↓|+ |L ∩∆→/↓|
Combining equations (4.6), (4.7) and (4.8), we get
|A| − |R|= |U ∩∆→|+ |L ∩∆→|+ |U ∩∆↓|+ |L ∩∆↓| − |B|+ δ + δ′
= |U | − |U ∩∆′→|+ |L ∩∆→|+ |U ∩∆↓|+ |L| − |L ∩∆′↓| − |B|+ δ + δ
′
= −|U ∩∆′→|+ |L ∩∆→|+ |U ∩∆↓| − |L ∩∆′↓|+ δ + δ
′
= (vℓk+1 − v
ℓ
k) + (v
ℓ
k−1 − v
ℓ
k).
In the case where k ≡ cℓmod rℓ, one only has to make a few modifications to the above arguments
owing to the fact that M now consists of one box. In the portion of λ above and including the
main diagonal, the number of k-boxes less the number of (k + 1)-boxes is |U ∩∆′→| + |M ∩∆′→|.
In the portion of λ below the main diagonal, one again has that the number of (k + 1)-boxes less
the number of k-boxes is |L ∩∆→|+ δ. Hence,
vℓk+1 − v
ℓ
k = |L ∩∆→|+ δ − |U ∩∆
′
→| − |M ∩∆
′
→|.
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And again by a completely analogous argument,
(4.9) vℓk−1 − v
ℓ
k = |U ∩∆↓|+ δ
′ − |L ∩∆′↓| − |M ∩∆
′
↓|.
One can compute |A| and |R| exactly as in equations (4.7) and (4.6). The difference now is that,
since M 6= ∅, we have B = U ∪˙M ∪˙ L, and so
|∆→/↓| = |U ∩∆→/↓|+ |M ∩∆→/↓|+ |L ∩∆→/↓|.
Therefore, using similar calculations as before,
|A| − |R|= |U | − |U ∩∆′→|+ |L ∩∆→|+ |U ∩∆↓|+ |L| − |L ∩∆′↓| − |B|+ δ + δ
′
+|M ∩∆→|+ |M ∩∆↓|
= |U | − |U ∩∆′→|+ |L ∩∆→|+ |U ∩∆↓||L| − |L ∩∆′↓| − |B|+ δ + δ
′
+|M | − |M ∩∆′→|+ |M | − |M ∩∆′↓|
= −|U ∩∆′→|+ |L ∩∆→|+ |U ∩∆↓| − |L ∩∆′↓|+ δ + δ
′ − |M ∩∆′→|+ |M | − |M ∩∆′↓|
= 1 + (vℓk+1 − v
ℓ
k) + (v
ℓ
k−1 − v
ℓ
k),
which completes the proof. 
By Proposition 4.15 and Theorem 4.14 (as compared to Lemma 1.9), the operators Eℓk, F
ℓ
k
and Hℓk give a geometric realization of the action of ŝlrℓ on
⊕
n,cH
∗
T⋆
(Mc(n)). To complete our
geometric realization of Vbasic(ĝlr), it remains to construct the action of the remaining Chevalley
generators of ŝlr (the generators lying in the off-diagonal blocks) and the loops on the identity.
Let c ∈ Zs and i 6= j ∈ {1, . . . , s}. Suppose n,m ∈ Ns such that nℓ = mℓ for all ℓ 6= i, j. By
equations (4.1) and (4.2), we have that
ctnv(Kc,c+1i−1j(n,m)) = c|n|+|m|(Kc,c+1i−1j(n,m)).
For i = 1, . . . , s− 1 and k ∈ Z, define
K+c (n; i, k) := Kc,c+1i−1i+1(n,n+ ((k + 1)ri − ci − 1)1i − (kri+1 − ci+1 + 1)1i+1),
K−c (n; i, k) := Kc,c+1i+1−1i(n,n+ ((k − 1)ri+1 − ci+1)1i+1 − (kri − ci)1i).
We also define
K+c (n; 0, k) := Kc,c+1s−11(n,n+ (krs − cs − 1)1s − (kr1 − c1 + 1)11),
K−c (n; 0, k) := Kc,c+11−1s(n,n+ (kr1 − c1)11 − (krs − cs)1s).
Definition 4.16 (Geometric off-diagonal Chevalley operators). For i = 0, 1, . . . , s − 1, define op-
erators
E′i,F
′
i,H
′
i :
⊕
n,cH
2|n|
T⋆
(Mc(n))→
⊕
n,cH
2|n|
T⋆
(Mc(n)),
by
E′i|H2|n|T⋆ (Mc(n))
= (−1)ci
∑
k∈Z ctnv(K
+
c (n; i, k)), F
′
i|H2|n|T⋆ (Mc(n))
= (−1)ci
∑
k∈Z ctnv(K
−
c (n; i, k)),
for i = 1, . . . , s− 1, and
E′0|H2|n|T⋆ (Mc(n))
= (−1)c1+···+cs−1
∑
k∈Z ctnv(K
+
c (n; 0, k)),
F′0|H2|n|T⋆ (Mc(n))
= (−1)c1+···+cs−1
∑
k∈Z ctnv(K
−
c (n; 0, k)),
and finally, H′i := [E
′
i,F
′
i], for all i = 0, . . . , s − 1.
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Remark 4.17. It will follow from Theorem 4.19, that for I ∈ Mc(v
1, . . . ,vs)T⋆ , the element [I]
lies in the vℓ-weight space of ĝlrℓ , thus allowing us to define the operators H
ℓ
k explicitly in terms
of the vℓ. For the off-diagonal Chevalley operators, the vℓ no longer encode information about the
weights of ĝlr. Hence, our defining H
′
i simply as the commutator of E
′
i and F
′
i seems the best we
can achieve.
Lemma 4.18. As operators on A,
E′i =
∑
k∈ZΨi((k + 1)ri)Ψ
∗
i+1(kri+1 + 1), F
′
i =
∑
k∈ZΨi+1((k − 1)ri+1 + 1)Ψ
∗
i (kri),
for all i = 1, . . . , s− 1, and
E′0 =
∑
k∈ZΨs(krs)Ψ
∗
1(kr1 + 1), F
′
0 =
∑
k∈ZΨ1(kr1 + 1)Ψ
∗
s(krs).
Proof. Fix i ∈ {1, . . . , s−1}. Consider the restriction of E′i to H
2|n|
T⋆
(Mc(n)). To simplify notation,
let d = c+ 1i − 1i+1 and m
k = n+ ((k + 1)ri − ci − 1)1i − (kri+1 − ci+1 + 1)1i+1. Then
E′i= (−1)
ci
∑
k∈Z ctnv(Kc,d(n,m
k)) = (−1)ci
∑
k∈Z ctnv
(⊕s
ℓ=1 f
∗
ℓKcℓ,dℓ(1,nℓ, (m
k)ℓ)
)
= (−1)ci
∑
k∈Z
(∏s
ℓ=1(1
⊗ℓ−1 ⊗ ctnv(Kcℓ,dℓ(1,nℓ, (m
k)ℓ))⊗ 1
⊗s−ℓ) ,
where the second equality follows from Lemma 3.12 and the third equality is the application of the
Ku¨nneth formula. For ℓ 6= i, i+ 1,
ctnv(Kcℓ,dℓ(1,nℓ, (m
k)ℓ)) = ctnv(Kcℓ,cℓ(1,nℓ,nℓ)) = 1,
by [13, Lemma 3.10]. Thus,
E′i= (−1)
ci
∑
k∈Z
(
1⊗i−1 ⊗ ctnv(Kci,di(1,ni, (m
k)i))⊗ 1
⊗s−i)×(
1⊗i ⊗ ctnv(Kci+1,di+1(1,ni+1, (m
k)i+1))⊗ 1
⊗s−i−1)
=
∑
k∈ZΨi((k + 1)ri)Ψ
∗
i+1(kri+1 + 1).
The remaining equalities can be proved in an analogous manner. 
For k = 0, 1, . . . , r, we can write
k = r1 + · · ·+ rℓ−1 + k′,
for unique 1 ≤ ℓ ≤ s and 0 ≤ k′ ≤ rℓ − 1. For all k such that k′ 6= 0, let
Ek := E
ℓ
k′ , Fk := F
ℓ
k′ , Hk := H
ℓ
k′ .
For all k such that ℓ 6= 1 and k′ = 0, let
Ek := E
′
ℓ−1, Fk := F
′
ℓ−1, Hk := H
′
ℓ−1.
For k = 0,
E0 := E
′
0, F0 := F
′
0, H0 = H
′
0.
Theorem 4.19. For k = 0, 1, . . . , s − 1, and n ∈ Z− {0}, the mapping
Ek 7→ Ek, Fk 7→ Fk, Hk 7→ Hk, I ⊗ t
n 7→ |n|
∑s
ℓ=1 rℓPℓ(nrℓ), I ⊗ 1 7→
∑s
ℓ=1Pℓ(0),
defines a representation of ĝlr on the space A and the linear map determined by [I] 7→ I is an
isomorphism of ĝlr-representations A → F. This isomorphism maps A(0) → F(0), and thus
A(0) ∼= Vbasic.
Proof. The theorem follows by Theorem 4.5, Theorem 4.3 and by comparing the formulas in The-
orem 4.14 and Lemma 4.18 to those in Lemma 1.9. 
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