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1. INTRODUCTION 
Let X = G/K be a symmetric space of the noncompact type, where 
G is a connected semisimple Lie group with finite center and K a 
maximal compact subgroup. Let S?(X) denote the space of complex- 
valued C”-functions on X of compact support. In earlier papers we 
have defined the Fourier transform p of functions f on X and charac- 
terized the image 9(X)-. For the subspace 9*(X) C S(X) of functions 
transforming under K according to 6 we prove in the present paper 
a sharper, topological Paley-Wiener theorem (Theorem 7.1). As a 
consequence, if D is an invariant differential operator on X and T 
a K-finite distribution on X there exists another such distribution S 
such that DS = T. Another consequence is an integral representation of 
the joint K-finite eigenfunctions of all D (Corollary 7.4). 
We also use Theorem 7.1 to settle an instance of the following general 
problem about eigenspace representations defined in [8(d)]. Let L/H be 
a homogeneous space, H being a closed subgroup of the Lie group L, 
D(L/H) the algebra of all differential operators on L/H which are 
invariant under L. For each homomorphism x: D(L/H) -+ C consider 
the joint eigenspace 
Ex = {f E WW)I Df = xP)f for D E D&/H)}. 
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Let T, denote the natural representation of G on this eigenspace, 
(T,.(g)f)(x) =f(g-l * x) for g E G, LIZ E, , x EL/H. The problem is: 
When is TX irreducible and what representations are so obtained? The 
problem has an obvious generalization to invariant differential operators 
on vector bundles considered by Bott [2]. These eigenspace representations 
TX of L which arise from homomorphisms x: D(L/H) -+ C are counterparts 
to the induced representations of L which are defined by means of repre- 
sentations of H. 
For the case G/K above we prove that the representation T,, of G on 
the joint eigenspace Cq,(X) containing the spherical function $h is 
irreducible if and only if e(x) e(-A) # 0, e(x)-l denoting the denomina- 
tor of Harish-Chandra’s c-function (Sect. 4). This was proved in [8(e)] 
for X of rank 1. Since TA = T,, for each s in the Weyl group W, the 
family {T,) is not to be confused with the spherical principal series of 
representations TV of G induced by characters xh of a minimal parabolic 
subgroup (here rh and rs,+ need not even be equivalent). Nevertheless, 
our irreducibility criterion for T,, shows a posteriori that when TA is 
irreducible it is infinitesimally equivalent (under the dual to the Radon 
transform) to 7A . 
In addition to the Paley-Wiener theorem, our approach uses some 
important results about harmonic polynomials from Kostant-Rallis 
[15] and Kostant [14b] and the expression for the intertwining operator 
on K-finite functions found by Johnson and Wallach [12]. Along the 
way we obtain an analytic form of Kostant’s irreducibility criterion for 7A 
[14(a)] which f or complex G had been proved in [ 191. As shown in [8(e)] 
this implies an irreducibility criterion for the eigenspace representations 
associated with the horocycle space S = G/MN. Other examples of 
irreducibility criteria for eigenspace representations are G/N (G complex 
semisimple, N maximal nilpotent) in [8(e), p. 1451, coset spaces of nil- 
potent groups [9], the Euclidean space R" = O(n) R”/O(n) [8(h)] and 
compact symmetric spaces U/K[8(a), p. 454; 211. 
In a similar spirit the discrete series for G is by Hotta [lo], Wallach [23] 
(and Takahashi [22] for the de Sitter group) realized on certain eigen- 
spaces of the Casimir operator on suitable vector bundles over G/K and 
by Parthasarathy [25] and Schmid [26] on null spaces of the Dirac 
operator on certain vector bundles over G,‘K; we mention also the 
unitary representations of the conformal group on the space of solutions 
of the mass 0, spin s equations in flat Minkowski space [27]. 
In Section 4 we prove that the generalized spherical function is a 
derivative of the (zonal) spherical function +A ; this leads to a simplified 
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proof of Harish-Chandra’s expansion for the generalized spherical 
function which enters significantly in the proof of the Paley-Wiener 
theorem. 
2. NOTATION AND PRELIMINARIES 
We shall use the standard notation Z, R, C for the integers, real 
numbers and complex numbers, respectively, Z+ the set of nonnegative 
integers. For a manifold M we use the notation g(M) and d(M) for 
the spaces Ccm(M), Cm(M) with the customary topologies. The duals 
Y(M) and al(M) consist of the space of all distributions on M and of 
the subspace of distributions of compact support, respectively. Let T 
be a diffeomorphism of M onto M and let f E b(M), T E Q’(M), and D 
a differential operator on M. We put 
f’(m) = f(~-l(m)) m l M, 
D'f = (Of'-') f E I. 
The value of Df at m E M will usually be denoted (of)(m) but sometimes 
it is more convenient to write D,(f(m)). 
The invariant measure on a homogeneous space P will be denoted dp. 
If P is compact we normalize dp by J dp = 1. 
If A is a group and a E A, L(a) denotes the left translation x -+ ax, 
R(a) the right translation x -+ xa; if B C A is a subgroup the translation 
xB --t axB of’A/B is denoted T(U). The adjoint representation of a Lie 
group will be denoted Ad. 
We now list some standard notation from the theory of semisimple 
Lie groups which will be used throughout the paper. Let G be a con- 
nected semisimple Lie group with finite center, g its Lie algebra and 
( , ) the Killing form of g. Let K be a maximal compact subgroup 
of G, f its Lie algebra, 19 and g = f + p the associated Cartan involution 
and Cartan decomposition. Let a C p be a maximal abelian subspace, 
a* its dual and ac* the space of R-linear maps of a into C. Let 2 denote 
the system of (restricted) roots on a, ZO the system of indivisible roots, 
Z+ the set of d E 2 which are positive on some fixed Weyl chamber 
a+ C a and put Z,,+ = ,Z’+ n Z,, , p = & xOLEz+ m,cy, m, being the multi- 
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plicity of a. For 01 E Z, let ga denote the corresponding rootspace and 
let n = Coe6+ go . Put N = exp n, A = exp a, A+ = exp a+ and let M 
and M’, respectively, denote the centralizer and normalizer of A in K. 
The Weyl group W is M’/M and we put B = KIM. Let 
g = k(g) exp H(g) n(g) denote the factoring of an element g E G 
according to the Iwasawa decomposition G = KAN and for x E X, 
b E B let A(x, b) E a be defined by A(gK, KM) = -H(g-lk). 
Let D(G) denote the algebra of left invariant differential operators 
on G and D(X) = D(G/K) th e algebra of G-invariant differential 
operators on X = G/K. The natural mapping of G onto G/K will be 
denoted by rr and we often put j’ = f 0 n. 
3. K-FINITE FUNCTIONS ON X 
In this section X denotes an arbitrary complete Riemannian manifold 
on which a compact Lie transformation group K acts. Let dk denote 
the Haar measure on K normalized by SK = 1. If f and r#~ are con- 
tinuous functions on X and K, respectively, we write 4 t f (x) = 
JK 4(WW1 - 4 &. 
Let 6 be a unitary irreducible representation of K on a (finite- 
dimensional) Hilbert space I’, . Let d(8) = dim I’, , xs the character of 
6 and 8 the representation of K contragradient to 6. 
We consider the space 
of C” functions on X with compact support, having values in 
Hom( V, , VJ. Let 
L@(X) = (F E 23(X, Hom( V, , VB) 1 F(k * x) s 6(k) F(x)}. (4 
The space (1) carries a natural topology [21] in which it is an LF-space, 
in fact the strict inductive limit of the FrCchet spaces gR(X, Hom( I’, , Vs)) 
(R = 0, l,...) of f unctions in (1) with support contained in the ball of 
radius R around some fixed point in X. We consider also the subspace 
%(X) c %q consisting of all K-finite functions of type 6. The spaces 
S(X) and SS8(X) are given the topologies induced from (1) and 3(X), 
respectively. 
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For any continuous function f on X we put 
f”(x) = d(S) J-J(k-1 . x) S(k) dk. (3) 
PROPOSITION 3.1. The mapping Q: F(x) 4 Tr(F(x)) is a homeomor- 
phism of 22’“(X) onto 3b(X). The inverse is given by f -+f 6. 
Furthermore, the maps 
P: fE -qX) - d(S) xs *fe 96(X>, 
q:fEJqX)+f%T@(X) 
are continuous open surjections, and the subspace 9;(X) C 9(X) is closed. 
Proof. If F Ed is written in matrix form along with S(K) we 
find the relation 
(where the bar denotes complex conjugate), which proves that each Fii , 
and therefore Tr(F), belongs to LBi(X). Also if f(x) = Tr(F(x)) we 
have from (3) and the orthogonality relations, 
f”(x) = d(S) lK Tr(S(k) F(x)) S(K-1) dk = F(x). 
In particular, Q is one-to-one. Also 
f(x) = Tr(d(S) jK S(K)f(K-l . x) d/z) = d(S) xs *f(x). 
If gE@(X) then gsE@(X) and Tr(gS) = d(6) x6 *g = g so Q is 
surjective. The continuity of Q and Q-l being obvious, Q is a homeo- 
morphism. 
The remarks above show that p is a continuous projection of 9(X) 
onto 96(X). This implies that p is open. In fact, let I/’ be a neigh- 
borhood of 0 in g(X), U C V another such, satisfying p(U) C V. 
Putting V, = U UP(U) we have 
so P( VI ’ P( Vo) is a neighborhood of 0 in 98(X). Also p2 = p implies 
that 9&(X) is closed. Since Q o q = p the theorem follows. 
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LEMMA 3.2. The spaces P(X) and 9;(X) are LF-spaces. 
This is a consequence of Proposition 3.1 and the following general 
lemma (which is necessary since a closed subspace of an LF-space is 
not necessarily an LF-space). 
LEMMA 3.3. Let E = UFxI Ei be a strict inductive limit of Frtkhet 
spaces EI C E, C me* , M C E a closed topological subspace and Mi = 
M f~ Ei . Assume p: E + M is a continuous open surjection which for 
each i maps Ei onto M$ . Then M is the strict inductive limit of (Mi),=,,,,... , 
each Mi having the topology induced by E. 
By general theory Ei carries the relative topology of E so by com- 
pleteness is closed. The restriction p, = p 1 Ei gives a continuous sur- 
jection pi: Ei + Mi . We must prove that a convex subset V C M is a 
neighborhood of 0 if and only if for each i, V n Mi is a neighborhood 
of 0 in Mi . The “only if” being obvious we assume V n Mi is a 
neighborhood of 0 in Mi (i = 1, 2,...). Then p;l(V r\ MO = W, is a 
convex neighborhood of 0 in Ei and Wi C IV,+, SO W = Uy=“=, Wi is 
convex. Also Ei n W,,, = Wi and by induction, Ei n Wi+* = Wi 
(j > I), whence Ei n W = W, . Thus by definition of inductive limit W 
is a neighborhood of 0 in E. Finally, p(W) = V so since p is open, 
V is a neighborhood of 0 in M as desired. 
4. THE GENERALIZED SPHERICAL FUNCTION 
Following now the notation of Section 2 let Z?,, denote the set of 
equivalence classes of irreducible representations 6 of K such that 
S(M) has a fixed nonzero vector. Let V, be a representation space of 6 
(with inner product ( , >) and VsM the space of fixed vectors under 
S(M). Let d(S) = dim V, , l(S) = dim VgM. For 8 E I?, let CD,,, denote 
the generalized spherical function 
@&) = ~Ke’ca+o)(A(Z*xM)) 6(k) dk, x E X, X E a,*, 
which when 6 is the unit representation reduces to the zonal spherical 
function v,+ . We recall that X E a,* is called simple if the mapping 
FEb(B)4fEd(X) 
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given by 
f (4 = S, e (a+P)L4(“.b))q~) & (1) 
is injective, [8(e), p. 941. W e k now [8(e), p. 1291 that if Re((iA, a)) > 0 
for 01 E Z+ then h is simple. 
THEOREM 4.1. Fix v, w E V, and assume -A simple. Then there 
exists a right-invariant dtflerential operator L on G such that 
Proof. First we note that [8(e), p. 1161 if o denotes the origin in X 
Since -A is simple the functions 
b - c aje(-fhfp)(A(gj’o.b), aj E C, gj E G, 
form a dense subspace of L2(B). With F and f as in (1) it is clear from 
Schwarz’s inequality that the mapping F -+ f is continuous from L2(B) 
into a(X). Thus we conclude that the closed subspace &o,(X) C a(X) 
generated by the G-translates of q+ contains all the functions f in (1) 
with FE L2(B). On the other hand (cf. [8(f), p. 33]), the natural repre- 
sentation T of G on &c,,(X) is irreducible, and if dT denotes the differen- 
tial of T, representing g on the space a;,, of K-finite vectors in &(,+) , 
then dT(D(G)) yA = ag, and dT(D,(G)) yA = &‘ojP6. Here bo),, denotes 
the space of K-finite vectors in L?u) of type 6 and Da(G) is the set of 
elements in D(G) which under Ad,(K) transform according to 6. But 
viewed as differential operators on G, the members of dT(D(G)) are 
right-invariant so the proposition follows with some L from dT(D,(G)). 
For (II E ,Z+ let 
I, = {T E f 1 (ad H)2 T = CX(H)~ T for HE a}, 
let TIa,..., T&, be a basis of I,, orthonormal with respect to -( , ), 
and put 
w, = 2 Tia . T,“, 
1 
60712212-5 
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where the Tie are viewed as left-invariant differential operators on G. 
Let a1 ,..., a1 be the simple restricted roots, and A the set of integral 
linear combinations qq + *** + nltxl (ni E Z+). We can now state a 
useful expansion for the generalized spherical function @A,B .
THEOREM 4.2. There exist certain meromorphic functions C, (s E W) 
on a,* and rational functions r, (p E A) on a,* all with values in 
Hom( VaM, VaM) such that for H E a+, v E VsM, 
Here the functions .F,, are given by the recursion formulas 
- 4 c 1 k &‘cx) r,-‘2ka(h), r, I, 
UEZ+ k>l 
k running over the set of integers 3 1 for which p - 2ka E A. 
The expansion holds for all h E a,* with the exception of a countable 
family of hyperplanes, more precisely on the set of regular elements 
in a,*, where all r,(A) are defined (cf. [8(g), p. 4621). 
This expansion was proved by Harish-Chandra in [7(c)]; this proof 
is given in Warner [24, pp. 264-318, 426-4491. Since the proof is so 
long (it applies to a double representation 6 of K) we sketch a simple proof 
based on Theorem 4.1. 
For the case when 6 is the unit representation the expansion for vh 
was given by Harish-Chandra [7(b), pp. 263-2831; it is the expansion (2) 
with C,(h) = c(sA). N ow let d(L) be the radial part of the operator L 
for the action of K x K on G ((k, , k,): g -+ k,gk;l) with A+ as trans- 
versal submanifold [8(f), p. lo] or [7(b), p. 2651. Then by [7(b), p. 267, 
where E, , ES are constant coefficient differential operators on A and 
each g, has an absolutely convergent series 
gdexp H) = C rren-o yi,em’(H) yiu E R. 
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From the expansion of vn and Proposition 4.1 (remembering that L 
depends on A) we deduce an expansion, 
for HE a+, v E V8”, where A,,, is a meromorphic function on a,* with 
values in Hom( VasM, VgM). N ow that we know that an expansion of the 
stated form exists, its coefficients are computed by using only the fact 
that QA,* is an eigenfunction of the Laplacian Lx of X, 
JWA,, = -(ct A) + (PP P>) @A.6 ’
In fact (cf. [8(h), p. 3311) if H, E a satisfies (Ha, H) = a(H) 
(WP * 4 = [(ho + c m,(coth 4 Ha) f] (Aa - 0) 
aCZ+ 
+ .g+ (sinh a (log W” WW 4f 0 4l(W, 
where LA.,, is the Laplacian on A * o so the restriction GA’,., of GA 6 to 
A+ * o satisfies 
1 LA.o + 1 m,(coth a> H, + $+ ( EE.E+ 
sinh +” +J,) + (P, P> + 0, Q/ $;,,, = 0. 
This implies that for each s E W, AS,+(h) satisfies the recursion relations 
stated for r,(sX); thus 
so putting C,(X) =A,,,(h) we get (2). 
Finally, the functions C, are given by (cf. [8(g), p. 4631) 
c,-l(sjq +q-1 = s, q@)-l q') e-(i~+dm8 q e-(iA+P)m,)) &&, 
li 1J, 
where m, E &I’ is a representative of s, E = ON, iVS = IV n (m-rNm,) 
and .dfi# is any Haar measure on ES. Here c(h) is Harish-Chandra’s 
c-function which, as in [8(e), p. 921 we write in the form 
49 = COW 44, 
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where 
d(h) = 2 T((ih, “o)) 2FiA4” 
do+ 
CQ~/(CI~, a> and c,, is a constant such that c(-+) = 1. 
5. HARMONIC POLYNOMIALS 
Let B be a nondegenerate quadratic form on a vector. space E over R 
and let U be a subgroup of the orthogonal group O(B). Let S denote 
the space of complex-valued polynomial functions on E, I C S the set 
of U-invariants in S and I+ the set of polynomials in I without constant 
term. Let H C S denote the set of U-harmonic polynomials, that is, 
polynomials annihilated by the constant coefficient differential operators 
on E coming from I+ . Let NU denote the variety in the complexification 
E, defined by the joint zeros of the elements in I+ . Then identifying E, 
and its dual E,* by means of B we have easily, Xv E H for each X E NU 
and each p E Z f. Let H, C H be the span of the functions Xp (p E Z+, 
X E N,) and let H, C H consist of the harmonic polynomials which 
vanish identically on NV . The following result is proved in [8(b)]. 
PROPOSITION 5.1. Assume that either 
(1) UC O(B) is connected and semisimple 
Or 
(2) UC O(B) is compact and B positive definite. 
Then 
(i) S = IH, 
(ii) H = H1 + H, (direct sum). 
For the case of K acting on p we shall use the following result from [ 151. 
THEOREM 5.2. If X E Q is regular then each h E H is determined by its 
values on the orbit Ad(K) * X. 
For X E a regular consider the imbedding K/M = Ad(K) * XC p. 
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Then as well known [8(b), p. 2501 each K-finite function on K/M is 
the restriction of a polynomial p E S which by Proposition 5.1(i) can be 
taken harmonic. Thus, by Theorem 5.2 we see that the restriction 
mapping h -+ h j Ad(K) * X is a bijection of H onto the space F”(K/M) 
of K-finite functions on K/M, and for each 6 E K0 it maps the subspace 
H8 C H onto the subspace &8(K/M) C b”(K/M), the subscript 6 
indicating the space of K-finite elements of type 6. Let vu1 ,..., Us be 
a basis of V, such that zli ,..., v~(*) span VaM. Then the functions 
kM--+ (vi, S(k) vi) 1 <i < d(S), 1 < i < Z(S) form a basis of 6F8(K/M); 
in particular dim HsM = Z(6), where HaM is the space of M-fixed vectors 
in Hs and Ha decomposes into Z(S) K-irreducible subspaces 
where each Hs,j can be taken so as to consist of homogeneous polynomials 
of degree, say d,(S). We shall need the following result [14(b), p. 2791. 
THEOREM 5.3. If X has rank 1 
dim HsM = 1 for each 6 E I& . 
Again let X have arbitrary rank. For each cy E &+ let g* C g be the 
Lie algebra generated by the root spaces ga and g-a and G” C G the 
corresponding analytic subgroup. Let Ka = Gm n K, pa = g” n p, 
MII = Ga A M. Then (cf. [6]) G u is semisimple and the symmetric 
space X”l = GE/Km of noncompact type has rank 1. Now let 6 E K,, 
and let V denote the Ku-invariant subspace of V, generated by VaM 
and let V = &Vi be a decomposition into Km-irreducible subspaces. 
If in this sum we omit those Vi which have no M-invariant vector the 
remaining sum would still be a Km-invariant subspace of V, containing 
VGM; thus VaM n Vi # 0 for each i so by Theorem 5.3, dim Vpn Vi = 1. 
Thus V = ,&Vi has Z(S) summands so we write V = &Ei Vi . Let S,= 
denote the irreducible representation of Ka on Vi induced by 6 as 
described above and let D(S,“) d enote the degree of the K-harmonic 
polynomials in H(+F)~,~ . Then we shall need the following result of 
Kostant [14(b), p. 2871, 
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6. A CRITERION FOR SIMPLICITY 
We recall that h E a,* is not simple if and only if there exists a function 
F $0 in 6(B) such that 
f(x) = s, e (ih+JMr.b))qQ & = 0 for x E X. 
We shall now analyze this condition by means of the equivalent condition 
that all derivatives off vanish at the point x = 0. 
For the Lorentz group S0(n, 1) the nonsimple h are given by 
h = +(I + 2K(n - 1)-l) (k E 2’) (cf. Takahashi [22, p. 3221). For X of 
rank 1 it was proved in [8(b)] that the nonsimple X are precisely the 
singularities of the denominator e(h)-l of the c-function (cf. Sect. 4). In 
this section we deal with the general case. 
THEOREM 6.1. An element h E a,* is simple if and only if e(h) # 0. 
Let U(g) and U(a) d enote the universal enveloping algebras of the 
complexifications of g and a, respectively, and consider the map u -+ q” 
of U(g) into U(a) given by 
u - 4” E U(g)f + nU(g) 
(cf. [7(b), p. 247; 14(a), p. 6311). Let S(g) and S(p) denote the complex 
symmetric algebra over g and p, respectively, and p -+p* the sym- 
metrization map of S(g) onto U(g). Let H(p) C S(p) denote the subspace 
of harmonic polynomials; identifying H(p) with H via the Killing 
form, let H*, Hs*, H& be the images of H, Hs and Hasi under the 
symmetrization. Fix 6 E & and as before let z(,~ (1 < i < Z(6)) be a 
basis of VaM; in accordance with (1) in Section 5 we fix a basis Ej 
(1 < j < Z(6)) of the space of linear maps I’, + H,* commuting with 
the action of K. For X E a,* we consider the Z(6) x @)-matrix 
(cf. [14(a), p. 6331). W e h ave then the following counterpart to [14(a), 
Proposition 41. 
LEMMA 6.2. Let X E a,*. Then --X is simple if and only ifdet(p(X)) # 0 
for all 6 E I?, . 
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Proof. By definition -A is not simple if and only if there exists a 
F + 6 in b(B) such that 
s 
,(-iA+o)(Ah!,b))~(~) & = 0, XEX. (1) 
B 
Here we can of course assume F(o) # 0 and therefore also that F is 
invariant under M. Condition (1) is equivalent to 
s 
K #,(gk) F(kM) dk for all g E G, (2) 
where z/&(g) = e (iA--p)(H(g)). Now under the left regular representation 
of G on b(G) each u E U(g) is represented by a right-invariant differential 
operator T(U) such that if XI ,..., X, E g then. 
(4& I.e.9 -wlf(g) = 1 at1 ,“, at, f(exP(-c-W ... exP~-hwg)~t=o * 
Then, since z,$,(Kgn) = &,(g) we have 
(44 &J(e) = ~(4~) ~4J(e) = 4% - 4. (3) 
By analyticity, (2) is equivalent to 
/+h (J-pR4 ww qigze = 09 u E W)- (4) 
But by [8(a), p. 3941, U(g) = U(g)f @ S(p)* so by Proposition 5.1(i) 
and standard properties of the symmetrization mapping, U(g) = 
U(g)f + H*I* (cf. [14(b), p. 2431). But T(U(g)f) annihilates I&, and if 
u E I* then (T(U) &)(k) = (T(U) &J(e) = (T(U) f&)(e) = C&(K) so that it 
suffices to look at (4) for u E H*. Thus by (1) in Section 5, Eq. (4) is 
equivalent to 
/r(Ejtai)h (S, Yw4 mw a )/,st = O (5) 
for all S E I?,, and all 1 < i ,< d(S), 1 < j < Z(S). But 
l?(+4) 9%fck-W) 
= (+ej(wi)) &JL(k-‘) (e) 
= (T(Ej(wi))L(k-‘) A44 = [+W1)(9(4)) 1Cld4 
cl(S) 
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if the basis q ,..., ran is orthonormal. But the M-invariance of F 
implies that 
s (Wi , S(k) VP) F(kM) dk = 0 K 
unless 1 < i, p < Z(6). Taking (3) ’ t m o account we see that (5) amounts to 
263) 
zl Q"(h)pj S, (vy a(k) VP) F(kW dk = 0 (6) 
for all 1 <i < E(6) and all 6 E I&, , v E V, . But the functions (et, 6(k) vp) 
generate b(B) so (6) amounts to det Qg(h) = 0 for some 6 so the lemma 
is proved. 
Consider now, as in Section 4, the operator on V, given by 
which is essentially the intertwining operator for the spherical principal 
series restricted to K-finite functions of type 6 [20, p. 18; S(e), p. 1221. 
Using this intertwining property, the simplicity of the point X = -ip, 
and the bijection H --+ d”(K/M) (Sect. 4), Johnson and Wallach proved 
WI7 
THEOREM 6.3. The operator B(A, s) is on VsM given by 
B(h s) I GM = Q$(-sh) Q+A)-’ 
provided the bases (vi) of Vi* and (q) of Hom,( Vi , Hi*) have been 
suitably chosen. 
Let s = sN1 ,..., sap be a reduced expression of s, that is, s,~ is a reflec- 
tion in the plane ai = 0, where ai is a simple root and p is as small as 
possible. Put s(e) = s~~+~ **a s, (1 < q ,< p - 1), s(P) = e. Then by 
Schiffmann’s product formula [20, p. 181, 
B(slh, s,J B(s’2’A, s,J -** B(s’P’X, s,,) = B(A, s) 
and for a suitable basis of VsM, 
B(A, s,*) 1 I/,M 
(7) 
is a diagonal matrix with diagonal elements 
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(cf. [8(g), pp. 468-4691). H ere the Q-polynomial is computed for the 
symmetric space Xng, 6(q, i) stands for the representation Sp (Sect. 4) 
and A, = s@h 1 RH,, . But putting Is, = s(Q)-‘olq we have by [8(e), p. 911 
and 
Now let s be the Weyl group element s* which interchanges a+ and -a+. 
Then we get from Theorem 6.3 and (7) 
det Q”(s*h) det Q’(X)-’ = aszo+gi 1(6) !2PWB) Q&P%wl~ (9) 
3 \$ 
where S(fl, i) = SiS and A, = X j a, . 
In his paper [14(b)] Kostant determined the polynomials Q”(h) in 
the rank 1 case by a study of the harmonic polynomials, Johnson and 
Wallach [12] and Johnson [I I] determined them by classification. 
We shall now show how they can be obtained from the differential 
equation for the generalized spherical function studied in [8(h)]. 
THEOREM 6.4. Suppose X has rank 1 and select HE a such that 
a E zo+ satisJies m(H) == 1. Then up to a constant factor, 
!a4 = P,.s(-4 4r,s(--XL 
where P,,, and qTIs are polynomials given by 
%.d4 = Kw + f)(fq + 1 - %a + s - yl) mw + f)(W + 1 - WJ) * 
Here Y  and s are nonnegative integers satisfying 
QJ,) I VP = W + mzu - 1) - 4s + m, + mza - 1))(2(ma + 4md)-l, (IO) 
S(w,,) ) VeM = -2r(r + mPa - l)(m, + 4m,,)-1. (11) 
Proof. Because the left-hand sides of (10) and (11) are negative 
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these equations determine unique real solutions r > 0 and s >, 0. 
Using the transformation formula 
as well as the formula B(X, s) [ I’, M = C,-*(&)/c(X) for the rank 1 case 
(cf. [8(g), pp. 464-4661) it is proved in [8(h), p. 3351 that 
QV>/s*(--x) = Pr,s(--h) %.s(-wP~.B@) PT&))f s > r 3 0. (12) 
Now we observe that &l - mza) is an integer except when rnsa = 0 
(in which case r = 0). Since the right-hand side has only finitely many 
poles we conclude that both $(s + Y) and Q(s - r) must be integers, 
so r, s E Z+, and p,,, and q7,s are polynomials. Now 
P,A@ = 0 if iX(H) = -p(H), -p(H) - 2,..., 
!zr,s@) = 0 if ih(H) = -&(m, + l), -i(m, + 1) - 2,... 
so PLSN %,s@) and Pm(-4 %k-x~ are relatively prime. Hence by (12) 
Q”(4 = P,,,(-4 q,d-4 44, (13) 
where h(h) is an even polynomial. 
We claim now that h is a constant. If d = degree Qs(h) we can, by 
Section 5, use a subspace Hs,d C Hd (the homogeneous harmonic 
polynomials of degree d) as a model for V, . By (13) we have 
d 3 &(s + r) + +(s - r) = s. 
On the other hand we clearly have the following Fourier expansion 
z, E VsM being a unit vector. Applying u E (H&* to the left-hand side 
and evaluating at g = e we get a dth-degree polynomial in h. Now the 
function f,(g) = <Qi,,,(gK) v v is K-finite of type 6 and u is K-finite , > 
of type 6. If k E K then 
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and integrating this over K we see that it vanishes unless cr = 6. Also 
and by [8(h), Theorem 4.51 
(@&K)w, a) = p@) p(log u)~ + higher powers of p(log a), 
p, being an sth degree polynomial. 
Thus we conclude from (14) that s > d, whence d = s so h(A) is a 
constant. Q.E.D. 
Since for the rank 1 case the polynomials Q*(h) and Q*(---h) are 
relatively prime we conclude from (9) that 
det @(X) = P(h) 
aEzo+Qi<l(8) QPi’@f3)~ 
where P(A) is a polynomial. But det Q”(X) has degree C:!!i d,(S) so by (2) 
in Section 5, P is a constant. Thus we have obtained the following result 
[14(b), p. 2921. 
THEOREM 6.5. For a nonxero constant c 
det Q’(h) = c n Q;(B*i)(hR). 
6~~o+,l<ii<z(6) 
We can now complete the proof of Theorem 6.1. First we recall 
(Sect. 5) that the representations 6 E R,, can always be realized on spaces 
of harmonic polynomials. Given OT E Z,,+, exp[ pa, poi] generates the 
subgroup Km C K so by a direct argument H(pa) C H(p). It follows 
that as S runs through &, the representations Sia (a E ZO+, 1 < i < Z(6)) 
run through (Km)6 (this was remarked in [14(b), p. 2931). Thus we 
can conclude from Lemma 6.2 and Theorem 6.5 that X E a,* is simple 
if and only if for each /3 E Z,,+ the restriction X, is simple. But by [8(e), 
p. 1291, h, is simple if and only if e@(h,) # 0, where es is the e-function 
for the symmetric space GOIKE. Since 
Theorem 6.1 follows. 
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7. A PALEY-WIENER THEOREM 
If f is a function on X its Fourier transform J is defined by 
j(h, b) = j/(x) e(--ih+p)(d(dpb)) dx, X E a,*, b E B. 
We intend now to determine the space of Fourier transforms 3(& b) of 
the functions f~ 96(X) (cf. Sect. 3) more explicitly than in [8(g)]. 
Sincef = d(6) xs *f we have 
so we define for f E 9;(X) 
f(h) = d(S) jxf(4 @x&)* dx, 
where X denotes the linear form H---t h(H) on a and * denotes the 
adjoint of a linear transformation of V, with respect to the inner product 
( , > on v,. 
Let &@(a*, Hom( V, , vaM)) d enote the space of holomorphic func- 
tions on a,* of exponential type with values in Hom(‘V, , va6”). The 
space %(a*, Hom(Va, VaM)) is g iven the topology such that the Fourier 
transform is a homeomorphism of the space .9(A, Hom( V, , vaM)) (of 
C” functions on A of compact support with values in Hom(v6 , VaM)) 
onto &(a*, Hom( Vs, vaM)). For this topology the multiplication 
by a fixed nonzero polynomial P(h) is a homeomorphism of 
&‘(a*, Hom(va, vaM)) onto the subspace PZ(a*, Hom(V* , vaM)) 
([5, Chap. V]; another description of the topology has been shown to 
me by Hiirmander (cf. also Dostal [4])). We denote by YP(a*) the 
topological subspace 
(FE %(a*, Hom( V, , VgM) 1 (Q;)-l Fi W-invariant}. 
We can now state the main result of this section. 
THEOREM 7. I. The mapping f -3, where 
f@, = dV9 jxfW @r.sW* dx (1) 
is a homeomorphism of LB&X) onto ,Z6(a*). 
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For s E W, h E a,* consider again the operator 
Then using the expansion in Theorem 4.2 we have [8(g), p. 4641, 
so 
Since 
@w(x) = @A,&) r.7.A (2) 
f(4 = (rs,x)* m. (3) 
j(h) = d(S) j)(x) (s, e(-iA+o)(a(r*kM)) S(k-1) dk) ax 
it is obvious that 3(‘(h) E Hom( V, , VSM), so by (3) and Theorem 6.3 
” 
Q”(A)-’ f(cX) is W-invariant. 
Also if J’ denotes the Radon transform off we have if [,, is the origin 
in the horocycle space 9 = G/MN, 
jq, KM) = J-A f^(ka . &) e(-iALQ)(log a)da. (4) 
Here log is the inverse of the map exp: a + A, and da is a suitable 
Haar measure on A. But if f has support in a closed ball P(o) around 
the origin then since the distance d from o on X satisfies d(kan * o) > 
d(u * o), we have 3(k a * o) = 0 for d(u . o) > R. Thus 3(‘(h, KM) has, 
for k fixed, exponential type <R so by 
i;(X) = d(S) /Kf(X, KM) 6(k-l) dk, 
it follows that the function h *3(h) belongs to ~?‘~(a*). 
For the surjectivity let 4 E ~@(a*). Then the function 
on a,* x I3 is a holomorphic function of uniform exponential type 
([8(g), p. 4731. Let us check that it also satisfies the compatibility 
relations 
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For this it suffices to see that 
But rl,,x and (r,,,-)* both leave V8&I invariant so 
(r,,d* I VP = (r.9.i I VP)* 
and by [8(g), Theorem 6.61 
(r&A I ~PWs.X I VP)* = 1 (7) 
so if h E a*, the restriction of I’,,, to VBM is unitary. But by Theorem 6.3, 
(lo), and the fact that 4(h) has range in VbM, we deduce 
~S,A$w) = ?44, 
which by (2) implies (6). Th us by [8(g), Theorem 3.81 there exists a 
unique F E 9(X) such that &h, KIM) = Y(h, KM). Then the function 
f(x) == d(S) x8 t F belongs to 96(X) and 
u-lkM) xg(u) S(k-*) dk du 
= d(S)’ jr jK TrW) VW) x&4 W-W dk du 
= Yw 
as a result of the orthogonality relations. Also 3(‘(x, kM) = Tr(G(k) 4(h)) 
so the mappingf(x) --+3(x) is one-to-one. 
It remains to prove the topological statement in the theorem. First 
we remark that as a result of Theorem 6.4, det Qa(h) and det Qg(s*X) 
are relatively prime. From this we shall deduce that each element in 
%‘“(a*) is divisible by p(X). M ore precisely, if P(a*) denotes the set 
of Weyl group invariants in =%?(a*, Hom( I’, , VabM)) we have the fol- 
lowing result. 
LEMMA 7.2. The mapping 
maps P(a*) onto Z”(a*). 
For this let F E Z6(a*). Then 
Q"(s*X)-l F(s*A) = Q$)-l F(X). ' (8) 
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Let (Q,(&) denote the matrix formed by the cofactors in Q’(X)ji . 
Then QJX) is another Z(6) x Z(6) -matrix with polynomial coefficients 
and it satisfies 
Qdh) Q%) = Q:(h) Qe@> = det QF;(W 
where I is the unit matrix. Then by (8) 
det Q;(A) Qc(s*h) F(s*X) = det Q$s*h) Qe(h) F(h). (9) 
We know from Theorems 6.3 and 6.4 that det Q6jh) decomposes into 
linear” factors none of which occurs in the similar decomposition of 
det Qs(s*h). Thus Q,.(A) F(X) vanishes on the zero set for each of these 
linear factors and,” by the power series expansion, must be divisible 
by it. Thus det Q”(X)-l Q!,(h)?‘(X) is holomorphic on a,* and therefore, 
by a result of Malgrange [17, p. 3061, of exponential type. Consequently, 
where #(X) is entire of exponential type and since FE &@(a*) we have 
* E P(a*). 
COROLLARY 7.3. The space &@(a*) with the topology induced by 
%(a*, Hom( V, , VaM)) is an LF-space. 
Applying Lemma 3.3 to the map F(A) -+ CsEW F(sh) we see that 
P(a*) is an LF-space. The mapping $(A) -+ Q”(h) $(A) of P(a*) onto 
Za(a*) is obviously continuous. Its inverse can be composed of two 
maps 
F(X) -+ (det Q;(X))-r F(X) + Q&!) det Qg(X)-r F(X). 
both of which are continuous. Thus %“(a*) is homeomorphic to P(a*). 
Thus j-f is a continuous map of the LF-space 9i(X) onto the 
LF-space Z8(a*), hence a homeomorphism (cf. [3]). Thus Theorem 7.1 
is completely proved. 
COROLLARY 7.4. The K-finite eigenfunctions of all the operators 
D E D(X) are precisely 
f(x) = JB e(iA+D)(A(S’b)) F(b) &, w-9 
wherehEa,* and F is a K-jinite function on B. 
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Let h E a,* and as usual let r(D) be the W-invariant polynomial on 
a,* such that 
WA = V&3 6 , D E D(X). 
Let gA(X) denote the joint eigenspace 
~A@-) = {f~ 4x1 I Df = WW)f for D E D(X)}. 
For 6 E I?, let &&X) and c?~(B), respectively, denote the spaces of 
K-finite elements of type 6 in gA(X) and J?(B). Each joint eigenfunction 
of D(X) lies in fzYA(X) for some h E a,*; since gaA(X) = fZA(X) we may 
by Theorem 6.1 choose s E W such that SX is simple. So we can assume A 
simple. Since (cf. Sect. 4) 
dim c?~(B) = dim(V6) dim(VaM) 
it is clear that 
dim &‘,&X) > dim( V,) dimf VsM), (11) 
the map F -+f defined by (10) b eing an injection of b(B) into gA(X), 
commuting with K. 
Now let h E g,+,(X); viewing h as a distribution we define its Fourier 
transform 2; as a linear functional on Z8(a*): 
A(f) = h(f) = s, 44 f (4 dx, f E g&X). 
Then the mapping 
# E Y8(a*) + R(Q”;CI) 
is in the dual space of Y8(a*) so by Theorem 7.1 (for S the identity 
representation) this mapping is the spherical transform of a K-invariant 
Hom(V8 , VaM)-valued distribution j on X, that is, 
.it& = @Q% =ik4 (12) 
for all K-invariant 4 in 9(X, Hom( v8 , v61SM)). 
Now putting pD(p) = r(D)(-ip) for D E D(X), p E a,* the relations 
Dh = T(D)(ih)h imply that 
$4 = I%(--h)h”, D E D(X). 
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But by (12), J satisfies these relations too so j is an eigendistribution of 
all D E D(X). But then j = &A, where A E Hom( V, , VaM). Conse- 
quently, 
dim 6,&X) < dim Vs dim VsM 
so by (11) we are done. 
Remark. As in [S(e), p. 133-1381 w h ere Corollary 7.4 was proved for 
X of rank 1 we can deduce that each eigenfunctionfE GYP has the form 
where T is a “functional” on B. The evidence so far (cf. [13], [8(h)] and 
the references there) suggests that the functionals T are precisely the 
analytic functionals. For X of rank 1 this is indeed so as a result of 
[8(h)] and [13]. * 
We also state the inversion formula and the Plancherel formula for 
the transform (1). Let w denote the order of W. If dx and dh are nor- 
malized as in [8(e)] we have for 4 E .9(X) 
(13) 
COROLLARY 7.5. The transform (1) is inverted by 
f(x) = Tr [w-l Ia* %.&) f”(h) I c(W2 do], f~ g;(X). (14) 
Moreover 
jx / f(x)l” dx = w-Id@-’ I* Tr(j(h) f(X)*) I c(X)j-” dA. (15) 
Here Tr and * denote trace and adjoint on V, . 
In fact the proof above showed that f(X, k&l) = Tr(G(k)f(h)) so (14) 
follows from (13). S imilarly (15) follows from the Plancherel formula 
for (13) (cf. [8(e)]). 
8. APPLICATION TO INVARIANT DIFFERENTIAL EQUATIONS 
For 6 E K,, , let sa’(X) denote the space of K-finite distributions on X 
which under K transform according to 6; then the sum @&t, g6’(X) = 
.9*‘(X) consists of all K-finite distributions on X. 
60712212-6 
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THEOREM 8.1. Let D # 0 be any G-invariant d#erential operator 
on X. Then 
D .CBo’(X) = go’(X). 
We derive this result from Theorem 7.1. If T E P(X) we denote by 
x6 t T the distribution JK x8(k) T T(k) dh, where Fk) is the distribution 
T71k)(f) = f,f(k * x) dT(x) (f~ g(X)). Then (xi t T)(f) = T(xs *f). 
This identifies ga’(X) with the dual space of g;(X). Now let P(X) be 
the polynomial on ae* which satisfies (Df)- (A, b) = P(A)f(h, b) 
(f E g(X)). Since multiplication by P(X) is a homeomorphism of %“(a*) 
onto PJF(u*), Theorem 7.1 implies that the mapping + + D+ is a 
homeomorphism of gg(X) onto Dgi(X). 
Now if SE g*‘(X) and D* denotes the adjoint of D, the linear form 
D*f-+ S(f) on D*ag(X) is continuous. By the Hahn-Banach theorem 
there exists an element in the dual of 96(X), i.e., a T E ga’(X) such that 
T(D*f) = S(f) for f~ g:(X). Th is implies that DT = S on 96(X), 
hence on all of g(X). 
9. EIGENSPACE REPRESENTATIONS 
We consider again the symmetric space X = G/K and for each 
X E a,* the joint eigenspace gA(X). Let TA denote the associated eigen- 
space representation, i.e., (T,(g)f)(x) =f(g-i * .Y). Using Theorem 6.1, 
Corollary 7.4, and the Radon transform method applied to the rank 1 
case in [8(e), p. 1431 we can answer completely the irreducibility question 
for TA . 
THEOREM 9.1. The eigenspace representation TA is irreducible if and 
only if 
e(h) e(-A) # 0. (1) 
Proof. Consider the space ZA of functions 
f(x) = j-B e 
(iA+d(A(r,b))qq &, 
F ELJ(B). 
Assume (1). Let 0 # V C b,(X) b e a closed invariant subspace. Then 
y,, E V. Since --X is simple the proof of Theorem 4.1 shows ZA C V. 
Since X is simple the proof of Corollary 7.4 shows that %A contains each 
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a,,,(X) whence by [S(e), p. 1381 %A is dense in a,,(X). Thus V = 8,(X) 
so TA is irreducible. 
Conversely, suppose TA is irreducible. Since 8,+ = gsA (s E W), since 
condition (1) is Weyl group invariant, and since at least one of the 
elements sX (s E IV) is simple we may assume X simple. Then we can 
give ZA the L2-norm on B. Let 0 # E C A$ be a closed invariant 
subspace. Since T,, is irreducible and xA C J?,(X) dense, E n 6,,, is 
dense in b,,,, for each 6. Thus by Corollary 7.4, E n &h,6 = b,,, , 
E = ZA and G irreducible on sA . Thus the translates vA(g * x) 
generate ZA so by the proof of Theorem 4.1, -A is simple. Now (1) 
follows from Theorem 6.1. 
10. THE RANK 1 CASE 
In this section we assume rank G/K = 1. Then for each 6 E i?,, , the 
polynomial p(h) is a scalar polynomial on the one-dimensional space 
a,*. Let p(S) denote its degree. Let 9(A) denote the space of functions 
@ E 9(/l, Hom(V8 , Va)) satisfying the conditions 
(i) @(&) = S(K) G(u) if a, uk = kak-l E A, k E K. 
(ii) @( a)/p(log a)pt6) is smooth and even on A, log denoting the 
inverse of the map exp: a + A. 
It is clear from (i) that G(u) maps V, into V61SM. We identify A with 
the submanifold A - o of X. 
LEMMA 10.1. The restriction F -+ F / A is a bijection of P(X) onto 
9(A). 
If F E $9(X) then F(k) = 6(h) F( ) a so i is satisfied and the restric- ( ) 
tion map is one-to-one. Put f(x) = Tr(F(x)). By Proposition 3.1, 
f~ 23+(X), F =f* and by [8(g), Theorem 4.41, 
F(a) = w-1 
s @,(h 4J(4 I c(W” La. (1) u* 
Fix a unit vector q, E V,“; then for each o E I’, , f(h)u = (f(X)v, v,,) a, 
and it follows from [g(h), Lemma 4.2, Theorem 4.51 that the function 
(W, 4 00 > vo> Pth3 UP@) is smooth and even on A. Then (1) 
implies that condition (ii) is verified. 
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Conversely, let @ E P(A) and define F on X by 
F(ka . 0) = S(k) @(a), kEK, aEA. 
Condition (i) implies that F is well defined. In fact if a + e and ka * o = 
k,a, . o then ka2k-l = k,a12ky1 so k,lk = k, lies in the Weyl group and 
a, = &. Then 
6(k,) @(al) = 6(k) 6(k;‘) @(al) = 6(k) @(a). 
It remains to prove that F is smooth. Let S be the unit sphere in p 
and fix HO E a n S. The map KM --+ Ad(k) H,, , where Ad denotes the 
adjoint representation identifies K/M with S so we have the Hilbert 
space decomposition 
where a(S), is the set of K-finite functions on S of type 6. Then 
dim 6’(S), = d(6) dim V, M = d(6) so B(S), is irreducible under K. If H 
denotes the space of harmonic polynomial functions on p the restriction 
p +p 1 S is a one-to-one map of H into b(S) and a(S), is the image 
under this map of a subspace of the space HP(~) of homogeneous harmonic 
polynomials of degree p(S). We take this subspace of El*@) as our space 
V, . The maps 
ZE v,-+er 1 SEcqS)~, 
VE V,-thES(S), (where h(Ad(k) H,,) = (w, S(k) v,,)) 
both commute with the action of K so must by Schur’s lemma be 
proportional; thus for a constant cd 
+d(k) 6,) = cdv, V) Q>, veV8,kEK. 
If v’ E V6 we have 
(a’, F(ka . o)v) = (o’, 6(k) @(a)v) 
= (q, , @(a)w)(v’, S(k) q,) = c;‘(q, , @(a)o) u’(Ad(k) I-I,,) 
= c(q, , p(log a)+‘@) @(a)v) s’(Ad(k) log a), 
where c is another constant. The scalar function (w,, , p(log u)-P(~) @(a)~> 
on A is by (ii) W-invariant so extends to a smooth K-invariant function 
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& on X (this holds for X of any rank by a Taylor series argument). It 
follows that if Exp: p -+ X is the exponential mapping, 
(w’, F(Exp X)v) = c&(Exp X) o’(X), XEP 
so F is smooth and the lemma is proved. 
Putting, as in [8(h), Sect. 41, 
‘u,,,(x) = s, e(iA+Q)(A(zzkM))(wo ) 6(k) woo> dk 
we have the following consequence of [8(g), Theorems 3.1, 4.4, 
Lemma 5.11 (dx = d(a) da dk if x = Ka - 0). 
COROLLARY 10.2. The mapping F -+ p given by 
P(h) = 20-l S, Y-A,&z) F(a) d(a) da 
is a bijection of 9*(A) onto *?P(a*) with inverse 
F(a) = w-1 J-• conj Y-‘_,,,(a) P(X) 1 c(A)l-” A 
Here conj denotes complex conjugation. Taking traces on both sides 
we obtain an integral transform in one variable with a hypergeometric 
function as kernel. Let 
&(A, a) = J$P~,,,(a * o) p(log a)-*@) Q”(A)-‘, 
$(a) = Tr(F(u)) p(log a)-*@), &A) = Tr(fl(A)) Q6(h)-l 
P(a) = p(log a)2p(6) d(u), c*(h) = c(h) Q”(-A)-l. 
Here Y-A+, is explicitly expressible by means of the hypergeometric 
function [8(h), Theorem 4.51. The functions d(a) and c(h) are also 
explicitly known in terms of the multiplicities of the restricted roots a 
and 2a of X. 
Now Corollary 10.2 can be restated: 
COROLLARY 10.3. The mupping d(a) -+ &A), where 
&4 = iA KG, 4 464 44 da 
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is a bijection of the space of ewen functions in 9(A) onto the space of even 
functions on a* which extend to entire functions of exponential type on a,*. 
The inverse is given by 
4(a) = jae &(A a)- k3 I cbW2 a- 
If 6 is the identity representation of K, this is of course just the 
spherical transform. 
11. THE EUCLIDEAN CASE 
While the classical Paley-Wiener theorem characterizes the Fourier 
transforms 3(c, ,..., 5,) of the functions f E Q(R”) as entire functions 
of exponential type in the n complex variables & we might in analogy 
with [8(g), Th eorem 8.31 ask for a characterization in terms of the 
variables h E R, w E Rn, 1 w 1 = 1 when we write the Fourier transform 
off ELM in polar coordinate form, 
J&J) = jJ(X) e-i"("*")dx. (1) 
Here (x, w) denotes the inner product on Rn. 
THEOREM 11.1. The mapping f -+ f maps 9(Rn) onto the set of 
functions +(h, ok) E C"(R x 9-l) satisfying 
(i) For each w, the function X +I#, W) extends to a holomorphic 
function on C such that there exists a constant A > 0 for which 
sup 1 $(A, w)] (1 + 1 x I)” eA”mn’ < co 
&C&J 
for each integer N E 2. 
(ii) If Pk is a homogeneous polynomial of degree k 2 0 then the 
function 
has the property that &(X) h-” is even and holomorphic on C. 
Proof. If f E B(R") then (i) obviously holds for the function C$ = 3. 
DUALITY FOR SYMMETRIC SPACES 215 
Also dkf/dhk at h = 0 is a homogeneous kth degree polynomial in 
Wl ,‘“, w, so (ii) is obvious. 
Conversely, suppose 4 satisfies (i) and (ii). We define f by 
fk) = @n)-” !‘,+,,.I +(A, co) eid(rsw)Xn-l & &,, (2) 
where R+ denotes the set of positive real numbers. Now we expand 
$(A, w) in spherical harmonics 
$(A, w) = c c %x(4 &n(w). 
O<l l<rn<d(l) 
Here S, (1 < m < d(Z)) . is an orthonormal basis of the eigenspace of 
the Laplacian on P-l for eigenvalue --1(1+ n - 2); the S, are 
restrictions to P-l of homogeneous polynomials on R” of degree 1. 
Clearly f E C”(R”) so since the assumptions for 4 are invariant under 
rotation of o it suffices to prove that f (r, O,..., 0) = 0 for r E R suffi- 
ciently large. It is well known (cf. Bochner [l, p. 371) that 
(3) 
where cl,m,n is a constant. The theorem will therefore follow if we prove 
that 
s 
m q,,&l)(X~)'-'""' Jl+(n,2)-l(h~) A”-’ dh = 0, Y > A. (4) 
0 
Assuming first that f is a radial function, f(x) = F(\ x I), (1) takes 
the form (withf((5) = F(I 5 I)), 
$“(A) = (2~r)-~‘* A-(n’2)+1 
I 
m F(Y) Jtn,2)-1(X~) Y~'~ dr. 
0 
Suppose P extends to an entire function on C satisfying for each N E Z 
zg 1 P(A)1 (1 + I X I)” e-A”mA’ < co. (5) 
Then 
F(Y) = 0 for r>A. (6) 
For this we follow a method of Ludwig [16, p. 581. Since p is even, 
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F(h) = g(h2), where g is entire and we can define an entire function G 
on Cn by 
G(5) = G(5, ,.a., r,> = g(L2 + .** + 5n2). (7) 
If x2 = &2 + **a + cn2 it is easy to see that 
1 Im h 1 < (I Im & 1’ + a** + (Im 5, I”)““. 
Denoting the right-hand side by 1 Im 5 ] we see from (5) and (7) that 
and for f E R”, 
I G(5)1 = lfl(l 5 111 < C2U + I 5 IF, (9) 
where C, and C, are constants. Sincef([) = G(t), (8) and (9) imply by 
the Paley-Wiener theorem [18], that f(x) = F(l x I) = 0 for ) x 1 > A. 
Now we drop the assumption that f is radial. Because of (ii), the 
coefficient arm(X) has the property that al,(h) h-l is even and holomorphic 
on C and by (i) it satisfies condition (5) for F. Now write the expression 
in (4) as rr times 
Y-((~“)+‘)+’ f” (azm()o A-“) Jz+(n,2)-l(h~) A(la”)+’ dA. (10) 
JO 
But up to a constant factor this is the Fourier transform in Rn+21 of the 
radial function E given by 
459 = %m(l f I) I E I--) (5 E Rn+2z). 
But since (5) * (6) we conclude that (4) holds so the theorem is proved. 
12. THE SPHERICAL PRINCIPAL SERIES 
Following the notation of Section 6 we discuss briefly the spherical 
principal series of G and the irreducibility question for the eigenspace 
representations on the horocycle space E = G/MN. 
For h E a,* let X, denote the space of complex-valued measurable 
functions 4 on G satisfying the conditions 
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(i) #(gam n) = e(i+-p)(losa)lfr(gmn), 
(ii) JK I $(k)12 dk < 00. 
Then L& is a Hilbert space, the norm being the square root of the 
expression in (ii). Putting (T*(g) #)(x) = #(g-lx) we have a representation 
7A of G on X, . The family TV (X E a,*) is called the spherical principal 
series. According to [8(e), p. 1141, r,, is irreducible if and only if X and --h 
are both simple. Thus we have 
THEOREM 12.1. The representation 7A of the spherical principal series 
is irreducible if and only if 
e(A) e(-A) # 0. 
We now explain how this result is equivalent to the irreducibility 
criterion of Kostant [14(b), p. 6311 or [14(a), p. 3211, which for complex 
G had been proved by Parthasarathy, Ranga Rao and Varadarajan [19]. 
Kostant considers the space SAW of K-finite functions in X, and the 
associated representation dTA of U(g) on SArn. For each Q! E Z,,+ let 
I, C R be the interval / t / < m,/2 if 2a $ Z+ and / t / < m,/2 + 1 if 
201 E Z+. Also define 
Kostant then proves that dTA is not (algebraically) irreducible if and 
only if there exists a root 01 E L’s+ such that 
(1) (i4 4 4.4 , 
(2) (iA, CIJ - Z, E n,Z. 
Using the poles of the Gamma function, its duplication formula, 
and the fact that if (Y and 201 are both restricted roots then their respective 
multiplicities are even and odd, one verifies that the h satisfying condi- 
tions (1) and (2) are the solutions to the equation e(h) e(-A) = 0. For 
complete agreement with Theorem 12.1 one now recalls Harish-Chandra’s 
basic result [7(a), p. 2281 which insures a priori that &A is algebraically 
irreducible if and only if T,, is irreducible. Our method, being analytic, 
does not require this result nor does it require our weight-theoretic 
parametrization of the finite-dimensional spherical representations 
[8(c), (e)], whereas Kostant’s method uses the analogous parametrization 
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for the complexification G, . However, our proof of Theorem 6.1 for 
the rank 1 case [8(e), p. 1321 d’d 1 re q uire Bruhat’s irreducibility criterion. 
A direct proof (using the explicit formula for @(‘))) has been found by 
J. Dadok. 
For each A E aC* let g,+‘(E) denote the joint distribution eigenspace of the 
operators D E D(G/MN) containing the function gMN -+ e(iA-b)(H(g)), 
and ?, the natural representation of G on gA’(B). From [8(e), p. 1121 
we deduce, 
COROLLARY 12.2. The eigenspace representation ?,, is irreducible iJ and 
only if 
e(A) e(-A) # 0. 
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