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Abstract
Plasmonic nanostructures significantly improve the performance of photoconductive devices (PCDs) in generating
terahertz radiation. However, they are geometrically intricate and result in complicated electromagnetic (EM) field
and carrier interactions under a bias voltage and upon excitation by an optical EM wave. These lead to new challenges
in simulations of plasmonic PCDs, which cannot be addressed by existing numerical frameworks. In this work, a
multiphysics framework making use of discontinuous Galerkin (DG) methods is developed to address these challenges.
The operation of the PCD is analyzed in stationary and transient states, which are described by coupled systems of the
Poisson and stationary drift-diffusion (DD) equations and the time-dependent Maxwell and DD equations, respectively.
Both systems are discretized using DG schemes. The nonlinearity of the stationary system is accounted for using the
Gummel iterative method while the nonlinear coupling between the time-dependent Maxwell and DD equations is
tackled during time integration. The DG-based discretization and the explicit time marching help in handling space
and time characteristic scales that are associated with different physical processes and differ by several orders of
magnitude. The accuracy and applicability of the resulting multiphysics framework are demonstrated via simulations
of conventional and plasmonic PCDs.
Index Terms
Discontinuous Galerkin method, electromagnetic waves, multiphysics, optoelectronic devices, nanostructured
photoconductive device, semiconductor device simulation.
I. INTRODUCTION
In recent years, electromagnetic (EM) systems operating at terahertz (THz) frequencies have found applications
in various fields ranging from wireless communication to non-destructive testing [1], [2]. One of the fundamental
challenges in developing these systems is implementing efficient THz sources and detectors. Plasmonic photocon-
ductive devices (PCDs) have become one of the most promising candidates to address this challenge because of their
dramatically increased optical-to-THz conversion efficiency [3]–[7]. While the experimental research on fabrication
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2of plasmonic PCDs has progressed remarkably in the recent years, there is still room for significant improvement
in formulating and implementing numerical methods for rigorous and accurate simulation of this type of devices.
Challenges in simulation of PCDs stem from the fact that their operation relies on strongly coupled and simul-
taneously occurring multiple physical processes. A PCD incorporates a photoconductive semiconductor device that
is biased under an external applied voltage. Upon excitation by an optical EM wave, this semiconductor device
generates carriers and produces THz currents [3], [4]. Therefore, the operation of the PCD can be analyzed in
two stages: (1) a stationary state corresponding to the non-equilibrium state of the semiconductor device under the
bias voltage, and (2) a transient stage describing the dynamic processes after the optical EM wave impinges on
the device. The stationary state is a result of the interaction between the static electric field and the carriers and
is mathematically described by a coupled system of the Poisson equation and the stationary drift-diffusion (DD)
equations. At the transient stage, several coupled processes happen simultaneously: EM field/wave interactions
(propagation and scattering), carrier generation and recombination, and carrier drift and diffusion. This stage is
mathematically described by a coupled system of the time-dependent Maxwell and DD equations. Because of the
strong nonlinear coupling between these two sets of equations, accurate modeling of the transient stage calls for a
multiphysics solver operating in time-domain.
Characteristic space and time scales of the various physical interactions listed above differ by several orders
of magnitude. Space scales change from ∼ 10 nm (Debye length) to ∼ 1 µm (geometrical dimensions of the
device). Furthermore, plasmonic nanostructures and localized plasmon modes generated on them make the space
scale even more complicated. Time scales are determined by the carrier dynamics (including the advection and
diffusion motions) and the EM wave interactions. These two scales typically differ by ∼ 3 orders of magnitude.
This multiscale nature of the physical interactions involved in the PCD operation requires highly flexible spatial
and temporal discretization techniques.
Several numerical methods have been developed for simulating PCDs. For conventional PCDs (PCDs without
plasmonic nanostructures), the finite difference time-domain (FDTD) method has been extensively used [8]–[10].
These schemes solve the time-dependent Maxwell and DD equations to account for carrier dynamics and the THz
EM wave radiation of the attached THz antenna, respectively, while the carrier generation due to the optical EM
wave excitation is taken into account using a closed-form analytical expression (the optical EM wave interactions
are not simulated). It has been shown in [9], [10] that the results obtained using this approach match experimental
results well for conventional PCDs. For a plasmonic PCD, the nanostructures introduced on top of or inside the
semiconductor region produce highly localized and strong EM fields resulting in a significantly increased carrier
generation and an enhanced optical-to-THz conversion efficiency. However, nanostructures also result in strong
scattering of the optical EM wave, making the analytical expression used for carrier generation rate inaccurate.
In addition, the geometrically complicated metallic nanostructures and the resulting spatially fast varying plasmon
modes cannot be discretized and accounted for accurately using an orthogonal FDTD grid (unless an extremely
fine grid, which would prohibitively increase the computational requirements, is used).
Methods other than FDTD are also developed for simulating conventional PCDs [11]–[14]. In [11], [12], the
frequency-domain optical EM field is used to compute the (time-modulated) carrier generation and the transient
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3carrier response is simulated using a coupled Poisson-DD solver. In [13], an equivalent circuit model is used to
predict the optical-to-THz conversion efficiency. In [14], the semiconductor device is treated as a circuit attached
to a THz antenna, on which the THz EM wave radiation are accounted for using a discontinuous Galerkin time-
domain (DGTD) scheme. Even though these approaches have been shown to be efficient for the simulation of
conventional PCDs, they cannot be used for simulating plasmonic PCDs since the approximations involved in their
formulation and implementation do not allow for accurate modeling of the optical EM wave/field interactions on
the nanostructures.
To simulate plasmonic PCDs, numerical frameworks that rely on the finite element method (FEM) have been
developed [15], [16]. FEM, thanks to its capability to operate on unstructured meshes, can accurately account for the
EM field interactions on the metallic nanostructures. These frameworks compute the space distribution of the carrier
generation using the EM field distribution obtained by a frequency-domain FEM. The time dependency of the carrier
generation is assumed to be a pulse with a closed-form analytical expression. Then the carrier generation (which
is now assumed to be known in space and time) is fed into the time-domain simulation of carrier dynamics. Even
though the EM field interactions on metallic nanostructures are accurately accounted for with this approach, the
nonlinear two-way coupling between the EM interactions and carrier dynamics is not fully considered. Furthermore,
the space-charge screening effect, i.e., the fact that separation of electrons and holes induces a polarization vector
that cancels the electric field, which results from the time-dependent behavior of the carrier distributions, is not
captured by this approach.
In this work, we propose a multiphysics framework that makes use of discontinuous Galerkin (DG) methods [17]–
[19] to simulate plasmonic PCDs. This framework does not suffer from the shortcomings of the previously-developed
methods as briefly described above. Following the two stages of the PCD operation, the semiconductor device is
numerically modeled also in two stages: The stationary state is described by a coupled system of the (nonlinear)
Poisson equation and the bipolar DD equations. This coupled system is solved iteratively using the Gummel method
and the linearized set of equations at each iteration are discretized using (stationary) DG schemes [20]–[22]. The
transient stage is described by a nonlinearly coupled system of the time-dependent Maxwell and DD equations.
This coupled system is discretized using DGTD schemes [18], [23]–[25], where the nonlinear coupling between
the two sets of equations is fully taken into account during the time integration. In this numerical framework, we
prefer to use DG-based discretization because (i) it provides high flexibility in meshing (just like FEM), (ii) it
allows for explicit time integration (just like FDTD), (iii) it permits easy implementation of high-order (spatial)
basis functions and high-order time integration schemes, and (iv) non-conformal meshes, adaptive hp-refinement,
and local time stepping can be used to further reduce computational costs. These properties make DG methods very
suitable for multiphysics and multiscale simulations [18], [19], [26]–[28]. Explicit time integration, which is enabled
by the use of DG-based discretization, equips the resulting multiphysics framework with several advantages: (i) The
nonlinear coupling between the Maxwell and DD equations can be easily and fully implemented. (ii) Each set of
equations can use their own time-step size. Note that using a global time-step size would unnecessarily increase the
computational requirements due to the large difference between the characteristic time scales of the Maxwell and
DD equations. (iii) Since the explicit time integration does not require any matrix inversion, it can be parallelized
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The rest of the paper is organized as follows. Section II-A describes the physical processes involved in the
operation of the plasmonic PCDs and presents the systems of equations that are used to mathematically model
them. Section II-B details the numerical schemes that are used for discretizing these systems and solving the
resulting matrix equations. Some comments about the formulation and implementation are presented in Section II-C.
Section III demonstrates the accuracy, the efficiency, and the applicability of the proposed numerical framework via
numerical examples. Finally, Section IV summarizes the work described in the paper and presents several future
research directions.
II. FORMULATION
A. Physical and Mathematical Description
The semiconductor most commonly used in PCD designs is the low-temperature grown gallium arsenide (LT-
GaAs). LT-GaAs has an electron trapping time of less than 1 ps and a direct optical band gap of 1.42eV. It can
“absorb” optical EM energy and generate carriers with a lifetime shorter than 1 ps. Two conductive electrodes are
deposited on the semiconductor substrate. A bias voltage, which is applied to these electrodes, drives the carriers
towards them, resulting in a THz current. Consequently, the electrodes act as a current source attached to a THz
antenna. For a conventional PCD, the optical-to-THz conversion efficiency is limited by the amount of absorbed
optical EM energy, which is usually small due to the high refractive index of the semiconductor layer.
Plasmonic PCDs utilize metallic nanostructures to increase the optical-to-THz conversion efficiency. These
nanostructures are designed to introduce plasmon modes with resonances around the operating frequency of the
optical EM wave excitation. Highly localized and strong EM fields associated with these modes significantly
increase the carrier generation inside the semiconductor layer. In addition to introducing the plasmon modes, the
nanostructures, which are either placed between the electrodes or etched on to them [3]–[5], change the static electric
field distribution. For the latter case, they act as a part of the electrode they are attached to and effectively reduce
the distance between the carriers and the electrodes. Both of these effects significantly change the current [6], [29].
Therefore, the nanostructures are designed not only to generate strong localized EM fields, but also to maximize
the overall current response. We also should mention here that the impedance mismatch between the semiconductor
device (acting as the current source) and the THz antenna is not as critical as the current generation rate in terms
of PCDs performance [3], [6], [15].
Mathematical modeling of a PCD has to account for carrier dynamics, EM interactions, and their nonlinear
coupling. While Maxwell equations are used to describe EM interactions, various models ranging from semi-classical
to full-quantum approaches have been developed to describe carrier dynamics. For PCDs, the semi-classical DD
model can be used accurately since the device size (∼ 10µm) is far larger than the mean free path of the carriers
(∼0.01µm) [10], [30], [31]. In this work, we prefer to use the bipolar DD equations since they can account for the
difference in the physical parameters associated with electrons and holes and allow for modeling the space-charge
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5screening effect. Thus, carrier dynamics and EM interactions that happen on a PCD are mathematically described
by the following coupled system [30]–[35]
µ(r)∂tH(r, t) = −∇×E(r, t) (1)
ε(r)∂tE(r, t) = ∇×H(r, t)− [Je(r, t) + Jh(r, t)] (2)
q∂tnc(r, t) = ±∇ · Jc(r, t)− q[R(ne, nh)−G(E,H)] (3)
Jc(r, t) = qµc(E)E(r, t)nc(r, t)± qdc(E)∇nc(r, t). (4)
Here, r is the location vector, subscript c ∈ {e, h} represents the carrier type and hereinafter the upper and
lower signs should be selected for electron (c = e) and hole (c = h), respectively, E(r, t) and H(r, t) are the
electric and magnetic field intensities, ε(r) and µ(r) are the dielectric permittivity and permeability, ne(r, t) and
nh(r, t) are the electron and hole densities, Je(r, t) and Jh(r, t) are the current densities due to electron and
hole movement, R(ne, nh) and G(E,H) are the recombination and generation rates, µe(E) and µh(E) are the
field-dependent electron and hole mobilities, de(E) = VTµe(E) and dh(E) = VTµh(E) are the electron and hole
diffusion coefficients, respectively. Here, VT = kBT/q is the thermal voltage, kB is the Boltzmann constant, and
T is the absolute temperature.
In this work, we use the trap assisted recombination described by the Shockley-Read-Hall model [22], [30], [31]
R(ne, nh) =
ne(r)nh(r)− n2i
τe[nh1 + nh(r)] + τh[ne1 + ne(r)]
(5)
where ni is the intrinsic carrier concentration, τe and τh are the carrier lifetimes, and ne1 and nh1 are model
parameters related to the trap energy level. The generation rate G(E,H) is a function of the optical EM fields
and is introduced below in (6). The parallel-field dependent mobility model [10] is used to account for the field-
dependency and velocity-saturation for a more accurate prediction of the generated THz current (mobility affects
the carrier drift velocity, which in return has a big impact on the current).
The bias voltage is applied to the electrodes continuously throughout the operation of the device. Before the
optical EM wave excitation is turned on, the device is under a non-equilibrium stationary state [22]. When the
EM wave impinges on the device, carriers are generated. However, the density of these carriers is several orders
of magnitude smaller than the doping concentration and the stationary state of the device is assumed to be only
weakly perturbed by the optical EM wave excitation. Therefore, field intensities and carrier and current densities
are separated into stationary and transient components as E(r, t) = Es(r) +Et(r, t), H(r, t) = Hs(r) +Ht(r, t),
nc(r, t) = n
s
c(r) + n
t
c(r, t), Jc(r, t) = J
s
c(r) + J
t
c(r, t), respectively. Here, the superscript “s” and “t” stands
for stationary and transient components, respectively. Similarly, the recombination rate in (3) is decomposed into
stationary and transient components as R(ne, nh) = Rs(nse, n
s
h) + R
t(nte, n
t
h) [9]. Since the static electric field
component is at least two orders of magnitude stronger than its transient counterpart, |Es(r)|  |Et(r, t)|, it is
assumed that mobility is only a function of Es(r), i.e., µc(E) ≈ µc(Es), c ∈ {e, h}.
The generation rate in (3) is defined as [30]
G(Et,Ht) =
ηαλ
hc
∣∣Et(r, t)×Ht(r, t)∣∣ (6)
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6where λ is the wavelength of the optical EM wave excitation, α is the photon absorption coefficient, η is the quantum
yield, h is the Planck constant, and c is the light speed. We should emphasize here that G(Et,Ht) depends only on
the transient EM fields Et(r, t) and Ht(r, t) that are generated on the PCD due to the optical EM wave excitation
and include the effect of all transient EM interactions.
Following the discussion above, the coupled of system of time-dependent Maxwell and DD equations in (1)-(4)
is effectively decomposed into two coupled sets of equations. The stationary components of the variables (the ones
with superscript “s”) satisfy a coupled system of Poisson and stationary DD equations. This is the first equation
system and it reads
∇ · [ε(r)Es(r)] = q[C(r) + nsh(r)− nse(r)] (7)
∇ · Jsc(r) = ±qRs(nse, nsh) (8)
Jsc(r) = qµc(E
s)Es(r)nsc(r)± qdc(Es)∇nsc(r) (9)
where C(r) is the doping concentration. Eliminating the stationary components in (1)-(4) yields a reduced coupled
system of Maxwell and DD equations. This is the second equation system and it reads
µ(r)∂tH
t(r, t) = −∇×Et(r, t) (10)
ε(r)∂tE
t(r, t)=∇×Ht(r, t)−[Jte(r, t) + Jth(r, t)] (11)
q∂tn
t
c(r, t)=±∇ · Jtc(r, t)−q[Rt(nte, nth)−G(Et,Ht)] (12)
Jtc(r, t) = qµc(E
s)([Es(r) +Et(r, t)]ntc(r, t) +E
t(r, t)nsc(r, t))± qdc(Es)∇ntc(r, t). (13)
Equations (10)-(13) are a strongly-coupled nonlinear system. In (12), G(Et,Ht) leads to an exponential increase
in carrier densities. In (13), carriers are driven by both Et(r, t) and Es(r). The carrier motion produces the free
current densities Jte(r, t) and J
t
h(r, t), which contributes to the EM wave/field interactions described by (10)-(11).
In return, these EM wave/field interactions, change G(Et,Ht). We should also note here that Rt(nte, n
t
h) is also a
nonlinear function, which becomes significant when carrier densities are high, balancing the carrier generation.
B. The Multiphysics DG Solver
A complete simulator for numerical characterization of PCDs consists of a stationary scheme that solves the
Poisson-DD system (7)-(9) and a time-domain scheme that solves the Maxwell-DD system (10)-(13). The stationary
solutions are used as inputs to the time-domain scheme. The stationary scheme uses the Gummel iteration method
to take the nonlinearity into account. The linearized set of equations that needs to be solved at every iteration of
this method is discretized using a stationary DG scheme. For details, we refer the reader to [22]. In the rest of this
paper, we focus on the time-domain scheme proposed to solve the Maxwell-DD system (10)-(13).
1) Nonlinear Coupling: To integrate the time-dependent Maxwell-DD system in time, we use an explicit scheme.
To account for the difference in the characteristic time scales of the EM interactions and the carrier dynamics in an
efficient manner, the Maxwell and DD equations are updated using two different time-step sizes. More specifically,
since the carrier response is much slower than the time variation of the EM waves/fields, the DD equations are
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7Fig. 1. Time integration of the Maxwell-DD system.
updated using a larger time-step size. The nonlinear coupling between the two equation sets is accounted for by
alternately feeding the updated solutions into each other.
This time marching scheme is shown in Fig. 1, where the time-step size for the DD equations is assumed to be
twice the step size for the Maxwell equations for illustration purposes. Let us suppose that two equation systems
are updated separately using two different time integration schemes (to be discussed in the next section) and
denote the time steps and step sizes of the Maxwell and DD systems with {T , ∆T} and {T ′, ∆T ′}, respectively.
We should note here that, in what follows, subscripts T and T ′ mean that the variables they are attached to are
computed/sampled/updated at t = T and t = T ′, respectively.
Let us assume that the time steps of the two systems are synchronized at time T = T ′. First, EM fields
{Et,T−∆T ,Ht,T−∆T } and {Et,T ,Ht,T } are used in (6) to compute the generation rates GT−∆T and GT , re-
spectively. The generation rate is averaged over times T − ∆T and T , i.e., G˜T = (GT−∆T + GT )/2. Carrier
densities nt,T
′−∆T ′
c are used in (5) to compute the recombination rate R
t,T ′−∆T ′ . Then, G˜T and Rt,T
′−∆T are
used together in (12) to update nt,T
′
c (from step T
′ − ∆T ′ to T ′). Then, nt,T ′c are used in (13) to compute the
current densities Jt,Tc and J
t,T+∆T
c . J
t,T
c and J
t,T+∆T
c are used in (11) to update the Maxwell equations at steps T
and T +∆T to produce {Et,T+∆T ,Ht,T+∆T } and {Et,T+2∆T ,Ht,T+2∆T }, respectively. The time steps of the two
systems match again at time T + 2∆T = T ′ + ∆T ′, G˜T+2∆T = (GT+∆T +GT+2∆T )/2 and Rt,T
′
are computed
using {Et,T+∆T ,Ht,T+∆T } and {Et,T+2∆T ,Ht,T+2∆T } and nt,T ′c , respectively, and the process described here
is repeated.
2) Discretization: The time-dependent DD and Maxwell equations [(12)-(13) and (10)-(11), respectively] are
discretized using DG schemes in time-domain. We start the description of discretization with the DD equations (12)-
(13). Since the electron and hole DD equations only differ by the sign in front of the drift term, we only discuss
the electron DD equation. Also we note that we drop the subscript “e” (meaning electron) and the superscript
“t” (meaning transient) from the variables to simplify the notation. Since Es(r) is provided as an input to the
time-domain simulation, variables that are functions of it are assumed to change with r only. Furthermore, as the
three drift terms in (13) are treated in the same way, for brevity, we combine them under one term that is denoted
by v(r, t)n(r, t). Under those notation simplifications, the electron DD equations (12)-(13) are expressed as the
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8following initial-boundary value problem (IBVP)
∂tn(r, t) = ∇ · [d(r)q(r, t)] +∇ · [v(r, t)n(r, t)]−R(r, t), r ∈ Ω (14)
q(r, t) = ∇n(r, t), r ∈ Ω (15)
n(r, t) = fD(r), r ∈ ∂ΩD (16)
nˆ(r) · [d(r)q(r, t) + v(r, t)n(r, t)] = fR(r), r ∈ ∂ΩR. (17)
Here, q(r, t) is an auxiliary variable introduced to reduce the order of the spatial derivative in the diffusion term,
R(r, t) ≡ Rt(nte, nth) − G(Et,Ht), ∂ΩD and ∂ΩR represent the surfaces where Dirichlet and Robin boundary
conditions are enforced and fD and fR are the coefficients associated with these boundary conditions, respectively,
and nˆ(r) denotes the outward normal vector ∂ΩR. For the problems considered in this work, ∂ΩD represents the
electrode/semiconductor interfaces and fD = 0; and ∂ΩR represents the semiconductor/insulator interfaces and
fR = 0 indicating no carrier spills out those interfaces [36].
To facilitate the numerical solution of the IBVP described by (14)-(17), Ω is discretized into K non-overlapping
tetrahedrons. The volumetric support of each of these discretization elements is represented by Ωk, k = 1, . . . ,K.
Let ∂Ωk and nˆ(r) denote the surface of Ωk and the outward unit vector normal to ∂Ωk, respectively. Hereinafter,
the nodal expansion [18] is used. Testing (14) and (15) with Lagrange polynomials, `i(r), i = 1, . . . , Np [18], on
element k and applying the divergence theorem yield the weak form∫
Ωk
∂tnk(r, t)`i(r)dV = −
∫
Ωk
R(r, t)`i(r)dV −
∫
Ωk
d(r)qk(r, t)·∇`i(r)dV +
∮
∂Ωk
nˆ(r)·(dq)∗`i(r)dS
−
∫
Ωk
v(r, t)nk(r, t)·∇`i(r)dV +
∮
∂Ωk
nˆ(r)·(vn)∗`i(r)dS (18)∫
Ωk
qνk(r, t)`i(r)dV = −
∫
Ωk
nk(r, t)∂ν`i(r)dV +
∮
∂Ωk
nˆν(r)n
∗`i(r)dS. (19)
Here, Np = (p+1)(p+2)(p+3)/6 is the number of interpolation nodes, p is the order of the Lagrange polynomials
and ν ∈ {x, y, z} is used for identifying the components of the vectors in the Cartesian coordinate system. We note
here nk(r, t) and qk(r, t) denote the local solutions on element k and the global solutions on Ω are the direct sum
of the local solutions.
In (18) and (19), n∗, (dq)∗, and (vn)∗ are numerical fluxes “connecting” element k to its neighboring elements.
The variables involved in the definition of the numerical fluxes reside on the interfaces between elements and their
explicit dependencies on k, r, and t are dropped to simplify the notation. For the diffusion term, the local DG
(LDG) alternate flux [20] is used for n∗ and (dq)∗. For the drift term, the local Lax-Friedrichs flux [18] is used
for (vn)∗. On the surfaces of the element, they are defined as
n∗ = {n}+ 0.5βˆ · nˆ [[n]]
(dq)
∗
= {dq} − 0.5βˆ(nˆ · [[dq]])
(vn)
∗
= {vn}+ αnˆ [[n]] .
Here, “average” and “jump” operators are respectively defined as {} = 0.5(− + +) and [[]] = − − +,
where  is a scalar or a vector variable. Superscripts “-” and “+” refer to variables defined in element k and
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9in its neighboring element, respectively. The vector βˆ determines the upwind direction of n and (dq). In LDG,
it is essential to choose opposite directions for n and (dq) (note the sign difference in the definitions above),
while the precise direction of each variable is not important [18], [20], [37]. In this work, we choose βˆ = nˆ on
each element surface. The local Lax-Friedrichs, with α = max(|nˆ · v−|, |nˆ · v+|)/2 [18], mimics the path of the
information propagation. On ∂ΩD, n∗ = fD, (dq)∗ = (dq)− and (vn)∗ = v−fD, and on ∂ΩR, n∗ = n− and
(dq)∗ + (vn)∗ = fR. We note that (dq)∗ and (vn)∗ are not assigned independently on ∂ΩR.
nk(r, t) and qνk(r, t) are expanded using Lagrange polynomials `i(r) [18]
nk(r, t) '
Np∑
i=1
nk(ri, t)`i(r) =
Np∑
i=1
nk,i(t)`i(r) (20)
qνk(r, t) '
Np∑
i=1
qνk(ri, t)`i(r) =
Np∑
i=1
qνk,i(t)`i(r) (21)
where ri, i = 1, . . . , Np, denote the locations of the interpolation nodes, nk,i(t) and qνk,i(t), ν ∈ {x, y, z}, k =
1, . . . ,K, are the unknown coefficients to be solved for. Substituting (20) and (21) into (18) and (19), we obtain
the semi-discretized form
M¯k∂tN¯k(t) = C¯kN¯k(t) + C¯kk′N¯k′(t) + D¯kd¯kQ¯k(t) + D¯kk′ d¯k′Q¯k′(t)− B¯nk (t) (22)
M¯qk Q¯k(t) = G¯kN¯k(t) + G¯kk′N¯k′(t) + B¯
q
k (23)
where the unknown vectors are defined as N¯k(t) = [nk,1(t), ..., nk,Np(t)]
T and Q¯k(t) = [Q¯xk(t), Q¯
y
k(t), Q¯
z
k(t)]
T ,
with Q¯νk(t) = [q
ν
k,1(t), ..., q
ν
k,Np
(t)], ν ∈ {x, y, z}.
In (22)-(23), M¯k and M¯
q
k are mass matrices. M¯
q
k is a 3×3 block diagonal matrix with blocks M¯k. M¯k is defined
as
M¯k(i, j) =
∫
Ωk
`i(r)`j(r)dV, i, j = 1, . . . , Np.
d¯k is a diagonal matrix with entries d1, ..., dK , where dk = (dxk, d
y
k, d
z
k) and d
ν
k(i) = dk(ri), i = 1, ..., Np,
ν ∈ {x, y, z}. We note that d(r) is assumed isotropic and constant in each element. Matrices G¯k and G¯kk′ , and
D¯k and D¯kk′ correspond to the gradient and the divergence operators, respectively. For the LDG flux, D¯k = −G¯Tk
and D¯kk′ = −G¯Tkk′ . G¯k is a 3Np ×Np matrix and it has contributions from the volume and surface integral terms
on the right hand side of (19): G¯k = GVk +G
S
k, G¯
V
k =
[
S¯xk S¯
y
k S¯
z
k
]T
, G¯Sk =
[
L¯xk L¯
y
k L¯
z
k
]T
, where
S¯νk (i, j) = −
∫
Ωk
∂ν`i(r)`j(r)dV
and
L¯νk(i, j) =
1 + sign(βˆ · nˆ)
2
θk(j)
∮
∂Ωkk′
nˆν(r)`i(r)`j(r)dS.
Here, ∂Ωkk′ denotes the interface connecting element k and k′ and θk(j) selects the interpolation nodes on the
interface
θk(j) =

1, rj ∈ Ωk, rj ∈ ∂Ωkk′
0, otherwise
.
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Matrix G¯kk′ corresponds to the surface integral term in (19), which involves the unknowns from neighboring
elements of element k: G¯kk′ =
[
L¯xk′ L¯
y
k′ L¯
z
k′
]T
, where
L¯νk′(i, j) =
1− sign(βˆ · nˆ)
2
θk′(j)
∮
∂Ωkk′
nˆν(r)`i(r)`j(r)dS.
Similarly, matrix C¯k has contributions from the fourth term (the volume integral) and the fifth term (the surface
integral) on the right hand side of (18): C¯k = C¯Vk + C¯
S
k , where
C¯Vk (i, j) = −
∑
ν
∫
Ωk
vν(r, t)∂ν`i(r)`j(r)dV
and
C¯Sk (i, j) = θk(j)
∮
∂Ωkk′
[
1
2
∑
ν
nˆν(r)vν(r, t) + α(r, t)]`i(r)`j(r)dS.
Matrix C¯kk′ corresponds to the last surface integral term in (18), which involves the unknowns from neighboring
elements of the element k:
C¯kk′(i, j) = θk′(j)
∮
∂Ωkk′
[
1
2
∑
ν
nˆν(r)vν(r, t)− α(r, t)]`i(r)`j(r)dS.
Matrices B¯nk and B¯
q
k are contributed from the force term and boundary conditions (where element k
′ does not
exist) and are expressed as
B¯nk (i) =
∫
Ωk
R(r, t)`i(r)dV +
∮
∂Ωk∩∂ΩR
fR(r)`i(r)dS +
∮
∂Ωk∩∂ΩD
nˆ(r) · v(r, t)fD(r)`i(r)dS
B¯q,νk (i) =
∮
∂Ωk∩∂ΩD
nˆν(r)fD(r)`i(r)dS.
To integrate (22)-(23) in time, an explicit third-order total-variation-diminishing (TVD) Runge-Kutta method [38]
is used. The high-order accuracy of this scheme matches that of the spatial discretization. With initial value n(r, t =
0) = 0, time samples of the unknown vector N¯k(t) are obtained step by step in time.
The time-dependent Maxwell equations (10) and (11) are discretized using the nodal DG method [18], [39]. First
the simulation domain is divided into K non-overlapping tetrahedrons with volumetric support Ωk, k = 1, ...,K.
Just like before, ∂Ωk and nˆ(r) denote the surface of Ωk and the outward unit vector normal to ∂Ωk, respectively.
Testing (10) and (11) with the Lagrange polynomials `i(r), i = 1, . . . , Np, on element k and applying the divergence
theorem twice yield the strong form [18]∫
Ωk
ε(r)∂tEk(r, t)`i(r)dV =
∫
Ωk
∇×Hk(r, t)`i(r)dV −
∮
∂Ωk
nˆ(r)×[Hk(r, t)−H∗]`i(r)dS−
∫
Ωk
Jk(r, t)`i(r)dV
(24)∫
Ωk
µ(r)∂tHk(r, t)`i(r)dV = −
∫
Ωk
∇×Ek(r, t)`i(r)dV +
∮
∂Ωk
nˆ(r)×[Ek(r, t)−E∗]`i(r)dS. (25)
Here, Ek(r, t) and Hk(r, t) are the local solutions on element k, and E∗ and H∗ are the upwind numerical fluxes
“connecting” element k to its neighboring elements. They are expressed as [18]
E∗ = (2 {YE} − nˆ× [[H]])/(2 {Y })
H∗ = (2 {ZH}+ nˆ× [[E]])/(2 {Z})
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where the average and the jump operators are the same as those defined before, Z and Y are the wave impedance
and wave admittance, respectively. Same as before, the variables are defined on element surfaces and their explicit
dependencies on k, r, and t are dropped to simplify the notation. On boundaries where there are no neighboring
elements, the numerical fluxes are assigned using the relevant boundary conditions. That is, on perfect electric
conductor (PEC) surfaces, nˆ × [[E]] = 2nˆ × E−, nˆ × [[H]] = 0, and, for absorbing boundary conditions (ABCs),
nˆ × [[E]] = nˆ × E−, nˆ × [[H]] = nˆ × H− [18]. We note here that, since the performance of ABCs degrades
rapidly with the angle of incidence, they are used to terminate perfectly matched layers (PMLs) wrapping around
the simulation domain. Details of the implementation of PMLs can be found in [40], [41].
Ek(r, t) and Hk(r, t) are expanded using Lagrange polynomials `i(r) [18]
Eνk (r, t) '
Np∑
i=1
Eνk (ri, t)`i(r) =
Np∑
i=1
Eνk,i(t)`i(r) (26)
Hνk (r, t) '
Np∑
i=1
Hνk (ri, t)`i(r) =
Np∑
i=1
Hνk,i(t)`i(r) (27)
where ri, i = 1, ..., Np, denote the locations of the interpolation nodes, ν ∈ {x, y, z} denotes the components of
vectors in the Cartesian coordinate system, and Eνk,i(t) and H
ν
k,i(t) are the unknown coefficients to be solved for.
Substituting (26) and (27) into (24) and (25) yields [18]
εk∂tE¯
x
k (t)=D¯
y
kH¯
z
k (t)−D¯zkH¯yk (t)−F¯kFE,xk (t)−J¯xk (t) (28)
εk∂tE¯
y
k(t)=D¯
z
kH¯
x
k (t)−D¯xkH¯zk (t)−F¯kFE,yk (t)−J¯yk (t) (29)
εk∂tE¯
z
k(t)=D¯
x
kH¯
y
k (t)−D¯ykH¯xk (t)−F¯kFE,zk (t)−J¯zk (t) (30)
µk∂tH¯
x
k (t)=−[D¯ykE¯zk(t)−D¯zkE¯yk(t)]+F¯kFH,xk (t) (31)
µk∂tH¯
y
k (t)=−[D¯zkE¯xk (t)−D¯xkE¯zk(t)]+F¯kFH,yk (t) (32)
µk∂tH¯
z
k (t)=−[D¯xkE¯yk(t)−D¯ykE¯xk (t)]+F¯kFH,zk (t) (33)
where E¯νk (t) = [E
ν
k,1(t), ..., E
ν
k,Np
(t)]T and H¯νk (t) = [H
ν
k,1(t), ...,H
ν
k,Np
(t)]T are unknown vectors, J¯νk (t) =
[Jνk,1(t), ..., J
ν
k,Np
(t)]T is the current density vector, Jνk,i(t) = J
ν
k (ri, t), and F
E,ν
k (t) and F
H,ν
k (t) are the ν
components of nˆ × [Hk(t) −H∗k(t)] and nˆ × [Ek(t) − E∗k(t)], respectively. D¯νk = M¯−1k S˜νk and F¯k = M¯−1k L˜k,
where M¯k is the mass matrix defined the same as before, S˜k and L˜k are the stiffness matrix and the surface mass
matrix defined as
S˜νk (i, j) =
∫
Ωk
`i(r)∂ν`j(r)dV
L˜k(i, j) =
∮
∂Ωk
`i(r)`j(r)dS
respectively. We note here that ε(r) and µ(r) are assumed constant in each element. The semi-discretized system
(28)-(33) is integrated in time using a low-storage five-stage fourth-order Runge-Kutta method [18].
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Fig. 2. Cross section of the conventional PCD considered in the first example.
C. Comments
Several comments about the formulation of the multiphysics solver described in the previous sections are in
order. (i) The formulation of the DG scheme developed for solving/updating the Maxwell equations ignores the
frequency dependency of the dielectric permittivity for the sake of simplicity in description. But also this is a good
approximation since the optical EM wave excitation has a very narrow bandwidth (less than 1%). We should note
here that the frequency dependency of the dielectric permittivity can easily be accounted for using several well-
known methods as described in [42], [43]. (ii) The generation rate is simply assumed proportional to the photon
flux (the absorbed power density of the optical EM wave divided by the photon energy corresponding to the center
frequency). Although this is widely used in simulation of optoelectronic devices [10], [12], [15], [16], [30], a more
strict treatment should consider the frequency dependency of the absorption of the semiconductor and the photon
energy. Nevertheless, since the bandwidth of the optical EM wave is narrow and it dominates the THz EM wave in
magnitude, this non-dispersive simplified generation model performs very well in real devices [10], [12], [15], [16],
[30]. (iii) We should emphasize here that both of the semi-discrete systems (22)-(23) and (28)-(33)) are integrated
in time using explicit schemes to yield the time samples of the unknown coefficients. The coupling of the solutions
is carried out as explained in Section II-B1. We note here that the resulting time marching scheme does not call for
inversion of any matrix systems during the time updates. Therefore, MPI-based parallelization of this time-domain
solver on distributed memory systems is rather straightforward and leads to a high scaling efficiency [44], [45].
(iv) It is clear from (22)-(23) that Q¯k(t) is a local variable which is the reason why the discretization method is
termed local DG [20]. This variable is allocated as a temporary array of size 3Np that is flushed repeatedly during
the loop over the elements. Therefore, it does not increase the memory requirements of the solver.
III. NUMERICAL RESULTS
A. Conventional PCD
To demonstrate the accuracy of the proposed framework, we first use it to simulate a conventional face-to-face
dipole PCD [46]. This device is selected for validation since its structure is relatively simple, and the FDTD and
FEM-based approaches, which model the carrier generation due to the optical EM wave excitation using closed-form
analytical expressions [9], [15], [16], produce results that match well with experimental ones.
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(a)
(b)
(c)
Fig. 3. (a) Stationary electric field and (b) electron density computed using the proposed DG scheme. (c) Electron density computed using the
DG-based framework and COMSOL (GLS-FEM) along the lines (y = 0, z = 0) and (y = 0.5 µm, z = 0).
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TABLE I
PHYSICAL PARAMETERS USED FOR THE PCD EXAMPLES
Lasera fc = 375 THz, fw = 25 THz, Power = 0.63 mW
LT-GaAs r = 13.26, µr = 1.0, α = 1µm−1, η = 1.0
SI-GaAs r = 13.26, µr = 1.0
Metalb ∞ = 1, ωp = 9.03/~, γ = 0.053q/~
Temperature 300 K
Vbias 10 V
C 1.3× 1016 cm−3
ni 9× 106 cm−3
Mobility
µ0e = 8000cm
2/V/s, µ0h = 400cm
2/V/s
V sate =1.725×107cm/s, V sath =0.9×107cm/s
βe = 1.82, βh = 1.75
Recombination
τe = 0.3ps, τh = 0.4ps
ne1 = nh1 = 4.5× 106cm−3
CAe = C
A
h = 7× 10−30cm6/s
a fc is the center frequency and fw is the bandwidth
b Drude model parameters [55]
As is done in [15], [16], we characterize the current response and therefore only consider the central gap region
of the device. The cross section of the device is shown in Fig. 2. The width and height of the semiconductor and
substrate layers are 7 µm and 0.5 µm, respectively. Both electrodes are made of gold and have a width of 1 µm and
a height of 0.19 µm. For the transient simulation, the permittivity of gold is represented using the Drude model [54].
The Drude model parameters of gold at the optical frequencies [55] as well as other physical parameters are shown
in Table I.
The physical parameters are listed in Table I. The stationary and time-dependent DD equations are solved only
within the photoconductive semiconductor (LT-GaAs) layer while the Poisson equation and the time-dependent
Maxwell equations are solved in the whole domain. The following boundary conditions are used.
(i) Stationary and time-dependent DD equations: On electrode/semiconductor interfaces, metal contacts are
assumed ideal Ohmic contacts and Dirichlet boundary condition ne = (C +
√
C2 + 4ni2)/2, nh = ni2/ne, which
is derived using the local charge neutrality [31], [36], is used. On semiconductor/insulator interfaces, no carrier
spills happen, which corresponds to the homogeneous Robin boundary condition [36], [47] nˆ · Je(h) = 0.
(ii) Poisson equation: On electrode surfaces, assuming ideal Ohmic contact, Dirichlet boundary condition ϕ =
Vexternal + VT ln (n
s
e/ni) is enforced [31]. On truncation boundary of the computation domain, homogeneous
Neumann boundary condition nˆ · ∇ϕ = 0 is enforced under the assumption that the static fields reaching the
boundary are small and do not change the solution near the device.
(iii) Maxwell equations: The computation domain is “wrapped around by PMLs [40] truncated by first-order
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(a)
(b)
Fig. 4. (a) |Hz(r, t)| computed using the DG scheme at different time instants. The yellow dotted line shows the aperture of optical EM wave
excitation. The gray box indicates the LT-GaAs region. (b) ne(r, t) computed using the DG scheme at different time instants.
ABCs [18].
Several comments about the space and time characteristic scales are in order.
(i) Space scales: Characteristic space scales, more specifically, the EM wavelength at the optical and THz frequen-
cies, the skin depth of the EM wave in the metal ld [55], Debye length lD [31], and the Peclet number [48] constrain
the edge length used in the mesh discretizing the computation domain. The Debye length lD =
√
2εVT /(qnc) is a
measure of the carrier density variation in space [31]. Here, nc is an estimate of maximum achievable carrier density.
The Peclet number ∆dCP , where ∆d is the largest edge length of the local mesh element and CP = |µcE|/(2Dc),
has to be less than 1 to ensure the stability of the convection-diffusion component in the DD equations [48]. We
should note here that the potential distribution is smooth, therefore the mesh using the edge length determined
by the space scales described above discretizes it accurately. The values of these space-scale parameters for the
materials used in this example (see Table I) and the corresponding required edge lengths are provided in Table II.
We should note that the last number in Table II is the smallest geometry dimension and the mesh used for this
example represents the geometry very accurately.
(ii) Time scales: The Courant-Friedrichs-Lewy (CFL) stability conditions of Maxwell equations [18] and diffusion
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TABLE II
LENGTH SCALES
Quantity Value (nm) Required mesh size (nm)
optical wavelength 800 ∼ 200
THz wavelength 3× 105 ∼ 105
ld 25 ∼ 10
lD 30 ∼ 10
C−1P 10 ∼ 10
geometrical details 100 ∼ 100
TABLE III
TIME SCALES
Quantity Required time-step size (ps)
CFL (Maxwell equations) ∼ 10−7
CFL (DD drift term) ∼ 10−6
CFL (DD diffusion term) ∼ 10−6
and drift components of the DD equations [49], [50], constrain the time-step sizes used in the transient solution.
Table III lists the values of the maximum time-step sizes allowed by these three CFL conditions with the edge
length obtained from the characteristic space scale discussion above. We should note that the time-step sizes required
to resolve the periods of the optical and THz EM waves are larger than those required by their CFL conditions.
Table III clearly shows that the DD equations can be integrated using a larger time-step size than the one required
for the integration of the Maxwell equations.
Using the discussion above on the characteristic space scales as a guide, the semiconductor layer and the metallic
electrodes are discretized using a mesh with a minimum edge length of 10 nm and the maximum edge length of the
mesh is allowed to reach 70 nm in the GaAs layers and 200 nm in the rest of the computation domain. Similarly,
following the discussion on the characteristic time scales, the time-step sizes for the Maxwell and DD equations
are selected to be 10−7 ps and 5× 10−7 ps, respectively.
Figs. 3 (a) and (b) show the stationary state electric field and electron density computed using the DG-based
framework on the plane z = 0, respectively. Fig. 3 (b) shows that the electron density distribution has sharp
boundary layers, which is a typical phenomenon observed in the solution of convection dominated convection-
diffusion problems. A finer mesh is needed near the boundaries as the Peclet number gets larger. Fig. 3 (c) compares
the electron density computed using the DG scheme and the COMSOL semiconductor module [51] along the lines
(y = 0, z = 0) and (y = 0.5 µm, z = 0). Note that for the COMSOL module, Galerkin least-square (GLS)-FEM is
used for stabilization and we choose the fully-coupled nonlinear scheme and the second order discretization [51].
The difference shown in Fig. 3 (c) is computed using
∥∥nDGe − nFEMe ∥∥, where nDGe and nFEMe refer to the solutions
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(a)
(b)
Fig. 5. (a) The time signature and (b) the spectrum of the optical EM wave excitation and the generated THz current.
Fig. 6. Cross section of the plasmonic PCD.
computed by the DG scheme and the COMSOL. The figure shows that the difference is two orders of magnitude
smaller than the solutions demonstrating the accuracy of stationary state DG solution.
Once the stationary state response of the device is obtained, multiple transient simulations can be executed with
different excitations. The aperture of the optical EM wave source is located at y = 0.8 µm, generating optical EM
waves propagating from top (aperture) to bottom (device). The pulse shape parameters are shown in Table I. The
intensity of the EM field on the aperture has a Gaussian distribution with beam width 3 µm.
Figs. 4 (a) and (b) show |Htz(r, t)| and nte(r, t) at several time instants, respectively, and Figs. 5 (a) and (b) show
the time signatures of the optical EM wave excitation and the generated THz current and their spectrum obtained
using Fourier transform. Figs. 4 (a) and (b) and Fig. 5 (a) also serve as a reference for the following discussion.
At t = 0.05 ps, the optical EM wave generated by the aperture arrives the semiconductor layer. Because the
permittivity of LT-GaAs is high, a large part of the incident fields energy is reflected back (see the reflected wave
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(a)
(b)
(c)
Fig. 7. (a) Stationary electric field and (b) electron density computed using the proposed DG scheme. (c) Electron density computed using the
DG-based framework and COMSOL (GLS-FEM) along the lines (y = 0, z = 0) and (y = 0.5 µm, z = 0).
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(a)
(b)
Fig. 8. (a) |Hz(r, t)| computed using the DG scheme at different time instants. The yellow dotted line shows the aperture of optical EM wave
excitation. The gray box indicates the LT-GaAs region. (b) ne(r, t) computed using the DG scheme at different time instants.
above the air-semiconductor interface and behind the aperture). At the same time, in the LT-GaAs layer, the incident
fields energy entering the device is partially absorbed and carriers are generated near the air-semiconductor interface.
At t = 0.25 ps, the incident field reaches its pulse peak and the electron density increases to ∼ 1011 cm−3. The short
incident field pulse passes quickly and, after t = 0.5 ps, only some scattered fields reside in the high permittivity
region due to internal reflections. During that time, the electron density keeps increasing until the excitation pulse
decays to 20% of its peak value (at t ≈ 0.4 ps, see Fig. 5a. After t ≈ 0.4 ps, nte(r, t) decays slowly due to the
recombination.
Comparing the electron density distributions at different time instants, it can be clearly observed that electrons
move toward the anode on the left side. The picture of holes (not shown) is similar but with holes moving toward
the cathode on the right side with a lower speed. The resulting current shown in Figs. 5 (a) and (b) match very
well the result presented in [9]. Because of the simplicity of the single interface scattering, the recorded EM field
intensity in the semiconductor layer has almost the same pulse shape as the optical excitation signal. This explains
why the analytical generation rate [9] works very well.
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(a)
(b)
Fig. 9. (a) The time signature and (b) the spectrum of the THz current generated on the plasmonic PCD and on the conventional PCD.
B. Plasmonic PCD
Next, to demonstrate the applicability of the proposed DG-based framework, we use it to simulate a plasmonic
PCD. The cross section of the device is shown in Fig. 6. For this example, gold nanostructures are added between
the two electrodes. The periodicity, the duty cycle, and the thickness of the nanograting are 180 nm, 5/9, and
190 nm, respectively.
The surfaces of the nanostructures are modeled as floating potential surfaces for the stationary state simulation (i.e.,
for solution of the Poisson equation) [22], [52]. Note that in the case of nanostructures being used as electrodes [53],
one could use Dirichlet boundary condition with the bias voltage on the surface of the nanostructure. We should
also note here that a finer mesh is used near and inside the nanostructures to correctly resolve the geometry and
the exponential decay of the plasmonic fields. In this region, the mesh has a minimum edge length of 3 nm and
the maximum edge length of the mesh is allowed to reach 70 nm in the GaAs layers and 200 nm in the rest of
the computation domain. The corresponding time-step size used for the time integration of the Maxwell equations
is 0.3× 10−7 ps. Other simulation parameters and boundary conditions are same as those in the previous example.
Figs. 7 (a) and (b) show the stationary state electric field and electron density computed using the DG-based
framework on the plane z = 0, respectively. Significant enhancement of the static electric field and carrier densities
is observed near the grating-semiconductor interfaces. Because of velocity saturation (see [22], [31]), the enhanced
static field results in a significant drop of the mobility, which further influences the transient response. Fig. 7 (c)
compares the electron density computed using the DG scheme and the COMSOL semiconductor module [51] along
the lines (y = 0, z = 0) and (y = 0.5 µm, z = 0). Excellent agreement is observed between the results.
Figs. 8 (a) and (b) show |Htz(r, t)| and nte(r, t) at several time instants, respectively. For comparison, Fig. 8 uses
the same color scale as Fig. 4 for the previous example.
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A comparison of |Htz(r, t)| shown in Fig. 8 and Fig. 4 shows that the transient EM fields on the plasmonic PCD
are much stronger. In addition, plasmonic mode patterns are observed at t = 0.05 ps and t = 0.25 ps. Accordingly,
the level of electron density in Fig. 8 is much higher and shows an inhomogeneous pattern. As time marching goes
on, electrons drift toward the anode. Figs. 9 (a) and (b) compare the time signatures of the current induced on the
plasmonic PCD and the conventional one (previous example) and their spectrum obtained using Fourier transform.
The figures clearly show that the inclusion of the nanostructures in the PCD design enhances the current by almost
7 times .
IV. CONCLUSION
A multiphysics framework is developed for the simulation of plasmonic PCDs. The device is modeled in two
stages: (i) A stationary stage that corresponds to the nonequilibrium state under a bias voltage and is mathematically
described by the nonlinearly coupled system of Poisson and DD equations and (ii) a transient stage that corresponds
to the dynamic EM field and carrier interactions under an optical EM wave excitation and is mathematically
described by the nonlinearly coupled system of the time-dependent Maxwell and DD equations, respectively. This
paper focuses on the latter. More specifically, we develop a DG scheme to discretize the time-dependent Maxwell
and DD equations. The resulting semi-discrete systems are integrated in time using explicit schemes (with different
time-step sizes) to yield the samples of the unknowns (EM field intensities and carrier densities). During the time
integration, the nonlinear coupling between the two sets is accounted for by alternately feeding updated solutions
into each other. The discretization flexibility provided by the DG and the fact that two different time-step sizes are
used to integrate the two systems, respectively, helps to accurately and efficiently account for the widely different
characteristic scales of the Maxwell and DD equations.
The accuracy of the multiphysics framework is verified against that of previously developed methods via sim-
ulations of a conventional PCD. A plasmonic PCD is simulated using the proposed framework to demonstrate
its capability to account for the complex physics involved in the optical-to-THz process when plasmonic metallic
nanostructures are present.
The operation of plasmonic PCDs involves different mechanisms that are responsible for the overall device
performance [3]–[7], [56], [57], such as the nanostructure-tailored bias electric field, the plasmonic modes, the
carrier-screening effect, the high-power saturation, and the antenna radiation efficiency, etc. Studying the dependence
of the device performance on these different mechanisms is a challenging task and is often expensive to do with
experiments. The proposed numerical framework provides an efficient way to optimize the device performance by
making it feasible to analyze different mechanisms separately by controlling/interfering the physical parameters in
numerical experiments. Finally, we want to note here that extensions of the proposed framework can be developed
for simulation of similar semiconductor optoelectronic devices, such as photovoltaic-effect based devices.
ACKNOWLEDGMENT
This publication is based upon work supported by the King Abdullah University of Science and Technology
(KAUST) Office of Sponsored Research (OSR) under Award No 2016-CRG5-2953. The authors would like to
September 15, 2020 DRAFT
22
thank the King Abdullah University of Science and Technology Supercomputing Laboratory (KSL) for providing
the required computational resources.
Generated by IEEEtran.bst, version: 1.14 (2015/08/26)
REFERENCES
[1] J. Federici and L. Moeller, “Review of terahertz and subterahertz wireless communications,” J. Appl. Phys., vol. 107, no. 11, p. 111101,
2010.
[2] K. I. Zaytsev, I. N. Dolganova, N. V. Chernomyrdin, G. M. Katyba, A. A. Gavdush, O. P. Cherkasova, G. A. Komandin, M. A. Shchedrina,
A. N. Khodan, D. S. Ponomarev, I. V. Reshetov, V. E. Karasik, M. Skorobogatiy, V. N. Kurlov, and V. V. Tuchin, “The progress and
perspectives of terahertz technology for diagnosis of neoplasms: a review,” J. Opt., vol. 22, no. 1, p. 013001, dec 2019.
[3] S. Lepeshov, A. Gorodetsky, A. Krasnok, E. Rafailov, and P. Belov, “Enhancement of terahertz photoconductive antenna operation by
optical nanoantennas,” Laser Photonics Rev., vol. 11, no. 1, p. 1600199, 2017.
[4] N. M. Burford and M. O. El-Shenawee, “Review of terahertz photoconductive antenna technology,” Opt. Eng., vol. 56, no. 1, p. 010901,
2017.
[5] J.-H. Kang, D.-S. Kim, and M. Seo, “Terahertz wave interaction with metallic nanostructures,” Nanophotonics, vol. 7, no. 5, pp. 763–793,
2018.
[6] N. T. Yardimci and M. Jarrahi, “Nanostructure-enhanced photoconductive terahertz emission and detection,” Small, vol. 14, no. 44, p.
1802437, 2018.
[7] A. E. Yachmenev, D. V. Lavrukhin, I. A. Glinskiy, N. V. Zenchenko, Y. G. Goncharov, I. E. Spektor, R. A. Khabibullin, T. Otsuji, and D. S.
Ponomarev, “Metallic and dielectric metasurfaces in photoconductive terahertz devices: a review,” Opt. Eng., vol. 59, no. 6, p. 061608,
2019.
[8] P. Kirawanich, S. J. Yakura, and N. E. Islam, “Study of high-power wideband terahertz-pulse generation using integrated high-speed
photoconductive semiconductor switches,” IEEE Trans. Plasma Sci., vol. 37, no. 1, pp. 219–228, 2008.
[9] E. Moreno, M. F. Pantoja, S. G. Garcia, A. R. Bretones, and R. G. Martin, “Time-domain numerical modeling of THz photoconductive
antennas,” IEEE Trans. THz Sci. Technol., vol. 4, no. 4, pp. 490–500, 2014.
[10] E. Moreno, M. Pantoja, F. Ruiz, J. Roldan, and S. Garcia, “On the numerical modeling of terahertz photoconductive antennas,” J. Infrared
Millim. Terahertz Waves, vol. 35, no. 5, pp. 432–444, 2014.
[11] M. Neshat, D. Saeedkia, L. Rezaee, and S. Safavi-Naeini, “A global approach for modeling and analysis of edge-coupled traveling-wave
terahertz photoconductive sources,” IEEE Trans. Microwave Theory Tech., vol. 58, no. 7, pp. 1952–1966, 2010.
[12] M. Khabiri, M. Neshat, and S. Safavi-Naeini, “Hybrid computational simulation and study of continuous wave terahertz photomixers,”
IEEE Trans. THz Sci. Technol., vol. 2, no. 6, pp. 605–616, 2012.
[13] N. Khiabani, Y. Huang, Y.-C. Shen, and S. Boyes, “Theoretical modeling of a photoconductive antenna in a terahertz pulsed system,”
IEEE Trans. Antennas Propag., vol. 61, no. 4, pp. 1538–1546, 2013.
[14] J. C. Young, D. Boyd, S. D. Gedney, T. Suzuki, and J. Liu, “A DGFETD port formulation for photoconductive antenna analysis,” IEEE
Antennas Wireless Propag. Lett., vol. 14, pp. 386–389, 2014.
[15] N. Burford and M. El-Shenawee, “Computational modeling of plasmonic thin-film terahertz photoconductive antennas,” J. Opt. Soc. Am.
B, vol. 33, no. 4, pp. 748–759, 2016.
[16] M. Bashirpour, S. Ghorbani, M. Kolahdouz, M. Neshat, M. Masnadi-Shirazi, and H. Aghababa, “Significant performance improvement of
a terahertz photoconductive antenna using a hybrid structure,” RSC Advances, vol. 7, no. 83, pp. 53 010–53 017, 2017.
[17] B. Cockburn, “Discontinuous Galerkin methods for convection-dominated problems,” in High-order methods for computational physics.
Springer, 1999, pp. 69–224.
[18] J. Hesthaven and T. Warburton, Nodal Discontinuous Galerkin Methods: Algorithms, Analysis, and Applications. NY, USA: Springer,
2008.
[19] C.-W. Shu, “High order WENO and DG methods for time-dependent convection-dominated PDEs: A brief survey of several recent
developments,” J. Comput. Phys., vol. 316, pp. 598 – 613, 2016.
[20] B. Cockburn and C.-W. Shu, “The local discontinuous Galerkin method for time-dependent convection-diffusion systems,” SIAM J. Numer.
Anal., vol. 35, no. 6, pp. 2440–2463, 1998.
September 15, 2020 DRAFT
23
[21] P. Castillo, B. Cockburn, I. Perugia, and D. Schotzau, “An a priori error analysis of the local discontinuous Galerkin method for elliptic
problems,” SIAM J. Numer. Anal., vol. 38, no. 5, pp. 1676–1706, 2000.
[22] L. Chen and H. Bagci, “Steady-state simulation of semiconductor devices using discontinuous Galerkin methods,” IEEE Access, vol. 8,
pp. 16 203–16 215, 2020.
[23] J. Hesthaven and T. Warburton, “Nodal high-order methods on unstructured grids: I. time-domain solution of Maxwell’s equations,” J.
Comput. Phys., vol. 181, no. 1, pp. 186 – 221, 2002.
[24] Y. Liu and C.-W. Shu, “Local discontinuous Galerkin methods for moment models in device simulations: Performance assessment and
two-dimensional results,” Appl. Numer. Math., vol. 57, no. 5-7, pp. 629–645, 2007.
[25] Y. Xu and C.-W. Shu, “Local discontinuous Galerkin methods for high-order time-dependent partial differential equations,” Commun.
Comput. Phys., vol. 7, no. 1, p. 1, 2010.
[26] G. Jacobs and J. Hesthaven, “High-order nodal discontinuous Galerkin particle-in-cell method on unstructured grids,” J. Comput. Phys.,
vol. 214, no. 1, pp. 96 – 121, 2006.
[27] M. Harmon, I. M. Gamba, and K. Ren, “Numerical algorithms based on Galerkin methods for the modeling of reactive interfaces in
photoelectrochemical (PEC) solar cells,” J. Comput. Phys., vol. 327, pp. 140–167, 2016.
[28] S. Yan, A. D. Greenwood, and J.-M. Jin, “Modeling of plasma formation during high-power microwave breakdown in air using the
discontinuous Galerkin time-domain method,” IEEE J. Multiscale and Multiphys. Comput. Techn., vol. 1, pp. 2–13, 2016.
[29] K. Moon, I. Lee, J.-H. Shin, E. S. Lee, K. N, S. Han, and K. H. Park, “Bias field tailored plasmonic nano-electrode for high-power
terahertz photonic devices,” Sci. Rep., vol. 5, no. 13817, Nov. 2012.
[30] S. L. Chuang, Physics of photonic devices. John Wiley & Sons, 2012, vol. 80.
[31] D. Vasileska, S. M. Goodnick, and G. Klimeck, Computational Electronics: semiclassical and quantum device modeling and simulation.
CRC press, 2010.
[32] W. E. Sha, W. C. Choy, Y. Wu, and W. C. Chew, “Optical and electrical study of organic solar cells with a 2D grating anode,” Opt.
Express, vol. 20, no. 3, pp. 2572–2580, Jan. 2012.
[33] S. In, D. R. Mason, H. Lee, M. Jung, C. Lee, and N. Park, “Enhanced light trapping and power conversion efficiency in ultrathin plasmonic
organic solar cells: a coupled optical-electrical multiphysics study on the effect of nanoparticle geometry,” ACS Photonics, vol. 2, no. 1,
pp. 78-85, Dec. 2014.
[34] W. E. I. Sha, W. C. H. Choy, and W. Cho Chew, “The roles of metallic rectangular-grating and planar anodes in the photocarrier generation
and transport of organic solar cells,” Appl. Phys. Lett., vol. 101, no. 22, p. 223302, 2012.
[35] W. E. Sha, X. Li, and W. C. Choy, “Breaking the space charge limit in organic solar cells by a novel plasmonic-electrical concept,” Sci.
Rep., vol. 4, no. 1, pp. 1–10, 2014.
[36] D. Schroeder, Modelling of Interface Carrier Transport for Device Simulation. Springer-Verlag Wien, 1994.
[37] C.-W. Shu, Discontinuous Galerkin methods for time-dependent convection dominated problems: basics, recent developments and
comparison with other methods. Cham: Springer International Publishing, 2016, pp. 371–399.
[38] C.-W. Shu and S. Osher, “Efficient implementation of essentially non-oscillatory shock-capturing schemes,” J. Comput. Phys., vol. 77,
no. 2, pp. 439–471, 1988.
[39] K. Sirenko, M. Liu, and H. Bagci, “Incorporation of exact boundary conditions into a discontinuous Galerkin finite element method for
accurately solving 2d time-dependent Maxwell equations,” IEEE Trans. Antennas Propag., vol. 61, no. 1, pp. 472–477, 2012.
[40] S. D. Gedney, C. Luo, J. A. Roden, R. D. Crawford, B. Guernsey, J. A. Miller, T. Kramer, and E. W. Lucas, “The discontinuous Galerkin
finite-element time-domain method solution of Maxwell’s equations,” Appl. Comput. Electromagn. Soc. J., vol. 24, no. 2, p. 129, 2009.
[41] L. Chen, M. B. Ozakin, and H. Bagci, “An efficient implementation of perfectly matched layers within a high-order discontinuous
Galerkin time domain method,” December 17-20, 2019 in Xiamen, China, 2019. [Online]. Available: http://hdl.handle.net/10754/662547
[42] S. D. Gedney, J. C. Young, T. C. Kramer, and J. A. Roden, “A discontinuous Galerkin finite element time-domain method modeling of
dispersive media,” IEEE Trans. Antennas Propag., vol. 60, no. 4, pp. 1969–1977, April 2012.
[43] P. Li, L. J. Jiang, and H. Bagci, “A resistive boundary condition enhanced DGTD scheme for the transient analysis of graphene,” IEEE
Trans. Antennas Propag., vol. 63, no. 7, pp. 3065–3076, July 2015.
[44] L. Chen and H. Bagci, “A discontinuous Galerkin framework for multiphysics simulation of photoconductive devices,” in Proc. Int. Appl.
Comput. Electromagn. Symp. IEEE, 2019, pp. 1–2.
[45] ——, “An MPI-based parallel multiphysics discontinuous Galerkin framework for photoconductive devices,” in Prog. in Electromagn.
Res. Symp. December 17-20, 2019 in Xiamen, China, 2019. [Online]. Available: http://hdl.handle.net/10754/662548
September 15, 2020 DRAFT
24
[46] M. Tani, S. Matsuura, K. Sakai, and S.-i. Nakashima, “Emission characteristics of photoconductive antennas based on low-temperature-
grown gaas and semi-insulating gaas,” Applied optics, vol. 36, no. 30, pp. 7853–7859, 1997.
[47] L. Chen, K. Sirenko, and H. Bagci, “An efficient discontinuous Galerkin scheme for simulating terahertz photoconductive devices with
periodic nanostructures,” arXiv:2006.02141, 2020.
[48] J. A. Trangenstein, Numerical solution of elliptic and parabolic partial differential equations with CD-ROM. Cambridge University Press,
2013.
[49] Y. Liu and C.-W. Shu, “Analysis of the local discontinuous Galerkin method for the drift-diffusion model of semiconductor devices,” Sci.
China Math., vol. 59, no. 1, pp. 115–140, 2016.
[50] H. Wang, C.-W. Shu, and Q. Zhang, “Stability and error estimates of local discontinuous Galerkin methods with implicit-explicit time-
marching for advection-diffusion problems,” SIAM J. Numer. Anal., vol. 53, no. 1, pp. 206–227, 2015.
[51] “Semiconductor module user’s guide, version 5.3a,” COMSOL Multiphysics, 2017.
[52] L. Chen, M. Dong, and H. Bagci, “Modeling floating potential conductors using discontinuous Galerkin method,” IEEE Access, vol. 8,
pp. 7531–7538, 2020.
[53] S.-H. Yang, M. R. Hashemi, C. W. Berry, and M. Jarrahi, “7.5% optical-to-terahertz conversion efficiency offered by photoconductive
emitters with three-dimensional plasmonic contact electrodes,” IEEE Trans. THz Sci. Technol., vol. 4, no. 5, pp. 575–581, 2014.
[54] S. D. Gedney, J. C. Young, T. C. Kramer, and J. A. Roden, “A discontinuous Galerkin finite element time-domain method modeling of
dispersive media,” IEEE Trans. Antennas Propag., vol. 60, no. 4, pp. 1969–1977, 2012.
[55] R. L. Olmon, B. Slovick, T. W. Johnson, D. Shelton, S.-H. Oh, G. D. Boreman, and M. B. Raschke, “Optical dielectric function of gold,”
Physical Review B, vol. 86, no. 23, p. 235147, 2012.
[56] Z. Piao, M. Tani, and K. Sakai, “Carrier dynamics and terahertz radiation in photoconductive antennas,” Jpn. J. App. Phy., vol. 39, no. 1R,
p. 96, 2000.
[57] G. C. Loata, M. D. Thomson, T. Loffler, and H. G. Roskos, “Radiation field screening in photoconductive antennae studied via pulsed
terahertz emission spectroscopy,” Appl. Phys. Lett., vol. 91, no. 23, p. 232506, 2007.
September 15, 2020 DRAFT
