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III. 
P A E L I M I N A I A E Historique. [1) 
Depuis l'aube des civilisations, la chaleur et la lumière 
du soleil Furent la principale source d'énergie à laquelle les 
hommes puisèrent. Abandonnée pendant des siècles au proFit du 
charbon, du pétrole et de l'uranium, l'énergie solaire nous 
revient sous le nom paradoxal d'énergie nouvelle. 
L'énergie solaire est connue depuis que le monde est monde. 
Ce sont les Egyptiens, semble-t-il, qui les premiers découvrent 
l'eFFet de serre et leurs obélisques servent à mesurer le temps, 
grêce à leur ombre projetée sur des cadrans solaires. Héron d' 
Alexandrie construit un dispositiF pour pomper l'eau à l'aide de 
la radiation solaire. Archimède incendie la Flotte romaine à 
Syracuse en concentrant les rayons solaires sur les navires ennemis. 
En 1915, Salomon de Gaus construit une pompe solaire. La Force 
motrice est Fournie par de l'air chauFFé à l'aide du rayonnement 
solaire. Lavoisier réalise le premier Four solaire en concentrant 
l'~nergie à l'aide d'une lentille à liquide, 
Le soleil est également un symbole pour de nombreuses sociétés 
plus ou moins évoluées. L'inquisition du Moyen êge condamne Galilée. 
Il a osé dire, après Copernic, que la terre n'est pas le centre du 
monde, mais qu'elle tourne autour du soleil et sur elle-même. Onze 
théologiens du Saint-DFFice rédigent l'acte d'accusation : "C'est 
là une proposition absurde et Fausse en philosophie et pour le 
moins erronée du point de vue théologique" 
Avec le temps qui passe, le soleil disparait peu à peu des pré-
occupations humaines. Pendant des siècles, le courant des rivières 
et le vent animent les moulins, le bois des Forêts procure le chauF-
Fage. Plus tard, la civilisation industrielle prend une position 
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radicale: les énergies Fossiles triomphent sur les énergies renou-
velables. On puise dans les mines de charbon puis dans les gise-
ments de pétrole. Aujourd'hui, à l'heure de l'énergie atomique, le 
soleil nous revient, dépouillé de ses mythes et réduit au statut 
d'énergie. 
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I N T A O O U C T I O N 
Les problèmes posés par l'utilisation des sources d'énergie 
actuelles sont multiples. En eFFet, songeons au prix du pétrole 
continuellement en augmentation, au souci d'indépendance énergé-
tique vis-à-vis d'autres pays, à la sécurité et aux controverses 
relatives à l'utilisation de l'-énergie nucléaire, à la pollution 
de l'environnement ... En ~onséquence, les recherches relatives à 
l'emploi q'énergies nouvelles s'intensiFient un peu partout et, 
parmi celles-ci,l'énergie solaire est à l'ordre du jour. 
En matière d'énergie solaire, diverses Filières de mise en 
application sont possibles. Citons à cet égard la Filière 
thermodynamique, la Filière photovoltaïque et la Filière biochi-
mique. C'est dans la Filière photovoltaïque que se situe ce travail. 
Dans une centrale photovoltaïque, un dispositiF appelé panneau 
solaire~ Faisant appel à un, phénomène physique, est à même de trans-
Former directement l'énergie lumineuse en énergie électrique. 
La conduite d'une centrale solaire à eFFet photovoltaïque 
requiert l'optimisation du point de Fonctionnement entre les pan-
neaux solaires et la charge. Cette optimisation générale doit se 
réaliser dynamiquement dans le temps. Par ailleurs, la plus grande 
partie des charges étant à courant alternatiF, c'est dans un but 
de standardisation de la source mais également parce que nous envi-
sageons la possibilité de couplage à un réseau de distribution qu'i l 
Faut transFormer la puissance continue en puissance alternative. 
La variation du rayonnement solaire constitue le point Faible des 
centrales solaires. Nous envisage,rons deux solutions. Premièrement, 
l'accumulation temporaire d'énergie dans des supports physiques et, 
deuxièmement~ l'•interconnexion au réseau de distribution public. 
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Par ailleurs, la réFlexion peut dépasser le cadre d'une cen-
trale solaire pour s'étendre à un ensemble de centrales solaires, 
car, en principe, la production d'énergie photovoltaïque peut se 
Faire dans des sites à grande surFace. 
A titre d' ,exemple, un projet d',irrigation pour la mise en 
valeur soit d'un territoire, soit d'~ne grande propriété, voire 
même d ' -un état peut Faire appel à plusieurs centrales réparties. 
Il y aura des interconnexions entre équipements hydrauliques parce 
que le réseau d ' •irrigation demande la réparti tian de l ' .eau et le 
niveau des nappes peut varier. Par contre, la nature du projet ne 
réclame pas d ' -interconnexion électrique. Dans ce cas, toutes les 
centrales restent autonomes. 
Au contraire, si nous constituons un réseau d'~lectricité pour 
une communauté, il y a lieu d ' •interconnecter les di FFérents réseaux 
solaires. Il Faudra par conséquent établir un système de concertation 
entre les centrales solaires pour réaliser une charge harmonieuse 
dans le réseau de puissance. Il y a donc un réseau d ' ,inFormations 
entre les diFFérentes centrales solaires. 
Ce travail comprend deux parties. La première traite des pro-
blèmes relatiFs à une centrale solaire. La seconde ébauche les pro-
blèmes du réseau de télécontrele de la production d'énergie photo-
voltaïque dans des sites à grande surFace. 
F A E M I E A E PARTIE. 
REGULATION D'UNE CENTRALE SOLAIRE 
1 . 0 B J E T 0 U T A A V A I L 
1 . 1 DESCRIPTION • ' -UNE INSTALLATION SOLAIRE. 
1 • Schéma général d'une installation solaire. 
L'énergie qui assure la vie sur la terre et qui permet sa 
continuité nous parvient sous f'orme d ' ,énergie rayonnante émise 
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par le soleil dont une partie. nous apparatt sous f'orme de lumière 
visible. Dif'f'érents moyens plus ou moins complexes permettent d'en 
capter une partie et de la transf'ormer directement en électricité. 
Parmi ceux-ci : le générateur photovoltaïque appelé communément 
photopile. 
Nous trouvons à la f'igure 1 le schéma de principe d'une ins-
tallation solaire photovoltaïque. Nous distinguons les quatre compo-
sants essentiels: la source, le panneau solaire, la charge et une 










2. La photopile et son organisation. 
La photopile est donc un dispositir qui est à même de con-
vertir directement l'énergie lumineuse en énergie électrique. 
Dans tous les cas, la tension par élément et le courant par unité 
de surrace sont Faibles. En conséquence, si l'on désire obtenir une 
énergie exploitable, il est nécessaire de mettre en oeuvre un grand 
nombre de récepteurs connectés en parallèle et en série. La puissance 
totale obtenue vaut la somme de la puissance des cellules utilisées. 
p = n p 
t C 
Du point de vue pratique,la photopile se présente sous la 
Forme d'une cellule de 5 à 7 cm. de diamètre. Un module de photo-
pile est un assemblage d'un certain nombre de cellules unitaires, 
interconnectées entre elles sur une surrace plane et rectangulaire. 
Il Forme un tout du point de vue utilisateur qui le considère comme 
un composant complexe. Un ensemble de modules solaires constitue 
un panneau solaire. 
3. Caractéristique courant/tension des modules solaires. 
Un module solaire possède des caractéristiques données de 
puissance et de tension. Branchons une charge aux bornes du module 
et envisageons deux cas. Dans le premier cas,la résistance de la 
charge est nulle. En pratique, on ne met pas les bornes des cellules 
en court-circuit sinon la puissance serait nulle. En eFFet, dans ce 
cas,un courant de court-circuit circule~mèis · la tension .. mesu~ée aux 
bornes du module est nulle. Dans le second cas, la résistance de 
charge est signiFicative. Dès lors, une tension apparait aux bornes 
du module. Si l'on Fait croître la résistance de cette charge alors 
la tension augmente d'a~ord rapidement, plus lentement ensuite pour 
enFin tendre vers une tension limite qui correspond à une charge de 
résistance inFinie. Cette tension limite est la tension de circuit 
ouvert pour laquelle comme pour le courant de court-circuit, la puis-
sance est nulle. 
Nous trouvons représentée à la Figure 2, dans un graphique de 
I en Fonction de V, une caractéristique courant/tension que nous dés i -
gnerons également par courbe I ( v). Il s'agit d'une courbe I (v) 

















Deux paramètres, l'éclairement et la température, inFluent 
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sur cette courbe I (v]. Nous trouvons à la Figure 3 les graphiques 
de plusieurs courbes I (v], en Fonction d'un paramètre dans chaque 
graphique. En ce qui concerne le premier graphique,l'éclairement 
est variable pour une température donnée; tandis que dans le second, 
la température est variable pour un éclairement donné. 
I(mAJ 
800 -----------
0 10 20 30 V 0 20 30 V 
T=28°C E=100 mW/cm 2 
Fig 3 
Par exemple, les nuages imprévisibles et inévitables peuvent 
inFl uencer Fortement la courbe I (v] en l'espace de quelques secon des . 
Par contre, : les pertes caloriFiques, surtout en Fonction de la Force 
du vent, déplacent la courbe I (v] en l'espace de plusieurs minutes. 
4. Point de Fonctionnement idéa l . 
On conçoit que si la puissance est nulle en I ( valeur du 
0 
courant de court-circuit J et en v0 (valeur de l a tens i on à vide ] 
elle passe par un maximum en (V ,I ]. C'est ce point qui déFin i t 
m m 
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le Fonctionnement optimal en puissance du module; point sur lequel 
il Faut se placer lors de l'utilisation du module pour obtenir le 
meilleur rendement possible. 
Tra~ons sur le graphique d'une courbe I (v) pour un éclai-
rement et une température donnée des hyperboles de même puissance. 
Le point de Fonctionnement idéal se situe au point de tangence de la 
courbe I (v) donnée avec l'hyperbole de puissance la plus élevée. 
Remarquons que si la courbe I (v) varie dans le temps,le 









S. Les caractéristiques de charge. 
Soit une charge Z quelconque ayant une caractéristique de 
charge linéaire. Si le courant est exprimé en ampères, si la tension 
est exprimée en volts et si la résistance est exprimée en ohms, alors 
nous pouvons écrire la relation 
U = R I 
Nous représentons cette caractéristique associée à la charge 
Z par une droite dans un diagramme I (v) et nous la désignons par la 
lettre z. Un cas particulier peut être dégagé parmi les droites de 
chargez. Une charge Z est optimale pour une courbe I (v) donnée si et 









droite de charge 
optimale 
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I.2 PROBLEME DE L'OPTIMISATION PRIMAIRE. 
La droite de charge Z est dimensionnée par la charge de l'uti-
lisateur. Il n'est par conséquent pas possible de paramétriser sa 
caractéristique de charge pour qu'elle coïncide à chaque instant avec 
la droite de charge optimaleZ d'une courbe I [v) donnée. 
0 
Le but de 1 1.optimisation primaire est de remédier à cette si-
tuation. A cet eFFet, un convertisseur continu-continu à découpe est 
interposé entre le panneau solaire et sa charge. Il doit transposer 
le point [V, I J de l~optimum du panneau solaire au point [V,I) sur 
m m 






V V V 
m 
Fig 6 
I.3 PROBLEME DE LA TRANSFORMATION DE LA PUISSANCE CONTINUE EN 
PUISSANCE ALTERNATIVE. 
I. Charge à courant alternatiF . 
Actuellement, l 9 énergie solaire est généralement utilisée 
sous Forme de courant continu. Cependant, dans la plupart des cas, 
les charges que nous pouvons rencontrer sont à courant alternatiF. 
Si nous voulons aborder le plus vaste marché possible pour l'avenir, 
nous ne pouvons donc pas exclure que les applications requérant 
l'énergie solaire soient des applications à courant alternatir. Il 
serait dès lors élégant d'adjoindre un mécanisme de génération de 
courant alternatiF à l'~lément dladaptation qui maximise la puissance. 1 
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C'est donc par souci de standardisation mais également parce-
que nous envisagerons dans la sui te la possibilité d'.• interconnexion 
à un réseau public que la Fonction de transFormation dela puissance 
continue en puissance alternative est imputée à l'élément d'adaptation. 
2. Principe de la trensFormation. 
On divise chacune des demi-périodes en un nombre impair de 
partieségales; tout en calculant le nombre de volt-seconde nécessité 
par une sinusoïde dans la même division. Au cours de chaque division 
de période, une vanne de puissance est conduisante sous 1-'oampli tude 
de tension disponible du panneau solaire pendant un temps qui donnera 
le même produit de volt-seconde que la quantité théorique associée à 
cette division. Une Fois lissés, les crénaux de tension donnent la 
sinusoïde de tension alternative. 
I.4 PROBLEME DE LA VARIATION OU RAYONNEMENT SOLAIRE. 
I. Variation du rayonnement. 
Les cellules solaires peuvent Fournir un courant électrique 
aussi bien à partir de rayons solaires que de rayons provenant d' 
autres sources. CJ-est bien entendu le soleil comme source d'énergie 
primaire qui présente le maximum d'•intérêt. 
Cependant,l'utilisation du soleil comme source d'~nergie 
primaire n ' ·est pas sans inconvénients. Sa Faiblesse Fondamentale est 
la variation de son rayonnement. La source ne peut donc pas répondre 
à une demande continue. La variation de l '.,énergie solaire est animée 
par trois rythmes dissemblables. Le premier rythme est celui des 
nuages. En eFFet,en cas de ciel couvert, les rayons du soleil sont in-
terceptés et aFFaiblis. Le second rythme est celui de l'alternance du 
jour et de la nuit. EnFin il y a le rythme plus lent des saisons. 
Le rythme des saisons, de l'ordre de plusieurs mois, demande 
un stockage intersaisonnier pour conserver une partie de l'énergie 
de l',été jusqu'en hiver. Ce travail n'envisage pas ce problème. 
Les deux autres rythmes posent un problème immédiat. L'alter-
nance du jour et de la nuit entraine la présence et 1 7 absence d' 
énergie et les nuages provoquent une source essentiellement variable 
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Deux solutions sont envisagées. La première, pour une cen-
trale solaire totalement autonome de son environnement. La seconde, 
particulièrement eFFicace quand il y a possibilité dtinterconnexion 
à un réseau électrique public voisin. 
2. Première solution. 
Pour rendre possible le Fonctionnement des appareils bran-
chés sur les circuits alimentés par l'énergie solaire 24 heures 
sur 24, il est nécessaire de recourir aux batteries d'accumula-
teurs qui restituent pendant les heures d'absence ou de manque de 
soleil l'énergie emmagasinée auparavant. 
La charge des accumulateurs ne pourra s'eFFectuer, à partir 
des cellules solaires, que pendant les périodes d .1.1ensoleillement. 
AFin d'assurer un maximum d'autonomie aux accumulateurs, les 
charges sont réparties en deux classes: les charges prioritaires 
ne pouvant en aucun cas être déconnectées et les charges non-pri-
oritaires déconnectées en cas de manque d'énergie primaire. 
En outre, l'amélioration du cos~ peut être prise en con-
sidération et régulée au moyen d-'--une batterie de condensateurs. 
3. Deuxième solution. 
Une Fa~on diFFérente d ~envisager le problème de la varia-
bilité de la source permet d'éviter le stockage. Pour autant que 
la puissance continue soit transrormée en puissance alternative, 
l .',unité solaire peut être branchée au réseau de distribution élec-
trique public moyennant un appareil de raccordement. 
Lors des pointes d'insolation, l'unité solaire produit 
totalement ou partiellement le besoin en électricité des char-
ges. Le réseau de distribution électrique public préserve toutes 
les charges des creux d'ensoleillement, garantit l'alimentation 
énergétique à tout moment et évite la mise en oeuvre d'accumula-
teur~ ainsi que les problèmes dérivés. Si l'énergie solaire pro-
duite excède le besoin, l'excédent est injecté dans le réseau 
public. 
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Il y a lieu avant l' interconnexion de prendre le synchroni~me 
avec le réseau, puis d'assurer le transFert maximum d'énergie active 
dans le réseau après intercon nexion. 
1.5 SYSTEME DE GESTION ET DE CONTROLE. 
La mise en oeuvre de cette app l ication à énergie solaire 
nécessite pour satisFaire aux objectiFs assignés un système de ré-
gulation complexe dont l e but est de gérer et de contrôler la bonne 
marche du processus. 
Le microprocesseur est une solution rentable dans toutes les 
applications avec des a l gorithmes élaborés de régulation nécessi-
tant le stockage de plusieurs données ou de nombreux organes d'en-
trée-sortie ou des calculs. Il dispose d'une grande souplesse d' adap-
tation mais il Faut que sa vitesse soit compatible avec les exigences 
del' application. Un système à microprocesseur n' exige que très peu 
de maintenance tout en oFFra n t une Fiabilité excellente. De plus, 
son prix de production est très abordable. 
Il est cependant très- diFFicile ' dè choisir objectivement un 
microprocesseur dans la variété actuel lement disponible sur le mar-
ché en tenant compte de tous les paramètres à la Fois du microproces-
seur et del' application. Voici donc quelques critères permettant 
d'orienter ce choix. 
Le choix se pose à deux niveaux 
1. Choix de la catégorie. 
2. Choix dans la catégorie. 
En eFFet, les microprocesseurs se répartissent en catégo-
rie en Fonction du nombre de bits d'unité d' inFormation traitée et 
quelqueFois par leur technologie de construction. Et par ailleurs, 
nombreux sont les microprocesseurs qu i se concurrencent dans une ca-
tégorie donnée. C' est ainsi quel' on distingue la catégorie des 4 
bits, des 8 bits et des 16 bits. Dans la catégorie des 8 bits, il y 
a entre autre le 8080 d' Intel, le 6800 de Motorola, le 2650 de 
Signetics. 
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Le choix d'une catégorie est en général assez simple. La gam-
me des 4 bits a été complètement supplantée par celle des 8 bits 
qui à l'heure actuelle ne revient pas plus cher. Deux critères qui 
découlent directement de l'applictation vont inFluencer notre choix. 
Il s'agit de la précision et de la vitesse. 
1. En ce qui concerne la catégorie des 8 bits 
La précision est de 0,4 % 
- Le calcul en longueur double a l'inconvénient de ralentir 
le temps d'exécution du programme. 
2. En ce qui concerne la catégorie des 16 bits 
- La précision est de 0,2 °/ooo 
- Il oFFre une Facilité plus grande que les 8 bits pour tra-
vailler avec des temporisateurs 16 bits 
- La limitation du nombre de broches oblige le multiplexage de 
certains signaux, ce qui Fait perdre du temps. 
Le choix du microprocesseur dans la catégorie est beaucoup 
plus délicat, tant sont voisines les perFormances. Nous retiendrons 
dieux critères 
... 
- Le coût du matériel et du développement. 
La perFormance. 
1. Les coûts sont caractérisés par 
1.1. Le coût du matériel. 
Le prix du microprocesseur. 
Le prix des boîtiers annexes. 
La disponibilité des secondes sources. 
1.2. Le coût du développement. 
Le prix du système de développement. 
Le prix du support logiciel. 
2. Les perFormances : 
- La vitesse (cycle d'horloge et nombre de cycle/instruction]. 
- Le jeu d'instruction et le mode d'adressage. 
- Les Benchmarks. 
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A déraut d'être le critère le plus décisir, ce sont encore 
les perrormances qui dirrèrent le plus dans une catégorie. 
L'organe de conduite que nous nous proposons d'adopter pour 
la conriguration de base est le microprocesseur 8080 A d'Intel. 
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2. L 1:: S A S P E C T S PHYSIQUE S. 
2.1 OPTIMISATION PRIMAIRE. 
Nous avons vu que la mise en oeuvre de panneaux solaires 
suppose pour assurer le débit maximum, le contrôle du transFert 
de l'énergie électrique entre la source et la charge.Elle demande 
de pouvoir Faire varier la tension ou le courant débité dans un 
large domaine en consommant une puissance de commande aussi Faible 
que possible. Les panneaux solaires ne sont pas utilisés directe-
ment :l'alimentation de la charge se Fait par l'intermédiaire d'un 
convertisseur à découpe continu-continu. 
2.1.1.LE CONVERTISSEUR A DECOUPE CONTINU-CONTINU. 
1. Schéma de principe. 
Un convertisseur à découpe Fonctionne en établissant et en 
coupant les connexions entre le générateur et sa charge. Nous dis-
tinguons dans le schéma de principe de la Figure 7, à gauche, le 
panneau solaire, suivi d'une cellule de Filtrage L 1 , C 1 et enFin 









Le bloc à découpe est essentiellemt composé d'un transistor 
T 1, d'une diode D 1, d'~ne selF L 2 et d'une capacité C 2. 
Le panneau solaire délivre un courant i 1 à travers la selF 
L 1. Ce courant charge C 1 lorsque T 1 est ouv~rt et se supperpose 
au courant de décharge de ·C 1 lorsque · T 1 est F~rmé, pour donner un 
courant i 2 à travers L 2. 
2. Fonctionnement.(3] 
Lorsque le transistor T 1 est conduisant, un courant i 2 
circule de la source V vers la selF L 2. Lorsque T 1 est bloqué,il p 
retient à ses bornes une tension Vp-Vd. Lorsque T 1 est bloqué, le 
courant i 2 dans la selF L 2 ne peut varier de manière discontinue. 
La tension aux bornes de L 2 varie jusqu~~ ce que D 1 devienne con-
duisante. La selF L 2 tient une tension V à ses bornes lorsque T 1 
s 
est bloqué et V -V lorsque T 1 est conduisant, abstraction Faite p s 
des chutes dans les éléments. La capacité C 2 intègre le courant 
Fourni par la selF et délivre la tension V . Nous pouvons établir 
s 
les relations suivantes: soit 8 le temps de conduction d'une pé-
riode et T-8 le temps de non conduc:tion de cette même période. 
L di = V dt p 
L di . = V dt s 
d'où 
I(t] = I + 
0 
I(t] = I + 
0 




pour O < t < 8 
pour 8 < t < T 
J: V -V e s dt L 
JB V -V r vs e s dt + 
0 L 8 L 
dt 
I étant le courant I à l'instant t=O 
0 
à l'équilibre, on a I(TJ = 1(0] 
V -V 





pour O < t < 8 
pour 8 < t < T 
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ou 
(V -V J 8 = V (T-8] p s s 
si 1.1,on admet que V demeure sensiblement constant tout au long de 
s 
la période T 
V V -V p s 
















Remarque : Lorsque le courant I s'annule, ces équations ne sont 















2.1.2. Le processus d'-•optimisation. 
1. La droite de charge Fictive. 
Une charge Z alimentée par l ' •i ntermédia i re du convertisseur 
à découpe continu-continu peut être assimilée à une charge F i ctive 
ZF alimentée sans l '.,intermédiaire de ce mécanisme. 
Il existe une relation qui unit les deux droites de charge 
z et ZF. Pour une courbe I (v), une charge z et un rapport Bd , T onnes, 
nous avons les relations suivantes. 
V 8 s 







z = s I 
s 
V I = V I al al s s 
Nous pouvons en déduire que 









-1- V I K2 V I I al s s s 
s s 
ZF = K 
-2 z 
V 
Fi g 9 
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Nous pouvons dégager trois positions particulières de la 
droite de charge Fictive en Fonction de trois valeurs de Î = K. 
1. Lorsque 8 = T (K=1) , les deux droites de charge sont conFon-
dues. 
2. Lorsque 8 = o (K = o) , la droite de charge Fictive est con-
Fondue avec 1 'axe V. 
3. Lorsque O < 8 < T (0 < k < 1), la droite de charge se si-
tue entre la droite de charge réelle et l'axe V. 
I Z: ZF si 8 = T 
si O < 8 < T 
V_ ZF si 8 = 0 
Fig 10 
Nous pouvons décrire également le cheminement de la droite 
de charge Fictive ZF dans le graphique I (v) en Fonction d'~ne varia-
tion AB du temps de conduction de T 1 . 
1. Si AB> 0 (avec 8 + ~8 ~ T) alors la droite de charge Fictive 
se rapproche de la droite de charge réelle. 
2 • Si AB < 0 ( avec 8 + A 8 ~ 0) alors la droite de charge Fic-





\ incréments ~ 8 > 0 
.,,.,..- ZF 
des 
\ cheminement pour des incréments ti 8 < 0 
V 
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2. Relation entre une variation du temps de conduction st une 
variation du niveau de la puissance. 
Le principe de convergence est basé sur une loi qui unit une 
variation de l'~ngle de Fermeture de la vanne de puissance et une va-
riation du niveau de puissance. 
Au cours de chaque nouvelle période le microprocesseur doit 
modiFier au coup par coup l'angle de Fermeture pour maintenir la 
droite de charge Fictive aussi voisine que possible de la droite de 
cha~ge optimale. Deux phénomènes contrarient ses actions. 
1. Pour une période de conduction donnée une variation 
de la charge modiFie la position de la droite de charge 
Fictive. 
2. Une variation de la courbe I (v] modiFie la position de la 
droite de charge optimale. 
L',inFluence d~ une variation de l'~ngle de Fermeture sur une 
variation de puissance est diFFérente selon la position de Zr par 
rapport à 2
0
• En eFFet: pour des incréments positiFs, si ZF est au 
delà de 2
0 
le niveau de puissance augmente; si au contraire ZF est 
en deça de Z le niveau de puissance diminue. Pour des incréments 
0 










ZF€ Zone A ZFE. Zone B 
AS< 0 AW>O AW<O 
L)8 "?' 0 6W<O AW> • 
Fig 12 
2 .-1 . 3. Algorithme. 
Au cours de chaque période, le microprocesseur assure l'en-
clenchement et le déclenchement de la vanne de puissance. Il calcule 
en outre l ' -écart de puissance entre la puissance lue à la période 
précédente et celle de la période en cours. Il décide en Fonction 
de l'écart de puissance du signe de 1.1., incrément à appliquer à 1 1 
angle de Fermeture de la vanne à la prochaine période. 
Cela suppose 1 1,init i alisation de l'angle de Fermeture de la 
puissance de réFérence et du sens de l'incrément. 
Remarques. 
1. Il Faut que la variation de Zou de Z soit lente par rap-
o 
port aux calculs. 
2. D'une part, si les panneaux solaires ne sont pas tous dans 
les mêmes conditions, leur connection en série et en paral-
lèle peut donner lieu à une courbe I (v] avec plusieurs optima 
voisins. O.'autre part, le courant I n-' •est pas tout à Fait 
constant. De ce Fait, la puissance instantannée est diFFé-
rente de la puissance moyenne sur la période. En cas de va-
riation négative de l'écart de puissance, le microprocesseur 








2.2 TransFormation de puissance continue en puissance alter-
native. 
Puisque nous ne devons pas exclure les applications à cou-
rant alternatiF et que par ailleurs nous envisageons la possibilité 
de couplage de la centrale solaire à un réseau alternatiF public, 
il Faut être en mesure de produire une tension alternative à par-
tir de la tension solaire continue. 
Pour alimenter une charge à courant alternatiF à partir d v 
une source continue, il Faut passer par l'intermédiaire d'un ondu-
leur . Son rôle est de commuter en alternance la source continue 
dans chacune des deux polarités possibles sur la charge alternative. 
L'onde ainsi produite aux bornes de la charge, à la Fréquence du ré-
seau que l'-0n veut reconstituer, est une onde carrée, riche en har-
moniques et généralement mal adaptée à la charge. 
Une amélioration possible à la pollution par harmoniques 
de Fréquence est possible par l'usage d'un hacheur utilisé avec 
modulation de la largeur de hachage. 
2.2.1 . Le hacheur. 
I . Schéma de principe. 
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Les hacheurs sont des interrupteurs unidirectionnels com-
mandés aussi bien i l'ouverture qu'~ la Fermeture. Le panneau so-
laire délivre une tension V i l'€ntrée du hacheur. Les actions de p 
Fermeture puis d'cuverture sont exécutées sur T 1 pendant la pre-





2. Principe de la modulation. 
La transFormation de la puissance continue en puissance al-
ternative repose sur une transFormation d'aire. Divisons la demi-
période de la Fonction sinusoïdale i constituer en un nombre n en-
tier impair de portions identiques que nous appellerons divisions 
de période. Il Faut pour chaque division de période délivrer un cré-
neau de tension V· pendant un temps 8. centré sur l'intervalle p l. 
( i - 1 , i J, de 
que possible de 
telle sorte que le produit V p 8 soit aussi proche i 
la surFace S. de la division de période. 
l. 
Soit une demi _-période de la sinusoïde sin wt avec w = 2,ct= 
scindée en n divisions de périodes identiques. Les surFaces comprises 
entre la sinusoïde, l'axe Tet les limites des divisions de période 
valent r(~l 
S. = sin wt d(wt] w = 21t.F l. 
(i -1)(~] i = 1' 2, ... ' n 
La Fonction sinusoïdale que l'on désire reconstituer est 
V sin c..ut avec w= 2,tj=". La surFace S. relative i la division de 
l. max 
période i vaut V S. et s'€xprime en volt-seconde. 
max 1. 
. 
Soit le rapport entre la tension solaire V et la tensions p 




k = _E_ 
V 
max 
La règle de la transFormation d'~ire veut qu'au cours d', 
une division de période on délivre le produit V 8. égal à V S. p i max i 
V 8. = V S. p i max i 
L1 instant initial de 8. 
i 
correspond à la Fermeture d,1.une 
des deux vannes; l ~ instant Final de 8. correspond à l -9ouverture de 
i 
cette même vanne. Nous pouvons déduire la Formule qui donne 1 ' .ins-





2i +1 'TC 
-2- n 
Le processus de transFormation. 
Le microprocesseur mémorise la table des quantités de volt-
seconde et des moments d~enclenchement associés à chacune des divi-
sions de période. Il assure en outre le repérage du temps au cours 
de la période. Son r6le est de· commander la Fermeture d~une des deux 
vannes au moment pré-calculé; d'attendre que la quantité de volt-
seconde délivrée soit aussi proche que possible de la va l eur théo-
rique. Il commande alors la Fermeture de la vanne. 
1 • Table des quantités théoriques de volt-seconde et des mo-
ments d,~,enclenchement. 
Le domaine de tout ordinateur est celui du Fini et du dis-
cret. En simple longueur, un microprocesseur 8 bits peut présenter 
256 objets diFFérents. 
On normalise la valeur des surFaces théoriques de telle 
sorte que la plus grande soit égale à 255. Si k 1 est le coeFFicient 






Le temps est repéré au cours d'une période par un compteur 
qui progresse de O à 255 instants élémentaires entre le début et la 
Fin de la période. 
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Exemple chiFFré 22 divisions de période 
512 temps élémentaires par période 
k =V/V = 1. p max 
Divisions Aire Moment Début de la 
de période d'enclenchement période en 
temps 
élémentaires 
1 36 10 0 
2 106 30 23 
3 167 51 47 
4 215 72 70 
5 245 94 93 
6 255 116 116 
7 245 140 140 
8 215 165 163 
9 167 190 186 
10 106 216 209 
11 36 243 233 
12 36 10 0 
13 106 30 _23 
14 167 51 47 
15 215 72 70 
16 245 94 93 
17 255 116 166 
18 245 140 140 
19 215 165 163 
20 167 190 186 
21 106 216 209 
22 _36 243 233 
Tab 15 
Remarque : 
Chacune des 22 divisions de période comprend 23 temps élé-
mentaires. Il en résulte alors qu'une période de sinusoïde ne Fait 
' que 506 temps élémentaires au lieu de 512. Par conséquent, pour 
réaliser ces 512 temps élémentaires, il Faut ajouter 6 temps "de 
bourrage" à raison de 3 entre la 11 ième et la 12 ième division et 
3 entre deux périodes. 
2. Détection du moment de déclenchement. 
On déclenche les vannes au terme de chaque B .. L'instant 
J. 
t + 8. est en relation avec td par l'égalité 
e J. 
V 8. = V S . p i max i 
25 
A chaque instant élémentaire, on délivre une certaine quan-











t1 + ... 
1 ( V 
n P1 
+ t = n t. n J. 
+ + V J 
Pn 
+ ... ] nt. 
J. 
La quantité à déduire à chaque instant élémentaire n'est autre que 
la tension solaire. 
Exemple: soit à délivrer 36 unités de Volts-seconde par à coup 
de 11 unités. 
à t = t1 36 1 1 il en reste 25 
à t = t2 25 1 1 il en reste 14 
à t = t3 14 11 il en reste 3 
à t = t4 3 1 1 il y en a 7 de trop 
Nous pouvons prendre en considération à la nouvelle division 
de période le surplus délivré lors de la division de période anté-
rieure. Nous le déduisons de la nouvelle quantité théorique. 
Reconstitution d'une sinusoïde à partir d'un hacheur: 22 divisions de période 
512 moments élémentaires 
V 
k=_.e_=· 1 V 
max 
- - - -
12 13 14 15 16 17 18 







3. Optimisation générale. 
Nous avons vu que l'algorithme de transFormation de la puis-
sance continue en puissance alternative utilise une table de quant i -
tés de volt-seconde et des moments d'enclenchement pour commander l' 
ouverture et la Fermeture des vannes du hacheur. Plusieurs tables 
peuvent être calculées pour plusieurs valeurs de k (k = Vp J V max 
Une seule table sert à chaque période, C'est l'algorithme d'optimi-
sation générale qui décide de la table à prendre en considération. 
L'algorithme d'optimisation générale assure l'optimum de 
puissance. A cet eFFet, le microprocesseur calcule l'écart signé 
entre la puissance lue à la période précédante et celle de la période 
en cours. Il décide en Fonction de cet écart de changer de table des 
quantités de volt-seconde et des moments d'enclenchement. 
Le seuil de variation de k est déterminé de telle sorte 
qu'il corresponde à une variation d'un instant élémentaire sur la va-
leur de 8. normalisée. Le nombre de tables à prendre en considération 
i 









ACCUMULATION TEMPORAIRE D'ENERGIE ET GESTION DE PRIORITE 
DANS LES CHARGES. 
On a vu la nécessité de Faire appel aux accumulateurs dans 
les installations solaires. Ceux-ci serviront: 
comme source d'alimentation durant la période d'impossibi-
lité d'Dbtenir un courant des cellules solaires. 
comme source d'appoint pendant les périodes de manque d' 
ensoleillement. 
La charge des accumulateurs ne pourra s'eFFectuer, à partir des 
cellules solaires, que pendant les périodes d'ensoleillement. 
Le schéma de la Figure 18 donne l'allure de deux courbes 
de puissance échelonnées sur une période d'une journée. L'une est la 
puissance disponible aux panneaux solaires, l'autre est celle de-
mandée par les charges de l'installation. 
panneaux solaires 
- - - - charges 
. --------
f 6 12 
Fig 18 
-------- · 
18 9 temps [heures] 
L'accumulateur emmagasine l'énergie électrique disponi-
ble aux panneaux solaires qui excède le besoin. Il la restitue à 
volonté quand l'énergie disponible aux panneaux solaires vient a 
manquer ou à Faire déFaut. Lorsque l'accumulateur restitue l'éner-
gie, une classe de charges appelée charges non-prioritaires est 
automatiquement déconnectée pour assurer le maximum d'autonomie 


















e.4 REGULATION OU COS~-
2.4.I Amélioration du cos If. 
Dans le cas d'un réseau à courant alternatiF, les appareils 
purement résistiFs ne consomment que de la puissance active. Au 
contraire, les appareils avec une composante selFique ou capacitive 
véhiculent des proportions variables de puissance active et réactive. 
Aussi, la distribution de puissance est caractérisée dans le 






= puissance réactive. 
= puissance active. 
= puissance apparente. 
Il en résulte : 
Pa= U I cos 'f 
Fig 20 
P = U I sin 'f 
r 
qu'une puissance active déterminée est Fournie à partir d' 
une puissance apparente d'autant plus Faible q~e le cos~ est éleve. 
qu'une puissance apparente déterminée peut donner lieu à 
une puissance active d'autant plus élevée que le cos~ est élevé. 
De plus, sous une tension constante, la puissance active 
sera Fournie avec un courant d'autant plus intense que le cos~ 
est Faible. Dr, ce qui limite généralement la puissance d'une 
machine, c'est son échauFFement qui est précisément Fonction du 
carré du courant. Par ailleurs, une distribution d'énergie électri-
que est limitée par la chute de tension dans la ligne d'alimentation, 
laquelle est aussi Fonction du courant. Par conséquent, le cos~ 
doit être aussi proche que possible de 1, pour éviter les pertes 
préjudiciables d'énergie. 
Une solution pour améliorer le cos~ consiste à produire à 
l'endroit voulu uneénergie réactive nécessaire à la compensation en 
Faisant appel à un générateur d'énerg i e réactive convenable, Ile plus 
c'lassique et le plus simple étant le condensateur statique. 
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Boucle de régulation. 
Le cos~ est ramené à une valeur proche de 1 par l'action 
du microprocesseur qui introduit ou retire des capacités. Celles-ci 
sont disposées en parallèle sur la charge. La tentative du micropro-
cesseur pour annuler~ s'eFFectue au coup par coup. A chaque itéra-
tion, l'action consiste en se basant sur la dernière mesure de 






2.4.2. Mesure du déphasage entre U et I. 
L'amélioration du cos~ suppose à chaque nouvelle période 
la mesure de l'angle de déphasage~- Considérons deux vecteurs DA 
--et OB Faisant entre eux un angle~ et tournant ensemble dans le même 
sens arbitraire d'un mouvement circulaire uniForme de vitesse angu-
laire w. Les deux sinusoides représentatives obtenues par projection 
sur l'axe des ordonnées des extrémités des deux vecteurs sont déca-
lées l'une par rapport à l'autre de l'angle~-
0 
Fig 22 
Les deux Fonctions 
- ne sont pas toujours de même signe. 
s'annulent à des temps dirrérents. 
deviennent maximum, positives et négatives, à des moments 
diFFérents. 
La mesure du déphasage consiste à évaluer le temps quis' 
écou l e entre deux annulations consécutives montantes (ou descen-
dantes] l'une de U et l'autre de I. Ces points particuliers peuvent 
être repérés à l'aide de deux amplis à seuil. 
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Schéma de principe de l'ampli a seuil . 
• Four une sinusoïde tension. 
Nous distinguons trois parties dans le schéma de principe 
de la Figure 23. A gauche, la source alternative; au centre l'ampli 








La source alternative délivre une tension sinusoïdale à 
l'entrée Ede l'ampli à seuil. Celui-ci a en sortie une variable lo-
gique à l'image de la tension sinusoïdale d'entrée. Cette variable 
est à l pendant l'alternance positive et à O pendant l'alternance 
négative. 
E 
S l -, 
0 -
Fig 24 
La logique de sortie est construite autour d'un OU exclu-
sir entre d'une part la variable logique de l'ampli à seuil et d' 
autre part, cette même variable logique légèrement décalée dans 
le temps. 
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S:: A 1 
0 
1 
_J B 0 
A@B 1 n n n n 0 
Fig 25 
Chaque impulsion est l'image d'un passage par Ode la si-
nusoïde. Un relevé de ! .'état de la variable logique S directement 
consécutive à l'impulsion permet de décider si la transition est de 
négatiF vers positiF ou positiF vers négatiF. Nous appellerons 
impulsion positive une impulsion relative à une transition de la 
sinusoïde de négatiF vers positiF et impulsion négative l'inverse. 
Pour une sinusoïde courant. 
Un courant peut toujours être ramené à une tènsion par l' 





Principe de la mesure de 'f> . 
Les impulsions à la sortie des amplis à seuil V et Ise 
suivent en alternance et de Façon asynchron e. Il Faut être en mesure 
de repérer deux implusions positives consécu tives (l'une de V et l' 
autre de IJ tout en évaluant le temps qui s'écoule entre ces deux im-
pulsions. Or, rien ne dit à priori laquelle va se présenter la première. 
Admettons que l'on n'a pas encore re~u les deux impulsions 
positives consécutives V et I et que l a dernière impulsion reçue, 
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si touterois il y en a une, était négative. Nous sommes dirons nous 
dans un état d'attente initial dénommé'' Etat 0~ La nouvelle impu l -
sion se présente, p eu importe qu'elle provienne de V ou de I. Si e l le 
est négative, nous sommes par hypothèse ramenés au cas précédent . S i 
au contraire, elle est positive, nous nous trouvons dans un nouve l 
état d'attente" Etat 1~ En erret, à ce stade, on n'attend plus qu' u ne 
impulsion positive. Si l'impulsion su i vanteest négat i ve, de nouveau 
nous retournons dans l'état O. Mais s i elle est positive, nous passon s 
à l'état 2; état de Fin d'attente des deux impulsions positives. 
Il surrit dès lors pour évaluer le déphasage de compter le 
temps entre le passage de l'état I à l'état 2. 
Nous nous rendons compte que l'algor ithme peut être Formalisé 
par la notion d'automate. Un automate est dérini par : 
1. Un ensemble E d'états de l'automate. 
2. Un ensemble Fini S de symboles d'entrée. 
3. Un état in i tial E 
0 
4. Une Fonction de transition F, qui r ait correspondre à chaque 
couple [E., S.) un état. 
1 1 
S. Une Fonction de sortie qui rait correspondre à chaque état 
un symbole de sortie. 
L'automate de la mesure de~ comporte 3 états~ 
Etat a, Etat 1 et Etat 2. 
Les symboles d'entrées sont les impulsions [positives et néga-
tives) de V et de I. 












Les symboles de sortie : l' i nitialisat i on et l a lecture du 
compteur de temps. 
Fonction de sortie. 
E 1 initialiser le compteur. 
E 2 lire le compteur. 
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Pour connaître le sens du déphasage, il suFFit de savoir 
d'oû vient la dernière impulsion positive. Si elle provient de V, 
alors I est en avance sur V ; si par contre elle vient de I c'est 
l'inverse. 
2.5 INTERCONNEXION AVEC LE RESEAU PUBLIC. 
2.5.I. Régulation de la puissance réactive par le réseau. 
Lors du couplage au réseau public, l'énergie du réseau 
est appelée à suppléer la carence éventuelle de l'énergie solaire 
soit partiellement, soit totalement. L'énergie du réseau vient se 
greFFer directement aux bornes de la charge. Dans ce cas, la source 




Le schéma électrique équivalent du couplage est représenté 






DiFFérents éléments parasites du couplage sont à prendre 
en considération 
les éléments de la cellule de tête 
les éléments du hacheur 
les éléments du transFormateur 
Ces éléments sont de nature résistive et/ ou selFique. 
Le diagramme vectoriel correspondant au schéma électrique 
équivalent est le suivant: 
2.5.2. 
Alsolaire 
I 1 . so aire 
Fig 30 
Principe de la régulation. 




Il Faut transFérer de la puissance active et uniquement de 
la puissance active du générateur du réseau : La puissance active 
transFérée au réseau [Vr la cos~) est d'autant plus importante 
que l'angleiest petit. L'idéal est que l'an gle~ soit nul; de cette 
manière toute la puissance solaire injectée au réseau alternatiF 
est de la puissance active. Dans ce cas, le diagramme vectoriel du 
schéma électrique de couplage est le suiva n t : 
V 1 . so aire 
AI l . so aire 






Il y a toujou rs un angle~ de décalage entre V solaire et 
V réseau. Cet angle est le miroir del' impédance de couplage qui n' 
est pas purement résistive. Sil' angl e~ est idéal, il y a transFert 
de puissance idéal; c' est-à-dire uniquement un transFert de puissan-
ce active de la source solaire au réseau. Tandis que dans le cas où 
l'angle~ n' est pas idéal, il y a quand même un transFert de puissan-
ce de la source solaire du réseau, mais ce transFert de puissance n' 
est pas idéal. En eFFet, il y a une proportion de puissance active et 
une proportion de puissance réactive. 
Le problème est donc de créer l 'angle~ tel que le courant 
solaire soit en phase avec la tension solaire. Autrement dit: créer 
l'angle~ tel quel' angle~ soit nu l . Une manière d'agir sur l' 
angle~ est d'agir sur le bourrage de temps qui normalise à 50 Hz 
la Fréquence de la sinusoïde solaire produite. Nous avons la possibi-
lité soit de diminuer le bourrage de temps, ce qui revient à augmenter 
transitoirement la Fréquence; soit d'augmenter le bourrage de temps, 
ce qui revient à diminuer transitoirement la Fréquence. Si la Fréquen-
ce augmente, alors l'angle~ augmente. Si au contraire la Fréquence 







2.6. COUPLAGE DE LA CENTRALE SOLAIRE AU RESEAU. 
L' interconnexion entre la centrale so l aire et le réseau al-
ternatiF suppose deux choses. Il Faut que premièrement, les deux ten-
sions soient en concordance de phase et que deuxièmement l'amplitude 
de la tension solaire soit plus grande que celle du réseau. 
Initi~lement, il n'y a aucune interaction entre la centrale 
solaire et le réseau. L' organe de couplage va donc: 
1. amener les deux tensions en phase par une modirication tran-
sitoire de la Fréquence de la tension alternative solaire 
2. ajus~er l'amplitude de la tension solaire avant de coupler. 
2.6.1. Processus. 
Supposons que la Fréquence du réseau soit diFFérente de la 
Fréquence de la tension solaire. Les deux vecteurs représentatiFs 
des deux Fonctions alternatives sinusoidales ne sont pas du repos 
relatiF: le déphasage n' est pas constant. 
Nous connaissons d'une part la phase de V solaire puisque 
à chaque début de la période le système de transFormation du continu 
en alternatiF émet une interruption. D'autre part, un ampli à seuil 
connecté sur la tension sinusoidale du réseau nous envoie une impul-
sion positive au début de chaque période et une impulsion négative 
à chaque demi-période. Lorsque l' impulsion solaire coïncide avec 
l' impulsion positive du réseau, il y a concordance de phase. Comme 
les impulsions ne peuvent être traitées que séquentiellement, il sur-
Fit de repérer deux impulsions consécutives telles quel' une corres-
ponde à la tension solaire et quel' autre soit une i mpulsion pos i tive 
du réseau. I l y a concordance de phas~ si le décalage temporel ent~e 
les deux est nul. 
Deux cas Favorables sont possibles: 
1. l' impulsion solaire se présente avant l' i mpulsion positive 
du réseau. 
2. l' inverse. 
Toute autre combinaison est à rejeter. Nous pou vons déduire un au-
tomate à trois états avec sa Fonction de transition. 
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Etat 0: la dernière impulsion reçue est une impulsion néga-
tive du réseau. 
Etat 1: état d'attente soit d'une impulsion solaire, ou d' 
une impulsion positive du réseau. 
Etat 2: les deux impulsions attendues ont été reçues. 
sol sol 
Fig 33 
Il Faut en outre que le temps quis' écoule entre le pas-
sage del' état 1 à l'état 2 soit breF. Au minimum ce sera le temps 
d'exécution des instructions entre le passage de 1 à 2. Nous ajou-
tons un troisième état, dont on transite del' état 2, si le temps 
est jugé suFFisamment court. Dans le cas contraire, il y a retour 
à l'état O. Al' état 3, il Faut directement réétablir la Fréquence 




2.6.2. ConFiguration. Fig 34 
Solaire 
action sur F 











3. C O N C E P T I O N 
3.I. CLASSIFICATION DES PROGRAMMES DE REGULATION. 
Le but de l'action d'un programme est d'apporter une modiFi-
cationdénnie à son environnement. Par ailleurs, le comportement de 
l'environnement qui résulte des actes prévus au programme peut entrer 
dans l'une des trois catégories suivantes: ( 1 1 J 
I. Comportement passiF de l'environnement 
2. Comportement déterministe de l'environnement. 
3. Comportement aléatoire de l'environnement. 
Il en résulte que tout programme peut être classiFié en Fonc-
tion du comportement de son environnement sous l'action qu'il subit. 
En particulier, tous les programmes de régulation de ce tra-
vail ainsi que tout programme de régulation en général entrent dans 
la deuxième catégorie. 
I. Comportement passiF de l'environnement. 
La réaction du milieu extérieur est celle que présume le pro-
gramme.Pour un comportement passiF de l'environnement, on peut prédire 
la liste d'actions chronologiques à exécuter pour atteindre le but. 
Telle est la réaction par exemple des éléments d'un lave-
vaisselle séquencé par microprocesseur.Ils se mettent en oeuvre doci-
lement dans l'ordre préétabli une Fois pour toutes par le programme 
d'action. Il en résulte l'exécution de la tâche déFinie par le pro-
gramme au moment prévu. 
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2. Comportement déterministe de l'environnement. 
La réaction du milieu extérieur n'est pas nécessairement 
celle que présume le programme; mais elle est l i ée aux actes pos-
sibles des agents d'exécution par des lois connues. Dans le cas d' u n 
comportement déterministe, on ne peut pas prédire une liste dwac-
tions chronologiques,mais on peut prédire quel acte doit être eFFec-
tué pour corriger le déFaut des actes précédents. 
A titre d'exemple, l'algorithme de l 'optimisation primaire 
traque 1 ' ·optimum de puissance du panneau sala ire. Cette puissance 
mise en oeuvre dépend non seulement de l'angle d'ouverture de la 
vanne et de la charge mais aussi de l'éclairement et de la tempéra-
ture du panneau. Un programme déFinissant l'angle d'ouverture de la 
vanne d~ns le temps est inconvenable pour l a bonne raison que la loi 
de correspondance de la puissance maximum avec le temps n'est pas 
connue d'avance. Cependant, il existe une l oi connue qui unit le sens 
d'une variation de l'angle d'ouverture avec une variation du niveau 
de puissance. Dès lors, il suFFit à chaque itération de repéter la 
variation de l'angle d'ouverture dans le même sens qu'antérieurement 
si la variation de puissance est positive et dans le sens inverse si 
la variation de puissance est négative. 
3. Comportement aléatoire de l'environnement. 
La réaction du milieu extérieur n'est pas nécessairement 
celle que présume le programme et l'on ne connait aucune loi qui la 
relie aux agents d' -exécution. 
Dans ce cas, on ne peut ni prédire une liste chronologique 
d'actions ni même quel acte doit être eFFectué pour corriger le 
déFaut des actes précédents. 
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3.2 LA DECOUPE FONCTIONNELLE. 
Le système est découpé en blocs Fonctionnels tels que chaque 
bloc Fonctionnel corresponde à une grande Fonction du système. Pour 
chaque bloc, sa Fonqtion, ses entrées, ses sorties et ses relations 
avec les autres blocs doivent être déFinies. 
Dans les aspects physiques, nous avons distingué trois types 
de régulation selon que la centrale solaire était utilisée en continu, 
en alternatiF pour un usage autonome ou encore couplé à un réseau 
alternatiF. 
1. La régulation d'une centrale solaire à courant continu ne 
comp~~nd que le bloc 
optimisation primaire. 
2. La régulation d'une centrale solaire autonome à courant alter-
natiF comprend les blocs suivants : 
transFonnation du continu en alternatiF. 
optimisation générale. 
accumulation temporaire avec gestion de priorité dans les 
charges. 
mesure de déphasage entre U et I. 
amélioration du cos~-
3. La régulation d'·une centrale solaire d'appoint à un réseau 
alternatiF comprend les blocs suivants: 
transronnation du continu en alternatiF. 
optimisation générale. 
I. 
mesure de déphasage entre LI et I 
régulation de la puissance réactive par le réseau. 
couplage au réseau de distribution. 
Bloc Fonctionnel "optimisation primaire" 
Fonction. 
Assurer l'optimisation du point de Fonctionnement entre les 
panneaux solaires et la charge. Cette optimisation est réalisée dyna-
miquement dans le temps. 
Entrée. 
La puissance consommée au panneau solaire. 
Sortie. 
Les impulsions d'enclenchement et de déclenchement de la 
vanne de puissance du transFormateur à courant contr±n1.<.1. 
Relation _ avec d'autres blocs. 
Aucune: c'est le seul bloc Fonctionnel utilisé. 




TransFormer la puissance continue en puissance alternative 
en évitant les pertes par harmonique de Fréquence. 
Entrée. 
1- La valeur de la tension continue en provenance du panneau 
solaire. 
2- Le numéro de la table des aires théoriques relatives à la 
valeur de k =V/V . p max 
3- Dans le cas d'une centrale couplée au réseau 
du bourrage de temps. 
Sortie. 
une valeur 
Des impulsions d'ouverture et de Fermeture à destination 
des vannes du hacheur. 
Relation avec d'autres blocs. 
Envoi d'une interruption qui synchronise tous les autres 
blocs excepté celui de mesure du déphasage entre U et I 
3. Bloc Fonctionnel" optimisation générale" 
Fonction. 
Assurer l'optimisation du point de Fonctionnement entre les 
panneaux solaires et la charge. 
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Entrée. 
La puissance consommée du panneau solaire. 
Sortie. 
Le numéro de la table des aires théoriques. 
Relation avec d'autres blocs. 
Ce bloc est synchronisé par le bloc" transf"ormation de la 
puissance continue en puissance alternative" 
4. Bloc Fonctionnel" accumulation temporaire d'énergie et 
gestion de priorité dans les charges" 
Fonction. 
1- Accumuler le trop pleind'énergie et restaurer l'énergie accu-
mulée quand il y a pénurie. 
2- Déconnecter les charges non-prioritaires quand la batterie 
est en restitution. 
Entrée. 
La valeur de la tension continue en provenance du panneau 
solaire. 
Sortie. 
La commande d'interrupteurs pour la batterie et pour les 
charges non-prioritaires. 
Relation avec d'autres blocs. 
Ce bloc est synchronisé par le bloc" transf"ormation de la 
puissance continue en puissance alternative" 
5- Bloc Fonctionnel" mesure de déphasage entre U et I" 
Fonction. 
Evaluer le temps entre deux impulsions consécutives relativeg 




Variable booléenne image soit de la tension sinusoïdale soit 
du courant sinusoïdal. 
Sortie. 
Le temps écoulé entre les deux impulsions et le sens du dépha-
sage. 
Relation avec d'autres blocs. 
Ce bloc est synchronisé par des interruptions en provenance 
des amplis à seuil U et I. 
6- Bloc Fonctionnel " amélioration du cos '-f' " 
Fonction. 
Assurer la meilleure valeur possible du cos 
Entrée. 
Le temps relatiF du déphasage entre U et I ainsi que le sens 
de ce déphasage. 
Sortie. 
La commande d'ouverture ou de Fermeture sur les interrupteurs 
de la batterie de capacité. 
Relation avec d'autres blocs. 
Ce bloc est synchronisé par le bloc" transFormation de la 
puissance continue en puissance alternative" 
7- Bloc Fonctionnel" régulation de la puissance réactive par 
le réseau. 
Fonction. 
Assurer le transFert d'énergie active maximum de la source 
solaire vers le réseau alternatiF. 
Entrée. 
Le temps relatiF du déphasage entre U et I ainsi que le sens 
de ce déphasage. 
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Sortie. 
Une valeur du bourrage de temps pour le bloc" transf"orma-
tion du courant continu en alternatif"" 
Relation avec d'autres blocs. 
Ce bloc est synchronisé par le bloc" transf"ormation du con-
tinu en alternatif"" 
8- Bloc f"onctionnel "couplage du réseau distribution" 
Fonction. 
1 Mettre la tension solaire en concordance de phase avec la 
tension du réseau. 
2 Ajuster la tension solaire à une valeur très supérieure à la 
tension du réseau. 
3. Coupler. 
Entrée. 
Variable booléenne image de la tension alternative solaire 
et de la tension du réseau. 
Sortie. 
I. Initialisation de la table des aires théoriques relative 
à la plus grande valeur de k. 
2. Initialisation de la valeur du bourrage de temps. 
Relation avec d'autres blocs. 
La f"in de ce bloc déclenche les blocs synchronisés par la 
transf"ormation du courant continu en alternatif". 
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.3. 3. REPARTITION ENTRE MATERIEL ET LOGICIEL . 
Avant d'aborder l'~tude du matériel et du logiciel, la 
question de la répartition entre les deux se pose.Qu'est-ce qui est 
réalisé par le matériel et qu'est-ce qui est pr i s en charge par le 
logiciel. Certaines Fonctions peuvent eFFectivement être réalisées 
aussi bien par des circuits logiques que par programme. C'est le cas 
par exemple d'un calcul ou d ' •une temporisation. 
L'utilisation d'un circuit logique est nécessaire pour des 
calculs à eFFectuer à des temps courts, impossibles au microproces-
seur. Il y a également intérêt à réaliser les temporisations Fré-
quentes ou relativement longues par le biais du matériel. Cependant, 
il ne Faut pas perdre de vue que dans les grandes séries, on minimise 
le coût du matériel en imputant un maximum de Fonctions gu logiciel. 
Nous allons examiner la question pour : 
1. La puissance du bloc d'optimisation qui résulte de la multi-
plication de U par I 




L'évaluation du temps de déphasage entre U et I. 
Lecture de la puissance dans le bloc d'optimisation pri-
maire. 
Le débit d 9acquisition est d'une Fois par période. De plus, 
la puissance lue ne doit pas être d'une précision excessive. En eFFet 
il suFFit de tester si la puissance croit ou décroit au cours des 
périodes successives. 
Il existe deux possibilités pour l'obtention de la puis-
sance. Premièrement le produit de U par I est Fait en numérique. Cela 
suppose deux convertisseurs A/0 et trois opérations: la conversion 
A/0 avec la lecture de V, la conversion A/0 avec la lecture de I et 
le produit des deux valeurs digitalisées. L 9 autre méthode consiste 
à la prise directe de la puissance avec un seul convertisseur A/ 0 et 
une seule opération de conversion et lecture. C9 est la solution la 




Le timer relatir au moment d'enclenchement des vannes du 
hacheur. 
A un moment bien précis dans chacunes des n divisions de 
la demi-période, il Faut enclencher une vanne du hacheur. Cela sup-
pose bien sûr un système de repérage du temps. 
La solution matérielle utilise un temporisateur program-
mable que l'on initialise à chaque division de période. Celui-ci 
renvoie une interruption au moment choisi de la division suivante. 
L'avantage de ce système est de ne pas monopoliser tout le temps le 
processeur. Cependant, il Faut initialiser en deux rois parce-que le 
temporisateur travaille sur un registre de 16 bits et d'autre part 
il Faut empêcher que l'interruption ne soit prise en considération 
avant la Fin de l'exécution relative à la division antérieure si 
elle déborde. 
Dans l'optique logicielle, on incrémente périodiquement 
un compteur de temps. Cela signirie que le nombre de cycles requis 
par l'exécution de l'ensemble des instructions relatives à une pé-
riode multipliée par le temps de cycle doit donner la durée de la 
période. Le microprocesseur est par conséquent toujours occupé et 
il Faut satisraire la contrainte qui pèse sur le logiciel. 
La solution logicielle a été retenue parce qu'elle ne né-
cessite aucun matériel et qu'il est plus Facile de s'assurer à pri-
ori du Fonctionnement correct du système par la bonne connaissance 
que l'on a de ce que Fait le programme à chaque instant. 
3. L'évaluation du temps de déphasage. 
La mesure du déphasage entre U et I est chiFFrée par l' 
écoulement du temps entre deux impulsions positives consécutives 
des amplis à seuil U et I. 
De nouveau c'est un choix entre la temporisation program-
mable et le compteur logiciel qui se pose. Ici, la solution matériel--
le décharge le processeur de compter le temps et permet de l'allouer 
à autre chose. 
50 
~.4. ETUDE OU MATiERIEL. 
L'étude du matériel consiste à choisir et à déFinir les 
composants et les circuits annexes associés au microprocesseur. Il 
Faut en premier établir l'architecture du système puisdénombrer les 
interFaces et déterminer leur nature. Ensuite, il restera à déFinir 
leur mode d'adressage puis à établir le schéma d'interFa9age. 
3.4.I. Architecture. 
Nous venons de déFinir les Fonctions que le système doit 
prendre en charge. Nous avons déFini les relations entre ces Fonc-
tions ainsi que les capteurs et les actionneurs associés à ces Fonc-
tions.Trois achitectures correspondent aux trois types de centrale 
solaire. Le nombre de microprocesseurs en jeu dans chacune de ces 
trois architectures découle du nombre de Fonctions incompatibles 
entre elles et devant être exécutées en même temps. Les relations 
entre les diFFérents microprocesseurs, s'il y en a plusieu~s, sont 
déduites des relations entre les diFFérents blocs Fonctionnels ré-
partis entre ces mircoprocesseurs. 
L'architecture de la centrale solaire continue, n'ayant 
qu'un seul bloc Fonctionnel, est construite autour d'un seul micro-
processeur. 
L'architecture de la centrale solaire alternative autonome 
nécessite deux microprocesseurs. Le programme de transFormation du 
continu en alternatiF demande le contrôle d'un microprocesseur à 
chaque instant. Le deuxième microprocesseur est aFFecté aux autres 
blocs. Ces Fonctions ne sont pas incompatibles le programme de me-
sure du déphasage, essentiellement asynchrone, doit répondre direc-
tement aux interruptions et les autres programmes peuvent être diFFé-
rés du temps d'exécution du premier. L'architecture de la centrale 
solaire couplée au réseau reste du même type. 
Les relations entre ces deux microprocesseurs sont très res-
treintes. Outre les appels de synchronisation, il y a un passage de 
paramètres 
le numéro de la table des ai r es théoriques relatives à 
la valeur de k = V / V max. p 
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la valeur de l'indice de bourrage de temps dans l'architec-
ture de la centrale couplée au réseau. 
L'architecture est construite autour de deux microproces-
seurs avec un unibus et une mémoire commune. 












2. Architecture de la centrale solaire autonome. 





































3. Architecture de la centrale solaire d'appoint à un réseau alternatiF. 












































3.4.2. Adressage et interFacage du matériel. 
I . Adressage généralités. 
Pour adresser une mémoire ou un périphérique, il Faut sé-
lectionner la position mémoire ou le registre du périphérique. Il 
Faut par ailleurs choisir le boîtier mémoire ou périphérique quand 
il y en a plusieurs. 
Sélection de la position mémoire ou registre. 
Pour adresser 2n positions, il Faut disposer den bits d'a-
dresse. La règle universèlle est de prendre les n bits de plus 




soit à adresser 1 k octet au maximum 
de A
0 
à A9 du bus adresse. 
soit à adresser 4 registres au plus 
et A1 du bus adresse. 
Sélection du boîtier. 
on prendra les bits 
on prendra les bits Ao 
La méthode de sélection du boîtier résulte du choix d'un 
mode d'adressage (soit par décodage ou bien par sélection linéaire] 
et du choix du type de structure E/S (soit par instruction mémoire 
ou par instruction E/SJ 
Il y a 4 combinaisons possibles : 
1. sélection linéaire avec instruction mémoire. 
2. sélection linéaire avec instruction E/S. 
3. décodage avec instruction mémoire. 
4. décodage avec instruction E/ S. 
Dans l'adressage par décodage, un décodeur sélectionne un 
boîtier parmi 2n sur base de la codiFication den bits. C'est le mode 
le plus perFormant en contrepartie du prix du décodeur. 
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L'adressage par sélection li néaire supprime le décodeur 
en aFFectant un bit exclusiF du bus d'adresse aux boîtiers. Il 
ne permet cependant qu'un nombre très restreint de boîtiers. 
Dans la structure E/S par instruction mémoire, les signaux 
lecture mémoire et écriture mémoire servent aussi bien à la mémoire 
qu'aux périphériques. Il en résulte qu'une adresse ne doit vali-
der qu'un et un seul organe à la fois. 
Pour une structure EJS par instruction E/S, il Faut dispo-
ser d'instructions spéciales aux E/S. Dans ce cas, une adresse 
ne doit valider qu'un et un seul bottier périphérique et mémoire . 
C9 est la commande lecture/écriture spéciFique soit à la mémoire ou 
au périphérique qui Fait la discrimination. 
En général, la sélection d'un boitier interFace chez INTEL 
se Fait par signal complémenté. Ceci a pour -conséquence que le niveau 
actiF est le niveau zéro. 
Le microprocesseur 8080 A d'INTEL dispose des instructions 
spéciales aux E/S (IN et OUT) et, le nombre de boîtier interFace à 
adresser ne dépasse pas six. Nous uti l iserons l'adressage par sé-
lection linéaire avec instruction E/S . 












A2 A A1 0 
CS 




1] La mémoire. 
Le boîtier mémoire est validé par les signaux de lecture et 
d'écriture mémoire. Les bits de A
0 
à A11 du bus d'adresse nous per-
mettent d'adresser 4K au maximum. 
2] L'interFace parallèle 8255. 
L'interFace parallèle 8255 est validé par le bit A2 en ce 
qui concerne le boîtier et par les signaux de lecture et d'écriture 
périphérique pour les échanges. 
Le registre A de l'interFace est utilisé pour la lecture de 
la puissance. Le registre B sert pour la commande de la vanne du 






















L'initialisation de l'interFace se Fait par l'envoi du mot de mode 
de Fonctionnement dans le registre de commande~ 
MVI A,9• 
OUT 11111011 b 
La commande de la lecture de la puissance se Fait par l'ins-
truction d'entrée/sortie: 
IN 11111000 b 
Pour la commande de la vanne du convertisseur OC-OC, seul le 
bit de poids Faible du registre Best signiFicatiF: 0 commande l'ouver-











3. InterFa~age de la centrale solaire autonome et de la centrale 
solaire d'appoint à un réseau alternatiF. 
A un boitier interFace parallèle près, la centrale solaire 
autonome a la même architecture que la centrale solaire d'appoint à 
un réseau alternatiF. Cette architecture est construite autour de deux 
microprocesseurs. Le premier assure la transFormation du continu en 
alternatiF et, le second assure les autres Fonctions. 
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A2 Ao A1 
L/E 
Péri 




paralèl l e 
8255 
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Les échanges avec la mémoire sont validés par les signaux de 
lecture et d'écriture mémoire . Le bit A15 du bus d'adresse est uti-
lisé pour discriminer le bloc mémoire de la mémoire commune. 
2) La mémoire commune 74170. 
Le bloc 74170 est une mémoire de quatre mots de quatre bits . 
Il Faut en utiliser deux en parallèle pour constituer une mémoire 
de quatre mots de huit bits. Cette mémoire est validée par le sig-
nal de lecture mémoire et le bit A15 du bus d'adresse. 
3) L 'interFace parallèle 8255. 
L'interFace 8255 est validé par le bit A2 du bus d'adresse et 
les signaux de lecture et d'écriture périphérique . 
Le registre B est utilisé en sortie pou r la commande des 
deux vannes du hacheur. C'est par l' i ntermédia i re du registre C que 
le programme de transFormation du cont i nu en a l terna t if émet son 
interruption de début de période. Le registre A sert pour lire la 
tension à soustraire de la quantité théorique de volt-seconde à dé-
livrer. Le mot de mode de Fonctionnement est le suivant: 
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1 mode A C4-7 mode 8 C0-3 
de A E/5 E/5 de 8 E/S E/S 
1 0 0 1 0 0 0 0 
Initialisation de l'interFace: 
MVI A,90 
OUT 11111011 b 
Les deux bits de poids Faibles du registre 8 de l'interFace 
sont chacunsassociés à une vanne de puissance du hacheur. 
DO correspond à l'ouverture des deux vannes. 
Dl correspond à la Fermeture de la vanne 1 et à l'ouverture de la 
deuxième vanne. 
10 correspond à l'inverse de Dl. 
11 est une conFiguration interdite. Aucune protection n'est prévue. 
Il Faut donc veiller à ce que le logiciel n'envoie pas un mot qui se 
termine par deux 1 dans le registre 8 de l'interFace. 
ouverture des vannes: MVI A,oo 
OUT 11111001 b 
Fermeture vanne 1 MVI A,01 
OUT 11111001 b 
Fermeture vanne 2 MVI A,02 
OUT 11111001 b 
L'envoi d'une interruption se Fait par la mise à 1 de c 1 
Mise au niveau 1 









Lecture de la tension V : p 
IN 11111000 b 
4] Remarque. 
Il est cependant plus commode d'accéder à la tension V à p 
soustraire de la quantité théorique de Volts-seconde par une ins-
truction mémoire [SUS]. Pour cela, le convertisseur A/0 doit être 





















A2 V parallèle 



















AOA1 commune N A15 J\ E 74170 
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Gestion 
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1 J La mémoire. 
Les échanges avec la mémoire sont validés par les signaux 
de lecture et d'écriture mémoire. Le bit A15 du bus d'adresse est 
utilisé pour discriminer le bloc mémoire de la mémoire commune. 
2] La mémoire commune 74170. 
Il s'agit de la porte d'entrée de la mémoire commune. Cette 
mémoire est validée par le signal d'écriture mémoire et le bit A15 
du bus d'adresse. 
3] L'interFace parallèle 8255 N°1. 
Le bit A2 du bus d'adresse valide le boîtier interFace et 
les signaux de lecture et d'écriture périphérique valident les 
échanges. 
Le registre A est utilisé pour lire la variable logique 
image de la tension sinusoïdale et le registre B pour lire la va-
riable logique image du courant sinusoïdal. Le mot de mode de Fonc-
tionnement est 92H. (10010010]. Initialisation de l'interFace: 
MVI A,92 
OUT 11111011 b 
La commande d'une lecture du signe d'une impulsion relative 
à un passage par zéro de la sinusoïde courant: 
IN 11111000 b 
La commande d'une lecture du signe d'une impulsion relative 
à un passage par zéro de la sinusoïde tension: 
IN 11111001 b 
4] L'interFace parallèle 8255 N°2. 
Uniquement dans l'architecture de la centrale solaire 
autonome. 
L~1interFace parallèle est validé par le bit A3 du bus d' 
adresse et les signaux de lecture et d 1€criture périphérique. 
Le registre A sert pour lire la tension V . Le registre 8 p 
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pour la commande des charges. Le mot de mode de Fonctionnement est 
92H et l,J ,ini tialisation se Fait par: 
MVI A,90 
OUT 11110111 b 
La commande de la lecture de la tens i on: 
IN 11110100 b 
Pour la commande des charges, seuls l es trois bits de poids 
Faible du registre B sont signiFicatiFs: 
Celui de droite commande la batterie (0: déconnectée, 1: connectée]. 
Celui du centre commande l ~ onduleur (O: déconnecté, 1: connecté]. 
Celui de gauche commande les charges non-prioritaires. (0: décon-
nectées, l: connectées] . L .~1envoi d-'..une commande aux charges: 
OUT 11110101 b 
5) L!Jinterrace parallèle 8255 N° 3. 
Le bit A4 du bus d'-.adresse valide le boîtier interFace et les 
signaux de lecture et d'~criture périphérique valident les échanges. 
Le registre A de l ~ interFace est utilisé pour la lecture de 
la puissance. Le registre B sert pour la commande de la batterie de 
condensateurs dans l •'.archi tecture de la centrale sala ire autonome. Il 
sert pour la commande du coupleur dans h!.archi tecture de la centràle 
solaire d'appoint à un réseau alternatiF. Dans les deux cas, l,.',.initi-
alisation se Fait par l •'Jenvoi de 90H dans le registre de commande de 
1 ' ,interFace: 
MVI A,90 
OUT 11101111 b 
La commande de la lecture de la puissance se Fait par l ;.'.dns-
truction d'€ntrée/sortie: 
IN 11101100 b 
La commande des condensateurs ou du coupleur au réseau alter-
natiF, selon le cas se Fait par: 
OUT 11101101 b 
6) La gestion des interruptions 8259. 
Il suFFit de savoir déterminer et utiliser quatre registres 
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[ ICW1, ICW2, OCW1 et OCW2 J pour gérer jusqu'à huit entrées de demande 
d'interruption. Ces registres sont répartis en deux groupes: 
Premièrement, les· registres d,t,initialisation. 
ICW1 et ICW2 servent à Fournir la première adresse d~~ne zone 
de quatre ou de huit mots relative à l .'1interruption de niveau 
zéro. Le registre ICW3 n'est utile que dans le cas o~ il y a 
plusieurs contrôleurs d'interruptions. 
Deuxièmement, les registres de commande. 
OCW 1 masque les entrées d' ,interruption. 
OCW2 signale au 8259 la Fin d,1-,exécution du sous-programme d..' · 
interruption. 
OCW3 ne sert que s -,1.dl Faut modiFier le mode de priorité qui 
normalement est Fixe et hiérarchisée. 
Un seul interFace de gestion des interruptions 8299 avec mdde Ide 
priorité Fixe et hiérarchisée suFFit. 
Le bit de sélection linéaire aFFecté à l~interFace de gestion 
des interruptions 8259 est le bit A5 . 
Four initialiser l ·'•interFace des interruptions 8259, on donne 
la première adresse de la zone de huit mots aux registres ICW1 et ICW2: 
ICW2 
s = 0 
1 





dans le cas de 
MVI A,[valeur hexa pour ICW1] 
OUT 11011111 b 
MVI A,[valeur hexa pour ICW2] 
OUT 11011111 b 
seulement si F = 0 
plusieurs 8259. 
dans le cas d,.' ,un seul 8259. 
si le sous-programme d '-appel est de quatre bytes. 
si le sous-programme d'appel est de huit bytes. 
La Forme générale des sous-programmes d'interruptions dépend 
du Fait qu'-ils permettent ou non les interruptions et qu'ils sauvent 
ou non . l'environnement du programme interrompu. 
Une prise en considération d'une interruption inhibe 
toute autre interruption. Si le sous-programme ne permet pas 













OUT rég 3 du 8259 
El 
AET 
Si l'on désire sauver l'environnement du programme 
interrompu, il Faut le Faire par l'instruction PUSH aU début 
du sous-programme et restaurer dans l'ordre inverse par l' 
instruction POP à la Fin du sou s-programme. 
L'envoi d'un O ou d'un l dans chacun des bits du registre de 
masque des demandes d'interruption valide ou non chacune des huit 
demandes correspondantes. 
MVI A,xxxxxxxx b 
OUT masque du 8259 
7] Le temporisateur programmable 8253. 
Outre sa Fonction de temporisateur programmable, l e 8253 
peut-être programmé pour assurer d'autres Fonctions que celle de 
temporisation. Ci tons par exemple: un monostable, un astable, un 
compteur d'évènement, un générateur d'impulsion. Pour ut i liser ce 
circuit en temporisateur programmable, il suFFit de lui envoyer le 
mot de commande adéquat et de charger la valeur N dans le décompteur 
pour une durée de temporisation de NT, Tétant la pér i ode del' 
horloge. Au terme de la temporisation, le 8253 génère une interruption. 
Cette Fonction du temporisateur peut Facilement être utilisée 
pour réaliser un compteur. Pour ce, il suFFit d'initialiser le regis-
tre 16 bits de décomptage à sa valeur maximale (FFFF en hexadécimal] 
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Chaque impulsion d'horloge arrivant au temporisateur décrémente d'une 
unité le contenu du décompteur. Lorsque l'on désire arrêter le comp-
tage, il suFFit de demander une lecture du décompteur. Le complément 
à 1 donne le nombre d'impulsions comptées. TouteFois, si l'on veut 
éviter d'arriver à une interruption de Fin de décomptage, il Faut 
interposer un div i seur adéquatement calculé entre l'horloge et son 
entrée dans le temporisateur. 
Pour mesurer le déphasage, le temporisateur décrémente son 
compteur pendant un quart de période au maximum, soit 5000 cycles. 
16 L'interruption de Fin de décomptage se produit au terme de 2 cycles 
(6553S cycles]. Il n'y a en principe pas besoin d'interposer un divi-
seur de cycles. Cependant, le décomptage de 5000 cycles aFFecte 13 
bits sur les 16 du décompteur et le microprocesseur ne travaille que 
sur huit bits. Si l'on désire que les 5000 cycles n'aFFectent pas 
plus de 8 bits, il Faut un diviseur pour ralentir les impulsions. 
Avec un diviseur par 32, 5000 cycles aFFectent 8 bits. 
Le bit de sélection linéaire aFFecté au temporisateur prog-
rammable est le bit A6 . 
La remise à zéro du compteur et un démarrage s'eFFectue par les 
instructions: 
MVI A,00110000 b 
OUT 10111111 b 
MVI A,FF 
OUT 10111100 b 
OUT 10111100 b 
La lecture du compteur: 
MVI A,00000000 b 
OUT 10111111 b 
MVI A,00010000 b 
OUT 10111111 b 
IN 10111100 b 
IN 10111100 b 
CMA 
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3.5. CONCEPTION OU LOGICIEL. 
3.5.1. Optimisation primaire. 
1] Les variables. 
Instant élémentaire: c'est le temps qui s'écoule entre deux passages 
consécutiFs sur l'instruction d'incrémentation du compteur C. 
Période : une période est un ensemble de 256 instants élémentaires. 
C 
0 
compteur d'instants élémentaires modulo 256. 
indice tel que pour toutes valeurs du compteur C inFérieure, 
la vanne de puissance du OC-OC est enclenchée et, pour toutes 
valeurs supérieures, elle est déclenchée. 
PreF puissance de réFérence qui prend la valeur de la dernière 
puissance lue en cas de modiFication de l'indice O du moment 
de déclenchement. 
Oeltap diFFérence entre la puissance lue au temps t et la puissance 
de réFérence. 
Pt: puissance lue à chaque période. 
Signe variable booléenne qui indique le sens de l'action antérieure 
sur l'indice Ode déclenchement. 0 pour une décrémentation de 
0 et 1 pour une incrémentation. 
2] Initialisation de l'optimisation primaire. 
initialisation de l'interFace parallèle 8255. 
enclenchement de la vanne du convertisseur OC-OC. 
initialisation des variables 
PreF à O (la plus mauvaise valeur possible] 
0 à 0 
Signe à 1 (il Faut augmenter l'angle d'ouverture] 
C à 0 
3) Boucle de régulation. 66 











D--D + 1 D...-D - 1 
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3.5.2. TransFormation du courant continu en courant alternatiF. 
Un programme principal boucle sur lui-même en l'espace d'une 
période de la sinusoïde à produire. Il appelle N Fois au cours de 
la première demi-période un sous-programme relatiF à l'enclenchement 
et au déclenchement de la première vanne du hacheur. Un deuxième 
sous-programme relatiF à la seconde vanne du hacheur est appellé de 
Fa~on symétrique pendant la deuxième demi-période. Le programme 
principal initialise les registres de travail du sous-programme avant 
chaque appel. 
1] Les variables. 
C compteur variant de O à 255 au cours d'une demi-période de la 
sinusoïde à produire. 
S01 ... S11 : tableau des quantités théoriques de volt-seconde à 
délivrer au cours de chacunes des 11 divisions de période des 
deux demi-alternances de sinusoïde. 
T01 ... T11 : tableau des valeurs à partir desquelles il Faut enc-
lencher les vannes du hacheur. 
Trop c'est la quantité de volt-seconde délivrée en plus que la 
quantité théorique nécessaire à chaque division de période. 
Vp c'est la tension lue au panneau solaire qui est à soustraire 
à chaque instant élémentaire de la quantité de volt-seconde 
à délivrer pendant une division de période. 
2] Initialisation du programme principal. 
- initialisation de l'interFace parallèle 8255. 
- initialisation des variables 
- C à 0 
- Trop à 0 
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3) Programme principal pour une seule valeur de k = __e_ V 
max 
Envoi d'une interruption 
de début de période 
1 Trop ~o 1 
. 
S -- S01 
T -- T02 
BOUCL1 (S,T) 
s -s02 
T -T• 3 









T . T01 
BOUCL 1 (S, T) 
Mise de l'interruption 
au niveau D 
1 Wait 1 
1 
S .._ S01 








T ~ T01 
BOUCL2 [S,T) 
1 
1 Wa i t 1 
1 
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4) Sous-programme BOUCLi (S,TJ 
s- S - Trop 
c.._c+1 














1) Les variables. 
puissance de réFérence qui prend la valeur de la dernière 
puissance lue en cas de modiFication du numéro de la table 
des quantités théoriques de volt-seconde et des moments d' 
enclenchement des vannes. 
diFFérence entre la puissance lue au temps t et la puissance 
de réFérence 
puissance lue à chaque période. 
variable booléenne qui indique le sens de l'action antérieure 
sur la variable de l'adresse 00 de la mémoire commune 74170. 
0 pour une décrémentation et l pour une incrémentation. 
Adresse 00 de la mémoire commune 74170: contient le numéro de la 
table des quantités théoriques de volt-seconde à délivrer et 
des moments d'enclenchement que doit utiliser le programme de 
transFormation du continu en alternatiF lorsqu'il y a plusieurs 
valeurs de k =V/V . p max 
2) Initialisation de l'optimisation générale. 
initialisation de l'interFace parallèle 8255. 
initialisation des variables: 
PreF à 0 
Signe à 0 
Troisième table des quantités de Volts-seconde et des 
moments d'enclenchement. 
3) Boucle de régulation. 
Pt 





PreF ..- Pt 
table - -









3.5.4. Accumulation temporaire et gestion de la priorité des charges . 
1] Les variables. 
Vp : c'est la tension lue à chaque passage dans la boucle . 
Vpsup : seuil supérieur pour la variation de Vp au-delà duquel une 
action est exécutée. 
VpinF: seuil inFérieur pour la variation de Vp en-deçà duquel une 
action est exécutée. 
2] Initialisation. 
- initialisation de l'interFace parallèle 8255. 


















3.5.5 . Mesure du déphasage entre U et I. 
1] Les variables. 
U variable booléenne qui permet de dire dans la routine d' 
interruption de quel ampli à seuil provient l'interruption. 
Cette variable est initialisée lors de l'appel de la routine 
à O si l'interruption provient de l'ampli a seuil I, à 1 si 
elle provient de l'ampli à seuil U. 
Va variable booléenne image de la sinusoïde tension. Cette va-






variable booléenne image de la sinusoïde courant. 
variable qui indique dans quel état se trouve l'automate. 
• variable qui contient la grandeur du déphasage entre U et I. 
variable booléenne qui indique le sens du déphasage. Cette 
variable est à O si I est en arrière sur u, à 1 si I est en 
avance sur U. 
Quart : temps de cycle du quart de la période de sinusoïde. 
2] Initialisation de la mesure du déphasage entre U et I. 
- initialisation de l'interrace parallèle 8255. 
initialisation de l'interrace de gestion des interruption 8259. 
- initialisation du temporisateur 8253. 
Lors de l'appel de la routine: 
si l'interruption provient de l'ampli a seuil i alors U .: O. 


















Fi -- Lecture 
Av --- 1 




Av - 0 
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3.5.6. Amélioration du cos~-
1] Les variables. 
Fi variable qui contient la grandeur du déphasage entre U et I. 
Av variable booléenne qui indique le sens du déphasage. Cette 
variable est à O si I est en arrière sur u, à l si I est en 
avance sur U. 
Seuil : constante qui représente la grandeur au delà de laquelle le 
déphasage doit être pris en considération. 
Nbcap: chacun des huit bits de cette variable est associé à une 
capacité. Si le bit est à l la capacité est connectée, sinon 
elle ne l'est pas. 
2] Initialisation de l'amélioration du cos~-
initialisation de l'interrace parallèle 8255. 
- initialisation des variables: 
- Nbcap à 0 
- Fi à 0 
Av à 0 
3] Boucle de régulation. 
N y 
N N 
Nbcap - 2 . N~c;ya Nbcap- Nbcap /2 
OUT Nbcap OUT Nbcap 
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3.5.7. Régulation de la puissance réactive par le réseau. 
1) Les variables. 
Fi variable qui indique la grandeur du déphasage entre U et I. 
Av variable qui indique le sens du déphasage. 
Seuil : constante qui représente la grandeur au delà de laquelle le 
déphasage doit être pris en considération. 
Adresse 01 de la mémoire commune 74170: contient l'indice de bour-
rage de temps à prendre en considération lors d'une modiFi-
cation de la Fréquence. 
2) Initialisation. 
- initialisation de l'interFace parallèle 8255. 
- initialisation des variables : 
- Fi à 0 
Av à 0 
3) Boucle de régulation. 
Normaliser la 
Fréquence à 










3.5.8. Couplage au réseau de distribution. 
1] Les variables. 
R variable booléenne qui permet de dire dans la routine d' 
interruption qui a _ provoqué cette interruption. Cette variable 
est initialisée lors de l'appel de la routine à O si l'inter-
ruption provient du début de période du programme de trans-
Formation du continu en alternatiF, à 1 si elle provient de 
l'ampli à seuil U. 
Va variable booléenne image de la sinusoïde tension. Cette va-
riable est à 1 pendant l'alternance positive, à O pendant l' 
alternance négative. 
Etat: variable qui indique dans quel état se trouve l'automate. 
Adresse 00 de la mémoire commune 74170 : contient le numéro de la 
table des quantités théoriques de volt-seconde à délivrer et 
des moments d'enclenchement que doit utiliser le programme de 
transFormation du continu en alternatiF lorsqu'il y a plusieurs 
valeurs de k =V/V p max 
2] Initialisation du couplage au réseau de distribution. 
- initialisation de l'interFace parallèle 8255. 
- initialisation des variables : 
Adr 00 de 74170 à 3 (plus grande possible) 
Adr 01 de 74170 à un indice de bourrage de temps tel que 
la Fréquence soit diFFérente de 50 Hz. 
- état à O. 
Lors de l'appel de la routine : 
- si l'interruption provient de l 'ampli à seuil U alors R := 1 
- si l'interruption provient du programme principal de transFor-






Arrêter le Démarrer le 
temporisateur temporisateur 












4. RE ALI SATI D N. 
4.1. PROGRAMME OU SYSTEME D,-t10PTIMISATION PRIMAIRE. 
initialisations 
initialisation de l'interrace parallèle 
MVI A,9• (7,2) 
OUT FB (10,2) 
enclenchement de la vanne du OC-OC 
MVI A,oo (7,2) 







MOV • ,A 
variables 
(7,2) 
( 13, 3) 
( 13, 3) ( s, 1) 
(7,2) ( s, 1) 
boucle de régulation 
BCL: INC C ( s, 1) 
(7,2) 
( 4, 1) 
; test de Fin de boucle 
MVI A,oo 
CMP C 
JZ CALCUL (10,3) 
enclenchement/déclenchement 
MOV A,C (5, 1) 
CMP D (4, 1) 
JMP ENCL (10,3) 
MVI A,oo (7,2) 
OUT F9 (10,2) 
JMP BCL (10,3) 
ENCL MVI A, • 1 (7,2) 
OUT F9 (10,2) 
JMP BCL (10,3) 
j calcul de delta-P 
CALCUL: IN FB (1 • ,2) 
STA PT ( 13, 3) 
LXI H,PREF ( 1 D, 3) 
sus M (7, 1) 
JP ACTION (10,3) 
CPI XX (7,2) 






du signe de l'incrément 
SIGNE (13,3] 
( 4, 1 J 
SIGNE (13,3] 
modiFication de l'angle d'ouverture 
ACTION: LDA PT (13,3] 
STA PAEF (13,3] 
LDA SIGNE (13,3] 
CPI 00 (7,2] 
JZ DECA (10,3] 
MDV A,D ( s, 1 J 
CPI FF (7,2] 
JZ BCL (10,3] 
INA A ( s, 1 J 
MOV D,A ( s, 1 J 
JMP BCL ( 1 o, 3] 
DECA: MOV A,D ( s, 1 J 
CPI 00 (7,2] 
JZ BCL ( 10, 3] 
DCA A ( s, 1 J 
JMP BCL (10,3] 
(nbre de cycles, nbre de bytes] 
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4.2. PROGRAMMES OU SYSTEME DE LA CENTRALE SOLAIRE AUTONOME. 
4.2.1. Programme du système de la transFormation du courant 
continu en alternatiF. 
1] programme principal. 
initialisations du programme principal 
initialisation de l'interFace paralèlle 
MVI A,9O [7,2] 
OUT FB [10,2] 
initialisation 




MVI • ,xx 
[ 1 •, 3] 
(7,2] 
boucle relative à la période 
BCL : MVI B,O• (7,2] 
; mise de l'interruption au niveau 1 
MVI A,O1 (7,2] 



























pointeur de table 
(13,3] 
[7;,1] ( s, 1] 
(7, 1] ( s, 1] 
(17,1) 
( s, 1 J 
( 7, 1 J ( s, 1] 
(17,1] 
( s, 1] 






( 4, 1) 
[ 4, 1) 
(phase + J 
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NOF [ 4, 1 J 
NOF [ 4, .1 J 
NOF [ 4, 1 J 
NOP [ 4, .1 J 
NOF [ 4, 1 J 
NOP [ 4, 1 J 
FRENO.1. : NOP [ 4, 1 J 
NOP [ 4, 1 J 
NOP [ 4, 1 J 
NOP [ 4, 1 J 
NOP [ 4, 1 J 
NOP [ 4, 1 J 
NOP [ 4, 1 J 
NOP [ 4, 1 J 
; mise de l'interruption au niveau 0 







































pointeur de table 
[13,3) 
[ 7, 1 J [ s, 1 J 
[7, 1 J [ s, 1 J 
[17,1) 
[ s, 1 J 
(7, 1 J [ s, 1 J 
(17,1) 
[ s, 1 J 






[ 4, 1 J 
( 4, 1 J 
( 4, 1 J 
[ 4, 1 J 
[ 4, 1 J 
( 4, 1 J 
( 4, 1 J 
[ 4, 1 J 
[ 4, 1 J 
( 4, 1 J 











( 4, 1] 
( 4, 1] 
( 4, 1] 
( 4, 1] 
( 4, 1] 
(10,3] 
; correction de la surFace théorique 
BOUCLi: AOD B (7,1] 
; boucle de la vanne 







( s, 1 J 
( 4, 1] 
( 4, 1] 
( 4, 1] 
(7, 1 J 
(10,3] 
mémorisation de la quantité délivrée en surplus 
MOV B,A (S,1] 























Fermeture de la vanne 
MVI A,Oi 
OUT F9 
Fin du sous-programme 
AET 
( s, 1 J 
( 4, 1 J ( s, 1] 
( 4, 1] 
( 4, 1] 
( 4, 1] 
( 7, 1 J 
(10,3] ( s, 1 J 





3] Calcul du nombre de cycles. 
Pour le programme principal 
initialisation de 8 
envoi de l'interruption 
7 cycles 
2 . 17 cycles= 34 cycles 
initialisation du pointeur de table 
1° appel 
appels N°2 à N°11 
JMP de Fin de boucle 
Pour le sous-programme 










(512 . 22 cycles] + (22 . 74 cycles]= 12 892 cycles 
évaluation de la temporisation 
20 000 cycles - (839 + 12 892] cycles 1 512 = 12 cycles 
il Faut ajouter 12 cycles sait 3 NOP de 4 cycles. 
- avec le bourrage de temps: 
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( 512 . (22 cycles+ 12 cycles] J + (22 . 74 cycles]= 19 036 cycles 
Total programme principal et secondaire 
839 cycles+ 19 036 cycles= 19 875 cycles 
Normalisation du programme à 20 000 cycles 
Il Faut ajouter deux temporisations de 62 cycles chacunes 
test de l'indice de normalisation : 30 cycles 
On normalise le 50 Hz par 32 cycles soit huit NOP de 4 cycles 
Variation de la Fréquence en Fonction de l'indice de 
normalisation N. 
-
N = 0 19 955 cycles sait 50,2 Hz 
-
N = 1 19 999 cycles sait approximativement 50 Hz. 
-
N = 2 20 083 cycles sait 49,7 Hz 
4] Table des quantités de Volts-seconde et des moments 
d'enclenchement. 
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Le programme de transFormation du courant continu en alter-
natiF utilise trois tables des quantités théoriques de Volts-seconde 
à délivrer et des moments d'enclenchement des vannes. Ces trois 
tables sont implantées consécutivement à partir d'une adresse mé-
moire connue. Le registre DE pointe successivement par pas de 1 sur 
une quantité théorique de Volts-seconde à délivrer, ensu i te sur un 
moment d'enclenchement. Pour changer de table, le programme d' 
optimisation générale ajoute ou retire 22 au registre E en s'as-
surant de ne pas déborder ni inFérieurement à la première table, ni 
supérieurement à la troisième. 
4.2.2. Programmes du système qui assure les autres Fonctions. 
Ce système comprend un programme principal et deux program-
mes d'interruption. Le programme principal initialise les interFaces 
et les variables des programmes d'interruption. Il boucle ensuite 
sur la même instruction en attendant que des interruptions demandent 
l'exécution des autres programmes. 
L'interruption de début de période commande l'exécution du 
programme de régulation. Celui-ci est constitué d'une boucle 
d'optimisation générale, d'une boucle d'accumulation temporaire et 
d'une boucle d'amélioration du cos~-
Le programme de régulation peut-être interrompu par le 
programme de mesure du déphasage . Ce dernier programme, ininter-
ruptible, est exécuté à chaque interruption en provenance des ampli 
à seuil, c'est à dire quatre Fois par période. 
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1) Programme principal. 
w 
initialisations 
inhiber les interruptions 
Dl (4, 1) 





















( 13, 3) 
(7,2) 
( 13, 3) 








OUT FS (10,2) 
initialisation du prog. d'amélioration du cos 
initialisation des capacités 
MVI A,oo (7,2) 
OUT ED (10,2) 
initialisation des variables 
STA FI (13,3) 
STA AV (13,3) 






























validation des interruptions 
EI (4,1) 
boucle d'attente des' interruptions 
JMP W ( 1 o, 3) 
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2] Sous-programmes d'appel des routines d'interruption. 
; prog du début de période 
. . . . . . . . . . . . . . . . . . . . . ... 
xxxx : JMP AEGUL ( 10, 3] 







prog relatiF à l'interruption de l'ampli à seuil U 








1. programme de l'optimisation générale 
calcul de delta-p 
AEGUL : IN F8 (10,2] 
STA PT (13, 3] 
LXI H,PAEF (10,3] 
sus M (7, 1 J 
JP ACTION (10,3] 
CPI XX (7,2] 
JP BCL (10,3] 
inversion du signe de l'incrément 
LDA SIGNE ( 13, 3] 
CMA ( 4, 1 J 
STA SIGNE ( 13, 3] 
c hangement de table 
ACTION: LDA PT ( 13, 3] 
STA PAEF ( 13, 3] 
LDA SIGNE ( 13, 3] 
CPI 00 (7,2] 
JZ DECA (10,3] 
LDA 8000 ( 13, 3] 
CPI ac (7,2] 
JZ ACCTEM (10,3] 
ADI 16 (7,2] 
ST,A 6000 ( 13, 3] 
JMP ACCTEM ( _10, 3] 
DECA: LDA 8000 (13,3] 
CPI 00 (7,2] 
JZ ACCTEM (10,3] 
SBI 16 (7 2j 
STA 8000 (13;3 
2. programme d'accumulation temporaire 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
lecture de la tension 
ACCTEM: IN FS (10,2] 
STA VP ( _13, 3] 
test de dépassement de 
LXI H,VP 
la borne supérieure 
(10,3] 
LDA VPSUP (13,3] 
CMP M ( 7, 1] 
JM TSTINF (10,3] 
action associée à une -tension trop grande 
MVI A,os (7,2] 
OUT FS (10,2] 
JMP AMECOS (J0,3] 
; test de dépassement de 
TSTINF: LXI H,VP 
la borne 
(10,3] 





( 7, 1 J 
(10,3] 
action à une tension 
MVI A,04 
comprise entre les bornes 
(7,2] 
OUT FS (10,2] 
JMP AMECOS (10,3] 
action associée à une tension trop petite 
ACTINF: MVI A,02 (7,2] 
OUT FS (10,2] 
; 3. programme d'amélioration du cos~ 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...... . 
; test du sens du déphasage 
AMECOS: LDA AV (13,3] 
CPI FF (7,2] 
JNZ DEPHAV (10,3] 
test du dépassement 
LXIH SEUIL 
LDA FI 
de seuil (AV=•] 
( 10, 3] 




















( 4, 1 J ( s, 1 J 
(13,3] 
(1 • ,2] 
(1 • ,3] 
; test 
DEFAV: 















( 13, 3] 
( 4, 1 J 
( 13, 3] 
(10,2] 
; Fin du sous-programme de régulation 







[ 4, 1] 
(10,1] 
(10,2] 
( 4, 1 J 
( 10, 1] 
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4] Programme de mesure du déphasage. 




















; test du signe de l'impulsion 
SUITE CPI 00 (7,2] 
JM IMPNEG (10,3] 



























( 4, 1 J 
test du dépassement du quart · de période 
CPI 9C (7,2] 
JP IMPNEG (10,3] 
test 
STA FI 









ARA MVI A,FF 
STA AV 
JMP IMPNEG 



























mise de l'état de l'automate à 0 
IMPNEG: MVI A,oo (7,2] 














[ 4, 1 J 
[10,1] 
ConFormément à la séquence d'instructions de saut de la 
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zone mém9ir~ aFFectée à l'interFace de gestion des interruptions, 
la hiérarchie Fixe des diFFérents niveaux d'interruptions s'établit 
comme suit : 
IAO Interruption de la phase de U solaire. 
IA1 Interruption de l'ampli à seuil I. 







4.3. PROGRAMMES OU SYSTEME DE LA CENTRALE SOLAIRE D'APPOINT 
A UN RESEAU ALTERNATIF. 
4.3 . 1. Programme du système de la transrormation du courant 
continu en alternatir. 
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Même programme que pour la centrale solaire autonome. 
4.3.2. Programme du système qui assure les autres Fonctions. 
Ce système comprend un programme principal et trois program-
mes d'interruption. Le programme principal comprend deux phases: 
la phase de couplage au réseau et la phase de régulation proprement 
dite. Pendant la première phase, le programme principal boucle en 
attendant que le programme de couplage, appellé par interruption, 
assure sa Fonction. Il signale la Fin au programme principal qui 
entre dans sa deuxième phase. Il boucle ensuite sur la même ins-
truction en attendant les interruptions qui commandent l'exécution 
des autres programmes. 
L'interruption de début de période commande l'exécution du 
programme de régulation. Celui-ci est constitué d'une boucle 
d'optimisation générale et d'une boucle de régulation de la puissance 
réactive par le réseau. 
Le programme de régulation peut-être interrompu par le 
programme de mesure du déphasage. Ce dernier programme, non-inter-
ruptible est exécuté à chaque interruption en provenance des ampli 
à seuil, c'est à dire quatre rais par période. 
1) Programme principal. 
initialisations du prog. de couplage 
inhiber les interruptions 
DI (4,1) 
initialiser le numéro de table 
MVI A,03 (7,2) 
STA 8000 (13,3) 






i n itialisation du prog. 
initialisation de 
MVI A,90 
de couplage au réseau 














(1 • ,2) 
l'interFace parallèle N°1 
(7,2) 
(10,2] 
la gestion des interruptions 
(7,2) 
(1 • ,2) 
(7,2] 
(10,2] 







STA ETAT ( 13, 3] 
validation des interruptions 
El (4,1) 
boucle d'attente de Fin de couplage au réseau 






( s, 1 J 
(7,2) 
( 10, 3] 
initialisation des prog. de régulation 
inhiber les interruptions 
DI (4,1) 
initialisation du prog. d'optimisation générale 
initialisation des variables 
MVI A,oo (7,2) 
STA PREF (13,3) 
STA SIGNE (13 , 3) 
initialisation du prog. de régulation de la P réact 
initialisation des variables 
MVI A,oo (7,2) 
STA FI (13,3) 
STA AV (13,3) 




de mesure du déphasage 
masque des interruptions 
(7,2) 
(10,2) 
initialisation des variables 
MVI A,oo [7,2] 
STA ETAT [13,3] 
validation des interruptions 
EI [4,1] 
boucle d'attente des interruptions 
W2 : JMP W2 [1 • ,3] 
2] Sous-programmes d'appel des routines d'interruption. 
; prog du début de période [conriguration 2] 
xxxx : JMP AEGUL 
DI 
[10,3] 
[ 4, 1] 
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prog relatir à l'interruption de début de période 
[conriguration 1] 








[ 13, 3] 
[10,3] 
prog relatir à l'interruption de l'ampli à seuil U 
[conriguration 1] 









[ _10, 3] 
3] Programme de couplage au réseau. 
; test de la 







de l'interrupt i on 
[7,2] 
[10,3] 
[ _10, 2 ] 
test du signe de l'impulsion 
CPI 00 (7,2] 
JM ETAT• (10,3] 
test de 1 'état de l'automate 
E MDV -A, C ( 5, 1 J 
CPI 01 (7,ç?J 
.JZ LECT (10,3) 
remise à zéro du temporisateur 
MVI A,30 (7,2) 
OUT OF (10,2) 
MVI A,FF (7,2) 
OUT oc (10,2) 
mise de 1 'état de l'automate à 
MVI A,FF (7,2) 
MDV c,A [5;,1) 


















(1 • ,2) 
(10,2) 
( 4, 1) 
test du dépassement de seuil • 
CPI xx (7,2) 
.JP ETAT• (10,3) 
1 
normalisation de la Fréquence à 50 Hz 
MVI A, (7,2) 
STA 8001 (13,3) 




(1 • ,2) 




l'automate à 2 
(7,2) 
( 5, 1 J 
(10,3) 
mise de l'état de l'automate à D 
ETAT• : MVI A,oo (7,2) 
MDV C,A (5,1) 
; Fin 
FIN : 





4 ) Programmes de régulation . 
couplage 
(7,2) 
(1 • ,2) 
( 4, 1 J 
( 1 •, 1 J 
1. programme de l'optimisation générale 
calcul de delta-p 
REGUL : IN FB 
STA PT 
(10,2) 





























































( 4, 1) 
( 13, 3) 
(13,3) 
( 13, 3) 
( 13, 3) 
[7,2) 
(10,3) 
( 13, 3) 
(7,2) 
( 10, 3) 
[7,2) 






( 13, ;3) 
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2. programme dè régulation de la puissance réactive 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 









test du sens de déphasage 
LOA AV (13,3) 
CPI FF (7,2) 
JZ FAESUP (10,3) 
normalisation de 
MVI A, •2 
STA 8001 
JMP FIN 




de 50 Hz 
; normalisation de 
FAESUP: MVI A, •• 
STA A, 8001 
JMP FIN 
la Fréquence à 
(7,2) 
( 13, 3) 
plus de 50 Hz 
( _10, 3) 
normalisation de la Fréquence à 50 Hz 
FAENOA: MVI A,01 (7,2) 
STA 8001 (13,3) 







( 4, 1) 
(10,1) 
(10,2) 
( 4, 1) 
(10,1 ) 
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5) Programme de mesure du déphasage. 
Même programme que pour la centrale solaire autonome. 
ConFormément à la séquence d'instructions de saut de la 
zone mémoire aFFectée à l'interFace de gestion des interruptions, 
la hiérarchie Fixe des diFFérents niveaux d'interruptions s'établit 
comme suit : 
IR• Interruption de la phase de u solaire. 
IR1 Interruption de l'ampli à seuil I. 
IR2 Interruption de l'ampli à seuil u. 
IR3 Interruption de la phase de u solaire. 
IR4 Interruption de l'ampli à seuil u. 
IA5 } IR6 Non aFFectés. 
IR7 
DEUXIEME FART I E. 
RESEAU D'INTERCONNEXION ENTRE EQUIPEMENTS DE TRAITEMENT 
ET DE TRANSMISSION DE DONNEES A MICROPROCESSEUR. 
5. A ESE AU D I IN TE AC D N NE XI D N ENTA E 
E Q U I P E M E N T S D E T A A I T E M E N T E T 
D E T A A N S M I S S I D N D E D O N N E E S A 
MICAO PAO CESSE UA. 
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L'étude antérieure portait sur un système de conduite d'une 
centrale solaire par microprocesseur pour une application limitée 
en puissance ou pour un jeu de charges peu important. Il appara1t 
d'une part, que la puissance développée pour l'énergie solaire peut, 
par multiplication des modules non seulement dans le même site mais 
également dans des sites diFFérents, augmenter de Fa~on théoriquement 
illimitée. D'autre part, chaque centre de conversion de l'énergie 
assurera de plus en plus de Fonctions de contrôle, d'aide à la 
maintenance, de statistiques de gestion. Une telle conFiguration 
nécessite un réseau d'interconnexion entre équipements de traitement 
et de transmission de données à microprocesseur. 
Si les sites d'implantation des centrales solaires sont 
diFFérents, la coordination des diFFérents centres avec répartition 
des puissances Fournies, des charges et de la gestion des aléas, 
des pannes se Fera par l'intermédiaire d'un réseau présenté au 
point 5.2. Si au contraire plusieurs modules sont utilisés dans 
un même site, nous nous réFérerons au point 5.3. qui examine les 
possibilités de choix d'architecture entre ces modules. 
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5. 1. LES OBJECTIFS OU SYSTEME. 
5.1.1. Analyse de la situation. 
L'implantation des diFFérentes centrales solaires a lieu dans 
des sites géographiquement éloignés. Chaque centrale constitue une 
entité qui possède son propre mécanisme de régulation. Toutes les 
centrales solaires Fonctionnent en pa r allèle et débitent dans un 
réseau de puissance. 
Une telle interconnexion a l'avantage d ' ,oFFrir une grande soup-
lesse et une sécurité. En particulier, elle permet le choix entre les 
centrales disponibles pour assurer à chaque instant la production. 
Elle diminue 1 1,irrégulari té de la puissance demandée, car des com-
pensations interviennent sur la consommation portant sur 1-.'.,ensemble 
des demandeurs. 
Par contre, elle rend nécessai r e un contrôle permanent des 
échanges d'~nergie. La surveillance des transFerts d'énergie, les 
ordres de réglage aux diFFérentes centrales solaires et la conduite 
du réseau sont conFiés à un poste central, véritable centre de 
décision. 
Le poste central doit être en mesure : 
1. • 'eFFectuer des relevés d'état sur les diFFérentes centrales 
solaires. 
2. •-' ,envoyer des ordres à chacune des di FFérentes centrales 
solaires pour réaliser une charge harmonieuse dans le réseau de 
puissance. 
3. • 'eFFectuer des contrôlesetdes signalisations diverses. 
5.1.2. Analyse des besoins. 
5.1.2.1 . Analyse des besoins au niveau des relevés d'état. 
- Les changements d •.' ·état des di verses uni tés seront communiqués 
spontanément des postes secondaires vers le poste central. 
- Il Faut permettre au poste central de prendre connaissance de 
la table des paramètres des diFFérentes centrales solaires. 
- Il Faut également permettre au poste central de raFraîchir l a 
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table des paramètres des centrales solaires. Ces paramètres sont 
relatiFs: premièrement, aux tensions nominales et aux puissances 
eFFectives. Les seuils seront Fixés à! 2%, ! 5%, + 10% . Beuxièmement, 
aux Facteurs de puissance, c'est-à-dire le cos ~des diFFérentes 
charges des divers postes secondaires. Troisièmement, aux priorités 
des postes secondaires et, dans ceux-ci, les priorités des unités 
connectées. 
5.1.2.2. Analyse des besoins au niveau des ordres. 
Le poste central peut soit commander une gestion anticipée de 
ses postes satellites ou bien commander la gestion en temps réel des 
postes satellites selon des circonstances de prévisions météorologiques 
ou de maintenance dans une centrale solaire. 
1. Le poste central peut ordonner de charger ou d'utiliser les 
batteries. 
2. Le poste central peut ordonner de connecter ou de déconnecter 
les charges non-prioritaires. 
3. Le poste central doit permettre le réglage de la tension et 
du cos~ dans chaque station. 
4. Le poste central peut ordonner de consommer ou de transFérer 
de l'énergie dJ~n poste satellite à un autre. 
5.1.2.3. Analyse des besoins au niveau des contrôles et des 
signalisations. 
1. Le poste central peut envoyer un message d'alerte en cas d'un 
important dépassement ou sous-passement prolongé de seuils donnés. 
2. Le poste central peut signaler les unités de charges hors 
d!-usage. 
3. Le poste central peut mettre en service ou hors service les 
charges à distance pour moduler la puissance Fournie en Fonction 
des possibilités. 
5.1.2.4. Analyse des besoins au niveau des mesures. 
Les résul tsts de mesure des tensions · (continue] à l ' -entrée 
(continue ou alternative] à la sortie peuvent itre communiqués par 
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les postes satellites au poste central. Ces résultats seront com-
muniqués à la demande, spontanément ou cycliquement. 
5.2. RESEAUX O~INTERCONNECTION DE PLUSIEURS MICROPROCESSEURS SITUES 
DANS DES. SITES DIFFERENTS. 
Notre prérérence ira plutôt pour un réseau privé que public. 
Les réseaux publics commutés (téléphone, télex] n .1.,orrrent pas une 
grande Fiabilité. D'autre part, les centrales solaires peuvent être 
implantées en un lieu déravorisé et mal désservi par de tels réseaux. 
Les procédures d'accès au lien entre deux stations sont es-
sentiellement composées de quatre éléments. 
1. La structure des inrormations. 
2. La discipline des voies. 
3. L .1,établissement de la connexion. 
4. La supervision des échanges. 
5.2.1. La structure des inrormations. 
Il y a plusieurs structures possibles pour l'-inrormation. Ces 
structures cl>'dnrormation dépendent du hardware utilisé et donc du 
niveau de synchronisation utilisé pour la reconnaissance des chaines 
de bits. 
Les dirrérents niveaux de synchronisation sont les suivants 
La synchronisation au niveau du caractère. 
La synchronisation au niveau du bloc. 
La synchronisation au niveau de la trame. 
5.2.1.1. La synchronisation au niveau du caractère. 
Les bits d 1,un même caractère sont régulièrement espacés et 1' 
intervalle séparant deux caractères peut avoir une durée quelconque. 
La transmission est donc synchrone par élément binaire mais asynchrone 
par caractère. 
Les caractères transmis en mode start-stop sont précédés d-'un 
élément de départ (STARTJ et suivis d'un élément d'arr@t (STOP]. 
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A l'~tat de repos, la ligne a une certaine tension. Le départ d ~un 
caractère est donné par la transition de cette tension à la tension 
zéro. La ligne reste à cette tension pendant la durée prévue pour 
un bit; c ~est le bit de départ. Les bits représentant le caractère 
proprement dit suivent le bit de départ. Pour terminer le caractère, 
la ligne retourne à l ·' ,état de repos où elle reste un temps équivalent 
à deux Fois la durée du bit de départ: c'est le bit dJ arrêt. 
Horloge 
Fig 43 
L'établissement de la ligne ainsi que la supervision des 
échanges se Fait à l ~eide de caractères spéciaux qui se trouvent dans 
le Flot de caractères. 
5.2.1.2. La synchronisation au niveau du bloc. 
Contrairement à la synchronisation au niveau du caractère, il 
n'y a aucun délai entre deux caractères dans la synchronisation au 
ni veau du bloc. Les bits dJ,un même message sont régulièrement espacés 
pendant toute la durée de la transmission. 
7 ru nJ 1 
,~ SYN .. , .. SYN .. ,. CARACTERE 
--1 
Fig 44 
~~~tablissement de la ligne ainsi que la supervision des 
échanges se Fait à l ,'aide de caractères spéciaux qui se trouvent 
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dans le Flot de caractères. SauF procédé pour obtenir la transparence 
du code, l ' ,utilisateur ne peut utiliser que les autres combinaisons 
de ! :'alphabet donné. 
0 
- •1 •t IJ O \ 1 r ..... -~ r --r 
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1so+e11-Code (CCITT Nr. S) 
Tab 45 
J)hig111111n11 des ro111mo111les 
ACK ( A rkt,o><kdl:t:); Accusé <le récep• 
tinn 
HEL ( nrll): Sonncr \e 
llS ( n,11 J...1r,1r~): llcll•ur arri~rc 
CAN (Cw1,d): Annulation 
CR {Cnrrin~t rtturn): Retour de 
ch:uiol 
DC { Dnia control): Commande J'ap• 
pucil au..,ili .1i re 
DEL ( Drlar): Oblitération 
DLE ( Darn lin/.: t.scapt}: Ei:happcmcnt 
tr:inrn1ission 
EM ( End of medium).: Fin de support 
FS { r,fr srpara1or ): Sép;u:iteur de 
tic hier 
GS (G,,,,,,, .srpnrator): Sép:ir:itcur de 
i;ro11rc 
l lT ( Jlori:r,11tnl tabulalion): Tabulation 
horil.l1111.1lc 
IS ( /11f,1r,,1nti/ll1 scparntor): Sépar:ilcur 
J'i11forr11:11ion 
Lf {Lint: futl); l11tcrlig11e 
NAK ( ,\'r~atirc nrk11owledgt}: Accusé <le 
réc.:ptitin négJtif 
N L · ( New line): Retour à l:i li&nc 
NUL { Nu/1): Nul 
RS ( Jl.rcvr.J srparator}: Sép;ir:i leur 
d 'article 
ENQ ( D1q11iry): Oem:inde 
EOT { D,tl of transmission): Fin de 
COllll\lUnic.\lion 
ESC ( Esrnpc): Ech:i ppcmc:11 t 
ETD { End of trans111i.ssim1 block): fia <le 
bloc <le transmission 
ETX ( End of{(),/): fin de lc.lle 
F { Eunction): Fonction 
FE ( Format r1frctor): Comm:inde de 
mise en p.tcc 
FF ( Form jud): Présenta Lion de 
formule 
SI ( Slrif1-i11): En co<lc 
SO { S/11/t-out}: l lors code 
S011 ( Stnrt <>/ lrcndi11g}: Début d'en-tète 
SI' {Sract:}: Espace 
STX ( Star( of trxt}: Déhul de te..,le 
SUD (S11b.r1i111tc): Substitution 
SYN { Sy,,chronous idlt): Synchronis:i• 
cion 
TC (Tra11s111issiv11 contrai): Commande 
de tr:insmission 
US ( Unit srparator); Sép,uatcur de 
sous-article 
VT ( Vi:rtical tabulation): Tabulation 
vcrtic.1le 
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Il y a deux types possibles de blocs transmis. Premièrement, 
les blocs d ' ,inFormation. Un bloc d' inFormation se compose d -' ,un en-tête 
éventuel [numérotage des blocs, nature du message, J suivi d~LJn 
texte. L' ,en-tête est précédé de S0H et le texte commence par STX et 
se termine par ETX. Si le message est trop long, il est découpé en 
plusieurs blocs. Chaque bloc est complété par l J..edjonction du carac-
tère ETB sauF le dernier qui est terminé par ETX. Les blocs sont 
précédés par STX ou S0H suivant qu·-',il s.'.agi t ci,:?,1.me partie de l ' .en-
tête ou du texte. 
Exemples: 
1] S0H en-tête 




STX texte ETB STX texte ETX 
Deuxièmem~nt, les Fonctions de supervision de la liaison 
[acquitement, invitation à émettre, invitation à recevoir, etc ... ] 
sont réalisées par les caractères de commandes E• T, ENQ, ACK et NAK. 
Ces caractères sont utilisés en conjonction avec des séquences d! , 
adresse. 
5.2.1.3. La synchronisation au niveau de la trame. 
Une trame est un bloc structuré d ~une manière particulière. 
Les bits d'~ne même trame sont régulièrement espacés. 
L ,.,organisation de la trame est conForme au Format suivant 
1 F I A I C I données FCS I F 
F Fanion de délimitation de trame 01111110. 
Toutes les trames doivent commencer et Finir par un 
Fanion. Un même Fanion peut-être utilisé à la Fois comme 
Fanion de Fermeture pour une trame et Fanion d'~uverture 
pour la trame suivante. Le Fanion est utilisé pour la 
synchronisation de trame. 
A Adresse sur 8 bits. 
L.'.adresse identiFie la ou les stations secondaires qu i 
sont impliquées dans !'~change de trame considérée. Si le 
premier bit de L 'adresse est à zéro alors l,.' ,octet suivant est 
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une extension de l'adresse de base. Son Format est le même 
que le précédent de telle sorte que le champ d'adresse peut 
être étendu par récurrence. 
C Champ de commande sur 8 bits. 
Le champ de commande contient les commandes et les 
réponses ainsi que les numéros de séquence. 
Données. 
les données se présentent sur un nombre indéterminé 
de bits. 
FCS séquence de contrôle de trame. 
La séquence de contrôle de trame est un dispositiF de 
contrôle de parité basé sur des codes polynômiaux. 
Pour assurer la transparence entre les deux Fanions d'une 
trame, l'émetteur doit insérer un élément D après toutes les 
séquences de cinq l consécutiFs aFin de s'assurer qu'une séquence 
de Fanion n'~st pas simulée. Le récepteur élimine tout élément D 
qui suit immédiatement cinq éléments 1. 
5.2.2. La discipline des voies. 
5.2.2.1. Liaison symétrique-dissymétrique. 
L'inFormation circule toujours de la source vers le puits. L' 
accusé de réception est toujours transmis du puits vers la source. 
InFormation 
... 
Source ~ Puits 
d'lnFo 
..... 




Lorsque la Fonction primair,e, responsable de la liaison, es:t 
associée à la source et la Fonction secondaire au puits; c'€st la 
Fonction primaire qui prend 1-'üni tiative de transFérer l ,.,_. inFormation. 
Dans le cas contraire, la Fonction primaire demande le transFert de 
l ·' ,inFormation. On parle dans le premier cas d..'.Jun mode de transFert 
du type invitation à recevoir et du type invitation à émettre dans 
le second cas. 
On obtient une conFiguration point à point symétrique en met-
















En mettant dos à dos deux sous-liaisons, !;.' ... une de type 
invitation à recevoir et !,.'..autre de type invitation à émettre, on 
obtient une conFiguration point à point d!.apparence dissymétrique. 
Dans ce cas, les deux Fonctions primaires se trouvent dans la même 



















5. 2. 2. 2. Types d ,'schanges. 
1] Etoile traitement de données. 
- Simple. 
Toutes les stations sont reliées physiquement à un commutateur 
central. Les stations échangent des messages en passant par le com-
mutateur central. Donc pour chaque station, le commutateur central 
est la source et la destination apparente des messages. 
Commutateur 
Fig 
à multiplexeur. \ 
Le multiplexeur est une unité de contrôle à accès multiple et 
simultané. Il gère plusieurs liaisons indépendantes. Le multiplexeur 
explore systématiquement et à Fréquence constante les lignes qui lui 
sont connectées. Lors de L.~.ém ission, le multiplexeur dei t transmettre 
l ~inFormation sur la ligne convenable. Il doit par ailleurs assurer 
le débit de transmission aux possibilités de chacunes des lignes. 
Multip-
Calcu- lexeur 







Le concentrateur joue un r6le analogue à celui d'Dn multip-
lexeur. Le concentrateur opère une conversion de vitesse. Cette 
conversion de vitesse exige que le concentrateur possède une mémoi r e 
tampon suFFisante. Le concentrateur doit également assurer des 









2) Etoile processus industriel (TRACEC 130). 
Un système de télécontr6le assure la transmission des télé-
commandes, télésurveillances, télérégl ages et télémesures,nécessaire 
à la conduite à distance des installations industrielles. 
Les options Fonctionnelles du système TRACEC 130 sont 
réparties en deux classes: 
Les options d} .. organisation. 
Les options de mode de transmission. 
- Les options d ~organisat i on de TRACEC 130. 
Les options dt-' -•organisation sont relatives à l ,'.1organisation 
des échanges d,.T;inrormations entre le poste cher (PC) et ! } •ensemble 
des postes secondaires (PS). Elles ont trait principalement à la 
structure point à point ou multipoint de cette organisation. 
Organisation point a point. 
Dans cette option, un équipement au poste cher est associé a 
chaque poste secondaire. Le PS peut transmettre sans interruption 
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des messages. 
Les temps de transmissions sont courts; mais L'!organisation 
n'est pas économique quand il y a beaucoup de PS. 
Fig 52 
Organisation multipoint à interrogation. 
PS 
n 









Dans cette option, le PC est commun à L.' ,ensemble des PS. Le 
PS ne transmet ses messages que lorsqu.',il y a été invité par un 
message d:-'Jinterrogation en provenance du PC. Les diFFérents PS sont 
interrogés à tour de rôle. 
Les temps de transmission sont allongés par rapport à 1,r, 
organisation point à point mais cette organisation est économique 
quand il y a beaucoup de PS. Par ailleurs, l ~unicité du PC est un 
Facteur important d..,~,économie de prix dès qu,.'1il y a beaucoup de PS 
ET son couplage à un calculateur est Facile. 










Organisation multipoint avec démultiplexeur. 
Il s,.'agi t d ,' ,un compromis entre L!:organisation point à point 
et l.' ,organisation multipoint à interrogation. Dans ce type d~' ,orga-
nisation, chaque FS transmet ses messages sans interruption. Au PC, 
un démultiplexeur scrute à grande vitesse les sorties des diFFérents 
PS. Le démultiplexeur restitue vers les circuits d~ exploitation les 
messages complets et reconnus valables tant au point de vue de la 
synchronisation entre PS et PC qui.~.à celui de la satisFaction aux 
règles du codage redondant de ces messages. 
Ce compromis conserve les avantages résultant de L'.unicité 
du PC; supprime la tendance à L'accroissement des temps de trans-
mission; permet des extensions à la Fois de la capacité d~..un PS sans 
allongement du temps de transmission que celui relatiF à ce PS et 
de nouveaux PS pour autant que L'~n ne dépasse pas la capacité en 
PS du démultiplexeur. 
Il s ,'agi t d',une organisation particulièrement eFFicace pour 
les applications comportant beaucoup de PS de grande capacité avec 





- Les options de transmission de TRACEC 130. 
Les options de transmission sont relatives à la composition 
des séquences de message échangés entre le PC et chacun des PS. 
Le système TAACEC 130 distingue trois catégories d .' ,inf'ormations : 
des états de contacts, des mesures et des inf'ormations numériques. 
Pour chacunes de ces catégories d,~,inf'ormation, plusieurs modalités 
de transmission sont possibles. 
Pour des changements d..'-iétats 1) la transmission cyclique. 
Dans le mode de transmission cyclique, le PS transmet toutes 
ses inf'ormations dans une séquence de messages. Cette séquence de 
messages est cyclique ininterrompue dans les options point à point 
et multipoints démultiplexées; elle a lieu une seule Fois lors de 
chaque interrogation dans l'option multipoints à interrogation. 
Le temps de transmission d.'~n changement d,,'état dépend du 
temps qui sépare l ~spparition de ce changement et la plus proche 
transmission cyclique du message porteur de cette signalisation. 
Pour des changements dt.'.états 2) la transmission prioritaire. 
En transmission priori taire, s ,'~il n~ y a pas de changement d ' • 
état, le PS ne transmet rien excepté d .' ,éventuelles inf'ormations d -' • 
une autre catégorie. Quand survient un changement d'état, l'éventuel-
le transmission en cours est interrompue au prof'i t du message d -~1 
inf'ormation contenant la signalisation de ce changement d'état. 
Ce mode de transmission diminue considérablement le temps qui 
&'écoule entre le changement d,.~tat et le moment où le message d}, 
inf'ormation est transmis. 
Pour des changements d'états 3) la transmission chronologique. 
Lorsque survient un changement d'état, l'heure est enregistrée 
avec une résolution de x msec et transmise en même temps que l'adres-_ 
et L 'état de contact concerné. 
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Pour les mesures 1] la transmission cyclique. 
Voir la transmission cyclique de la rubrique précédente. 
Pour les mesures 2] la transmission prioritaire. 
Les valeurs des mesures sont comparées à des seuils Fonction-
nels. Ce n',est qu',en cas de dépassement d.!iun seuil que la transmis-
sion de la mesure correspondante s -'ieFFectue. 
Pour les mesures 3] la transmission à deux cadences. 
Les mesures sont réparties en deux groupes: les mesures 
rapides et les mesures lentes. Au cours de chaque cycle de transmis-
sion, toutes les mesures rapides et une Fraction seulement des 
mesures lentes sont transmises. Q~est une autre Fraction des mesures 
lentes qui sera transmise au cycle suivant et ainsi de suite. 
Les cycles de transmission sont ininterrompus dans les options 
point à point et multipoints avec démultiplexeur; un cycle répond 
à une interrogation dans l ~ option multipoints à interrogation. 
Pour les mesures 4] la transmission conditionnelle. 
Dans la transmission conditionnelle, les valeurs des mesures 
sont comparées à des seuils échelonnés entre O et 100%. Une mesure 
n .. 1,est transmise qu-'caprès passage d'-ün de ces seuils dans 1 1.,iun ou 1 ' · 
autre sens. 
Pour les valeurs numériques 1] la transmission spontanée périodique. 
Dans ce mode de transmission, les valeurs numériques sont 
périodiquement introduites dans les cycles de transmission des autres 
inf"ormations. 
Pour les valeurs numériques 2] la transmission sur appel. 
Les valeurs numériques à transmettre sont toutes mémorisées 
avant d'être transmises globalement ou par Fraction dans les cycles 
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de transmission des autres inf'ormations. Et cela, à l a réception c:P , 
un message de service provenant du poste chef'. 
- La structure des messages de TRACEC 130. 
Signalisation Mesure Comptage 
:1a sse H :1a~ ;se H Clë sse H 
~dr ess e H Adr ess e H Adr ess e H 
H Mac H Il ,,-.c H 





+ A1 H 
-
t;J 
'-'< ·1..,....--C: ,_._. H 
, 1.,, 
sligr ali 
- H H 
... 
H 
corne tac e 
i::>'-'L .Lu = - -
H ~ H H 
H + A1 H 
-
H 
V V V V H V V V V H V V V V H 
Commande Synchron i sati o n 
A1 82 C3 04 H l l 0 l 0 
A4 81 C2 03 H l 0 l 0 l 
A3 84 C1 02 H l 0 l D l 
A2 83 C4 01 H l 0 l 0 l 
[13 A
0
1 s·2 C4 H l D l a l 
0'4 A'3 s '1 c '3 H l 0 l 0 l 
œ A'4 8°3 c·1 H l D l D l 
01 A2 84 c'3 H l 0 l 0 l 
V V V V H l l 0 l 0 
Fig 55 
114 
Tous les messages ont un Format de 45 bits. Il y a trois clas-
ses de messages. 
Les messages de synchronisation. 
Les messages de synchronisation sont insérés dans les télé-
grammes pour permettre au récepteur d',identiFier correctement le 
début et la Fin des messages d-1,inFormation. 
Les messages d.'-linFormation transmis des PS vers le PC. 
Les messages d~•inFormation transmis des PS vers · le PC contien-
nent 45 bits dont 13 bits de redondance (9 bits de parité horizon-
tale des 9 mots . et 4 bits de pari té verticale] et 32 bits répartis 
en 2 bits de classe d'ünFormation (signalisation, mesure, comptage], 
6 bits d•.'..adresse du message et 24 bits d .',inFormation. 
Les messages d ,1.iinFormation transmis du PC vers les PS. 
Les messages d .1,,inFormation transmis du PC vers les PS (es-
sentiellement des télécommandes] pour lesquels une très grande 
sûreté de transmission est requise sont dotés de redondances sup-
plémentaires outre les 13 bits de parité. 
Le contenu des 92 bits est réparti en quatre groupes de 8 bits. 
Chacun de ces groupes comprend : les quatre bits dl-!.t..me décade et 
quatre bits donnant une répétition de la décade si les bits de leur 
somme est pair ou le complément de la décade si les bits de leur 
somme est impair. 
La distance de Hamming de tout le message est encore augmen-
tée si les 4 bits d',une décade et les 4 bits de sa répétition ne se 
.. 
trouvent ni sur une même ligne ni sur une même colonne. 
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3) Point à point. 
La liaison point à point est la plus simple qui soit: elle 
ne comporte que deux extrémités. Dans L !-échange de l ~' ,inFormation, 
on distingue deux voies d ,1.acheminement d,' !inFormation. La voie prin-
cipale achemine les données tandis que la voie secondaire permet le 
transFert des inFormations de service, généralement en sens inverse. 
Si le circuit n,' ,est utilisable que dans un seul sens, on 
parle de circuit simplex. S..~iil est utilisable dans les deux sens à 
1 1;:ilternat, il s'.agit dr'.,'Un circuit halFduplex. Un circuit Full-duplex 
est utilisable dans les deux sens simultanément. 
4) Réseaux multipoints. 
Une liaison multipoints réside dans la mise en commun dl A.Jne 
ligne de télécommunication entre un équipement central et plusieurs 
terminaux situés dans une même direction géographique. 
Dans une telle conFiguration, les données émises par l ,!,. 
équipement central sont reçues par tous les terminaux. Ils doivent 
être en mesure de reconnaître, à la réception, leur caractère~~ 
identiFication. Les transmissions centrales ne peuvent s 1€FFectuer 
que L-'.JL.Jne après 1 .1.iautre, de manière ordonnée. 
5) Réseaux bouclés. 
Des noeuds de transmission se greFFent dans une interFace d- 1 
adaptation en di FFérents endroits di.~,;Une boucle unique et unidirec-
tionnelle. Deux stratégies de contrôle sont possibles. Soit le 
contrôle est centralisé en un noeud, on parle dans ce cas de boucle; 
ou bien le contrôle est décentralisé et se déplace de noeuds en 
noeuds, on parle alors d' .. anneau. 
La transmission des inFormations de noeuds en noeuds est Fonc-
tion du contrôle adopté ainsi que de la technique de transmission 
utilisée. 
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- Réseau en boucle. 
Le polling. 
Le noeud à qui le contrôle est imputé interroge successivement 
chacunes des diFFérentes stations aFin de leur demander si elles ont 
un message à transmettre à une autre station. 
La boucle de Pierce. 
La boucle est parcourue par une suite de blocs. Chaque bloc 
possède un indicateur libre ou occupé. Quand une station désire 
envoyer un message, elle attend le passage d' ·un bloc libre. Elle 
positionne h',iindicateur sur occupé et introduit son message dans le 
bloc. La station réceptrice reconnaît qu'un message lui est adressé; 
lit ce message et positionne L',indicateur sur libre. 
Si le message est plus petit que le champ de donnée standard, 
celui-ci est mal utilisé. Si au contraire il est plu s grand, il y a 
répartition sur plusieurs blocs avec indication de chaînage et de 
Fin de message. 
- Réseau en anneau. 
Anneau de Newhall : 
Lors de la mise en service de ! .'anneau, une délégation de 
contrôle est générée et aFFectée à une station. Cette station devient 
maîtresse de ! .!,anneau et peut envoyer ses messages. Si elle n'a rien 
à transmettre ou quand elle a terminé de transmettre, elle donne la 
délégation de pouvoir à la station suivante et ainsi de suite. A un 
moment donné, seuls les messages appartenant à une même station d' 
origine peuvent circuler dans l'anneau. L' ,utilisation de L'anneau est 
médiocre. 
Anneau de Liu. 
L'sinterFace contient un registre à décalage-tampon qui Fonc-
tionne en entrée ou en sortie.sa longueur est au moins supérieure à 
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ia longueur du plus long bloc à transmettre ou à recevoir. 
L',,interFace réceptionne les appels et positionne le commuta-
teur du noeud sur l ~~ne des trois positions suivantes : 
La posi tian 1 permet le transFert d ,'.éventuelles données pour d1:,'.autres 
noeuds. 
La position 2 permet au contenu du registre du noeud de parcourir 
le réseau. 
La position 3 permet au registre de la boucle qui s.~était rempli 
en position 2 de se vider dans le réseau. 
6] Réseaux maillé. 
Un réseau maillé est composé d ,',un ensemble de noeuds reliés 
entre eux par des liaisons point à point. 
La topologie c:h-!,iun réseau maillé est caractérisée par le Fait 
qu ' •il existe en général plusieurs chemins dans le réseau pour la 
transmission de données entre deux points du réseau. De ce Fait, la 
Fiabilité des communications en est considérablement augmentée et 
la réparti tian de la charge sur l ,!;ensemble du réseau est harmonieuse. 
w.'~existence de plusieurs chemins permet en eFFet de choisir les 
chemins les plus sûrs ou les moins encombrés. 
Chaque noeud assure les Fonctions de stockage intermédiaire 
et dJ acheminement des blocs de données. La limitation de la zone de 
sto___ckage intermédiaire entraîne des phénomènes de blocage ou de 
perte de blocs. Dans le cas de blocage, le noeud reFuse les blocs 
provenant de 1,~;extérieur au delà de sa capacité de stockage. Ce reFus 
est communiqué aux noeuds qui lui transmettent des blocs et la 
transmission est interrompue. En cas de pertes, le noeud reFuse l' 
acqui tement des blocs perdus. C.'~est au noeud qui les a transmis qu ,., 
il incombe de les retransmettre. 
118 
5_.2.3. Procédure c:1,,.1,iétablissement de la ligne. 
La liaison de donnée peut-être établie à travers un réseau 
commuté ou un réseau maillé ou bouclé. Il s .'agi t d -'.établir la 
liaison par un appel au réseau. L '.appel au réseau inclut 1' identi F i -
cation des stations connectées par la commutation. Une liaison établie 
à travers un réseau commuté doit être libérée quand la communication 
est terminée. La dernière phase d!une procédure est donc la 
libération de la liaison. 
Il y a plusieurs types de procédure de véri Fication d-!ddent i té. 














































• • ENQ 
•------~-----• 
• ~ • 
ACK 












L'identiFication étant réalisée, les échanges se Feront comme il 
a été spéciFié plus haut. 
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5.2.4. Protocoles de supervision des échanges. 
Principalement, deux techn i ques de transmission assurent de 
traiter des messages dépouillés d'erreurs lorsqu'ils sont transmis 
à distance. Ces techniques se basent sur: le choix d'un code détec-
teur et correcteur d'erreurs et une procédure de recouvrement. 
5.2.4.1. Le choix d'un code détecteur et correcteur d'erreurs. 
Le choix d'un code détecteur et correcteur d'erreurs est 
caractérisé par un paramètre que l'on appelle "distance". La dis-
tance correspond au nombre de bits qu'il s'agit de modiFier pour 
passer d'un symbole du code à l'autre. Si d est la distan ce, pour un 
tel code, le nombre d'erreurs détectées pourra être [d-1] tandis que 
1 b ' . bl ' A • , A ( d 1 J e nom re d ~rreurs suscepti es d etre corrigees pourra etre i-
[ d-1] si d est pair et 2 si d est impair. 
Le choix d'un tel code, basé sur la redondance, n'est prati-
quement utilisable que pour des messages courts. Le contenu princi-
pal d'un message [Fig 55] est de 32 bits répartis en 4 groupes de 8 
bits. Chacun de ces groupes comprend les 4 bits d ~une décade et 
4 bits qui donnent une répétition de la décade soit sans inversion 
des bits si leur somme est paire ou bien avec inversion des bits si 







D'autre part, la distance de Haming est encore augmentée en 
répartissant les 32 bits du contenu principal de telle manière que 
les 4 bits d ' -une décade et les 4 bits de sa répéti tian se trouvent 
aussi peu que possible dans une même ligne horizontale et une même 
colonne verticale. 
Les bits des 4 décades et leurs répétitions sont représentés 
à la Fig 55 par A. B. C. • . A' . B!. C.!., • ! [avec i = 1 à 4). Ce code 
1 1 1 1 i 1 1 1 
pourrait assurer une transmission Fiable si l '_on adoptait pour notre 




PC Poste cheF de contrôle et de dispatching 
(liaisons PC - PS. ou PS. - PS.). 
J. J. J 




Charges Moteurs à courant continu ou alternatiF. 
Eclairage. 
ChauFFage (eau) 
- Force motrice pour, par exemple, exploitation 
Fermière (broyeuse, moulin à blé, barrateuse, 
trayeuse) . 
- Lignes électriques. 
Lignes permettant les opérations de signalisations, de 
mesures et de commandes. 
5.2.4.2. Procédure de recouvrement. 
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Le protocole mis en oeuvre par cette procédure pourra être 
soit basé sur le protocole de base illustré par les Fig 60 et 61 
ou bien par le protocole HOLC. 
Protocole élémentaire a un ACK - normal. 
T 
1] Appel - libération. [Appelant=A, Appelé=B] 
version 1. version 2. 
A B 
T 











Protocole élémentaire à deux ACK - erreur. 






2] TransFert de données. (MES5
0




"'c..-.S - -- -
-
Destruction 
tJ(R)-:: o du double 










TransFert de données. 
(ACK
0





Un ACK en retard -- la numérotation des ACK. 
TransFert de données. 
- Numérotation modulo 2 des messages et des ACK. 
- Une temporisation T pas trop longue. 
Fig 61 
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Le PROTOCOLE DE BASE contient malgré lui deux types d ' •erreurs 
possibles. Sa Forme la plus connue porte le sigle "BSC". 
1. Appel ENQ tardiF vis-à-vis du time-out. Il en résulte 
EOT et relêchement alors que la liaison était possible. Pour y 
remédier, la temporisation du timer doit être suFFisamment longue. 
2. Dans le transFert de données on a rupture du dialogue soit 
par un ACK perdu d ' -où à 1 'émetteur ACK. NAK, d' ,où numérotation 
modulo 2 des messages; soit par un ACK en retard vis-à-vis du time-
out d ' ·où numérotation modulo 2 des ACK. 
Comme remède, une numérotation associe messages et accusés de 
réception pairs/impairs. Si on adopte le principe de la numérotation 
incrémentée à l ~~mission N(S) et à la réception N(R) avec renvoi des 
accusés de réception portant cette numérotation, on peut procéder 
par anticipation en renvoyant un ACK pour un ensemble de paquets. 
Une Fenêtre limitant le nombre de paquets à transmettre est néces-
saire. 
Le PROTOCOLE HOLC a le gros avantage d~ être très perFormant. 
En eFFet, 1 ' -inFormation transmise est habillée dlo!.une trame dont le 
Format permet la synchronisation (champ Fanion), l'~dressage contr6-
lant la source et la destination du message, le type d~'-iopération, 
les paramètres de contrôle des échanges et le CRC. La gestion de 
cette trame est actuellement implémentée dans un circuit intégré 
(Fig 62) compatible avec d -'une part, les modems de l i gne et c:h-1 . .autre 
part, un micro-ordinateur avec ou sans •MA tand i s que l ~ interFace 
du microprocesseur est elle-même compatible avec toutes les gammes 
des miniordinateurs classiques. 
Les miniordinateurs recevront donc les inFormations déshabil-
lées de la trame qui aura été contrôlée de telle sorte quJ ~lles 
pourront être présentées au traitement de Façon Fiable sous Forme 
de blocs physiques ou de paquets.On peut même adjoindre à ceux-ci 
des paramètres d:.'.émission et de transmission constituant les réFé-
rences (modulo B) des ACK d'~n protocole de type de base qui 
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Pour e nr ichi r ce protocole, de temps à autre les i n Formations 
lai s seront la place à des comma ndes (accusés de réception, appels, 
libérations, réinitiali sa t i ons, rejets, ]. Un schéma général 
d'assemblage des diFFérents blocs Fonctionnels cités plus haut est 
représenté à la Fig 63. Des schémas particuliers de ces blocs sont 
représentés aux Fig 64 , 65 et 66. 
Miniordinateur 
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5.3. RESEAUX 0-~INTERCONNEXION MULTIPROCESSEURS SITUE DANS 
LE MEME SITE. 
5.3.1. Introduction. 
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L'architecture préconisée par von Neumann interconnecte 
les quatre blocs Fonctionnels principaux d'un ordinateur (CPU, 
MC, I/0 et SPMJ comme indiqué à la Figure 67. On devrait espérer 
par ces interconnexions, améliorer la rapidité et la simultanéité 
des échanges. En pratique, touteFois, on constate d'une part, qu' 
il y a déséquilibre dans les Flux d'échanges et d'autre part, qu' 
il Faut prévoir l'organisation de ceux-ci. 
Inter Faces 
I/0 






En eFFet, les échanges entre la MC et les I/0, le CPU et la 
SPM sont bien plus importants que ceux entre le CPU et les I/0 et la 
SPM. Par ailleurs, l .'Aorgànisation des échanges c'est-à-dire le sé-
quencement des opérations, d'sbord et la gestion des conFlits d'ac-
cès ou de dépendance, ensuite, imposeraient la transFormation de la 
structure maillée en structure étoile (Fig 68). Le module central 
appelé communément "Scheduler" devra remplir toutes les Fonctions 
susdites. Il demeure quand même que ces architectures ont le désa-
vantage de la complexité des blocs Fonctionnels de connexions au bus 
dues aux cêblages très di FFérents des uni tés d~!.accès. Toutes modi Fi-
cations de la conFiguration peut poser dans certains cas de sérieux 
problèmes. 
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Ce sont là les rai sons qui ont Fait adopter d ,'..autres arch i-
tectures parmi lesquelles nous citerons les architectures à mémoire 
partagée ou à bus unique ou multiple. 
5.3.2. Réseaux à bus unique ou à bus multiple. 
Les transFerts d'inFormations ou de commandes peuvent être 
classés en trois catégories 
et des contrôles. 
les tra nsFerts des données, des adresses 
5.3.2.1. Bus unique ou jeu unique de bus. 
On peut concevoir une architecture à bus unique en acheminant 
sur celui-ci data et adress. L},ouverture des portes d'.accès aux 
modules permettant le transFert de l ~'~une ou 1 ... ~utre des inFormations 
sera assurée par un microprogramme en logique cablée ou enregistrée; 
des ordres ou commandes (incrémentation, A/W, 
par ce même microprogramme (Fig 69]. 
J seront donnés 












C.' ;est ainsi que l .'.,on pourra exécuter en séquence les opéra-
tions: PC(CPU] - SM(MCJ puis AEAD puis DATA(MCJ - ATM. Par contre, 
les opérations suivantes qui pourraient s'exécuter simultanément ne 
le pourront pas car le bus est commun pour les adresses et les don-
nées : il s .1.agit de PC(CPUJ - SM(MC] et DATA(SPMJ -- ATM avec un 
WAITE. 
Ce simple exemple peut illustrer l ,.'.archi tecture comprenant 
un jeu de deux bus où les DATA et ADAESS seront séparées. L~.'-ion re-
trouve ici les avantages, du moins en partie de la rapidité et de 
la simultanéité des échanges. De plus, le cêblage des accès des mo-
dules aux bus sont simpliFiés et banalisés. 
w'.archi tecture devient alors celle de la Fig 69 où 1.,' ,on peut 
voir apparaitre un autre avantage, celui de la Facilité d~extension 
en blocs compatibles de Fonctions quelconques. 
Le contrôle des opérations élémentaires est toujours réalisé 
par microprogramme. TouteFois, l'organisation et la synchronisation 
des échanges ne peuvent plus s'~ppuyer sur de simples Formes d'onde de 
tops d !thorloge mais imposeront l.'-étude et 1.-'..élaboration de nombreux 
chronogrammes à créneaux judicieusement calculés et entrelacés. 
Pour soulager ce contrôle tant du point de vue microprogramme 
que de celui des signaux de synchronisation, il y a intérêt à 
introduire dans le jeu des bus précédents un bus de contrôle qui 
comportera un certain nombre de Fils de signalisation commandant 
directement, à un instant donné l ·'<Uni té concernée. Ces contrôles 
consistent à 
- transmettre des ordres de transFert émis par le maitre à l ' ,esc-
lave. S~il ~' -y a pas de maitres, ces ordres seront enreg i strés dans 
un blocs "bus arbiter" qui agira selon les priorités. 
Déterminer la direction des transFerts. 
Permettre aux esclaves de demander au maitre un délai supplémen-
taire pour terminer un transFert, s'il n'est pas possible de l)€xécuter 
dans ! ~ intervalle prévu. 
- Transmettre les demandes d•'~entrée / sortie qui sont des interrup-
tions destinées à la MC (par exemple •MA] ou à un éventuel 
contrôleur des interruptions (PCIJ 
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Transmettre à L'iinterFace d'entrée/sortie ou au PCI la réponse 
de l ,' ,unité centrale. 
Opérer des "reset". 
Signaler que le receveur est "ready". 
Synchroniser via 1 e bloc d .'.hor 1 age . 
Une des Fonctions importantes de certains Fils du bus de 
contrôle que nous avons indiqués plus haut est la gestion des deman-
des d.~unités pour transFérer des inFormations sur les autres bus. 
Le mécanisme le plus simple a donc pour principe celui illustré à 
la Fig 72. 
5.3.2.1.1. Solution mixte - bus multiplexé. 
Principe. 
Les bus des microprocesseurs décrits ci-dessus sont carac-
térisés par un grand nombre de lignes d ~interconnexions, ce nombre 
peut poser des problèmes au niveau du dessin des cartes des circuits 
imprimés et également pour le nombre des broches du boîtier microp-
rocesseur. 
Pour diFFérentes raisons il n'-est pas souhaitable de Fabri-
quer des boîtiers pour circuits intégrés avec plus de 40 broches. 
Certains Fabricants, principalement ceux qui Fabriquent des microp-
rocesseurs 16 bits, limitent le nombre des lignes d'un bus en utili-
sant une même ligne pour deux Fonctions distinctes. Par exemple, 
les mêmes lignes peuvent être utilisées pour les adresses et pour 
les données. 
Le maître du bus place en premier lieu l J adresse de l ~ esclave 
sur le bus et ensuite la donnée correspondante est placée sur le 
même bus. Une ligne particulière du bus des contrôles indique en 
permanence la Fonction actuelle du bus multiplexé. 
Dans ce cas, chaque module connecté au bus doit comporter les 
circuits nécessaires au démultiplexage, mais dans la majorité des 




Le microprocesseur 8085 d' ,I NTEL utilise un bus multiplexé. 
Osns ce processeur on trouve 16 lignes (A• 0 à A• 7 et A8 à A15J qu i 
remplissent les Fonctions des bus des adresses et des données. Les 
lignes marquées de A• 0 jusqu'à Ao7 servent à la Fo i s à transFérer 
les huit bits les moins signiFicatiFs d!.une adresse et à transFérer 
les données. Les lignes de A8 jusqu'à A15 sont uniquement utilisées 
pour les huit bits les plus signiFicatiFs des adresses. 
Une ligne de contrôle particulière, marquée ALE (Address 
Latch Enable] indique la Fonction des lignes AD . . Quand ALE est à 1, 
1 
ces lignes portent une adresse, dans l'autre cas elles portent une 
donnée. Comme représenté à la Fig 70, il suFFit d'~ n tampon (Latch] 
de huit bits (par exemple, le circuit 8212 d-.'~INTEL] , commandé par 
la ligne ALE, pour démultiplexer le bus AD. et obtenir un bus 
1 
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Il n'est pas toujours nécessaire de démultiplexer ce bus. 
En eFFet, le Fabricant du 8085 produit une série de mémoires et d' 
interFaces d'€ntrée/sortie compatibles 8085, en ce sens qu'ils 
comportent un tampon interne pour le démultiplexage. Dans ces con-
ditions, le bus multiplexé peut être connecté directement à ces 
circuits. 
La Figure 71 donne le schéma d'un ordinateur comp l et cons-
truit à l'aide de seulement trois ciruits intégrés: le micropro-
cesseur BOBS, le circuit 8355 qui comporte 16 lignes d'entrée/sortie 
et 2 Koctets de mémoires mortes et le circuit 8155 qui comporte 22 
lignes d1.entrée/sortie, 256 octets de RAM et un compteur à 14 bas-
cules. Ces circuits sont interconnectés à llaide du bus multiplexé 
propre au microprocesseur 8085. 
Les lignes d'adresses A 11 et A 12 sont utilisées pour eFFec-
tuer une sélection linéaire des ci r cuits 8355 et 8155. Les trans-
Ferts d'.,inFormations sont contrôlés par les signaux des lignes AD, 
WA, IO/M et AEADY. Ces signaux ont des Fonctions ana l ogues à celles 
pour le bus du 8080. Les relations entre les signaux propres au 8080 
et ceux du 8085 sont 
MEMA = AD + I0/ M 
MEMW = WA + I0/M 
IOA = AD + I • /M 
I0W = WA + I • /M 
ADYIN = AEADY 
Sur la Figure 71 on voit que, au choix, les lignes IO/M des 
circuits 8355 et 8155 peuvent être connectés à la ligne IO/M ou à 
ligne A15 du 8085. Dans le premier cas, les transFerts vers les 
ports d ~entrée/sortie devront être commandés par les instructions 
IN et OUT. Dans le second cas, les ports d,',entrée/sortie seront 
adressés comme des registres de la mémoire, avec des adresses dont 
le bit le plus signiFicatiF vaut 1 . 
5.3.2.1.2. Le bus arbitre. 
A chaque instant, parm i toutes l es unités connectées à un bus , 
une seule peut placer de l'inFormat i on sur celu i -c i . 
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L'.arbitre de bus déterminera ! ·'.unité qui peut jouer ce rôle. 
Une unité qui a besoin du bus demandera sa mise à disponibilité, à 
l ~!arbi tre [bus request]. Celui-ci, en Fonction des demandes et de 
certaines règles de priorité, attribuera, à un des demandeurs, la 
disponibilité du bus pour un certain intervalle de temps. Pendant 
cet intervalle de -temps, l •-' ;uni té en question peut disposer du bus 
pour eFFectuer un transFert de données avec une des autres unités 
connectées au bus. 
L',uni té qui a le contrôle du bus s -'~appelle alors le maître, 
l'unité avec laquelle ce maître échange des inFormations s'appelle 
!..';esclave - [Fig 73]. Dans certains cas, le maître peut autoriser des 
échanges directs d~inFormations entre deux esclaves [Fig 74]. 
Remarquons que souvent, ! ~arbitre de bus n~existe pas comme 
unité distincte. GJest le cas, par exemple, quand parmi les unités 
connectées au bus il n'en existe qu'une seule capable de jouer le 
rôle de maître et quand la Fonction d!;:irbitre du bus est distribuée 
dans la circuiterie des diFFérentes unités connectées. 
' ,,, 
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Fig 74 
5.3.2.1.3. Les deux types de bus. 
On peut classer les bus en Fonction des diagrammes de temps 
qui indiquent quel est leur conditionnement lors des transFerts des 
données. 
- Bus synchrone 
Dans un bus synchrone, l '.esclave dispose d ' •un laps de temps 
prédéterminé pour exécuter un ordre du maître. Par exemple lors d' 
un ordre de lecture, le maitre place l Jadresse de Lîesclave sur le 
bus et le maître suppose qu'au bout d -',.un certain temps l'esclave 
aura placé la donnée correspondante sur le bus. 
Les bus synchrones conviennent parFaitement à la communication 
entre une unité centrale et une mémoire statique. En eFFet, le temps 
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q!~ccès des mémoires statiques est constant et connu. La Figure 75 
illustre une opération de lecture sur un bus synchrone. L'A.Jtilisa-
tion des mémoires dynamiques, indispensables lors des opérations 







Bus asynchrone (avec transFert indivisible]. 
Dans les bus asynchrones à transFerts indivisibles, 1-' -esclave 
inFormera le maître de la Fin de li..' ,exécution de l -.'4ordre de trans-
Fert. Le bus reste . alors réservé au transFert en cours, aussi long-
temps que L,'jesclave n-'a pas inFormé le maître de ce transFert. 
Un tel diagramme de temps peut, par exemple, être utilisé 
avec des mémoires dynamiques. Normalement l'unité centrale trouvera 
sur le bus, après un temps égal au temps d .'accès de la mémoire, un 
signal qui l ~ inFormera sur la disponibilité, sur l e bus des données, 
de l~inFormation demandée. Quand la mémoire est en raFraîchissement, 
ce signal tardera à être émis, et obligera ainsi L,1.,t...mité centrale 
à attendre la disponibilité de l ~ inFor mation. La Figure 76 illustre 
une opération de lecture pour un bus asynchrone. 
Si le bus est asynchrone avec transFert partiel, le maître 
enverra un ordre à son esclave et libèrera immédiatement le bus aFin 
que celui-ci puisse être utilisé pour d'autres transFerts. Quand l' 
esclave a terminé sa tâche, il demandera le bus et jouera lui-même le 
rôle de maître pour renvoyer au premier maître le résultat de 1.,,, 
opération demandée. 
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Chacuns de ces transFerts peuvent s .' •eFFectuer en mode synchrone ou 
asynchrone. Des transFerts partiels seront utilisés dans des grands 
systèmes o~ diFFérents Flux d ~inFormations doiven t coexister, sur 
le bus, quasi simultanément. Dans de tels systèmes, le bus sera 
dimensionné de Fa<son telle qu.1.'-..Jn transFert individuel soit beaucoup 
plus court que, par exemple, le temps d .'.accès des mémoires. La Fi-
gure 77 illustre un transFert de données de C à B demandé par B lors 
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5.3.3. Bus multiple ou à plusieurs jeux de bus. 
Lorsqu,'.,on a aFFaire à un système à plusieurs microprocesseurs, 
l'architecture Figurée en 78 présente un inconvénient majeur. En 
eFFet, comme un processeur doit utiliser le bus du rant une bonne 
partie de son activité, son Fonctionnement est considérablement 





B U S Arbitre 
de bus 
On constate sur la Figure 79 que chaqu~ processeur dispose 
de son propre bus, de sa propre mémoire et éventuellement de ses 
propres interFaces d!entrée/sortie. Un processeur Fait uniquement 
appel au bus commun au moment où il veut échanger des inFormations 
avec une des ressources communes, par exemple, la mémoire commune 
(MC] ou les interFaces communs c:f.7,entrée/sortie. Ces ressources com-
munes sont uniquement utilisées lorsque les processeurs doivent 
communiquer entre eux ou avec le monde extérieur. Dans ces conditions, 
plusieurs processeurs peuvent être connectés sur bus commun sans 
provoquer le ralentissement important de leur Fonctionnement res-
p t"F ec i . 
Mémoire I/0 
commune 
1 1 B U S Arbitre 
de bus 
1 BI 1 1 BI 1 
1 1 1 1 
P1 Mém 1 P2 Mém 2 
Fig 79 
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Entre les bus propres à chaque processeur et le bus commun, 
on trouve les interFaces de bus. Ces interFaces sont essentiellement 
constitués de tampons qui interconnectent ou non les bus auxquels 
ils sont reliés. OElns les multiprocesseurs les plus simples, la 
mémoire et les interFaces d-',entrée/sortie communs ont une même 
adresse dans L',espace d .'..adresse de chaque processeur. Quand un des 
processeurs doit échanger des inFormations avec une ressource com-
mune, 1-' •interFace de bus reconnaît 1 -.'.adresse correspondante et de-
mande à L '.arbi tre de bus l .'.accès au bus commun. En attendant l .. ,,accès 
proprement dit, le processeur est placé dans un état d'attente. 
Quand l'accès au bus est autorisé, ce l ui-ci est connecté, via l' 
interFace de bus, au processeur qui a Fait la demande d'accès, de 
manière à ce que le transFert puisse s'eFFectuer. 
Il est certain que l'arbitrage est plus compliqué pour un 
système multiprocesseurs qu~il ne L~~st pour un système à accès 
direct à la mémoire. De plus, les circuits spéciaux, prévus dans 
chaque processeur pour permettre les transFerts en accès direct à 
la mémoire ne sont pas suFFisants dans un environnement multi-
processeurs. Ces circuits doivent être complétés par de la logique 
externe, de manière à régler correctement les priorités et à cont-
rôler les interFaces. de bus d~~ne Fagon appropriée. Nous indique-
rons au paragraphe suivant la Fagon dont INTEL a résolu les prob-
lèmes posés par 1-.'.archi tecture de bus hiérarchisés de la Fig 80. 
I/0 I/0 I / 0 
PS 1 MS 1 PS2 MS2 PS 3 MS 3 
1 1 1 
GB GB GB 





5.3.3.1. Bus hiérarchisés à signalisation électrique. 
L.'architecture simpliFiée est illustrée à la Figure 81. Il 
existe un microprocesseur principal que nous appellerons µP et p 
plusieurs microprocesseurs secondaires que nous appellerons µP . 
s 
Dans ce mode, le 8089 partage le bus du système avec le 
microprocesseur central (Fig 81]. L!accès à ce bus est contrôlé par 
des circuits de gestion de bus (8289]. Le processeur dh'~entrée/sortie 
8089 est, cependant, physiquement autonome et dispose de son propre 
bus ou bus local, qu'il peut partager avec un autre 8089. Plusieurs 
8089 peuvent ê~re connectés de cette manière, seuls ou par groupe 
de deux, au bus du système et leur bus n'a pas besoin d~opérer sur 
la même longueur de bus que le microprocesseur central. Le 8089 peut 
ainsi jouer le rôle d1interFace entre des périphériques travaillant 
sur des mots de huit bits et le 8086. En mode autonome, le 8089 dis-
pose de sa propre mémoire, qu~'~il partage éventuellement avec un 
autre 8089, et de ses propres coupleurs de périphériques. Les com-
munications avec le microprocesseur central se réduisent à L~ini-
tialisation du 8089 et à la transmission des commandes. Mis à part 
ces deux types d!.activités, pendant lesquelles les deux micropro-
cesseurs doivent dialoguer, ces derniers ont un Fonctionnement com-
plètement autonome. En particulier, le 8089 peut aller chercher les 
instructions qu ' -il doit exécuter dans sa propre mémoire s sans avoir 
accès au bus du système. L!avantage d-'-'Llne conFiguration entièrement 
décentralisée est de permettre des opérations en parallèle entre le 
microprocesseur central et le 8089. Cet avantage est contrebalancé 
par le prix des circuits additionnels que l ~ on doit ajouter pour 
assurer la gestion du bus système. 
Les mécanismes de demande de tâche par 
traitance d !iune têche (entrée/sortie] par le 
l'acquisition des bus commun ou principal 
un .uP ou d ' •une sous-
s 
.uP à un µP ainsi que p s 
et particulier ou 
secondaire par L!un ou l'autre .uP sont basés sur les techniques 
suivantes : 
1] La prise de main par un JJP vis-à-vis d!un autre µP s -'opère au 
s s 
moyen d ~un échange AQ/GT, soit une demande (impulsion AQJ par l'ap-
pelant et une acceptation éventuelle (impulsion GTJ de l'appelé. 
Eventuellement, un bloc d'arbitrage est nécessaire pour mémoriser les 
occupations et les priorités (Fig 81 J. 
Fig 81 
E'f'«• °"' '"",,.;1 tJ 'E/S 
pou, le m.croo,or.e'Tle\lf 
c.ntr .c non _,,,.u,c,te 
pa, ie.8089 
r-,.--==--= ;,:_-_-_,-, 
ICaul,leurs' tCouole,,r,I 1 
1 L. - - - 1 '-- - ~ 1 






2] Le partage du bus commun pour assurer la liaison entre le ~p et p 
l .',un ou l'autre µF se rait en deux temps. En premier lieu, au début 
s 
de la phase d-.'Jinitialisation le µF et le ~p demandé échangent des p s 
messages par l.~intermédiaire d'une boîte à lettres, située en mémoire 
centrale (Fig 82]. Les seules communications qui se Font directement 
entre les deux processeurs sont d'une part, les demandes d .'.attention 
Formulées par le microprocesseur central à l;.!adresse du processeur 
d!,entrée/sortie; di.!iSutre part, les demandes d .~,interruption du micro-
processeur central par l;.!..iun des canaux du 8089 • 
~!Nnde d 'attpntion (CAi 
. . Boite 
tlettr"5 
~nd• d ';n1e, rup1ion (SINTR 1 · 21 
Fig 82 
Dans un second temps, le partage du bus commun est conditionné par 
des priorités parallèles, sérielles ou tournantes lors de l ~appar i -
tien du signal SREQ (Fig 83]. 
Premièrement, la gestion de priorités parallèles le 8289 dispose 
d-~-une broche de demande d~accès au bus SAEQ qui doit être, dans ce 
cas, connectée à un encodeur de priorité. Dans un environnement 
multimicroprocesseurs,cet encodeur génère en sortie l~adresse binaire 
------------------ -----
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correspondant à la broche BEAQ, qui a demandé l'accès au bus, et 
dont le niveau de priorité est le plus élevé. Après décodage dans 
le circuit spécialisé 74138, cette adresse permet de sélectionner 
la ligne BPRN de validation du 8289, dont le niveau de priorité est 
le plus élevé. Le circuit de gestion de bus, ainsi validé, autorise 
le microprocesseur qui lui est associé. à accéder au bus du système, 
dès que le bus est disponible, 11 est important de noter que lorsqu' 
un microprocesseur obtient l'autorisation d'accès au bus-système, il 
n'en dispose pas immédiatement. 11 doit attendre que le microproces-
seur, en possession du bus, ait terminé son cycle de transport. Cet-
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Fig 83 
Deuxièmement, la gestion de priorités sérielles élimine le be-
soin d'un encodeur/décodeur de priorités, et s'effectue par la con-
nexion en série des circuits de gestion. La broche BFRO du circuit 
le plus prioritaire est connectée à la broche BFRN du circuit, dont 
le niveau de priorité est juste en dessous, et ainsi de suite, 
jusqu'au circuit dont le niveau de priorité est le plus bas. La bro-
che 8PRN du circuit le plus prioritaire est reliée à la masse, ce 
qui indique le niveau de priorité le plus élevé pour l'accès au bus. 
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Lorsque le circuit le plus prioritaire n'a pas besoin du bus, il 
envoie au circuit suivant un niveau bas sur la broche BPRN, et 
ainsi de suite. Le circuit qui désire avoir accès au bus génère un 
niveau haut sur la broche BFRN, inhibant ainsi l'accès au bus par 
les circuits suivants dans la chaîne. 
Troisièmement, la gestion de priorités tournantes s'errectue de la 
même manière que la gestion des priorités parallèles, en dehors du 
Fait que le niveau de priorité de chaque circuit est assigné dynami-
quement. L'encodeur de priorité est remplacé par un circuit plus 
complexe, qui arrecte les priorités de manière rotative après chaque 
accès au bus par un circuit (le circuit qui vient d'accéder au bus 
a ensuite le niveau de priorité le plus bas). 
3) Le choix pour un ~p d'occuper le bus commun ou le bus-système 
s 
pour assurer des Fonctions respectivement entrée/sortie et en 
liaison avec le ~p (Fig 84). p 
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C'est par le décodage de l'instruction que la combinaison binaire 
des broches S
0 
s 1 s 2 (Tab 85) transcodée en commande DE ou DE 
ouvre les portes des bus adresses et de données soit vers le 
soit vers les interFaces d'entrée/sortie via les blocs logiques 
)-JP ' p 
8288 et 8282/83 pour une conFiguration de microprocesseurs INTEL. 
Le microprocesseur principal est l'un des microprocesseurs clas-
siques 8085, 8086, ... tandis que le microprocesseur secondaire 
qui a été choisi par INTEL est le 8089. 
Etat .. Sortie des broches Cycle de bus Indiqué d'un contrôleur 
S2 S1 So 
de bus 8288 
0 0 0 Recherche d 'une ,nstruct ,on dans l'espace d'E/S ÏNÎA 
0 0 1 Lecture d'une do!'lnée dans l'espace d'E/S IORC 
0 1 0 Ecriture d'une donnée dans l'espace d'E/S IOWC,AIOWC 
0 1 1 Non utilisé RIEN 
1 0 0 Recherche d'une instruct ion 
dans la mémoire centrale MRDG 
1 0 1 Lecture d'une donnée 
dans la mémoire centrale MRDC 
1 1 0 Ecriture d'une donnée 
dans la mémoire centrale MWTC. AMWC 
1 1 1 Non utilisé RIEN 
Tab 85 
Notons également que le µP peut par I/08 ou SYSB accéder également p 
à la mémoire et au JJP associé (Fig 86). L'organisation externe 
s 
et interne du 8089 est illustrée très schématiquement à la Figure 
87, On remarque que toutes les requêtes sont Formulées explicitement 
par des signaux électriques. On y distingue : 
Les signaux CA et SINTA de et vers le JJP ainsi que SEL. 
p --Les signaux de requêtes et d'accusé de réception AQ/GA entre µP . 
s 
Un signal de verrouillage LOCK empêchera le 8089 d'être inter-
rompu par un autre µP . 
s 
- Les signaux binaires décodés vers les portes 8289 donnera accès 
soit au bus commun soit à celui des périphériques. 
- Les pseudo-interruptions d'accusé de réception (OAQ) pour un 
Fonctionnement en mode •MA ainsi que la borne EXT (Fin de •MA 
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5.3.3.2. Bus hiérarchisés à messages. 
Des architectures peuvent être constituées sur la base de 
modules empilés dont le prototype est représenté à la Figure 80. 
Ces architectures pyramidales à plusieurs couches de microproces-
seurs à Fonctions diverses (1 jeu de bus entre 2 couches] sont des-
tinées à des machines spécialisées dans la commutation de données 
protégées par protocoles; cette commutation pouvant se Faire par 
circuits, par messages, par paquets, 
Cette architecture pyramidale est hiérarchisée avec envoi 
de messages c:l.'.étage pour acheminer et Faire exécuter des commandes 
de traitements. 
La gestion des messages et leur génération peut être organisée 
et créée par un miniordinateur situé à la tête de la pyramide. 
TouteFois, ce dernier peut sous-traiter cette têche à des processeurs 
maîtres des couches inFérieures. 
Comme nous venons de le voir, des microprocesseurs de nature 
et de Fonctions diverses peuvent également être disposés sur un jeu 
unique de trois types de bus comportant les données, les adresses 
et les contrôles. 
Les variétés et 1 1,importance des échanges et, de ce Fait, des 
acquisitions et des libérations des bus ne se satisFont plus, en 
général, des requêtes et des accusés à l'aide de signaux électriques. 
La liaison entre les microprocesseurs demandeurs Fait appel 
à des envois de messages .de communications et de commandes. La 
signalisation peut parFois être complètement abolie. Nous citerons 
deux exemples à ce sujet: 
1] Un microprocesseur maître doit entrer en communication avec plu-
sieurs microprocesseurs secondaires de type terminal c'est-à-dire 
connectés à des périphériques et/ou à des lignes (Fig 88]. L'acqui-
sition de données par les microprocesseurs secondaires sont trans-
Férées vers le microprocesseur principal pour y être traitées et 
inversément des résultats obtenus au microprocesseur principal 
doivent être renvoyés au microprocesseur secondaire correspondant. 
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Ces opérations d'échanges sont nombreuses et répétitives et seront 
gérées par le microprocesseur principal en mode polling. C'est ainsi 
que le microprocesseur maître enverra périodiquement des messages 
vers chacun des microprocesseurs secondaires; chacun des messages 
comportant en plus de l'adresse de ce dernier une commande WAITE, 
REA• ou WAITE CONTAOL (demande d'un état, bouclage de ligne, mise 
hors service, changement de paramètres, .]. Cette procédure 
réitérative et systématique n' imposera pas une réquisition préala-











1 1 1 1 
L1 Li Ln 
Fig 88 
2]Sur le jeu de bus toujours décomposés en bus de données, d' adres-
ses ou de contrôle on trouve deux catégories de microprocesseurs, le 
groupe P 1 à P et le groupe Q1 à Q. En principe, wn Q. Fournit les m m 1 
données à un P. choisi qui avec les données acquises les traite pour 
J 
les renvoyer à un autre Qk qui exploitera les résultats. 
Les processeurs P sont choisis en Fonction des disponibilités tandis 
que les ~rocesseurs Q sont spécialisés en Fonction del'· opératiqn 
leur réclamée . Un premier groupe de Q exécutera les opérations simp-
les et répétitives (commutation] et un second, les opérations comple-
xes et peu Fréquentes (appels, libération]. Les opérations étant 
nombreuses et variées d' une part et d'autre part, l ' optimalisation 
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des bus étant capitale, il Faudra pour satisFaire ce second point 
un "BUS ARBITER" pour traiter les requêtes et les libérations selon 
les priorités ou la chronologie. Pour permettre d'assurer au mieux 
le premier point, il sera nécessaire de procéder par envoi de messages 
qui pourront comporter plusieurs mots dont la structure sera: AD. 
SOURCE [pour réponse], AD. DESTINATION, TYPE D'OPERATION [W,R,WC], 
PARAMETRES. Exemple: P. désirera lire dans la mémoire de R. à l' ad-
1 J 
resse OR1F. 
Une modiFication de cette architecture améliorant considérablement 
la rapidité mais aussi plus complexe, donc plus onéreuse, consiste 
à utiliser deux bus, l '·· un pour l ' . adresse de la source et l' autre 
de la destination. [Sélection dans un sens ou dans l'autre plus 
rapide, allègement des messages]. 
µP ... µP . .. µP 
Q1 Qi Qn 
Données 
Adrei i;ses 
Con .. r, lle Arbitr e 
de bus 
µP ,uP µP 




Nous avons décrit l'application d'un système a microproces~ 
seur pour une centrale solaire isolée ou en appoint à un réseau al-
ternatiF. L'évolution du produit est Facile avec un microprocesseu r 
si bien que d'autres Fonctions secondaires peuvent être développées. 
Imaginons par exemple une Fonction de poursuite du soleil avec des 
panneaux solaires orientables. Encore Faut-il en peser la nécessité 
l'accroissement de rendement en vaut- i l la peine en contre-partie 
d'une mécanique d'orientation moins F i able et plus sensible aux pan-
nes que tout le système de régulation? 
A quel avenir est appelée une telle installation solaire? L ' 
approvisionnement en énergie électrique dépend de deux Facteurs: 
l'état de la démographie et le niveau d'industrialisation ou niveau 
de vie matériel atteint. La production d'énergie électrique Fait 
appel à des sources d'énergie, telles les combustibles Fossiles, 
l'hydraulique, le nucléaire ... Nos régions ont l'avantage sinon de 
trouver sur place des énergies primaires, de les acheminer Facilement. 
C'est ainsi que nous sommes approvisionnés en électricité par des 
centrales thermo-électriques à combustible solide (houille], à 
combustible gazeux [gaz naturel], à combustible liquide [pétrole] ; 
des centrales hydro-électrique à débit limité et enrin des centrales 
nucléaires. Ces dernières constitueront probablement la source d' 
avenir pour notre production massive d'électricité. A l'inverse, 
tous les villages et toutes les villes des régions désertiques du 
monde, dépourvues d'énergie primaire et diFFicilement approvision-
nables, tant du point de vue technologique que du po i nt de vue 
Financier, oFFrent des perspectives de premier choix pour l'énerg i e 
solaire. C'est également le cas de tous les lieux isolés tels les 
balises de navigation aérienne ou maritime, les stations météorolo-
giques automatiques, les stations de pompage d'eau dans toutes les 
régions du monde où l'ensoleillement annuel dépasse un certain 
seuil. 
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Pour des installations de grosse puissance, nous avons 
proposé le Fractionnement des points de production sur un réseau 
maillé de puissance. Dans ces conditions, un réseau inFormatique 
bouclé ou en étoile doit permettre à un centre de décision de 
contrôler, de surveiller et de commander l'ensemble de l'instal-
lation. Une telle conFiguration, rendue possible gr~ce à la souples-
se des microprocesseurs et à leur possibilité de dialogue, al' 
avantage d'optimiser l'ensemble du réseau de puissance par l'usage 
de procédures simples. Trois critères vont nous permettre d'orienter 
notre choix en ce qui concerne le type de réseau inFormatique. 
Considérons premièrement le critère "vitesse de transmission". La 
vitesse de transmission dans une ligne étant donnée, nous pouvons 
dire qu'un réseau en étoile dont les n stations périphériques sont 
saturées à un moment donnê est n Fois plus perFormant qu'un réseau 
en anneau. Plaçons-nous ensuite du point de vue économique. Le 
réseau en anneau qui totalise moins de longueur de ligne que le 
réseau en étoile oFFre le moindre coût de placement et d'entretien 
des lignes. Examinons enFin la Fiabilité du réseau. Les conséquences 
d'une panne dans le réseau en étoile ne sont pas graves pour les 
stations car, elles n'éliminent que la ligne Fautive. Par contre, 
une panne dans l'anneau est assez désastreuse car elle empêche 
toute communication. En résumé, le réseau en étoile l'emporte sur 
le plan de la vitesse de transmission et de la Fiabilité. Un réseau 
en étoile semble donc bien adapté par sa perFormance de vitesse de 
transmission et son protocole simple à un système pour lequel la 
rapidité de réaction des diFFérents poste_s est recquise. De plus, 
sa Fiabilité est un avantage certain dans les lieux isolés ou mal 
désservis sur le plan de 1 'assistance technologique. 
Une centrale solaire est donc Facilement adaptable aux 
équipements modernes et, son application dépend de conditions 
économiques et d'une volonté politique de mise en oeuvre. 
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TSG MQ 32/0 
Données Electriques 
Données électriques en fonction de la 
température de service . 
Courbes courant/tension 
Caractéristiques (AM1 -100 mW/cm2) 
Tension à vide (V) 
Courant de court-circuit (mA) 
Courant à la puissance maximale (mA) 
Puissance maximale (W) 
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Temperature de service 
0 °C 25°C 
20,5 18,7 16,3 
679 685 694 
624 630 639 
















0 10 20 30 U[Vl 
Données de tension, de courant et de puissance en fonction de la température 
La tension augmente par 70,4 mV/°C au-dessous de250C diminue au-dessus de 
Le courant augmente par 0,25 mA/°C au-dessus de 25 0C diminue au-dessous de 
La puissance augmente par 0,5%/°C au-dessous de25 oc diminue au-dessus de 
onnees Mechaniques Cell_ules Solaires 
éments du module Matière de base: 
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TSG MQ _36/0 
Données Electriques 
Données électriques en fonction de la 
température de service. 
Caractéristiques (AM1 -100 mW/cm2) 
Tension à vide (\/) 
• Courant de court-circuit (mA) 
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IJ«d 
Temperature de service 
0 °C 25 °C 6QOC 
23 21 18.2 
679 685 694 





600 80 m'w/cm2 
400 50m\li/cm2 
200 
i r -60°cl 
0 10 20 
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E • 100m\li/cm 2 
10 20 30 U(V] 
Données de tension, de courant et de pu issance en fonction de la température 
La tension augmente par 79,2 mV/° C au-dessous de25 0C diminue au-dessus de 
Le courant augmente par 0,25 mA/°C au-dessus de 25 oc diminue au-dessous de 
La puissance augmente par 0,5°1o/°C au-dessous de25 oc diminue au-dessus de 
Donnees Mechaniques Cell~les Solaires 
Eléments du module Mat1ere de base: 
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TSG MQ 45/0 
Données Electriques Caractéristiques (AM1 -100 mW/cm2) 
Données électriques en fonction de la 
température de service. 
Tension à vide (V) 
·Courant de court-circuit (mA) 
Courant à la puissance maximale (mA) 










400 50 mW/cm2 10 i.oo 8 
6 
200 i. 200 
lr-wcl E 100mw'/cm 2 
0 10 20 30 UIVJ 0 10 
16 0 
IJ«d 
Temperature de service 
0 °C 25 °C 60°C 
28,9 26,3 23,0 
679 685 694 
624 630 6.39 
14,4 12,9 10,9 
20 30 U[Vl 
Données de tension, de courant et de puissance en fonctjon de la température 
La tension augmente par 99 mV/° C au-dessous de25 0C diminue au-dessus de 
Le courant augmente par 0,25 mA/°C au-dessus de 25 0c diminue au-dessous de 
La puissance augmente par 0.5 %/°C au-dessous de 25 oc diminue au-dessus de 
Donnees Mechaniques ee11_~1es Solaires 
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ANNEXE 2. 
FICHE TECHNIQUE DU PROCESSEUR 8080 A. 
National 
Serniconductor 
Pub. No. 420J052 2 6 -001A 
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INS8080A 8-Bit N-Channel Microprocessor 
general description features 
• 74 Instructions - Var iable Length The INS8080A is an 8-bit microprocessor housed in a 
standard , 40-pin dual -i n-fine package. The chip , wh ich is 
fabr icated using N-channel sil icon gate MOS technology, 
funct ions as the central process ing un it (CPU) in 
National Semiconductor 's N8080 microcomputer family. 
• General Purpose Aegisters - Six plus an Accumulator 
Thè INS8080A has a 16-b it address bus that is capable 
of addressing up to 65k bytes of memory and up to 256 
input and 256 output devices. Data is routed to and 
from the INS8080A on a separate bidirectional 8-bit 
bus. Th is data bus is also TA 1-STATE®. ma king direct 
memory addressing (OMA) and multiprocessing applica-
t ions possible . The INS8080A directly provides signais 
to contra i the interface to memory and 1/0 ports. Ali' 
buses, including contrai, are TTL compatible. 
An asynchronous interrupt capability is included in the 
INS8080A to allow external signars to change the 
instruct ion sequence. The interrupting device may vector 
the program to a part icular serv ice rout ine location · (or 
some other direct funct ion) by specifying an interrupt 
instruct ion to be executed. 
• Direct Addressing up to 65k Bytes 
• Vari able length Stack Accessed by 16-bit Stack · 
Po inter 
• Addresses 256 Input and 256 Output Ports 
• Provisions for Vectored lnterrupts 
• TRI-STATE® Bus for DMA and Multiprocessing 
Capability 
• TRI -STATE TTL Drive Capabilities for Address and 
Data Buses 
• Oecimal Ar ithmetic Capabil ity 
• Multiple Addressing Modes 
- Direct 
- Register 
- Aegister 1ndirect 
· - lmmediate 
• Direct Pfug- in Replacement for _Intel 8080A 
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IUS (161 CAPAllllTY 
~ DATA BUS Ill ~~ 
-CONTR Dl 151 
aosoluce maximum ratings 
Temperature Under Bias ...... ........ 0°C to +70°C 
Storage Temperature ..... .. .. . ... . -65°C to +150°C 
Ali Input or Output Voltages 
with Respect to Vea . ..... . . . . . .. -0.3V to +20V 
V cc , V oo and V SS with Respect to V B8 .. -0.3 V to +20 V 
Power Dissipation • . ... .... . . ..•. . .. . . ...• 1.5W 
164 
Note : Maximum ratings indicate limits beyond which permanent damage may occur. Continuous operation at thes11 limits is not intended 
and should be limited to those conditions specified under de: elec:tric:al charac:teristic:s. 
de electrical characteristics 
TA= 0°C to +70°C, Voo .. +12V ± 5%, Vcc .. +SV± 5%, v 88 =-SV± 5%, Vss "'OV, unless otherwise noted. 
Symbol Parameter ' Min. Typ. Max. 
V1LC Clock Input Low Voltage Vss-1 Vss+0.8 
V1HC Clock Input High Voltage 9.0 Voo+1 
V1L Input Low Voltage Vss-1 V55+0.8 
V 1H Input High Voltage 3.3 Vcc+ 1 
VoL Output Low Voltage 0.45 
VoH Output High Voltage .3. 7 
loo(AV) Avg. Power Supply Current (Vool 40 70 
1cc (AVl Avg. Power Supply Current (V cc) 60 80 
199 (AV) Avg. Power Supply Current (V99) 0.01 1 
l1L Input Leakage ±10 
1cL Clock Leakage ±10 
loL: Data Bus Leakage in Input Mode -100 
-2.0 
IFL Address and Data Bus Leakage +10 
During HOLD -100 
capacitance 
TA= 25°C, Vcc = VDD = Vss = ov. V99 = -SV 
Symbol Parameter Typ. Max. Unit Test Condition 
crb Clock Capaci tance 17 25 pF fc=lMHz 
C1N Input Capacitance 6 10 pF Unmeasured Pins 
CouT Output Capacitance 10 20 pF Returned to v55 
Notes : 
1. The RESET signal must be active for a minimum of J clock 
cycles. 
2. When 0BIN is· high and V1N > V1H an internai active pullup will 
be switched onto the Data Bus. 
3 . .:lo i supply / .:l.TA • -0.45%/° C. 





V } loL = 1.9mA on ail outputs, V loH'" 150µA. 
mA } mA Operation tcv = 0.48µs 
mA 
µA V55 ~ V1N ~ Vcc 
µA Vss ~ VcLOCK ~ Voo 
µA v 55 ~ V 1~ ~ v55 + a.av 
mA v 55 +a.av~ V1N ~ Vcc 
µA V ADDA/DATA= Vcc 
µA V ADDA/DATA= Vss + 0.45V 

















0 •25 +50 +75 
AMBIENT TEMPERA TURE rc, 
DATA BUS CHARACTERISTIC OU RING OBIN 
ac electrical characteristics 
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Symbol Parameter Min. Max. Unit Test Condition 
tcv J Clock Per iod 0.48 2.0 µs 
t, , lf Clock Aise and Fall Time 0 50 ns 
¼1 91 Pulse Width 60 ns 
¼2 q,2 Pulse Width 220 ns 
to1 Delay <:>1 to </>2 0 ns 
to2 Delay <:>2 to 'Î'1 70 ns 
to3 Delay 4) 1 to iJ)2 Leading Edges 80 ns 
toA l Address Output Delay from iJ)2 200 ns } CL= 100pF 
too 
l Data Output Delay from q,2 220 ns 
toc 
l Signal Output Delay from Q'.> 1 or iJ)2 (SYNC, WR, 120 ns 
} CL• 50pF WAIT, HLDA) 
toF l OBIN Delay from 92 25 140 ns 
to, 1 Delay for Input Busto Enter Input Mode toF ns 
tos1 Data Setup Time During 4) 1 and DBIN 30 ns 
Symbol Parameter Min. Max. Unit Test Cond iti on 
tos2 Data Setup Time to 02 During DBIN 150 ns 
toH 
1 Data Hold T ime from 92 During DBIN 1 ns 
t1E 2 INTE Output Delay from 92 200 ns CL• 50pF 
lRS READY Setup Time During iJ)2 120 ns 
tHS HOLO Setup Time to </>2 140 ns 
t1s INT Setup Time Ouring r/)2 (Ouring 4>1 in Hait Mode) 120 ns 
tH Hold Time from 02 (REAOY, INT, HOLD) 0 ns 
tFo Delay to Float During Hold (Address and Data Bus) 120 ns 
tAw l Address Stable Prior to WR 
tow 
2 Output Data Stable Pr ior to WR 
two 
l Output Data Stable from WR 
l Address Stable from WR ~ 
-
tl-lF l HLDA to Float Delay 
. twF l WR to Float Delay 
tAH l Address Hold T ime After DBIN Du ring HLDA 
Notes : 
1. Data input shou ld be enabled with DBIN status. No bus conftict 
can then occur and data hold time is assured. toH • 50ns or IQF, 
whichever is less. 
2. Typical load circuit : 
... 
3. tcy • to3 + 1,412 + '<1>2 + 102 + tf412 + t,411 ;;. 480ns. 
TYPIC Al .lOUTPur OISP\.AY V'$ J,( .\IA( IUNCE 
j •li 







.l ca,.c,UNCI 1,,, 
ICACTUAl • CS,t:el 
4 . The fotlowing are relevant when interfacing the INS8080A to 
devices having V t H • 3 .3 V: 









CL .. 100pF : Address, Data 
ns 






bl Output Oetay when measured to 3.0V • SPEC + 60ns @ 
CL• SPEC . 
cl If CL,;, SPEC, add 0.6ns/pF if CL> CsPEC, subtract 
0 .3M/pF (t ram modified de lay l if CL < CsPEC· 
5. lAW • 2 tcy - to3 - lr412 - 140ns. 
6 . tow • tçy - toJ - tr<t>2 - 170ns. 
7. If not H_LDA, IWO• tWA • IOJ + tr412 + 10ns. If HLDA, IWO• 
IWA • IWF · 
8. !HF • to3 + lr4>2 - 50ns. 
9. twF • toJ + tr4i2 - 10n.s. 
10. Data in must be stable for this period during DBIN · T3. Bath 
10s1 and tos2 must be satis.lied . 
11. Ready signal must be stable for this period du ring T 2 or Tw. 
(Must be externatly synchronized.) 
12. Hold signal must be stable f.or this period during T2 or Tw when 
entê"ring hold mode , and during T3, T 4, T5, and TwH when in 
hold mode. (Externat synchronization is not required .) 
13 . lnterrupt sigr.al must be stable during this period of the last 
ctock cycle of any instruction in order to be recognized on the · 
following instruct ion . (Externat synchronization is not required.) 
14 . ·rh_is timi ng diagram shows timing relationships onty; it does not 




Note : Timing measurements are made at the following reference 
voltages : CLOCK '1' • 8 .0V, 'O' • 1.0V; INPUTS '1' • 3 .JV, 
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1 NS8080A functional pm definition 
The following describes the function of all of the INS8080A 
input/output pins. Sorne of these descriptions reference 
internai timing periods. 
INPUT SIGNALS 
Ready : When high' (logic l), indicates that val id memorv or 
input data are available to the CPU on the I NS8080A data 
bus. The R EAOY signal is used to synchronize the CPU 
with slower memory or input/output devices. If the 
1 NS8080A does not receive a high R EADY input after 
sending out · an addres~ to memory or an input/output 
device, the INS8080A enters a WAIT mode for as long as 
the R EAD Y input remains low (logic 0) . The CPU may also 
be single stepped by the use of the R EAD Y signal. 
Hold: When high, requests that the CPU enter the HOLD 
mode . When the CPU is in the HOLD mode, the CPU 
address and data buse$ both will be in the high-impedance 
state . The HOLD mode allows an external device to gain 
control of the I NS8080A address and data buses immed• 
iately following the completion of the current machine 
cycle by the CPU . The CPU acknowledges the HOLD mode 
via the HOLD ACKNOWLEDGE (HLDA) output line . The 
H:JLD request is recognized under the following condi-
tions: 
• The CPU is in the HAL T mode. 
• The R EADY signal is acti.ve and the CPU is in the t2 or 
tw microcycl.e. 
lnterrupt (INT) Request : When h igh , the CPU recognizes an 
interrupt request on this line after completing the. current 
instruct ion or while in the HAL T mode . An interrupt 
request is not honored if the CPU is in the HOLD mode 
(HLDA = logic 1) or the lnterrupt Enabte Flip-flop is 
reset (INTE,. logic 0). 
Reset: When act ivated (high). for a minimum of three clock 
periods. the content of the Program Counter is cleared and 
the lnterrupt Enable and Hold Acknowledge Flip-flops are 
reset : Following a RESET, program execution starts at 
l~lt. li li. 11 IHITl:A_.,. __ _ 
_ .. ,... ..... 
memory location O. lt should be noted that the status flags 
. accumulator, stack pointer, and registers are not cleare< 
during the R ESET sequence. 
rp1 and 'P2 _Clocks: Two non-TTL compatible clock phase 
which provide nonoverlapping timing references for interm 
storage elements and logic circuits of the CPU. 
+12 Volts: Voo Supply. 
+5 Volts: Vcc Supply . 
-5 Volts: Vas Supply. 
Ground: Vss (0 volt) reference. 
OUTPUT SIGNALS 
Synchronizing (SYNC) Signal: When activated (high). tr 
beginning of a new machine cycle is indicated and tr 
status word is outputted on the Data Bus. 
Address (A15 - Ao) Bus: This bus compr ises sixtee 
TR 1-STATE output lines. The bus provides the address 1 
memory (up to 65k bytes) or denotes the input/outp1 
device number for up to 256 input and 256 output per 
pherals. 
Wait : When high, acknowledges that the CPU is in tl 
WAIT mode. 
Write (WR ): When low, the data on the data bus are stab 
for WR ITE memory or output operation. 
Hold Acknowledge. (H LDA): Goes high in re~ponse to 
log ic 1 on the HOLD line and indicates that the data ar 
address bus will go to the high- impedance state. The H LD 
begins at one of the following times: 
• The t3 microcycle of a R EAD memory input operat io 
• The clock period following the t3 micro"cycle of 
WR ITE.memory output operation. 
ln both cases , the HLDA signal starts after the rising ed 
of the c/>1 clock , and high impedance occurs after the risi1 
edge of the </12 clock. 
lnterrupt Enable (INTE): lndicates the content of the 
internai lnterrupt Enable Flip-flop. The Enable and Disable 
lnterrupt (El and Dl) Instructions cause the lnterrupt 
Enable Fli p- fl op to be set and reset, respectively . When the 
flip-flop is reset (INTE = logic 0), it inhibits interrupts 
from being accepted by the CPU . ln addition, the lnterrupt 
Enable Flip-flop is automatically reset (thereby disabl ing 
further interrupts) at the t 1 microcycle of the instruction 
fetch cycle, when an interrupt is accepted; it is also reset by 
the R ESET Signal. 
Data Bus ln (DBIN): When h igh, indicates to external 
circuits that the data bus is in the input mode. The DB IN 
Signal should bé used to gate data from memory or an 1/0 
device onto the Data Bus. 
INPUT/OUTPUT SIGNALS 
Data (D7 - Do) Bus: This bus comprises eight TA 1-ST A TE 
input/output lines. The bus provides bidirectional com• 
munication between the CPU, memory, and input/output 
devices for instructions and data transfers. A status word 
(which describes the current machine cycle) is aise O!Jtput• 
ted on the data bus during the first microcycle of each 
machine cycle (SYNC = logic 1 ). 
pin configuration 168 
A1Q 40 A11 
GNO J! A14 . 
04 o- JI A1J . 
os o-• J7 AU 
o, o- Jf A,s 
07 o- lS A9 
OJ o- l4 •• 01 0 ll A7 
o, o- J1 •• Da 0 10 INSIOIOA li .t.5 
.sv Il JO A4 
AESH 12 29 AJ 
HOLO 1J 21 •UV 
INT 14 27 At 
02 15 2& At 
INTE Il 25 Ao 
DIIN 17 24 WAil 
Wll 11 23 AEAOY 
SYNC 19 22 ., 
••v 20 21 HLOA 
8080A status 
Instructions for the 8080A requ ire from one to five 
machine cycles for complete execution. The 8080A sends 
out 8 bits of status information on the data bus at the be• 
ginning of each machine cycle (during SYNC time). The 
following table defines the status information. 










Acknowledge signal for INTERRUPT 
request. Signal should be used to gate 
a restart instruction onto the data bus 
when DBIN is active. 
lndicates that the operation in the cur-
rent machine cycle will be a WRITE 
memory or OUTPUT function (WO = 
0) . Otherwise, a READ memory or 
IN PUT operation wi ll be executed. 
lndicates that the address bus holds 
the pushdown stack .address from the 
Stack Pointer. 
Acknowledge signal for HAL T Instruc-






Data Bus Definition Bit 
04 lndicates that the address bus contains 
the address of an output device and 
the data bus will contain th1! output 
data when WA is active. 
05 Provides a signal to indicate that the 
CPU is in the fetch cycle for the first 
byte of an instuction. 
Ds lndicates that the address bus contains 
the address of an input dev ice and the 
input data should be placed on the 
data bus when DBIN is active. 
07 Designates that the data bus will be 
used for memory read data. 
• These three status bits can be used to control the flow of data onto the I NS8080A data bus. 
Status Word Chart 
Data Bus Bit 
Machine Cycle Type 
D7 Ds Ds D4 03 D2 D, Do 
Instruction Fetch , , 0 , 0 0 0 , 0 
Mcmory Rcad 2 , 0 0 0 0 0 1 0 
Memory Write 3 0 0 0 0 0 0 0 0 
Stack Aead 4 1 0 0 0 0 1 1 0 
Stack Write 5 0 0 0 0 0 1 0 0 
Input Read 6 0 1 0 0 0 0 , 0 
Output Write 7 0 0 0 1 0 0 0 0 
lnterrupt Acknowledge 8 0 0 1 0 0 0 1 1 
Hait Acknowtedge 9 1 0 0 0 1 0 1 0 
lnterrupt Acknowledge While Hait 10 0 0 1 0 1 0 1 1 
instruction set 
Mnemon1c Dnc:r1ptio" 
DATA TRANSFER GAOUP 
LOA Lo.U Accumul,tor Oirf'Ct 
LOAX 8 Lo1d Accumul1t0f' lnd i,ect 
LOAX 0 Load Accumul a tor lnd,ttct 
LHLO Lood H 1nd L Oiroct 
LXI 8 Lood lmmtdi11t, Ro9111cn B 1nd C 
LXI 0 Lold lmmtdillt, Aogiuers O and E 
LXI H Lold lmmediai., Reg,utrs H ,nd L 
LXI SP Lcud lmm•diatt. St.ck Po,nt,r 
MOV M , r Move ta Memory 
MOV r, M Movt "°'" Memorv 
MOV ri , r2 Movt Rf!q111e,1 
MVI M Move to Memory lmmediate 
MV1 r Mo..,, lmmed11tt 
SHLO Store H 1nd L Oortct 
STA Stort Accumu l1tor Ottect 
STAX B Stort Accumulato r Indirect 
STAX 0 Sto•t Accumulator Indirect 
XCHG Exch•ng,, H 1nd L with O 1nd E 
AAITHMETIC GROUP 
ACI Add lmmed111e wJth C.atry 
AOC M Acld Mf'mory w1th Ca"y 
AOC r Add Rc9,s1tr with C1Hy 
AOD M Add Memorv 
AOD r And R,g,,ttr 
AOI Add lmmed1at1 
OAA Oecima4 Ad,ust Accumuiator 
DAO B Add B and C ro H 1nd L 
DAO 0 Add O and E to H and L 
DAO H Add H 1nd L 10 H and L 
DAO SP Add Sr,ctc Poonter to H and L 
OCR M Oecr~t Memory 
OCR r Oecremen t Reg,, ter 
DCX B Oe-cremen t Reg1uer1 8 ,nr1 C 
DCX 0 DecrMnent Reg1~1e,, 0 and E 
DCX H Decrement Reg,ster, H and L 
DCX SP Oecremfflt Stack Pointer 
INR M l ncrement Memory 
INR r lncrement Aeg11ter 
INX B lncremt'nt Regt1ten 8 and C 
INX 0 lncrement Registen D itid E 
INX H lncrement Re911ter1 H and L 
INX SP lncrement Sliek Pointer 
SBB M Suhtr,ct Memory with Borrow 
SBB r Sub1rac t Rf!gi1ter with Barrow 
SBI Subtract lmmediate wtth 8orrow 
SUB M Subtrac t ~h:mory 
sue r Subtrxt Reg,s1er 





















M AND Momorv 





r Compue Register 
Comp1re lmmediate 
M OR Momorv 
, OR Rog,'1tr 
OR lmmed1.11te 
Rotate Ltf1 1hrough C,rrv 
Rot1t, R ,ght througn ç,.,,v 
Rotait Loft 
Ro!att R,ght 
Set C1rr y 
M Excluw,e O R Memory 
r Exctu1 ,ve OR Rtg111e, 
Exclusive OR lmmtd11te 
No tes: a. Z • 1 if (Al• (Hl (Ll; 
CY • 1 if (A)< (H)(L) 
Qpuation 
IAI - llbyta J llbvtt 2\1 
{Al•- IIBII 
{Al•- IIOII 
Ill - lltJv1t JI lhv1t 211 
IHI - llhvt• Jllbyll 21 • 11 
(BI - (byff JI 
ICI - l l>vt• 21 
101 - {byte Ji 
IEI - lbvff 21 
IHI - lbvte JI 
Ill - lbvtt 21 
ISPHI •- lbvtt JI 
ISPLI •- lbytt 21 
IIHIILII - (ri 
(ri - IIHIILII 
Ir Il • 1•21 
IIHII LII - lbv1t 21. 
Ir) - (bvte 21 
11 1>,· te JI lbvte 211 - Ill 
ll hvte Jl(byte 21 • Il •· IHI 
llbv1t JI lbvte 211 - IAI 
II BII -IAI 
11011 - IAI · 
{Hl - IDI 
Ill - IEI 
IAI - IAI • lhv1t 21 + ICYI 
IAI - IAI • IIHIILII • ICYI 
{Al - IAI + lrl • ICYl 
IAI - IAI + UHl IL )I 
IA_I -IAI + lrl 
IAI - (Al + (t,ylt 21 
8 •b1t numbe, ,n AccumulitOr 
is converted to two 4 -b<t BCO 
dtg1ts 
IHI Ill - IHI Ill+ (BI (Cl 
{Hl Ill - · IHI Ill + 101 !El 
IHIIU • (Hl Ill + IHHL) 
IHI (LI • · IHI Ill + ISPl 
II HI llll - IIH I !Lli - 1 
lol • · Ir) - 1 
IBl ICI •- IBl ICI - 1 
IOHEI - IOIIEI - t 
IHI Ill - (Hl Ill - 1 
lsPI - !SPI - 1 
IIHHLll - II HIILll + 1 
lrl •Id• 1 
IB I (Cl - (BI ICI • 1 
(01 IEl - 101 IEI ~ 1 
(Hl IL ) •·· IHI Ill • 1 
(SP) - (SP) + 1 
IA) - (Al - ((Hl (Lli - ICYl 
IAI - IA I - lrl - ICYI 
{A l - IAI • lbvte 21 - !CYi 
(Al - IAI • IIHIILII 
(Al - (Al· lrl 
IAI - IA l - lbvte 21 
{Al - IAI /\ IIHl (Lli 
IAI - IA) /\ lrl 
(Al - IAJ /\ lbvte 21 
IAI- IAI 
ICYI - ICT°l 
IAI -IIHlllll 
IAl-(rl 
IAI - lbvtt 2) 
IAI - (Al V liHI llll 
IAI - IAI V lrl 
IAI • (Al V lhvrc 21 
IAn.,l •· 1A n1 - ICYl • (A7) 
IAo) •- !CY i 
!Ani• 1"-n, ,I : ICY l • (Aol 
IA7l - ICY I 
IAn, ri• (An i: IAol - IA 1l 
!CYi - IA7I 
!Ani - IA._1 I : IA1I •· IAo l_ 
!CYi - IAol 
(CYi - t 
IAI - IAI Ir {(Hl (LII 
IAI - IAI Ir lrl 
IAI - IAI Ir lbv10 21 
b . Z • 1 if (A)• (r) ; 
CY • 1 if (A) < (r) 
Op Cod• 
o, 06 05 o, 1 03 D2 o, Do 
0 0 1 1 1 0 1 0 
0 0 a a 1 0 1 0 
0 0 0 1 1 0 1 0 
0 0 1 0 1 0 1 0 
0 0 0 0 0 0 0 1 
0 0 0 1 0 0 0 1 
0 0 1 0 0 0 0 1 
0 0 1 1 0 0 0 1 
0 1 1 1 0 s s s 
0 1 D D D 1 1 0 
0 1 D D 0 s s s 
0 0 1 1 o· 1 1 0 
0 0 D 0 0 1 1 0 
0 0 1 0 0 0 1 0 
0 0 1 1 0 0 1 0 
0 0 0 0 0 0 1 0 
0 0 0 1 0 0 1 0 
1 1 1 0 1 0 1 1 
1 1 0 0 1 1 1 0 
1 0 0 0 1 1 1 0 
1 0 0 0 1 s s s 
1 0 0 a 0 1 1 0 
1 0 0 0 0 s s s 
1 t 0 0 0 1 1 0 
0 0 1 0 0 1 1 1 
0 0 0 0 1 0 0 1 
0 0 0 1 1 0 0 1 
0 0 1 0 1 0 0 1 
0 0 1 1 1 0 0 1 
0 0 1 1 0 1 0 1 
0 0 0 D 0 1 0 1 
0 0 0 0 1 0 1 1 
0 0 0 1 1 0 1 1 
0 0 1 0 t 0 1 1 
0 0 t 1 t 0 t 1 
0 0 1 t 0 1 0 0 
0 0 0 0 0 1 0 0 
0 0 0 0 0 0 1 1 
0 0 0 1 0 0 1 1 
0 0 1 0 0 a 1 1 
0 0 1 1 0 0 1 1 
1 0 0 1 1 1 1 0 
1 0 0 1 1 s s s 
1 1 0 1 t 1 1 0 
1 0 0 1 0 1 1 0 
1 0 0 1 0 s s s 
1 1 0 1 0 1 1 0 
1 a 1 0 0 1 1 0 
1 0 1 0 0 s s s 
1 1 1 a 0 1 1 0 
0 0 1 0 1 1 1 1 
0 0 1 1 1 1 1 1 
1 0 1 1 1 1 1 0 
1 0 1 t 1 s s s 
t 1 1 t 1 t 1 0 
1 0 . 1 1 0 1 1 a 
t 0 t t 0 s s s 
1 1 t 1 0 . t 1 0 
0 0 0 t 0 1 1 1 
0 0 0 1 ; 1 1 t 
0 0 0 0 0 1 1 1 
0 0 a 0 1 1 1 1 
0 0 1 1 0 1 1 t 
1 0 t 0 1 1 1 0 
t 0 1 0 1 s s s 
t t 1 0 1 1 1 a 
c. Z • 1 if (Al• (byte 2) ; 
CY • 1 if (Al < (byte 2) 
169 
No . of No. of No . of Machine 
'°'cycJH Condition Fl1qs Bytu {Ml 
Cvclt1 (T) S I Z I AC I P I CV 
J • 1J 
1 2 7 
1 2 7 
J 5 15 
J J 10 · 
J J 10 
3 3 10 
J J 10 
IFl•q, Not 
1 2 7 Affec1tdl 
1 2 7 
1 1 5 
2 J 10 
2 2 7 
J 5 16 
J • 13 
1 2 7 
1 2 7 
t 1 4 
2 2 7 1 1 1 1 1 
1 2 7 1 1 ·I 1 1 
1 1 4 1 1 1 1 1 
t 2 7 1 1 1 1 l 
1 1 4 1 1 t t 1 
t 2 7 1 1 1 1 1 
1 1 4 1 1 1 1 1 
t J 10 1 
1 J 10 t 
1 J 10 1. 
1 3 10 1 
1 J 10 1 1 1 1 
1 1 5 1 1 1 . 1 
1 1 5 
1 1 5 
1 1 5 
1 1 5 
1 J 10 1 1 1 1 
t 1 5 1 1 1 1 
1 1 5 
1 1 5 
1 1 5 
1 1 5 
1 2 7 1 1 1 1 1 
1 1 4 1 1 1 1 1 
2 2 7 1 1 1 1 1 
1 2 7 1 1 1 1 1 
1 1 4 1 1 1 1 1 
2 2 7 1 1 1 1 1 
1 1 7 1 1 1 0 
1 1 4 1 1 1 0 
1 1 7 1 1 1 0 
1 t 4 
1 1 4 t 
1 2 7 1 1• 1 1 1 
1 t 4 1 lb 1 1 1 
2 2 7 1 I' 1 1 1 
1 1 7 1 1 0 1 0 
t 1 4 1 1 0 1 0 
2 2 7 1 1 0 1 0 
1 1 4 t 
1 t 4 t 
t 1 4 1 
1 t 4 t 
1 1 4 1 
1 2 7 t t 0 1 C 
1 t 4 1 1 0 1 C 
2 2 7 1 1 0 1 C 
instruction set (cont'd.) 170 
No. ol No . ol 
Op Code No, of M.chiM i,cyct.1 Condition Fl891 
Oe1cript1on o, 1 03 
Bytes IMI ITI S I Z I AC 1 , 1 CY Mnemonic Operation 07 o, 05 OJ 01 Do Cydu 
BRANCH GAOUP 
CALL C.11 Unconcfüional (ISPJ - 11 - iPCHI 1 1 0 0 1 1 0 1 3 5 17 
(!SPI - 21 - iPCLl 
(SPI - !SPI - 2 
(PCI - !byte JI lbvtt 2) 
cc C,11 on C•ry Il CY • 1, 1 1 0 1 
IISPI - 11 - (PCH) 
1 1 0 0 J 3/5 11/17 
IISPI - 21 - IPCL) 
!SPI - !SPI - 2 
(PC1 - ibyte JI (byte 2) 
CM C.,I on Minus If S • 1. 1 1 1 1 1 1 0 0 J J/5 11/17 
((SP) - 11 - (PCHI 
((SP) - 21 - iPCL l 
ISP) - ISPJ - 2 
iPCI - !byte ll lbvte 21 
CNC · C,11 on No C•ay 11 CY • O. 1 1 0 1 0 1 0 0 3 J/5 11/17 
IISPI - Il - iPCHI 
IISP) - 21 - (PCL) 
(SPI - !SPI - 2 
(PCJ - (byte JI lbvte 21 
CNZ Ca41 on Not Zero Il Z • 0, 1 1 0 0 0 1 0 0 J J/5 11/17 (Fl"'J' Not 
IISPJ - 11 - iPCHl Afloctedl 
((SPI - 21 - (PCLJ 
(SPI - ISPJ - 2 
IPCJ - (byte JI (byte 21· 
CP C•II on Positi .. Il S • 0 . . 1 1 1 1 0 1 0 0 3 3/5 11/17 
ffSPJ - 11 - fPCHI 
fiSPI - 21 - iPCLJ 
(SPI - (SPI - 2 
(PC) - (byte JI (byte 2) 
cPE C•II on Pority Even Il P • 1, 1 1 1 0 1 1 0 0 J . J/5 11/17 
l(SPI - 11 - (PCHI 
((SPI - 21 - IPCLI 
(SPI - (SPI - 2 
iPCl - (byte JI (byte 21 
CPO Cali on P.,itv Odd Il P • O. 1 1 1 0 0 1 0 0 J 3/5 11/17 
((SPI - 11 - iPCHI 
IISPJ - 21 - (PCLI 
(SP I - ISP) - 2 
(PC I - (byte JI (bv_te 21 
cz C,11 on Zero If Z • 1, 1 1 0 0 1 1 0 0 J 3/5 11/17 
((SPI - 11 - (PCHl 
((SPI - 21 •- IPCLl 
(SPI - !SPI - 2 
(PCJ - (byte JI (byte 21 
JC Jump on C•rry 11 CY • 1. 1 1 0 1 1 0 1 0 J J 10 
f PC) - (byte 3) (bvtt 21 
.JM .lump on Minus Il S • 1, 1 1 1 1 1 0 1 0 J J 10 
(PCl - (byte Jlll,vte 21 
JMP Jumo Uncond•ttonM (PC) - lbv te 31 lbvte 21 1 1 0 0 0 0 1 1 J J 10 
JNC Jumo on No C•rry If CY • 0 . 1 1 0 1 0 0 l 0 3 3 10 
!PC) - l t.vte 31 (byte 21 
JNZ Jumo on Not Ztro If z. o. 1 1 0 0 0 0 1 0 3 J 10 
(PC) - !byte 31 (bvte 2) 
JP .lump on Posi trw• If S • O. 1 1 1 1 0 0 1 0 3 · J 10 
(PCl - (bvte JI (byte 21 
JPE Jump on Paritv Even Il P • 1, 1 1 1 0 1 0 1 0 3 J 10 
IPCI - (byte JI (byte 21 
.J'O Jump on Par i tv Odd If P • O. 1 1 1 0 0 0 1 0 3 J 10 
(PC) - (byte JI (byl9 21 
JZ Jump on Zero If z. '· 1 1 0 0 1 0 1 0 J J 10 
(PCI - lbvoe Jl(byte 21 
PCHL H 1nd L to Program Counter (PCH) - IH I 1 1 1 0 1 0 0 1 1 1 5 
iPCLI - Ill 
AC Return on C•nv If CY • 1. 1 1 0 1 1 0 0 0 1 1/J 5/11 
iPC LI - ((SP11 
(PCHI - (!SPI + 11 
(SPI - !SP I • 2 
RET Return IPCLI - IISPII : 1 1 0 0 1 0 0 1 1 J 10 
iPCHI • ((SPI + 11 : 
!SP I - (SPI + 2: 
AM Aeturn or, M1nus If S • 1, 1 1 1 1 1 0 0 0 1 1/3 5/11 
iPCLI - IISPII 
iPCHI - IISPI • 11 
!SP I - !SPI • 2 
ANC Return on No Cany Il CY • 0 , 1 1 0 . 1 0 0 0 O · 1 1/J 5/ 11 
iPCLI • IISPII 
(PCHI • IISP1 • 11 
!SPI• !SPI • 2 
RNZ Return on No t Zero If z. o. 1 1 0 0 0 0 0 0 1 1/3 5111 
IPCLI • IISPII 
iPCHl • · IISPI • 11 
!SP I • iSPJ • 2 
AP Return on Pouhvt Ifs . o. 1 1 1 1 0 0 0 0 1 1/3 5/11 
iPCLI - IISPII 
IPCHI - IISPl • 11 
!SPI - ISPl • 2 
RPE Return on Pauty E ... en If p • 1. 1 1 1 0 1 0 0 0 l 1/J S/11 
iPCLI - (ISP II 
IPCHJ - IISP I • 11 
ISP) - !SP I + 2 
RPO Return on Pu1tv Odd Il P • 0, 1 1 1 0 0 0 0 0 1 1/J 5/11 
iPCL I - li SP!! 
IPCHI • IISPl • 11 
!SPI - (SPI • 2 
instruction set ( cont' d.) 
Oe1ctiption Operation 




Rtturn on Zero 
IISPI - 11 - IPCHI 
IISPl - 21 - IPCLl 
!SPI - ISP) - 2 
IPCl - 8 • INNNl 
If Z • 1, 
IPCLl - l(SPll 
(PCHI - IISPl • 11 
(SPI - (SPI + 2 
ST.O.CK 110 AND MACHINE CONTAOL GROUP 
o, Oiwble ln ttrruott The lnttrrupt sy1t1m is d•s• 
1blN follow1n9 the t•KUt1on 
of the O I instruction. 
El Enab'o lnterrupll Tht 1nt1rrup t tyuem is 1n· 
1b4td fotlowing tht t•Ku uon 
of ntxt in1truction . 
HLT Hall ProctnOt' is stOOJMd: regiuers 
..-,d fl~s 1re unaffected. 
IN' lnpUt IAI - ld111l 
NOP No Qper,tion No <>c:MN'ltion is performctd : 
f'WC)t1ttrt ,nd fl191 '" un• 
alfe<:tt<l . 
OUT Output (d111I - IAI 
POP B Pc,p Re9,uer, B and C off Stack ICI -IISPll 
181 - ((SPI • Il 
ISP) - ISPl + 2 
POP 0 P011 Re9,111r, 0 and E off S tack (Ol - IISPll 
!El - !ISPl • 11 
ISPl - ISPI + 2 
POP H Pop Aeq11ter, H and L off Stack IHI -IISPll 
Ill - IISPl + 11 
!SPI -: !SPI + 2 
POP PSW P011 .O.ccumulator and Fl191 off Stack ICY) - IISPllo 
!Pl - ((SP1l2 
IACl - IISPll4 
(Zl - lfSPll5 
(SI - ((SPl17 
(Al - IISPl + 11 
(SPI - ISPl + 2 
PUSH 8 Pus/, Rt911t1n 8 and C on Stack IISP) - 11- (Bl 
IISPl - 21 - ICI 
(SPI - ISPI - 2 , 
PUSH D PU1h Rtgisten D and E on Stack ((SPI - 11 - 101 
((SPI - 21 - (El 
(SPI - (SPI - 2 
PUSH H Push R~sten H and L on Stack ((SPI - 11 - IHI 
USPl - 21 - Ill 
!SPI - !SPI - 2 
PUSH PSW Push Ac:cumulator and Fl191 on Stack ((SPI - 11 - !Al 
fl SP) - 210 - (CY) 
IISPl - 211 - 1 
IISPl - 212 - !Pl 
IISPI -2lJ -o 
!!SPI - 214 - IACl 
IISPI - 2)5 - 0 
IISPl - 215 - IZ l 
IISP) - 217 - ISI 
ISP) - !SPI - 2 
SPHL Move H and L to St,ck Pointer (SPI - IH HLI 
XTHL Exchango T011 of Stack woth H ond L Ill - lfSPI) 
(Hl - II SP I + 11 
condition flags and standard rules 
There are five condit ion flags associated with the execut ion 
of instructions on the INS8080A. They are Zero , Sign, 
Parity , Carry, and Auxiliary Carry , and each flag is repre-
sented by a 1-bit register in the CPU . A flag is "set" by 
forcing the bit to 1, "reset" by forcing the bit t o O. The bit 
positions of the flags are indicated in the PUSH and 
POP PSW instructions. 
Unless ind icated otherwise, when an instruction affects a 
flag, it affects it in the following manner : 
ZERO (2) : If the result of an instruction has the 
value 0, this flag is set ; otherwise , it is 
reset. 
SIGN (S) : 
PARITY (P) : 
If the most significant bit of the result of 
the operation has the value 1, this flag is 
set ; otherwise, it is reset. 
If the modulo 2 sum of the bits of the 
result of the operation is O (that is, if the 



















0 0 D D D 
IV IV IV 
0 0 0 
1 1 1 0 0 
1 l 1 1 0 
1 1 1 0 1 
1 0 1 1 0 
0 0 0 0 0 
1 0 1 0 0 
1 0 0 0 0 
1 0 , 1 0 0 
1 1 0 0 0 
1 1 1 0 0 
1 0 0 0 1 
1 0 1 0 1 
1 1 0 0 1 
1 1 1 0 1 
1 1 1 1 0 





No . of No of No. of MachtM µc:ycfH Condition Fl~s 
Byttt IMI ITl D D C ctu s z AC p CY 
J 11 
0 0 1/ 3 S/ 11 
1 1 1 1 
·• 
1 1 1 1 • 
1 0 1 1 7 •· 
1 
' 
· 2 3 10 
0 0 1 1 • 
1 1 2 J 10 
0 1 1 3 10 
0 1 1 l 10 
0 1 1 J 10 
0 1 1 J 10 · 1 1 1 1 1 
0 1 1 3 11 
0 1 1 J 11 
0 1 1 J 11 
0 1 1 3 Il 
0 1 1 1 5 
1 1 1 5 18 
otherwise , it is reset · (that is, · if th( 
result has odd par ity) . 
1 f the instruct ion resulted in a carr-, 
(from addition) or a borrow (frorr 
subtraction or a comparison) out of thf 
high •order bit, this flag is set; otherwise 
it is reset. 
1 f the instruct ion caused a carry out o· 
b it 3 and in to b it 4 of the resulting value 
the auxiliary carry is set ; otherwise , it ii 
reset . This flag is affected by single 
prec ision additions, su btractions , incre 
ments, decrements, comparisons , anc 
logical operat ions ; however, AC is usec 
principally with addit ions and increment 
preced ing a DAA (Decimal Adjust Ac 
cumulator) 1 nstruction. 
symbols and abbreviations 
The following symbols and abbreviations are used in the 
subsequent description of the I NS8080A instruct ions: 
Symbols Meaning 
A Register A (Accumulator) 
B Register B 
C Register C 
D Register D 
H Register H 
L Register L 
000, sss The bit pattern designating one of the registers 
A, B, C, D, E, H, L (000 "'destination, SSS = 
source) : 








byte 2 The second byte of the instruction 
byte 3 The third byte of the instruction 
port 8-bit address of an 1/0 device 





PC 16-bit program counter register (PCH and PCL 
are used to refer to the high-order and low-















16-bit stack pointer register (SPH and SPL are 
used to refer to the high-order and low-order 
8 bits respectively .) 
The contents of the memory location or regis-
ters enclosed in the parentheses 





Twos complement subtraction 
Multiplication 
"Exchange" 
The ones complement (for example, (A)) 
The restart number O through 7 
The binary representation 000 through 111 for 





Flags affected according to Standard Rules 
ANNEXE 3. 
FICHE TECHNIQUE DE LA MEMOIRE COMMUNE 74170 
~MSI 
GeMral Description 
These 16-bit TTL register files are organized as 4 words 
of 4 biu each , and separate on-chip deQ)ding is provided 
for 1ddesssing the four word locations to either write-in 
or retr ieve data . This perm iu writing into one locat ion 
and rHding from another word location , simuluneously. 
Four data inputs 1re available to supgly the 4-b,t word 
to be stored. Location of the word is determined by the 
write-address inputs A and B, in conjunction with a 
write• nable signal. Data appli.cl at the inputs should be 
in its true form. That is. if a high-level sig~I is desir.cl 
from the output, a high level is appjied at th• data input 
for that particular bit location. The I atch i npuu are 
arranged so that new data will be acatpted only if both 
internai address gate inputs are high . When th is condition 
exists, daU at the O input is ttansferred to the latch 
output. When the write1n1obl• input, Gw. is high , the 
data inputs are inhibited and their levels can cause no 
change in the information star.ci in the internai latches. 
When th• read• nable input, G,. . is high, the data outputs 
an inhibited and rémain high. 
The individual address lines permit direct reading of 
data stored in any four of the latches . Four individual 
decoding gates are usad to complete the address for 
reading a word . When the re1d addrns is made in con· 
junction with the read• nable signal , the word appe.ars 
at the four outpots. 
This arrangament-data entry addressing separate /rom 
datH'lld addressing and individual sense line-.l iminates 
recoYlfV tim11S, permits simultaneous reading and wrrt ing, 
and is limitwd in speed only bv the write time (30 ns 
DM54/ DM 74170 ,LS170 
4 by 4 Register Files 
typical ) and the read t1me (25 ns typ1cal). The reg,stH 
fil e has a nondestructive readout ,n that data 11 not lost 
when addrused. 
Ali 170 inputs and ail inputs except the read enabte and 
write enable of the LS 170 are buffered to lower the drave 
requiremenu to one standard load. lnput·cJamping 
diodes minim,ze sw1tch1ng trans,ents to si mplity system 
design . High-speed , double• nded ANO·OR· INVERT 
gates are employed for the read·address function and 
drive high•sink~urrent, open~ollector outputs. Up to 
256 of these outputs may be wire-AN O conneetcd for 
increasing the capac1tv up to 1024 words . Anv number 
of these registers mav be paralleled to provide n-bit 
word length . 
Features 
• Saparate addressmg perm,ts s1mu! taneous read ,ng and 
writ ing 
• F•t access times typically 20 ns 
• Organ ized as 4 words of 4 bits 
• Expendable to 1024 words of n-bits 
• For use as : 
Scratch•pad memory 
Butter storage between proassors 
Bit stor1ge in fast multiplicati on desi'1"s 




• OM54LS670 and OM74LS670 are iimilar but have 
TRI -STATE outputs 
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7•170<JI, (NI : 
5'LS170f7".S170(JI , (NI , (Wt 
MITE T1'UTM T.t.llLE (SU NOTES A, 1, AND Cl REAC TRUTH TASLE (SEE NOTES A AND Dl 
WRITE l"IPUTS WORD REAC INP\JTS OUTPUTS 
w. w. Gw 0 1 2 3 R• R• G~ a, 02 03 
-
L L L O • O o.., o.., o.., L L L W0B1 WOB2 WOBJ 
L J,j L o.., O•O Co o.., L H L W1B 1 W182 W1 83 
H L L Co o.., O • O o.., H L L W281 W2B2 W2 83 
H J,j L o.., o.., Co O • O J,j J,j L W:38 1 WJB2 W383 
X X H o.., o.., o.., o.., X X J,j J,j H H 
.._ 
(A) H • Hig/1 l.ollet , t. • t.ow L...,el , X• Oon ' t C.... 
lai (Q • 0 1 • The four IIIMCtld interMf f ltc,-floo out:QUt1 WUI aauma the ttatM .aopliltd ro the four •xt ernal data inoucs . 
IC) Op• n,. ,_ of Q t>efor• tl>tl ondicated onout c:aadit1on1 _,. atabliltled. 











... ,; ::_ 
. ·.:"·:;:. , 
·,_ .. / 
IYTPUJI 
. ..,, ... 












PROGRAMMABLE INTERVAL TIMEA 
MCS-85TM Compatible 8253-5 • Count Blnary or BCO 
3 lndependent 16-Blt Counters 
• Single + SV Supply 
DC to 2 MHz 
Programmable Counter Modes • 24-Pln Dual ln•Llne Package 
177 
The lntel8 8253 is a programmable counter/timer chip des1gned for use as a11 Intel mlcrocomputer perlpheral. lt u* 
nMOS technology with a single +5V supply and ls packaged in a 2.il-pln plastic OIP. 
lt is organized as 3 independent 16-bil counters, each with a count rate of up to 2 MHz. Ali modes of operation art sofl, 
ware programmable. . 1.; 
PIN CONFIGURATION · 
G AF ( 0 











OAT A IUS I l 81TI 
GAT( 1 
OUT 1 
COUNTE R C LOCK INl'U TS 
COUP\I TEA GA TE INPUTS 
COUN TER OUTPUTS 
A'EAO COUl'HER 
WR I TE c o.-.. MANO CA DATA 
CHI I' SElECT 
COU N ffR SELECT 



































t il"' 8253 is a programmable interval timer/counter 
'9Cifically designed for use wi th the Intel .. Micro-
1111puter systems. lts function is that of a general 
IIPOst, multi•timing element that can be treated as an 
by of 1/0 ports in the system software. 
llle8253 solves pne of the most common problems in any 
ierocomputer system. the generation of accurate time 
-.Ys under software control. lnstead of setting up timing 
'°Pl in systems software. the programmer configures the 
153 to match his requirements, initializes one of the 
a,nters of the 8253 with the desired quantity, then upon 
•mand the 8253 will count out the delay and interrupt 
IICPU when i l has completed ils tasks. Il is easy to see 
• the software overhead is minimal and that multiple 
lllys can easily be maintained by assignment of priority 
---
..., counter/ timer functions that are non-delay in 
_,,. but also common to most microcomputers can be 
lplemented with the 8253. 
!• Programmable Rate Generator 
i• Event Counter 
{ • Binary Rate Multiplier 
·• • Real Time Clock 
°;_• Digital One-Shot 
'j,• Ccmplell Motor Controller 
lita Bus BuUer 
1113-itate, bi-directional , 8-bit butter is used to interface 
111253 to the system data bus. Data is transmitted or 
~ by the butter upon executlon of INputor OUTput 
fU instructions. The Data Bus Butler has three basic 
llàlons. 
11. Programming the MODES ot the 8253. 
;t Loading the count registers. 
\l Reading the count values. 
llad/Wrtte Logic 
;; 
laRead/Write Logic accepts inputs from the system bus 
• in turn generates control signais for overall device 
tntlon. lt is enabled or disabled by CS so that no 
_.lion can occur to change the function unless the 
~ hu been selected by the system logic. 
8(Rud) 
~ .... - on this input informs the 8253 that the CPU is 
\ai.ning data in the form ot a counters value. 
~(Wrlte) 
· ._. on this input informs the 8253 that the CPU is 
1ng data in the form of mode information or loading 
AO, A1 
These inputs are normally connected to the address bus. 
Their tunction is 10 select one ot the three coun ters to be 
operated on and ·10 address the control word register for 
mode selection. 
CS (Chlp Select) 
A "low" on this input enables the 8253. No reading or 
wri ting will occur unless the device is selected. The CS 
input has no elfect upon the actuat operation of the 
cou nt ers. 
,.. 
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Figure 1. Block Diagram Showlng Data Bus Buffer and 
Read/Write Logic Functlons 
CS RD WR A 1 Ao 
0 1 0 0 0 Load Counter No. 0 
0 1 0 0 1 Load Counter No. 1 
0 1 0 1 0 Load Counter No. 2 
0 1 0 1 1 Write Mode Word 
0 0 1 0 0 Read Counter No. 0 
0 0 1 0 1 Read Counter No. 1 
0 0 1 1 0 Read Counter No. 2 
0 0 1 1 1 No-O peration 3-State 
1 X X X X Disable 3-State 
0 1 1 X X No-Operation 3-State 
8253/8253·5 
Control Word Reglater 
The Control Word Register is selected when A0. A 1 are 11. 
Il lhen accepts information from the data bus butter and 
stores it in a register. The information stored in this 
reg ister controls the operational MODE of each counter, 
selection of binary or BCD counting and the loading of 
each count register . 
The Control Word Register can only be written into: no 
read operat ion of its contents is available. 
Counter #0, Counter #1, Counter #2 
These three functional blocks are identical in operation so 
only a single Counter will be described. Each Counter 
consists of a single, 16-bit, pre-sellable, DOWN counter. 
The counter can operate in either binary or BCD and ils 
input. gate and output are configured by the selection of 
MODES stored in the Control Word Register . 
The counters are fully independent and each can have 
separale Mode configuralton and counting operation . 
binary or BCD. Also. there are special features in lhe 
control word that handle the loading of the count value so 
that software overhead can be minimized for these 
functions. 
The reading of the contents of each counter is available to 
the programmer with simple READ operations for event 
counting applications and speciaf commands and logic 
are included in the 8253 so that the contents of each 
counler can be read "on the fly " without having 10 inhibit 
the clock input. 
8253 SYSTEM INTERFACE 
The 8253 is a component of the Intel'• Microcomputer 
Systems and interfaces in the same manner as ail other 
peripherals of the family . lt is treated by the systems 
software as an array of peripheral 1/0 ports; three are 
counters and the fourth is a control register for MODE 
programming. 
Basically. the select inputs A0, A 1 connect lo the A0, A 1 
address bus signais of the CPU. The CS can be derived 
directly from the address bus using a linear select method. 
Or il can be connected 10 the output of a decoder, such as 
an lntel<e 8205 for larger systems. 
.lllfl-•UI 
, _i,.~ .:. . : 
Figure 2. Block Olagram Showtng Control Word 
Reglater and Counter Functlona 
AOOAtss eus 1111 
CONT!'Ol aus 
•, .., a Ac WA 
COUNTEA COUNT'EA COUNTER 
• , 2 
OUT GATE ClK OU T GATE Cl.K OUT GATE CI.K 
.l f 







complete functional definition of the 8253 is 
med by lhe systems software. A set of control 
~ be sent out by lhe CPU to inilialize each 
of lhe 8253 wilh lhe desired MODE and quantIly 
lion. These control words program lhe MODE. 
sequence and selection of binary or BCD 
g. 
programmed. the 825.3 is ready to perform whalever 
M - MODE: 
M2 M1 MO 
0 0 0 Mode 0 
0 0 1 Mode 1 
X 1 0 Mode 2 
X 1 1 Mode 3 
1 0 0 Mode 4 
1 0 1 Mode 5 
tuks it is assigned to accomplish . BCO: 
·,actual counling operation of each counter is 
· ely independenl and additional logic is provided 
so that the usual problems associated with 
monitoring and management of exlernal, 
to the microcomputer 
MODES for each counter are programmed by the 
""' .. software by sirr,ple 1/0 operations. 
i · --
nter of the 8253 is individually programmed by 
1 contrai word into the Control Word Register. 
.• 11) 
05 Do 
RL1 RLO M2 Mt MO BCO 
Old: 
sco 
0 Select Counter 0 
Select Counter 1 
0 Select Counter 2 
lllegal 
Counter Latching operation (see 
R EAD/WR ITE Pro~dure Section) 
Read/Load most sign ificant byte only. 
Read/Load least significant byte only, 
Read/Load least significant byte first, 
then most significant byte. 
0 Binary Counter 16-bits 
Binary Coded Decimal (BCO) Counter 
(4 Oecades) 
Counter Loadlng 
The count register is not loaded until the count value is 
written (one or Iwo bytes, depending on the mode 
selected by the RL bits), followed by a rising edge and a 
falling edge of the clock. Any read of the counter pr ier to 
that falling clock edge may yield invalid data. 
MODE Deflnitlon 
MODE O: lnterrupt on Terminal Count. The output will 
be initially low alter the mode set operation. Alter the 
count is loaded into the selected count register, the out-
put will remain low and the counter will cou nt. When ter-
minal count is reached the output will go high and re-
main high until the selected count register is reloaded 
with the mode or a new count is loaded. The counter 
continues to decrement alter terminal count has been 
reached. 
Rewriting a counter register during counting resutts in 
the following: 
(1) Write 1st byte stops the current counting. 
(2) Write 2nd byte starts the new count. 
MODE 1: PrOCjjrammable One-Shot. The output will go 
low on the count lollowing the rising edge of the gate in-
put. 
The output will go hig_h on the terminal count. If a new 
count value is loaded while the output is low il will not 
affect the duration of the one-shot pulse until the suc-
ceeding trigger. The current count can be read at any 
lime without affecting the one-shot pulse. 
The one-shot is retriggerable, hence the output will re• 





MODE 2: Rate Generator. Divide by N counter. The out-
put will be low for one period of the input clock. The 
period from one output pulse to the next equals the 
number of input counts in the count register. If the 
count register is reloaded between output pulses the 
present period will not be atfected, but the subsequent 
period will reflect the new value. 
The gate input, when low, will force the output high. 
When the gate input goes high, the counter will start 
trom the initial count. Thus, the gate Input can be used 
to synchro('lize the counter. 
When this mode is set, the output will remain high until 
alter the count register ls loaded. The output then can 
aise be synchronized by software. 
MODE 3: Square Wave Rate Generator.Similar to MODE 
2 except that the output will remain high unlil one hait 
the count has been completed (for even numbers) and 
go low for the other hait of the count. This is accom-
pl ished by decrementing the counter by two on the fall-
ing edge of each c lock pu lse. When the counter reaches 
terminal count. the state of the output is changed and 
the counter is reloaded wilh the full count and the whole 
process is repeated. 
If the count is odd and the output is high. the first clock 
pulse (alter the count is loaded) decrements the count 
by 1. Subsequent clock pulses decrement the clock by 
2. A fter timeout, the output goes low and the full count 
is reloaded. The first clock pulse (following the reload) 
decrements the counter by 3. Subsequent clock pulses 
decrement the count by 2 until limeout. Then the whole 
process is repeated. ln this way, if the count is odd, the 
output will be high for (N + 1)/2 counts and low for 
(N - 1)12 counts. 
MODE 4: Software Trlggered Strobe. After the mode is 
set, the output will be high. When the count is loaded, 
the counter will begin countlng . On terminal count, the 
output will go low for one input clock period, then will 
go high again. 
If the count register is reloaded betwE'en output pulses 
the present perlod will not be aftec ted, but the subs• 
quent period wil l ref lect the new value. The cou nt will be 
inn ib i ted while the gate input is low. Reloading IN 
counter reglster wlll restart countlng beglnning with tilt 
new number. 
MODE 5: Hardware Trlggared Strobe. The counter wil 
start count lng alter the ris ing edge of the tr igger inotJI 
and wi ll go low for one clock period when the termina 
count is reached. The counter is retriggerable. The~ 
put will not go tow untll the full count alter the rl1int 
edge of any trigger. 
.~ 
Low 
• o, C:om9 
M Low Rl1ln9 Hl9" 




Il ln 111a1es --
coun11ng 
21 Resets outpul 
atte-,r ne • 1 CIOC II 
2 1) O1sa01es 
co unt1n9 1ni1,a1e s En.otto 
21 Se 1s our out counttng 
"'""'"" 1m m ed1ately 
h1gh 
3 1) D•sa t>les !. 
count,ng ln111ares En_.. , 
21 Se ts outpul count1n9 cou ..... 
,m med1a1ely -
h ,gh 
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Figure 4. Gate Pin Operatlons Summary 
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--L 1253 Tlmlf1i1 . Dlagr1m1 
t. 
MODE 3: Squara Wave Generator 
ClOCX 
OUT"'IT (fl•4t 
OUT""T \ll• tt 
MODE 4: Soltware Trlggered Strobe 
ClOCX 
wll~ 
4 3 2 1 0 
OUTPUT~ 
1..0AO " 
• l 2 1 0 
OIJTPVT 
MODE 5: Hardware Trlggered Strobe 
Cl.OCK 
QA T( __s---
4 l 1 1 0 
OUTPUT (ft • 4) 
GATl __r-i_r--
4 J 4 J ? 1 0 




8253 READ/WRITE PROCEDURE 
Wrtte Operatlons 
The systems software must program each counter of the 
8253 with the mode and quantity desired. The program-
mer must wnte out to the 8253 a MODE control word and 
the programmed number of count register bytes (1 or 2) 
prior to actually using the selected counter. 
The actual order of the programming is quite flexible. 
Wr i ting out of the MODE control word can be in any 
sequence of counter selection, e.g .. counter •o does not 
have to be first or counter #2 last . Each counter"s MODE 
control word register has a separate address so that i ts 
loading ,s completely sequence independent. (SC0, SC1) 
The loading of the Count Register with the actual count 
value. however. must be done in exactly the sequence 
programmed in trie MODE control word (RL0. RL 1). This 
loading of the counter's count register is st ill sequence 
independent like the MODE con trol word loading, but 
when a selectet.l count reg ister is to be loaded it ~ be 
loaded with the number of bytes programmed in the 
MODE control word (AL0. AL 1 ). The one or two bytes to · 
be loaded in the count register do not have to follow the 
associated MODE control word. They can be programmed 
at any lime following the MODE controf word loading as 
long as the correct number of bytes is loaded in order. 
Ali counters are down counters. Thus, the value loaded 
into the count register will actually be decremented. 
Loading ait zeroes into a count register will result in the 
maximum cou nt (2'' for Binary or 10' for BCD) . ln MODE 0 
the new count will not restart until the load has been 
completed. l t will accept one of two bytes depending on 
how the MODE control words (RL0. RL 1) are program-
med. Then proceed with the restart operat ion . 
MODE Contrai Word 
Counter n 
LSB Count Register byte Counter n 
MSB Count Reg ister byte Counter n 
Note: Fonnat shown is • simpje uample of loading the 825J ,nef 
does not ~•v tNt it is the only format that ean be usod. 
















MODE Control Word 
Counter 0 
MODE Control Ward 
Counter 1 
MODE Contrai Ward 
Counter 2 
Count Register Byte 
Counter 1 
Count Register Byte 
Counter 1 
Count Register Byte 
Counter 2 · 
Count Register Byte 
Counter 2 
Count Register Byte 
Counter 0 












Note: The exclusive addresses of each count..-·, count regist• ,,_ 
the tuk of 5><09"11fflffltng the 82'53 • very simple man.- , ,,. 
max imum effectr.oe use of the device wiJI result if thi1 f•t"'f 
îs fulfy ut ilized. 





I\IIOSt counter appllcat,ons ,t becomes necessary to read 
.. value of the count in progr'?5S and make a 
•putatlonal dec,s,on based on th1s quan!lty . Event 
.a.nters are probably the most common applicat,on lhat 
~ th,s function The 8253 conta,ns log,c thal w,11 allow 
•programmer 10 eas,ly read the contents of any of the 
.,-.. cour,ters w,thout dIsturb1ng the actual count ,n 
)Dgress. 
:~• are two methods that the programmer can use 10 
,!Id the value of the counters The first method involve5 
.Il use of simple 1/ 0 read operat1ons of the selected 
'.anter. By controlling the A0. A 1 ,npuIs to the 8253 the 
·,ov,ammer can selE:ct the counter to be read (remember 
1 
.. no read operation of the mode regIster ,s allowed A0. 
l,11). The only reouirement w1lh th,s melhod 15 that ,n 
,"""to assure a stable cou nt reading the actual operatIon 
~fit sefected counter ~ ~ 1nh1b1ted e,ther by 
~lling the Gate ,nput or by externat Iog1c lhat ,nh1b1ts 
.•clock input The contents of lhe counter selected w,11 
~•ilable as follows . 
.làVO Aead contaIns the lea5t s,gn1flcant byte (LSB) . 
1i..· 
~ l/O Aead conta,ns lhe most s1gn,ticant byte 
.... 
~ 10 ltie ir,ternal log,c of the 8253 It ,s absolutely 
!'D55ary to complete the en11re read1ng proce".lure If Iwo 
11111 are programmed 10 be read then two bytes must be 






Read Operatlon Chart 
Al AO AD 
0 0 0 Aead Counter No. 0 
0 1 0 Aead Counter No. 1 
1 0 0 Aead Counter No. 2 
1 1 0 l l legal 
Reading Whlle Countlng 
ln order for the programmer to read the contents of any 
counter w,thout effecting or dIsturbing the counting 
opera!lon the 8253 has spec1al internai log,c that can be 
accessed using simple WR commands 10 the MODE 
regIster Bas,cally . when the programmer w1shes to read 
the contents of a 5elec ted counIer "'on the fly "' he loads the 
MODE reg Ister w1th a spec 1al code wh,ch latches the 
presenl count value ,nto a storage reg,ster 50 that ,ts 
contents contain an accurate. stable QuanII1y The 
programmer then ,ssues a normal read command 10 the 
selected counter and the contents of the latched regIster ,s 
ava,lable. 
MODE Reglster for Latchlng Count 
AO, Al • 11 





00 des1gnates counter latching operatIon . 
dont care. 
The same limitation applies to this mode of reading the 
counter as the previous method. Thal is, it is mandatory 
to complete the entire read operation as programmed. 




• If an &085 clock outpu t is to driY9 an 825.3-5 clock ,nput. i l must be reduced to 2 MHz°' tess. 
Fl9ure a. MCS-a5TM Clock Interface' 
ANNEXE S. 
LE CONTROLEUR D'INTERRUPTIONS PROGRAMMABLE 8259. 
---
, ... . 
,. 
8259A 
PROGRAMMABLE INTERRUPT CONTROLLER .. ,.
" e-, 
• MCS-86"• Compatible 
.. ,,. •,;' 
· •r 7 
'" 'JI-, ,,. 
• Programmable lnterrupt Modes 
• MCS-80/85"• Compatible • lndivldual Request Mask Capabillly 
• Eight-level Priority Controller • Single + 5V Supply (No Ciocks) 
• Expandable to 64 levels • 28-Pin Dual-ln-Une Package 
The lnte~ 8259A Prog,ammable lnterrupl Controller handles up to eight vectored prlorily lnterrup1s lor the CPU. Il ls 
cascadable lor up to 64 vectored priorlly lnterrupts witnout ajdilional clrculiry. 11 ls packaged in a 28--pin OIP, uses 
NMOS technology and requires a slngla + 5V supply. Circuilry 1s static, requlring no clock Input. 
The 8259A ls deslgned to mlnlmlze lhe soflware and reaJ lime overhead in handling mulll-leval priorily inlerrupts. lt haa 
several modes, permllllng optlmlzation for a vatlety of system requlrements. 
The 8259A ls lully upward compatible wllh lhe lnlei• 8259. Sollware orlglnally wrlllen lo, lhe 8259 wlll operale lhe 
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INTERAUPTS IN MICROCOMPUTEA 
SYSTEMS 
M1crocc,npu1er sys tem design requlres thal 1/0 dev1ces 
such as keyboards. d1splays, sensors_ and olher com-
ponen1 s recei ve servicing in an efficient manne, so that 
large amounls of the total system tasks can be assumed 
by lhe m1crocompu ler with lillle or no eHecl on through• 
put. 
The most common method of serviclng such devices ls 
the Polled approach. This ls where lhe processor must 
test oach device in soquence and ln effecl "ask" each 
one il 11 needs servicing. 11 ls easy to see lhat a large por-
tion o f the ma,n program 1s looping lhrough this con-
llnuous µolllng cycle and that such a method would 
have a sP. rious, detrimenlal effect on system lhrough-
put. thus llmiling lhe tasks lhal could be assumed by 
the m,c,ocomputer and reduclng lhe cost effectlveness 
of us,ng such dev1ces. 
A more desirable method would be one that would allow 
the microproc~ssor 10 be executino Ils main program 
and only slop 10 service penpheral oevlces when Il 1s 
lold 10 do so by the device i tsclf. ln eflec t. the melhod 
would provido an exlernal asynchronous input that 
would inlorm lhe prccessor lh at lt snould complete 
whatever insl ruc1 ion lhal is currenlly being execuled 
and lelch a new routine that w1II service lhe rcques1ing 
devicc Once lhis serviclng ls complele, however, the 
proces~or would resume exactly where il lelt ofl . 
Th is method is called lnte,rupt. Il is easy to see lhal 
system lhroughpul would draslically increase, and thus 
more lasks could be assume,d by the m icrocompu1er to 
fu rther enhance ils cost etlcc1iveness. 
The Programmable lnterrupt Controller {PIC) funct lons 
as an ove,all manager ln an lnterrupt-Orlven syslem 
envlronmenL Il accepts rcquests from the peripheral 
equipmcnl. determi nos which of the incoming reQuests 
1s o l the h1ghes1 importance (priorily), ascertalns 
whatncr lhe lncoming requos1 has a highe, pr iorlly value 
lhan Ille tevcl currenlly belng scrv iccd. and Issues an 
lnte,rupl 10 lhe CPU based on th1s delcrminat ion. 
Each penpheral devlce or struc ture usuatly has a speclal 
prog,am 01 " routine" tnal is associaled with lts speclfic 
func t1onal o, operallonal requlroments: th is is referred 
IO as a "service routine". The PIC, afler lssu ing an Inter• 
rupl 10 l he CPU, must somchow Inpu t Information ln to 
the CPU tha t can " point .. the Program Counlcr to the 
service roulme associalcd wllfl the requcs llng devlce. 
Th is " poin1er" 1s an address in a vectoring tablo and wlll 
ollen be referred to, ln this document, as vectorlng data. 
8259A BASIC FUNCTIONAL DESCRIPTION 
GENERAL 
The 8259A !s a devlce speci tically d eslgned for use ln 
redl time, in terrupl drlven mlcrocomputer systems. lt 
manawes eight levels or requests and has builHn fea-
tures Ier e:,cpandaoility to olher 8259A's (up to 64 levais). 
lt ls programmed by the system's so ftware as an 110 
peripheral. A selection of priority modes ls avallable to 
the programmer so tnat the mannar ln whlch the re--
quests are processed by the 8259A can be conflgured to 
match his syslem requiremen l s. The pnor11y mooes c.an 
be changed or recon f1gured dynam1cally al any hme dut• 
ing the main program This means lhal lhe complcte in f 
the total system env1ronmen1 . • ! , 
l errupl slruclure can be defined as requlred, basbd O'} 1 





"''ESSUPT REOUEST REGIS TER (IRR) AND 
11, SERV'CE AEGISTER (ISRJ 
The 1,u Dirupts al the IA inpul lines are handled by Iwo 
re~lslcrs ln cascade. the lnterrupl AcQues t Register 
, 11RA) and l he ln-Se,v1ce Aegister (ISA). The IRA ls used 
IC'I st ore ait Oie intenupt levcls which are requesling ser-
vice; and the ISA is used to store all the lnterrupl levels 
which are being serviced. 
PRIORITY RESOLVER 
This loglc black dotermlnes the prlorllles of the bits sel 
ln lhe IRA. The highest priorily ls selecled and strobed 
lnto the correspondlng bit of the fSR durfng iNTA pulse. 
INTERRUPT MASK REGISTER (IMRI 
The IMA slores lho bits whlch mask lhe lnlerrupl llnes 
10 be masked. The IMA operates on the IAA. Masking of 
a hlghor prlorlty Input wlll no t affecl the lnterrupt 
request lines of lower prlorlty. 
INT (INTERRUPT) 
This output goes direclly 10 the CPU lnlerrupl Input. The 
VoH level on this line ls deslgned to be full y compatible 
wlth lhe 8080A, 8085A and 8066 Input levels. 
INTA (fNTERRUPT ACKNOWLEOGE) 
INTA pulses will cause the 8259A to release vectorlng 
lnformi\tlon onto the data bus. The format of th is data 
deponds on lhe syslem modo û,PMI of 1he 8259A. 
DATA BUS BUFFER 
This 3-slate, b ldl,octional 8-blt buffer 1s used to Inter• 
face lhe 8259A to lhe system Data Bus. Control words 
and slatus Information are trans ferred through the Data 
Bus Buller. 
REAO/WRiTE CONTROL LOGIC 
Tho funcllon of lhls block is 10 accepl OUTpul com-
mands from the CPU. Il contalns the lnltlalizatlon Com-
mand Word (ICW) regislors and Operallon Command 
Word (OCW) registers whlch store the various contrai 
lormats for device operallon. This functlon block also 
ailowa the alalus ol lhe 8259A to be lransferred onto the 
Data Bus. 
ës (CHIP SELECT) 
A LOW on lhis input enabiea the 8259A. No roadlng or 
writlng of the chip wlll occur unless the devlce la 
selected. 
WR (WRITE) 
A LOW on lhla lnpul enables the CPU 10 wrlte conlrol 
words (ICWs and OCWsl lo lho 8259A. 
RD(READI 
A LOW on lhis Input enables lhe 8259A to send the 
status of the lnlerrupt Request Aeglster (IRA), ln Service 
RegiSler (ISA), lho lnlorrupl Mask Roglsler (IMR>, or lhe 
lnterrupt levet onlo the Daia Bus. 
.,.. 
1259A Biock Oiogram 
( 
" aa'l[ ' -
-, 
1!>1 1(100 ,l l UI 
1259A Block Oiagram 
Ao 










This Input signal is used in conjunclion wlth WR and RD 
signais to write commands inlo the varlous command 
reg isters. as wall as reading the various status registers 
of the ch,p. This line can be lied airectly to one of the ad• 
dress lines. 
.. ' ~ -----.... w ~,-- - - -- ·-- · ---.. -,-.-... , .. ··--------
---
8259A 
.<- ) . ... 
THE CASCADE BUF FERICOM PARATO R 
Thi s l unc 11on block s tores and compares the IOs ol all 
8259.\ ' s used ,n the system. The associaled three 1/0 
pins (C AS0- 2) are output s when the 8259A ls used as a 
masler and are inputs when 1he 8259A 1s used as a 
slave. As a mas ter, the 8259A sends the 10 of lho in ter-
rupt1ng slave dev1ce onto rho CAS0- 2 Unes. The slave 
thus sclec ted will send lts prepmgrammod subroutine 
add1 ess onlo the Daia Bus during l ho nex l one or two 
con ecu1ive INTA pulses. (See soc1ion " Cascadlng the 
8259A".) 
INTERRUPT SEQUENCE 
The powerlul featurcs o f the 8259A in a microcomputer 
syst em are its programmab11i ty and the lnterrupl routine 
addressing capab1/ity. The la t 1er allows d irec t or Indirect 
Jumping 10 the specllic ln te,rupt rouline reques ted 
without any polllng of the interrupllng devices. Tho nor• 
mal scquence of evenls du ring an interrupl depends on 
the lype of CPU being used. 
The events occur as follows ln an MCS-80/85 sys tem: 
1. One or more o f lhe INTEAAUPT REOUEST llnes 
(IR7-0) are raised high , se tt ing lhe corrosponding IRA 
b1 l ts). 
2. The 8259A evaluates these requests, and sends an 
INT 10 the CPU, if appropriale. 
3. The CPU acknowledges the INT and responds w1th an 
IN TA pulse. 
4. Upon recei ving an IN TA from tho CPU group, the 
h1ghe51 pnon ty ISA bil is se t, and the corresponding 
IRA 1.111 is reset. The 8259A wlll also release a CALL in-
s1ruct1on code (11001101) onto the 8-bit Daia Bus 
through ils 07- 0 pins. 
5. This CALL inst,uct1on will lnlllate Iwo more INTA 
pul ses to be sent IO the 8259A from the CPU group. 
6 . These Iwo î'NfA pulses allow the 8259A 10 release its 
prr•programmed subrout,no address on lo lhe Data 
Bus Tne lower 8-b•I address is released al lhe firs t 
1NfA pulse and and lhe h1gher 8-bit address ls re• 
leased al l he second INTA pul se. 
7. This compleles lhe 3-byle CALL in slrucllon released 
by lhe 8259A. ln l he AEOI mo<le lhO ISR bil is rese l al 
l he end o f 1he lhird INTA pulse. Olherwise. lhe ISR bll 
remains sel unlil an appropr iate EOI command ls 
issued at lhe end o f the in l errupt sequence. 
The even ts occurr ing in an MCS-86 system ore tho same 
until s tep 4 . 
• · Upon receiving an IN A lrom lhe CPU group, the hlgh• 
est pr1on ly ISA b1l is sel and the corresponding IRA 
011 1s reset. The 8259A does not drive the Daia Bus 
dur,ng lh1s cycle. 
5. The MCS-86 CPU will inlllale a second INTA pulse. 
Ouring lhis pulse, the 8259A releases an 8-bil poin ter 
onlo the Data Bus where il ls read by the CPU. 
6. This compleles tho lnterrupt cycle. ln the AEOI mode 
the ISA b1I is reset al the end of the second INTA 
pulse. Otherwl~e. the ISA bit remains sot unlil an 
appropria te EOI command 1s lssued at the end of the 
Il no interrupt reques·1 ls present at steo f gf e•ther 
sequonce (l.a .. the rnquesl was 100 short in di..r-.-uorv the _ 
8259A will issue an lnlerrupt levet 7. Both the veof0t1tlg 1 
byles and lhe CAS llnes wllf look llke an lnlerrupt level 11 ,._ 
was requesled. · ' ~.:. .:.- _, .' ~.,,. '~ 
--------------------~ ...... 
8259A Block Dl1gr1m 
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8259A 
INTER RUPT SEQUENCE OUTPUTS 
MCS-I0/15 SYSTEM 
Th,s S4'Qlience is tlmed by l hree INTÂ pulses. Ourlng lha 
r.rst lliTÀ pulsa the CALL opcode 1s enablad onlo lha 
diila bus. 
Content of Flrst lntenupt 
Vaclor Byte 
Dr Of 05 CM Dl 02 01 DO 
CALL CODE l...__• ___________ _ _ _ 1_,I 
Ourlng the second mTA pulse the lower address of the 
approprlate service routine 1s enabled ante, the data bus. 
When lnler,al: • bits As- A, are programmed, whllo Ao-
A, are aulomatically lnserted by lhe 8259A. When Inter-






















Content ol S.concl lnl1rrupl 
Victor Byt1 
.,...,... ... 4 
00 
°' 
D• o, 02 
.. AS 1 1 1 
.. .. 1 1 0 
.. AS 1 0 1 
AS AS 1 0 0 
AO AS 0 1 1 
AO .. 0 1 0 
.. AS 0 0 1 
A6 .. 0 0 0 
.... ......... 
00 o, D• 03 o, 
A6 1 1 1 0 
A6 1 1 0 0 
.. 1 0 1 0 
.. 1 0 0 0 
.. 0 1 1 0 
Al 0 1 0 0 
.. 0 0 1 0 





















Our1ng lhe lhud ÎNÎA pulS(' lhe IHQher add1 ess ol the ap-
propr ia1e service roul me. wh1c h was prograrnmed as 
byte 2 ol 1he m1t1ahza11on $eQuCI\C81Ad A,y. la enabled 
onlo the bus. 
Content of Thlrd lnt•rrupt 
Vector Byte 
Dl Dl os o, Ol 02 Dl 00 
AIS A1' Al3 A1 2 Ali AIO •• AO 
MCS·BB SYSTEM 
MCS-86 mode 1s slmllar 10 MCS-80 modo excepl thal 
only Iwo lntenupl Acknowledge cycles are ls sued by 
the processor and no CALL opcode is sent 10 the proc• 
essor. The flrsl ln terrupt acknowledge cycle is similar 10 
thal ol MCS-80/85 sysl cms ln lhal lhe 8259A uses Il 10 
ln lernally frec1e lhe state of the intc rrup1 s for pr iod ly 
resolutlon and as a maslcr 11 Issues u,o in terrupt code 
on the cascade lines at the end o l the INTA pulse. On 
thls flrst cycle lt does not Issue any data to the proc-
essor and leaves i ts data bus bullers disabled. On the 
second lnterrupl acknowledge cycle in MCS-86 mode 
the master {or slave if so progrnmmec1) will send a byte 
of data lo the processor wilh the acknowledged inler-
rupt code composed as fo llows (note tho state of the 








Content of lnterrupt Veclor Byte 
lor MCS-88 Syslem Modo 
01 01 os D• Dl o• 
A IS AU Al3 
~2 Ali 1 
AIS AU Ail .. , Ali 1 
A IS A1' Al3 A1 2 Ali 1 
A> S AU Al3 Al2 Ali 1 
A>S Al< Al3 Al2 Ali 0 
AIS Al< Al3 Al2 Ali 0 
AIS A1' A13 Al2 Ali 0 














PROGRAl.4MING THE 82594 
The 8259A accepts Iwo types of command words gener• 
ared b y the CPU: 
1. ln11,ali1atlon Command Words (ICWs}: Betore normal 
operallon can begln, each 8259A in the system musl 
be bm ughl to a starl lng point - by a sequence of 2 to 
" byl ds t,med by WA poises. This sequence 11 
dP.scnbed ln Figure 1. 
2. Operation Command Words (OCWs): These are the 
command words whlch command the 8259A to oper-
ah> ln various interrupt modes. These modes are: 
a. Fully nested mode 
b Aotalinç prionty mode 
c. Spec ial mask mode 
d. Pol led mode 
The OCWs can be written lnto the 8259A anyt ime afler 
lniliar ization. 
Ao o, o, RD WR CS 
0 0 t 0 
1 0 t 0 
0 0 0 t 0 0 
0 0 1 1 0 0 
0 1 X 1 0 0 
1 X X t 0 0 
X X X 1 1 0 
X X X X X 1 
i 
INITIALIZA TION 1 1 
GENERAL t 
Whenever a command 1s luued wllh AO = O and o, ;; .. 
lh1s 1s interpreted as lnitiailzat1on Command Wo,d \ ) , 
(ICW1) ICWI starls lhe inIIIaI1za11on sequence dut\~ ./) i 
whicl'l the followmg aulomatlcallv occur. " , 
a. The lnterrupt Mask Aegisler is cleared. 
b. IA 7 input ls assigned pr iority 7. 
c. The sldve mode address 1s set 10 7. 
d. Special Mask Mode is cleared and Status Aead 1s set to 
IRA, 
e. U IC4 = O. then ail functions selected in ICW4 are set to 
zero. tNon-Buflered mode· , no Auto-EOI, MCS-80/85 
system, non SFNM l. 
INPUT OPERATION (READ) 
IRA, ISR or lnterrupling Level.-.OATA BUS (Note 1)1 
IMR--DATA BUS 
OUTPUT OPERATION (WRITE) 
DATA BUS -ocvn 
DATA BUS -ocwJ 
DATA aus-Icw1 
DATA aus-ocw1, Icw2, ICW3, ICW4 (Nole 2) 
DISABLE FUNCTION 
DATA BUS - 3-STATE ,NO OPERATION ) 
DATA BUS - 3-STATE ! NO OPERATION) 
A 
Hotu . 1 S• tecl1on ol lAR, ISR 01 ln1errup11ng L•Y•l la bH.0 on lhe con1.n1 OI OCWJ wrluen O.IOfe 11\e AEA.0 ope,ation. 
2 On•crup uquencer 1og1c queue• th•H comm•nda ln1o proper HQu•nce. 
8259A Bute Operotlon 
6-92 
8259A ,•. 
.. IT1Alll.Al10~ COt..O.IAt~O WOROS 1 AND 2 
~c,.., . 1cw21 
•, 4 A • ., P.:19e sra,t ino address ot service routines. ln an 
PJC'i S') 05 ~ysl em. the 8 requesl levels will generate 
CALLs 10 8 loc.aIIons equally space'1 ln memory . These 
c.an be prog, ammed 10 be spaced at lntervals ol 4 or 8 
memory locations, thus the 8 routines will occupy a 
page of 32 or 64 byles, respectively. 
The address formai fs 2 byIes long (A0- A,,;). When the 
routine lnterval ls 4, Ao-A,. are automatically lnserted by 
the 8259A, whlle A,-A,. are programmed externally. 
When the routine lnterval ls 8, A0-A5 are automatlcally 
lnserted by lhe 8259A, whlle A6- A10 are programmed 
externally. 
The 8-byle lnterval wlll malntaln compatlblllty wlth cur• 
rent software, whlle the ••byte lnlerval Is best lor a com-
pact jump table. 
ln an MCS-86 system A 15-A1 1 are inserted ln the live 
mosl slgnilicant blls ot the vec torlng byte and the 
8259A sets lhe three leasl slgnlllcant bits accordlng to 
the lnterrupt level. A10-A5 are lgnored and ADI (Address 
lnterval) has no effect. 
LTIM: Il LTIM: 1, then the 8259A wlll operate ln the 
level lnterrupt mode. Edge detect loglc on the 
lnterrupt inputs will be disabled. 
ADI: GALL address lnterval. ADI : 1 lhen lnterval: 4; 
ADI: 0 lhen lntervat: 8. 
SNGL: Single. Means that this is the only 8259A in the 
system. U SNGL = 1 no ICWJ will be lssued. 
IC4: 11 lhls bit ls set - ICW4 has to be read. Il ICW4 
ls not needed, set JC4: O. 
.. 01 .. .. 
., .. .. 





INITIAl.lz.t.TIOII COMMANO Wû fl[J 311 c w,1 
This wOfd 1s u :: ad on ty whe"l there ls mora l.llan one 
8259A in the system and cascaa,ng is used. "' wh ich 
case SNGL = O. Il w ill load the 8 bit slave regls1 e1. Tne 
functl ons o l lhis rcglster are: r; 
a. ln lhe mas ter mode (ei thcr when SP = 1, or ln bullored ' Aftt.... 
mode when MIS=1 ln ICW4) a " l " Is sel lor u,ch :t"J,,,.-
slave ln the system. The mas 1er lhen will release byte J.,~"' 
1 of the call sequonce (for MCS-80I85 sys tem) and wlll ,. 
enable the corresponc1ing slave to release bytes 2 and 
3 (lor MCS-86 only byte 2) through the cascade llnes. 
b. ln the slave mode (elther when 5P : 0, or If BUF : 1 
and MIS: 0 ln JCW4) bils 2- 0 identi fy lhe slave. The 
slave compares ils cascade Input wlth the se bits and, 
If they are equal , bytes 2 and 3 of the cati sequence (or 
just byte 2 for MCS-86) are released by lt on the Daia 
Bus. 
INITIALIZATION COMMAND WORD 4 (ICW4) 
SFNM: If SFNM z 1 the speclal luily nested mode ls 
_programmod. 
BUF: Il BUF = 1 the b'uffered mode is programmed. lfJ 
buflered mode SP1EN becomes an enable outptA 
and the master/slave detorminar ion ls by MIS. 
MIS: If bulfered mode ls sc lec ted: MIS = 1 means the 
8259A is programmed to be a masler, MIS= C 
means the 8259A Is programmed to be a slave. Il 
BUF = 0, MIS has no lunction. 
AEOI: li AEOI = 1 the automatic end of lnterrupt mode 
is programmed. 
J,1PM: Microprocessor mode: µPM = 0 sets the 8259A 
for MCS-80/85 system operat lon, ePM = 1 sets 
the 8259A tor MCS·86 system oporatlon. 
.. 02 o, .. 
lTIM ... $NGl IC4 ocw, 
. ,, ... .. .. 
"''"' 
C5N0l•Qt 
., ... .. .. 
"""' 
1~4•11 
OUF ..,. AEOI .... ICW4 
llfA.>Y TO ACCEPT REOUESTI 
llril THE fUllY HESTEO MOOE 
figure 1. lnltloflz.otlon Soquence 
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NOTE 1- SLAVEO ID IS EOUAL 10 THE CORRESPONOING MASTER IR INPUT. 
NO TE 2: X INOICATEO " OON' T CA.RE" . 
lnillalizatlon Command Word Format 
•-• r- --------
8259A 
OPERATION COMMAND WOADS (OCWs) 
An ar lhe ln1t ial1za1ion Command Words (ICWs) are pro-
g,ammed mto 100 8259A, the chlp ls ready I0 accept 
lnt cr111pl rcq l1esl s al ils input lines. However, during the 
8259A opc fiJ11on, a selechon of algofithms can com-
mand lhe 8259A to operaltl ln various modes lhrouoh 
lhe Operatlon Command Words (OCWo). 
OPERATION CONTROL WOROS (OCWs) 
OCWI 
•• D1 Dl Di 04 Dt D2 Dl DO ŒJ IM7 M6 M5 .. , Ml M2 Ml 
OCW2 
1 R SEOI EOI Ll LI lDI 
OCWI 
0 SSMM S-..M 0 P SRIS RIS 1 
OPERATION CONTROL WORD 1 :ocW1) • ,, 
OCW1 sets and clears the mask h• l s ln the' tn1errupt 
Mask Aegisler (IMR). M r Mo repre,enl the oi(Vl l maak 
bits. M = 1 indlcates the channel 1s masked (inh1bihtd).:" 
M = 0 lnd1cates the channel ls enabted. .,. "'? 
.-•. ~ 
.. . ,.- 1-
0PER/\TION CONTROL WORO 2 (OCW2) 
A, SEOI, COI - Those three bits contra i the Rotale and 
End o l lnl errupt modes and combma11ons o f the two. A 
chart o l these combinat ions can be found on the Opera-
tion Command Word Formai. 
l 2, L 1, L0 - These bi ts determine the in tertup l levol 
acted upon when lho SEOI bit Is active. 
OPERATION CONTROL WORD 3 (OCWJ) 
ESMM - Enablo Spoc ial Mask Mode. When this bil ls 
set 10 1 il enables the SMM bit to set or reset the Special 
Mask Mode. When ESMM = 0 the SMM bil becomes a 
" don't care". 
SMM - Special Mask Mode. If ESMM = 1 and SMM = 1 
lho 8259A wlll enter Speclal Mask Mode. If ESMM = 1 
and SMM = 0 the 8259A wlll revert to normal mask m0<1e. 
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8259A 
IHT F.RRUPT M ASKS 
f,1 : h ll'll E' fUOI n ?-lUC'SI lnpu( can b~ masked Individu· 
• :y ty the- lntcnupt Mask Aegis1e, (IMR) programmed 
through OCWl . Each bit in lhe IMR masks one inleirupt 
cha'lnel II lt is set (1). 811 0 masks IR0, Sil 1 masks IRl 
anc1 sa forlh. Masking an IR channel does not affect lhe 
ol her channels opera lion. 
SPECIAL MASK MODE 
Sorne appllcalions may reQulrr. an lntorrupt service 
routine lo dyn~mically all er lho sysl l}m prlority slruc• 
turo durlng ils execution undcr soflware control. For 
e>eamplo, the routine may wish to lnhibit lower priorlly 
requesls lor a poftion ol lis execullon but enablc somo 
of thorn for anothar portion. 
The dilficully here ls thal If an lnterrupt Request ls 
acknowledged and an End ol lnte,rupt command did not 
rcset Ils IS bil (I .e., while e1tecullng a sel'vice roulino), 
lhe 8259A would have lnhlbiled all lower pr lorlly 
requests wilh no easy way lor the routine to enable 
lhcm 
Thal ls where the Speclal Mask Mode cornes ln. ln the 
special Mask Mode, when a mask bil is set ln OCW1, Il 
lnhlbi ts lu,ther lnlerrupls at lhal level and enables inler-
rupts h om all other levels (lower as well as hlgher) that 
are not masked. 
Thus, any lntorrupts may be selectively enabled by 
loadlng the mask register. 
The spocial Mask Mode ls sel by OCW3 where: 
SSMM = 1, SMM = 1, and cleared where SSMM = 1, 
SMM =0 
BUFFERED MODE 
When the 8259A 1s used ln a large system where bua 
drivlno buffers are requhed on the data bus and the cas-
cadlng mode is used, ther4:1 exista the problem ol enabl• 
lng bullers. 
The buffored mode will structure the 8259A to send an 
enable signal on SP/ËN to tmable lhe bu fters. ln this 
mOdo, whenever the 8259A's data bus outputs are ena• 
bled, the SP/ËN oulpul become• active. 
This modlficallon forces the use of soft ware program-
mlng to determlne whether the 8259A ls a master or a 
slave. 8113 ln ICW• programs lhe bullerod mode, and bit 
2 ln ICW4 determine• wllether 11 ls a master or a slave. 
&-97 
NESTED MOD E 
Th •s inodc •!. entcred al ler 1111t ,al1la l1on unie'>~ another 
mooe Is prog1 ammea The 1n1crrur.t reQue~t s are 
ordr:1ed in poo11 1y lorm O lhrour;h 7 10 htghesl). \'Vhen an 
inteuupt is acknowlcdgeo t hf' h1ghest prio11ty reQuesl ls 
·de1ermined and It s vec l or pl::tce r1 on l he bus. Add•ltonal• 
ty , a bil ot the tntcriupl Service re9Ister (1 S0• 7) ,s sel. 
This bit romains set until l he m1c1oprocessor issues an 
[nd ol lnl errupt (EOI) command immedtalely bel ore 
relurning ffom the service 1ou11nc, or If AEOI (Automaltc 
End o f lnt e,rupt) bll ls sel , until the llailing edg6 of the 
last ÏNTA. While the IS bit is se t , ail tunher in lerrupts of 
the sarne or lower pr iority are inh1bitod, while higher 
levols will gnnerale an in terrupt (whi ch wlll be 
acknowledged only il the microporcessor Internai Inter• 
rupt enable flip-flop has bcen re-enabled through 
software). 
Atter the lnlliallzallon sequence, IA0 has the nIgnes1 
prlorlty and IA7 the lowest. Prioritles can be changed , as 
will be explalned, ln the rolating priority mode. 
THE SPECIAL FULL Y NESTED MODE 
This mode will be used ln the case of a b ig system 
where cascadlng 1s used, and the pr iority has to be con• 
served wllhln each slave. ln th is case the tully nested 
mode wlll be programmed ta the master (uslng ICW4). 
Thi s mode ls simi lar to lhe normal nested modo with the 
lollowlng exceplions: 
a . Whon an lnl errupt reQuest fr om a certain slave ls ln 
service th is slave is nol lockef1 oui lrom the master's 
prlorily loglc and furl her inl orrupt requcsls trom 
higher prlority IR's with ln lhc slave wlll be recognlzed 
by the mastcr and wlll Initiale lnlerrupls to l he proc-
essor. (ln the no1mal nestcd mode a slave ls masked 
out when ils request ls in service and no higher 
reQuests trom the same slave can be servlced.) 
b. When exlling the ln terrupl Service routine the so fl· 
ware has to check whelher l he ln terrupt serviced was 
tho only one from that slave. This ls done by sendIng 
a non-speclf lc End of lnterrupt (EOI) command to the 
slave and then read ing lts ln-Service reglsler and 
checklng for zero. If Il la emply, a non-speclflc EOI 








ln tn ,s mooe lhe m lcroprocessor Internai lnlerrupt 
Enable t l1p•llop i s resel, disabling Ils 1nterrupt Input. 
Se,.....1ce 10 dev,ces is ach1eved by programmer Initiative 
usina a Pell command. 
The Poll command ls i ssued by setting P = " l " ln OCWJ. 
The 8259A t reats the ne, t Fî(i pulse to the 8259A (I.e., 
RÔ = O. C-S = o, as an lnlerrupl acknowledge. sets the 
app,opoate 15 bit 1f tnere 1s a request, and reads u,e 
priorit y tevel. lnteHupt is frozen from WR to RD. 
The word enabled onto the dala bus during Rn ls: 
01 O. 05 04 Dl OJ 01 00 
[ 1 W2 WI WO 1 
WO- VJ2: 81nary code of lhe hlghest priodty level 
request ing serv ice. 
Equal to a "1 " If there is an interrupt . 
Th is m o~e 1s use ful ,t lhera is a rou tine command com -
mon 10 several levels so tha t the rNTA sequftnce ls not 
needed (saves ROM space). Ano lhe, appllca l ion is 10 
use lho poli mode 10 e•pand lhe numbe, o f prlority 
le,vels 10 more lhan 64 . 
END OF INTERRUPT (EOI) 
Tt,e ln Service US) blI can be rese l eilher auI omaIica1ty 
followlng lhe 1raillng edge a l lhe lasl ln seq uenco INTA 
pulse (when j\EOI bit in ICW1 is se l) or by a command 
word that musl l:le lssued 10 the 8259A belore reIurn ing 
l rom a service routine (EOI command) An EOI command 
musl be +ssucd twlce. once lor l he mas 1er and once for 
l he corresponding slave ,t slaves are ln use. 
There are two torms o t EOI command: Specit1c and Non• 
Spec1 l1c \."Jhen tho 8259A ls operated In modes which 
pre scrve lhe fully nesled s1tucIure, 11 can determine 
which IS t)1 t ta reset on EOI Wnen a Non-Specll ic EOI 
commano Is issued l he 8259A w1ti automatically ,oset 
the tugnust IS 1:111 of lhoso inat aro se t , :unce In 1na 
nesl ed mode the hignest IS level was necessarily the 
last lti ve l acknowl~dgeo and serv1ced. 
However. when a mode is uscd wh1ch may d is turb the 
fully nested structure, the 8259A may no longer be able 
ta de1ormine the last level acknowl&dged. ln lhIs case a 
Spec il1c End o f lnt e,rupt (SEOI) mu, t be ,ssued whIch 
lnc ludP.s as pari of Ihe command the IS level 10 be reset. 
EOl 1s •SS•J Cd whenever EQt =i. 1. In OCW2. whcre L0-L2 Is 
the n1nn,y level of lhe 15 bII :a be resel. Note tnal altllough 
the RoIJIe commano can be ,ssued together w1th an EOI 
where EOI = 1. 11 Is not nece5sanly 11ed 10 11. 
Il should be noted that an IS bi t Inat is ma3ked by an 
IM A 1:11 1 wlll no l be cteared by a non-speci tIc EOI if the 
8259A ls in the Special Mask Mode. 
AU TOMA TIC END OF INTERRUPT (AEOI) MODE 
Il AEOI = 1 in ICW4, then the 8259A woll operate in AEOI 
mode conl inuously unlll reprogrammoCI by ICW4. ln th ls 
mode tne 8259A will automatically perto,m a non• 
spec,t,c COI operaIIon at the ua1hng edge o f the Iast 
lnIerrupI acknowleage pulse {third pul se ln MCS-80/85, 
second in MCS·H6). Note Ihal l rorn a syo;tern s randoomt 
InIs r1odc should be uscd oui y w,1cn a n(! :,l ed mu1111e-..ci 
mI errupt strucl ure Is not rcqwrcc.J w1 Ih1n :l sIng Ic 02!,9A 
Ta acnIcve au tomaIic rotation (Aotatf! Mode A) v11 Ihi n 
A~OI, there Is a specia l ,o tate llip-flop. Il is set by OCW2 
w1lh R :: 1. SEOl=0, EOl::0, and c leared wilh R=O, 
SEOI = O. EOI = O. 
ROTATING PRIORITY MOD~ A (AUTOMATIC 
ROTATION) FOR EOUAL PRIORITY DEVICES 
ln soma appllcallons there are a number ol l nterrupllng 
devices or equal prlorlly. ln thls mode a device, afler 
belng serv iced, receives the lowest priorlty, so a devlce 
reques ling an ln terrupt wlll have to wait, in the worst 
case untll each al 7 other devlces are servlced at mosl 
once. For e:cample, U the priori ly and "ln service" status 
is: 
Before Rotai• (IR4 the hlghest prlorily reQuirlng service) 
1S7 1st ISS 154 ISJ ISZ 1S 1 ISO 
••15 .. Sl • lul l• l •l•I •l•l•l•l•I 
Hlgh••I ,,kMlly 
P,to,l1ySI1Iu1 
A.fier RoI111 (IR4 was serv lced, all oll'ler prioritlea 
rotated correspQnd ingly) 
157 15' 1S5 15-4 IU ISZ 151 ISO 
1°1, 1°1 °1°1°1°1° 1 
lowul Pnotity 
P110fily SI1tu1 
Tho Rotalc command mooo A ,s issucd in OCW2 where: 
A = 1. EOI = 1, SEOI = O. lnlernal slalus is updaled by an 
End o l lnlorrupl •EOI or AEOI command . If R = 1, EOl = 0, 
SEOI = O. a .. Rolale-A"' l lip-fl op Is set. This is useful ln 
AEOI. and àesc, lbed unda, Automallc End of lnterrupl. 
ROTATING PRIOAITY MODE B (ROTATION BY 
SOFTWARE) 
The programme, can change prloritles by programming 
the bottom prlorlty and lhus fl•ing all other prlo,i t les: 
I.e., If IR5 Is programmed as lhe bottom p,lorily devlce, 
then IA6 wlll nave the highest one. 
The Aotate command ls lssued ln OCW2 where: Ra 1, 
SEOI = 1; L0-L2 ls the binary pr ionty level code of the 
botl om pr iori ty aevice 
Obsdrve thal in Ulis mode Internai status ls updated by 
software control during OCW2. However, l t ls lndepend-
ent o t the End of lnt~rrupt (EOI) command (a lso exe-
cuted by OCW2). Prlorlly changes can be execu ted dur-
ing an EOI command a, independently. 
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Prlorlly Cell - Simplilled loglc Dl• gram 
LEVEL TRIGGEAED MODE 
This mode ls prog,ammad uslng bil 3 ln ICW1. 
If LTIM = T . an inlerrupt re'luest wil l btt recognized by a 
'high' level on IA Input , and l here is no need for an edge 
detecl ion. The interrupl requesl must be removed 
be fore the EOI command ls issued or the CPU lnlerrupl 
ls enabled 10 prevent a second lnl enupt tram occurr lng. 
Tho above figure shows a conceJ., : :.ml circuit 10 give the 
reader an understanding of the level sensitive and edg8 
sensi live Input clrcuitry of the 8259A. Be au,e 10 note 
lhal lhe request latch is a transparent O type latch. 
READING THE 8259A STATUS 
The Input slatus of several Internai reg lttera can be ,ead 
to update the user Information on lhe system. The 
following regisle,s can ~ read by lssulng a suitable 
OCW3 and reading wi th RD. 
lnr•rrupt Mas• Register. 8·bll reg lsler whose content 
1peclfles tha lnlttrrupt ,equest lines belng ma.sked. 
acknowledged. The hlghest raques! level Is resel trom 
1"• IRA when an lntettupl la acknowledged. (No t 
1llecte<1 by tMR.) 




ln•Se,vlce Reg1s,·.J1 (ISRJ: 8·bil regisler which cor'llalns 
the priori ly htvets lhat are bemg serv lced. The ISR is 
updaled when an End o f lnterrupt command is Issued. 
lnteuupt Mask Regls ter: 8-bil reg isler which contains 
the in terrupt request Unes whlch a,e masked. 
The IAR can be read when , prio r l o the AD pulse, a W'R 
pulse is issued wllh OCW3 (ERIS = t , RIS= O.) 
The ISR can be ,ead ln a simllar mode when EAIS = 1 
RIS = 1 ln the OCW3. ' 
There is no need lo write an OCWJ be rore every slalus 
read operal ion, as long as the stalus read corresponds 
w il h the prevlous one: I.e., lhe 8259A " rernembers " 
whether lhe IAR or ISA has been prevlously selected by 
the OCW3. This is nol lrue when roll Is used 
Afler inl11alizatlon the 8259A is set to IRR. 
For reading lhe IMA, no OCW3 is needed. Tht1 ou tput 
data bus will conlaln the IMR wheneve, ~ ls aclive and 
AC• 1. 








SUMMARY OF 8259A INSTRUCTION SET 
H\111 ........... .. D7 Dl •• •• Dl D2 D1 DO Oper•tlon Ouct1ptlon 





t- om1;11 "' • · smg le_ elli.,e 1,•\,loe•••d 
,cw, • 0 
., 
•• .. 1 Fo1mu1 • • . t lnijl -,, level 111gg t1t f! J 
IC WI C ., •• 
., 
' 
Byl• 1 lnU1allu1ton Fo,mat .. 4. not sm9tf' . eooe 111ugtt1fHI 
tCW I D ., •• .. ' 
Fc,m1~1 • 4, 001 a logie, IP.""' 11 luge•ed 
ICWI • 0 




•• 1 fo,ma1 • 8. 11ngle. le1111! lr lgge,ed 
ICWI 0 ., •• 0 Fo,mat • a. not alngle, edg• 111gge1tK1 
ICWI H 0 ., •• 0 0 0 Form•t • a. 1101 atno••· Javel 111gge1ed 
ICWI 1 ., •• 
., 
' } 
Formai••• 11ngle, ~• trlggered 
10 ICWI j ., •• •• 1 1 Formai • 4, 1lngle, la11el 1r+oo•red 
11 ,cw, • 0 ., •• .. 0 
Byte 1 lnltlalluUon Format• 4, not alngle, MJge 11lg~r.ct 
" 
ICW I L 0 . , •• •• Founal • 4, not 1lngla, level 11100•••.J 
1) 1r.w1 .. ., •• 0 
ICW4Ritqulfe-<J fo,m.i- a, alngle, ~• triggered 
" 
l(WI N ., •• 0 Fo,mat • a. elngle. level trlgger.a 
" 
ICWI 0 ., •• 0 Format • 8, nol alngl•, edg• 111ggered ,. ICWI p 0 ., •• 0 Fo,mat • 1, nol • lngle, ..-....i tr~ered 
ICW2 1 AIS A14 Ail AIJ Alt A10 •• 
.,, By1e 2 lnlllell tallon 
,. ICW] M 1 S1 se s, s, Sl S2 51 60 Byl e 3 ln111aliu1 lon - m,..,_. ,. 1CWl s 0 0 62 S1 60 8 y1e 3 lnilh1ll1allo n - ShlVe 
20 1cw, • 0 0 0 0 No action , redun<lant 
" 
ICW4 • 0 Non-oulfer~ mooa. no AEOI, MCS-86 
22 ocw, C 0 Non •bùllereci mode. AEOI . MCS 8016:. 
" 
ICW• D 0 Noo-bull•red mud•. AEOt. MCS-66 
,. ICW4 • 0 No ac11on, ,eounaanl 
25 ICW• 
' 
Non-bulferttd mlX!e , no AEOI , MCS && 
,. ,cw, G 0 Hon-bùlle1ed mode, AEOt, MCS &Oiti!) 
" 
ICW4 H 0 NoMNlla,~ m<>de, ,'fOI , MCS 66 
,. ICW4 1 8ull•••J mooe. •litlle, no AEOI, MCS-8018S 
,. ICW4 J Bulle1ed mode, 11.1-e. no ,' fQI . MCS 86 
li) ,cw, • Bulle,eo mooe, 11a11e , AEOI. MCS 80185 
" 
ICW4 L Bulle,ed mode. s1a .. a , AEOI. MCS-86 
" 
1cw, .. 8 u lleu1d mod•. mas1e1, no AEOI, MCS-80l8S 
" 
ICW< H Bullered mode, muter, no AEOI, MCS-16 
,. ,cw, 0 8ulle1eo mode, masltr. AEOI. MCS-8CV85 
,. ICW4 p 0 1 Bulloted mod•, ma,1e1, AEOI . MCS-86 
,. ,cw, NA (j 0 0 0 Fully ne,1eo mode, lo1CS-80. non-bulle,ec._ no AE06 
,, ICW< NB 0 } ICW4 NB tn,ouon ICW4 NO .,. identlc•• 10 ,. ocw, NC 0 ICW4 8 Uvough ICW4 0 w tlh the •dd111on of ,. ICW4 ND 0 Fully Neated Moda 
•• ICWC NE 0 0 Ful ly NHI~ MOO•. Mes 80185. non-bullered. no ,t,f()t 
.. ,cw, NF 
., ICW4 NG 
., ICW4 HH 
1CW4 Hl 
., ICW 4 HJ 0 0 
.. ICW• NK 0 0 ICW• HF ltl/ougn ICW• NP.,. ldenlical 10 
., ICW4 HL 
,cw, F INOUCh ,cwc P wllh lhe ao,111'on of 
Fully NnleO MOde 
.. ICW4 NM 
.. ICW4 NH 
,0 ,cwc HO 
" 
tCW4 HP 
12 ocw, 1 Ml MO ... ... 
"'' 
.. , ... ... loao mast. 1egu1e,, r• ad masil reg,aier 
" 
0CW2 E 0 0 0 0 0 0 Non s~u,clhc EOI 
,, OCW2 SE 0 0 L2 LI LO S~1hc EOI L0· L2 cooe ol lS FF 10 be fHel 
" 
OCW2 RE 0 Ao1a1e al EOI Autom • llcally (Mode Al 
,. OCW2 RSE L2 L1 LO Ro1a1e al EOt lfTK><N B) L0-l.2 code of llne 
,, OCW2 R 0 0 0 Sel Ro1a:e AFF 
" 
0CW2 CR 0 0 0 C ie~ Fw1a11 A FF 
" 
ocw2 AS 0 L2 LI LO Ao1••• p,lofily (mode BJ lndependenlly of EOI 
60 OCWl P Poo mooe 
., OCW) RIS ReiMI 1$ reg•"•' 
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8259A 
SUMMARY OF 1259A INSTRUCTION SET (Cont.) 
OC Wl AR 
6J OCWl SM 
61 OCWl RSM 
C1ac•dlng 
The 8259A can be easlly inlerconnecled in a system or 
one master wilh up 10 eight slaves ta handle up ta 64 
prlarity levols . 
A typical MCS-80/85 system ls shawn in Figure 2. The 
master contrais, through lhe 3 llne cascade bus, whlch 
one of the slaves wlll release the corresponding 
address. 
As shown ln Figure 2, the slave lnterrupt outputs are 
connected to the masler lnte,rupt requesl Inputs, When 
a slave requesl line ls actlvated and allerwards acknowl• 
edged, the masler will enable the co,responding slave 
to release the devlce rout ine address during by tes 2 end 3 
of INTA. 1 Bylo 2 only for MCS-86 l. The IRO input should 
0,-,.11.,.. O• ..ctt,uon ·, • • 
----------
Reil0 1eav• t1 1eo••••• 
Sel ,pec111 m-.11. mooe 
Heul 1pec1 •I m HII. mode 
not be connected 10 a slave 8259A unlcss IR1 -tn7 arso 
have slaves atlached 
The cascade bus lines are normally low and wlll contaln 
the slave address code tram lhe tra lling edge ol the firsl 
INTA pulse to the trai ling edge ol the lhird pulse. Il is 
obvlaus that each 8259A ln the sys1em must fallow a 
separate lnltiallzallon sequence and can be pro-
grammed to work in a difterent mode. An EOI command 
must be issued lwice: once for the masler and once tor 
the corresponding slave. An address decoder is roquired 
10 aclivato the Chlp Selecl (~) lnpul of each 82~9A. 
The cascade lines of lhe Master 8259A are actlvated for 
any interrupt input, aven if no slave ls connected to that 
Input. 
( AOORUSauS (III \ 
\ COhllllOL e us 1 
IHf 11,((1, 
{ OAî.t.eUSIII 1 
- - - - - --- ---
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+ 5V suppl y. 
Ground. 
81d1recllonal data bus. used for: 
a) programnung lhe modo of lhe 
8259A (pro9rammIng is done by 
software): b) the microprocessor 
can read the slatus al lhe 8259A; 
c) the 8259A wi ll send vec torlng 
data ta the microprocessor when 
an interrupt is acknowledged. 
lnt errupt Requests: Thcse are 
asynchronous inputs. A posi Iivo-
going ectge wlll generate an in• 
terrupt request . Thus a request 
can be generated by ralsing the 
lino and holding 11 high unlil 
ack nowle<lged , or by a negallve 
pulse. ln level triggered mode, no 
edge 1s rcquired. These lines are 
acllve HIGH. 
Read (generally from 8228 in 
MCS-80 system or from 8036 ln 
MCS-86 syslem) 
Wrtle (generally tram 8228 ln 
MCS-80 sylem or trom 8086 ln 
MCS-86 sysIem). 
26 lnl erru pt Acknowledge (generally 
trom 8228 in MCS-80 syslem, 
8086 in MCS-86 syslem). The 8288 
gunerates three distinct INTA 
pulses when a GALL Is inser1ed, 
the 8086 produces Iwo d1slinc1 
INTA pulses during an inl errupt 
cycle. 
ABSOLUTE MAXIMUM RATINGS" 
Amb1enl Tcmpera lure Under Bias .. .. . - 4Q•C to es •c 
S1or;19e Temperalure .... -65 •C lO + 1so•c 
Voil age On Any Pin 
w,111 R~Sp6CI to Ground . . , . . - 0.5V lo + 7V 
Pawcr 01ssipa11on . . . . . .... . 1 Wall 











Ch1p Select ru5 and wf\ aro eo 
abled by Ch1p Selec l , 1,vt\E'JQas ln 
terrupl Ack.nl)w\edga ,s lnd~· 
pendent o l Chip Selecl. 
Usually the leas1 slgnlflcan l bit of 
the microprocessor address oul· 
put. When AO = 1 the lnlorrupt 
Mask Aeglster can be loaded or 
rcad. When AO = 0 lho 8259A 
mode can be programmcd or ils 
stalus can be ,ead. c§: 1s active 
LOW. 
Goes direclly to lhe mlcro-
processor lnterrrupt input. This 
output will have high Vm 1 to 
malch the 8080 3.3V V111• INT ls 
active HIGH. 
Three cascade llnes, outputs ln 
masIe, mode and Inputs ln slave 
mode. The master issues the 
binary code of the acknowledged 
interrupt level on thcse llnes. 
Each slave compares thls code 
wilh ils own. 
16 SP/EN ls a dual tunctlon pin. ln 
the bulfered mode SÎ'/ËN is used 
to enable bus transcelvers (ËN), ln 
the non-bulfered mode °ITT'ltN 
determlnes If lhls 8259A ls a mas• 
ter or a slave. If SP = 1 the 8259A 
1s master; SP:.: 0 lndlcates a slave. 
s 1,esses abo-le thOse llste<I l.mde, .. Absolut• M;u lmum Ratmgs" mey 
cause pa,maoen l damage 10 the C,evlce Tt11s ls • al!US 1a1h1g only and 
tunct1ona1 0P{lfallon of the <k!!Y•C• al u,.~• Of any oth,., con.htlons &bo•• 
lh0H 1ndlc•1•d ln ltl• ope,auonal H Clions of ltlll speclfl callon ,. not 
lmpiled 
r. - o·c 10 70 'C Vcc= 5V" 5% (8259A-8) Vcc= 5V ± 10% (8259A) 
-
Symbol Parameter Min. Max. Unlls Test Condition, 
VIL Input Lo w Voilage - .5 .8 V 
VIH lnpul H ign Voilage 2.0 Vcc+ .5V V 
Vol Output Low Voltage .45 V loL= 2.2 mA 
VoH Quipu! High Voltage 2.4 V loH= -400 ..>-
lnlerrupt Output High 3.5 V loH= -100 eA 
VOHUNT) Voltage 2.4 V IOH= - 400 ..>-
lu Input Load Current 10 ..>- v,H = Vcc 10 ov 
ILOL Oulpul Leakage Current - 10 ..>- VouT:i.: 0.45V 
ILOH Output Leakage Current 10 ..>- Vour= Vcc 
1cc Vcc Supply Current 85 mA 
6-102 
8259A 
8259A A.C. CHA RACTERISTIC S 
T • = o·c to 70 ·c Vc:c = 5V :t" s , ~ 18259A·8) Vcc = sv :i- 10•1. (8259A) 
TIM ING REQUIREMENTS 8259A·I 8259A 
--- -·- ,--;-· 
Symbol P•~!_m•t•r Min. Mu. Min. Mu. Unll1 T11t Conditions 
TAl1AL AOICS Setup 10 RD/INTAI 50 0 ns 
- -·-
~t:t~~- ~~CS Hold aller ADIINTAI 5 0 ns 
TALRH RD Pulse Wldlh 420 235 ns 
TAHI~ AO/~~~~p toWAI 50 0 ns 
TWHAX AO/CS Hold aller WAI 20 0 ns 
TWLWH WR Pulse Wldih 400 290 ns 
TOVWH Daia Setup to WAI 300 240 ns 
TWHDX Daia Hold afler WRI 40 0 ns 
TJLJH lnlerrupt Request WIdth (Low) 100 100 ns See Note 1 
TCVIAL Cascade Setup to Second or Thlrd 55 55 fITT'ïÏI iSlave Onlvl na 
TRHAL End of RD to NeKI Command 160 160 ns 
TWHRL End of WA to Next Command 190 190 ns 
Hot~ 1. Thil la, tM tow Ume ,equh.a IO .clHI th• Input l•ICh 1n lhe edO• t rlggeted rnootl. 
TIMING RESPONSES 8259A-8 8259A 
Symbof Parameter Min. Max. Min. Mu. Unita Teat Condition, 
TRLDV Data Valld trom RD/I NTAI 300 200 
TRHDZ Dale Float aller RD/INTAI 10 200 100 
TJHIH lnterrupt Oulput Delay 400 350 
TIALCV Cascade Valld from First INT M 665 565 (Master Only) 
TALEL Enable Active lrom RDI or INTA 1 160 125 
TRHEH Enable Inact ive from ROf or INTAt 325 150 
TAHDV Daia Valld from Stable Address 350 200 
TCVDV Cascade Valld 10 Valid Data 300 300 
CAPACITANCE 
T•= 25'C; Vcc= GND= OV 
Symbol P1r1m1ter Min. Typ. Max. Unit 
C1H Input Capacltsnce 
CIIO UO Capacltance 






TEST POINTS < 
0.8 
6-103 
ns C of Data Bus 
ns Max. test C :;z 100 pf 
ns Min. tost C =- 15 pF 
c,Nr--= 100 pF 
ns 






Ic a: 1 MHz 
Unmeasured pins returned to Vss 
8259A 
WRITE MODE 
iiâ----------, - -- hlWH ---7 
READ/INTA MODE 
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