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ABSTRACT
High-Contrast Observations
with an Integral Field Spectrograph
Neil Thomas Zimmerman
This thesis is comprised of work carried out during the commissioning phase of
Project 1640, a combined coronagraph–integral field spectrograph for Palomar Observa-
tory’s adaptive optics-equipped 200” Hale Telescope. I have divided my investigations into
three chapters. First, I describe the data reduction pipeline software, which solves a num-
ber of data extraction and calibration challenges unique to this kind of instrument. In the
second chapter, I demonstrate a novel method for faint companion discovery which takes
advantage of the high-precision relative astrometry enabled by a pupil plane reticle grid.
This tool, in combination with the spectrophotometric capability of the integral field spec-
trograph, reveal that the A5V star Alcor has a heretofore unknown M-dwarf companion. In
my third chapter, I explore the suitability of combining the non-redundant aperture mask
interferometry technique with an integral field spectrograph. In the proof-of-concept ob-
servation of the spectroscopic binary star β CrB, I retrieve the first near-infrared spectrum
of its F-dwarf companion.
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Thanks to advances in numerous detection techniques, we are moving rapidly towards a
census of the menagerie of worlds beyond the Solar System. Our current portrait of the
exoplanet population already spans a wide range of physical properties. High-contrast
imaging has a particularly crucial role to play in the expansion of exoplanet knowledge over
the next decade. This approach will uniquely enable astronomers to build a large ensemble
of detections of outer planets (at orbital separation 5 AU and greater), at the same time
as probing their atmospheric composition. To reach this stage, integral field spectroscopy
techniques must be adapted to extreme specifications in angular resolution and contrast.
Figure 1.1 illustrates the distinct regions of exoplanet parameter space available to
several different survey methods, plotted in terms of mass and orbital separation.
Before concentrating on the method that is the subject of this thesis, it is worthwhile
to briefly examine the handful of other exoplanet discovery methods which have earned
the greatest share of support from the astronomical community. To show how they fit
1
2 Chapter 1: Introduction
Figure 1.1 The known population of exoplanets plotted alongside the sensitivity envelopes
of several detection techniques, reproduced from Beichman et al. (2010). Sensitivity curves
are plotted for ground-based radial velocity surveys; Corot and Kepler (transit missions);
Gaia and SIM (space astrometry missions, the latter canceled). The shaded region in the
upper right corner highlights the discovery space of ground-based high-contrast imaging in
the next decade, with the darker extension below representing JWST’s estimated range of
sensitivity.
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into the broader picture of the comparative exoplanetary science field, we summarize their
strengths, weaknesses, achievements to date, and future prospects. Scharf (2009) gives an
excellent review of some of the technical principles behind these methods, which we merely
allude to here.
We also note that in our discussion here of exoplanets, we implicitly include substel-
lar companions extending into the brown dwarf mass regime (by convention established
by Oppenheimer et al. (2000), the lower mass limit of Deuterium burning, typically 13 MJ).
One reason for this is the strong body of theoretical evidence suggesting that the formation
mechanisms of brown dwarf companions are closely linked to that of giant planets (e.g.,
Stamatellos et al. 2007; Thies et al. 2010). Furthermore, the Deuterium burning process
which separates brown dwarfs from planets is not a simple transition fixed for all condi-
tions. For example, a body as small as 11.3 MJ will eventually burn 10% of its Deuterium,
provided its helium fraction is as high as 0.32 (Spiegel et al. 2011). Our understanding of
the internal physics of these bodies is modest, and it is very challenging to disentangle the
effects of mass, metallicity, and age in observational data. Therefore, it is wisest to con-
sider all sub-stellar companions over one continuous space of physical parameters, rather
than allowing terminology restrict us.
1.1 Indirect Exoplanet Detection Methods
Of all the exoplanet detection methods, gravitational microlenses probe the widest range
of masses and orbital separations. This is due to the extreme sensitivity of the lensed
light curve to properties of the mass distribution of the the lensing bodies—in this case,
4 Chapter 1: Introduction
the planetary system itself (Gould & Loeb 1992). However, the very low probability of
seeing a microlens event for a given star means that detections tend to occur for stars at
prohibitively large distances for any kind of follow-up observations (to date, the shortest
published distance estimate to a microlens exoplanet is 1.5 kpc; Gaudi 2010). Because
of this, the strategy of these planet hunters has been to carry out wide-field surveys for
microlens events, each intensively followed up by multiple optical telescopes to piece to-
gether as much continuous time coverage as possible over their duration (on the order of
days; Udalski 2003). Microlensing surveys are not confined to studying objects gravitation-
ally bound to stars: recently, results from a two-year campaign revealed that “free-floating”
planetary mass objects are probably more common than main-sequence stars in the Milky
Way (Sumi et al. 2011).
While the precisions of the inferred mass and orbital separation of an individual planet
are usually low, microlens surveys are steadily accumulating statistical constraints on plan-
etary system architectures. There is little doubt that the large accessible distance scales will
enable gravitational microlens studies to lead our understanding of how planet properties
vary for different stellar populations within the Milky Way, and even beyond. If the rec-
ommendations of the National Academy of Sciences Astro2010 Committee are followed,
NASA’s next flagship astrophysics mission will be a wide-field near-infrared observatory
partially dedicated to surveying the galactic bulge for exoplanet signatures in microlens
events (Blandford 2010).
The transit technique also has a relatively low detection probability per star. Again,
as in the case of microlenses, the low per-star event rate can be beaten through large-area
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sky surveys. Exoplanet transit studies have entered a true golden age since the Kepler
spacecraft launched in 2009, due to the awesome precision of its differential photometry
(40 ppm median precision; Caldwell et al. (2010)). The first four months of data alone
contain 1235 planetary-like transit signatures (Borucki et al. 2011). However, picking out
the transit signal from long term systematic photometric noise is just the start of the chal-
lenges for this detection technique: the path from candidate to confirmed planet is not a
simple one. Dedicated follow-up observations for each candidate are necessary to elim-
inate false alarms, which can result from a number of bedeviling configurations, such as
grazing eclipses by stellar companions, and background eclipsing binary stars in the line
of sight of the candidate host star. In addition, the transiting planet’s mass can only be
determined in fortuitous circumstances, such as when a radial velocity signal is detectable,
or when there are measurable perturbations in transit timing caused by additional planets in
the same system (Holman et al. 2010; Nesvorny´ & Morbidelli 2008). The happy upshot of
those cases, however, is the constraint on planet density that comes along with knowledge
of both mass and transit depth (ergo radius).
Since the likelihood of catching a transit for a given star-planet pair is inversely pro-
portional to the orbital separation, transit detections are heavily biased towards close-in
planets. Therefore, it is unsurprising that all exoplanets discovered so far through transits
have semi-major axes below 0.5 AU. Nevertheless, important conclusions have been drawn
about this part of the exoplanet population from Kepler data: the planet size distribution
peaks around 2–3 R⊕, and multiple-planet systems are common, making up at least 17% of
candidate planet systems. When overall geometric biases have been taken into account, the
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Kepler team estimates planet occurrence frequencies of 19% for Neptune-sized planets (2–
6 R⊕) and 7% for super-Earth sized planets within an orbital separation of 0.5 AU(1.25–2
R⊕; Borucki et al. 2011).
Ground-based transit surveys, including TreS, WASP, and HATNet, have also made
major contributions to exoplanet discoveries (Alonso et al. 2004; Collier Cameron et al.
2009; Bakos et al. 2009). By monitoring bright stars with relatively small telescopes, they
tend to discover massive “hot Jupiters” which are often amenable to follow-up and individ-
ual study. In some cases, this has involved spectroscopic studies of the transmission of the
host star’s light through the planet atmospheres, or the thermal emission from the planet
itself. HD 209458 b is one of the classic examples of exoplanets for which both of those
kinds of measurements have been possible (Charbonneau et al. 2002; Knutson et al. 2008).
Emission spectroscopy is also possible with these “hot Jupiters”: HD 189733 b is the first
exoplanet shown to possess Methane, based on the near-infrared spectrum acquired with
the Hubble Space Telescope (Swain et al. 2008). In this way, the first investigations on
the dynamics and chemical compositions of exoplanet atmospheres have begun, although
restricted to a sample with very small orbital radii and high temperature.
Until the Kepler mission began releasing data, the vast majority of exoplanet candi-
dates were discovered through yet another indirect technique: radial velocity. As of the
time of writing, this category has just reached a tally of 500. High-precision Doppler shift
instrumentation has paved the way for this flood of exoplanet discoveries (e.g., Pepe et al.
2002). Spectrographs designed for planet hunting such as HIRES and HARPS routinely
reach internal Doppler shift precision near 1 m/s, bringing super-Earth-mass planets within
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reach (Vogt et al. 2010). Crucially, the most sensitive radial velocity results confirm the rise
in the planet occurrence with decreasing mass from 1 MJ towards ∼ 2M⊕ that the Kepler
team uncovered (Howard et al. 2010).
Since radial velocity surveys operate by accumulating data over long time baselines,
they are also gradually expanding their discovery envelope into greater orbital separations.
Within the last year, six new radial velocity exoplanet candidates have been announced with
semi-major axis beyond 5 AU (e.g., HD 99492 c by Meschiari et al. 2011). To the extent to
which radial velocity surveys are complete in orbital period, they find that planet frequency
increases with distance from the host star, and furthermore that more massive planets exist
at greater separations. Finally, another surprise, uncovered by radial velocity surveys is the
broad distribution of eccentricities of long-period exoplanets. The eccentricity distribution
is populated all the way up to unity, and is strikingly similar to that of binary stars (Udry &
Santos 2007). However, one has to keep in mind that radial velocity signals only indicate
minimum mass, and so all of these derived relationships rest on statistical arguments. As a
cautionary tale, Santos et al. (2010) reported a radial velocity planet candidate with min-
imum mass 1.96 MJ orbiting HD 5833. By analyzing the Hipparcos satellite astrometry
data on this star, Sahlmann et al. (2011) determined that this radial velocity signal was ac-
tually due to a 69 MJ brown dwarf at an orbital inclination of 178◦. Orthogonal observation
techniques are required to constrain the inclination angle of the orbit and therefore the true
mass of radial velocity candidates.
One of the main limitations of radial velocity is noise from the target stars themselves.
Acoustic oscillations and spot activity conspire to add jitter to radial velocity measure-
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ments (Saar & Donahue 1997). Such contamination is particularly problematic for young
stars, other rapidly rotating stars, and evolved stars (Huerta et al. 2008; Prato et al. 2008).
Even for relatively quiet main-sequence stars, the lack of long-term stability in Doppler
measurements prevents surveys from detecting low-mass, long-period planets. To what
extent this barrier can be overcome, through complementing Doppler measurements with
careful monitoring of target star activity, remains to be seen. Even if the confusion from
stellar activity is counteracted, however, the length of time required to monitor the star be-
fore a detection emerges would still scale with the orbital period. As a result, radial velocity
is an inherently inefficient method to search for long-period planets of any mass.
Similar to the way that stars reveal planetary mass companions through the Doppler
shift of their photospheric emission, pulsars too can broadcast the existence of unseen com-
panions, through the timing of their radio pulses. In fact, Wolszczan & Frail (1992) made
the first secure discovery of an exoplanet–a system of two planets, no less, both confined
to orbits within 0.5 AU—based on analyzing the millisecond-scale perturbations in radio
pulse arrivals from PSR B1257+12. The exquisite sensitivity of the pulse period variation
to orbital motion soon enabled Wolszczan to uncover a third planet of mass lower limit
0.015 M⊕, comparable to the mass of Earth’s moon (Wolszczan 1994). A number of the-
oretical models for the origins of the pulsar planets have been investigated, with results
favoring formation in a disk of matter accreted by the neutron star (Podsiadlowski 1993;
Phinney & Hansen 1993). There remains no clear consensus on the exact physical mech-
anism, however (Hansen et al. 2009). In any case, the unexpected discovery of the pulsar
planets dramatically underscored the immense range of environments that exoplanets can
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occupy.
The last indirect detection method we describe, astrometry, is one of the oldest of all
in astronomy. Yet, ironically, it has been the slowest of all mentioned so far to mature in the
exoplanet field. This is due to the extremely small reflex amplitude generated by a planet, in
conjunction with the turbulent atmosphere spoiling the angular resolution of telescopes at
optical wavelengths. However, developments in long baseline optical interferometry instru-
mentation (Shao & Colavita 1992) have recently brought differential astrometry precision
into the regime of exoplanet sensitivity (< 50 µas at the Palomar Testbed Interferometer
as reported by Muterspaugh et al. (2006)). The VLTI PRIMA (Phase-Referenced Imag-
ing and Micro-arcsecond Astrometry) project is one of the new facilities expected to make
major contributions in this area, surveying bright nearby stars from the Southern hemi-
sphere (Launhardt et al. 2008).
Farther along into the future, space missions with astrometry capability, unhindered
by the atmosphere, will uncover avalanches of planets in the solar neighborhood. ESA’s
Gaia satellite will survey the full sky and record 8 µas-precision astrometric tracks for all
stars with magnitude 6 < V < 13 (Lindegren 2010). Such measurements are sufficient to
detect the reflex motion of G-type stars hosting giant planets of order 2-3 MJ within 50
pc. However, although the Gaia satellite will be launched in 2013, the astrometric results
will not be fully processed and released until three years past the end of science operations,
after 2020.
Astrometry is biased in a manner similar to radial velocity, towards large, short-period
planets. To detect planets with wide separation requires monitoring on a time scale com-
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parable to the orbit period, and consequently a strong handle on long-term systematic error
sources. Stellar activity is also a concern, though much less so than in the case of radial ve-
locity (Makarov et al. 2009). Therefore, astrometry surveys can more evenly sample host
stars across age and spectral type than radial velocity surveys can, constraining models
describing how young planetary systems evolve from the time of formation.
1.2 High-Contrast Imaging
High-contrast imaging differs from all the above approaches in that it is a direct detec-
tion technique. Rather than inferring the presence of the planet from the properties of the
host star’s light (or in the case of gravitational microlens, usually a background star), high-
contrast imaging seeks to isolate the light either reflecting off of or emitted by the planet.
The technical challenges to accomplishing this are tremendous. As in the case of astrom-
etry, the angular resolution requirement puts ground-based efforts at the mercy of the at-
mosphere. The extreme contrast between the star and the planet compounds this difficulty,
since the atmosphere degrades the the star’s image so that its light is spread over the very
region where one would search for an exoplanet point sources. Even from space, where the
stellar image formed by a telescope approaches the theoretical limits of sharpness and sta-
bility, potential planet signals are overwhelmed by the structure in the diffraction pattern.
The reflected light from a Jupiter analog around a solar twin, for example, is a factor of 108
dimmer than the star at near-infrared wavelengths. Therefore, the residual starlight at the
planet’s separation must be suppressed below this level in order to detect it and measure its
spectrum (Oppenheimer & Hinkley 2009).
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Before forging ahead into such a challenging, and expensive observational problem,
we need to justify the efforts on scientific grounds. The case is straightforward: high-
contrast imaging is the only exoplanet detection approach that can efficiently detect outer
planets (beyond ∼ 5 AU) without many years of repeat observations of the star’s position
or Doppler shift. It is also the only method which allows us to isolate the spectrum of a
long-period planet, to investigate its composition. Eventually, with further technology de-
velopment, high-contrast imaging will enable spectroscopy of terrestrial exoplanet atmo-
spheres, setting the stage for astrobiological investigations to answer profound questions
about Earth’s place in the universe.
Wave front control is the most important aspect of high-contrast instrumentation. Ad-
vanced adaptive optics systems, by compensating for most of the distortions introduced
by the atmosphere, concentrate a target star’s light from the fuzzy seeing-limited disk into
a tight point spread function (PSF) resembling the ideal diffraction-limited telescope re-
sponse (Hardy 1978). Once the starlight has been corrected to a sharp (high Strehl-ratio)
PSF, it then becomes feasible to subtract almost all of it from the image. This is the func-
tion of a stellar coronagraph, a train of masks that operate on the light exiting a telescope,
before the image is brought to a final focus.
In the regime of high wave front correction (< 200 nm root-mean-square residual
wave front error) that is achieved by the adaptive optics systems of a few observatories
around the world, a modified version of the classical Lyot coronagraph (Lyot 1939) has
been shown to be an effective design for removing the core of the star’s PSF and attenuating
its extended diffraction structure (Sivaramakrishnan et al. 2001). A diagram of this concept,
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illustrated for the case of an ideal wave front and a telescope with no secondary obstruction,
is shown in Figure 1.2. The first mask, in the focal plane, is of width several diffraction
widths. In the following pupil plane, whatever energy was not occulted by the focal plane
mask is localized near the pupil boundary. Therefore, a second mask blocking a ring around
the perimeter of the pupil functions to attenuate the PSF at locations outside the original
occulting spot in the final image. Further improvement to the overall contrast is realized by
smoothing hard edges in the pupil with an apodizing mask (not shown) (Soummer 2005).
The Lyot coronagraph is only one among many coronagraph designs (for a recent
review, see Guyon 2009). However, it has several advantageous over its cousins: the con-
cept is the most thoroughly proven on real telescopes, and the cost of implementation is
relatively low, since it does not demand exceptional procedures in optical fabrication or
alignment. Outside of the family of conventional coronagraph designs, there also exist in-
terferometric nulling techniques to cancel the light of a star (e.g., Angel & Woolf 1997;
Hinz et al. 1998). However, their more stringent wave front requirements preclude the pos-
sibility of ground-based implementations (the Keck Interferometer, for example; Colavita
et al. 1998, 2009) from delivering starlight suppression on par with Lyot coronagraphs.
Yet, future space-based missions may take advantage of an interferometric nulling concept
to characterize terrestrial exoplanets (e.g. Le´ger et al. 1996; Angel & Woolf 1997; Wallace
et al. 2000; Lawson et al. 2007; Lyon et al. 2010).
The efficacy of combining adaptive optics (AO) with a coronagraph to reach a high
dynamic range was demonstrated by the first discovery of a brown dwarf, Gliese 229B,
using the 60-inch (1.5 m) telescope at Palomar Observatory (Nakajima et al. 1995; Oppen-
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Figure 1.2 Diagram of the concept of a Lyot coronagraph for stellar occultation, reproduced
from Oppenheimer & Hinkley (2009). The occulting spot, in the focal plane, occults the
core of the target star PSF. In the re-imaged pupil plane, light from the spatially extended
diffraction rings of the PSF is concentrated near the perimeter of the pupil. By adding a
“Lyot stop” in this pupil plane, the diffraction rings are attenuated in the final image, thus
boosting the overall dynamic range.
heimer et al. 1995). The contrast and separation regime this object occupied, ∼ 105 at 8′′
separation, was beyond the reach of conventional ground-based telescope imaging. At the
5.7 pc distance of the Gliese 229 system, this angular separation corresponds to a projected
physical distance of 46 AU, comparable to the scale of the orbits of the outermost plan-
ets in the Solar System (the semi-major axis of Neptune’s orbit is 30 AU). Therefore, to
probe stellar environments within the scale of the Solar System—even for the closest stars
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Figure 1.3 Image of a coronagraphically occulted star by Project 1640. In this regime of
adaptive optics correction, the dominant remaining starlight contamination appears in the
form of speckles, point source-like artifacts due to wave front errors originating inside the
telescope and instrument optics.
in the solar neighborhood—requires us to peer yet closer to the star, where reaching 105
and higher dynamic range is ever more challenging. To reach a dynamic range of 106, for
example, the residual wave front error of the AO coronagraph must be on the order of 20
nm in the H band, as compared to the ∼200 nm RMS error that is routinely achieved with
several current AO systems in the near-infrared (Stapelfeldt 2006).
At angular separations of several tens of diffraction widths from the target star, inside
the control radius (Oppenheimer et al. 2003) provided by the adaptive optics system, the
residual starlight limiting the dynamic range takes on the form of speckles (see the image
in Figure 1.3 for an example; for an early description of the phenomenon see Racine et al.
(1999)). Speckles originate from aberrations in the wave front beyond the control of the
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adaptive optics system, either because the errors are below the sensitivity of the wave front
sensor, or because they originate downstream of the AO system. In practice, when AO
performance is excellent, it is the latter that dominate. Since these are aberrations caused by
minute imperfections on optical surfaces, such speckles are long-lived quasi-static artifacts
which evolve slowly and do not average out over long exposures like photon noise (Marois
et al. 2005; Hinkley et al. 2007).
There are a few ways to surmount the speckle barrier. One is angular differential
imaging, which takes advantage of the fact that the quasi-static speckle pattern is fixed
with respect to the optics rather than the light source. By combining many images where
the sky is rotated at different angles with respect to the camera, the speckles can be partially
eliminated by a form of PSF subtraction (Marois et al. 2006a). This method was in fact
used to achieve one of the first direct images of an exoplanet system, discovering three
young, self-luminous giant planets orbiting HR 8799 (Marois et al. 2008a). One of the
limitations to angular differential imaging, however, is the fact that the images must be
acquired over a long enough time interval for significant sky rotation (in the case of an alt-
azimuth telescope). Therefore, the effectiveness of the subtraction is limited by the subtle
evolution of the speckle pattern over the course of the exposures.
Another method of reducing the influence of speckles is to take advantage of their
chromatic properties (Racine et al. 1999; Sparks & Ford 2002). To first order, speckles
scale radially from the target star, by an angle proportional to wavelength. This chro-
matic speckle expansion may be understood in the framework of Fraunhofer diffraction, in
which the image intensity is the square of the Fourier transform of the complex telescope
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pupil amplitude function (Goodman 1996). The solution of the Fraunhofer integral scales
linearly in the spatial dimensions with wavelength. Consider a case where the pupil am-
plitude function, including an on-axis plane wave and the speckle-generating aberrations,
is constant for all wavelengths. The telescope image, including the speckles caused by
the aberrations, will appear identical across those wavelengths, apart from a spatial scale
factor. A true off-axis point source, on the other hand, cannot result in a pupil with fixed
complex amplitude over wavelength. That is because the plane wave from the off-axis point
source introduces a wavelength-dependent slope in the phase of the pupil. This phase slope
perfectly cancels the chromatic scaling that the rest of the image experiences, and so the
off-axis point source remains fixed in the image.
Therefore, if an instrument behind an AO coronagraph can record simultaneous im-
ages over roughly an octave of wavelengths, it is then possible to discriminate speckles
from true astrophysical sources. The implementation again comes down to a form of PSF
subtraction, but beforehand scaling the different wavelength images appropriately. In prac-
tice, this is complicated by deviations from linear scaling, and the variations in the relative
amplitudes of the speckles across wavelength. Nonetheless, it has been demonstrated with
real data to offer over a factor of ten improvement in dynamic range (Crepp et al. 2011).
On top of this, there is the tremendous scientific benefit of acquiring the spectrum of the
planet, once detected (Pueyo 2011).
Project 1640 (P1640), the instrument used for all observations in this thesis, is the first
instrument to implement the chromatic approach to high-contrast imaging (Hinkley et al.
2011a). The wavelength diversity is introduced by an integral field spectrograph, shown in
Chapter 1: Introduction 17
Figure 1.4 Diagram of the Project 1640 Integral Field Spectrograph, reproduced from Hink-
ley et al. (2011a). The coronagraphically-occulted image is formed on the microlens array.
Each microlens separates the light from a small spatial element of the field of view, which
is then collimated and dispersed by a prism. The resulting spectrum is focused on a near-
infrared detector array.
Figure 1.4. Although integral field spectrographs have been used in astronomy for decades,
P1640 operates in a unique regime of spatial and spectral resolution optimized for its pur-
pose. It uses a microlens array to break the image up into optically isolated spatial elements.
A prism disperses the light from each microlens, forming spectra which are focused on a
near-infrared detector. The integral field spectrograph was designed to match an apodized
Lyot coronagraph situated behind the 200-inch Hale Telescope’s PALAO system (Dekany
et al. 1997). We note that two other high-contrast instruments with similar design to P1640
will begin operation in the next year: Gemini Planet Imager (Macintosh et al. 2008), and
Spectro-Polarimetric High contrast Exoplanet REsearch (SPHERE) project (Beuzit et al.
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2008).
In the next chapter, we explore the methods needed to treat the data produced by
the integral field spectrograph. Before speckle suppression can work, it is necessary to
extract a data cube from each spectrograph focal plane. The spectrum produced for each
spatial element is coarsely-sampled, and confined to a tiny fraction of the detector area, so
that even small distortions in the geometric pattern of the focal plane will corrupt the data
extraction unless those effects are accounted for. The solution comes down to building an
accurate empirical model of the response of the spectrograph, taking into account long-term
systematic effects.
The third chapter of the thesis answers the question: when a new source shows up in
a high-contrast image, what should we do next? Two stars in the same line of sight may
not be physically related. We must demonstrate through astrometric analysis of at least
two epochs of data that the source is gravitationally bound to the star, and not merely a
background star. This chapter also shows how the low-resolution spectrum from an integral
field spectrograph like P1640 can be used to characterize faint companions.
The final chapter explores an alternative, non-coronagraph high-contrast operating
mode for an integral field spectrograph behind an AO system: non-redundant aperture mask
(NRM) interferometry. The main advantage of NRM interferometry is the that the inner
working angle is the same as that of a Michelson interferometer, λ/(2D), if D is telescope
aperture versus 5λ/(2D) for coronagraphs optimized for high contrast work. This allows
NRM observations to complement the physical scales probed by coronagraph images. As
we show in this chapter, by adding the wavelength dimension of an integral field spectro-
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graph to NRM interferometry, it is also possible to retrieve accurate low resolution spectra
at these close angular separations.
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Chapter 2
A Data-Cube Extraction
Pipeline for a Coronagraphic
Integral Field Spectrograph†
Neil Zimmerman, Douglas Brenner, Ben R. Oppenheimer, Ian R. Parry, Sasha Hinkley,
Stephanie Hunt & Robin Roberts
ABSTRACT
Project 1640 is a high-contrast near-infrared instrument probing the vicinities of nearby
stars through the unique combination of an integral field spectrograph with a Lyot corona-
graph and a high-order adaptive optics system. The extraordinary data-reduction demands,
similar to those that several new exoplanet imaging instruments will face in the near future,
†Published in PASP, Vol. 123, Issue 904, pp. 746-763 (2011)
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have been met by the novel software algorithms described herein. The Project 1640 Data
Cube Extraction Pipeline (PCXP) automates the translation of 3.8× 104 closely packed,
coarsely sampled spectra to a data cube. We implement a robust empirical model of the
spectrograph focal-plane geometry to register the detector image at subpixel precision, and
we map the cube extraction. We demonstrate our ability to accurately retrieve source spec-
tra based on an observation of Saturns moon Titan.
2.1 Introduction
In recent years an assortment of new astronomical techniques have evolved to address the
challenges of imaging faint objects and disk structure at close angular separations to nearby
stars. A major scientific motivation for these efforts is the direct detection and characteriza-
tion of low-mass companion bodies orbiting at separations between∼ 5 and 100 AU. These
objects are beyond the reach of conventional optical imaging due to the extreme contrast
in brightness with respect to the primary star. In such cases, even under ideal observing
conditions the diffracted light of the primary star overwhelms the neighboring source of
interest. The various methods of manipulating a star’s light to enable investigation of its
immediate environment are collectively referred to as high-contrast imaging. For a recent
review of this field, see Oppenheimer & Hinkley (2009). The acquisition of spectra of
young, sub-stellar mass objects in this newly opened parameter space will ultimately lead
to a breakthrough in our understanding of exoplanet populations (Beichman et al. 2010).
Project 1640 (P1640) is the first of several instruments to approach the high contrast
imaging problem through a combination of high-order adaptive optics, a Lyot coronagraph,
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and an integral field spectrograph (Hinkley et al. 2011b). Forthcoming instruments using
a similar design include the Gemini Planet Imager (GPI) (Macintosh et al. 2006), the Very
Large Telescope Spectro-Polarimetric High-contrast Exoplanet REsearch (VLT-SPHERE)
project (Beuzit et al. 2008), and the Subaru Telescope Planetary Origins Imaging Spectro-
graph (POISE) (McElwain 2008). While previous efforts have used integral field spectro-
graphs for high contrast imaging (e.g. Thatte et al. 2007; McElwain et al. 2007; Janson et al.
2008), and Lyot coronagraphs have also been employed for surveys of nearby stars (e.g.
Chauvin et al. 2010a; Leconte et al. 2010), P1640 is the first instrument to combine these
two technologies. The coronagraph component, based on the Fourier optics concept de-
scribed in Sivaramakrishnan et al. (2001), rejects the core of the target star’s point spread
function (PSF) and attenuates the surrounding diffraction rings. Provided that the adaptive
optics (AO) system upstream of the coronagraph has corrected the star’s PSF to near the
diffraction limit, then the dominant source of noise in the image exiting the coronagraph
takes the form of a halo of speckles surrounding the occulted star, as in Figure 2.1 (Racine
et al. 1999; Perrin et al. 2003). These relatively long-lived, point source-like artifacts are
caused by uncorrected wave front aberrations, and limit the dynamic range of the data
unless further processing is carried out (Hinkley et al. 2007).
The integral field spectrograph, also referred to as the integral field unit (IFU), is
situated after the coronagraph and provides spatially resolved spectra for a grid of points
across the field of view (Bacon et al. 1988). The reduced form of data acquired with an
IFU is a stack of simultaneous narrowband images spanning the instrument’s wavelength
range, often called a data cube. An example of part of a P1640 data cube is shown in
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Figure 2.1 Three of the 23 channels making up an example P1640 data cube, formed from a
154 s exposure of the coronagraphically occulted star HD 27946 (V = 5.3). The three chan-
nel images shown here, each consisting of 200×200 spaxels, are displayed with a square
root stretch. A halo of well-defined speckles surround the focal plane mask, expanding
with wavelength. The cube configuration of the data enables post-processing algorithms to
take advantage of the chromaticity of speckles to reduce their influence on detection limits.
Figure 2.1. One benefit the IFU provides is enabling the observer to measure the spectrum
of any source at any position in the field of view. This is not possible with a conventional
spectrograph, which can only use one spatial dimension at a time to discriminate against
other sources in the field of view. The second purpose of the IFU is to exploit the chromatic
behavior of the speckles (Sparks & Ford 2002). Speckles are optical in origin and their
separation from the target star is linearly proportional to wavelength, at least to a first-
order approximation (see Figure 2.1). By comparing the images in different channels of
the data cube, the observer can discriminate the speckles from a true point source, whose
position should remain constant with wavelength. Furthermore, automated post-processing
software can use the chromaticity of the speckles to subtract a large component of them
from the data, taking a reduced data cube as input and generating a speckle-suppressed
version (Crepp et al. 2011; Pueyo 2011).
The complex properties of data generated by the P1640 IFU necessitate novel reduc-
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tion techniques to reach the point where inspection, spectrophotometry, astrometry, and
advanced post-processing techniques like speckle suppression can begin. In the scope of
this article, we describe the software created to translate rapidly the raw data from the IFU
camera to a set of data cubes ready for further analysis.
2.2 Project 1640 Design and Data Acquisition
During operation at Palomar Observatory, P1640 receives a wave front-corrected beam of
the target star’s light from the 200” Hale Telescope AO system. The current AO system,
the 241-actuator PALAO (Dekany et al. 1997), will soon be upgraded to the 3388-actuator
PALM-3000 (Bouchez et al. 2009). Upon entering the instrument, the light passes through
an apodized Lyot coronagraph, followed by an integral field spectrograph, which contains
a near-infrared camera.
In addition to the focal plane mask and Lyot stop of a traditional Lyot coronagraph,
P1640 uses a pupil plane apodization mask to optimize the starlight suppression based on
the telescope pupil shape (Soummer 2005). The beam exiting the coronagraph comes to
a focus on a 200× 200 square microlens array at the entrance of the spectrograph. Im-
mediately after the microlens array, the light is collimated to form a pupil on a wedge-
shaped prism, which disperses the light over the 1.1-1.8 µm wavelength range of operation
spanning the J and H bands. Additional optics focus the 4× 104 resulting spectra onto a
Teledyne HAWAII-2 2048×2048 pixel, HgCdTe, near-infrared detector. The field of view
of the final image, designed to match the control radius of the PALM-3000 AO system, is
4′′×4′′. For further details on the optical and mechanical design, see Hinkley et al. (2011b).
26 Chapter 2: A Data-Cube Extraction Pipeline
For each exposure, the camera controller performs a sequence of non-destructive reads
on the detector array. In other words, the digitized value of each pixel is periodically
sampled while its voltage escalates. This technique, known as up-the-ramp sampling, can
result in the read noise being reduced by a factor of
√
N/12 in a reduced image when
the counts versus read slope is fit for the N samples of each pixel (Offenberg et al. 2001).
Up-the-ramp sampling also adds an advantageous temporal dimension to our data. Speckle
suppression algorithms work best when the positions of the speckles are well-defined. For
bright stars with high signal-to-noise in individual read differences, it may be helpful to
“freeze” the speckle pattern with the higher time resolution enabled in a read-by-read data
reduction. Our pipeline reduces the detector data with both approaches: the non-destructive
read (NDR) slope fit and consecutive read differences.
The read sample interval is fixed at 7.7 seconds by the camera controller. The se-
quence of reads are stored in a binary file containing the arrays of 16-bit unsigned integer
samples, which we refer to as a dat file. The camera controller also generates a sepa-
rate FITS file with a header containing the information about the telescope and instrument
status, the target (coordinates, magnitude, parallax, etc.), and the name of the dat file cor-
responding to the exposure. A typical observation of a Project 1640 science target is made
up of 15 exposures, each containing 20 reads, giving a cumulative exposure time of 38.6
minutes. The resulting volume of raw data is 160 Mbytes for each exposure’s dat file and
2.4 Gbytes in total.
The structure of the P1640 IFU focal plane, illuminated by Moonlight, is depicted in
Figure 2.2. The microlens array, represented by the dotted grid superimposed on the left
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Figure 2.2 A hierarchical diagram of the P1640 integral field spectrograph focal plane.
Left: an average of ten calibration Moon exposures, recorded by the near-infrared detector
at the spectrograph focal plane. The projection of the IFU microlens array onto the detec-
tor is represented by a superimposed dotted grid, with each gap spanning ten microlenses.
Middle: expanding a 100× 100 pixel section reveals the underlying pattern of microlens
spectra. The tilt of the square microlens array with respect to the detector (−18.5◦) in-
terleaves the adjacent rows of spectra for an efficient use of detector area. Right: each
spectrum, spanning J and H band (1.1 µm to 1.8 µm), displays the prominent telluric water
absorption trough centered near 1.4 µm.
panel, is rotated with respect to the detector. This configuration interleaves the adjacent
rows of microlens spectra, thereby maximizing the efficiency of focal plane area usage.
Along a given column of microlenses, the mean interval between neighboring spectra is 3.3
pixels in the horizontal direction and 10.0 pixels in the vertical direction. Each spectrum
takes up a length of approximately 27 pixels in the dispersion direction.
2.3 Spectrograph Focal Plane Model
Rather than relying purely on design predictions, we have written procedures to empirically
determine the IFU response, capturing the minute optical distortions and alignment changes
unique to each observing run. Two forms of calibration data are used as input for the
focal plane model. The first kind are the spectrograph images formed by illuminating the
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instrument pupil with a tunable laser source. These allow us to characterize the response at
fixed wavelengths across the passband. Secondly, during each observing run we observe a
broadband source of nearly uniform brightness across our field of view—either the Moon
or the twilight sky. In the case of the Moon calibration images, the telescope AO correction
loop was turned off, and several exposures with different pointings were averaged. These
images constrain the geometry of the focal plane, including the positions and shapes of the
individual spectra formed on the detector, as well as large-scale variations in sensitivity
across the field of view due to vignetting.
2.3.1 Spectrograph Point Spread Function Model
An accurate model of the monochromatic spectrograph point spread function (PSF) is at the
core of the IFU focal plane model. We emphasize the distinction here from the coronagraph
PSF, which is formed on the microlens array at the entrance of the IFU. The spectrograph
PSF, on the contrary, is the signal formed on the IFU focal plane from monochromatic light
incident on an individual microlens. In a laboratory environment before the first scientific
observing run, we illuminated the IFU with a tunable laser source and recorded narrowband
emission (bandwidth < 4 nm) images at wavelengths in 0.01 µm increments spanning the
0.7 µm operating band of the instrument. Any given laser image shows a grid of 3.8×104
point spread functions, each corresponding to a microlens illuminated by the beam entering
the spectrograph. From these images, we derived an analytic model of the spectrograph
PSF specific to the recorded wavelength, as follows: First, a script looped through all of
the PSFs in the spectrograph image, forming a 9×9 pixel mean PSF based on the subset
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having centroids within 0.05 pixels of a detector pixel center. Next, we experimented with
a variety of two-dimensional functional forms to represent the PSF, progressively adding
parameters until finding one with a good match to the data. Since in our case the detector
pixel width is comparable to the PSF full-width half maximum value, it was necessary
to take into account not only the effect of the finite detector pixel area in sampling the
function, but also intra-pixel sensitivity variations.
Charge diffusion is the largest contribution to non-uniform sensitivity within any given
pixel. During the technology development phase of a space mission to survey extragalactic
supernovae, Brown (2007) measured the effect of charge diffusion on the intra-pixel sensi-
tivity of a HAWAII-2 detector. He found a good empirical fit to a typical pixel’s response
by convolving a tophat function (with width equal to that of the detector pixel) with a hy-
perbolic secant diffusion term, sech( rld ), where r is radius from origin and ld is the diffusion
length. With the established diffusion length of 1.9 µm (compared to the 18 µm full pixel
width), the response falls to about 50% of the peak at the middle of each pixel edge. For
lack of similar measurements of our own HAWAII-2 detector, we assumed the same charge
diffusion behavior.
We discretized the two-dimensional functions representing the PSF, PM(u,v), and
intra-pixel response, RM(i, j), at a resolution of M times that of the detector, where M is an
odd number ≥ 3. In other words, the image model has M×M samples contained within
each detector pixel, one always aligned with the center of a pixel. The intra-pixel response
function, RM , is only defined over an area of one pixel, so that i, j ∈ {0,1, . . . ,M− 1},
whereas PM is defined over the entire 9M×9M area of the mean PSF cutout, correspond-
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where x,y ∈ {0,1, . . . ,8} are independent variables representing detector samples over the
9×9 pixel mean PSF cutout.
We found a satisfactory functional form to match the monochromatic PSF by taking























































Nine parameters fully describe the PSF in this formulation: two amplitudes, six charac-
teristic widths, and one rotation. The piecewise definition allows freedom from reflective
symmetry across the r axis. Hence there is a pair of characteristic widths for each side of
the s axis—one for s > 0 (σA,s+ and σB,s+) the other for s≤ 0 (σA,s− and σB,s−). Also note
the coordinate transformation built into the definition (Equation 2.3). The operations in the
right hand column vector serve two purposes. First, they shift the effective origin from the
lower left corner of the 9×9 cutout array—its original position for the purpose of simpli-
fied indexing in Equation 2.1—to its center. At the same time, the 1M factor scales both
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Table 2.1. Parameters describing the P1640 IFU PSF at two wavelengths, as defined in
Equation 2.2.
Wavelength (µm) A B σA,u σB,u σA,v+ σA,v− σB,v+ σB,v− θ
1.25 1.31 0.33 0.52 0.85 0.38 1.22 0.91 1.85 18.2◦
1.58 1.32 0.27 0.55 0.81 0.44 1.14 0.90 1.87 14.6◦
coordinates to units of detector pixel width. Finally, the 2×2 matrix facilitates a rotation
of the overall surface by angle θ in the counterclockwise sense.
Using MPFIT, the non-linear least squares fitting program written by Markwardt
(2009), we determined the function parameters for the mean PSF cutouts at wavelengths
1.25 µm and 1.58 µm. The results, based on a model spatial sampling rate of M = 11 times
that of the detector, are listed in Table 2.1. In each case, the amplitudes were scaled so
as to give unity peak intensity in the detector-downsampled PSF. As in Equation 2.2, the
characteristic widths are in units of detector pixel widths. In Figure 2.3 we have plotted
orthogonal cross sections of the best-fit PSF functions. In the same figure we drew bars
to represent the corresponding detector-downsampled PSF cross sections. Note that the
peak of each model function is significantly higher than that of the detector-downsampled
version, due to the sensitivity roll-off away from the pixel center. At both wavelengths,
the mean residual disparity between the downsampled best-fit model and the original mean
laser PSF cutout (not shown in the plot) is the less than 1% of the peak intensity.
2.3.2 Spectrum Image Model
We built upon knowledge of the spectrograph PSF to characterize the coarse near-infrared
spectra distributed across the IFU focal plane. Here we turned to our Moon and twilight sky
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Figure 2.3 Orthogonal cross sections through the center of the IFU PSF fit for wavelengths
1.25 µm (J) and 1.58 µm (H). The curves illustrate the function given in Equation 2.2
with the parameters given in Table 2.1. The bars represent the same models after being
downsampled to the detector resolution using the assumed intra-pixel response.
Table 2.2. Definitions of parameters describing the geometry of an individual spectrum
image. The mean, range, and standard deviation values of the parameters, as determined
for the September 2009 focal plane, are also listed.





N/A (0.0–2047.0, 0.0–2047.0) N/A
Height (h) Y1.10µm−Y1.76µm 23.9 pixels 23.5–24.7 pixels 0.2 pixels
Tilt (t) (X1.10µm−X1.76µm)/(Y1.10µm−Y1.76µm) 0.044 0.0090–0.080 0.021
calibration exposures, during which each microlens was illuminated with a strong, uniform,
broad spectrum of light. An example image of this kind was illustrated in Figure 2.2. By
isolating the small detector area containing an individual microlens signal, we can fit a set
of parameters encoding the spectrum geometry.
In Table 2.2 we have listed the parameters needed to describe the spectrum image of an
individual microlens. The (X0,Y0) position coordinates are the most fundamental of these.
They are referenced to the λ = 1.37 µm point, which coincides with the sharp (blue) edge
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of the telluric water absorption trough between the J and H bands. The X ,Y coordinates
index the full detector array from an origin at the pixel in the lower left (SW) corner of the
image; all integral values align with a pixel center. Using similar notation, we defined the
spectrum height and tilt based on the relative positions of the λ = 1.10 µm and 1.76 µm
points, which roughly correspond to the edges of our passband. From the position, height,
and tilt, the coordinates of an arbitrary wavelength in the spectrum can be calculated by the
following parameterized equations:








where h is height, t is tilt, and w = (λ−1.1 µm)/0.03 µm. By this definition, each integral
step in w corresponds to 0.03 µm, so there is a total of 22 such increments from 1.10 µm
and 1.76 µm. Using the same wavelength parameter, we can specify the intrinsic spectrum
incident on the focal plane by some function s(w) for 0≤ w≤ 22.
We introduce the concept of spectrum trace to model the layout of the spectrum by an
ideal “skeleton” image formed by a train of impulse functions, unencumbered by diffraction
and focus effects. The trace is discretized in the same manner as the PSF model, at a reso-
lution M times higher than that of the detector. In this case, however, we use a lower spatial
sampling rate factor of M = 7 to balance reasonable execution speed and performance. By
convolving the trace with the reverse of the PSF (rotated 180◦), and downsampling the re-
sult, we can synthesize a spectrum image as measured by the detector (Figure 2.4). The
position, height, and tilt parameters, along with the intrinsic spectrum can then be adjusted
by a least squares fitting algorithm until the downsampled result matches the data cutout.
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Figure 2.4 Diagram summarizing the microlens spectrum modeling procedure. On the
far left, the IFU PSF model (reflected about the center) is shown with a spatial sampling
factor 7 times that of the detector, with an overlaid grid of gray lines representing pixel
boundaries. We convolve this with the spectrum model trace shown in the next panel (again
shown with a gray grid to illustrate the scale of detector pixels) in order to simulate the
true light distribution. To test the accuracy of the trace, we downsample the convolution
result to the detector resolution, and compare it to the data cutout being fit. The fitting
algorithm switches between adjusting the trace parameters and repeating the convolution
and downsampling procedure until the model converges.
A cutout spanning an area of 9× 29 detector pixels is sufficient to enclose an indi-
vidual spectrum as well as major portions of the two nearest neighbors. At the start of the
fitting procedure, the cutout is aligned such that the (X0,Y0) reference point of the spectrum
nearly corresponds to pixel position (4, 16) in the detector-downsampled trace array. Two
free parameters in the model, ∆X and ∆Y , allow the algorithm to refine the initial position
guess alongside the other geometrical properties. For a given microlens spectrum, the fol-
lowing equations define the conversion between X ,Y detector indices and u,v trace array
indices:
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u =
(


















. Based on the typical interval between spectra along a mi-
crolens, we set the 1.37 µm reference points of the neighboring spectra by (u0↑,v0↑) =
(u0 +3.3M,v0 +10.0M) and (u0↓,v0↓) = (u0−3.3M,v0−10.0M).
The trace signal is dispersed over the same line segment defined in Equation set 2.4,
with intrinsic spectrum function s(w). The neighboring spectra are parameterized by the
same shape with respect to their own reference points, (u0↑,v0↑) and (u0↓,v0↓). We form
separate trace arrays for the J- and H-band halves of the spectra, designated TJ,M(u,v) and
TH,M(u,v). We do this in anticipation of separate convolution operations with the J- and
H-band PSFs (Figure 2.3). The two respective trace arrays are defined as follows:
TJ,M(u,v) =

s(w) −12 < u−u0− t(v− v0)≤ 12 and 0≤ w < 10
s(w↑) −12 < u−u0↑− t(v− v0↑)≤ 12 and 0≤ w↑ < 10




s(w) −12 < u−u0− t(v− v0)≤ 12 and 10≤ w ≤ 22
s(w↑) −12 < u−u0↑− t(v− v0↑)≤ 12 and 10≤ w↑ ≤ 22
s(w↓) −12 < u−u0↓− t(v− v0↓)≤ 12 and 10≤ w↓ ≤ 22
0 otherwise
(2.6)
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To test a given set of spectrum model parameters, we convolve the J and H trace
arrays with the reverse of the PSF model (such that P ′M(i, j) = PM(−i,− j)), giving a high-
resolution model of the light distribution on the focal plane, SM(u,v):
SM = TJ,M ∗P ′J,M +TH,M ∗P ′H,M (2.7)
Implicitly, we have zero-padded the trace arrays before the convolution, and trimmed the
result to the original 9M×29M array size. The detector-downsampling operation is similar








SM(i+Mx, j +My)RM(i, j) (2.8)
However, one new variable has been introduced in Equation 2.8: b, a constant offset added
to each pixel in the downsampled image model. This is one more parameter open to adjust-
ment by the fitting procedure, which takes into account any background level of scattered
light present in the data cutout. For a point source, in some focal plane locations this back-
ground reaches up to 3% of the 99.5 percentile-level count rate, considering all detector
pixels. Therefore, it becomes especially significant for an exposure of a source as bright as
the Moon. The resulting synthetic spectrum image S can be directly compared with the data
cutout (Figure 2.4). In principle, the least squares fitting algorithm (the MPFIT program
in our case) converges on the data cutout over many loops, switching between revising the
trace model parameters and comparing the downsampled result to the data.
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The combination of unknown position, shape, and intrinsic spectrum s(w) presents
too many free parameters for a fitting algorithm to accurately solve for at once. In practice,
we need to iteratively build up constraints, starting from as few assumptions as possible.
One aspect of the Moon/sky calibration exposure we can take advantage of is the fact that
the intrinsic spectrum, s(w), is identical across the image, apart from scale factors due to
large-scale variations in sensitivity over the field of view. In addition, by referring to the
laser calibration images, we can make very good initial guesses of the height and tilt for
a given region of the focal plane. Still, we found these constraints alone were insufficient
to reach consistent solutions. The exact vertical position of the spectrum (encoded by ∆Y
in Equation Set 2.5) proved especially difficult to determine with only limited information
about the light source and the instrument response. To get over this barrier, we chose to
use prior knowledge of the atmosphere’s transmission function—in particular, the shape
imposed on the spectrum by the deep water absorption trough in the middle of the P1640
passband.
Figure 2.5 shows the expected transmission function of the atmosphere from 1.28
µm to 1.52 µm. The data points are based on the measurements made by Manduca & Bell
(1979) from Kitt Peak (at altitude 6875 ft, comparable to the 5618 ft altitude of the Palomar
Observatory Hale Telescope), here averaged over 0.01 µm bins. Instead of allowing the
points inside the water trough (6 < w < 14) to vary freely, we impose the condition
s(w) =

Tatm(w)s(6) 6 < w < 10
Tatm(w)s(14) 10≤ w < 14
(2.9)
where Tatm(w) is the peak-normalized atmospheric transmission function plotted in Fig-
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Figure 2.5 The atmospheric transmission function around the water absorption trough be-
tween the J and H bands, binned to 0.01 µm resolution, based on the measurements
by Manduca & Bell (1979). The tick marks on the top axis indicate the scale of verti-
cal detector pixels along the dispersion axis of the spectrum. During the spectrum fitting
procedure, when the exact position and shape have not yet been established, the model
trace spectrum s(w) is forced to follow this profile in the range λ = 1.30–1.50 µm. The
dotted line separates those points of s(w) that are fixed relative to the free spectrum value
at λ = 1.28 µm (6 < w < 10) versus λ = 1.52 µm (10≤ w < 14).
ure 2.5. Inside the water trough, s(w) is discretized in 0.01 µm bins; outside, in 0.03 µm
bins (integral values of w). Once the above assertion is in place, the fitting algorithm could
at last reliably determine both the position and shape of the spectrum, as achieved in the
example shown in Figure 2.4.
2.3.3 Global Spectrograph Focal Plane Solution
We repeated the spectrum fitting procedure across the entire spectrograph image to form
a global solution unique to the specific epoch of the Moon/sky calibration exposure. To
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minimize the number of free parameters before executing this, we first determined a mean
intrinsic spectrum s¯(w) based on average of the s(w) fit results from a sub-area of about
100 spectra near the center of the field of view. With the spectrum shape fixed, however,
there needs to be a parameter that captures variations in overall signal strength across the
focal plane. We designated an amplitude parameter a to acts as a multiplicative constant,
applied to s¯(w), and freely adjusted alongside X0, Y0, h, t, and d.
In Figure 2.6 we have displayed maps of the height, tilt, and amplitude parameters
for one epoch. These maps proved essential to the challenging process of debugging the
fitting routines. They also enable easy visual comparisons between focal plane properties
at different times, and can serve as diagnostic tools during periods of modifications and
upgrades to instrument optics. The maps in Figure 2.6 appear as rotated squares because
the microlens array is by design rotated with respect to the detector (as shown previously
in Figure 2.2). We index the microlenses using Cartesian coordinates i and j relative to an
origin at the lower left corner. With these coordinates, a range of 0≤ i, j < 250 is sufficient
to enclose the 3.8×104 microlens spectra on the detector.
The ability to analyze the spatial distribution of the IFU spectra is also of great in-
terest. A vector field, like those depicted in Figure 2.7, is an effective way to illustrate the
evolution of the global spectrograph focal plane geometry. To make these plots, we first
partitioned the calibration image into an array of 8× 8 boxes, each of width 256 detector
pixels. For any two comparison epochs, each with spectrum position arrays X0(i, j) and
Y0(i, j), we calculated the median of the differences ∆X0(i, j) and ∆Y0(i, j) inside each box,
resulting in an 8×8 array of vectors. Before plotting those vectors, we subtracted the me-
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dian difference vector at the image center. In this way, we removed the effect of a trivial
bulk shift between the focal plane patterns.
Depending on the duration of time between the pair of calibration images under con-
sideration, the quivers representing the vectors need to be scaled up by different factors
to reveal the subtle evolution. Once this is done, it becomes clear that the overall scale
and orientation of the spectrograph focal plane pattern vary with time. More complicated,
non-uniform distortions also play a role. In all cases, the magnitude of these changes are
small enough that they would never be obvious from a mere “blinking” comparison of the
source images. For example, the transformation from March 2009 to June 2009 can mostly
be attributed to a rotation of the microlens array with respect to the detector (or vice versa)
by an angle of merely 14′′. Likewise, between 28 June 2009 and 29 June 2009, the focal
plane was magnified by about 0.003%. It is a fair guess that the changes we observe in
global focal plane geometry are due to minute variations of environmental conditions in-
side the IFU dewar. However, it remains unclear what the relative contributions are from
the various optics and the mechanical support structures. To an extent, the origin of these
changes is not an issue, so long as each science data set can be attached to a solution that
accurately reflects its particular geometry.
Another important product of our global fitting procedure is a synthetic image of the
entire spectrograph focal plane. Using the established geometric parameters, we can in-
ject an arbitrary source spectrum s⋆(w) to simulate the distribution of light incident on the
detector. The synthetic focal plane image is useful for inspecting the results of the global
fit, and is also an essential ingredient in the algorithm used by the cube extraction pipeline
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Figure 2.6 Maps of spectrum parameters making up one global spectrograph focal plane
solution. This particular solution is based on the fit to the Moon calibration image acquired
on 28 June 2009. The maps appear rotated due to the orientation of the microlens array
with respect to the detector (see Figure 2.2). Height is shown in units of detector pixels, tilt
is an inverse slope (unitless), and amplitude is mean-normalized.
Figure 2.7 Vector field plots illustrating examples of the evolution of the spectrograph focal
plane geometry over three time intervals: 1 day, 3 months, and 17 months. Each quiver
represents the median change in spectrum position inside a box 1/8th of the full image
width. In the top left corner of each plot, a small legend indicates the relative scale of the
quiver in terms of detector pixel widths. For each comparison, we customized the quiver
scale factor to clearly reveal the transformation.
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to register the spectrograph image of an individual science exposure at sub-pixel precision
(described in § 2.4.1.5). The formalism is analogous to that described for the individual
spectrum cutout model in Equations 2.5–2.8. We designate FJ(p,q) and FH(p,q) to repre-
sent the J- and H-band model trace arrays of the full spectrograph focal plane image, dis-
cretized at a spatial sampling rate M times that of the detector. Since the HAWAII-2 detector
array size is 2048× 2048, the trace arrays are defined over p,q ∈ {0,1, . . . ,2048M− 1}.
Here we again settled on a sampling factor of M = 7. Since as before, we require M to be
an odd integer ≥ 3, there is always a pair of trace array indices p,q aligned with the center
of a given detector pixel X ,Y :
p = MX + M−12
q = MY + M−12 .
(2.10)
The trace array is determined by the position, height, and tilt solutions, now indexed by


























s⋆(wi j) −12 < p− p0i j − ti j(q−q0i j)≤ 12 and 10≤ wi j ≤ 22
0 otherwise
p0i j = MX0i j +
M−1
2 , q0i j = MY0i j +
M−1






From the trace arrays, we obtain the spectrograph focal plane image model IM(p,q)
in the same manner as in § 2.3.2, by convolving them with their corresponding reversed
PSF models:
IM = FJ,M ∗P ′J,M +FH,M ∗P ′H,M (2.13)
We implement these convolution operations in the Fourier domain to save computational
time, which is otherwise a nuisance for the large dimensions of our arrays (Bracewell 2006,
chap. 6). With a spatial sampling factor of M = 7, we obtain a factor of ∼ 50 using FFT-
based convolution over direct convolution. In our experience, this cuts the execution time
needed to form the synthetic image down from a few hours to a few minutes (assuming the
global solution is already done).
Finally, we can obtain the detector-downsampled synthetic focal plane image, I(X ,Y),
by binning IM to the detector resolution using the assumed intra-pixel response:








IM(i+MX , j +MY)RM(i, j) (2.14)
Note that this synthetic detector image is idealized in the sense that we have left out the
amplitude modulations across the image (ai j) as well as background light parameters (di j).
For the purpose of registering a science spectrograph image, this is preferred, since we are
only concerned with matching the shapes and positions of the spectra.
2.4 Data Cube Extraction Pipeline
The Project 1640 Data Cube Extraction Pipeline (PCXP), written in the GNU C program-
ming language, automates the processing of raw P1640 detector images and their transla-
tion to reduced data cubes. A block diagram summarizing the steps applied to each image
is shown in Figure 2.8. By design, the program is fast enough to use while observing,
so that newly acquired images can be inspected in real time to monitor instrument perfor-
mance and check for unknown objects. The data pipeline can also be used to process an
arbitrarily large set of raw data at a later date. For post-processing, we feed the output of
the PCXP into the Project 1640 Speckle Suppression Pipeline (PSSP), described by Crepp
et al. (2011).
Two outer loops comprise the PCXP execution. First, the program steps through the
detector data in the input directory specified by the user at the start time, processing each
non-destructive read (NDR) sequence to form a reduced, registered spectrograph image.
The second stage of the pipeline loops through the finished spectrograph images and ex-
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tracts data cubes from each of them. Throughout these steps, the pipeline relies on the
empirical model of the spectrograph focal plane described in § 2.3.
Figure 2.8 Block diagram of the Project 1640 Data Cube Extraction Pipeline (PCXP). Raw
detector data are processed into reduced, registered spectrograph images (§ 2.4.1). In the
second main loop, beginning with the residual background mapping, the spectrograph im-
ages are translated to data cubes with the help of the global spectrograph focal plane solu-
tion (§ 2.4.2).
2.4.1 Detector Image Processing
2.4.1.1 Cosmic Ray Removal
The pipeline identifies pixels contaminated by cosmic rays by checking for anomalous
jumps in digitized count values within the NDR sequence. For each detector pixel, our al-
gorithm determines the median increase in counts between successive reads over the course
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of the exposure. A count increment greater than five times the median is flagged as a cos-
mic ray event. At each pixel meeting this criterion, the count contribution of the cosmic
ray event is subtracted from the read corresponding to the event as well as all the following
reads, canceling out its influence. We chose our threshold based on inspections of images
of faint occulted stars, with relatively noisy slopes. We blinked “before” and ”after” im-
ages to check that all apparent cosmic ray events, and no starlight-dominated pixels were
erroneously flagged.
This method of cosmic ray removal only works for exposures consisting of more than
two reads. For a shorter exposure there is no way to take advantage of the NDR detector
mode to identify cosmic rays. In this case the pipeline passes the detector image through
the IRAF NOAO cosmic ray cleaning algorithm.
2.4.1.2 Bias/Dark Subtraction
During each observing run, a set of “dark” NDR sequences are obtained by taking calibra-
tion exposures with the IFU in a cryogenic state identical to the scientific data acquisition
mode, except that the coronagraph beam entrance window is capped to obstruct external
light. These dark exposures record the bias, thermal, dark current, and badly-behaved “hot”
pixel count values of the detector array at each read interval. The median of 11 dark NDR
sequences for each exposure time is added to a permanent library directory of dark expo-
sures, marked by date and exposure time. See Figure 2.9 for an example of a dark exposure.
After loading the dat file of a science target, the first processing step of the pipeline is to
find the most appropriate dark NDR sequence and perform a readwise subtraction.
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Figure 2.9 An example of a dark exposure used to subtract the bias, thermal counts, and hot
pixels from science images. The “bias tilt”—the gradient in the bias pedestal—is strongest
along the scan direction of each detector quadrant (each with its own read-out amplifier).
2.4.1.3 Non-destructive Read Slope Fitting
After subtracting the bias/dark component and removing the cosmic rays, the pipeline fits
a slope to the ADU count versus time values recorded in the NDR sequence. This reduces
the detector data for a given exposure to a single 2048× 2048 pixel representation of the
spectrograph image. We employ an ordinary least-squares linear regression to determine
the count rate for each pixel, eventually storing the floating point values in a FITS file in
units of counts/second.
The slope fitting is complicated by pixel saturation caused by bright sources. How-
ever, the NDR detector mode is advantageous for handling this. In the case where a pixel
reaches saturation at some point after the first two reads, the affected reads are simply
excluded from that pixel’s linear regression. This approach, recommended after tests de-
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scribed by Ives (2008), extends the effective dynamic range of a long exposure by a factor
of ∼ Nreads/2. For pixels that reach saturation before the second read, a slope computa-
tion is not possible. If this saturation occurred between the first and second reads, then
the slope can at least be approximated based on the difference between the first read value
and an assumed zero level from the dark NDR sequence. However, in the case of a pixels
saturating before the first read, this result will not be physically meaningful. To prevent
erroneous measurements from being made by investigators analyzing images affected by
saturation, the pipeline sets an appropriate header variable in the reduced FITS files. This
header keyword indicates whether any of the detector pixels saturated, and if so, whether
that occurred at the first, the second, or a subsequent read.
2.4.1.4 Detector Flat-Fielding
A externally controlled lamp inside the dewar of the P1640 IFU can fully illuminate the
detector. To counteract pixel-to-pixel variations in detector sensitivity, we constructed a
detector flat field map based on the mean of 12 dewar lamp exposures. Since the lamp
intensity is not uniform across the detector, we used IRAF to fit a cubic spline surface to
the normalized, mean dewar lamp image. We divided by the resulting spline surface to
form the final detector flat, with large-scale variations removed (see the next section for
an explanation of how large-scale variations in sensitivity are corrected for during cube
extraction). The standard deviation of pixel values in the detector flat field map is 0.13.
After the NDR slope-fitting step, the pipeline divides the spectrograph image by the flat
field map to compensate for pixel-to-pixel variations. For locations in the flat field map
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with exceptionally low values (< 0.3), no division is carried out since doing so would tend
to enhance the noise induced by weak, problematic pixels.
2.4.1.5 Spectrograph Image Registration
Due to flexure—varying mechanical stress on the instrument while the telescope slews—
the projection of the microlens array onto the detector changes over the course of an ob-
serving period. The plot in Figure 2.10 illustrates the magnitude of this effect based on
measurements from three observing runs. Between targets, the positions of the spectra on
the detector can uniformly shift by up to 2 pixels in each direction. Between observing
runs there is a more pronounced, systematic shift in the spectrograph-detector alignment.
To accurately extract the data, the pipeline needs to register the precise offset between each
spectrograph image and the focal plane model of the corresponding epoch. We accom-
plish this through two stages: first a crude estimate based on a cross-correlation with the
downsampled spectrograph image model (array I in Equation 2.14), followed by a more
elaborate approach to refine the offset to sub-pixel precision.
For efficiency, the initial cross-correlation is restricted to a 200× 200 square pixel
section of the science image D(X ,Y). We denote this cutout box with a tilde accent on top
of the original array symbol:
˜D(x,y) = D(Xp−100+ x,Yp−100+ y) for 0≤ x,y < 200. (2.15)
Likewise we use ˜I to represent the same section from the downsampled focal plane image
model. The center of the box, (Xp,Yp), is chosen based on the average count rate computed
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Figure 2.10 Example distributions of the spectrograph-detector alignment offsets with re-
spect to a canonical template. The mean offsets, with bars indicating the standard devia-
tions in each direction, are plotted for three P1640 observing runs: October 2008, March
2009, and June 2009.
within 16× 16 partitions across the image, so as to enclose spectra with relatively high
signal strength. In a typical science image with the star occulted by the coronagraph, this
is near the center of the image, where the residual starlight is brightest.
We cross-correlate ˜I and ˜D to determine the crude offset. A given science focal plane
pattern is not expected to stray more than two pixels away from the calibration exposure of
the matching epoch. Furthermore, the periodicity of the spectrum pattern ensures that large
lags will merely introduce degenerate solutions. Therefore, we do not compute the full
two-dimensional cross-correlation array, but merely a small region bounded by horizontal
and vertical lags up to 4 pixels in each direction:








˜I(x− r,y− s) ˜D(x,y) for −4≤ r,s≤ 4 (2.16)
The summation limits take the lag range into account in order to avoid the influence of non-
overlapping array edges. The lag combination that maximizes ˜C(r,s), which we denote
(rp,sp), is our initial guess for the horizontal and vertical displacement of D with respect
to I.
The second stage of the registration routine determines separately the fine X and Y
offsets. As apparent in Figure 2.2, the spectral dispersion is almost completely aligned
with the Y axis of our detector image coordinate system. As a consequence, the shape of a
spectrum’s horizontal cross-section at a given wavelength is determined much more by the
spectrograph PSF shape than by the intrinsic spectrum of the light source. It is effectively
the cross-dispersion profile commonly referred to in literature on more conventional spec-
troscopic observations (e.g, Miskey & Bruhweiler 2003). Therefore, to measure the effect
of a slight horizontal offset on the detector-sampled image, we can start with the high-
resolution model of the light distribution IM (Equation 2.13 from § 2.3.3), even though its
intrinsic spectrum does not necessarily match the data. To simulate how the detector would
“see” the image model for a range of small fractional-pixel offsets from the initial align-
ment, we downsample IM as in Equation 2.14, but with the detector sampling array shifted
by a range of horizontal sub-pixel offsets indexed by the variable integer δ:








IM(M(Xp−100+ x)+ i−δ,M(Yp−100+ y)+ j)RM(i, j)
for 0≤ x,y < 200 and − M−1
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Now we reevaluate the cross-correlation peak for the M fine horizontal offsets values, with














The fractional offset index δ that maximizes ˜Cδ(rp,rs) gives the fine horizontal displace-
ment of the data, δ, with respect to the crude initial guess, rp. The full horizontal offset is
rp +δ/M detector pixel widths.
We originally intended to use the same approach to determine the fine vertical off-
set. Unfortunately, in this case the disparity between the intrinsic spectrum of the data and
the image model strongly biases the cross-correlation result. In a typical science image, the
cutout box ˜D contains∼10 speckles. Their chromatic position dependence (as illustrated in
Figure 2.1) causes steep brightness gradients in the spectra formed on the spectrograph fo-
cal plane, since a given microlens will collect light from a speckle over only a fraction of the
passband. Whatever intrinsic spectrum is built into the image model, IM, will significantly
differ from that of most of the sample. We found that the effects of these disparities do not
average out over an ensemble. Instead, they systematically push the cross-correlation result
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up or down by a degree that does not reflect the actual relative wavelength alignment.
Instead of using the image model as an alignment template, we return to the fitting
approach described in § 2.3.2. This time, however, rather than fitting the full spectrum
parameter set, we concentrate on the region with the most information about the vertical
position: the telluric water absorption trough. Therefore, we confine the least-squares fit
region to a 3× 11 box, aligned such that the 1.37 µm reference point is near the middle
pixel on the 8th row.
We further simplify the spectrum fit by describing the local light source with merely
two parameters: an amplitude and color. The other free parameters are the background
light offset and the vertical position. The height and tilt are already known from the cal-
ibration image solution, and the horizontal position is fixed based on the previous step in
the registration algorithm. As in Equation 2.9, the spectrum trace points with wavelengths
1.28 µm < λ < 1.52 µm are again tied to the transmission function plotted in Figure 2.5.
The anchor points at λ =1.28 µm and 1.58 µm are set based on the amplitude and color
parameters.
To get a diverse set of spectrum shapes spanning a wide region of the speckle halo,
during the fine vertical offset fitting procedure we sample 121 spectra over a 600× 600
pixel box (as compared to the 200×200 pixel box used for the horizontal registration). Of
the 121 fits, the median vertical offset is taken as the final value, and rounded to the nearest
1/7th of a pixel to match the quantization of the fine horizontal offset. In trial runs, we
found the vertical offsets determined from the full set of sample spectra follow a Gaussian
distribution, with standard deviation 0.2–0.4 pixel widths, depending on the source image.
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We accept this as the uncertainty in the vertical registration.
2.4.2 Cube Extraction
2.4.2.1 The Role of the Global Spectrograph Focal Plane Solution
In order to form a data cube, the pipeline must “know” where individual spectra are po-
sitioned on the focal plane, and furthermore, which points of those spectra correspond to
a given wavelength. We rely on the global spectrograph focal plane solution described in
§ 2.3.3 to establish the image geometry for each epoch under consideration. One of the
products of the calibration image fitting procedure is a text file tabulating the positions of
all 3.8×104 spectra alongside their corresponding microlens indices. This table, combined
with the results of the registration algorithm (§ 2.4.1.5) and the maps of height and tilt pa-
rameters give all the information needed to organize the detector data for a given science
image.
The amplitude map produced during the global fit (see Figure 2.6) also has an im-
portant role. It compliments the dewar lamp flat described in § 2.4.1.4 by capturing the
larger-scale variations in sensitivity across the field of view. By looking up the amplitude
parameter associated with a given microlens, we can appropriately scale any detector sam-
ples from that spectrum to compensate for optical effects such as vignetting.
2.4.2.2 Residual Background Map
Despite the numerous stages in the detector image processing, some minor extraneous
background structure persists into the processed focal plane image. This component, su-
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perimposed on the real signal, is caused by a combination of residual bias counts, scat-
tered light within the instrument, and thermal contamination from outside the dewar (un-
accounted for in the dark subtraction). In the cube extraction routine, after loading an
individual focal plane image, the pipeline forms a map of background count rates based on
measurements between spectra.
Figure 2.11 shows the regions used to estimate the background count rate associated
with a given microlens. The upper left box is situated so that its bottom row is matched
with the λ = 1.28 µm point (rounded to the nearest row), and the bottom row of the lower
right box is on level with λ = 1.67 µm. For both background boxes, the near side is spaced
three columns from the rounded center of the spectrum.
The pipeline takes the median of the sample of the pixels in both 2×5 dark regions
and stores this in a residual background map. After forming the background estimates for
all microlenses, the resulting map is smoothed with a box median filter and stored for use
in the inner extraction loop.
2.4.2.3 Weighted Sum Extraction
Our cube extraction method is summarized in Figure 2.11. After forming the background
map, the extraction routine loops through microlens indices i and j. For each microlens, we
retrieve the parameters from the global spectrograph focal plane solution: position, height,
tilt, and amplitude (represented by the variables (X0i j ,Y0i j), hi j, ti j, and ai j, respectively).
An inner loop steps through 23 wavelength channels in 0.03 µm increments between λ =
1.10 µm and 1.76 µm. We index these channels by integer values of w (0 ≤ w ≤ 22),
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and determine the extraction target point for each cube element, or spaxel, as follows (cf.
Equation set 2.4):








where rp and sp are the crude horizontal and vertical offsets, and δ and ε are the fine
horizontal and vertical offset indices determined by the registration algorithm (§ 2.4.1.5)
for the current reduced spectrograph image, D(X ,Y). We use a hat symbol to designate the
same coordinates rounded to the nearest pixel center:
(
ˆXci j(w), ˆYci j(w)
)
.
The spaxel for each microlens and wavelength combination is based on the weighted
sum over a 3×3 detector pixel square centered on ( ˆXci j(w), ˆYci j(w)):











ˆXci j(w)+m, ˆYci j(w)+n
)−bi j)/ai j. (2.20)
The weights Wα,β,w(m,n) applied to the detector samples are based on the PSF model,
downsampled and truncated to the 3×3 pixel extraction box as follows:
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PH,M (i+(m+4)M−α, j +(n+4)M−β)RM(i, j)
if 10≤ w ≤ 22
,
(2.21)
defined for −1 ≤ m,n ≤ 1. The formulas for the J- and H-band PSFs, PJ,M and PH,M, as
well as the intra-pixel response, RM , can be found in § 2.3.1. The integers α and β encode
the offsets of the extraction target point from the extraction box center:
α = Round
((




β = Round((Yci j(w)− ˆYci j(w))M) . (2.22)
The resulting indices take on integer values in the range −M−12 ≤ α,β≤ M−12 (correspond-
ing to offsets up to 37 of a pixel width in each direction when M = 7). Lastly, the Γ factor
in front of each weight formula compensates for the effect that the offset between the PSF
center and the extraction box center has on the sum of products in Equation 2.20. The need
for this can be qualitatively understood by the fact that the overall flux in a 3×3 pixel sam-
ple of the PSF decreases when the peak is offset from the center. The Γ correction factor
varies from unity at perfect alignment up to 1.09 in the worst case for extreme offsets.
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Figure 2.11 Diagram of the P1640 cube extraction method. We step down the spectrum
in 0.03 µm increments, using the global focal plane solution to select a 3×3 pixel region
for each spaxel in the cube. The sum of the extracted samples is weighted based on the
fractional offset of the true extraction target point from the box center. In the example
shown here, the weighting scheme (bottom left inset) captures the leftward skew of the
spectrum cross section at this particular wavelength. The two dashed boxes outline the
“dark” regions used to sample the local background level around each spectrum.
2.4.2.4 Spectral Calibration
For a given microlens, the separation between the extraction target points of the first and
last channels—corresponding to λ = 1.10 µm and 1.76 µm—is typically about 24 detector
pixels. Since we use 3×3 pixel boxes to extract a signal for each of 23 channels spanning
that length, the footprints of adjacent channels necessarily overlap. We have examined the
effect of this by extracting data cubes directly from the laser calibration images (discussed
in § 2.3.1). From these cubes, we compared the mean flux in neighboring cube channels.
The results, plotted in Figure 2.12 for 1.25 µm and 1.58 µm emission, reveal the effective
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filter shape of an individual data cube channel.
The cube channel filters exhibit a full width half-maximum value of∼ 70 nm at both J
and H band. Knowledge of this profile is essential for comparisons between P1640 data and
existing astronomical spectra. We cannot simply bin a reference spectrum to the channel
spacing; we must also convolve it with the cube channel filter before comparing it to data
cube measurements. Suppose an object appears in a data cube, and we carry out channel-
wise photometry to find a spectrum A(w), 0≤w≤ 22. To compare this meaningfully to an
established spectrum, B(λ), acquired by some other instrument with wavelength bin width
∆λ, requires two steps. First, we re-bin B(λ) to the cube channel interval, 0.03 µm, to form






B(λ)∆λ 0≤ w ≤ 22
0 otherwise.
(2.23)
We then convolve the intermediate-resolution spectrum B ′ with the cube channel filters
FJ(z) and FH(z). The filter functions are defined to follow the profiles shown in Figure 2.12
for −3 ≤ z ≤ 3 (so that z = 0 corresponds to the central peak of the filter), and are zero-


























B ′(w+ z)FH(z) 10≤ w≤ 22
(2.24)
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The ratios in front of each convolution sum compensate for the effect of the spectrograph
passband edges on the filtering (they are unity when w is at least three channels from both
passband edges). The resulting spectrum, B ′′(w), is smoothed to the same resolution as the
cube-derived spectrum A(w). If A(w) has been corrected for the P1640 spectral response,
then the two spectra can be directly compared, apart from some scale factor. If on the other
hand, A(w) is a “raw” cube spectrum, with undetermined spectral calibration, and B ′′(w)
refers to the same source, then it can be used to correct A(w)—and, in general, any P1640
data cube, as described next.
Figure 2.12 Normalized response of the P1640 cube extraction to 1.25 µm and 1.58 µm
laser sources. These are the effective filter profiles assumed for cube channels in J and H
band, respectively. The error bars indicate the standard deviation of the 100×100 spaxel
measurement sample.
We characterize the wavelength-dependent sensitivity of P1640, or spectral response
function, by comparing the “raw” data cube count values of an unocculted reference star
(observed off-axis from the coronagraph focal plane mask) with its established near-infrared
spectrum. In practice, we have chosen stars with spectra archived in the NASA Infrared
Telescope Facility (IRTF) Spectral Library to calibrate our response (Rayner et al. 2009).
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The spectral response function is determined by dividing the re-binned, smoothed reference
spectrum (B ′′(w), in the notation above) by the spectrum of the same source derived from
a P1640 data cube.
We measure the signal of the observed reference star by carrying out aperture pho-
tometry on each channel image making up the data cube, enclosing the third Airy ring. To
capture the wavelength-dependent scaling of the coronagraph PSF, we linearly increased
the photometric aperture radius from 13 to 20 spaxels across the passband. The resulting
response curve for one calibration star, HD 75555 (V = 8.1; spectral type F5.5III-IV), is
shown in Figure 2.13. The response curve shows the expected roll-off at the edges of the
operating range due to telluric water absorption features. The valley centered near 1.4 µm is
likewise due to water absorption between J and H band. The overall climb in the response
towards longer wavelengths is caused by the wavelength-dependence of three effects in
combination: the energy per photon as dictated by the Plank relation, E = hcλ ; detector
quantum efficiency; and the transmission of the blocking filter at the IFU entrance.
We normalize the spectral response function to its mean value before storing it for
general application to data cubes. The cube extraction pipeline loads one of these mean-
normalized spectral response functions into memory before beginning the cube extraction
routine. If the appropriate switch is set by the user, the pipeline will divide the spaxel values
in each channel image by the corresponding response function value.
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Figure 2.13 P1640 response curve, determined through a comparison between photometry
on an unocculted star’s data cube (HD 75555, in this case) with the established spectrum
of the star archived in the Infrared Telescope Facility Spectral Library.
2.4.2.5 Error Sources
Uncertainty in the global spectrograph focal plane solution, the image registration, and the
weighting function combine to contribute a pseudo-random error to each cube point, at a
level of ∼ 5% of the spaxel value. We extracted cubes from the Moon calibration images
to estimate the magnitude of this error. Since spatial amplitude variations are compensated
for during extraction, ideally any given spatial cross-section of a cube extracted from a
calibration image would appear flat. Instead, we observe a standard deviation of 3%, with
some variation between channels and areas of the image.
There are also systematic errors caused by light from adjacent microlenses overlap-
ping on the focal plane, which we refer to as cross-talk. The horizontal space between
spectra on the focal plane is 3.3 detector pixels, and yet we know from the spectrograph
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Figure 2.14 A row in a data cube extracted from a June 2009 Moon calibration image,
with flux values normalized to unity. The scatter in flux across the row (here the standard
deviation is 3%) reveals flux-proportional errors in the cube extraction.
PSF model (Figure 2.3) that about 10% of the downsampled PSF flux falls outside the cen-
tral three columns. As a result, a small fraction of light from one microlens is inevitably
counted during the extraction of a neighboring spectrum. Consider the spectrograph im-
age cutout shown in Figure 2.11. For each channel of a given spectrum, you can attribute
the dominant contamination to a different channel belonging to the neighboring spectrum
positioned either above or below along the microlens column. We know from examining
the laser calibration data cubes that the upper limit of the flux incorrectly extracted into
a cube point is ∼ 5% of the cube value in a neighboring spectrum. In other words, sup-
pose C (i0, j0,w0) is the cube point whose contamination we are trying to assess. Based
on our spectrum model, we can determine that some channel w1 of microlens (i0, j0− 1)
is the dominant contamination source for channel w0 of microlens (i0, j0). Therefore, we
estimate the cross-talk error 0.05C (i0, j0−1,w1), added in quadrature with the uncertainty
described earlier. Using a table of established cross-talk channel pairs, we can repeat this
error estimate for each channel of a spectrum of interest. The spectral response function
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plotted in Figure 2.13 and the source spectrum plotted in Figure 2.15 reflect this analysis.
2.4.3 Pipeline Data Products
The PCXP stores the reduced data output in FITS files, and organizes them in a directory
tree by object and date. Three channels from an example cube based on an occulted star
observation are displayed in Figure 2.1. In addition to the normal cube extraction described
in § 2.4.2, there are several other products the pipeline derives from the raw data. From
the brightest stars, there is enough signal recorded in a single 7.7 second read to form a
cube without using the full exposure time. One option of the pipeline takes advantage of
this, checking if the V -band magnitude is less than 2.0, and if so then making cubes from
each pair of consecutive reads in the NDR sequence. The resulting “read-wise” cubes have
a speckle pattern resolved to a higher time resolution, which may eventually be exploited
to improve speckle suppression. At the opposite time scale, the pipeline can form cubes
from the mean of all spectrograph images acquired on the same data of a given target. The
pipeline also forms “collapsed” images by summing all the channel images of a cube, as
well as the subsets of channels corresponding to the J and H bands.
2.5 Example Spectrum Retrieval: Titan
To demonstrate the efficacy of our data extraction and calibration procedures, we apply
them here to an observation of Saturn’s moon Titan acquired on 2009 March 15. After
locking the AO system on Titan, its image was positioned off-axis from the focal plane
mask so that no part of the 1′′ disk was occulted by the coronagraph. We used the pipeline
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to generate a data cube from a single 138 s exposure, calibrating the relative channel fluxes
with the response function shown in Figure 2.13. Next, we averaged 1900 spaxels inside the
resolved disk of Titan. After normalizing the disk-averaged spectrum to the mean channel
flux, we compared it to unpublished data obtained by Emily Schaller two days earlier using
the SpeX near-infrared spectrograph (Rayner et al. 2003) at the NASA Infrared Telescope
Facility (IRTF). Following the procedure in § 2.4.2.4, we re-binned and smoothed the IRTF
spectrum to match the resolution of the data cube (Equations 2.23–2.24). The resulting
spectra are plotted in Figure 2.15. The near-infrared spectrum of the moon is marked by a
series of broad CH4 absorption troughs (Fink & Larson 1979). At the two albedo peaks in
our passband, 1.3 µm and 1.6 µm, Titan’s atmospheric opacity is low enough for the direct
reflection of sunlight off the water ice surface to constitute the observed flux, rather than
diffuse scattering in its stratospheric haze (Griffith et al. 1991).
We expect the disk-averaged spectra acquired on these two dates to be similar. As
Titan rotates over a 16-day period, in synchronicity with its orbit around Saturn, the near-
infrared albedo observed from Earth (through the 1.3 µm and 1.6 µm methane “windows”)
varies in a cycle with an amplitude on the order of 10%. This variation is caused by a
change in surface features between the leading and trailing hemispheres (Lemmon et al.
1995). However, despite the 45 degree rotation of Titan with respect to Earth between the
IRTF and P1640 observations, previous monitoring by several investigators indicates no
significant albedo change between our specific pair of planetographic longitudes (197◦ and
243◦) (Griffith et al. 1998). Furthermore, long-term monitoring of Titan’s albedo only oc-
casionally reveals deviations from predicted reflectivity due to transient cloud features (e.g.
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Figure 2.15 Disk-averaged spectrum of Titan extracted from a P1640 data cube, calibrated
using the spectral response function in Figure 2.13. For comparison, a near-infrared spec-
trum of Titan acquired with IRTF/SpeX by Schaller is plotted alongside the P1640 data,
after being binned and smoothed to the P1640 cube resolution. The IRTF/SpeX and P1640
Titan data were acquired two days apart, on 2009 March 13 and 15, respectively. Each
spectrum is normalized to the mean of the points included in the plot. Channels 1, 10, 11,
and 23 (λ = 1.10 µm,1.37 µm,1.40 µm, and 1.76 µm, respectively) were excluded due to
varying telluric water absorption.
Griffith et al. 1998; Schaller et al. 2009). The anticipated resemblance of the two spectra
is confirmed in Figure 2.15: the average absolute difference between the IRTF and P1640
Titan data over the 19 channels used in Figure 2.15 is 7% of the mean flux, and most flux
points agree within the error bars of the P1640 data. The only channel flux showing signifi-
cant disparity with the IRTF data, centered at 1.13 µm, is located near the edge of a telluric
water absorption trough, and therefore is more susceptible to calibration errors than most
channels on the plot. For examples of M dwarf stellar spectra that have been measured
from P1640 data cubes, see Zimmerman et al. (2010) and Hinkley et al. (2010).
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2.6 Discussion
Starting from the economic constraint of limited detector area, the design of any integral
field spectrograph must reach compromises between the competing parameters of spatial
resolution, field of view, spectral resolution, and spectral range. For Project 1640, the need
to Nyquist-sample the starlight speckle pattern inside the angular extent of the adaptive
optics system “control radius” largely determined the balance of these tradeoffs. The other
major factor was the overarching science goal of distinguishing astrophysically interesting
features in the spectral energy distributions of young giant exoplanet atmospheres. Based
on these considerations, the P1640 collaboration concluded on an IFU design that strongly
favored a high density of spatial elements over spectral resolution, to a greater extreme
than previous microlens-based integral field spectrographs. For example, the broadband
mode of the TIGER IFU had 572 spatial elements dispersed at spectral resolution R ∼
370, and the broadband mode of the OSIRIS IFU has 1024 spatial elements dispersed at
R ∼ 3400 (Bacon et al. 1995; Larkin et al. 2006). P1640, by comparison, has 38,000 spatial
elements with R ∼ 40, corresponding to over a factor of 30 increase in spatial elements,
and a similarly substantial reduction in spectral resolution. Only two other IFUs will join
P1640 in this operating regime in the next year: GPI and VLT-SPHERE—both designed
for exoplanet imaging.
Since the properties of P1640 data are unusual even in the context of preceding IFUs,
the instrument commissioning has required development of novel extraction and calibra-
tion approaches. Consider that each detector pixel width spans approximately 27.5 nm in
spectral dispersion—4% of the instrument passband—and that the physical length of an in-
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dividual microlens spectrum’s footprint is merely 0.5 mm at the focal plane. As such, great
care has been required to accurately map the spectrograph focal plane data, in a manner
that is resilient to subtle long-term changes in optical alignment. We described an answer
to this problem in § 2.3, using a hierarchical fitting procedure to build a comprehensive,
epoch-specific model of the full spectrograph focal plane. The last obstacle to securing the
layout of the data, instrument flexure, must be dealt with individually for each exposure.
Therefore, unlike the case of building the spectrograph focal plane model, we register each
science spectrograph image “on the fly” inside the data pipeline, as explained in § 2.4.1.5.
The relatively long execution time required to build the spectrograph focal plane so-
lution (∼ 12 hours on a single high-performance workstation) means that it is sometimes
necessary to rely on an outdated solution to extract data. Such will be the case, for exam-
ple, during the first night of an observing run when the calibration Moon/sky image has
not yet been acquired and fit. We know from the geometric evolution illustrated in Fig-
ure 2.7 that consequent errors in the positions of the spectra, along with other properties,
will inevitably degrade the quality of the cube. However, for a preliminary inspection of
data, and to check on instrument performance, the result will usually be acceptable. Re-
call that the spectrograph image registration uses a region of the image with the strongest
signal to align the model. Therefore, under circumstances where the solution is old, the
extraction will still tend to be fairly accurate near the brightest region of the image, but will
progressively worsen towards the outskirts of the focal plane.
The main advantages of our weighted sum approach to IFU spectrum extraction, de-
scribed in § 2.4.2.3, are simplicity and speed. Our reasoning behind using the spectrograph
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PSF itself to shape the weighting function is that it mimics the cross-dispersion profile of
the spectrum. This way, along the middle horizontal row of the 3× 3 extraction box, we
weight the detector samples by an estimate of their relative intensity (see Figure 2.11 for
an example). Horne (1986) originally devised this strategy for extracting coarsely-sampled
CCD spectra. He demonstrated that matching the weights to the expected cross-dispersion
profile optimizes the fidelity of the extraction in the case where read noise is prevalent.
This makes sense intuitively because we want detector samples with high count rates to
have more influence than weak, noisy ones. Unlike the case of Horne’s spectrograph, how-
ever, we are dealing with many closely packed spectra, and so we are forced to truncate our
weighting area to a region smaller than the actual extent of the PSF. We attempt to account
for this in the weighting formula in Equation 2.21. Since this correction depends not just
on the shape of the PSF but also the target spectrum, it is necessarily only an estimate, and
can contribute errors on the order of a few percent to the spaxel value.
As compared to the cross-dispersion axis, for the dispersion axis there is more free-
dom in the choice of extraction weights. The tradeoffs here are signal-to-noise ratio per
channel versus spectral resolution. Ultimately, for any weighted sum approach, the spec-
tral resolution is limited by the width of the monochromatic IFU response along the disper-
sion axis. The spectrograph PSF fitting result plotted in the right-hand panel of Figure 2.3
shows this is about 2 detector pixels for P1640, which translates to ∼ 50 nm in the disper-
sion direction. For simplicity, we chose to remain with the PSF again to set the weights; the
resulting cube spectra have a resolution of about 70 nm (R ∼ 20). In the future, it would
be worthwhile to experiment with a hybrid weighting function that combines the cross-
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dispersion profile of the PSF with a different vertical profile, to investigate how much
the spectral resolution can be improved. As one example of an alternative, Maire et al.
(2010) propose extracting spectra from the GPI IFU by summing strictly along a single
row/column of pixels in the cross-dispersion direction.
Another possible improvement to our data pipeline is a completely different extraction
approach based on deconvolution or fitting. A well-designed fitting algorithm might disen-
tangle the flux contributions of wavelengths with overlapping footprints. We have done a
few experiments in this direction—for example, we applied the same MPFIT-based algo-
rithm we used to model the microlens spectra in the Moon/sky calibration image (§ 2.3.2)
to a science image. The results were of significantly poorer quality than our normal data
cubes, partly as a consequence of not having the luxury to average the fit spectra over
many microlenses, as we do with calibration images. In another program, two of our co-
authors created a program that fits each spectrum cutout as a train of scaled PSFs, each one
representing a different channel. While its implementation is not complete, this method
shows promise of forming data cubes with slightly higher spectral resolution than the ex-
isting extraction. Since any fitting approach is inherently much slower than a weighted
sum translation, one can imagine two cube extraction algorithms co-existing for different
purposes: one as an offline procedure reserved for images of the greatest interest, and the
other program applied to all P1640 data.
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2.7 Conclusions
We have developed a collection of algorithms to reduce the data acquired by P1640, a
coronagraphic integral field spectrograph designed for high contrast imaging. Our aim has
been to describe our data pipeline software in enough detail that upcoming microlens-based
imaging spectrograph projects can take advantage of our experience in treating closely
packed, coarsely sampled spectra.
An essential element of our approach is an empirical model of the spectrograph focal
plane image, based on calibration exposures in which the entire microlens array is illumi-
nated, in turn, by broadband and monochromatic light. To derive a solution specific to each
observation epoch, we fit a set of parameters describing each microlens spectrum (position,
tilt, height, and overall signal amplitude). We use the resulting table of solved parameters to
determine the extraction location on the focal plane for any given combination of microlens
and wavelength, and hence build the data cube.
We implement the cube extraction with a weighted sum that optimizes the signal-to-
noise ratio by mimicking the expected cross-dispersion profile, as constrained by the sub-
pixel spectrograph image registration. Sources of error in the final data cube are cross-talk
between adjacent microlens spectra, uncertainty in the spectrograph focal plane model,
uncertainty in sub-pixel registration, and uncertainty in the determination of extraction
weights. Nevertheless, based on an observation of Saturn’s moon Titan, we have demon-
strated our ability to retrieve strong-featured near-infrared spectra to ∼ 5% accuracy. As
our methods for handling this new form of data evolve, we expect P1640 to continue its
pioneering role in high contrast astronomy.
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allowed for the detection and spectrophotometric characterization of the point source at a
contrast of ∼6 J- and H-band magnitudes and separation of 1′′ from the primary star. The
use of an astrometric pupil plane grid allowed us to determine the projected separations
between the companion and the coronagraphically occulted primary star to ≤ 3 milliarc-
second precision at two observation epochs. Our measurements demonstrate common par-
allactic and proper motion over the course of 103 days, significantly shorter than the period
of time needed for most companion confirmations through proper motion measurements
alone. This common parallax method is potentially more rigorous than common proper
motion, ensuring that the neighboring bodies lie at the same distance, rather than relying
on the statistical improbability that two objects in close proximity to each other on the sky
move in the same direction. The discovery of a low-mass (∼0.25 M⊙) companion around
a bright (V = 4.0m), nearby (d = 25 pc) star highlights a region of binary star parameter
space that to date has not been fully probed.
3.1 Introduction
High-contrast imaging is a technique being developed for the study of faint objects in the
vicinity of the closest stars to the Sun, to advance our understanding of binary stars, substel-
lar companions, exoplanets, and circumstellar disks. For a recent discussion of this subject,
see Oppenheimer & Hinkley (2009). In general, the detection of a point source next to a
bright star is insufficient evidence to establish a physical association. Over the years, a
number of claims of companion detection relying only on single epoch observations, and
a measurement of color have subsequently been disproved through astrometric measure-
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ments. For example, the companion reported in the McCarthy et al. (1985) study of VB
8 was subsequently shown to actually be a background star (Perrier & Mariotti 1987). As
a result, researchers in this area have been careful to confirm through astrometry that any
putative companion found shares the proper motion of the primary star, with orbital motion
generally measured after several years of observations.
In fact, most of the stars in surveys for faint companions exhibit appreciable parallactic
motion in addition to their proper motion. For example, over the course of one year, a star
at a distance of 100 pc will appear to trace an ellipse in the sky with a circumference
of roughly 60 mas. The segment of the curve traversed by this star over an observation
baseline of∼ 3 months provides an opportunity to discriminate against background stars in
the same manner enabled by common proper motion analysis over longer time scales (e.g.,
Mugrauer & Neuha¨user 2005). If the supposed companion maintains the same offset from
the primary star over the duration of time between the observation epochs—to within an
appropriate tolerance set by the upper limit of hypothetical orbital motion—then a strong
argument can be made for the physical association of the two objects.
We note that the use of parallactic motion discrimination requires higher precision as-
trometry than has typically been possible in high contrast imaging. For example, Thalmann
et al. (2009) achieved a 10 mas level of precision and managed a detection of common
parallax. Here we achieve a factor of three better precision to confirm an object’s phys-
ical association. Other coronagraphs have not yet demonstrated similar levels of relative
astrometry, with tens to hundreds of milliarcsecond astrometry being typical. This is partic-
ularly true when no other stars with well-established astrometric parameters lie in the field
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of view—a common situation that most high-contrast imaging devices face into the future
(we note that with the aid of a fixed background star, Neuha¨user et al. (2008) measured a
common parallax for GQ Lupi and its companion).
We have used the common parallax method to discover and confirm a companion
orbiting the star Alcor (also known as HD 116842 and HIP 65477; J2000 coordinates α =
13h25m13.538s,δ = +54◦59′16.65′′ in Perryman et al. (1997)). Independently, Mamajek
et al. (2010) imaged this same companion in the infrared M band, though their single
epoch of data did not permit them to confirm the physical association with Alcor through
astrometry. See the Appendix for a discussion of Alcor’s rich role in the early stage of
modern astronomy. While our astrometry measurements alone permit concrete affirmation
of companionship, we also obtained low-resolution spectra and photometry in the J and H
bands, completing the portrait and identifying the companion as an M3-M4 main sequence
star of roughly 0.25 M⊙. Although Alcor has been surveyed for possible companions in the
past with speckle interferometry, the dynamic range of this technique at angular separations
beyond several times the instrument’s Rayleigh resolution limit is inferior to that obtainable
with adaptive optics coronagraphy, as used in this study. For example, when McAlister et al.
(1993) conducted speckle interferometry observations of Alcor with the 3.6 m Canada-
France-Hawaii Telescope, their dynamic range was limited to 3 magnitudes at separations
> 0.04′′, and consequently could not have detected the object we describe in this article. On
the other hand, Lyot coronagraphs coupled with adaptive optics systems can routinely attain
dynamic ranges of∼ 10 magnitudes at a separation of 1′′ from the target star (Oppenheimer
& Hinkley 2009). Although few low-mass stellar companions to A stars like Alcor have
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been imaged, with the increasing prevalence of high contrast imaging surveys, recently
other systems of similar nature have been found (e.g. Hinkley et al. 2010; Kouwenhoven
et al. 2005).
Alcor is a member of the nucleus of the Ursa Major (UMa) moving group. With a
spectral type of A5V, it is one of seven main sequence A stars with high confidence asso-
ciation to the group, based on kinematic and spectroscopic indicators (King et al. 2003).
Despite the long history of studies of the UMa group, there remains a considerable uncer-
tainty in the age of these stars. After compiling the photometry of a kinematically selected
sample and comparing the resulting color-magnitude diagram with stellar evolution mod-
els, King et al. (2003) arrive at an age estimate of 500±100 Myr for the group. Another
recent study found that the color-magnitude diagram of the UMa group was best fit with an
isochrone corresponding to an age of 400 Myr (Castellani et al. 2002). It should be noted
that both of these age estimates are greater than the 300 Myr ages obtained from earlier
work (e.g. Soderblom & Mayor 1993).
For several reasons, Alcor is an attractive target for high contrast imaging surveys.
First, the combination of close distance from the Sun, 24.9± 0.4 pc (Perryman et al. 1997),
and its relatively young age (as mentioned above) increases the probability of detecting a
previously unknown substellar companion: stars closer to the Sun have companions with
larger angular separations on average, and, because substellar objects cool as they age,
younger objects are easier to detect. (See, for example, the cooling characteristics in Bur-
rows et al. (1998).) Furthermore, theoretical models of fragmentation in circumstellar disks
suggest an abundance of low mass companions around A stars (Kratter et al. 2010). Indeed,
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recent direct imaging discoveries of substellar companions support this hypothesis (Marois
et al. 2008b; Kalas et al. 2008).
The high apparent brightness of Alcor (V = 4.0m) relative to other nearby stars is yet
another agreeable feature. High contrast imaging surveys rely on the wave front correc-
tion provided by adaptive optics (AO) systems to attain large dynamic ranges within close
angular separation of the target star. When the AO system uses on-axis light rather than
an artificial guide star to measure the wave front errors caused by the atmosphere—as is
the case of our study—the quality of the correction depends strongly on the brightness of
the target star (Troy et al. 2000). For the above reasons, we chose to include Alcor in the
Project 1640 survey of nearby stars.
3.2 Observations
Project 1640 is a near-infrared, integral field spectrograph situated behind an Apodized
Pupil Lyot Coronagraph (APLC) (Hinkley et al. 2011b). During operation, Project 1640 is
mounted behind the PALAO adaptive optics system (Dekany et al. 1997) on the the 200”
Hale Telescope at Palomar. The APLC consists of a pupil plane apodizer, a hard-edge
focal plane mask, and a Lyot stop. The prolate apodization function and other masks are
optimized to deliver broadband quasi-achromatic starlight suppression (Soummer 2005;
Soummer et al. 2009). The APLC also includes a fine guidance system and an atmospheric
dispersion corrector. In addition to the apodizer, another novel feature present in the pupil
plane of the APLC is an astrometric grid that serves to indicate precisely the position of the
star when it is occulted by the 370 milliarcsecond diameter focal plane mask.
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The grid of thin opaque lines in the pupil plane produces a periodic linear array of
faint images of the obscured star along the symmetry axes of the grid, with the star itself at
the intersection of two the linear arrays (Sivaramakrishnan & Oppenheimer 2006; Marois
et al. 2006b). These satellite spots form an array of stellar PSFs with angular spacing λ/d (d
being the line spacing, as projected back to the entrance pupil, λ the wavelength of the light
forming the image), and brightness approximately (t/d)2 relative to the central unocculted
PSF (where t is the line thickness). We arranged to have the closest four satellite PSFs
miss the focal plane mask but still lie within the field of view, to provide stable astrometric
fiducials visible in every coronagraphic image.
Upon exiting the coronagraph, the optical beam passes through an array of 200 x 200
lenslets in the spectrograph. A dispersing prism produces an individual spectrum corre-
sponding to each lenslet on the 2048 x 2048 pixel infrared detector, with a spectral resolu-
tion of λ/∆λ ∼ 30 between 1.10 µm and 1.76 µm (J and H bands). The detector subtends
a field of view approximately 4′′ in diameter (Hinkley et al. 2011b).
Table 3.1 summarizes our observations of Alcor. On 2009 March 16 we obtained 1912
seconds of data with Alcor occulted by the coronagraph, at an airmass of 1.10, under seeing
conditions near 1′′. The adaptive optics system corrected this seeing such that images at
1.65 µm exhibited a Strehl ratio of roughly 50%. The pupil plane grid used during this
observation produced four astrometric spots in the image at a brightness of ∼8 magnitudes
fainter than the target star. A point source was immediately noticeable ∼ 1′′ from Alcor
in the raw data. We observed Alcor again with good atmospheric conditions on 2009 June
27, this time obtaining a total of 293 seconds of occulted data. Again the point source of
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Table 3.1. Summary of Project 1640 observations of the Alcor System.
Mean UT Date Besselian Year τexp (s) λ (µm) ρ (mas) P. A. (Deg. East of North)
2009 March 16 10:35 2009.20469 1912 1.10-1.76 1050 ± 1 206.5± 0.1
2009 June 27 3:51 2009.48593 293 1.10-1.76 1043 ± 1 207.1± 0.1
interest was visible, in roughly the same location with respect to Alcor. During the June
observations we used a pupil grid with thicker reticle wire, providing brighter astrometric
spots, ∼6 magnitudes fainter than Alcor.
3.3 Data Processing
The Project 1640 integral field spectrograph (IFS) produces information with three dimen-
sions simultaneously: two spatial and one spectral. Therefore, the most natural way to view
the data is in the form of a cube where each slice is an image of the target field in a partic-
ular wavelength channel. We devised a data pipeline to automate the process of converting
the detector images—each containing a mosaic of 4× 104 closely packed spectra—into
a data cube. The complete description of the details of this technique will be published
elsewhere. Here we provide a general overview of how it works.
An essential component of the cube extraction is a library of images made by illumi-
nating the IFS with a tunable laser. Each of these laser images contains the response of the
IFS to a specific wavelength: a matrix of illuminated spots corresponding to the individual
lenslets of the IFS. Effectively, they are keys showing what regions of the 4× 104 spec-
tra landing on the detector correspond to a particular central wavelength. The data pipeline
uses the laser images to extract the science data and map them onto a cube, forming twenty-
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three images at wavelengths between 1100 and 1760 nm, each with a bandwidth of 30
nm. In addition to the mapping between the detector plane and the data cube, the Project
1640 data pipeline carries out numerous steps to prepare the data for analysis, including
bias/dark-subtraction, bad pixel correction, and flat-fielding.
Figure 3.1 shows the 1.61µm slice of a data cube formed from our 2009 June 27 data.
It is the result of 40 detector reads, each of duration 7.7 seconds, for a total integration
time of 293 seconds. The four astrometric spots are visible on the peripheral of the image,
while the point of source interest is detected south-west of the occulting mask. We aligned
and co-added all the data from each epoch, producing one final data cube representing each
epoch.
In the rest of the article we refer explicitly to “lenslet pixels” to describe the pixels
comprising the data cube, to avoid ambiguity with the pixels on the detector of the IFS.
Since each lenslet pixel constitutes a measurement of flux from an area element of the sky
within a certain wavelength range, it can be treated in the same manner as the pixel of an
ordinary digital image. Our analysis is done strictly on the data cubes that have already
been extracted from the detector images, so the detector pixels are absent from further
discussion.
3.4 Photometry
In each spectral channel of the 2009 March 16 data cube, we performed aperture photom-
etry on the putative companion. The residual light from the primary star significantly con-
taminated our image of the source. One component of this noise is in the form of speckles,
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Figure 3.1 Coronagraphic image of Alcor obtained in June of 2009. This the slice of the
data cube corresponding to central wavelength λ = 1.61 µm. The dashed lines illustrate
the intersection of the lines between the astrometric spots, indicating the position of Al-
cor behind the occulting mask. Coincidentally, the astrometric spots are approximately 6
magnitudes fainter than the occulted star, similar to the brightness of the companion. The
companion is the circled point source south-west of the image center.
which are not distributed in a smooth, easily modeled fashion (Racine et al. 1999; Perrin
et al. 2003; Aime & Soummer 2004; Hinkley et al. 2007; Soummer et al. 2007). Numerous
efforts are underway to develop algorithms that remove speckles from integral field spec-
trograph data by exploiting their chromatic properties (e.g. Sparks & Ford 2002). However,
these speckle suppression techniques have not yet matured enough to apply to data from
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an instrument such as ours without also altering the measured flux of true point sources.
To minimize the effect of residual light from the primary star on our measurements, we
counted the signal only in the core of the point spread function, even though up to two
Airy rings of the source diffraction pattern are apparent in the data (as in Figure 3.1). Since
the point spread function scales with wavelength, we used a different photometric aperture
size for each half of the operating band to match the core size. For the first 11 channels
(central wavelengths 1.10 µm-1.40 µm), we measured the flux in a circle of radius 3 lenslet
pixels, and used a 4 lenslet pixel radius circle for channels 12-23 (central wavelengths 1.43
µm-1.76 µm).
In each channel of the data cube, the contaminating light from the primary star con-
tributed ∼40-50% of the flux counts within the core photometric aperture. To account for
this, we subtracted a “background” estimate formed from the median of pixel values in the
annulus between 16 and 19 lenslet pixels from the center of the source. The 16 lenslet
pixel inner radius of this background annulus is outside the detected diffraction pattern of
the point source of interest.
The uncertainty in the assumed level of contaminating light from Alcor based on the
annulus median is the dominant source of error in the photometry. We estimated the un-
certainty in the assumed contamination by measuring the scatter in the median values of
carefully chosen patches of the channel images. These patches were at nearly the same
lenslet pixel separation from Alcor as the putative companion PSF, contained within the
16-19 pixel “background” annulus (so that they were beyond the influence of the putative
companion PSF), and had the same area as our core photometric aperture. In other words,
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we based our uncertainty in the subtraction of the primary star’s contribution by examining
the behavior of its residual light in parts of the image that are subject to similar contam-
ination to the core photometric aperture. We find the resulting error remains ∼5% of the
companion signal across the band.
We derived J- and H-band fluxes of the putative companion using a reference star ob-
servation to calibrate the photometry. On 2009 March 14, two days before our first epoch of
Alcor data, we obtained a 7 second unocculted exposure of HD 107146/HIP 60074 (appar-
ent magnitude V = 7.04, spectral type G2V) at an airmass of 1.05 under similar observing
conditions. Even though HD 107146 has a known debris disk, it is optically thin and only
detected near our instrument’s wavelengths in Hubble Space Telescope data (Ardila et al.
2004). The HST data show scattered light distributed in a ring of inner radius 3′′, which is
outside our field of view and far beyond our ∼ 0.1′′ photometric aperture.
We carried out aperture photometry on the point spread function in the HD 107146
data cube in an identical fashion as for the source in the Alcor image, using the same
aperture and background annulus sizes. In the 2 Micron All Sky Survey (2MASS) Point
Source Catalog (Cutri et al. 2003), HD 107146 has J- and H- band photometry listed as
5.87±0.02 and 5.61±0.02, respectively. We summed the core fluxes of the point source of
interest and HD 107146 in the channel ranges corresponding to the 2MASS J and H filters
(1.13 µm-1.34 µm, and 1.46 µm-1.73 µm, respectively). Subtracting the raw magnitudes
of the HD 107146 J and H sums from the 2MASS magnitudes, we derived correction
magnitudes for each filter. Applying those corrections to the channel sums of the putative
companion, we arrived at the broadband fluxes listed in Table 3.2.
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Table 3.2. Near-infrared photometry of Alcor B.
Band m M
J 9.95 ± 0.06 7.97 ± 0.06
H 9.56 ± 0.06 7.58 ± 0.06
We estimated the probability of a star with matching photometric properties unasso-
ciated with Alcor coinciding with our field of view. One way to do this is to determine the
surface density of point sources that have fluxes within the two-sided 5σ confidence inter-
val of our J- and H-band magnitudes, corresponding to flux bounds 25% above and below
our stated measurements. We queried the 2MASS Point Source Catalog for the number
of J and H-band point sources in the 2◦× 2◦ area centered on Alcor’s coordinates, sep-
arated into one magnitude-wide bins extending between magnitudes 8 and 16. A linear
regression fit to the logarithm of the source count as a function of magnitude yields the re-
lations log10(J-band sources deg−2) = −1.764 +0.284mJ with a r.m.s. residual of 0.167,
and log10(H-band sources deg−2) = −1.604 + 0.284mH with a r.m.s. residual of 0.090.
Integrating these point source surface density relations between the 5σ flux boundaries of
the supposed companion, 9.71 ≤ mJ ≤ 10.26 and 9.32 ≤ mH ≤ 9.87, we arrive at J-band
and H-band point source surface densities 3.9 deg−2 and 4.2 deg2, respectively. Taking
the larger of these two surface densities, 4.2 deg−2, and multiplying by our 4′′× 4′′ field
of view, we expect 5.2×10−6 sources matching the photometric characteristics of the sup-
posed companion in a given 4′′×4′′ field of view in this part of the sky. Multiplying this by
100 to roughly account for the number of stars we have surveyed so far with null detections
of stellar companions, we arrive at a posteriori probability of 0.05% that the source is unas-
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sociated with Alcor. Later in this article we will demonstrate how our astrometry reduces
this probability to an even less significant quantity. With that knowledge in hand, we here-
after refer to the point source of interest as Alcor B, following the traditional nomenclature
of directly imaged companions.
The parallax distance modulus of Alcor is 1.98m, so to place Alcor B at the same dis-
tance implies it has absolute magnitudes MJ = 7.97±0.06 and MH = 7.58±0.06. Henry
& McCarthy (1993) derived empirical mass-luminosity relationships for stars with masses
between 0.18M⊙ and 0.50M⊙. When we we apply these to our absolute J- and H- band
magnitudes, and take into account the variance inherent to the model and our own pho-
tometric uncertainty, we calculate mass estimates of 0.26±0.100.07 M⊙ and 0.21±0.040.03 M⊙,
from the J- and H-band luminosities, respectively. When we compare our fluxes to the-
oretical mass-luminosity models computed specifically for 600 Myr-old stars by Baraffe
et al. (1998), similar to the published age estimates of Alcor, we find masses of 0.27M⊙
and 0.25M⊙, respectively. According to the mass-spectral class relationship for low mass
stars derived by Baraffe & Chabrier (1996), a star with a mass between 0.2M⊙ and 0.3M⊙
indicates a spectral type in the range from M2V to M3.5V.
3.5 Spectroscopy
We extracted a low-resolution spectrum of the stellar companion from the IFS data. Again,
we used the star HD 107146 as a reference source. As stated above, even though HD
107146 has a disk, it is faint and outside our field of view. Furthermore, the star lacks the
excess emission that some disk hosts possess at 10 µm (Metchev et al. 2004), so to the best
Chapter 3: Parallactic Motion for Companion Discovery 87
of our knowledge, the spectrum is ordinary for a star of its class in our wavelength regime.
We began the spectral calibration by determining channel-wise corrections for the
wavelength-dependent transmission of the atmosphere and instrument. To do this, we made
the assumption that at the spectral resolution of our data cube (λ/∆λ∼ 30), and within our
photometric errors, the spectrum of HD 107146 matches that of a typical G2V star. We
compared our raw spectrum of HD 107146 with the measurement by (Rayner et al. 2009)
of the near-infrared spectrum of HD 76151, another G2V star. The HD 76161 data is part of
a suite of reference stellar spectra collected at NASA’s Infrared Telescope Facility (IRTF).
We binned the publicly archived HD 76151 spectrum to our spectrograph’s resolution,
divided it into our raw HD 107146 spectrum, and mean-normalized the result to obtain our
response vector.
We obtained our raw spectrum of Alcor B by carrying out aperture photometry on the
reduced data cube in the same manner as described in the Photometry section: counting the
signal in an aperture containing the core of the PSF and subtracting the median of an an-
nulus around the source multiplied by the aperture area. As before, our photometric errors
were dominated by the uncertainty in the annulus estimate of Alcor’s residual light in the
companion photometric aperture, which includes a smooth halo and a speckle component.
We divided our raw Alcor B spectrum by the response vector to obtain the calibrated
spectrum of the companion plotted in Figure 3.2. In our plot we omit the five channels
of our spectral range that are strongly subjected to variable telluric absorption, those with
central wavelengths 1.10 µm, 1.37 µm-1.43 µm, and 1.76 µm. The spectrum data points are
normalized to the mean of the included channels.
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We compared the spectrum of Alcor B with a broad range of examples of M-dwarf
spectra from the IRTF Spectral Library (Rayner et al. 2009). In addition, we compared our
companion spectrum with that of the giant star in the IRTF Spectral Library with the closest
J−H color, HD 108477, a G4III star with a 2MASS J−H color of 0.34. After re-binning
all of these comparison spectra to our data cube’s spectral resolution, we normalized them
and calculated the root mean square differences from the Alcor B spectrum. The spectra
of three of these reference spectra are plotted alongside the Alcor B data in Figure 3.2. Of
all of the spectra compared, the two closest matches to Alcor B are the M3.5V star Gl 273
and the M4V star Gl 213, both with root mean square residuals of 4%. Although the shape
of the G4III giant spectrum is qualitatively different from the Alcor B data, particularly in
terms of the slope across H band, its fit has a r.m.s. residual of only 5%. This serves to
indicate that at this spectral resolution there is ambiguity in discriminating between G-giant
and M-dwarf stars of similar color.
3.6 Astrometry
In each channel of the data cube, the intersection of the two perpendicular lines formed
by the four astrometric grid spots determines the location of Alcor on the lenslet array
(Figure 3.1). We compared these locations with the directly measured position of the com-
panion in the data to measure the relative offset at each epoch. Due to a slight residual
atmospheric dispersion causing an apparent drift in the position of the star by ∼2 lenslets
over the wavelength range in the data cube, we only compared the spot intersection with
the position of the companion measured within the same channel. The companion and the
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Figure 3.2 Spectrum of Alcor B extracted from the 2009 March data, compared with three
examples of M-dwarf spectra and a giant spectrum whose J−H color matches the pho-
tometry of the companion.
grid spots have strongest detections in a subset of cube channels in the H band, enabling the
most accurate position determination at those wavelengths. These are also the wavelengths
at which the atmospheric dispersion corrector is optimized. In addition, as is generally
the case, the wave front correction of the AO system is better at H band than in J band.
Therefore, we used only the five channels from 1.55 µm to 1.67 µm—those spanning the
H-band transmission peak—to deduce the relative offsets at each epoch. We measured the
positions of the companion and the grid spots in the data cubes by fitting Gaussian profiles
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to the point spread functions. For each epoch, we took the mean of the offsets between the
grid spot intersection and the companion PSF in the five aforementioned channels to arrive
at our final estimates. We then applied the Student’s t distribution (as appropriate when
estimating a mean from a sample of five measurements—see Dean & Dixon (1951)) to
derive 68% confidence intervals based on the standard deviation of the offset components
between the channels.
To convert the lenslet pixel offsets into angular offsets oriented with equatorial co-
ordinates, we applied our plate scale of 19.2± 0.1 mas/lenslet, and compensated for the
rotation of our detector (the columns of the extracted data cubes are oriented 70.6± 0.1◦
counter-clockwise with respect to north). Both the plate scale and rotation were derived
from a series of observations of calibration binary systems with Grade 1 orbit solutions in
the USNO Sixth Orbit Catalog (Hartkopf et al. 2001) between July 2008 and March 2009.
Standard errors were propagated through all calculations to reflect 68% confidence inter-
vals in the error bars. In Table 3.3 we list the resulting offset components between Alcor B
and its host star.
As described in the Photometry section, if we consider only our photometric measure-
ments of the putative companion, we are left with a small possibility (∼ 0.05%) that it is
an unassociated star coinciding with our line of sight. Now, with our astrometry, we can
rule out this possibility to a stronger degree, in order to affirm the physical association with
Alcor.
First, as illustrated in Figure 3.3, we can rule out the simple notion that the supposed
companion is actually a distant background star lacking significant proper or parallactic
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motion—one that is, for our purposes, fixed on the sky. For example, one could imagine
a luminous star at a distance of ∼1 kpc, whose parallactic motion between our two ob-
servations is only ∼1.5 mas, and whose projected space motion also happens to be near
or below our astrometric precision. By contrast, over our 103-day baseline, the parallac-
tic and proper components of Alcor’s motion (see Table 3.4) resulted in a displacement
with a magnitude of 34 mas. Because our two images remained centered on Alcor over
the course of its motion, a fixed background star in our data would appear to shift about
34 mas relative to Alcor. More specifically, since the overall apparent motion of Alcor
between our observations was 22.7 mas west and 25.2 mas south, a fixed background star
lying south-west of Alcor would have shifted 22.7 mas east relative to Alcor (decreasing
the magnitude of its offset from Alcor in Right Ascension), and 25.2 mas north relative to
Alcor (decreasing the magnitude of its offset from Alcor in Declination). The arc labeled
(µ + pi)BKG in Figure 3.3 represents this circumstance. Instead, we observed a westward
motion of 6.0±4.3 mas relative to Alcor and a relative northward motion of only 10.9±2.3
mas (the two positions are labeled “March” and “June” in Figure 3.3). So the observed mo-
tion is inconsistent with a background star exhibiting a low apparent motion on the order
of several milliarcseconds or less.
Now we consider the case of a distant background star that does exhibit significant
apparent motion, in a such a way that matches the observed displacement of the companion
star between our observation epochs. The least luminous giant with consistent J−H color,
a star of type G2III, would have to be at a distance of about 740 pc in order for its apparent
magnitude to be consistent with our photometry. By combining our measurement of the
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change in Alcor B’s offset from Alcor A and our knowledge of the apparent motion of
the primary star, we can deduce the absolute motion of the putative companion on the sky,
decoupled from Alcor: 28.6±4.3 mas west and −14.4±2.3 mas south. At a distance of
740 pc, the expected parallactic motion between our observation epochs is 1.9 mas west and
0.7 mas south. Then, a proper motion of 26.7 mas west and 13.7 south is needed to make
up for the difference from the observed apparent motion. We compute the space velocity
from this assumed proper motion and distance using the formulas described in Johnson &
Soderblom (1987). Assuming zero radial velocity, this star would need a galactic space
velocity of U = -150 km s−1, V = -300 km s−1, and W = 130 km s−1 to be consistent
with the apparent motion we measure. The largest component of this space velocity, V,
indicates a strong retrograde galactic orbit. For more luminous giant stars, the necessary
space velocities grow to even more unlikely values—a K1III giant, for example, would
have need a V component of -600 km s−1 to be consistent with our astrometry. In that case,
V is within the range of estimates of the local escape speed of the galaxy (e.g., 498 km
s−1 < vesc < 608 km s−1 from Smith et al. (2007) and 489 km s−1 < vesc < 730 km s−1
from Kochanek (1996)).
The only plausible scenario remaining, that we have in fact discovered a low-mass
companion to Alcor, can be checked by comparing the measured relative motion to Al-
cor with an estimate of the upper limit on the orbital motion a true companion would
exhibit between our two observation epochs. The empirical mass-luminosity relation for
intermediate-mass stars of Malkov (2007) implies a mass of 1.8M⊙ for the A5V primary
star, given its absolute magnitude MV = 2.01. Assuming a mass of 0.25 M⊙ for the com-
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Table 3.3. Relative Astrometry of Alcor B
Component 2009 March 16 2009 June 27 Change
East offset (mas) −470.3±3.1 −476.3±2.9 -6.0 ± 4.3
North offset (mas) −939.1±1.7 −928.2±1.5 10.9 ± 2.3
aThe equatorial coordinate offsets of Alcor B relative to its host
star on 2009 March 16 and 2009 June 27 (Besselian dates 2009.2047
and 2009.4859, respectively) followed by the change between the two
epochs.
panion, a circular orbit of the projected radius 26 AU (1.05′′ at 24.9 pc) would have a period
of roughly 93 years, resulting in an apparent motion of∼20 mas if it were orbiting face-on.
In fact, the motion we detected is smaller than this, but any inclination, eccentricity, or
different semi-major axis in the orbit could change the expected orbital motion. However,
most importantly, the apparent motion of Alcor B that we do detect is consistent with plau-
sible orbital motion around Alcor. A circle illustrating the range of possible orbital motion
with respect to the position of Alcor B at the first observation epoch is shown in Figure 3.3.
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Figure 3.3 Summary of relative astrometry, plotted in terms of north and east offsets from
Alcor. The two position measurements of Alcor B are plotted with their associated 1-sigma
error bars, and labeled March and June, corresponding to UT epochs 2009 March 16 and
2009 June 29, respectively. The µBKG and piBKG arcs shows the expected change in offset of
a fixed background star due to Alcor’s proper and parallactic motion. The (µ + pi)BKG arc
is the resultant of these components over the course of our two observation epochs. We
have also plotted a circle labeled “o.m. range” containing an estimate of the upper limit of
orbital motion with respect to the March position.
3.7 Discussion and Conclusions
Although we observed Alcor only twice over a baseline of 103 days, the high precision (≤
3 mas) relative astrometry enabled by the pupil plane grid of Project 1640 allowed us to
find common parallactic and proper motion, thereby ruling out the possibility that the newly
detected point source is a background star. We expect that as we improve our techniques for
interpreting data from the integral field spectrograph, we can attain yet higher astrometric
precision in future studies. With sufficient sensitivity, such methods can be extended to
lower mass objects, to characterize young, long period exoplanets. The rapidity of common
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parallax discrimination, as opposed to observation baselines & 1 year relying on proper
motion analysis alone, could improve the efficiency of future high contrast imaging efforts.
In particular, in the surveys that will be carried out with Project 1640 and the planned high-
order adaptive optics system for Palomar, as well as the similar system planned for Gemini
Observatory (Gemini Planet Imager; Macintosh et al. (2006)), repeated observations of a
faint companion candidates should be scheduled ∼1-4 months from the initial detection
epoch. This period is short enough for a typical target to remain visible in the night sky,
but long enough to allow for sufficient parallactic motion for stars closer than ∼ 50 pc.
Under the most favorable observation arrangements, where investigators can acquire
high precision relative astrometry of a possible companion three or more times within sev-
eral months of the discovery date, the common parallax technique can demonstrate physical
association with yet greater rigor than we have achieved here. If the primary star traces a
parallactic arc of sufficient curvature over the observation baseline, three epochs of data
indicating a persistent offset vector can no longer be accounted for geometrically by a
background star. In such a case, the celestial coordinate trajectory of a true companion
would be seen to deviate from regular linear motion to an extent that cannot be explained
by a masquerading background star, even one with the most anomalous space velocity.
To thereby show that the discovered neighbor follows the arc of the host star’s parallactic
ellipse would demonstrate companionship most conclusively.
We note that recently Thalmann et al. (2009) also used common parallax measure-
ments to confirm the existence of a companion to the star GJ 758. However, Thalmann
et al. do not discuss the significance of this method in their article. Presumably since the
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coronagraph they used lacks an astrometric grid, they were not able to attain as high a
precision in the relative position of the companion as achieved in our study, reporting an
uncertainty of 9.5 mas.
We acquired a low resolution (λ/∆λ∼ 30) spectrum of the companion with the Project
1640 Integral Field Spectrograph, enabling a preliminary spectral classification of M3V-
M4V. We demonstrated that even with significant contamination of host starlight, a low
spectral resolution integral field spectrograph can be effective in constraining the spectral
type of newly discovered companions. A comparison between our broadband J- and H-
band fluxes with two different mass-luminosity relationships yielded mass estimates rang-
ing from 0.21-0.27 M⊙. Unlike lower mass stars (e.g. Metchev & Hillenbrand 2009), few
systematic surveys have been carried out with AO-equipped telescopes to characterize the
frequency and mass ratio distribution of binary A stars, so it is difficult to place the signifi-
cance of this discovery in the context of established binary star properties.
The object we found is relevant to the conundrum of x-ray emission from A stars. Un-
like lower mass (F-M) main sequence stars and O and B stars, there is no consensus on a
physical mechanism for x-ray emission from A stars. They lack the energetic winds of more
massive stars, which explain the commonly seen x-ray activity of O and B stars. They also
lack the convection-driven magnetic dynamos of lower mass main sequence stars, which
are widely held to be the source of their x-ray emission (Pallavicini 1989). Despite this, 10-
15% of A stars were detected as x-ray sources by the Ro¨ntgen Satellite (ROSAT) (Schro¨der
& Schmitt 2007). In fact, Alcor is one of them, detected in the ROSAT All Sky Survey,
with an x-ray luminosity of LX = 2.8× 1028 erg s−1. It has long been proposed that un-
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seen lower mass companions could account for the anomalous x-ray emission of many of
these A stars (Schmitt et al. 1985). When Patience et al. (2001) surveyed A stars for stel-
lar companions with the U.S. Air Force Advanced Electro-Optical System (AEOS), they
found previously unknown companions to 8 of the 11 observed A stars with known x-ray
source coincidence. Our finding lends further support to the hypothesis that hidden stellar
companions explain the majority of perceived A star x-ray activity.
Appendix: History of Early Parallax Measurement Attempts
with Alcor
In celestial lore, Alcor is best known for the place it shares in the sky with Mizar in the
handle of the “Big Dipper” asterism. Alcor and Mizar were commonly used in ancient
times as a test of visual acuity (Bohigian 2008). The fainter Alcor, at a separation of 12’,
cannot be discerned unless one has good natural eyesight or corrective glasses. The pair is
collectively designated ζ Ursa Majoris in Johann Bayer’s 1603 Uranometria star catalog.
Although Alcor and Mizar share physical association in the Ursa Major moving group, it
has yet to be shown conclusively whether or not they are gravitationally bound. However,
Mizar itself was the first true multiple star system to be resolved with a telescope, by
Benedetto Castelli, a colleague of Galileo Galilei (Fedele 1949).
Alcor and Mizar were also among the subjects of the first attempts to measure stel-
lar parallax. Well before the invention of the telescope, stellar parallax was identified as
the most conclusive way to demonstrate the Copernican assertion that the Earth orbits the
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Sun (Siebert 2005). In 1897 Johannes Kepler wrote a letter to Galileo encouraging him to
attempt stellar parallax measurements, hoping he would succeed where Tycho Brahe had
failed. Galileo recognized that the field of view containing Mizar, Alcor and Sidus Ludovi-
ciana (also known as HD 116798) was ideal for parallax measurements. The three stars
form an approximate right triangle and they are at high declination, meaning that paral-
lactic motion would trace an ellipse of low eccentricity. The triangle provides a position
reference in two spatial directions. Galileo spent considerable effort trying to measure an
actual parallactic motion (Galilei 1632) and distances to stars, but never succeeded. See
Siebert’s (2005) article for more detail. Although these early attempts at measuring paral-
lax were beyond the measurement precision of the time, it is somehow poetic that a new




Neil Zimmerman, Anand Sivaramakrishnan, David Bernat, Ben R. Oppenheimer, Sasha
Hinkley, James P. Lloyd, Peter Tuthill, Douglas Brenner, Ian R. Parry, Lewis Roberts &
John Krist
ABSTRACT
Using an observation of the binary star system β CrB, we demonstrate how the non-
redundant aperture mask interferometry technique can be adapted to integral field spectro-
graphs. Up to the present date, mask fringe patterns have been recorded in the light of a
single filter. The Project 1640 integral field spectrograph, optimized for coronagraphic ex-
oplanet surveys with the Palomar 3000-actuator adaptive optics system, facilitates record-
ing a mask fringe pattern simultaneously in 23 channels spanning the J and H bands (1.1
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µm–1.8 µm). We use this to retrieve the first low-resolution spectrum of the F3–F5 dwarf
secondary component of β CrB, at angular separation 141 mas (projected physical separa-
tion ∼5 AU) to the A5–A7Vp primary star. In addition to providing physical information
about the source, spectrally-resolved fringes have the potential to enhance detection limits
over single filter observations. While the overall dynamic range of our observation suffers
from large systematic calibration errors, the noise floor is reduced by a factor of 3–4 when
comparing the sensitivity of the full channel range to the best single channel.
4.1 Introduction
Aperture mask interferometry is a well-established technique for overcoming the limits
imposed on high-resolution imaging by wave front errors at visible and infrared wave-
lengths (Baldwin et al. 1986; Haniff et al. 1987; Readhead et al. 1988). In this approach, the
telescope pupil is obstructed by a carefully designed mask, altering the point spread func-
tion from a classical Airy disk to an elaborate pattern of interference fringes, also called an
interferogram. Certain properties of the interferogram, most notably its associated set of
closure phases, are robust to perturbations that corrupt a conventional filled-aperture image.
Here the sub-apertures in the pupil mask function analogously to the antennas comprising
a radio interferometer. Indeed, the concept of closure phase calibration originated in that
area of astronomy well before being applied at optical wavelengths (Jennison 1958). In the
case of a non-redundant aperture mask, the baseline between each pair of subapertures is
unique, and consequently there is no confusion in extracting the fringe properties. Under
appropriate conditions, closure phases depend only on the geometry of the sub-aperture
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layout and the intensity distribution of the target. In effect, the aperture mask observer
trades a flood of degraded observables for a small number of well-calibrated ones.
Necessarily, there are trade-offs in this approach, and the gains over direct imaging
are restricted to the regime of high dynamic range measurements on angular scales near the
diffraction limit of the telescope. Even there, the benefits of aperture mask interferometry
rest delicately on the strategy of data acquisition. The rapid, severe changes in the wave
front error caused by the atmosphere set a time scale on the order of 10-100 milliseconds re-
quired for a seeing-limited aperture mask observer to “freeze” the state of the perturbations
and capture the interferogram closure phases with useful accuracy (less than ∼1 radian).
Nonetheless, by combining a large ensemble of such short exposures, major discoveries of
otherwise inaccessible astrophysical sources have been made, such as the resolved structure
of dust envelopes and nebulae around evolved stars (e.g., Monnier et al. 1999; Tuthill et al.
2000, 2006b), and accretion phenomena in interacting binary star systems (e.g., Ireland
et al. 2007).
Over a decade of observational work by the high-contrast imaging community has
shown that when using a high-order adaptive optics system under excellent seeing condi-
tions, the dominant residual phase errors in a pupil are the long-lived, non-common path
errors originating from telescope and instrument optics, rather than atmospheric distortions.
In a conventional filled-aperture image, these systematic, adaptive optics (AO), correction
errors result in a halo of quasi-static speckles around the target star (Racine et al. 1999;
Sivaramakrishnan et al. 2002; Hartung et al. 2003; Marois et al. 2005; Hinkley et al. 2007).
Aperture mask observations can take advantage of the same AO correction to boost their in-
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tegration times, no longer limited by the atmospheric coherence time (Tuthill et al. 2006a).
Furthermore, the closure phases should be largely immune to the non-common path er-
rors that form speckles. In combined, AO, aperture mask observations, wave front distor-
tions are compensated to such an extent that closure phase precision remain stable over
more than ten minutes to within one degree (e.g., Lloyd et al. 2006; Pravdo et al. 2006).
This is an order of magnitude improvement over what is possible with the extremely short
(< 0.1 s) exposures necessary to “freeze” the fringe phase without AO under good see-
ing conditions (e.g., Baldwin et al. 1986; Haniff et al. 1987; Readhead et al. 1988). The
longer integration times enabled by high-order AO have opened up the possibility of using
the technique to search for faint companions at extremely close angular separations from
nearby stars. In practice, the inner working angle of a Lyot coronagraph, the most widely
used tool for high-contrast imaging, is ∼ 3λ/D (e.g., Leconte et al. 2010; Chauvin et al.
2010b). For a star at 50 pc observed at H band on a 5-meter telescope, for example, this
implies that the lower limit of orbital separation that can be probed is ∼ 10 AU. Therefore,
aperture mask observations can take advantage of their ability to reach angular separations
at the diffraction limit to compliment coronagraph surveys, probing scientifically valuable
parameter space.
In recent years a number of promising results have been attained by combining non-
redundant aperture mask (NRM) interferometry with AO. Besides unique resolved mea-
surements of individual binary and multiple star systems (e.g., Ireland et al. 2008; Marti-
nache et al. 2009), there has been one high-contrast survey of stars in the Upper Scorpius
moving group (Kraus et al. 2008), and another survey for companions of L dwarfs (Bernat
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et al. 2010). A large portion of the first survey and all of the latter survey were carried
out at with the Palomar Hale Telescope’s adaptive optics system (PALAO) in the near-
infrared (Dekany et al. 1997). Both have yielded new sub-stellar companion candidates.
More recently, Hinkley et al. (2011a) used L’-band masking with the NIRC2 camera at
Keck Observatory to place constraints on planetary mass companions within the orbital
radius of those already detected through direct imaging (Marois et al. 2008a, 2010).
In this investigation, we extend the NRM technique to integral field spectroscopy,
thereby adding a wavelength dimension to the closure phase data set. The Project 1640
(P1640) integral field spectrograph, based at Palomar Observatory’s Hale Telescope, was
designed in conjunction with an apodized Lyot coronagraph to carry out a survey for young,
giant, long-period exoplanets (Hinkley et al. 2011b; Soummer 2005; Sivaramakrishnan
et al. 2001). The integral field spectrograph, also referred to as the integral field unit or
IFU, serves two functions in P1640’s standard survey mode. First, the chromatic diversity
introduced by the spectrograph allows the observer to disentangle quasi-static speckles—
whose positions all scale radially with wavelength—from true faint sources, and hence limit
their effect on the overall dynamic range (Sparks & Ford 2002; Crepp et al. 2011). Second,
the low-resolution spectrum (∼ 70 nm resolution spanning the J and H bands) acquired
for each spatial element, or spaxel, enhances the characterization of any detected source
beyond conventional broadband photometry (for examples, see §3.5, §2.5, and Hinkley
et al. (2010)).
We had similar motivations behind our demonstration combining NRM interferometry
with the P1640 IFU. First, it was plausible that the dynamic range achieved by combining
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closure phases from multi-channel interferograms would exceed that reached in the normal
single-filter case. Second, as in the case of the coronagraph mode, a companion spectrum
retrieved by an IFU would place useful constraints on its mass, temperature, and possibly
composition. A successful example of such a spectrum extraction would provide a useful
template for more ambitious targets.
We tested our approach with an observation of the well-studied 10.5 yr-period spec-
troscopic binary β CrB (HD 137909; V = 3.7m; J2000 coordinates α = 15h27m49.731s,δ =
+29◦06′20.53′′; d = 35.0 pc measured by the Hipparcos parallax; Perryman et al. 1997).
The primary component of β CrB is an oscillating, chemically peculiar A star with strong
magnetic features (Oetken & Orwert 1984). Its F dwarf companion was first discovered
by Campbell & Moore (1907) through radial velocity measurements. Muterspaugh et al.
(2010) carried out the most recent orbit determination, combining nearly one century of
radial velocity data with astrometry from the Palomar High-precision Astrometric Search
for Exoplanet Systems (PHASES) project and speckle imaging. The projected semi-major
axis of the binary orbit is 204 mas; at our observation epoch their angular separation was
141 mas, close to twice the Hale Telescope diffraction limit in the H band. The contrast
ratio between the primary and secondary is roughly a factor of four across the J and H
bands.
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4.2 Method
4.2.1 Principles of Non-Redundant Aperture Mask Interferometry
For a target consisting of two or more point sources, one can show how the interfero-
gram created by a non-redundant mask (NRM) allows us to constrain fundamental source
properties in a manner which is robust to a major class of wave front errors. Suppose we
have a binary-valued pupil plane mask. The transmission function, defined over a two-
dimensional Cartesian vector u in the telescope pupil plane (with the origin at the center of










the convolution of some subaperture “hole” function Π of characteristic width a with a set
of subapertures centered at vector positions hi. Here δ(u) is the Dirac delta function. For







1 |u|2a ≤ 12
0 otherwise.
(4.2)
Consider the case where we observe a binary star defined by Cartesian separation vector
ρ on the sky, with each component in units of radians, and wavelength-dependent contrast
ratio η(λ). The scalar phasor representations of the ideal, unperturbed electric field due to
the primary and secondary stars at the pupil are, respectively,
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Therefore, just behind the pupil mask, the electric field due to the on-axis primary star




By Fraunhofer diffraction, the resulting intensity pattern in the focal plane is




























No cross terms between the fields of the individual sources appear, because those products
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average to zero over any time interval average greater than ∼1/∆ν, the inverse of the band-
width. At wavelengths in the infrared range and below, this intrinsic wave coherence time
is far below the sample interval of a solid state detector.
Let us define V (u′) as the inverse Fourier transform of the focal plane intensity pat-
tern. By starting from Equations 4.4– 4.6 and applying the convolution theorem and stan-
dard Fourier transform identities, we arrive at

























is the autocorrelation of the subaperture function of Equation 4.2. If the
mask geometry is non-redundant, so that the displacement vector between each pair of
subapertures is unique, then when V (u′,λ) is evaluated at baseline bi, j = h j −hi, the
formula reduces to
V (bi, j,λ) = 1+
ei2piρ·bi, j/λ
η(λ) (4.8)
This expression on the right hand side is identical to the spatial coherence function of the
pupil plane electric field (also known as the spatial autocorrelation), evaluated at bi, j, since
for our pair of point sources








The equality in the first line holds due to the Wiener-Khinchin theorem, relating the auto-
correlation of a function to its Fourier transform. In general, the goal of any interferometer
is to sample the spatial coherence function at as many baselines as possible. The visibil-
ity data as expressed in Equation 4.8 comprise the necessarily incomplete recovery of this
function.
We might further restrict our measurement to the phase of the visibility. For the binary
star, we now express the phase associated with a particular baseline. We represent the
baseline vector by bi, j, the sky-projected binary separation vector as ρ (in units of radians),
and the wavelength-dependent phase errors at subapertures i and j by φi(λ) and φ j(λ),
respectively. Then the total baseline interference fringe phase, Φ, is given by
Φ(bi, j,λ) = tan−1
[
sin(2piρ ·bi, j/λ)
η(λ)+ cos(2piρ ·bi, j/λ)
]
+φ j(λ)−φi(λ)
:= Φsrc(bi, j,λ)+φ j(λ)−φi(λ). (4.10)
In the second line, we have abbreviated the arc tangent term, which is intrinsic to the source
properties, as Φsrc. The “piston” phase error description used here, although merely an ap-
proximation to the actual wave front structure introduced by the turbulent atmosphere and
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non-common path errors in the instrument, is particularly useful because of its algebraic
properties. For any baseline triplet that forms a triangle, take the sum of the visibilities:
Ψi, j,k(λ) = Φ(bi, j,λ)+Φ(b j,k,λ)+Φ(bk,i,λ)
= Φsrc(bi, j,λ)+φ j(λ)−φi(λ)
+Φsrc(b j,k,λ)+φk(λ)−φ j(λ)
+Φsrc(bk,i,λ)+φi(λ)−φk(λ)
= Φsrc(bi, j,λ)+Φsrc(b j,k,λ)+Φsrc(bk,i,λ) (4.11)
The piston phase errors of all three subapertures cancel out, leaving only the sum of the
terms caused by the target intensity distribution. This quantity, known as the closure phase,
has been exploited in radio wavelength interferometry since the 1950s (Jennison 1958), and
optical and infrared interferometry since the 1980s (Baldwin et al. 1986). For an interfer-














(Nh− 1)(Nh− 2)/2 are independent, since a given visibility phase will reappear in many
closing triangles.
4.2.2 Integral Field Spectrograph Representation of NRM Data
In the case of Project 1640, the intensity pattern in Equation 4.4 is formed on the microlens
array at the entrance of the spectrograph. From there, the beam from each microlens is dis-
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persed by a prism and focused as a low-resolution spectrum on the detector (for more details
of the IFU design, see (Hinkley et al. 2011b)). The data reduction algorithms described in










where sx and sy are integers indexing the spatial position of the three-dimensional pixel, or
spaxels associated with individual microlenses, with origin at the target star position; xˆ and
yˆ are Cartesian unit vectors in the image plane; the integer w indexes data cube wavelength
channels ranging from 0 to Nchan−1; g[w] is a discrete function approximating the effective
filter of each channel (defined for −3 ≤ w ≤ 3; see § 2.4.2.4 for further explanation); and
lastly α is the angular scale of one spaxel in radians.
In analogy with Equation 4.7, we take the channel-wise inverse discrete Fourier trans-
form of each interferogram cube ˆI[sx,sy,w] to form the corresponding visibility data set:















Here L is the width and height of the centered interferogram cube in pixels. It can be shown
that this discrete visibility cube is equivalent to the original continuous representation in
Equation 4.7, when the independent units are scaled appropriately:












The equality is only approximate, due to the effects of finite channel bandwidth and sam-
pling in the intervening stages.
Once the closure phases have been extracted from the visibility cube, we formulate
a maximum likelihood problem to ask what kind of source distribution provides the best
fit to the closure phase data set. A simple source like a binary star is fully described by
two offset coordinates and Nchan values of the contrast function η(λ). For any set of can-
didate parameters, we generate a set of model closure phases by using the expression for
Φsrc(bi, j,λ) in Equation 4.10 to evaluate the closure phase formula in Equation 4.11 for
all closing triangles at all channels. The goal is to find the set of source parameters which
generates a closure phase model with minimum difference to the measurements.
4.3 Observations
Using design parameters similar to previous pupil masks behind PALAO, we ordered the
fabrication of a nine-hole non-redundant mask pattern on a thin stainless steel disk. The
mask geometry was scaled to match the first pupil plane in the P1640 coronagraph, at the
position of the Lyot stop. Each subaperture in the mask is a hexagon of point-to-point
diameter 0.403 mm (measured across opposing vertices), translating to 0.526 m in the
telescope pupil (compared to the 5.08 meter primary mirror aperture). The shortest and
longest effective baselines on the mask are 0.76 m and 4.23 m. The overall transmission of
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Table 4.1. Summary of P1640 NRM observations
Target Mean UT date # of NDR sequences # of reads Total exposure time (s)
β CrB 2010 March 24 12:05 16 320 2471 s
κ CrB 2010 March 24 12:59 15 300 2316 s
the mask is 9.1% of the full telescope pupil.
We configured P1640 for NRM observations on 2010 March 24 by replacing the coro-
nagraph Lyot stop mask with the non-redundant pupil mask. Once the pupil mask was
mounted, the only change necessary from normal coronagraph data acquisition was to en-
sure that the target was offset from the focal plane mask, effectively a 370 mas-diameter
occulting spot near the center of the IFU’s 3.8′′-wide field of view. With the mask in place,
we acquired 16 non-destructive read (NDR) sequences of the interferogram of β CrB, the
spectroscopic binary target. Each NDR sequence from our HAWAII-2 detector consisted of
20 successive 7.721 s reads, resulting in a total exposure time of 2471 s, about 41 minutes
(more information on our detector read scheme can be found in §2.2).
We followed the target observation with a similar observing sequence of a nearby
calibrator star κ CrB (HD 142091), with a slightly shorter integration time of 15 NDR
sequences. Ten minutes separated the end of the last β CrB NDR sequence from the start
of the first κ CrB NDR sequence. Both the target and calibrator stars were bright enough
(V = 3.7m and 4.8m, respectively) to be acquired as natural guide stars by the Palomar AO
system. Our log indicates ∼1′′seeing through the duration of this data set. The dates and
exposure schemes of the observations are summarized in Table 4.1.
In NRM observations, it is typical to observe a single star as a calibration reference
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to measure systematic errors in the closure phases. We note that κ CrB in fact hosts a
giant exoplanet with projected semi-major axis 87 mas, as inferred from radial velocity and
transit measurements (Johnson et al. 2008). However, given the planet’s mass and and the
estimated system age—1.8 MJup sin i and 2.5 Gyr, respectively—it is highly unlikely that
emission from this object could have produced a measurable change in the source wave
front of κ CrB. Suppose the orbital inclination of the exoplanet candidate is only 1 deg, so
that mass is actually 100 MJup, placing it comfortably inside the M-dwarf range of spectral
types. Then, according to the cooling curves for low-mass stars by Baraffe et al. (2003), at
an age of 1 Gyr, in H band, it would appear at a contrast of ∼ 10 magnitudes with respect
to the host star. While 10 magnitudes of contrast is a plausible goal for high-contrast NRM
observations to reach in the near future, it is well beyond the performance we achieve in this
experiment, in terms of both measurement precision and calibration of systematic errors.
Therefore, we confidently treat our κ CrB data as those of an ideal point source.
On the following night, with the pupil mask removed and the coronagraph returned to
its normal configuration, we acquired direct images (non-occulted) of a calibration visual
binary star. This data later served to establish our plate scale and orientation for the epoch.
We chose the binary star HIP 55203, because its separation (1.6′′) spanned a good fraction
of our field of view, and its USNO Sixth Orbit Catalog ephemeris was ranked in the highest
quality category (Hartkopf et al. 2001).
We used the Project 1640 Cube Extraction Pipeline (PCXP; Chapter 2) to translate our
raw spectrally-resolved fringe data into cubes. This software is fully described in Chapter 2;
a finished cube consists of 23 channel images spanning the 1.10 µm—1.76 µm passband.
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Figure 4.1 One example of an interferogram cube slice for each target: the calibrator κ CrB
on the left and the spectroscopic binary β CrB on the right. Channel 21 of 23 (1.7 µm) is
displayed, with a square-root stretch. For clarity, the cube channel images have each been
cropped to center the brightest portion of the interferograms.
Before the cube extraction takes place, however, the PCXP has the option of preparing the
raw detector data in two very different ways. In the normal case, the PCXP fits a slope to
the non-destructive count samples in each detector pixel, thus producing a reduced spec-
trograph focal plane image in which each pixel represents the count rate over the course of
the corresponding NDR sequence. In an alternative mode, the PCXP takes the differences
between each pair of consecutive reads (after bias/dark subtraction, flat fielding, etc.), pro-
ducing a stack of 19 short exposure spectrograph focal plane images, each with integration
time 7.7 s. Ignorant of which processing mode would produce higher quality results, we
generated both versions of reduced spectrograph focal plane images for the full data set.
From there, the PCXP proceeded with cube extraction from all spectrograph focal plane
image versions with default parameters. For brevity hereafter, we distinguish between the
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two co-existing reduced data sets as follows: “short exposures” for the interferogram and
visibility cubes generated from 7.7 s read differences, and “long exposures” for the slope-fit
cubes with integration time 154 s. We show one example the long exposure interferograms
of each target in Figure 4.1.
4.4 Closure Phase Extraction
We sent the interferogram cubes created by the PCXP through a separate customized
pipeline written in Python, whose final products are the visibility data cubes. Each interfer-
ogram cube was aligned to the nearest pixel in the center of a new array, and multiplied by
a super-Gaussian window function of the form e−m|s|4 (after Bernat et al. (2010)), where
the constant m is adjusted so that the window rolls off near the first null in the subaper-
ture diffraction envelope at the red end of the passband. The windowed interferogram was
zero-padded up to array width L to avoid aliasing. Next, following Equation 4.13, we took
the channel-wise inverse discrete Fourier transform (DFT) of the interferogram cubes. We
stored the amplitude and phase of each resulting visibility data set in separate FITS cube
files.
One of the systematic noise sources in P1640 data cubes is cross-talk, discussed in
§ 2.4.2.5. Due to the proximity of the interleaved microlens spectra, the wings of the IFU
point spread function at one channel in a given spectrum overlap with an offset channel
in a vertically neighboring microlens spectrum (to visualize, consider the diagram of the
spectrograph focal plane in the right hand panel of Figure 2.2). Therefore, a small fraction
of one spaxel’s light is erroneously counted in a vertically neighboring spaxel, at an offset
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channel. We formulated an approximate model for the effect of cross-talk on the visibility
data cube as follows. First, we expressed the cross-talk contaminated interferogram cube,
ˆI, in terms of the ideal one, ˆI from Equation 4.12:
ˆI[sx,sy,w]≃ ˆI[sx,sy,w]+ γ↑ ˆI[sx,sy +1,w↑]+ γ↓ ˆI[sx,sy−1,w↓], (4.15)
where γ↑ and γ↓ are, respectively, the cross-talk coefficients for light crossing over from
the microlens spectrum above, and the microlens spectrum below the current one at spaxel
(sx,sy). We measured the following mean cross-talk coefficients in our data:
γ↑ =





0.075 10≤ w ≤ 22
0 otherwise
(4.16)
The offset channels for each of these cross-talk directions are symbolized by w↑ and w↓.
These are determined by the pitch between interleaved neighboring microlens spectra pro-
jected onto the dispersion axis, measured in channel intervals. For the P1640 spectrograph
focal plane pattern, they are: w↑ = w+10 and w↓ = w−10. The channel-wise inverse DFT
of equation 4.15 gives




≃ ˆV [ku,kv,w]+ γ↑e−i2pikv/LV [ku,kv,w↑]+ γ↓ei2pikv/LV [ku,kv,w↓] (4.17)
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The phasor in front of each cross-talk term arises from the fact that cross-talk, as described
in Equation 4.15, carries flux either down or up by exactly one spaxel, resulting in a phase
shift in (ku,kv) space. This phase shift is fixed at a given vertical spatial frequency kv.
Most importantly, it means that in the Fourier domain, we can compensate for cross-talk by
subtracting the appropriate offset channel arrays from the target channel, after multiplying
them by the complex cross-talk coefficient array.
The cross-talk subtraction can be improved by cleaning the contaminating channels
themselves before subtracting them from the target channel. This is in fact how we treated
the κ and β CrB visibility cubes. Even more levels of recursion are possible, but since this
cross-talk model is only an approximation in the first place (e.g., the cross-talk coefficients
are not truly constant with image position or spatial frequency, the channel offset is not ex-
actly 10, etc.), and the cascaded coefficient at the nth recursion level γn+1 quickly shrinks to
an insignificant factor relative to other noise sources, we would not improve the correction.
In the current algorithm with one level of recursion in the subtraction, the benefits to the
closure phase accuracy, as shown in Figure 4.4, are substantial for channels with relatively
weak signal.
Figure 4.2 shows one example visibility amplitude data channel for each target, after
cross-talk compensation. Each peak, also known as a splodge, represents the fringe am-
plitude at a given baseline. The central peak is due to the Nhδ(u′) term in Equation 4.7,
around which there are 72 splodges: one for each of the 36 baseline vectors bi, j = h j−hi
and their reverses, b j,i = hi−h j. The κ CrB visibility amplitudes are relatively flat across
the spatial frequencies, as expected for a single point source, while the β CrB amplitude
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Figure 4.2 Channel 21 of 23 (1.7 µm) in two example long exposure visibility amplitude
cubes. The data are displayed with a square-root stretch.
data suggest a more complicated source distribution.
We used the positions of the amplitude peaks in the long exposure calibrator visibility
cubes to establish the exact spatial frequencies in each channel. From these we derived the
true baselines. Although we had prior knowledge of the baselines from the mask geometry,
by measuring the baselines from the data we eliminated uncertainty due to potential errors
in the pupil alignment. Our extraction scripts fitted an elliptical cone to each long exposure
amplitude splodge (with freely varying base ellipse shape, position, and height) to deter-
mine its spatial frequency coordinates. The measured spatial frequencies for each baseline
and channel combination are in turn averaged over the entire calibrator data set.
In order to model IFU closure phase data, it is critical to establish an accurate channel-
wavelength relationship in the data cube. The PCXP uses a weighted sum on the spectro-
graph focal plane image to determine the flux in each cube spaxel. Depending on the shape
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of the microlens spectrum where the extraction occurs, the effective wavelength can be bi-
ased up to of order 10 nm. We anchored the channel-wavelength scale to the channels with
peak count rate in each half of the passband, since those would have negligible bias. From
here, we derived the full channel-wavelength function from the mean scaling of the fringe
spatial frequencies with respect to these fiducial channels. The result, plotted in Figure 4.3,
shows the effective wavelength of each data channel. The graph shows the expected lin-
earity in the regions where the signal is relatively strong and even, and veers off from the
ideal extraction wavelength where the IFU spectral response function (Figure 2.13) changes
steeply. We note that in normal coronagraph imaging mode, similar measurements of the
data cube channel-wavelength relationship can be made from the scaling of the speckle
pattern, as in Crepp et al. (2011). We calculate the true, physical baseline vectors (in units








Here kui, j ,kvi, j are the coordinates of the spatial frequency corresponding to baseline i, j; α
is the plate scale in units of radians per spaxel, derived from our calibration observation of
HIP 55203; and L is the array width of the visibility cube. We note that there is a slight
foreshortening in the measured baselines as compared to those expected from the mask
geometry. The foreshortening suggests there was a ∼ 10deg tilt of the mask with respect
to the pupil plane.
From each visibility cube we extracted the baseline phases using the spatial frequency
coordinates. Since the peak spatial frequencies in general do not occur at integral pixel
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Channel #
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Figure 4.3 Effective channel wavelengths of the visibility data cubes. The dashed line
shows the expected one-to-one relationship if there were no signal biasing during the the
weighted sum cube extraction.
values, we used a two dimensional spline interpolation to estimate the phase at fractional
pixel positions. Finally, we followed Equation 4.11 to calculate and store the 84 closure
phases in each channel of each visibility cube.
4.5 Statistical Properties of the Spectrally-Resolved Clo-
sure Phases
The ability of NRM observations to reach high dynamic range is dependent on the stability
and accuracy of the extracted closure phases. Much can be learned about our unique data set
by analyzing the stochastic behavior of the calibrator closure phases alone. In Figure 4.4,
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Figure 4.4 RMS closure phase values in one long calibration exposure, with and without
cross-talk compensation. When we do not account for cross-talk, the visibility phasors are
corrupted by scaled-down, shifted “ghost” phasors from offset channels.
we show the root mean square (RMS) value of the closure phases in one long calibrator (κ
CrB) exposure as a function of wavelength. We compared the results of extraction both with
and without cross-talk compensation applied to the original visibility data cube. Ideally,
the closure phases for a point source would be zero. However, it is normal in AO NRM
observations for systematic errors, likely due to non-common path phase errors that deviate
from the piston phase error model, to cause slight offsets to individual closure phases (e.g.,
Kraus et al. 2008; Hinkley et al. 2011a). One of the purposes of acquiring a calibration star
alongside the NRM target is to subtract this instrumental component. Since the AO wave
front correction degrades towards shorter wavelengths, we expect that the errors would be
slightly higher in the J band, which is in fact the case. Another cause of better performance
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Table 4.2. Root mean square and standard deviation values of closure phase data.
Each listed standard deviation is the mean of the time series standard deviations of
all closure phases in the set.
Data set Channel range RMS (deg) Std. dev. (deg)
κ short exp. 3–10 7.5 6.4
κ short exp. 11–22 4.3 3.4
κ long exp. 3–10 4.9 3.1
κ long exp. 11–22 3.0 1.6
β long exp. 3–10 23 7.3
β long exp. 11–22 25 3.9
at longer wavelengths is the fact that the interference fringes were oversampled at longer
wavelengths, making them less susceptible to errors in cube extraction.
It is also apparent that independent of these effects, the deviations from zero closure
phase are to some extent anti-correlated with interferogram signal-to-noise ratio. The water
absorption trough around 1.4 µm (in between the J and H bands) coincides with a bump in
κ CrB’s RMS closure phase, notably attenuated by the cross-talk compensation algorithm.
At channels near the edges of the passband, both water absorption and the transmission
function of the instrument blocking filter lower the signal.
We tabulate RMS values and scatter of various subsets of our closure phase data in
Table 4.2. Here, the column marked ”Std. dev.” represents the typical scatter within a
closure phase measurement rather than the scatter between different closure phases. To
calculate this, we determined the time series standard deviation of each closure phase. The
average of these standard deviations among all closure phases within the specified channel
range are tabulated. It is encouraging that the typical standard deviation is below the RMS,
since that suggests that the ensemble of measurements for each closure triplet does in fact
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provide a meaningful measure of the underlying systematic component.
In general, we found the short exposure closure phases had higher noise than the long
exposure ones, with typical RMS and scatter both around a factor of 1.5–2 higher. This
may partially be explained by anomalous detector behavior which persisted throughout the
observing run (portending its eventual failure within three months of our experiment): the
individual read difference focal plane images suffered from time-varying ripple structures
with intensity up to a few percent of the interferogram peak, depending on the channel.
Over each 20 read sequence comprising the long exposure extractions, however, those ar-
tifacts average out. It is likely that these structures contributed to much of the added noise
in the short exposure versions of the fringe phases.
Although the closure phases derived from long exposures show significantly lower
standard deviation, we note that they were still not quite as stable as those acquired in
previous AO NRM observations at Palomar. Lloyd et al. (2006), for example, measured a
typical closure phase scatter of 0.6deg at H band, for a fainter star than either of our targets.
In Figures 4.5 and 4.6, we display the behavior of a typical closure phase in channel
20 as a function of time. Since the sample size of a given closure phase is 19 times larger
when we consider the data broken into the short (7.7 s) exposures, that version of the data
provides a more useful statistical diagnostic. Appropriately, the time series of the exhibited
closure phase shows no trend, and the distribution is fairly symmetric.
We are also interested in the cross-channel correlation of the closure phases, which
is an indication of the statistical independence of the data cube channels. Let us represent
the closure phase with triplet index q (0≤ q < Ntrip) recorded in channel index w (0≤ w <
124 Chapter 4: Spectrally-Resolved Aperture Mask Interferometry





















Figure 4.5 Here we plot 253 measurements of a single closure phase in data cube channel
19, extracted from the short exposure κ data set.
Nchan) by Ψq,w. The correlation coefficient between the errors in a given closure phase q at









Here Ψ is the sample mean, and σΨ is the sample standard deviation. Then, to quan-
tify the independence of two channels of closure phase data w1 and w2, we can average








To see how the cross-channel correlation behaves with respect to one channel, we held
the first channel index w1 fixed and evaluated Corr(w1;w2) across the passband for each
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Figure 4.6 A histogram of the same 253 closure phases shown in Figure 4.5, with a bin
width of one degree.
w2. In Figure 4.7 we show the results of this calculation, first with channel 6 (1.25 µm)
fixed and then channel 17 (1.58 µm). As expected, in each case the function peaks at
unity in the reference channel, since in that case both the numerator and denominator of
the expression in Equation 4.19 reduce to the variance of a given closure phase. What
is important, however, is the high degree to which the closure phase errors are correlated
across wavelength: between the middles of J and H band the correlation remains above
0.7. This is somewhat expected, since a non-common path error associated with some path
length difference would perturb the phase over the entire wavelength range. We assess the
impact of our measured closure phase variance and covariance values on detection limits
in §4.7.
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Figure 4.7 The cross-channel correlation of closure phase errors in the short exposure κ
CrB data set, evaluated with respect to channel 6 and channel 17.
4.6 Results of the β CrB Closure Phase Model
For both targets, we formed a mean closure phase set by averaging the extracted long ex-
posure closure phases over time, and discarding the end channels due to their poor quality.
Next, we subtracted the mean κ CrB closure phase set from the mean β CrB closure phase
set, to remove systematic errors presumably present in both data sets. From here, we fitted
a binary star model to the β CrB data in two stages, following an approach similar to that
of Bernat et al. (2010). First, we performed a brute force search over a coarse parameter
grid. We explore a range of three parameters: radial separation (r), position angle (θ), and
contrast (η). Although we expected η to vary with wavelength, for efficiency we initially
treated it as a constant across the passband.
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We evaluated binary star parameters using a maximum likelihood formulation (see
Sivia (2006) for a helpful overview). To evaluate the misfit statistic of a given parameter
combination, we took the sample covariance matrix of the closure phase data set into ac-
count, rather than treating the closure phases as statistically independent observables. This
was necessary for two reasons: (i) the full set of 84 closure phases in a given channel is
not linearly independent, and (ii) there are correlations in errors across channels, as shown
previously in §4.5.
If we assume Gaussian noise for the closure phase errors, then the posterior probabil-
ity distribution function (p.d.f.) for binary star parameter set p given a particular closure
phase data set is













where Ψ is a column vector representing the measured closure phases (Nchan×Ntrip rows);
Ψ˜(p) is a column vector of closure phases generated from the binary model p; C is the
covariance matrix of the closure phase data; superscript T is the transpose operator; and I
is our background knowledge, which includes how to form a model of our data from p, and











We used the combination of binary star parameters which gave the lowest χ2 in the
grid search as initial conditions for a more sophisticated fitting algorithm. This stage re-
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fined the position and allowed the contrast in each channel to vary independently. For this
stage, we employed MPFIT, an implementation of the Levenberg-Marquardt non-linear
least-squares fitting method created by Markwardt (2009). Since MPFIT does not handle
observables with correlated errors, we modified a Python/NumPy adaptation of MPFIT to
compute the misfit statistic using the expression in Equation4.22 rather than simply evalu-
ating the sum of squares of the variance-normalized fit residuals.
One caveat to this method is that it requires the covariance matrix in the expressions
to be positive definite. Otherwise, the inverse matrix C−1 required to compute the misfit
statistic does not exist. In general, the covariance matrix drawn directly from a measure-
ment sample is not positive definite, especially when the number of observable quantities
is much higher than the number of measurement repetitions (Schfer & Strimmer 2005).
For this situation, techniques exist to modify the covariance matrix so that it is well be-
haved. The “shrinkage” algorithm by Schafer et al. is one of them. In this solution, the
off-diagonal elements (covariances) and the diagonal elements (variances) are multiplied
by separate scale factors, such that the result is positive definite. We carried out their pro-
cedure for the sample covariance matrix drawn from the short exposure version of the β
CrB data set (the many repetitions of measurements in this case improves the behavior of
the covariance matrix), which ultimately scaled the off-diagonal elements down by a factor
of 0.7.
In the first outcome, the root-mean-square level of fit residuals between the best binary
model and the calibrated closure phase measurements was 8.6 degrees. We found that
a small subset of closure triangles were responsible for the majority of these systematic
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Table 4.3. Comparison between measured position offset of β CrB B with that predicted
from the orbit by Muterspaugh et al. (2010).
Separation (mas) Position angle (deg. E of N)
Predicted 141.2 121.7
Measured 140.4±0.6 119.22±0.25
errors. We excluded the worst 15 of the 84, so that the remaining residuals in the peak J
and H channels were all under 10 degrees. Repeating the full fitting procedure with the
69 retained closure phases recorded in 20 channels, the RMS fit residual decreased to 4.5
degrees. However, the change in the binary star solution was marginal, probably because
the flagged closure phases had already been weighted down due to high variances.
In Table 4.3, we list the position of the companion we recovered, alongside the ex-
pected one based on the established orbit (Muterspaugh et al. 2010). The error bars on the
best-fit r and θ values are based on the shape of the two-dimensional p.d.f. computed with
the contrast ratio vector fixed. We found this p.d.f. to be nearly symmetric, and used the
widest axis of 0.6 mas as the error in both the radial and azimuthal directions. The overall
disparity in position is only 6.2 mas, similar to the disagreement that Bruntt et al. (2010)
found in their AO-resolved direct imaging of the system (although they were comparing
their position with the older orbit from Tokovinin (1984)).
To derive spectra for the two stellar components of β CrB, we combined the solved
contrast ratio function η(λ) with total flux measurements of the interferograms. Since a
near-infrared spectrum of κ CrB is included in the IRTF Spectral Library (Rayner et al.
2009), it was straightforward to calibrate the total channel fluxes of the β CrB data. The
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Figure 4.8 Spectra of β CrB A and β CrB B, normalized to the mean flux of β CrB A.
We compare the spectrum of component A to two reference A dwarf stars from the Pick-
les Atlas (Pickles 1998). The gray shading indicates channels whose flux calibration was
corrupted by variable telluric water absorption.
resulting pair of spectra are plotted in Figure 4.8, normalized to the mean flux density
of the primary (A). We use a second plot, Figure 4.9, to clearly display the spectrum of
the companion by itself. The error bars in the flux points are based on scaled parameter
variances returned by the fitting algorithm, propagated through the calibration steps.
Recently, Bruntt et al. (2010) carried out a detailed investigation into the physical
properties of β CrB. They measured broadband fluxes from AO imaging with VLT/NACO
and stellar diameters by long baseline optical interferometry with the CHARA Array. Com-
bining those data sets, they arrive at effective temperature estimates of 7980±180 K and
6750±230 K for the two stars. These temperatures imply spectral types in the range A5V–
A7V and F2V–F5V (Gray et al. 2001). We overplotted reference spectra in Figures 4.8
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Figure 4.9 Mean-normalized spectrum of β CrB B measured from P1640 NRM data. We
overplot the spectra of two F dwarf stars from the IRTF Spectral Library: HD 26015 (F3V)
and HD 27524 (F5V).
and 4.9 to confirm these results in our NRM data. For the secondary, we compared F3V
and F5V spectrum examples from the IRTF Spectral Library. However, due to the lack
of a sample of A stars in the IRTF library, we instead collected two appropriate reference
spectra from the Pickles Atlas (Pickles 1998). In each case, we smoothed the reference
spectrum to the P1640 data cube resolution, using the procedure described in §2.4.2.4. In
both cases we found a fair match with the spectral types of Bruntt et al. Surprisingly, the
match for the secondary is closer than the primary’s, even though the flux data points of
the latter spectrum were less sensitive to errors in the closure phase model. Most of the
disparity in the primary spectrum is in points susceptible to the telluric water absorption
band between the J and H photometric bands. These points are distinguished in the plot by
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gray shading. Presumably, it is by mere chance that the flux calibration errors skewed in
such a way that the F-dwarf spectrum remains smooth across the telluric channels.
4.7 Dynamic Range Estimation
Commonly, the dynamic range of an optical interferometry observation is estimated by
applying a Monte Carlo method to an empirical noise model (e.g., Ireland et al. 2006).
In the case of AO-assisted NRM observations of relatively bright targets, detection limits
are typically set by systematic errors in closure phase calibration rather than measurement
scatter (e.g., Kraus et al. 2008; Hinkley et al. 2011a). Therefore it is not surprising that in
our experiment the uncalibrated systematic error components dominated the uncertainty in
our deduction of the target source distribution. We know this is the case because the binary
model fit residuals exceeded the uncertainties in the closure phase means implied by the
statistics listed in Table 4.2.
In order to build a complete model of the systematic noise, we would need to observe
multiple calibrator stars to reveal the variances and covariances associated with this error
component within and across the spectrograph channels. The correlations seen in Sec-
tion §4.5 among the stochastic closure phase variations suggest that there are also strong
correlations between underlying systematic errors, which would ultimately affect the de-
tection limits. Since we were only able to observe one calibrator star for this data set, we
assess our sensitivity with an alternative approach.
Rather than measuring detection limits from simulated data sets, we treat the am-
plitudes of spurious χ2 valleys in the β CrB source model as proxies for dynamic range.
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Assuming no true tertiary sources in the field are detectable in our β CrB data data set,
the brightest false alarm revealed by a three source parameter grid search provide a mea-
sure that we expect to be roughly proportional to the detection limit. Although this does
not provide a conventional detection limit, it at least allows us to quantitatively grasp how
the sensitivity improves with the ensemble of spectrograph channels versus the single filter
case.
We carried out a three source grid search on the calibrated β CrB closure phase data,
with the parameters describing the known F-dwarf companion fixed at their best-fit values
from Section §4.6. For the hypothetical tertiary source we tested a finely sampled range of
positions inside two zones of separation centered on the primary star. The inner test annulus
spanned separations between 33 mas and 99 mas (0.5λ/D–1.5λ/D at 1.6 µm where D is the
5 m Hale Telescope aperture) and the outer annulus spanned angular separations 99 mas to
165 mas (1.5λ/D–2.5λ/D at 1.6 µm). We determined the brightest proposed source within
each annulus that reduced the χ2 misfit statistic of Equation 4.22 as compared to the best-
fit binary model. The misfit statistic was computed separately for the single 1.25 µm data
cube channel, the 1.58 µm data cube channel, and the 20-channel closure phase ensemble.
For simplicity, we fixed the tertiary source model contrast ratio across the passband when
calculating the multi-channel fit.
The brightest spurious sources revealed by the grid search are tabulated in Table 4.4.
The figures reveal significant improvement in dynamic range for the full NRM data cube
as compared to the single channel case. In both zones, the strongest spurious signal was
suppressed by a factor of 3–4 by including 20 channels spanning 1.16 µm to 1.73 µm,
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Table 4.4. Contrast ratios of the strongest spurious point source signals in the β
CrB NRM data.
Wavelength subset Sep. 33 mas–100 mas Sep. 100 mas–166 mas
1.25 µm (chan. 6) 14:1 17:1
1.58 µm (chan. 17) 10:1 19:1
1.16 µm–1.73µm (chan. 3–22) 47:1 64:1
aThe contrast ratios are given for two zones of separation from the primary star.
bFor reference, 66 mas corresponds to the λ/D angular resolution criterion of the Hale Telescope
at 1.6 µm.
ultimately achieving a floor of contrast ratio 64:1 in the outer zone. For reference, in
the case of direct AO-corrected imaging with the PHARO camera on the Hale Telescope,
Metchev measured a 4σ detection limit of 10:1 at 2λ/D separation in Ks-band (Metchev &
Hillenbrand 2009).
We emphasize that the dynamic range enhancement shown in Table 4.4 is not due to
simply compounding the signal-to-noise ratio by summing data across cube channels. The
spurious model solutions that set the noise floor are caused by systematic errors rather than
signal strength-determined measurement scatter. It is the wavelength diversity enabled the
IFU that enables us to reduce their influence.
4.8 Discussion of Noise Sources
Although we find that the wavelength dimension provided by the IFU improves the dy-
namic range of our NRM data, our contrast limit remains over one order of magnitude
worse than the best performance of AO-assisted aperture mask observations published to
date (e.g., Kraus et al. 2008; Hinkley et al. 2011a). We attribute this largely to uncalibrated
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systematic closure phase errors. Earlier, when we considered the fit residuals of the binary
star β CrB model, we found that in the 1.58 µm channel (one with relatively high signal-
to-noise ratio) there were 15 closure phases with residuals above 10 degrees, and when
they were excluded from the fit the RMS across all the residuals was still 4.5 degrees. By
comparison, Hinkley et al. (2011a) controlled these errors to under one degree.
There are two main categories of systematic errors we can imagine in our experiment:
those originating from the instrument, and those introduced during the data extraction.
On the instrument side there is potential corruption of closure phases from optical mis-
alignments and aberrations. We carried out simple Fresnel diffraction simulations with
PROPER, the IDL software package created by Krist (2007), to examine the influence of
these effects.
First we considered the effect of the pupil mask inclination, one of the problems we
noticed in our data. In a PROPER simulation we tested the closure phase accuracy of a
simple three-hole mask. We set the geometric scale of the pupil mask and the focal length
of the focusing optic (600 mm) to be the same as in our instrument. We found that for a
perfect, on-axis, monochromatic (λ = 1.6 µm) wave front, the closure phase deviates less
than half a degree from zero for a mask inclination as high as 15 degrees. Similarly, shifting
the entire mask by several millimeters along the optical axis produced no significant closure
error. Therefore, we do not consider mask alignment to be a major systematic noise source
in our instrument.
Using the same model in PROPER, we tested the effect of phase and amplitude aber-
rations. We found that a Zernike phase mode of defocus alone, up to a realistic magnitude
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(0.25 µm), had negligible effect on the closure error. However, when combined with am-
plitude gradients of order 20% across each mask subaperture, a defocus mode of scale 0.25
µm generates a 2-degree closure error. Since amplitude gradients alone contributed no er-
rors, it appears that the combination of phase and amplitude aberrations, at levels plausible
in an AO-corrected beam, can mutually reinforce to produce significant closure errors.
Due to the numerous steps required to extract data from the focal plane image of an
integral field spectrograph, we must contend with error sources that exist in neither con-
ventional imaging nor spectroscopy. Several of these are described in Section§ 2.4.2.5. For
the case of closure phase measurement, our accuracy depends on the ability to discriminate
the position and spatial frequencies of the fringes composing the interferogram. Cross-talk
is one of the error sources that directly degrades this measurement, by confusing the fringe
signals from different baseline and wavelength combinations. While we have mitigated the
effect of cross-talk on visibility extraction to a large extent with our method described in
§ 4.4, for some closure triangles we would expect it to remain a concern.
Also in § 4.4, we described how the weighting of the focal plane signal used to de-
termine the flux in a cube spaxel is sensitive to the profile of the raw microlens spectrum
on the detector in the dispersion direction. Although the dispersion-direction profile of the
raw microlens spectrum has a fairly predictable mean shape determined by the target star’s
spectrum, it also varies strongly between neighboring microlenses due to the inherently
sharp interferogram structures occurring on a scale of 2–4 spaxels. It is conceivable that
the resulting corruption in extracted visibility data was enough to contribute significant sys-
tematic errors. Future experiments with different cube extraction weighting schemes could
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isolate the magnitude of this effect.
4.9 Conclusions
We have carried out the first observation combining non-redundant aperture mask (NRM)
interferometry with integral field spectroscopy. The added wavelength dimension of our
closure phase data set enabled us to retrieve the low-resolution near-infrared spectrum of
the F-dwarf secondary component of β CrB, a well-studied spectroscopic binary star. To
our knowledge, such an accurate spectrum retrieval at ∼ 2λ/D angular separation is out
of reach of other existing high contrast techniques. Our result is consistent with a long
history of radial velocity, astrometry, photometry, and long baseline optical interferometry
measurements of the binary system.
The implementation of NRM with an integral field spectrograph (IFU) requires special
care to mitigate systematic error sources unique to closely packed IFU data, in particular
cross-talk between neighboring focal plane spectra. We have outlined a simple solution to
compensate for this effect which offers significant improvement in closure phase accuracy
for channels with relatively low signal strength. Another calibration aspect that is more
critical with spectrally-resolved NRM than the case of direct/coronagraph IFU imaging is
the accurate determination of the channel-wavelength relationship.
Despite our efforts, relatively large systematic calibration errors persisted in our clo-
sure phase data, severely limiting the overall dynamic range of the observation. Although
we investigated several possible causes, we were unable to settle on a satisfactory explana-
tion for the large residual errors present in our β CrB binary model fit (∼9 degrees RMS
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across all closure triangles and channels). However, we did confirm an anticipated boost in
contrast limits for spectrally-resolved closure phase data set as compared to a single filter
observation. In our case this improvement reduces the noise floor down by a factor of 3–4
at angular separations between 0.5λ/D and 2.5λ/D. Future experiments are needed to de-
termine if NRM observers can take advantage of this enhancement without suffering from
net losses in sensitivity due to the complex noise properties of IFU data.
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5.1 The Project 1640 Phase I Survey of Young, Nearby
Stars
Neil Zimmerman, Ben R. Oppenheimer, Sasha Hinkley, Justin Crepp, Ian R. Parry,
Stephanie Hunt, Charles Beichman, Lynne Hillenbrand
Between July 2008 and July 2010, the Project 1640 collaboration carried out a sur-
vey of young, nearby stars at the Hale Telescope. The primary goal was to probe the new
parameter space in contrast and angular separation enabled by the coronagraphic IFU to
detect and acquire low-resolution spectra of faint companions. We note that since the in-
strument was designed for a newer AO system that will not begin full operation until 2012,
we did not expect to reach optimal performance.
High priority targets were drawn from two main categories. First, bright, nearby stars
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of all spectral types exhibiting some form of published youth indicator. Second, particularly
towards the end of Phase I observations, we focused on a volume-limited A-dwarf sample.
In total, we had 27 useable nights on the sky, and acquired useful data on 128 stars. We
graded our data either ‘good’, ‘fair’, or ‘poor’ based on subjective assessment of speckle
clarity. Under the best seeing conditions and AO performance, resulting in ‘good’ data,
the speckles are sharp and well-defined across all channels of the data cube (Figure 1.3
is an example of this level of data quality). In ’fair’ data cubes, the speckles are slightly
blurry at the blue end of the passband. In ’poor’ data, which we do not consider useful
for faint companion detection, the residual starlight forms a bright, smooth halo around the
coronagraph mask, as a consequence of severe wave front errors.
5.1.1 Young Stars
The youngest stars (age <∼ 1 Gyr) are the likeliest to host luminous exoplanets within our
detection limits (after full reduction, a 5σ contrast limit of 2×10−5 at 1” in the H band for
the best data; Crepp et al. 2011). At this stage in their evolution, gas giant planets radiate
thermal energy derived from the release of gravitational potential energy (e.g., Burrows
et al. 1995; Beichman et al. 2010). Therefore, throughout our Phase I observations, we
preferentially targeted younger stars. Besides using published youth indicators to select
this subset of the catalog, we required the star to be accessible as a natural guide star for the
Hale Telescope AO system. This sets boundaries in brightness (Vmag < 13) and Declination
(−13 < δ < 78).
Table 5.1 gives a summary of the 197 stars in the young star subset of the Phase
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Table 5.1. Summary of young stars in the Project 1640 target catalog.
Association Number Distance Range (pc) Age range (Myr)
unassociated 117 < 80 a < 1000
Ursa Major 32 9−80 ∼ 300
AB Doradus 21 20−55 ∼ 50
Taurus-Auriga 16 ∼ 140 pre-main sequence
β Pictoris 9 25−45 ∼ 10
Tucana-Horologium 2 ∼ 50 ∼ 30
aIn the ‘unassociated’ category, we included three exceptional debris disk stars at
distances beyond 80 pc.
I target catalog. As stellar kinematics and stellar age-determination are active areas of
research, there are without a doubt numerous new stars that could be added to this sample
today. Of all the stars in Table 5.1, 25 have resolved circumstellar disks. Besides the stars
in moving groups (see Zuckerman & Song (2004)), other stars with young age estimates
have been gathered from the documents related to the Spitzer telescope’s Formation and
Evolution of Planetary Systems (FEPS) survey (Meyer et al. 2006), and studies of mid-IR
excess from A stars (Morales et al. 2009).
We succeeded in acquiring 75 stars in the young star subset of the target catalog. Of
these, 55 have at least one ‘good’ data quality set while the rest are of ‘fair’ grade.
5.1.2 A-Star Survey
Stars in the A spectral class are attractive for high-contrast imaging surveys for several
reasons. First, if their spectral type confidently identifies them as main-sequence, then we
know they are younger than ∼ 1 Gyr. Second, they are relatively luminous, so that they
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can function as natural guide stars for AO acquisition, out to relatively large distances as
compared to stars of lower mass. Beyond this, strong evidence has accumulated in the last
several years for a positive correlation between stellar mass and planet frequency, mass,
and orbital scale (Johnson et al. 2010). Based on these trends, Monte Carlo simulations
of high-contrast imaging survey yields suggest that at a given contrast limit (e.g., 10−6),
A-stars will have the highest planet detection rate per star out of any spectral class (Crepp
& Johnson 2011).
Although there have been numerous high-contrast imaging surveys in the last five
years, most have targeted either solar-type stars and young stars across all spectral types (e.g.,
Lafrenie`re et al. 2007; Metchev & Hillenbrand 2009; Chauvin et al. 2010b; Liu et al. 2010).
The published surveys that have targeted A-stars either exclusively observed stars at Austral
declinations (Ehrenreich et al. 2010) or had relatively shallow detection limits (∼ 5×10−4
contrast at 1′′; de Rosa et al. 2011).
A table summarizing the P1640 A-star targets is reproduced in Figures 5.1 and 5.2.
At the end of Phase I, 18 of the 71 selected A stars within 45 pc were acquired with ’fair’
or better data quality. So far, the only new object found in the A-star data subset is Alcor’s
M-dwarf companion (see Chapter 3). However, the data reduction with the speckle sup-
pression pipeline Crepp et al. (2011) is incomplete, so further work is needed to determine
if other, fainter sources were detected. Although 18 stars is not enough to warrant general
conclusions of substellar companion frequency, we do plan to share our methods and the
resulting detection limit curves with the wider community.
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Figure 5.1 Phase I A-star survey, page 1 of 2.
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Figure 5.2 Phase I A-star survey, page 2 of 2.
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5.2 Solinascope: a New Concept for Starlight Rejection
Neil Zimmerman, Ben R. Oppenheimer, Re´mi Soummer, Laurent Pueyo &
Richard G. Lyon
5.2.1 Introduction
The solinascope (name derived from the Greek word for “pipe”) is a novel instrument
concept that exploits the properties of near-field diffraction to enhance the isolation of a
faint companion signal. By suppressing light outside a small angular area centered on
the target, the solinascope allows one to separate the light originating from the object of
interest from that of the host star. The purity of this signal is achieved at the expense of all
spatial information. Therefore, in its basic configuration it is not a survey tool, but rather an
instrument well suited for follow-up spectral characterization of planet candidates. In the
solinascope, rejection of off-axis starlight is accomplished through free-space propagation
between a series of baffles aligned along an axis. We conducted a range of laboratory
tests and optical simulations to explore the practical benefits of this concept. We found
that two configurations of the solinascope were well-motivated; one provided a modest
improvement in the contrast limit over a direct image, while the other did not succeed. A
wide range of design parameters remain to be tested.
5.2.2 Double-Baffle Configuration
Our initial solinascope design, motivated by preliminary calculations, consisted of a single
pair of aligned, identical baffles. The baffles, of diameter d, are space apart by distance
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d2/λ. Because of this separation, one baffle subtends an angle of λ/d from the position of
the other as long as d ≫ λ. The entrance aperture of the solinascope is positioned at the
exit pupil of the telescope, after all adaptive optics and starlight suppression components.
If d is matched to the exit pupil of the telescope of aperture D, then in the geometric ray
approximation, only rays originating from the sky within an angle of λ/D will pass through
the exit baffle of the solinascope. However, the wave-like nature of light must be taken into
account to fully appreciate the nature of the device.
Significantly, the baffle separation d2/λ is at just the length used to discriminate the
near- and far-field regimes of diffraction. These regimes represent successively crude ap-
proaches to solving the scalar time-independent wave equation. To see where they arise
from and what their consequences are, we start from the the integral formula expressing






Here r is the distance from the observation point P to the area element on the aperture plane.
For simplification, we have assumed that the plane wave incident on the aperture is of unity
amplitude, that zp ≫ d ≫ λ, and that the direction cosines of the vectors connecting P to the
various points on the aperture plane have negligible effects on modulating the amplitude
contributions of the integrand. The path differences do, however, come into effect in the
complex exponential factor (Born & Wolf 1980).
Let point Q = (xq,yq,0) on the aperture correspond to the point on the aperture for
which we are evaluating the integrand. Then r can be expressed in terms of the coordinates
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of P and Q: r =
√
(xp− xq)2 +(yp− yq)2 + z2p, which can be rewritten as
r = zp−αxq−βyq + x
2
q + y2q− (αxq +βyq)2
2zp
, (5.2)
where α and β are the direction cosines of the vector from the origin to P in the x and
y coordinates, respectively (Sommerfeld 1954). The fraction with the quadratic terms in





2zp , are much less than
λ/2, so that zp ≫ x2q/λ and zp ≫ y2q/λ. Equivalently, for a circular aperture of diameter d,
zp ≫ d2/λ. This limit, where the phase can be expressed linearly in terms of the aperture
coordinates, corresponds to the Fraunhofer, or far-field regime of diffraction. Conversely,
at shorter distances, the quadratic terms cannot be dropped; this is the Fresnel, or near-field
regime.
In the near-field, most constructive interference occurs between the axis of propaga-
tion and the geometric shadow of the illuminated aperture. Therefore, the length of the
solinascope is such that beam spreading is kept favorably low. This lends some justice to
the simplistic geometric ray picture of the solinascope’s operation. On the other hand, if
the baffle separation was at a length in the Fraunhofer regime of the aperture size, the width
of the beam would expand linearly with propagation distance. At the exit pupil, such wave
front spreading would lead to confusion with plane waves arriving from off-axis sources
that we are trying to reject. Arguments explaining why the near-field spreading of a wave
front is constrained to around the width of the aperture are available from Thorne (2004)
section 7.2.2 and Klein (1970) section 8.2.C. We may also be unwittingly familiar with
the acoustical analog to this phenomenon in everyday life: consider how common audio
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Figure 5.3 Schematic and photograph of the double-baffle solinascope experiment in the
AMNH Astrophysics Laboratory. An expanded laser beam emulated an ideal plane wave
source. We used a translation stage to tilt the solinascope with respect to the beam in order
to examine throughput for a range of incidence angles.
speakers direct high pitches into narrower cones than low pitches. For a given speaker
diameter and listener distance, the far-field approximation becomes increasingly valid for
longer wavelengths (Blackstock 2000).
We designed an experiment to characterize the rejection of off-axis light by measuring
the throughput of the double-baffle solinascope as a function of the incidence angle of a
collimated, decompressed laser beam. Although we eventually found this configuration
to be unsuccessful, we record the details of the experiment here for the benefit of future
investigations of this kind.
The setup is shown in Figure 5.3. In our scaled-down laboratory prototype, the baffle
opening (which in operation would be matched to the telescope or coronagraph exit pupil)
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was 0.6 mm and the baffles were separated by a length of 56.9 cm. Given our light source,
a HeNe laser operating at a wavelength of 632.8 nm, this length was equivalent to the
d2/λ spacing discussed above. We constructed the solinascope prototype by mounting
precision pinholes onto an assembly of standard opto-mechanical fittings. The body of the
solinascope, serving to keep the pinholes aligned, was an aluminum tube of 29 mm inner
diameter. We lined the inside surface with black flocked paper to minimize reflections from
stray light.
The 20× beam expander attached to the laser increased its width to 13 mm and im-
proved its collimation. During measurements in configurations with large throughput, we
found it was necessary to place a low transmission neutral density filter (T = 3× 10−5)
in the path of the beam in order to accommodate the saturation limit of the detector. Be-
fore illuminating the entrance pupil of the solinascope, the beam was deflected by two flat
mirrors on gimbal mounts. The flat mirrors served not only as a way to maximize the use
of space on the workbench, but also to permit precision alignment of the beam with the
solinascope. Each gimbal mount had two axes of fine manual tilt adjustment.
We mounted the back post of the solinascope and the CCD camera facing the exit
aperture onto a micron-precision translation stage. In a given trial, once we had aligned
the solinascope with the beam, we adjusted the translation stage to the positions corre-
sponding to a range of incidence angles, imaging the exit pupil at each position. To enable
this motion, we mounted the front end of the solinascope loosely enough on its threaded
post that it would act as a pivot point. In addition, we mounted the back post coupling the
solinascope to the translation stage via a slot that permits travel in the direction perpendic-
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ular to the translation, accommodating the arc that it must trace out over the course of the
trial. At the extreme of our measurements, this arc extended up to 2.4◦ from the beam axis,
corresponding to an incidence angle of 40λ/d.
To achieve alignment of the zero incidence angle position before each trial, we first
roughly adjusted the second mirror and the translation stage so as to maximize the illumi-
nation on the CCD as perceived with the naked eye. Next, we refined the alignment by
taking test exposures of the exit pupil while iteratively tuning the position until the disk
showed maximum symmetry upon inspection.
Throughout our measurements, we used a 16-bit, thermoelectrically cooled, 376×290
pixel CCD camera to image the exit pupil of the solinascope. At a distance of 35 mm from
the back pinhole, the 6.5× 4.8 mm detector easily encompassed the detectable extent of
the transmitted diffraction pattern. During the trials, at each incidence angle we set the
exposure time of the CCD to the longest length possible without saturating any of the pixels,
in order to maximize the dynamic range of the image. At incidence angles below 5λ/d,
the brightest parts of the image would saturate even for the minimum exposure time of 1
msec. Placing the neutral density filter in the beam for small incidence angle measurements
solved this problem, although adding an extra step to the data calibration procedure. We
processed the images using flat-field, dark, and bias frames in the same manner as in typical
astronomical observations.
To measure the throughput of the solinascope at each incidence angle, the measure-
ment we are interested in is simply the total integrated flux from the exit pupil. Therefore,
on each of the final calibrated images, we carried out aperture photometry within a circle
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centered on the region of illumination. The background was subtracted based on the me-
dian pixel value an the annulus surrounding the photometric aperture. In order to prevent
hot pixels from systematically skewing the integrated flux measurement, we processed the
images with a 3×3 pixel median filter before the photometry procedure.
Our measurements indicated that there was no significant deviation in off-axis inten-
sity fall-off from the case of a very high-Strehl (95%) Airy disk. Later simulations con-
firmed that with the d2/λ baffle separation we employed, the diffraction pattern incident
on the exit baffle is, for practical purposes, identical to the far-field PSF of the aperture.
Therefore, the exit baffle of the double-baffle solinascope merely masks a region from the
image of angular width λ/d.
5.2.3 Spatial Filter Configuration
In a second version of the solinascope, depicted in Figure 5.4, the baffle separation is
shortened to a fraction of the Fresnel length, and the exit baffle light is focused by a lens.
The motivation of this configuration is to passively enhance the telescope’s AO system by
filtering out high spatial frequency aberrations in the pupil plane (those beyond the AO
system’s control).
We tested this concept using IDL PROPER simulations (Krist 2007), trying baffle
separations between d2/(20λ) and d2/(2λ). To use realistic wave front perturbations at
the entrance baffle, we passed Kolmogorov phase screens through high-pass filters to ap-
proximate snapshots of AO-corrected wave fronts. The residual phase errors were tuned to
simulate Strehl ratios between 1% and 80%.
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Figure 5.4 In this spatial filter configuration, the entrance baffle is matched to the exit pupil
of the AO system (symbolized by the deformable mirror). After the target’s light propagates
through two baffles of some separation less than d2/λ, where d is pupil diameter, a lens
forms the filtered image of the star.
In this near-field regime of propagation length, the wave front exhibits strong phase
structures at the exit baffle. We found that these aberrations preclude the possibility of
improving any aspect of the telescope wave front. To assess the performance, for each
wave front realization we compared the peak intensity of the PSF in the image after the
solinascope filter to the peak intensity of the PSF if the image had been formed directly. We
normalize this ratio to the overall throughput of the solinsacope filter, so that we are only
evaluating the sharpness of the filtered image. We give the results for entrance wave fronts
of Strehl ratio 0.8 in Table 5.2. The test star’s PSF is broadened in all cases, worsening the
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Table 5.2. Ratio of peak PSF intensity in filtered image to peak
PSF in unfiltered image
Baffle separation (d2/λ) 1/2 1/4 1/8 1/16 1/32
Peak intensity ratio 0.53 0.58 0.64 0.69 0.74
aThe entrance wave front Strehl ratio was 0.8 in all of these trials.
bThe intensity ratio is normalized to the throughput of the soli-
nascope filter.
cBaffle separations are specified in multiplicative factors of
d2/λ.
dynamic range relative to the normal telescope image.
5.2.4 Multi-Baffle Configuration
Our third version of the solinascope consists of several baffles bunched together at relatively
short separations, with the detector positioned out at the original Fresnel length (d2/λ)
distance. Figure 5.5 shows a diagram of this configuration. As in the case of the double-
baffle solinascope, no image is formed from the exit baffle. We are mainly interested in
the ratio of the energy from the on-axis planet to the energy of the off-axis star at the exit
baffle, as compared to the direct image.
In the most successful arrangement, the baffles have an inverse arithmetic spacing.
For example, suppose the widest gap, between the last baffle and the detector, is d2/λ, then
the preceding gap is d2/(2λ), preceded by d2/(3λ), etc. If the last gap is d2/(5λ) then the
total solinascope propagation length is 2.28d2/λ in this case.
With 100 phase screen realizations simulating a Strehl ratio 0.5, we evaluated the off-
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Figure 5.5 In the multi-baffle configuration of the solinascope, the baffle axis is aligned
with the planet, so that the host star’s off-axis light is rejected. The baffle separations are
prescribed by an inverse arithmetic pattern, with the length of the final and longest stage
equal to the Fresnel length (d2/λ).
axis starlight rejection of a six-baffle solinascope. We consider the target scenario of a
planet at angular separation 5λ/D from its host star. For these conditions, we found that on
average, the planet-to-star signal ratio was increased by a factor of 3 over the direct image.
The throughput was 6%.
Since there is a wide scatter in off-axis starlight rejection between the wave front
realizations, it is necessary to average the results over a large ensemble of phase screens.
Unfortunately, this means that it is computationally expensive to explore design parameters.
Presently we can offer a few broad observations: including more than 6 baffles leads to only
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marginal improvement in rejection, and decreases the throughput of the planet signal. The
off-axis starlight rejection improves significantly with Strehl ratio (roughly a factor of 2
gain in planet-to-star signal when Strehl ratio is increased from 0.5 to 0.8). Preliminary
results also indicate that changing the baffle shape to a square aperture (a square inscribed
inside the circular pupil) may improve the starlight rejection, as compared to a direct image
formed after either a square or circular (normal) telescope pupil.
The benefit of the multi-baffle solinascope configuration can be qualitatively under-
stood as follows. At each successive baffle, phase aberration modes above a certain spatial
frequency are attenuated. The longer the propagation distance, the lower the maximum
spatial frequency that is transmitted at full strength. Therefore, each baffle is effectively a
low-pass filter on the wave front phase profile with a successively lower cutoff frequency.
For an off-axis star, the overall throughput is worse relative to the on-axis planet. This
is because inside the second baffle opening, the star signal is already preferentially repre-
sented by higher spatial frequencies modes which will be more severely attenuated than the
lower spatial frequency wave front of the on-axis planet.
5.2.5 Summary
Although no immediate practical application of the solinascope is at hand, the progress
made to date is worth bringing to the attention of the larger astronomical community. The
multi-baffle version is especially remarkable, providing a means to improve the rejection
of the starlight contaminating an exoplanet signal by a factor of∼ 5. Further exploration of
the large design parameter space—in particular, different combinations of baffle spacing—
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could lead to even more compelling performance predictions.
Appendix A
A.1 Project 1640 Observation Procedures
Here we describe the procedure for observing with Project 1640, once the instrument has
been cooled, mounted, and all cables and communication links for the Cassegrain cage are
in place.
A.1.1 System Initialization
After the Data Acquisition workstation has been powered on, log in with the user/password
p1640/p1640. Load the LabVIEW control panel (LOCATION, FILENAME?). If config-
ured properly, the Lab View front panel will indicate the dewar temperature, which at this
point should be near 78 +/- 1 Kelvin for both the detector and the plate.
Find the System Init menu tab at the lower left corner of the panel. Turn on the DAC
machine with the power button. After it finishes booting, hit the Launch Camera Servers
button. This will open three terminal windows and a ds9 window for displaying the most
recent detector image. Unfortunately, the DAC machine may have to be rebooted many
times before it initializes properly. Once it is working, the user should leave it on for the
duration of the observing run. Next hit the RST, RCO, Init button to initialize the camera.
Next, power on the detector.
In order to minimize the amount of charge that builds up on the detector when it is
left idle, there is a mode of operation implemented in the control panel called Maintenance
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Mode. Switching this on will cause the detector to be continuously read when not taking
data. We recommend switching on the Maintenance Mode before beginning a night of
observations, at least one hour before taking any science or calibration data. Make sure
that Maintenance Mode is switched on whenever data is not being taken.
In addition to the LabView control panel, a separate application called the AO Paddle
needs to be launched in order to permit small changes to the instrument pointing. To start





Now select P1640 from the instrument menu, and the AO paddle will be ready to step
the instrument pointing by an adjustable angular increment in any cardinal direction. The
beginning of every Project 1640 observing run requires especially close coordination with
the Palomar Adaptive Optics (AO) System operator. There is a fair chance that both the
beam alignment and the Zernike polynomial coefficients of the AO system will need to be
tweaked, requiring the Project 1640 user to take a series of test images of a white light
source built into the AO system. The user should plan to dedicate roughly one hour of the
start of every observing run to optimizing the optical interface with the AO system.
Before astronomical observations begin, power on the Data Analysis workstation and
log in as DataAnalysis/abaur. This machine is useful for a second observer to process and
inspect incoming data. The disk drive of the Data Acquisition machine can be mounted
from the Data Analysis machine over the ethernet network, facilitating rapid transfer of
data. To take advantage of this capability, open a Finder window on the Data Analysis
workstation, select SHARED, select p1640, and connect with user/password p1640/p1640.
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A.1.2 Target Catalog
The Project 1640 target catalog will inevitably grow over the lifetime of the instrument as
new objects of interest are added. Here we outline the procedure for loading a new version
of the target catalog into the data acquisition interface and the Palomar Telescope Control
System.
The LabVIEW control panel expects a catalog stored as a Microsoft-format .csv file.
Example files are stored on the Data Acquisition workstation. The location of the current
catalog file can be viewed in the LabVIEW control panel by opening the Paths tab in the
lower left corner. By placing the new catalog at the same location, the user can replace the
old catalog. To load the new catalog into the interface, restart the LabVIEW control panel.
The user can verify that the new catalog is in place by checking for the existence of one of
the new entries. To do this, enter either the HIP number or another identifier in the box in
the Star Catalog area in the lower right corner of the front panel. The coordinates and other
observational data of the requested star should appear.
In order to observe targets in a new version of the catalog, the AO operator needs to
load his own version of the new catalog into the main telescope control system. The perl
script makePal.pl takes the .csv target catalog file and produces a text file catalog in the
Palomar-specific format. This is accomplished with the following command:
$./makePal.pl MS_format_catalog.csv
This will immediately produce the text file Pal1640-current date.txt in the current di-
rectory. Transfer this text file to the Palomar machine vulcan. This can be accomplished
through a UNIX shell with an scp operation to vulcan.palomar.caltech.edu, using the user-
name/password user/b34mmEU9. Be sure to tell the telescope operator the name and loca-
tion of the new catalog file on vulcan, and have him check that the file is formatted correctly
before observing begins.
A.1.3 Data Acquisition
Once the target catalog has been loaded, entering the HIP number or other identifying
name in the object box will bring up a history of observations for that target. The history
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will come up automatically when you set the image type, the number of observations, the
integration time, and the number of reads. To prepare the instrument for the new target, hit
the Set as Target Star button. Executing the Set as Target Star command loads the relevant
target information into the appropriate .xml files that make up DAZLEs instruction set, and
sets the values for the header of the FITS data files.
Tell the telescope operator the Palomar TCS number of the target, so he can slew the
telescope and lock the AO system. Note that you should always switch off the atmospheric
dispersion corrector (ADC) while the telescope is moving. A button on the right side of the
front panel switches the ADC on or off.
Before an exposure sequence begins, the user can set the Image Type option to either
CORE or OCCULTED, based on whether or not the star is currently behind the focal plane
mask. The CORE and OCCULTED options are solely for the purpose of organizing the
data; the focal plane mask remains physically fixed in place regardless. There is also a
PUPIL option to form an image of the coronagraph pupil on the detector. Switching to
and from PUPIL mode requires a few moments to allow the motors to position the optics
appropriately. Monitor the indicator box underneath the Image Type switch to verify that
the instrument is ready for the new exposure.
The user should carefully set the No. of Images and READS controls for each target.
The camera reads occur in 7.7-second intervals. The No. of Images value dictates how
many times the DAC will loop through the read sequence and produce an individual FITS
file. A simple way to optimize the number of reads is to first acquire an exposure of
minimum duration, two reads. Then, inspect the new image in the ds9 window. Measure
the counts/sec values of the brightest pixels. Calculate how many 7.7 second reads can
be accumulated without saturating (65,000 counts/sec). In practice, the P1640 team has
found most occulted stars can be recorded with satisfactory count values using 5, 10, or
20 read exposures. Sticking to those exposure lengths also simplifies the data processing.
After setting the number of reads, set the No of Images field to however many exposure
loops are needed to reach the desired cumulative exposure time. For example, with 20
read exposures, setting the No of Images to 15 will result in a total of 7.721*15*20 = 2316
seconds (38.6 minutes) of exposure.
Hitting Expose starts image acquisition. Two indicator bars display the progress in
the current exposure sequence. Once the desired number of images has been taken, the
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history window changes to a note window where comments may be entered. During the
acquisition of each exposure, an assortment of observational information is collected from
the Palomar AO system. All relevant data (such as time, telescope position, and air mass)
are written to the header of the corresponding FITS file.
After each image acquisition, the DAZLE software executes a script called
1640_export_data in /home/optics/ucam/bin. This script uses FTP to move FITS files
to the Data Acquisition workstation. The DAC informs the LabVIEW control panel that
the file has been sent using the script file_sent in /home/optics/ucam/data. The Data
Acquisition workstation listens over a designated port for the file_sent signal. Prior to
sending the file, the Data Acquisition workstation is told that image acquisition is complete
so that the software can grab the latest position settings.
After the exposure completes and the FITS file is transferred to the Data Acquisition
machine, the new image appears in the ds9 window. The orientation of the image with
respect to celestial coordinates is diagrammed in Figure 1, along with the relationship to
the orientation of the lenslet array. Figure 2 shows an example of raw data as it appears in
the ds9 window during observations.
Figure 1. Schematic showing how the data are oriented on the detector (upper left),
on the lenslet array(upper right), and as it first appears in the DS9 window.
Between exposures, the observer can fine-tune the pointing with the AO Paddle (as
described in section 1.1.1) in order to move the image of the target on the detector. This
will be necessary, for example, to accurately occult a star with the focal plane mask or to
move a stars point spread function to a favorable region of the detector. Once the observer
verifies that the desired target is in the field of view, and that the AO correction is optimal,
he should align the pupil of the coronagraph. This step is necessary before acquiring data
on each target because the ADC prisms introduce a sky position-dependent shift in the
pupil position. After switching to PUPIL mode, take a single exposure, and inspect the
detector image. Ideally, the illuminated ring is round and symmetric in thickness. To adjust
the pupil accordingly, change the pupil motor positions in Motor Control tab at the lower
left corner of the front panel. Once the pupil is aligned, the observer can switch back to
image mode to begin acquiring science data.
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A.1.3.1 Acquiring Calibration Data
In order to enable useful measurements from the science data, it is necessary to acquire
several pieces of calibration data during each observing run. By setting aside time for
these tasks, the observer allows whoever is analyzing the data in the future to constrain
the wavelength-dependent transmission of the atmosphere and the instrument, the spatially
varying sensitivity of the detector, the bias/dark-current contribution to the detector signal,
and the angular scale and orientation of the camera.
A.1.3.2 Core Exposures
Either before or after acquiring occulted data of every target star, the observer should record
a sequence of unocculted core images. Core images are useful for photometric calibration.
Before initiating the core exposure sequence, be sure that the star is well placed in the field
of view. For the best quality core images, the stars image should be centered away from
both the focal plane mask and the edge of the detector, preferably centered on one of the
quadrants, so that a large area of the point spread function can be recorded. Keep in mind
that despite the appearance of the raw focal plane data, the measurable extent of a bright
stars diffraction pattern easily extends beyond a quarter of the detector diameter.
A.1.3.3 Spectrophotometric Reference Stars
In order to account for the wavelength-dependent transmission of the atmosphere and the
instrument, during each observing run the observer should obtain a core exposure sequence
of at least one star with a readily available reference spectrum. A suggested list of F and
G stars has been compiled for this purpose, printed on a table titled IRTF Reference Stars.
They are all stars that have publicly available spectra in the Infrared Telescope Facility
(IRTF) Spectral Library. Also note these stars are dim enough (J mag ¿ 5.7, H mag ¿ 5.4)
that the PSF core won’t saturate the detector in a single read. Repeat 5 exposure loops for
each spectroscopic standard star, preferably with the star centered in one quadrant of the
detector.
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A.1.3.4 Calibration Binary Stars
To enable high precision astrometry, it is necessary for the data analyst to constrain the
plate scale and orientation of the science images. Observations of calibration binary star
systems are the currently favored solution to this. It is necessary to use binary stars with
well-determined orbits, so that the angular separation and orientation of the stars can be
computed to adequate precision for the observation epoch. The Project 1640 team has
assembled a list of binary stars (printed out on a table titled P1640 Calibration Binary
Stars) that meet the criteria of (1) fitting in the field of view, (2) a brightness differences
large enough so that the AO system can lock on one of the stars, and (3) an orbit well-
determined and listed in the U.S. Naval Observatory Sixth Orbit Catalog. There are only a
handful of binary systems meeting these criteria for a given time of the year, so the observer
should acquire unocculted data of as many of these as possible on each run. Acquire 5 read
sequences for each calibration binary.
A.1.3.5 Dark Frame
At some point during the run, at either the beginning or end of a night, the observer should
record dark frames. Before doing this, make sure that the coronagraph window is covered.
We recommend repeating 11 dark read sequences for each read length used during the run.
For example, if the observer acquired science data in 10 and 20-read sequences, then they
would take 11 x 10 reads and 11 x 20 reads in the dark.
A.1.4 Procedure Summary for Observing One Star
The following list summarizes the steps needed for a typical target star observation.
1. Immediately after the last exposure, switch on Maintenance Mode
2. Set the target in the control panel
3. Turn off the ADC
4. Tell the operator the slew to the chosen target
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5. Switch coronagraph to Pupil configuration
6. Turn on the ADC
7. While the operator is locking the AO system, align the Pupil
8. Switch coronagraph configuration to Image mode
9. Switch exposure mode to Core and acquire Core images
10. Occult star using AO Paddle
11. Lock the tip/tilt system
12. Switch exposure mode to Occulted and expose
A.2 Project 1640 Data Reduction Procedures
A.2.1 Cube Extraction
The Project 1640 Cube Extraction Pipeline processes and calibrates the raw detector images
to prepare the data for inspection and analysis. Most importantly, the pipeline extracts data
cubes from the detector images (a product with two spatial dimensions, and a third in wave-
length). The pipeline can run on any computer with a GNU C Compiler, the GNU Science
Library, IRAF version 2.14 or newer, and a Perl interpreter for the initial configuration. For
maximum efficiency during an observing run, we recommend a second observer oversee
the operation of the Data Pipeline on incoming data at the Data Analysis workstation while
the other observer leads the acquisition of new data with the main Project 1640 control
panel. The username/password for the Data Analysis workstation is DataAnalysis/abaur,
and the IP address is: 198.202.125.176
The Data Pipeline carries out the following steps:
1. Bad pixel and cosmic ray cleaning of focal plane mages.
2. Subtracts the bias, thermal and dark current from the focal plane images.
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3. Flat fields the focal plane image based on dewar lamp data take in March 2010.
4. Performs a cross-correlation to align the detector plane data with the laser reference
library (the projection of the lenslet array onto the detector vary with telescope point-
ing due to mechanical flexure).
5. Extracts a data cube from each processed focal plane.
6. Calibrates the flux in the spectral channels of the data cube to account for the trans-
mission of the atmosphere and the response of the instrument.
7. Produces collapsed images by summing the slices of the extracted cube, facilitating
the detection and photometry of faint objects.
A.2.2 Installing the Cube Extraction Pipeline
In order for the cube extraction pipeline to compile, two C libraries need to be installed:
CFITSIO and GNU Science Library. CFITSIO is currently available from:
http://heasarc.nasa.gov/docs/software/fitsio/fitsio.html
Get the latest version of the UNIX tarball, and after unpacking it somewhere (home
directory works fine), follow the standard UNIX installation described in the README
(./configure, make, make install). Be sure to preface the make install command with sudo.
The GNU Science Library is currently available from:
http://www.gnu.org/software/gsl/
After unpacking this, configure the installation with the disabled-shared option, as in:
$./configure --disable-shared followed by $sudo make and
$sudo make install.
After obtaining the pipeline program tarball, unpack it in an appropriate location
where it can reside permanently. Copy the lib subdirectory of the CFITSIO source code
directory into the pipeline directory, overwriting the existing lib subdirectory. There is a
subdirectory in the pipeline directory called include. Into include, copy the fitsio.h, fit-
sio2.h, and longnam.h header files from the CFITIO source code directory.
Next, you will need to edit a few file system paths in configure.pl, a Perl script located
at the root of the pipeline source code directory. The following variables should be changed:
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$IRAF_PATH is the file name of your IRAF interpreter (cl.e).
$PIPELINE_PATH is the full path to the directory where the pipeline source code and
executable will reside.
$DATA_PATH is the directory where the processed data will be stored.
$LIBRARY_PATH is the directory of the pipeline library files. Initially these are located
inside the pipeline directory.
$IRAFSCRIPTS_PATH is the directory of the IRAF scripts. Initially these are located
inside the pipeline directory.
After those are set, run the Perl script on the command line:
$./configure.pl
This will produce a customized Makefile. By default, the Makefile links to an Intel
Mac version of the CFITSIO library included in the pipeline tarball. If you’re not using an
Intel Mac, you’ll need to modify this location to your own machine’s installed version of
CFITISIO.
Next, to compile the pipeline, run
$make
The program should compile with no errors or warnings. Last, to allow the IRAF
scripts called by the pipeline executable to run, do
$mkiraf
to initialize a login.cl file in the pipeline directory.
A.2.3 Using the Data Pipeline
The newest version of the pipeline on the Data Analysis workstation is in the directory
˜/proj1640pipe-2010april/. Open an xterm and change to this directory. To test that
the pipeline is installed correctly, you can run a test cube extraction by simply calling the
executable with no arguments:
$./pipeline -o
This will produce one example data cube from a detector image in the library subdi-
rectory, along with a sequence of comments directed to the terminal describing the various
stages of processing. To run the pipeline on a directory called e.g. /DATA/goodstuff
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containing a set of Project 1640 detector images, run
$./pipeline ../DATA/goodstuff/
The extracted cubes will be organized under the directory /DATA/PROCESSED/ by
target name and date. Within the date subdirectory, normal data cubes are stored in the
subdirectory FITScubes or DATcubes, depending on the source file type (.fits or .dat). As
an example, the full filename of one processed data cube could be
/DATA/PROCESSED/POLLUX/2008-10-25/FITScubes/POLLUX_C_2008-10-25_529.fits.
There are a number of command line options to modify how the pipeline operates.
The optional switches, placed after the input directory, are:
• -o for overwrite mode, which will overwrite data cubes that have already been made
from the given raw focal planes
• -w to apply a crude spectral calibration to the data cubes
• -m to form a mean of the processed focal plane images from each exposure series
and extract cubes from the results, in addition to processing the individual images
• -d for .dat file mode (which requires the .dat files corresponding to a given .fits file
be in the given directory). In this mode, the pipeline forms a cube using slope fits to
the individual bias/dark-subtracted .dat file reads rather than the FITS file from the
camera to form a cube. If the .dat files are handy along with up-to-date dark frames,
this gives significantly cleaner results, with better removal of bias tilt, hot pixels, and
cosmic rays. The finished cubes are placed in a subdirectory called DATcubes rather
than FITScubes.
• -n to produce a .fits cube containing the raw non-destructive read sequence in the .dat
file, stored in the intermediate subdirectory. An example of an output NDR sequence
cube file name is
/DATA/INTERMEDIATE/goodstuff/POLLUX_C_529-NDRseq.fits
• -k causes the pipeline to skip the first read during the count rate slope fitting (in .dat
mode only). Useful in cases of severe bias tilt/read anomaly with a moderate number
of reads (5-10).
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• -t causes the pipeline to use the .dat file to make a series of cubes from the difference
of every pair of consecutive reads in a given exposure sequence.
• -b does the same thing as -t except only for the brightest stars, with V mag ¡ 2.0
• -a to indiscriminately process all types of images in the given directory rather than
just Core (C), Occulted (O), and Other (Ot) images
• -y to process the images without doing a bias/dark-subtraction
• -p to treat the images as already processed, ready for extraction (no bias/dark sub-
traction, no bad pixel/cosmic ray cleaning, no alignment determination)
• -s to override the shift of the focal plane image with respect to the laser reference
determined by the cross-correlation alignment algorithm. After the s option, specify
two integers representing the new alignment. For example,
$./pipeline ../DATA/goodstuff/ -s 3 -6
instructs the program to shift the laser look up table extraction coordinates 3 pixels in
x and -6 pixels in y, as opposed to using values determined by the cross-correlation
algorithm. If no integers are given following the s term, the alignment defaults to 0,0.
• -a to change the anchor point in the focal plane used by the cross-correlation align-
ment algorithm. This is useful when there are sources of interest in the image at wide
separation from the target star. To specify the new anchor point, enter two integers
giving the x and y cube coordinates.
• -l to turn off the localized background subtraction in the cube extraction algorithm.
By default the localized background subtraction is on. This subtracts the a median of
the dark pixels around each lenslets spectrum before forming the cube value





A.2.4 Procedure Summary for Running the Cube Extraction Pipeline
1. Transfer the .fits focal plane files you want to process (e.g. HD172648_O_127.fits)
to some directory on the Data Processing workstation (e.g. /DATA/goodstuff/).
2. In an xterm window, change to the pipeline directory (˜/proj1640pipe-2010april).
3. At the command line, execute $./pipeline /DATA/goodstuff/
4. After the pipeline indicates the processing is complete, open the result in a ds9 win-
dow.
A.2.5 Post Processing
This is a guide to making measurements from the data cubes produced by the extraction
pipeline.
A.2.5.1 Spectrum Extraction
Although the extraction pipeline produces data cubes whose fluxes are scaled to compen-
sate for the wavelength-dependent throughput of the atmosphere and instrument, these
channel scale factors are based on one epoch of one reference source (currently, the IRTF
reference star HD 75555, observed 2009 Dec 3). To obtain a more accurate spectral cali-
bration, the analyst should use reference star data obtained at a time as close as possible to
that of the science object of interest.
Suppose you want to measure the spectrum of an object that appears in science im-
age StarA, and you have found good a reference source, StarB (an unsaturated core image
of a star with established spectral type, J and H photometry, and ideally an established
near-infrared spectrum) acquired during the same night or observing run. Gather the rele-
vant cubes that have NOT had the extraction pipelines built-in spectral calibration applied
(these are easily identified by file names that do not end in “_speccal.fits”). For the
StarA cubes, carry out whatever alignment and co-adding is necessary to maximize the
photometric signal of the object of interest.
170 Appendix
Now, choose a photometric aperture and background annulus. Keep in mind the PSF
expands with wavelength. One approach is to use two aperture sizes: one for J band (corre-
sponding to channels 2-9 out of 23) and another for H band (channels 13-22). For a source
of interest with a large amount of contaminating light from a nearby star (such as Alcors
companion), it is best to use a small aperture that just fits around the core of the PSF (3
pixels radius in J, 4 pixels radius in H). Determine the annulus-subtracted aperture counts
for the 23 channels of StarA and StarB.
The combined response of the spectrograph and extraction pipeline to a monochro-
matic source has been measured based on extractions of the tunable laser data. These results
are plotted in Figure 2.12. Whatever high-resolution near-infrared spectrum is assumed for
the reference source should be binned to the cube channel spacing and convolved by these
two responses (one for J and one for H band) before comparing it with the result in a P1640
data cube. After binning and filtering the assumed reference spectrum, derive the array of
channel-wise flux correction factors needed to make the array of photometric counts from
the StarB cube match the established spectrum. Apply the same correction factors to the
raw spectrum of StarA to determine the calibrated spectrum.
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