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In this work we use a continuous state-space approach to analyze the intra-distribution dynamics (thereafter, ,'') (Quah, 1997; Magrini, 2004; Pittau and Zelli, 2007) of regional labour productivity in Europe over the period 1980-2002. In particular, we apply a robust nonparametric conditional density estimator (Hyndman and Yao, 2002) to describe the law of motion of regional labor productivity in Europe and compute the ergodic distribution to identify long-run properties of the observed distribution dynamics (Johnson, 2004) . Moreover, using a two-step approach (Lamo, 2000; Bandyopadhyay, 2003; Leonida, 2003) , we try to estimate the effect of some economic determinants on the long-run distribution.
The advantages of the ,'' approach with respect to the growth regression analysis are well known (Quah, 2006) . In particular, it allows to examine directly how the whole productivity distribution changes over time and, thus, it is much more informative than the convergence empirics developed within the regression paradigm which gives information only on the dynamics of the average economy. However, some important drawbacks also characterize the literature on ,''. First, while the regression approach to economic convergence has been improved in many respects over the last decade 1 , most of the studies based on the ,'' approach scantly take into account the recent developments of the statistical literature on conditional density (Hyndman HW DO., 1996; Fan HW DO, 1996; Hall HW DO, 1999) , which have highlighted the bias problems associated with the widely used standard kernel method and have proposed new estimators with 1 Authors have proposed various estimators and econometric procedures to reduce bias and inefficiency of the regression estimates (e.g. IV and GMM estimators), to take account of spatial spill-over effects (spatial econometric techniques), to identify nonlinearities in growth behaviour (nonparametric and semiparametric regression techniques), to reduce model uncertainty (Bayesian approaches) and so on (Durlauf HW DO. 2005) .
better statistical properties. In the present paper, we try to overcome this limit by using log-likelihood conditional density estimators with variable bandwidths (Hyndman and Yao, 2002) 2 .
Second, while testing conditional convergence hypotheses is a very common practice within the growth regression analysis, little effort is usually devoted within the ,'' approach to investigate the determinants of the long-run (ergodic) distribution. Quah (1997) proposed a "conditioning" scheme which allows to analyze the role of one single variable per time. More recently, some attempts to detect the joint effect of many variables appeared in the literature (Lamo, 2000; Bandyopadhyay, 2003; Leonida, 2003) . In particular, a two-step approach is applied, where the first step consists of estimating a growth regression model, while in the second step the residuals from that regression are used to compute partial residuals and, thus, to estimate the conditional density functions having filtered out the effect of some growth determinants. However, all these studies use linear regression models to estimate the first step, disregarding the presence of nonlinearities in growth behavior widely highlighted in the growth regression literature (Liu and Stengos, 1999; Banerjee and Duflo, 2003; Basile, 2007b) .
In the present paper we overcome this limitation by applying modern semiparametric regression techniques (Wood, 2006) in order to remove the effect of growth determinants from conditional density estimations.
We propose the two above mentioned methodological improvements (robust conditional density estimators and semiparametric regressions) in order to answer many 2 Only recently, Johnson (2005) and Fiaschi and Lavezzi (2007) have applied kernel density estimators with adaptive bandwidths to solve in some way the bias problem of the standard kernel density estimator with fixed bandwidth. Basile (2007a) compares different conditional density estimators to analyze the cross-sectional distribution dynamics of regional per-capita incomes in Europe and shows, in particular, that, while the kernel estimator with fixed bandwidth gives evidence of convergence, a modified estimator with variable bandwidth and mean-bias correction provides evidence of strong persistence and lack of cohesion. The results of the analysis can be summarized as follows. First, the regional distribution of productivity in Europe is characterised by a clear Core-Periphery spatial pattern which contributes to determine a strong and increasing bimodality in the snapshot univariate density: high (low) productivity regions are in a proximate relationship with other high (low) productivity regions. Second, over the last twenty years, ,'' has generated long-run multiple equilibria with the formation of two clubs of convergence: regions with low levels of labor productivity at the initial period have hardly managed to get close to the European average productivity in 22 years. These multiple equilibria can be only marginally explained by capital accumulation and employment growth. In contrast, sectoral specialization and spatial dependence turn out to be more important factors.
The layout of the paper is the following. In Section 2, we present a univariate analysis of regional labour productivity in Europe. In section 3, we report the results of the ,'' analysis. In Section 4, we apply the 'multivariate' conditioning scheme and discuss the shape of the ergodic distributions computed after having removed the effects of some growth determinants. Conclusions are reported in Section 5.
$Q ([SORUDWRU\ 6SDWLDO 'DWD $QDO\VLV
Most of the studies on regional convergence consider the per-capita GDP in order to measure regional unbalances. Some authors (Paci, 1997 Over the period 1980-2002 the standard deviation of the relative regional labour productivity has decreased by 15%, indicating a slight σ-convergence. However, standard deviations might mask some important features of the distribution. In fact, the snapshot densities reported in Figure 1 clearly display a bimodal distribution of labour productivity both in 1980 and in 2002, indicating the existence of two clusters of regions, respectively characterised by low and high levels of labour productivity (the first mode is situated between 0.75 and 0.80 times the EU average, while the second mode is situated at around 1.10). 4 The reduction of the standard deviation is the 3 Clear examples of this are Brussels in Belgium, Hamburg or Bremen in Germany, Inner London in the United Kingdom. 4 Univariate densities have been estimated using the local likelihood density estimator (Loader, 1996) . A variable bandwidth, selected by generalised cross validation (GCV), has been used together with a tricube kernel function. In order to allow time comparison, we have used the same span (α=0.47) for both years and evaluated the two univariate densities at the same set of data points. The evidence reported in Figure  1 is very much in line with that obtained by Fiaschi and Lavezzi (2007) using an adaptive kernel density consequence of the decrease in the mass at the extreme tails of the distribution, while the two peaks become more pronounced in the last year. Whether high (low) productivity regions are in a proximate relationship with other high (low) productivity regions can be more rigorously assessed by using spatial statistics. We have used distances-based binary matrices to calculate the global * statistic of spatial autocorrelation (Getis and Ord, 1992) defined as Fiaschi and Lavezzi (2007) , we have also applied a bimodality test based on the bootstrap procedure suggested by Efron and Tibshirani (1993) . The p-values of this test are equal to 0.032 for the 1980 and to 0.000 for the last year, indicating the rejection of the unimodality hypothesis. 5 In order to overcome (or, at least, to limit) the shortcomings of the crude classification of data points in few (usually 4 or 5) classes, we have imposed 100 breaks points -that is one for each percentile pointthus approximating an un-classed choropleth map (Fotheringham HW DO., 2000) . Standardized * variates were computed for lag distances from 400 km (the minimum distance allowing all regions to have at least one link) up to and including 2000 km at 50 km intervals. Figure 3 shows a non-monotonic relation between distance cut-off and global spatial autocorrelation: =* is always positive but it reaches a maximum when the cut-off distance equals 900 km; above that limit, =* values decrease.
Figure 3
Global * statistic is, however, based on the assumption of stationarity or structural stability over space, which is obviously unrealistic in our context. Spatial association must be detected using local spatial autocorrelation indices which allow for local instabilities in overall spatial association. Local * © * indices are defined as follows (Ord and Getis, 1995) : For a cut-off distance of 900 km, the cluster of high-productivity regions is much larger, indicating that the territory becomes more homogenous.
Figure 4
Finally, standardized * * scores have been used to assess whether the bimodality observed in the distribution of labour productivity is still present when we consider spatially smoothed data. Figure 5 shows snapshot densities of local G * values. Visual inspection, supported by the bimodality test of Efron and Tibshirani (1993) , suggests that the null hypothesis of unimodality cannot be accepted for spatial weights matrices based on cut-off distances lower or equal to 600 km. For higher lag distances, bimodality disappears.
Figures 5 ,QWUDGLVWULEXWLRQ PRELOLW\
The univariate analysis carried out so far has allowed us to identify soma interesting features of regional labour productivity data. Nevertheless, that analysis did not give us any information on the changes of the relative position of various regions in the crosssection distribution of labor productivity over time. However, this issue is relevant for the transition dynamics approach developed by Quah (1993 Quah ( , 1996a Quah ( , 1996b Quah ( , 1996c Quah ( , 1997 .
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Given the distribution of regional productivity in period W and its associated probability measure, φ , this approach consists of describing the law of motion of the stochastic process { }
If this process is assumed to be time-homogenous and first-order Markov, than the law of motion for { }
where ( )
τ is the expected density of \ (the productivity levels at time Wτ) conditional upon [ (the productivity levels at time W). In other words, the conditional density ( )
τ describes the probability that a given region moves to a certain state of relative productivity given that it has a certain relative productivity level in the initial The ergodic distribution is the limit of (3) as τ tends to infinity (Johnson, 2004) :
This function describes the long-term behavior of the productivity distribution: it is the density of what the cross-region productivity distribution tends towards, should the system continue along its historical path (Quah, 2006) .
Operationally, the WUDQVLWLRQ G\QDPLFV DSSURDFK consists of estimating and visualizing the conditional density of \ given [. The most popular approach within the ,'' literature is the kernel density estimator with fixed bandwidths. However, this estimator has some undesirable bias properties (Hyndman HW DO., 1996) which, in the context of the ,'' analysis, might bring to get, for example, evidence of convergence while there is persistence (Basile, 2007a) . Hyndman HW DO (1996) reported. A high density region is the smallest region of the sample space containing a given probability. These regions allow a visual summary of the characteristics of a probability distribution function. In the case of unimodal distributions, the +'5s are exactly the usual probabilities around the mean value; however, in the case of multimodal distributions, the +'5 displays different disjointed subregions. The shape of the ergodic distribution ( Figure 7 ) suggests that, in the long run the European system might tend towards some reduction of regional unbalances even if the twin-peaks property remains: the first peak of the stationary distribution occurs at a slightly higher relative productivity level than that of the initial distribution; the second peak is much higher than that of both the initial and the final distributions and a decrease in the mass at the extreme tails of distribution occurs.
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Figure 7
7KH HIIHFW RI JURZWK GHWHUPLQDQWV
7KH FRQGLWLRQLQJ VFKHPH
The analysis carried out so far can be interpreted as a test of the hypothesis of "DEVROXWH FRQYHUJHQFH", since it does not control for the heterogeneity in the structural characteristics of the regions (in terms of technologies, employment growth rates, saving rates, sectoral specialization, spatial dependence and so on; see Galor, 1996) .
Having rejected such hypothesis and having assessed that European regions tend towards different long-run equilibria (the "FOXE FRQYHUJHQFH" hypothesis cannot be rejected), it remains to test the "FRQGLWLRQDO FRQYHUJHQFH" and the "FOXE FRQGLWLRQDO FRQYHUJHQFH" hypotheses, that is it remains to understand why low-productivity regions do not tend to converge (in the long run) with high-productivity regions. In other words, our task is now to identify those factors that determine the formation of club convergence. Removing the effect of such factors, the evidence of bimodality in the ergodic distribution should disappear.
Some recent studies on ,'' have already proposed interesting methodologies to remove the effect of some determinants of economic growth from the realized mobility dynamics across a sample of economies (Lamo, 2000; Leonida, 2003; Cheshire and Magrini, 2006) . All these studies have used a two-step procedure consisting of, first, estimating a linear parametric growth regression and, then, using the residuals from this regression to simulate end-period log-relative labor productivities which, through the estimation of the conditional density function, enable to analyze the effect of different variables in shaping the dynamics of cross-regional distribution of labor productivity. 
where γ is the growth rate predicted from a regression model. This approach is much more appealing than the original conditioning scheme proposed by Quah (1997) , since it allows to conditioning out the effect of many variables jointly. A shortcoming of this method is, however, evident: it imposes linearity in the functional form of the growth regression equation within a (flexible) nonparametric framework aimed (among other things) at identifying nonlinearities and convergence clubs. In the present paper, we propose to use, for the first step, a nonparametric or a semiparametric additive model which allows identifying nonlinearities in growth behavior.
7KH VSHFLILFDWLRQ RI WKH QRQSDUDPHWULF JURZWK UHJUHVVLRQ DGGLWLYH PRGHOV
The choice among which variables to include in a growth regression model varies greatly in the empirical literature. The range of potential factors suggested by economic theory is indeed very large. This raises the problem of model uncertainty that should be properly taken into account using Bayesian approaches to data analysis (Durlauf HW DO., 2005) . This issue goes beyond the scope of the present paper. However, in the case of European regions, many studies have already demonstrated that sectoral composition of economic activity (Paci and Pigliaru, 1999) and spatial dependence (Lopez-Bazo HW DO.
2004; Basile, 2007b) help explain a large portion of heterogeneity in growth behaviour, together with the Solow-type conditioning factors (physical capital accumulation, employment growth and, obviously, initial conditions). 11 Therefore, we consider five different nested and non-nested models:
11 Spatial dependence and sectoral specialization may be also important sources of multiple steady-state equilibria and club convergence. For instance, in a two-sector overlapping-generation model in which a distinction is made between consumption goods and investment goods (Galor, 1992) , multiplicity of steady-state equilibria occurs under a less restrictive set of assumptions than those required in the onesector model. Ertur and Kock (2006) propose an augmented Solow-type model with spatial externalities (spatial knowledge spillovers) between economies and provide an equation for the steady state level as well as a conditional convergence equation characterized by parameter heterogeneity: since knowledge
ln , ln ln , ln ln
ln ln ln
The former (eq. 6) is the standard "6RORZ JURZWK UHJUHVVLRQ PRGHO". The first term on the right hand side, ln [ , captures the effect of interregional differences in initial aggregate productivity on interregional differences in growth rates. The second term,
, captures the combined effect of the investment ratio ( 9 L , investment/GDP), the employment grow rate (Q), the depreciation rate (δ) and the growth rate of technology (J). The second model specification (eq. 7) can be viewed as a "QRQOLQHDU 6RORZ JURZWK UHJUHVVLRQ PRGHO", where both ln [ and
as smooth additive terms (see, for example, Liu and Stengos, 1999) .
The third specification (eq. 8) allows to test the effects of spatial dependence and sectoral specialization on regional growth and convergence. Recently, the role of spatial dependence has been theoretically and empirically investigated by Lopez-Bazo HW DO.
(2004), Ertur and Kock (2007) and Basile (2007b) . These studies suggest that the spill-overs are local -rather than global -in scope, multiple equilibria (and, thus, convergence clubs) do emerge. 
. As in Basile (2007b) , the effect of these variables are captured by introducing nonparametric interaction terms in the model. Compared to eq. 7, eq. 8 includes another spatially lagged term, ( )
which represents the rate of growth in the neighbouring regions.
Eq. 7 includes some linear terms,
is the value added produced in sector M by each region. These terms should allow us to estimate the linear effect of differences in the sectoral composition of GDP on regional variations of productivity growth rates. In particular, this model allows us to test the hypothesis that if the productivity growth rate of a particular sector lags that of the other sectors, regions with largest specialization in that sectors tend to exhibit the slowest aggregate productivity growth. Those scholars that have previously tested such hypothesis (Dowrick and Gemmel, 1991; Leonida, 2003) This empirical strategy allows us to overcome the longdebated issue on whether industrialized economies outperform rural economies. The role of specialization within the manufacturing on growth behavior, and in particular the effect of specialization in high-tech vs. low-tech or traditional sectors, represents a more important issue to be investigated. Finally, model defined in equations 9 and 10 are nested models into eq. 8.
Additive models specified in eq. 7-10 have been estimated using a mixture of parametric linear terms and bivariate thin-plate regression splines and applying the method described in Wood (2006) that allows integrated smoothing parameter selection 13 We might have introduced the sector composition variables as smooth terms. However, again, estimating 14 smooth additional terms would have required a large amount of degree of freedom. Moreover, we cannot exclude the existence of "concurvity" (the nonparametric analogue of collinearity), which may lead to statistically unstable contributions of variables to additive models and, thus, may impact the interpretation of the additive fits.
via *&9 (see Appendix 2) This method (implemented in the R package PJFY) helps overcome the difficulties of model selection typical of the AM framework based on back-fitting developed by Hastie and Tibshirani (1990) . Tables 1 and 2 report the results and a series of diagnostic statistics for the five models.
5HJUHVVLRQ UHVXOWV
The proportion of deviance explained ranges from 45.1% (linear Solow model) to
74.7% (model 3 -eq. 8), while the *&9 score reaches the lowest level with model 3, clearly suggesting that the most general specification encompasses all the others.
Moreover, the hypotheses of normality, constant variance and no spatial dependence in the residuals cannot be rejected only in the cases of models 3 and 4; the residuals from models 2 and 5 are strongly nonlinear and show significant spatial dependence, while those from model 1 have also non-constant variance. All this suggests that spatial dependence must be explicitly taken into account in order to avoid misspecification problems and that sectoral specialization partially contributes to explain heterogeneity in regional growth behavior in Europe. Tables 1 and 2 The linear coefficients of model 1 (the standard Solow growth model) have the To save space, we only discuss graphical results for model 3 (Figure 8 ). The vertical axis reports the scale of productivity growth rates; the axes on the plane report the scale of each independent variable and of its correspondent spatial lag. Figure 8A shows the estimated effect of the interaction between ln [ and the correspondent spatial lag,
[ , on the growth of labour productivity. It clearly suggests that regions surrounded by higher productivity regions have higher expected growth rates than regions with a lower-productivity neighbourhood. Thus, while very low-productivity regions have generally higher expected growth rates, as it is predicted by the Solow growth model, those with high-productivity neighbours have the highest rates of growth. Moreover, even very high-productivity regions (which are closer to their steady state and, thus, have lower margins for catching up) have chance to grow faster when surrounded by high-productivity regions.
As expected, the effect of the interaction between ln [ and ln
: [ is also characterized by strong nonlinearities. However, one can also observe that the marginal effect of ln [ appears to be quasi-linear, in contrast with the two-convergence club picture depicted in Figure 6 . But, it is important to say that this result is obtained only after having controlled for the effect of spatial dependence. In fact, the marginal effect of ln [ from model 5 (Figure 9 ) allows to identify two negatively-sloped segments, indicating two groups of regions converging towards different steady states, and a zero-sloped segment in the middle, indicating the presence of a non-converging group of middle-productivity regions. Figure 8B shows the marginal effect of the interaction between
. First, some nonlinearities in the effect of the rate of capital accumulation are clearly detected: an increase in the rate of capital accumulation is associated with an increase in growth rate only when
is above a certain threshold. Moreover, the growth rate of a region is also a positive function of the capital accumulation rate in the neighbours.
Model 3 included another term, ( )
γ , measuring the smooth effect of the rate of growth in the neighbouring regions, the so-called spatial externalities effect. Of course, this term cannot be considered as exogenous. Thus, miming the spatial twostage least-square procedure (Kelejian and Prucha, 1998), we have adopted an instrumental variable approach, using smoothed spatially lagged exogenous variables as instruments for the spatially lagged dependent variable. 14 Figure 8C shows the fitted smooth functions ( )
alongside Bayesian confidence intervals (Wood, 2004) . The vertical axis reports the scale of the expected values of relative regional growth rate; the horizontal axis reports the scale of the spatial lag of the relative growth rate. The ) test suggests that overall this term has a significant nonlinear effect on the expected growth rate. In particular, the spatial autocorrelation curve first increases and then it slopes 14 Specifically, we have used smooth terms of the second order spatial lags of ln [ and of
, as well as first order spatial lags of 3&, 3& and 3&.
downwards ( Figure 8C ). Thus, it seems that positive spatial spillovers occur up to a certain threshold, beyond which competition effects prevail so that regions surrounded by very-high-growth regions have a lower expected growth rate than regions surrounded by medium-growth regions.
&RQGLWLRQHG HUJRGLF GLVWULEXWLRQV
The econometric results discussed in the previous section have provided strong evidence of nonlinearities in the effect of initial conditions and of capital accumulation, thus suggesting that the linear Solow growth model suffers from misspecification problems. They have also highlighted the importance of sector specialization, casting some doubt on the validity of the one-sector growth model. Moreover, some specifications have allowed identifying the effect of interactions between the characteristics (initial conditions and physical capital investment) of each region and those of its neighbours, confirming the prediction of recently developed spatial neoclassical growth models (Ertur and Kock, 2007) .
This section reports the results of the ergodic distributions computed after having removed the effect of growth determinants. In practice, we have first re-estimated eq. 7-10 without the smooth term ( )
and the constant term in order to compute the prediction γ and, thus, estimate conditional densities as in eq. 5. Then, we have estimated 'conditioned' ergodic distributions using the transition matrices extracted from each conditional density estimation and compared them with the 'unconditioned' ergodic distribution (Figure 7 ). Figure 7B reports the ergodic distribution computed after having removed the smooth effect of capital accumulation from the actual productivity growth rate. This graph suggests that, even if capital accumulation has a positive and significant effect on productivity growth, it does not contribute to explain the long-run distribution of regional labor productivity: the shape of the ergodic distribution remains bimodal with the two peaks almost at the same point and at the same height as in Figure 7A .
Some differences between the 'unconditioned' and 'conditioned' ergodic distributions emerge when the effect of sector specialization is removed from the actual productivity growth rate ( Figure 7E ). In particular, even if the ergodic distribution remains clearly bimodal, the first peak becomes less pronounced while the second one moves to the right, indicating some more regional convergence in the long run.
A clear transformation of the ergodic distribution appears only after having filtered out the effect of spatial dependence. Figures 7C and 7D show how the evidence of convergence clubs (bimodality) disappears when we control for spatial interaction in empirical growth regression (eq. 8-9), even if residual bumps characterize the long-run distribution. Using a two-step approach, we have also analyzed the determinants of the shape of the long-run (ergodic) distribution of regional labor productivity. The results suggest that observed dynamics can be only marginally explained by capital accumulation. In contrast, spatial dependence is primarily responsible for the bimodality in the long-run distribution of labor productivity. Finally, our findings imply that sector specialization matters, thus casting some doubt on the validity of the one-sector neoclassical growth model.
Policy implications $SSHQGL[ /RFDO OLQHDU FRQGLWLRQDO GHQVLW\ HVWLPDWRUV
The most common estimator of the conditional density widely used in the literature of ,'' is the kernel estimator, firstly proposed by Rosenblatt (1969) . Recently, Hyndman HW DO (1996) have explored its properties. They define:
Thus, the conditional density estimator can be interpreted as the Nadaraya-Watson kernel regression of
As it is well known, the Nadaraya-Watson estimator can present a large bias both on the boundary of the predictor space, due to the asymmetry of the kernel neighbourhood, and in its interior, if the true function has substantial curvature or if the design points are very irregularly spaced.
Given the undesirable bias properties of the kernel smoother, Hyndman and Yao (2002) have proposed a local likelihood conditional density estimator, which is a conditional version of Loader's (1996) density estimator. Let Additive models (AM) provide a framework for nonparametric and semiparametric modeling.
In general the model has a structure something like:
( ) ( ) ( )
, ... The most popular approach for estimating AM is the back-fitting algorithm proposed by Hastie and Tibshirani (1990) . This approach, however, presents some shortcomings with respect to the issues of model selection and inference. Wood (2000 Wood ( , 2006 and Wood and Augustin (2002) have recently proposed a new method to estimate AM with spline based penalized regression smoothers which allows for automatic and integrated smoothing parameters selection via Generalized Cross Validation (GCV). Wood has implemented this approach in the R package PJFY.
In the case of a model containing one smooth function of one covariate (
the penalized regression spline arises as the solution to the following optimization problem:
w.r.t. E (the parameter vector). ⋅ is the Euclidean norm and 6 is a positive semi-definite matrix depending on the basis functions evaluated at [. Given λ (a constant smoothing parameter), the solution to (A2) is:
A crucial issue in the use of smoothing splines is the selection of parameter λ, controlling the trade-off between fidelity to the data and smoothness of the fitted spline. Generalized Cross Validation (GCV) is the most common method used to choose the smoothing parameter:
where $ is the hat matrix for the model being fitted:
; , and the term tr($) gives the estimated degrees of freedom of the model. The best λ is the one that minimizes GCV.
When there are two or more smoothed terms (e.g.
( ) ( )
), the selection of the smoothing parameters becomes less straightforward. Consider first the back-fitting algorithm proposed by Hastie and Tibshirani (1990) . It consists of estimating each term by iteratively smoothing partial residuals from the AM w.r.t the covariate that the smooth relates to. Thus, given the bandwidth of the smoothers, the estimation of smooth terms becomes straightforward with back-fitting. However, "estimation of that bandwidth is hard to integrate into a back-fitting approach" and the choice of the degree of smoothness of each term in the model becomes arbitrary (Wood and Augustin, 2002, p. 2) . To overcome this problem, Wood 
, , ,
w.r.t. the relative smoothing parameters, O/ρ. Problems (A4) and (A6) are solved iteratively:
1. given the current estimates of the relative smoothing parameters, estimate the overall smoothing parameter using single smoothing parameter methods;
2. given the overall smoothing parameter, update the logarithms of the relative smoothing parameters simultaneously using Newton's method. Therefore, with this method, the smoothing parameters for each smooth term in the model are chosen simultaneously and automatically as part of model fitting by minimizing the GCV score of the whole model.
So far, the approach for estimating an AM with the automatic model selection developed by Wood (2000) has been described for the simple case of one dimensional basis functions. Wood and Augustin (2002) and Wood (2003) have extended this approach to the cases of multidimensional bases, in particular to the thin plate regression splines and to the tensor products.
Specifically, Wood (2006) Partial effects
