Let M be a compact Riemannian manifold with smooth boundary. We study the vacuum expectation value of an operator Q by studying Tr L 2 Qe −tD , where D is an operator of Laplace type on M , and where Q is a second order operator with scalar leading symbol; we impose Dirichlet or modified Neumann boundary conditions. 1991 Mathematics Subject Classification. Primary 58G25.
§1 Introduction
Let M be a compact smooth Riemannian manifold of dimension m with smooth boundary ∂M . We say that a second order operator D on the space of smooth sections C ∞ (V ) of a smooth vector bundle over M has scalar leading symbol if the leading symbol is h ij I V ξ i ξ j for some symmetric 2-tensor h. We say that D is of Laplace type if h ij is the metric tensor on the cotangent bundle. Let D be an operator of Laplace type. If the boundary of M is non-empty, we impose Dirichlet or Neumann boundary conditions B to define the operator D B , see §4 for further details. Let Q be an auxiliary second order partial differential operator on V with scalar leading symbol; if the order of Q is at most 1, then this hypothesis is satisfied trivially. As t ↓ 0, there is an asymptotic expansion (1.1) Tr L 2 (Qe −tDB ) ∼ ∞ n=−2 a n (Q, D, B)t (n−m)/2 , see Gilkey [8, Lemma 1.9.1] where a different numbering convention was used. The invariants a n (Q, D, B) are locally computable. We have a −2 (Q, D, B) = 0 and a −1 (Q, D, B) = 0 if Q has order at most 1. If the boundary of M is empty, the boundary condition B plays no role and we drop it from the notation; in this case, if n is odd, then a n (Q, D) = 0.
Our paper is motivated by several physical examples. First, consider a Euclidean quantum field theory with a propagator D −1 depending on external fields. Typically, D is a second order differential operator of Laplace type. In the one-loop approximation, the vacuum expectation value < Q > of a second order differential operator is given by < Q >= T r L 2 (QD −1 ). By formal manipulations, this can be represented in the form
These integrals are divergent at the lower limit and need to be regularized. This can be done by replacing 0 by 1/Λ in the limits of integration; Λ is called the ultraviolet cutoff parameter. The coefficients a n (Q, D, B) define the asymptotics of < Q > as Λ → ∞. The first m terms are divergent and are essential for renormalization. The coefficients a n (Q, D, B) also define large mass asymptotics of < Q > in the theory of a massive quantum field; for details see for example [1] .
A second example is provided by quantum anomalies. In the Fujikawa approach [6] , the anomaly A is defined as A = lim Λ→∞ T r(Qe −D/Λ 2 ), where Q is the generator of an anomalous symmetry transformation, and D is a regulator. Usually divergent terms may be absorbed in renormalization and one has that A ∼ a m−2 (Q, D, B). Other examples where these asymptotics arise naturally are the study of the anomaly for an arbitrary local symmetry transformation, and in the study of the vacuum expectation value of the stress-energy tensor.
In this paper, we will study the asymptotics a n (Q, D, B) in a general mathematical framework. In §2, we review the geometry of operators of Laplace type and derive some variational formulas. The operator D determines the metric g, a connection ∇ on V , and an endomorphism E of V . Conversely, given these data, we can define an operator of Laplace type D(g, ∇, E); see Lemma 2.3 for details. Let q 2 be a symmetric 2-tensor and let q 1 be a 1-form valued endomorphism of V . We shall use q 2 to define a variation of the metric g(ε) := g + εq 2 and we shall use q 1 to define a variation of the connection ∇(ε) := ∇+εq 1 . Let Q 2 := ∂ ε D(g(ε), ∇, E)| ε=0 and let Q 1 := ∂ ε D(g, ∇(ε), E)| ε=0 . Let Q be a second order operator with scalar leading symbol. We may decompose Q = Q 2 + Q 1 + Q 0 for Q 0 ∈ End(V ) and for Q 2 and Q 1 defined by suitably chosen q 2 and q 1 . Since a n (Q, D) = i a n (Q i , D), it suffices to compute the a n (Q i , D). In Lemma 2.4, we will study the operators Q 2 and Q 1 and show that ∂ ̺ a n+2 (1, D(̺), B) = −a n (∂ ̺ D(̺), D(̺), B) for any 1parameter family of operators of Laplace type and fixed boundary condition B. In §3 and §4 we use this variational formula and apply results of [2] and [5] to study the invariants a n (Q, D, B); in §3 we consider manifolds without boundary and in §4 we consider manifolds with boundary. An operator A is said to be of Dirac type if A 2 is of Laplace type. Branson and Gilkey [2] studied the asymptotics of Tr L 2 (Ae −tA 2 ) for an operator A of Dirac type on a closed manifold. In §5, we use the results of §3 to rederive these results and to compute some additional terms in the asymptotic expansion. The numbering convention we shall use in this paper differs from that used in [2] ; the invariants a n (A, A 2 ) of this paper were denoted by a n−1 (A, A 2 ) in [2] . §2 Geometry of operators of Laplace type
We adopt the following notational conventions. Greek indices µ, ν, etc. will range from 1 through m = dim(M ) and index local coordinate frames ∂ ν and dx ν for the tangent and cotangent bundles T M and T * M . Roman indices i, j will also range from 1 through m and index local orthonormal frames e i and e i for T M and T * M . We shall suppress the bundle indices for tensors arising from V . We adopt the Einstein convention and sum over repeated indices. Let D be an operator of Laplace type. This means that we can decompose D locally in the form
where a and b are local sections of T M ⊗ End(V ) and End(V ) respectively. It is important to have a more invariant expression than that which is given in equation (2.1). Let Γ be the Christoffel symbols of the Levi-Civita connection of the metric g on M , let ∇ be an auxiliary connection on V , and let E ∈ C ∞ (End(V )). Define:
We compare equations (2.1) and (2.2) to prove the following Lemma.
Lemma.
If D is an operator of Laplace type, then there exists a unique connection ∇ on V and a unique endomorphism E of V so that D = D(g, ∇, E).
(1) If ω is the connection 1-form of ∇, then ω δ = g νδ (a ν + g µσ Γ µσ ν I V )/2.
Let D = D(g, ∇, E). We use the Levi-Civita connection of the metric g and the connection ∇ on V to covariantly differentiate tensors of all types. We shall let ';' denote multiple covariant differentiation. Thus, for example, Df = −(f ;kk + Ef ).
2.4 Lemma. Let D = D(g, ∇, E) be an operator of Laplace type. Let q 2 = q 2,ij be a symmetric 2-tensor and let q 1 = q 1,i be an endomorphism valued 1-tensor. Then Proof. Fix a point x 0 ∈ M ; we may assume that x 0 is in the interior of M . Choose coordinates centered at x 0 and a local frame for V so that g νµ (x 0 ) = δ νµ , Γ(x 0 ) = 0, and so that ω(x 0 ) = 0. We use equation (2.2) to compute:
The first two assertions now follow. We use [8, Lemma 1.9.3] to see that the asymptotic series of the variation is the variation of the asymptotic series. We equate coefficients in the following two asymptotic expansions to complete the proof:
To use Lemma 2.4, we shall need some variational formulas. Let R µνσ δ be the curvature of the Levi-Civita connection with the sign convention that the Ricci tensor is given by ρ νσ := R µνσ µ and the scalar curvature is given by τ := g νσ ρ νσ . Let ∆ 0 = δd be the scalar Laplacian, let d vol be the Riemannian measure, and let F µν be the curvature tensor of ∇.
Proof. The assertion (1) is immediate from the definition. Assertion (2) follows from Lemma 2.4. Assertions (3) and (4) are straightforward calculations. Assertion (5) follows from assertion (4) and from the identity:
Raising and lowering indices does not commute with varying the metric so we emphasize that the tensor R is the variation of a tensor of type (3, 1). The remaining assertions now follow. §3 Manifolds without boundary Lemma 2.4 reduces the computation of a n (Q, D) to the special cases a n (Q i , D) for i = 0, 1, 2. Recall that a n (Q, D) = 0 for n odd;
. Let tr V be the fiber trace. We refer to Gilkey [7] for the proof of the following result:
3.1 Theorem. Let M be a compact Riemannian manifold without boundary, let D be an operator of Laplace type, and let Q 0 ∈ End(V ). Then
Next, we study the invariants a n (Q 1 , D).
Theorem.
Let M be a compact Riemannian manifold without boundary, let D be an operator of Laplace type, and let
Proof. We use Lemma 2.4 and Theorem 3.1. Note that ∆ 0 (f ) = −f ;kk is independent of the connection ∇ for f ∈ C ∞ (M ). We compute:
We conclude this section by studying a n (Q 2 , D). The following result is a consequence of Lemmas 2.4, Lemma 2.5, and Theorem 3.1. We omit the formula for a 4 (Q 2 , D) in the interests of brevity. (1) a −2 (Q 2 , D) = − 1 2 a 0 (q 2,ii , D).
We now suppose M has smooth non-empty boundary ∂M . Near ∂M , let e i be a local orthonormal frame for T M where we normalize the choice so that e m is the inward unit normal. We let indices a, b, ... 
Let M be a compact Riemannian manifold with smooth boundary, let D be an operator of Laplace type, and let Q 1 = ∂ ε D(g, ∇ + εq 1 , E)| ε=0 . Then
(6) If the boundary of M is totally geodesic, then
Proof. If Q 0 = q 0 I V for q 0 ∈ C ∞ (M ) is a scalar operator, then Theorem 4.1 follows from Branson and Gilkey [2] . If Q 0 is not a scalar operator, we must worry about the lack of commutativity; the only point at which this enters is in the coefficient of tr V (Q 0 SE) and tr V (Q 0 ES). We express
the sum C 1 + C 2 = 720 is determined by the scalar case. If D, Q 0 , and S are real, then Tr L 2 (Q 0 e −tD ) is real; this shows that C 1 and C 2 are real. If Q 0 D, and S are self-adjoint, Tr L 2 (Q 0 e −tD ) is real so tr V (Q 0 (C 1 SE + C 2 ES))[∂M ] is real; this now shows C 1 = C 2 and completes the proof of Theorem 4.1.
To keep boundary conditions constant, let S(ε) := S −εq 1,m so ∂ ε S| ε=0 = −q 1,m . Assertions (1)-(5) of Theorem 4.2 now follow directly from Lemma 2.4, from Lemma 2.5, and from Theorem 4.1. In [5] , we showed that
The variation of the terms other than E gives rise to the expressions listed in Theorem 4.2 (5, 6) . The remainder term E is given below. It vanishes if the boundary is totally geodesic and involves 40 undetermined coefficients. 
The variation of E is zero for Dirichlet boundary conditions or if the boundary is totally geodesic.
To study a n (Q 2 , D, B ± S ) we need some additional formulas. 4.3 Lemma. Proof. Let 1 ≤ α, β ≤ m − 1. Let y = (y α ) be local coordinates on the boundary ∂M centered at y 0 . We suppose g αβ (y 0 ) = δ αβ + O(|y| 2 ). Introduce coordinates x = (y, x m ) so the curves t → (y, t) are unit speed geodesics perpendicular to the boundary. Then g mm = 1 and g αm = 0; ∂ m is the inward geodesic normal vector field for g. Let N (̺) be the inward geodesic normal vector field for the metric g(̺). to see c α (y 0 ) = −q 2,mα (y 0 ) and c m (y 0 ) = −q 2,mm /2. We use Lemma 2.5 to compute the variation of the Christoffel symbols and complete the proof by computing:
The second assertion is immediate, the third follows from Lemma 2.5.
Dirichlet boundary conditions are unchanged by a variation of the metric g. The following result follows from Lemma 2.4, Theorem 4.1, and Lemma 4.3. We omit the formula for a 2 in the interests of brevity. (5) Suppose for simplicity that the metric g is flat, i.e. that R ijkl = 0. Then 
We now study Neumann boundary conditions. The situation is quite different as Neumann boundary conditions are not invariant under general perturbations of the metric; if q am = 0 on ∂M , B + S (̺) will involve tangential derivatives regardless of how S is varied. Thus Lemma 2.4 is not directly applicable. Nevertheless, we can still compute the first three terms in the asymptotic expansion. Proof. Define ord(q 2,ij ) = 0, ord(E) = 2, ord(R ijkl ) = 2, ord(F ) = 2, ord(L) = 1, and ord(S) = 1. Increase the order by 1 for each explicit covariant derivative which is present. Dimensional analysis then shows the interior integrands in the formula for a n (Q 2 , D, B) are homogeneous of order n + 2 while the boundary integrands are homogeneous of degree n + 1. We use H. Weyl's theorem to write a spanning set for the set of invariants and express: Product formulas then show the constants are independent of the dimension m; these invariants form a basis for the integral invariants and are uniquely determined for m large. A word of explanation for the formula in equation (4.8) is in order.
We can integrate by parts to replace the interior integrals q 2,ij;ij and q 2,ii;jj by boundary integrals of q 2,mm;m , q 2,am;a , and q 2,aa;m . Since q 2,am:a [∂M ] = 0, we use Lemma 4.3 to omit the variable q 2,am;a . If we take ∂M empty, the boundary condition plays no role and R kiik [M ] = 0 (see equation (4.10) below). We use Theorem 3.3 to see b 1 = b 2 = b 3 = b 4 = 1; this completes the proof of assertion (1) and the first part of assertion (3). The q 2,am; * variables do not appear in equations (4.6), (4.7), and (4.8). Thus we may take a variation with q 2,am = 0 on ∂M . This is an essential simplification since it means N (̺) = g mm (̺) 1/2 ∂ m . Thus the boundary conditions do not involve any tangential derivatives. We set S(̺) = g mm (̺) 1/2 S. Then the boundary condition is preserved; ∇ N (̺) + S(̺) = g mm (̺) 1/2 (∇ m + S). We have ∂ ̺ S(̺)| ̺=0 = −q 2,mm S/2.
. This shows c 1 = 1 and c 2 = 0 and completes the proof of assertion (2) .
We use Lemma 2.4 and Theorem 4.1 to see:
We have that In this section, we study the invariants a n (HA, A 2 ), where M is a closed manifold, A is an operator of Dirac type, and H is a smooth endomorphism; we refer to Branson and Gilkey [4] for a discussion of the case of manifolds with boundary. We begin with a technical result: (1) ω µ = g νµ (−γ σ ∂ σ γ ν + ψγ ν + γ ν ψ + g σρ Γ σρ ν )/2.
(2) Let φ := ψ + γ ν ω ν . Then A = γ ν ∇ ν − φ, and φ is invariantly defined.
(3) γ i;j + γ j;i = 0.
(5) Let q 1,i := −Hγ i /2, and Q 0 := −Hφ − H ;i γ i /2, then HA = Q 1 + Q 0 .
Proof. We compute
Assertion (1) and the first assertion of (4) follows from Lemma 2.3. We prove assertion (2) by computing:
We choose a system of coordinates and a local frame so that Γ(x 0 ) = 0 and so that ω(x 0 )=0.
Then at x 0 , we have:
We equate coefficients to derive the second part of assertion (4) . Choose a coordinate system centered at x 0 so g µν = δ νµ + O(|x| 2 ). We use [3, Lemma 1.2] to see that we can choose a local frame for V so ∂ µ γ ν (x 0 ) = 0. Then we have that ω µ (x 0 ) = (ψγ µ + γ µ ψ)(x 0 )/2. We prove assertion (3) If we set q 1,i = −Hγ i /2, then Q 1 = Hγ i ∇ i + H ;i γ i /2 by Lemma 2.4 since γ i;i = 0. We must therefore take Q 0 = −Hφ − H ;i γ i /2.
The following theorem now follows from Theorem 3.1, Theorem 3.2, and from Lemma 5.1.
Let A = γ ν ∂ ν − ψ be an operator of Dirac type on C ∞ (V ) over a closed manifold M . Adopt the notation of Lemma 5.1.
(1) a 0 (HA, A 2 ) = (4π) −m/2 tr V {Q 0 }[M ].
(2) a 2 (HA,
(3) a 4 (HA, A 2 ) = (4π) −m/2 360 −1 tr V {Q 0 (60E ;kk + 60τ E + 180E 2 + 12τ ;kk +5τ 2 − 2|ρ| 2 + 2|R| 2 + 30F ij F ij ) + 8F ij;k F ij;k + 8F ij;k q 1,k F ij −8F ij;k F ij q 1,k − 4F ij;j F ik;k − 4F ij;j q 1,k F ik + 4F ij;j F ik q 1,k For scalar f , Tr L 2 (f ;i γ i e −tA 2 ) = Tr L 2 (Af e −tA 2 − f Ae −tA 2 ) = 0 so a n (f ;i γ i , A 2 ) = 0 for all n and we may replace Q 0 by −f φ in performing our computations. It then follows that Theorem 5.2 (1) agrees with equation (5.4) . We see Theorem 5.2 (2) agrees with equation (5.5) by using Lemma 2.5 and integrating by parts:
