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ABSTRACT 
The characteristic polynomial of a tridiagonal 2-Toeplitz matrix is shown to be 
closely connected to polynomials which satisfy the three point Chebyshev recurrence 
relationship. This is an extension of the well-known result for a tridiagonal Toeplitz 
matrix. When the order of the matrix is odd, the eigenvalues are found explicitly in 
terms of the Chebyshev zeros. The eigenvectors are found in terms of the polynomials 
satisfying the three point recurrence relationship. 
1. INTRODUCTION 
It is well known that the tridiagonal Toeplitz matrix T, of order n has 
eigenvalues which are related to the zeros of the Chebyshev polynomial of 
the first kind of degree n. Thus, after a simple transformation, the character- 
istic equations of successive orders of the matrix T, satisfy the three point 
Chebyshev recurrence formula. 
In [7] we introduced a generalization of the Toeplitz matrix called the 
r-Toeplitz matrix. 
DEFINITION 1.1. 
its elements aij 
If A,, = [aij] is an r-Toeplitz matrix of order n, then 
satisfy the relationship 
a. :+r,j+r = ajj, i,j = 1,2 ,...,n -r. (1.1) 
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REMARK 1.1. When r = 1, the matrix A, becomes a Toeplitz matrix. 
REMARK 1.2. When the order n of an r-Toeplitz matrix A, is a multiple 
of T, the matrix A,, is a block Toeplitz matrix. However, a general r-Toeplitz 
matrix has no such restriction on its order. 
Many properties of the r-Toeplitz matrix have been established [6, 81, and 
algorithms for determining the inverse efficiently and for solving A,x = b 
have been found [5, 71. 
Applications involving r-Toeplitz matrices are to be found in the field of 
sound propagation, and some of these results are in [3, 41. 
In the next section we consider the properties of the characteristic 
equation of a tridiagonal 2-Toeplitz matrix B, and show that in a certain 
sense the Chebyshev recurrence formula still applies. Specifically, we shall 
show that when the matrix is of order 2m + 1, m E N, the eigenvalues can 
be found explicitly by solving m quadratic equations involving the Chebyshev 
zeros, together with a further eigenvalue which is easily shown to be 
b,, = [&J,,. 
For matrices of order 2n the situation is more complicated. The problem 
in these cases is that although the Chebyshev recurrence formula still holds, 
the initial values are not those which generate the Chebyshev polynomials. 
In the last section we determine the eigenvectors of a tridiagonal 2-Toep- 
litz matrix. 
In a future paper we will consider the eigenproblem for a tridiagonal 
r-Toeplitz matrix for any r E N. 
2. THE EIGENVALUES OF A TRIDIAGONAL 2-TOEPLITZ MATRIX 
We begin this section by obtaining, in outline, the known results for a 
tridiagonal 1-Toeplitz, i.e. Toeplitz, matrix. The methods used in the rest of 
the paper for 2-Toeplitz matrices are similar. 
Let T, be the tridiagonal Toeplitz matrix of order n given by 
(2.1) 
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where we assume that p and y are nonzero. 
It is easy to see that if we define two diagonal matrices C, = [cii] and 
0” = [diil by 
cii = p(i-2)/2/.#-1)/2 and dii = y(i-2)/2/p(i-1)/2, i = 1,2 ,..., n, 
and let 
then 
a-h 
Er. = p1/2y1/2 ’ 
becomes 
]C,(T,, - AZ)D,l= 0 
= 0. 
(2.2) 
(2.3) 
(2.4) 
Expansion of (2.4) h s ows that p,,(p) satisfies the three point recurrence 
relationship 
?%I( II) = l-w-I( lu) - Pn-2( P)> (2.5) 
with 
The recurrence relationship (2.5) is the Chebyshev recurrence formula. Since 
pi(~) and p2( PL) are the first two Chebyshev polynomials of the first kind, 
we see that p,( /A) is the Chebyshev polynomial of the first kind of order n. 
It is well known [l, 21 that the zeros of p,( /L) are 
&.=2cos~ 
n+ 1’ 
r= 1,2 ,...,n, (2.6) 
66 M. J. C. COVER 
and so from (2.2) we obtain the eigenvalues of T, to be 
A, = Ly - 2/3+/i/2 
r?T 
cos - 
nt 1’ 
r= 1,2 ,...,n. (2.7) 
This result can be found in [9, lo]. 
Now let B, be the tridiagonal2-Toeplitz matrix of order n given by 
0 
B, = 
I 
Yz a1 Pl 
Yl ff2 . * 
0 *. -: *. 
(2.8) 
We begin by showing that if n = 2m + 1 then CY~ is an eigenvalue of 
%n+1- This enables us to separate out a factor (Y~ - A from the characteris- 
tic polynomial of Bzm+ 1, so that we only have to consider a polynomial of 
degree 2m for both IB2m+l - AZ1 and IB,, - AZ/. We shall then see that 
these polynomials can be reduced to degree m by a quadratic transformation. 
If we then let these polynomials be p, and q,,, for n = 2 m + 1 and n = 2m 
respectively, we determine two recurrence formulae linking them and finally 
show that they both satisfy the Chebyshev three point recurrence formula 
(2.5). Since the initial polynomials of p, are Chebyshev polynomials, this 
enables us to determine the eigenvalues of B,, + 1 from the solution of a set 
of quadratic equations involving the zeros of the Chebyshev polynomial of 
degree m. 
The situation of BznL is more complicated. Although qm satisfies the three 
point Chebyshev recurrence relationship, q1 is not a Chebyshev polynomial 
and so neither is qnL. Although the eigenvalues of Bzm again come from the 
solution of a set of quadratic equations, these involve the zeros of q,,, which 
do not appear to have a simple form. 
We also show that in the case n = 2m the characteristic polynomial can 
also be given in terms of the Chebyshev polynomials. This is an interesting 
theoretical result, but does not seem to help in the determination of the 
eigenvalues. 
REMARK 2.1. We assume throughout that the off-diagonal elements in 
(2.8) are nonzero. If this is not the case, B, splits into submatrices and the 
evaluation of its eigenvalues is trivial. 
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LEMMA 2.1. Zf n = 2m + 1, th e matrix B, in (2.8) has an eigenvalue 
A = ffl. 
Proof If we consider ) B,, + 1 - cxl 11 we have 
IB 2m+1- qzl = 
0 Pl 
Yl ff2 - a1 P2 
Y2 0 * 
. . . 
. . . 
. . 
0 
0 
0 Pl 
Yl ffz - ffl Pe 
Yz 0 
Carrying out the operations 
row(2i + 1) - crow(2i - l), i = 1,2,...,m 
sequentially on the updated rows, where 
c = Y2/Pl> (2.9) 
the last row becomes zero, so that 1 B,, + 1 - cxl 11 = 0 as required. W 
The result of Lemma 2.1 enables us to take a factor (Ye - A from 
IB 2m+l - All. 
If we now consider the transformation 
(a1 - A)(% - A) 
Y= 
YlPl ’ 
(2.10) 
then we have the following result. 
THEOREM 2.1. Zf B, is given by (2.8) and v by (2.101, then ifm E N, 
(B, - AZ1 = 
PT”r?%( V)) n = 2m, (2.11) 
(a1 - A)P;“y;“p,(v), n = 2m + 1, (2.12) 
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where p,,,( V) and qm( V) are polynomials of degree m satisfying the recurrence ^ _ 
formulae 
4m(V) = VP,-,(V) -4m-dv) 
and 
Pm(V) = (v-4P*-,W -qm-l(V)> 
where c is defined in (2.9) and 
d = Pz/rl- 
Proof. Since 
IB,, - All = 
al - A PI 
YI Lx2 - A 62 0 
Y2 a,-A 
0 (Y1 - A 
Yl 
and 
0 a2 - A 
YZ 
PI 
a2 - A 
P2 
al - A 
(2.13) 
(2.14) 
(2.15) 
it is easy to see that when (2.16) and (2.17) are expanded by their last rows 
we obtain respectively 
IB,?n - All = (q - h)lB,,,-, - All - Y~P~IB+~ - AlI (2.18) 
(2.16) 
(2.17) 
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and 
IB 2m+1 - All = ( a1 - A)IB,, - AZ1 - yz PzIB2,_l - AZl. (2.19) 
Suppose that (2.11) and (2.12) hold for n = 2m - 1 and n = 2m - 2. Then 
(2.18) becomes 
I&,, - AZ1 = (a2 - A)(al - A)P;“-%-‘P,-r(v) - P;“‘/;19m-r(~) 
= P;lYC+%Pl(~) - 9m-1(v)1, (2.20) 
using (2.10). 
From (2.19), (2.201, (2.9), (2.151, and (2.12) we also have 
IB 2m+1 - AZ1 = (or - A)kJY+%l-r(v) - 9m-1Wl 
- PzYz(“1 - +Y-%-‘pm-d4 
= 
(ff1 - W;“y;“[(~ - 4Pm-dv) - 9A41. (2.21) 
We also see respectively from (2.17) with m = 0 and (2.16) with m = 1 that 
IB, - AZ1 = a1 - A, 
IB, - Ail= ((~1 - A)(a, -A) - P~Y~=/%T’I(~- I), 
which satisfy (2.12) and (2.11) respectively with 
PO = 1, 9r = V - 1. (2.22) 
Thus by induction (2.11) and (2.12) are true for m = 0, 1,2, . . . . The 
recurrence formulae (2.13) and (2.14) follow immediately from (2.20) and 
(2.11) and from (2.21) and (2.12) respectively. n 
REMARK 2.2. The recurrence formulae (2.13) and (2.14) are indepen- 
dent of or and CY~, as are the initial polynomials (2.22). Thus p,(v) and 
9m(~) depend only on P1, P2, yl, and yz. We shall show below that p,(v) 
can be transformed into polynomials independent of these off-diagonal 
elements. 
REMARK 2.3. We were justified in taking a factor cxl - A on the RHS of 
(2.12) by the result of Lemma 2.1. 
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We next show 
but with different 
that p,(v) and 9m(~) satisfy the same recurrence formula, 
initial polynomials. 
THEOREM 2.2. 
tively, then 
If pm(v) and 9m(~) satisfy (2.14) and (2.13) respec- 
Pm+lW = b - (1 + 41 Pm(V) - cdl?,-l(V) (2.23) 
and 
9m+r(v) = [v- (1 + cd)lq,i,(v) - c+,pr(v)> (2.24) 
with 
p, = 1, p, = Y - (1 + cd), 90 = 1, 91 = v - 1, (2.25) 
where c and d are defined in (2.9) and (2.15). 
Proof. From (2.14) ‘we have 
9m-I(V) = G-cdh-,W -pm(v)> 
and substituting this in (2.13) for both 9m_ r( v> and 9m( v) gives (2.23). 
Similarly, from (2.13), 
and substituting this in (2.14) multiplied by v gives (2.24). For (2.25), p, and 
9r come from (2.22). From (2.13) with m = 1 and (2.22) we obtain 9. = 1, 
and from this, (2.14) with m = 1 and (2.22), we obtain p, = v - (1 + cd) as 
required. n 
REMARK 2.4. If we use (2.23) and (2.24) with m = 0 together with 
(2.25), then we can obtain alternative initial values for p and 9, independent 
of v and cd, as 
p-1 = 0, po = 1, 9-1 = -1, 9. = 1. (2.26) 
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We now show that with further substitutions, Equations (2.23) and (2.24) 
reduce to the three point Chebyshev recurrence formula. This is achieved if 
we set 
v - (1 + p’) 
P= 
P 
(2.27) 
with 
(2.28) 
and 
?&( P) = &(l + PP + P”>> 9x F) = +‘“‘(1 + PP + P”). 
(2.29) 
Then (2.23) and (2.24) become, respectively, 
AL+ I( CL) = PupLn( P> - Pin - I( P) (2.30) 
and 
96+1( CL) = P9kL( CL) - 96-L P). (2.31) 
Equations (2.30) and (2.31) are the Chebyshev three point recurrence 
formula. Also, from (2.25) the initial polynomials are 
p’o( P) = 1, ?+l( P.) = P> 9x P) = 1, 9X/J) =El.+P. 
(2.32) 
Hence it can be seen immediately that &( p) is a Chebyshev polynomial but 
9;( /-L) is not, since 9;( /_L) = v + P is not a Chebyshev polynomial. 
The zeros of pL< /_L) are 
p=2cosz 
m-t 1’ 
r = 1,2,...,m: (2.33) 
72 M. J. C. GOVER 
and so from (2.27) we obtain 
r7r 
v=1+2pcos- 
m+1 
+ P2> r= 1,2 1***> 771. (2.34) 
Thus (2.10) and (2.34) give the following result. 
THEOREM 2.3. The eigenvalues of the tridiagonal 2-Toeplitz matrix of 
order 2m + 1 given in (2.8) are f_xl and the solutions of the quadratic 
equations 
(a1 - A)(a2 - A) - PlYl + discos 5 [ + P2Y2 = 0, 1 
r= 1,2 >***> m. (2.35) 
We have the following similar result when n = 2m. 
THEOREM 2.4. The eigenvalues of the tridiagonal 2-Toeplitz matrix of 
order 2m given in (2.8) are the solutions of the quadratic equations 
(ffl - ANa - A) - [ PlyI + 4-0, + P272] = 0, 
r= 1,2 ,..., m, (2.36) 
where Qr, r = 1,2,. . . , m, are the zeros of qL( /.~u> defined by (2.31) and 
(2.32). 
REMARK 2.5. There does not appear to be a simple explicit form for Q,. 
in Theorem 2.4. 
The final result in this section shows that the characteristic equation for 
all n can be related to the Chebyshev polynomials. 
THEOREM 2.5. Zf B, is given by (2.8), then for m = 1,2, . . . 
IB2, - All = ( Pl P2YlY2) -j px p) + ( ~)1’2p:;-l~ PI] (2.37) 
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and 
IB 2m+l - hII = ( a1 - A)( Pl P2rlr2YzPin( CL), (2.38) 
where 
(a1 - A)(%? -
P= 
A) -(P,z+P22) 
Pl P2 
(2.39) 
and pk(/_~) are the Chebyshev polynomials as defined by the recurrence 
formula (2.30) and the initial values in (2.32). 
Proof. The equation (2.38) follows immediately from (2.12), (2.9) (2.15) 
(2.27), (2.28) and (2.29). Similarly, (2.37) follows from the same substitu- 
tions, together with (2.14) and (2.23). n 
3. THE EIGENVECTORS OF A 
TRIDIAGONAL 2-TOEPLI’IZ MATRIX 
It is easily shown, using the recurrence formula (2.5) that the eigenvector 
of the tridiagonal Toeplitz matrix I’, in (2.1) corresponding to the eigenvalue 
A, in (2.7) is 
where pr is given by (2.6) and p,,( /.L) is the Chebyshev polynomial of degree 
n of the first kind. 
We now give the corresponding results for tridiagonal2-Toeplitz matrices. 
The proofs are based on the recurrence formulae (2.13) (2.14), (2.30) and 
(2.31). 
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THEOREM 3.1. The eigenvector of B,, in (2.8) associated with the 
eigenvector h, which is a solution of (2.36) is given by 
9XQrL -$(a1 - ~r)~btQAs9XQr)~ 
1 
-+ - h,)p;(Q,),...,s”-‘q:,-,(Q,), 
1 
1 1 
T 
- _sm-l 
P1 (a1 
- *,M-dQJ ) (3.2) 
where Qr is a zero of 9;( ~1 &fined by (2.31) and (2.321, pk< ~1 is the 
Chebyshev polynomial of degree m of the first kind, and 
YlY2 
s = PIP2 . i- 
(3.3) 
Proof. If we consider 
( B2m - h,Z)x (3.4) 
row by row, then x is an eigenvector if each row of (3.4) is zero. There are 
four cases to consider. 
(i) Row 1. From (3.4) and (3.2) we obtain 
(a1 - 4J9XQJ - ((~1 - h)~b(Qr) = 0, 
since p$Q,.> = 9b(Q,.) = 1 from (2.32). 
(ii> Rows i = 2 k, k = 1,2, . . . , m - 1. Again, using (3.4) and (3.2) we 
obtain 
71sk-19;_l(Qr) - ;sk-‘( a2 - A,)( (Y~ - A,) P;-LQJ + @9;(Qr) 
1 
= ~~-~[~19;-1(Q,-) - ~(1 + PO,. + P2)~;-dQr) + &9;(Qr)]> c305) 
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using (2.101, (2.271, and (2.28). Since from (2.131, (2.27), (2.281, and (2.29) we 
have 
(1 + PQr + P2)&dQr) = P9itQr) + 9;-1(Qr)> (3.6) 
the expression (3.5) is seen to be zero. 
(iii) Rows i = 2k + 1, k = 1,2,. . . , m - 1. From (3.4) and (3.2) we 
now have 
Y2 
-- 
d 
a1 - 4)s k-l~i-dQr) + sk( (~1 - 4)9;(Qr) 
1 
= Sk-l (a1 - ++Q,) + s9XQJ - YXQ,) . (3.7) 
I 
From (2.14), (2.27), (2.28), and (2.29) we see that 
91CQJ = (1 + PQrMQJ - &;+dQA 
and substituting this in (3.7) gives 
(3.8) 
y2 k-l --s 
Pl (al - A,)[ ~;+dQr) - QrdAQr) + ~;-dQr)l~ 
which is zero from the three point recurrence relationship (2.30). 
(iv) Row 27n. The expressions (3.4) and (3.2) give 
w”-~~L(Q~) - fG2 - A,)(al - 4)s “%-LQr) 
1 
= xs”-‘[9L(QJ - (1 + PQr + P2)dn-LQr)] 
= ylsrn- @96(Qr) 
from (3.6). But since Q,. is a zero of 96( /A), (3.9) is zero. 
(3.9) 
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We have thus shown from (i)-(iv) that 
(%?I - A,Z)x = 0, 
so that x is the required eigenvector. 
The corresponding result for a 
theorem. 
matrix of odd order is the following 
THEOREM 3.2. The eigenvector of B2m+ 1 in (2.8) associated with the . 
eigenvector A, which is a solution of (2.35) is given by 
n 
1 
1 
T 
- _Sm-l 
PI 
(ff1 - hJp:,-I(~J~ ~mdaw 7 (3.10) 
where s is defined in (3.3) and 
P, = 2cos - 
m+ 1’ 
The eigenvector associated with the eigenvalue cxl is given by 
x~[l,o,-~,o,(-~~>o ,...> (+Q.
Proof. The analysis of (i)-(iii) in the previous proof is identical here. 
Note that (ii) also applies for row 2m in this case. 
(iv) Row 2m + 1. From (3.4) and (3.10) we obtain 
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Using (3.8) with Qr replaced by P,. and k = m, (3.11) becomes 
(3.12) 
Since I’, is a zero of pk< /A), the recurrence formula (2.30) shows that (3.12) 
is zero. Thus (3.10) is an eigenvector of B2,,,+i. When cxi is an eigenvalue, 
rows 1,3, . . . , 2m -t;’ 1 of (3.4) are trivially zero. For row i = 2 k, k = 
1,2,. . . ) m, we have 
as required. n 
4. CONCLUSION 
We have shown that the characteristic polynomial of a symmetric tridiago- 
nal 2-Toeplitz matrix is closely related to the Chebyshev polynomials. In fact, 
when the order of the matrix is odd, the eigenvalues can be explicitly 
determined in terms of the zeros of the Chebyshev polynomials. This 
generalizes the well-known result for a symmetric tridiagonal Toeplitz matrix. 
There is a similar generalization for the eigenvectors. 
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