Recent studies have explored characteristics of brain tumors by means of magnetic resonance spectroscopy (MRS) to increase diagnostic accuracy and improve understanding of tumor biology. In this study, a computer-based neural network was developed to combine MRS data (ratios of N-acetyl-aspartate, choline, and creatine) with 10 characteristics of tumor tissue obtained from magnetic resonance (MR) studies, as well as tumor size and the patient's age and sex, in hopes of further improving diagnostic accuracy.
magnetic resonance spectroscopy (MRS) has been explored as a method to characterize further tissue properties in pediatric brain tumors. [26, 27, 29] Metabolite ratios measured by our group [27, 29] using MRS provide information that correlates well with histological findings independent of standard imaging features of pediatric posterior fossa tumors. Although useful characteristics were noted on MRS studies, their accuracy in separating the three predominant histological types (primitive neuroectodermal tumor [PNET] , astrocytoma, and ependymoma) by discriminant analysis was no more than 80% when spectra ratios of choline (Cho), creatine (Cr), and N-acetyl-aspartate (NAA) alone were used. [29] Neural networks are a relatively recent development in the analysis of multivariate problem solving. [12] They are especially well suited to nonlinear pattern recognition problems and have been applied over the past 5 years to a wide range of medical and scientific issues. [1, 10, 11, 16, 18, 29, [30] [31] [32] The purpose of the present study was to compare the diagnostic accuracy of readings and predictions regarding pediatric posterior fossa tumors by a trained neuroradiologist (using preoperative MR images), with the predictions of various neural networks designed to train on MR image properties, age of the patient, and spectroscopic data.
CLINICAL MATERIAL AND METHODS

Patient Population
Thirty of the patients had been included in a prior study [29] and three new patients were added. The protocol was approved by the Committee on Human Subjects and informed consent was obtained from parents in all cases. One patient had been excluded from the prior study because the posterior fossa mass was a large teratoma within grossly aberrant newborn anatomy and did not conform to the size and location criteria of that study. Eligibility criteria for the present investigation included the presence of a newly diagnosed cerebellar tumor larger than 10 cm 3 that had not been treated previously with surgery or adjuvant therapy, and the ability to undergo MR and MRS studies with or without sedation as necessary. Overall, 33 children ranging in age from 6 months to 14 years were included. All patients underwent surgery within 7 days of the MR studies, and tissue was obtained that allowed pathological correlation with the imaging studies. In general, patients younger than 10 years of age were sedated with pentobarbital (older than 18 months) or chloral hydrate (younger than 18 months) to obtain images that were as free from motion artifact as possible. Spectroscopy typically added approximately 20 to 30 minutes to the overall study time.
Magnetic Resonance Spectroscopy
Studies were performed using a 1.5-tesla MR imager (Magnetom SP; Siemens Corp., Iselin, NJ) equipped with a circular polarized head coil. The spectroscopic data were obtained using either the stimulated-echo acquisition mode or the point-resolved spectroscopy mode, as described in detail in a previous study. [29] The location of the volume of interest was chosen based on the noncontrast MR images obtained just before MRS. None of the spectra were obtained after contrast had been administered.
The three major previously reported spectral components from brain tissue [27, 29] were used as analog data in the form of ratios (Cr/NAA, NAA/Cho, Cr/Cho). A description of how the spectroscopy data were further processed, including eddy current correction, apodization, and peak area calculation, can be found in Wang, et al. [29] 
Neuroradiological Assessment
The MR images were read by one of the authors (C.M.), who had no previous exposure to the cases and was used in a blinded fashion as a control reader/predictor. Eleven imaging characteristics were noted for each patient in digital form (0 or 1) indicating either presence or absence of a characteristic. These included: midline or mostly hemispheric location; proton density, T 1 -, and T 2 -weighted intensities (hypo-, iso-, or hyperintense) relative to normal gray matter; whether cystic or solid; enhancement; edema; flow voids; hemorrhage, focal versus diffuse involvement; and hydrocephalus (Tables 1-4) .
Ultimately, T 1 -weighted intensity was excluded as a contributing variable because every case exhibited T 1 -weighted intensity of the mass, which was hypointense relative to the gray matter. It was not possible to know a priori which variables would have useful information in predicting these tumor types. Therefore, we assumed that any variable that was not the same for every case might be valuable, including spectroscopy data that had already been shown to have predictive value in previous studies. [29] This left 10 characteristics that could be used in developing networks.
Analog measurements of the largest axial diameter of the tumors were made and used as a characteristic. The age (to the nearest 6 months) was also noted, as was the sex of the patient. None of the spectroscopy data and none of the histological or gross pathological descriptions of the resected tissue were known by the reading neuroradiologist. After reading and noting each of the criteria, a prediction of whether the tumor was an astrocytoma, PNET, or ependymoma/other was made.
Neural Network Development
Standard back-propagation algorithms and many variants were explored in attempts to develop the most accurate network predictions of tumor types. All implementations of network design and function were performed using commercially available software (NeuralWorks; Neuralware Inc., Pittsburgh, PA). This software allows a wide range of parameters to be adjusted empirically and analyzed to optimize network architectures and learning paradigms. Typically, small networks with one or two hidden layers were analyzed. Results were obtained using various combinations of learning parameters and the network was expanded, both in the number of units within the hidden layer and in the number of hidden layers. The decision level for the output layer nodes was set at 0.9. At each juncture, a variety of learning algorithms were tested systematically. Most often, however, the only adjustment that significantly improved results was a change in the number of nodes in the network. In this fashion, a determination of the "best" network was made for a given set of inputs. All of a network's predictions for a given training set were obtained by cross-validation using a randomly held-aside set of the original data to test a network's predictive abilities. This method is considered to be an effective technique for network validation. [1, 2, 9] The best networks were cross-validated five times, each time with a different randomly selected test set, and the predictive results were averaged. This was a second layer of validation that helped eliminate the possibility that a given network coincidentally predicted well (or poorly) on a single test set. All test sets were composed of nine cases: three astrocytomas, four PNETs, and two ependymoma/other tumors.
The difficulty with these data was their relative paucity. Specifically, although the data were fairly consistent among tumor groups, the small number of ependymomas (four) and of cases overall with which to train a network (diminished further by the small number representing each group that always had to be set aside for testing) allowed many networks to learn the training sets perfectly but left them unable to predict the test cases well. This was often partly caused by overtraining of a given network [2, 3] but was difficult to avoid even when networks were appropriately trained.
To deal with this problem of sample size, additional "sample" cases were created by using the original input data and adding a small amount of Gaussian noise. In this way, 50 examples of each tumor type were produced and used to train the networks. This technique has been used successfully by others [15, 22] in the context of using neural networks with small sample sizes. Testing the networks for predictive ability was only conducted on actual case data, however. Attempts were made to segregate the tumors into four groups by separating ependymomas into an individual group. This could not be accomplished with any reliability, however, because the number of real examples for these groups was prohibitively small. Several attempts were made to train networks using only the analog data (that is, age, tumor size, and the spectra ratios). This was done to determine whether imaging characteristics carried any weight in helping to determine the tumor type. Attempts were also made to find network architectures and learning parameters that predicted tumor types successfully using only the image criteria and ignoring analog data. It should be noted that most of the networks that were attempted, and all networks analyzed in depth learned training sets with 100% accuracy. The results shown pertain only to a network's ability to predict the nine cases that were purposely omitted from the training set. (See Appendix for the mathematical basis underlying neural network learning, back-propagation, and the variations used in this study.)
RESULTS
The initial step in evaluating the MR imaging data involved obtaining readings from a trained neuroradiologist who was unfamiliar with the cases. This was done in a blinded manner in which the neuroradiologist was unaware of the patient's name or diagnosis and gave interpretations for each imaging variable (Tables 1-3) . A predicted single diagnosis was then given as well. Table 5 shows the results of this evaluation. Table 6 shows further statistical measures of the accuracy of the neuroradiologist's readings. These data provide a more direct comparison with the effectiveness of other studies in which different methods of diagnosis may have been used. The measures noted here include specificity and sensitivity, as well as positive and negative predictive values. The results reveal the nature of errors made in MR image interpretation. The PNETs and ependymomas were largely mistaken for each other when errors were made in their respective categories, whereas astrocytomas had a positive predictive value of 100%. However, when missed, astrocytomas could be mistaken for being either PNETs or ependymomas. The lowest positive predictive value occurred with ependymomas (0.57), although specificity was highest with this group (0.81).
Four networks were developed by means of systematic manipulation of network parameters, with each group of data being evaluated. A partial comparison of the network structures is given in Table 7 . The number of interconnection weights is given rather than a listing of every weight in a specific network.
The most robust confirmation of neural network predictive abilities involves cross-validation, in which the network is trained on a portion of the data and tested on real data that is not included in the training set. In addition, multiple cross-validations may be used to show internal consistency for a network. This was done in all cases in these studies and results are shown in Table 8 . Cross-validation was performed five times in each network, using a different subset of the data each time for training and testing. The mean percentages and standard deviations of the networks' predictive accuracy are also shown for each network.
DISCUSSION
The result that the major tumor types in the posterior fossa in children could be well differentiated in a neural network by simple MR imaging, MRS, and limited clinical data is surprising with so few cases on which to train. This potential difficulty in using neural networks for medical diagnosis has been noted by others as well. [2, 3, 9, 13, 14, 19, 31, 32] Astion and Wilding [3] analyzed much of the medical diagnostic literature that used neural networks published prior to their study and found that 1) sample size is universally problematic; 2) there are only a few insights into optimizing a network or even estimating its appropriate size, and 3) there were few examples in which the neural network analysis had high predictive abilities (gt 85%). Wu, et al., [31] found better than 90% accuracy in classifying microcalcification clustering in mammograms using 56 cases each in three categories with networks requiring 32 to 1024 inputs (for graphic data) and five to 15 hidden nodes. Their analysis used both cross-validation and receiver operating characteristic analysis. On the other hand, O'Leary, et al., [19] used a sparse three-layer network to analyze only 36 cases of breast cancer (either tubular carcinoma or sclerosing adenoma) and found 100% accurate test case prediction, although it is unclear whether they had used samples from the training set in the test set and whether they cross-validated results more than once, because their network required a tremendous number of iterations (460,000) just to train, indicating that it may have been overtrained.
Following the rough guidelines of Masters [14] and those suggested by others,[17] we should have required approximately 1200 cases to predict these tumors reliably with 20 inputs and two hidden layers having 20 and seven nodes, respectively (Table 7) . Masters suggests taking the number of weights in the network and doubling it to estimate the number of training cases needed. In any event, despite having essentially 150 training cases (once the artificial cases were created by adding noise), the original small number of actual cases may not have broadened our example pool enough to obtain 100% accuracy consistently. We did find that when more artificial cases were created and used, the results did not vary significantly.
Our results indicate that as more data are used, the predictive ability of the network improves, especially if the data are analog. When using only the three spectroscopy ratios, a network could predict almost 60% of the cases. Adding only patient age and sex and tumor size to the spectroscopy data allowed a network to achieve almost as much predictive ability as using all of the data (87.8% vs. 94.6%). This difference in the weight of influence between the analog inputs and the digital inputs is more clearly seen when comparing the results of using all of the data except spectroscopy (which is fundamentally the same as using those data that were available to the neuroradiologist) with the results using analog data alone (71.7% vs. 87.8% predictive accuracy). If we accept that patient age and sex and tumor size taken alone add a relatively fixed percentage to a network's predictive abilities, then it appears that MR imaging data alone account for approximately 40% of predictions. If we reject this speculation, however, and believe that this multivariate system is nonlinearly influenced by age, sex, and lesion size, then these data indicate that MR imaging data may actually confuse readings that would otherwise have been more accurate using just spectra, age, sex, and tumor size.
Efforts were made to find the optimum set of network parameters (learning algorithm, learning coefficients, momentum terms, and numbers of nodes) for a given set of inputs. Although this task involves more art than science, the variables that seemed most relevant were adjusted in a systematic way to find the best results. As mentioned, the results were judged by multiple cross-validations, and it was possible to train almost any network to learn all of the training set data. However, this approach leaves open the possibility that part of a network's predictive success is based on the researcher's ability to create an optimized network. For example, if we had manipulated each variable in network design of the spectroscopy-only network in exactly the appropriate manner, it is possible that we could have obtained a network with 100% predictive ability. Our experience working with many varieties of learning algorithms and manipulations of the variables in creating these neural networks indicates that this is unlikely. We do not know, however, because there is no heuristic for network optimization and little information has been published on ways to test for optimization in neural network design. [4] As more tumor data accumulates it is likely that at least two enhancements to our analysis will occur. First, the number of input variables needed will decrease. We have noted already that the relative tumor intensity on T 1 -weighted images played no role in discrimination. Combinations of more sophisticated MR imaging qualities might reasonably be exchanged for the simpler ones used here, thereby reducing the number of inputs needed. However, the danger always remains that adding subtlety to the MR imaging inputs narrows their reliability in widespread use. One interesting possibility is that MRS data alone will be found adequate to differentiate tumor types within a network. In this study we achieved only 58.5% accuracy with spectroscopy alone (three inputs), but with more training sets a network might require only a few input nodes instead of the 20 that we used for the best predictions. Again, adding just age and tumor size increased the predictive ability to a respectable 87.8%. Second, the number of hidden nodes might decrease. As more data become available the number of nodes will converge toward an optimum amount, which is likely to be a lower number of nodes than used here because the outcome space is relatively small and similar problems (in terms of variable number and outcome number) typically require smaller networks when the number of cases in the training sets is adequate.
This study presupposes the value of an accurate preoperative histological diagnosis in pediatric posterior fossa tumors, which will be surgically treated in any event. The surgical management of these tumors is determined by histological findings, because astrocytomas and ependymomas require total excision for cure, [23, 24] whereas PNETs do not. [25] Currently, the decision whether to remove tumors from the brainstem is made on the basis of findings on intraoperative frozen sections, which may not be 100% accurate. [5, 6, 20, 21] A preoperative neural network with complete diagnostic accuracy might replace intraoperative histological examination in guiding surgery and have the added advantage of allowing appropriate counseling of parents regarding surgical risk. Another advantage of knowing the tumor's histological type from diagnostic studies is that consideration may be given to preoperative adjuvant chemotherapy, as is done for other tumors. Furthermore, costly and time-consuming spinal staging MR studies for drop metastases may be avoided for patients with typical cerebellar astrocytomas, and they may be obtained preoperatively in cases of ependymoma and PNET, when the tests are most accurate. Finally, the methodology described here may have a role in the diagnosis of tumors in other locations in which accurate noninvasive diagnostic studies could obviate the need for biopsy entirely, such as glioblastoma multiforme, germinoma, or certain brainstem and midline gliomas for which treatment may be primarily medical.
