Abstract. The ionic Hubbard model on a cubic lattice is investigated using analytical approximations and Wilson's renormalization group for the charge excitation spectrum. Near the Mott insulating regime, where the Hubbard repulsion starts to dominate all energies, the formation of correlated bands is described.
Introduction
Investigations of the ionic Hubbard model have led to an ongoing debate about different types of phases with and without broken symmetries and transitions between them [1, 2] . Reliable information has so far been obtained mainly for the one-dimensional case, where Quantum Monte Carlo methods [3] or the density matrix renormalization group [4] Its critical bond-bond correlations apparently freeze out at low T in a parameter range U c1 < U < U c2 , when the model is chosen ionic. For U above U c2 spin-spin correlations seem to dominate, so that in a regime, where U is sufficiently larger than the local energy variation, the well explored and controlled analytical tool, is nevertheless of value in such procedures and can be expected to become even more useful when a full or even an extended version becomes manageable in numerical calculations.
In the following section II we will introduce our model Hamiltonian and discuss shortly the techniques used to solve the model. The transition from the energy levels of isolated ions towards the fully developed picture of correlated quasi-particle bands will be performed in two steps:
At first, it is instructive to study the splitted bands furnished by the Free Theory, which neglects all two particle correlations except for the purely local ones and which can be viewed as the generalization of the Hubbard Iapproximation. It allows for a discussion of partial densities of states (DOS), interaction -and hybridizationinduced band splittings and van Hove singularities in the absence of lifetime effects. Section III contains a version of the theory, which is locally complete (i.e. takes all pseudolocal cumulant vertices into account) and may be regarded as the appropriate version of the DMFT. Calculations are carried out with an analytical impurity solver, a simplified version of the finite U -NCA [20] , and alternatively with the NRG. Whereas the former allows for a qualitative study of lifetime effects and is particularly useful at higher excitation energies, a clear cut picture of hybridization effects in the region of the many-body resonance is only achieved with the latter. The final section IV contains a short discussion and concluding remarks about future perspectives.
The bipartite Hubbard model and correlated bands
We build our model with two sorts of s-shells with one particle energies ε A , ε B = ε A + ∆ and local Colomb matrix elements U A , U B . Each of them is placed onto one sublattice L A , L B of a three-dimensional simple cubic lattice, so that the nearest neighbours of one sort belong to the other. The Hamiltonian is:
We have introduced the local occupation operators 
is considered, a picture of hybridized tight binding bands for noninteracting electrons emerges, which is easily visualized: Assuming first ∆ = 0, the single tight binding band of a homogeneous (ε A = ε B ) lattice is folded back corresponding to a halfing of the Brillouin zone. The effect of ∆ then shifts the remaining original and backfolded pieces apart, producting gaps due to Bragg-scattering between the boundaries of the new reduced zone. Fig. 2 gives an impression of this band structure, using a single cosine for the dispersion function ε (0) k = 2t cos(ka) (a = lattice constant, t ≤ 0) as appropriate for one dimension.
Shown are the spikes corresponding to the partial DOS
derived separately for excitations on each sublattice.
It is easy to see (e.g. perturbatively with respect to t or with the equation of motion method) that the Greens functions appearing here are given by
where the counterparts for the noninteracting atomic limit have to be inserted, i.e. Whereas the added spectral weight ρ = ρ A + ρ B would simply exhibit two δ-spikes with weight 1 2 at the energies of the upper and lower band for each fixed value of crystal momentum k and spin σ, the distribution of the partial spectral weights is more interesting, following
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The band structure is shown in Fig. 3 , where the spectral weights are again resolved in contribution from sublattices A and B. Throughout the paper, all energies will be given in units of the hopping parameter |t|. analogous forms for other inhomogeneous cases as a generalisation of the Hubbard I approximation. The essential point here is the neglect of all nonlocal correlations and thus the restriction to the most important local interaction effect. This is contained in the fractional form of the Greens function (7), which is easily generalized to a more complicated local level structure. Using this Greens function, the approximation simply proceeds as in the noninteracting case, involves the Wick theorem and all benefits thereof. This may also be disguised as a decoupling in equations of motion.
3 Selfconistent approximations for effective sites and low lying quasi-particle states
Corrections to the Free Theory can be organized perturbatively with help of local cumulant interactions serving as vertices. In order to tackle the infrared problem connected with degeneracies in the metallic regime resummations to infinite order are necessary [21, 22] . A well established strategy uses the concept of effective sites, selfconsistently coupled to an environment, which is built up by transfering electrons between these same objects. This is accomplished by using an appropriately highly developped technique for an impurity problem and by feeding it with effective propagators for electrons leaving and entering and being scattered in between by other effective sites of the lattice. It is well known how this concept is formally implemented in a small set of equations in an elegant manner [17, 18] , and we will just state here its generalisation to the present situation with a few comments concerning the role of the quantities appearing.
The two types of lattice sites experience different forms of local one-particle excitation processes, which as before are described via a Greens function in the form
For a description of the propagation process inherent in the k-dependent Greens function under the sum a divi-sion into free transfer processes and effective local parts is helpful. This enables one to apply the same reasoning as was used to derive Eq. (4) and thus gives an analogous result here:
The effective local Greens functionsG A andG B contain corrections for processes, where particles leave and enter the site along an irreducible loop of transfers. Since such loops on the one hand contribute to the pseudolocal Greens functions G A and G B and on the other are produced by the free random walk through the lattice leading to the result Eq. (10), these corrections are necessary to avoid overcounting. They are collected in quantities
, which enter in the following way:
where G A results from Eq. (9) . In this way a closed selfconsistency cycle is obtained, in the present form with coupled A-and B-sublattices, which has to be supplemented as mentioned by an impurity theory for G A and
In the framework of the DMFT [18, 8, 9] , the quanti- . A full version of the NCA for finite Coulomb repulsion has been presented long ago [20] , but for a quick orientation or for complicated applications usually a simplified version, the SNCA is employed, which needs much less numerical effort. Also improvements of the full NCA have been presented [25, 26] , which however consume even more time and effort. The SNCA, and to a lesser degree the full NCA, loose their relliability in the regime of very low temperatures and excitation energies. They describe, however, rather well the overall structure and can be used down to temperatures and excitation energies of the order of the many-body scale, connected with the infrared problem, and somewhat below. In particular the full NCA reproduces this nonperturbative scale with quantitative accuracy [20] . We have employed here the SNCA in order to obtain a first test of the selfconsistency cycle outlined in Eqs. (9) 
and compares it to the corresponding quantity calculated in the Free Theory. In order to answer reliably the question for hybridization structure in the low energy quasi-particle domain we have finally employed Wilsons renormalization group as the impurity solver in the selfconsistency cycle [27, 28, 30] defined above. In the meantime, this has become a standard procedure, which essentially improves on the low energy-low temperature results, but due to its logarithmic partition of excitation energies around ω = 0 tends to suppress important DOS structure elsewhere [29] . This latter statement is substantiated in larly. This is demonstrated in Fig. 6 , where the upper part gives an overall view of the total weight ρ AB (k, ω) and the two lower parts magnify the region very near to the Fermi level ω = 0.
Regarding the regions at large excitation energies ω in the upper figure, considerable broadening and spreading of the resonances is observed compared to those of the Free Theory, see e.g. Fig. 3 . Moreover, band splitting due to the ionic field ∆ = ε B − ε A is not visible anymore and it seems that parts of the broadened band structure even have disappeared. Although the NRG treatment looses much accuracy away from the Fermi level due to the logarithmic discretization of energies, we attribute these findings to the dominance of scattering processes in this region due to the blocking effect on the effective sites.
For the ionic version of the Hubbard model this seems to be of particular importance. Without the ionic field ∆ one may define the positions ω k of broadened bands as usual [12] via the disappearance of the real part in the denominator of one particle Greens functions, i.e. solving for 
Roughly speaking, as a consequence of the asymmetric distribution of spectral densities, see e.g. Fig. 4(a, b) .
