Virtual functions make code easier for programmers to reuse but also make it harder for compilers to analyze. We investigate the ability of three static analysis algorithms to improve C++ programs by resolving virtual function calls, thereby reducing compiled code size and reducing program complexity so as to improve both human and automated program understanding and analysis. In measurements of seven programs of significant size (5000 to 20000 lines of code each) we found that on average the most precise of the three algorithms resolved 71% of the virtual function calls and reduced compiled code size by 25%. This algorithm is very fast: it analyzes 3300 source lines per second on an 80 MHz PowerPC 601. Because of its accuracy and speed, this algorithm is an excellent candidate for inclusion in production C++ compilers.
Introduction
A major advantage of object-oriented languages is abstraction.
The most important language feature that supports abstraction is the dynamic dispatch of methods based on the run-time type of an object. In dynamically typed languages like Smalltalk and SELF, all dispatches are considered dynamic, and eliminating these dynamic dispatches has been essential to obtaining high performance [9, 14, 241. C++ is a more conservatively designed language. Programmers must explicitly request dynamic dispatch by declaring a method to be virtual.
C++ programs therefore suffer less of an initial performance penalty, Permission t0 make digit&hard copy of part or all of this work for personal Or classroom Use iS granted without fee provided that copies are not made or distributed for profit or commercial advantage, the copyright notice, the title of the publication and its date appear, and notice is given that copyrng Is by permission of ACM, Inc. To copy otherwise, to republish, to post on servers, or to redistribute to lists, requires prior specific permission and/or a fee.
OCPSIA '96 CA, USA CD 1996 ACM 0-89791-788-x/96/0010...$3.50 at the cost of reduced flexibility and increased programmer effort. However, virtual function calls still present a significant source of opportunities for program optimization.
The most obvious opportunity, and the one on which the most attention has been focused, is execution time overhead.
Even with programmers specifying virtual functions explicitly, the execution time overhead of virtual function calls in Ct+ has been measured to be as high as 40% [16] . In addition, as programmers become familiar with the advantages of truly object-oriented design, use of virtual functions increases.
The costs associated with developing software are so high that the performance penalty of virtual functions is often not sufficient to deter their use. Therefore, unless compilers are improved, the overhead due to virtual function calls is likely to increase as programmers make more extensive use of this feature.
Other researchers have shown that virtual function call resolution can result in significant performance improvements in execution time performance for C++ programs [6, 3, 161 ; in this paper we concentrate on c.omparing algorithms for resolving virtual function calls, and investigating the reasons for their success or failure.
Another opportunity associated with virtual functions is code size reduction. For a program without virtual function calls (or function pointers), a complete call graph can be constructed and only the functions that are used need to be linked into the final program. With virtual functions, each virtual call site has multiple potential targets. Without further knowledge, all of those targets and any functions they call transitively must be included in the call graph.
As a result, object-code sizes for C++ programs have become a major problem in some environments, particularly when a small program is statically linked to a large object library. For instance, when a graphical "hello world" program is statically linked to a GUI object library, even though only a very small number of classes are actually instantiated by the program, the entire library can be dragged in.
Finally, virtual function calls present an analogous problem for browsers and other program-understanding tools: if every potential target of a virtual function call is included in the call graph, the user is presented with a vastly larger space of object types and functions that must be comprehended to understand the meaning of the program as a whole.
In this paper, we compare three fast static analysis algorithms for resolving virtual function calls and evaluate their ability to solve the problems caused by virtual function calls in C++.
We also use dynamic measurements to place an upper bound on the potential of static analysis methods, and compare the analysis algorithms against more sophisticated analyses like alias analysis. Finally, we present measurements of the speed of the analysis algorithms, which demonstrate that they are fast enough to be included in commercial-quality compilers.
Outline
Section 2 briefly describes and compares the mechanics of the three static analysis algorithms that are evaluated in this paper. Section 3 describes our benchmarks, presents the results of our measurements, and explains the reason behind the success or failure of the analysis algorithms. Section 4 describes related work, and Section 5 presents our conclusions.
Static Analysis
In this paper we will be comparing three static analysis algorithms, called Unique Name [6] , Class Hierarchy Analysis [ll, 131, and Rapid Type Analysis [4] . We will sometimes abbreviate them as UN, CHA, and RTA, respectively.
In this section we give a brief overview of the three algorithms, and use a small example program to illustrate the differences between them. We then briefly compare them in power to other static analyses, and discuss the interaction of type safety and analysis.
Unique Name
The first published study of virtual function call reso- can be detected by comparing the mangled names 1 of the C++ functions in the object files.
When a function has a unique name (really a unique signature), the virtual call is replaced with a direct call. While it can be used within a compiler in the same manner as the other algorithms evaluated in this paper, Unique Name has the advantage that it does not require access to source code and can optimize virtual calls in library code. However, when used at link-time, Unique Name operates on object code, which inhibits optimizations such as inlining. Figure 1 shows a small program which illustrates the power of the various static analyses. There are three virtual calls in main().
Unique Name is able to resolve the first call (that produces resultl) because there is only one virtual function called foo that takes an integer parameter -B : : f oo (int >. There are many f oo functions that take no parameters, so it can not resolve the other calls.
Class Hierarchy Analysis
Class Hierarchy Analysis [ll, 131 uses the combination of the statically declared type of an object with the class hierarchy of the program to determine the set of possible targets of a virtual function call. In Figure 1 , p is a 
Other Analyses
There are several other levels of static analysis that can be performed. First, a simple local flow-sensitive analysis would be able to resolve this call:
because it will know that q points to an object of type A. Rapid Type Analysis would not resolve the call because both A and B objects are created in this program.
An even more powerful static analysis method is alias analysis, which can resolve calls even when there is intervening code which could potentially change an object's type. Alias analysis is discussed more fully in Section 4.2, with related work.
Type Safety Issues
An important limitation of CHA and RTA is that they rely on the type-safety of the programs. Continuing to use the class hierarchy from Figure 1, Therefore, Class Hierarchy Analysis and Rapid Type Analysis either need to be disabled whenever a downcast is encountered anywhere in the program, or they can be allowed to proceed despite the downcast, with a warning printed to alert the programmer that optimization could change the results of the program if the downcasts are truly unsafe (as in case2 or case3).
We favor the latter alternative because downcasting is very common in C++ programs. This can be supplemented by pragmas or compiler switches which allow virtual function call resolution to be selectively disabled at a call site or for an entire module.
We will discuss this issue further when we present the results for one of our benchmarks, lcom, which contained some unsafe code.
Experimental Results
In this section we evaluate the ability of the three fast static analysis methods to solve the problems that were outlined in the introduction: execution time performance, code size, and perceived program complexity.
Where possible, we will use dynamic measurement information to place an upper limit on what could be achieved by perfect static analysis.
Methodology
Our measurements were gathered by reading the C++ source code of our benchmarks into a prototype C++ meaning that the user code of taldict could be sped up by a factor of two if all virtual calls are resolved (as they in fact are).
Benchmarks
The graphs in the paper all use percentages because the absolute numbers vary so much. Tables 2 and 3 include the totals for all subsequent graphs, with the relevant figure indicated in square brackets at the top of the column. 
330
._ that such an approach will not work with C++ because it is a more diverse language with more diverse usage patterns. Therefore, to see the effect of RTA, the most powerful analysis, include all the regions labeled as "resolved" (they are outlined with a thick line).
Resolution of Virtual Function Calls
If the region of opportunity is very small, then the dynamic trace has given us a tight upper bound: we Icnow that no static analysis could do much better. On the other hand, if the white region (and for static graphs, the striped region) is large, then the dynamic trace has only given us a loose upper bound: more powerful static analysis might be able to do better, or it might not.
Call sites identified as dead by Rapid Type Analysis were not counted, regardless of whether they were resolved. This was done so that the static and dynamic measurements could be more meaningfully compared, and because it seemed pointless to count as resolved a call site in a function that can never be executed. However, this has relatively little effect on the overall percentages. Figure 5 shows that for for five out of seven of the large benchmarks, the most powerful static analysis, RTA, resolves all or almost all of the virtual function calls. In other words, in five out of seven cases, RTA does an essentially perfect job. On average, RTA resolves 71% of the dynamic virtual calls in the seven large benchmarks.
CHA is also quite effective, resolving an average of 51%, while UN performs relatively poorly.
resolving an average of 15% of the dynamic virtual calls.
We were surprised by the poor performance of Unique Name, since Calder and Grunwald found that Unique Name resolved an average of 32% of the virtual calls in their benchmarks. We are not sure why this should be so; possibly our benchmarks, being on average of a later vintage, contain more 'complex class hierarchies.
UN relies on there only being a single function in the entire application with a particular signature.
Our benchmarks are surprisingly monomorphic; only two of the large applications (ixx and lcom) exhibit a significant degree of polymorphism.
We do not expect this to be typical of C-t+ applications, but perhaps monomorphic code is more common than is generally believed.
A problem arose with one program, lcom, which is not type-safe:
applying CHA or RTA generates some specious call site resolutions.
We examined the program and found that many virtual calls were poien$iaZZy unsafe, because the code used down-casts.
However, most of these potentially unsafe calls are in fact safe, because the program uses a collection class defined to hold pointers of type void*.
Usually, inspection of the code shows that the down-casts are simply being used to restore a void* pointer to the original type of the object inserted into the collection. RTA also makes a significant difference for taldict, resolving the remaining 19% of unresolved virtual calls.
RTA is able to resolve two additional call sites because they are calls where a hash table class is calling the method of an object used to compare key values. The comparison object base class provides a default comparison method, but the derived class used in taldict overrides it. RTA finds that no instances of the base class are created, so it is able to resolve the calls.
The hotwire benchmark is a perfect example of the class library scenario: a situation in which an application is built using only a small portion of the functionality of a class library. The application itself is a simple dynamic overhead transparency generator; it uses a library of window management and graphics routines. However, it only creates windows of the root type, which can display text in arbitrary fonts at arbitrary locations. All of the dynamic dispatch occurs on redisplay of subwindows, of which there are none in this application.
Therefore, all of the live virtual call sites are resolved.
Why Fast Static Analysis Fails
One benchmark, sched, stands out for the poor performance of all three static analysis algorithms evaluated in this paper. Only 10% of the dynamic calls are resolved, even though 30% of the static. call sites are resolved, and 100% of the dynamic calls are monomorphic.
Of course, a function may be monomorphic with one input but not with another.
However, sched appears to actually be completely monomorphic. 
3.4
Code Size
Because they build a call graph, Class Hierarchy Analysis and Rapid Type Analysis identify some functions as dead: those that are not reachable in the call graph.
RTA is more precise because it removes virtual call arcs to methods of uninstantiated objects from the call graph. Figure 6 shows the effect of static analysis on user code size. As before, white represents the region of opportunity for finer analysis -those functions that were not live during the trace and were not eliminated by static analysis.
Our measurements include only first-order effects of code size reduction due to the elimination of entire functions. There is a secondary code-size reduction caused by resolving virtual call sites, since calling sequences for direct calls are shorter than for virtual calls. We also did not measure potential code expansion (or contraction) caused by inlining of resolved call sites.
Finally, due to technical problems our code size measurements are for unoptimized code, and we were not able to obtain measurements for deltablue.
On average, 42% of the code in the seven large benchmarks is not executed during our traces. Class Hierarchy Analysis eliminates an average of 24% of the code from these benchmarks, and Rapid Type Analysis gets about one percent more.
CHA and RTA do very well at reducing code size: in five of the seven large benchmarks, less than 20% of the code is neither executed nor eliminated by static analysis. Only ixx and id1 contain significant portions of code that was neither executed nor eliminated (about 40%).
We were surprised to find that despite the fact that RTA does substantially better than CHA at virtual function resolution, it does not make much difference in reducing code size.
Unique Name does not remove any functions because it only resolves virtual calls; it does not build a call graph.
Static Complexity
Another In addition, the cost and precision of other forms of static analysis and optimization are improved when the call graph is smaller and less complex. Figure 7 shows the effect of static analysis on eliminating functions from the call graph. This is similar to Figure 6 , except that each function is weighted equally, instead of being weighted by the size of the compiled code. As we stated above, since Unique Name does not build a call graph, it does not eliminate any functions.
Once again, Class Hierarchy Analysis eliminates a large number of functions, and Rapid Type Analysis eliminates a few more. Figure 8 shows the effect of static analysis on the number of virtual call arcs in the call graph. At a virtual call site in the call graph for a C++ program, there is an arc from the call site to each of the possible virtual functions that could be called.
Class Hierarchy Analysis removes call arcs because it eliminates functions, and so any call arcs that they contain are also removed. Rapid Type Analysis can both remove dead functions and remove virtual call arcs in live functions.
For example, refer back to Figure 1 at the beginning of this paper: even though main0 is a live function, RTA removes the call arc to A : : f oo (> at the call that produces result.3 because it. discovers that no objects of type A are ever created. Surprisingly, despite the large number of virtual call sites that are resolved in most programs, relatively few virtual call arcs are removed in three of the seven large benchmarks. In those programs, the virtual function resolution is due mostly to Class Hierarchy Analysis. CHA, by definition, resolves a function call when there is statically only a single possible target function at the call site.
Therefore, the call site is resolved, but the call arc is not removed. On the other hand, because RTA actually removes call arcs in live functions, it may eliminate substantial numbers of call arcs, as is seen in the case of hotwire.
Speed of Analysis
We have claimed that a major advantage of the algorithms described in this paper is their speed. Table 4 shows the cost of performing the Class Hierarchy Analy- We do not include timings for Unique Name because we implemented it on top of CHA, which would not be done in a real compiler. Since
Unique Name performed poorly compared to CHA and RTA, we did not feel it was worth the extra effort of a "native" implementation.
RTA is not significantly more expensive than CHA. This is because the major cost for both algorithms is that of traversing the program and identifying all the call sites. Once this has been done, the actual analysis proceeds very quickly.
RTA analyzes an average of 3310 non-blank source lines per second, and CHA is only marginally faster.
The entire 17,278-line lcom benchmark was analyzed in 6.5 seconds, which is only 3% of the time required to compile and link the code. On average, RTA took 2.4% of the total time to compile and link the program.
We expect that these timings could be improved upon significantly; our implementation is a prototype, designed primarily for correctness rather than speed. No optimization or tuning has been performed yet. Even without improvement, 3300 lines per second is fast enough to include in a production compiler without significantly increasing compile times. (and a median of 9%). They said they were surprised by the poor performance of CHA on their benchmarks, since others had found it to perform well. In our measurements, CHA resolved an average of 51% of the dynamic virtual calls, so it seems that there is considerable variation depending upon the benchmark suite. In fact,
we got different results for the one large benchmark that we had in common, ixx, due to a different input file and possibly a different version of the program.
Type prediction can always "resolve" more virtual calls than static analysis, because it precedes a direct call with a run-time test.
Call sites resolved by static analysis do not need to perform this test, and one would therefore expect the execution time benefit from static resolution to be greater than that from type prediction. This trend is indeed evident in their execution time numbers: for only one of their benchmarks does type feedback provide more than a 3% speedup over Class Hierarchy Analysis. This is despite the fact that in all but one of the benchmarks, type prediction resolves a significantly larger number of virtual calls. In comparison with our RTA algorithm, which processes about 3300 lines of source code per second (on an 80 MHz PowerPC 601), the speed of their algorithm ranges from 0.4 to 55 lines of source code per second (on a Spare-10).
Alias Analysis for C++
At this speed, alias analysis will not be practical in any normal compilation path. We have obtained their benchmark suite; Figure 9 shows the performance of our static analysis algorithms on the 9 programs that we could execute (since their analysis is purely static, not all programs were actually executable).
Of these 9, two are completely polymorphic (no resolution is possible), and two were all or almost all resolved by Rapid Type Analysis or Class Hierarchy Analysis. So for four out of nine, RTA does as well as alias analysis.
RTA resolved 33% of the virtual call sites in objects, compared to about 50% by alias analysis (for comparative data, see their paper [19] For the benchmarks they studied, their more powerful techniques were of significant benefit for Modula-3, because they eliminated the NULL class as a possible target. However, when NULL is ignored (as it is in C-t-t-), in all but one case the more sophisticated analyses did no better than class hierarchy analysis. This is interesting because we found several cases in which Rapid Type Analysis was significantly better than Class Hierarchy Analysis -this may indicate that class instantiation information is more important than the flow-based information.
Other Related Work
Because of the wide variation we have seen even among our C++ benchmarks, it seems unwise to extrapolate from Modula-3 results to C++. However, despite the difference between their and our algorithms, the basic conclusion is the same: that fast static analysis is very effective for statically typed object-oriented languages.
Dean et al.
[ll] studied virtual method call elimination for the pure object-oriented language Cecil, which includes support for multi-methods.
They analyzed the class hierarchy as we do to determine the set of typecorrect targets of a virtual method call, and used this information to drive an intraprocedural flow analysis of the methods.
Their method is not directly comparable to RTA: it uses more precise information within procedures, but performs no interprocedural analysis at all. Measured speedups for benchmarks of significant size were on the order of 25%, and code size reduction was also on the order of 25%. 
Conclusions
We have investigated the ability of three types of static analysis to improve C++ programs by resolving virtual function calls, reducing compiled code size, and reducing program complexity to improve both human and automated program understanding and analysis.
We have shown that Rapid Type Analysis is highly effective for all of these purposes, and is also very fast.
This combination of effectiveness and speed make Rapid Type Analysis an excellent candidate for inclusion in production C++ compilers.
RTA resolved an average of 71% of the virtual function calls in our benchmarks, and ran at an average speed of 3300 non-blank source lines per second. CHA resolved an average of 51% and UN resolved an average of only 15% of the virtual calls.
CHA and RTA were essentially identical for reducing code size; UN is not designed to find dead code. RTA was significantly better than CHA at removing virtual call targets.
Unique Name was shown to be relatively ineffective, and can therefore not be recommended.
Both RTA and CHA were quite effective. In some cases there was little difference, in other cases RTA performed substantially better.
Because the cost of RTA in both compile-time and implementation complexity is almost identical to that of CHA, RTA is clearly the best of the three algorithms.
We have also shown, using dynamic traces, that the best fast static analysis (RTA) often resolves all or almost all of the virtual function calls (in five out of the seven large benchmarks).
For these programs, there is no advantage to be gained by using more expensive static analysis algorithms like flow-sensitive type analysis or alias analysis. Since these algorithms will invariably be at least one to two orders of magnitude more expensive than RTA, RTA should be used first to reduce the complexity of the program and to determine if there are significant numbers of virtual call sites left to resolve.
In some cases, this will allow the expensive analysis to be skipped altogether. [24] UNGAR, D., SMITH, R. B., CHAMBERS, C., AND HOLZLE, U. Object, message, and performance: how they coexist in Self. Computer %5, 10 (Oct.
1992), 53-64.
