Abstract -In this paper we consider the first initial boundary-value problem for the heat equation with variable coefficients in a domain (0, 1) 2 ×(0, T ]. We assume that the solution of the problem and the coefficients of the equation belong to the corresponding anisotropic Sobolev spaces. Convergence rate estimate which is consistent with the smoothness of the data is obtained.
Introduction
For a class of finite-difference schemes for a parabolic initial boundary-value problem with a variable operator, the estimates of the convergence rates consistent with the smoothness of data, are of major interest, i.e., , s > r .
Here, u = u(x, t) denotes the solution of the original initial boundary-value problem, v denotes the solution of the corresponding finite-difference scheme, h and τ are discretisation parameters, W (Q hτ ) denotes discrete anisitropic Sobolev space, and C is a positive generic constant, independent of h, τ , and u.
In this paper we derive estimates (1) for the first initial boundary-value problem for a parabolic equation with variable coefficients for r = 1 and 1 < s 3 . Our proof is based on the Bramble-Hilbert lemma ( [4, 5] ; see also [6] ). Convergence in W 2,1 2 -norm is considered in [2, 3] . 
Initial boundary-value problem and its aproximation
where
We assume that the generalized solution of problem (2) (Q) . It is then natural to require that the coefficients a ij (x, t) and a(x.t) belong to the corresponding spaces of multipliers [10] ; namely,
The following conditions are sufficient to ensure that this is the case:
where ε > 0 , δ > 0 . We shall also assume that the following conditions hold:
as well as appropriate compatibility conditions between the initial and the boundary conditions at the corners of the domain, and that u ∈ W s,s/2 2 (Q) [8] . Letω h be the uniform mesh in Ω = [0, 1] 2 with the step size h, Γ = ∂Ω be the boundary of Ω and Γ ik = {x ∈ Γ :
Let ω τ be a uniform mesh in (0, T ) with the step size τ = T /m , m ∈ N. Denote ω norm of finite difference method for parabolic problem 47
We define finite differences in the usual manner [11] :
and r i is the unit vector along the x i axis.
We also define the Steklov smoothing operators [12] :
The initial boundary-value problem (2) will be approximated on Q hτ by the finite difference scheme
Scheme (3) represents a standard symmetric implicit finite difference scheme with a mollified right-hand side. A scheme without averaging cannot be used for s 4 because f (x, t) is not necessarily continuous.
Convergence of the finite-difference scheme
Let u be the solution of the initial boudary-value problem (2) and v the solution of the difference scheme (3 . Let us define the global error by z = P u − v .
Let us define discrete inner products
and corresponding norms v h , v hi , v hτ , v hτ i . We also define the discrete Sobolev norm
Lemma 1. The solution of the difference scheme
satisfies a priori the estimate
Proof. Multiplying (5) by τ z and summing through the nodes of ω h , we obtain
Using the relations
and
we thus obtain
Finally, summing through the nodes of ω + τ and using the discrete Poincaré-Friedrichs inequality, we obtain
In order to estimate |z| 1/2 let us decompose the function z into a sine and cosine series in the variable t [7] :
We define the norms
The following estimates hold [7] :
Also, it can be directly proved that parts, trigonometric addition formulae, and the previous expansion, we obtain
Multiplying this by a k [z] and summing through the nodes of ω h , and through k , using the boundedness of sin t t for 0 t π/2 , relations (9) and (10), the equalities
and the Cauchy-Schwarz inequality, finally give
Because (5) does not involve the values η ij (x, 0), we can assume without restricting generality that these are zero. Thus, from (8) and (12) we get inequality (6).
Lemma 2. The solution of the difference scheme
satisfies the a priori estimate
Proof. Multiplying (13) by (2/T ) τ sin
, summing through the nodes of ω + τ , and using summation by parts, trigonometric addition formulae, and the previous expansion, we obtain
Applying (10), (11) and using the boundedness of the coefficients a ij , we obtain 
Myltiplying (13) by 2z and summing through the nodes of ω h , we obtain
Summing through the nodes of ω + τ , we obtain
Similarly, 2 τ
Easily we have
In order to estimate τ t∈ω + τ (ψt, z +ž) h , we decompose the function ψ( · , t) into a sine series and z( · , t) into a cosine series:
the ε-inequality, and the boundedness of sin t t for 0 t π/2 , we obtain
From (18) and the previous estimates we obtain
From (17), (19), (9) and (7) we have
Finally, from (20) and (21), recalling (9), we get inequality (14).
From (6) and (14), using (9), we deduce that scheme (4) satisfies the bound
The task of deriving an error bound for scheme (3) is thus reduced to estimating the terms on the right-hand side of (22). First of all, we decompose η ij in the following way:
Let us introduce the elementary parallelepipeds
, define a bijective mapping of the canonical parallelepiped
The value of η ij1 at the mesh point (x, t) ∈ Q + hτ can be expressed as 
Returning from the canonical variables to the original variables, we obtain
Therefore,
Summing over the mesh Q + hτ , we obtain
The following Sobolev imbedings hold:
for λ 4/q + ε .
, and for 2 < s 3 setting q = 4 , λ = 1 , µ = s − 1 , the previous imbedings hold, and thus we obtain
Using the same technique as before, we obtain esimates of the form (23) for η ij2 and η ij4 .
(g i ) which vanishes whenever u is a polynomial of degree two in x 1 and x 2 and of arbitrary degree in t, with constant coefficients. Applying the Bramble-Hilbert lemma, we obtain
Summing over the mesh Q + hτ , we have
Recalling the imbedding
Now, let us consider the term ψ . Obviously
dy 2 dr ds dy 1 and the Cauchy-Schwarz inequality thus yields
Finally, setting s = 2 + 2λ , we get
The second term in (26) can be bounded as follows:
Applying the linear version of the Bramble-Hilbert lemma, we deduce that
An analogous estimate holds for the last term in (26). Using the Bramble-Hilbert lemma and the trace theorem [8] , we have
Let us estimate the term η . For 2 < s 3 , we define η = η 1 + η 2 , where
Using the same technique as for the term η ij1 , we obtain 
Further, we have
Choosing µ = s − 1 , 4 < q < 4/(1 − ε) and exploiting the imbeddings
we have
When q → 4 + 0, we deduce that the previous estimate holds for 2 < s 3.
Combining (22) with (23)- (31), we obtain the following result: 
Note, that estimate (32) is 'almost' consistent with the smoothness of the data, the loss of consistency being due to the slowly increasing term ln 
Applying the same technique as in the proof of Lemma 1, and result of Lemma 2, we deduce that scheme (33) satisfies the bound 
Thus, we need to estimate ζ 0 hτ , ζ i1 hτ and ζ i2 hτ . We decompose ζ 0 = ζ 01 + ζ 02 , where ζ 01 = (T 
