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Mean estimation for a random function is considered in its most general 
context, including both the case of infinite dimensional mean and exact estima- 
tion. The existence theorem for the best linear unbiased estimates is established. 
The general definition of the pseudobest estimate is given; necessary and 
sufficient conditions for the efficiency of the pseudobest estimates are obtained. 
As an application the problem of the periodic trend estimation is considered. 
1. INTRODUCTION 
Let (Q, ‘%, 9) be a measurable space (Q, ‘%) with a family 9 = {I’> of proba- 
bility distributions on Yl. We say that a function x(w), w E L? is a statistic, if for 
each P E 9’ there exists a random variable (%-measurable function) x, such that 
x = x, as. with respect to P. Two statistics are equivalent if they are equal a.s. 
with respect to each P E 8. Denote by 9s(Q, ‘$I, 9) the space of equivalent classes 
of statistics satisfying 
Then g2(JJ, ‘8, 9) is a complete Hausdorff locally convex space (see e.g. [I, 21) 
with the topology defined by the family of seminorms (1.1). Notice that simple 
random variables are dense in g2(sZ, %, .P), i.e., for each x E Zz(sZ, ‘8, g) there 
is a generalized sequence (g.s.) of simple random variables {xi} such that 
lim, 1 xi - x IP = 0, P EP. 
Let T be an arbitrary set and {x(t); t E T) be a real random function on T 
i.e., a family of random variables indexed by t E T. We shall consider the families 
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of distributions of the special form P = {PO; 6 E 0}, where 0 is some fixed 
linear space of real functions on T and 
here E, is the expectation, corresponding to PO . 
It is convenient to pass to the linear space I’ of random variables of the form 
(finite sum) 
24 = c c,x(t,), t, E T. 
k 
Then 
E,u = O(u) 
is a linear function of u (the space of all such functions we shall again denote 
by 0) and 
-%uv = (u, v) + G> e(v), 
where (u, v) = Eouv is a bilinear symmetric nonnegative definite function on V. 
(We call it “scalar product,” although in general it is degenerate.) 
Denote by H the closure of V in Y&2, ‘2I, 9); then H, equipped with the 
induced topology, is a complete Hausdorff locally convex space, and the topology 
in H may be defined by the family of seminorms 
j x 1 = (x, q/2; 1 e(+ e E 0. (1.4 
(We keep the notations (., .), 0(.) f or continuous extensions of these functions 
to H). By definition, x E H means that there is a g.s. {ui} E V such that 
Ii” Eo ( ffi - X I2 = 0, e E 0. 
Let v(B) be a linear function on 0. The statistics from H will be called linear 
estimates (1.e.) We are interested primarily in the best linear unbiased estimate 
(b.1.u.e.) for q(0), that is the 1.e. X, such that 
-&, = de>, eE 0, 
Edcm” Q Edc2 
(l-3) 
for any other I.e. x satisfying the unbiasedness condition (1.3). 
Let f (u) be a linear function on V; we say that f E O* if for some constant c 
683/3/3-z 
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In the case 0 C @* Parzen [3] proved an existence theorem for the b.1.u.e. 
without assuming 8 to be finite dimensional. Rozanov [4] gave a more informative 
and detailed treatment of this case, which we follow in the sequel. The condition 
0 C O* excludes not uninteresting case when some functions admit exact 
(zero variance) estimates. Hajek [5] gave a comprehensive study of the b.1.u.e. 
without this restriction but assuming dim 0 < co. (The result of Hajek was 
rederived by Tempelman [6]). 
In Sections 2 and 3 we generalize the previously mentioned results and 
establish the existence theorem for the b.1.u.e. in its most general form, without 
any assumption on 0. 
Rozanov [7] introduced the notion of the pseudobest estimate, generalizing 
least-squares estimate. The present author studied the pseudobest estimates for 
the regression coefficients in an important case T = R, &,x(t) x(s) = B(t - s) [8]. 
An attempt of more general investigation (under the restriction dim 0 < co) 
was made by Tempelman [6], but the definition of the pseudobest estimate used 
in [6] turned out to be inappropriate (even for the case of least-squares). An 
improved version of the definition sufficient for the purposes of [6] was suggested 
in [12]. Here we propose a new definition (see Sections 4 and 5) which extends 
the notion of pseudobest estimate to the proper degree of generality and 
allows to define such estimates in many cases where they would not exist 
in the sense of earlier definitions. Theorem 2, which is a generalization of a 
wellknown result for the least-squares estimates [9, 4, lo], gives a necessary and 
sufficient condition for the pseudobest estimates to be efficient. (See also [12].) 
In Section 6 we apply our treatment to the problem of periodic trend estimation, 
considered in [l 11. 
2. THE STRUCTURE OF THE SPACE OF LINEAR ESTIMATES 
Put 0 = 0 n @* and let 0 + [e] be the canonical homomorphism from 0 to 
the factorspace S/e. Let ([d],; LY E A} be a vector basis in S/e [l]. Choose a 
representative 0, from each class [e], . Then each 6 E 8 is uniquely representable 
in the form 
e = 8 + so ) 8 E 8, 4J = c c,~, , (2-l) 
01 
the last sum being finite. 
The following proposition is a simple consequence of the wellknown properties 
of topological vector spaces (see [l, Section 1.4(12); 2, Exercise III, 2.21). 
PROPOSITION 1. The topology in H may be dejined by the family of semi?uwms 
I x I; I 4(4l~ CYEA. 
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The space His metrizable if and only if 010 is of countable dimension; it is normal 
if and only if @I0 is finite dimensional. In the last case the topology in H may be 
defined by the scalar product 
(x3 Y)A = 6% Y> + c KY(x) 4(Y). 
L2EA 
Note that if H is metrizable, then the elements of H may be considered as 
random variables; namely for each x E H there is a random variable f such that 
x = f a.s. with respect to any P, ~9’ (2 does not depend on P,). 
Now we introduce the following subspaces of H 
L, = {x / 8(x) = 0; BE 01, 
where the bar denotes closure in H, and T is the map from H to @*, defined by 
W(u) = (x, 4, UE v. 
Put also 
K, = ix I I x I = 01, 
L,=(x)e~(3C)=O;a!EA}nL. 
The subspace L, is the set of all unbiased I.e. for the function ~(0) z 0, 
H,, is the set of all exact estimates. As we shall see later, L coincides with the set 
of all b.1.u.e. In this section we establish the following direct orthogonal (in the 
sence of scalar product (., *)) decompositions 
H =L,@L; L =LO~-{xI(s,y) =O;yELo}, 
L =L*@H,,. 
(2.2) 
Consider factorspace H/H, , which is a pre-Hilbert space with the scalar 
product (*, *). Denote by H its completion, and let h be the canonical homomor- 
phism from H to H. Let RA be the space of all real valued functions on A with 
the product topology. The elements of RA will be denoted by (qJorsA . Introduce 
the direct topological sum 
X=H+RA. 
The space .%’ consists of elements of the form 
4 = x + (&A , XEH, c, E R(a E A), 
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and the topology in X is defined by the family of seminorms 
We define the mapping I/ from H to Z by the formula 
LEMMA 1. The mapping V is an isomorphism between H and Z. 
Proof, From the relations 
Nl(WN = I x 1; ww) = I 3(x)17 
we see that V is injective and bicontinuous. Therefore, we must only prove that 
V maps H onto &. Suppose first A is finite. Then by Proposition 1 we can 
regard H as a Hilbert space with the scalar product (x, Y)~ . If we regard 8 
as a Hilbert space with the scalar product 
(6 9)~ = (x, Y> + 2 cd, , 
aEA 
i = x + (CL&A , j  = Y + (d&a > 
then V becomes an isometry from H to Z. Since the range of isometry is closed 
we need only to prove that V(H) is dense in 2’. Let (V(x), j), = 0 for some 
JJ E X and all x E H. This means that 
0 = (h(4,~) + c daf?A9, XEH. 
GA 
Since e(x) = (h(x), y) evidently belongs to O*, then by construction of the basis 
{8,} we must have e(x) z 0, i.e., y = 0, and d, = 0, CY E A. Hence, 3 = 0, 
and the lemma is proved in the case of finite A. 
Now we turn to the general case. Let 4 = x + (CJasA be an arbitrary element 
of 2, and i = (q ,..., a,) an arbitrary finite subset of A. Then using the fact 
just proved for finite A, we can find an element ui E V such that 
k=l 
It follows that the g.s. (V(u,)} where i runs over the directed set of all finite 
subsets of A, converges in 2 to 2. Obviously {u$} converges to an x E H and 
F = V(x). Q.E.D. 
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We now consider the space H and the mapping T: H + O* defined by 
(TX)(U) = (x, 4, u E v. 
Let us recall the following facts [4]. The mapping T is bijective and if we put 
(4 , f4) = (T-4 , T-%), j 8 1 = (e, ey, (2.3) 
we obtain a scalar product and a norm on O* (in particular on @). If we denote 
then 
L, = {X 1 ecx) = 0; e E s>, 
L ={x]Tx~@}, 
H = La @ L. 
From this decomposition and Lemma 1 we see that 
H = V-l(L,) @ V-l(L) @ V-l(P). 
Using Lemma 1, we obtain easily 
L, = v-‘(L,), L, = V-l(L), H,, = V-l(P), L 
Let us prove, for example, the last equality. We have 
(x 1 TX E O} = {x 1 Th(x) E d}. 
Then from Lemma 1 
V({x ( TX E 0)) = {x ( TX E e> + RA, 
and since V is bicontinuous 
(2.4) 
Now (2.4) implies the decompositions (2.2). The fact that L = Lo1 follows 
from the nondegeneracy of (*, .) on L, . 
Note. Let -6 be the completion of 8 with respect to the norm (2.3). We 
denote the B-completion of 8 by the space 0, consisting of functions of the form 
(2.1), where 6 E 5. Then it is easy to show that 
L =(x1 TN@ ={x\ TxE~}. 
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3. THE BEST LINEAR UNBIASED ESTIMATE 
A linear function (p(8) is called estimable if there exists an unbiased le. x for 
de); that is, ~(0) = e(x), 0 E 8. 
PROPOSITION 2. ~(0) is estimable ;f and only if its restriction v  ( 0 on 0 is 
continuous with respect to the norm (2.3). 
Roof. Let ~(0) = e(x), 8 E 8, where x E H. Then for B E 8 
I a(4 = I(4 WI d c I@ I. 
Conversely, let q~ 1 8 be continuous with respect to this norm. Then by Riesz’s 
theorem there is x, E H such that 
Put 
~(6) = F-4 x,) = ‘k>, ec 8. (3.1) 
%J = vx, + ~94uLA). (3.2) 
Taking into account that e(x) = @h(x)) for 0 E 8 we have (cf. (2.1)) 
so that x, is an unbiased I.e. for ~(0). 
THEOREM 1. Let p(B) be estimable; the b.1.u.e. for 8(q) exists and is unique. 
An unbiased I.e. is the best if and only $ it belongs to L; the class of all unbiased 
estimates for 9~( 0) is 
L, =L, ox,. 
The b.1.u.e. xv is exact if and only if q~ ( 8 = 0. The necessary and su@ient 
condition for all estimable functions to have exact estimate is that 8 = (O}. 
Proof. The first part of the theorem follows from the first decomposition in 
(2.2). Notice that the unbiased I.e. x, given by (3.2) belongs to L and, hence, is 
the b.1.u.e. for v(B). Putting x@O = V-l(x,), xqA = V-l((q(p(e,)),,,), we have 
x, = x,O @ Xv”, xp” ELA , xwA E Ho . 
It follows that x, E Ho if and only if x,0 = 0, that is q~ ) 8 = 0 by (3.1). 
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4. ON THE NOTION OF SIMILARITY 
Let V be an arbitrary locally convex space with topology, defined by a family 
of seminorms (N(.)). We do not assume that I’ is Hausdorff; denote by V,, the 
subspace of I’ consisting of all elements u E V such that N(u) = 0 for all 
seminorms N( *). Then I’/ V,, is a Hausdorff locally convex space, the completion 
of which we denote by H. We shall somewhat ambiguously identify V with 
V/V, as a subspace of H. 
Let {m(.)} be another family of seminorms on V and H be the corresponding 
Hausdorff locally convex space defined as above but replacing (N(.)} by (m(.)}. 
DEFINITION 1. An element x E H is similar to an element 2 E fi if 
(i) there is a g.s. {uJ E V such that ui -+ f in i? and ui + x in H. 
(ii) if {ui} E V is any g.s. such that ui + 2 in H and ui converges in H, 
then II, -+ x in H. 
Denote by 9 the set of all elements in &r having similar elements in H. From 
(ii) it follows that to each E E 9 the similar x is uniquely defined. Therefore, 
we can define the similarity map K from .9 to H by 
K(z) = X, aE.9. 
LEMMA 2. If 9 is nonempty then 
9 = (2 ( 3g.s.{ui) such thaf u( -+ x” in n, ui converges in H>. (4.1) 
In particular V C 9. The similarity map K is a closed linear map from 9 to H 
such that 
K(U) = U, UE v. 
Proof. If 9 is nonempty then the zero of &! belongs to 9. Indeed if this was 
not so we could find a g.s. {wi} E V such that wi -+ 0 in I? and wi --f y # 0 in H. 
(Note that the condition (i) is fulfilled for zero as well as for any u E V since the 
stationary sequence {u} converges to u both in Z? and H.) Then for 5 E 9 we 
could construct two g.s. (u,], {ut + Wi) converging to x” in A and ui --)r x, 
u( + wi --+ x + y # x in H, which contradicts (ii). 
Let us prove (4.1). This relation may be rephrased by saying that x” E 9 and 
x = K(a) if and only if the condition (i) of Definition 1 is fulfilled (provided 53 
is nonempty). Suppose now that (i) is fulfilled, and we prove (ii). Let (ui), {vi> 
be two g.s. such that ui + f, Vi --f f in R and ui , vi converge in H. Then 
ui - vi ---f 0 in fi and Ui.-*Vi converges in H. From what was proved above it 
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follows that ui - vi ---f 0 in H. Thus, (ii) holds and (4.1) is proved. Since (i) 
is fulfilled for x = f = u E Y then V E 9. 
Consider the direct topological product E? x H and the subspace Y .== 
{(u, U) j u E V} of B x H. Then from (4.1) we see that the graph of K coincides 
with the closure of Yin A x Hand hence is closed. Q.E.D. 
If for any g.s. {ui> E V, converging to 2 in i?, we have ui ---f x in H, we say 
that x is strongly similar to 5 Denote by ss the set of all elements in H, having 
strongly similar x E H. Evidently, strong similarity implies similarity and 
BsCs3. 
PROPOSITION 3. The following conditions are equivalent 
(i) 9,$ is nonempty; 
(ii) s,s = A; 
(iii) 9 = H and K is a continuous map from I? to fi, 
(iv) for each seminorm N(.) there is a finite family of s&norms {flk(.)} and 
a number c such that 
N(u) < cc NkW, UE v. 
k 
If I? and H are met&able then these conditions are equivalent to 
(v) 9 = IT. 
Proof. We prove first (i) 3 (ii). Let 5 E B$ and vi -+ f. Consider arbitrary 
J E H and arbitrary g.s. ui 39 in r?. Since Ui - uj -+ 0 in R then vi + ui - uj -+ 4 
in I?. Therefore, vi + ui - uj -+ k(5) and ui - ui -+ 0 in H. Thus, Ui converges 
in H. Similar argument shows that the limit of (Us} depends only on y and not 
on the particular choice of {ui}. Thus, j E ~73~ and ~3~ = H. Implication (ii) * (iii) 
is evident. For (iii) =+ (iv) see [2, Proposition 11.5.9]. Since (iv) implies that zero 
belongs to g8 , then (iv) * (i). 
For metrizable spaces the closed graph theorem holds true (see e.g. [l]). 
From this theorem and Lemma 2 it follows that (iii) + (v). 
EXAMPLE 1. Let T be an interval of R and K, be the space of all real infinitely 
differentiable functions vanishing outside T. Let V be the space of functions of 
the form 
u(h) = Jr cos hf(t) dt + IT sin &g(t) dt, f ,  g E KT , 
and CL, p-positive tempered measures on R. Put 
N(u) = ( j- u(4p/-4d~))1’p, fl(u) = ( j- u(A)a /%(dA))? 
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Then the completions of V with respect to the norms IV(*), m( .) are the Hilbert 
spaces, which we denote, respectively, by Lr2(p) and LT2($. 
Suppose that p is absolutely continuous with respect to Jo. Then ui -+ 0 in 
Lr2@) implies that the limit is zero a.e. with respect to p. Therefore, zero belongs 
to 9 and by Lemma 2 there is densely defined closed similarity map from 
G2(i4 to h-*(P). 
Let B, B be generalized Fourier transforms of t.~ and ii. Then by Proposition 3 
&9$ is nonempty (and coincides withlr2(fi)) if and only if for some c the general- 
ized function CB - B on KT is positive definite. If T = R then this is equivalent 
to the condition dpldp f c a.e. with respect to p. 
EXAMPLE 2. Let H be a Hilbert space. Equipped with its weak topology, 
H is a complete locally convex space, which we denote by i?. Then the identity 
mapping k, considered as a mapping from A to H, is a (closed) similarity map 
and 9 = &. At the same time R is not continuous and gs is empty (unless H 
is finite dimensional). 
5. THEPSEUDOBEST ESTIMATES 
Now we apply the consideration of Section 3 to the case where V is the linear 
space of random variables with the family of seminorms (1.2), defined by the 
family of distributions 9 = {PO; 0 E 0). Consider another family 9 = {PO,,; 0 E 01, 
satisfying 
E$4 = e(u), 0 E 0, 
&lv = (u, v)- + B(u) e(v), 
where E, is the expectation corresponding to ?, , and (u, v)- = &,wJ. 
Denote by H, Bthe completions of Vwith respect to the families of seminorms, 
defined correspondingly by B and 8. To avoid any confusion we shall supply 
all the notions defined in terms of 9’ (resp. @) with the special indication, e.g. 
g-estimate (resp. @-estimate). 
Let ~(0) be a @-estimable function on 0. 
DEFINITION 2. A Y-estimate $@ is called @-pseudobest for ~(0) if it is similar 
(as an element of H) to the @-b.1.u.e. for ~(6) (considered as an element of R). 
It is clear that the pseudobest estimate R, is unbiased; indeed, let 3i;, be the 
@-b.1.u.e. for (p(e), and 5 = K(Z,& Then there is a g.s. (ui) E V such that 
ui -+ &, in I?, ui --t $, in H and 
O(S$) = lim 6(up) = O(Q = p(O), 
since SW is unbiased. 
272 HOLEVO 
Notice that the condition (u, u) < C(U, u)- is sufficient to provide the existence 
of the pseudobest estimate for any @-estimable ~(0) [7, 81, but it is not a necessary 
one, as suggested in [6]. From now on we assume that one of the equivalent 
conditions of proposition 3 holds. Then k is a continuous mapping from I? 
to H and, in particular, for each @-estimable ~(0) the @-pseudobest estimate is 
defined. 
Then from (iv) we see that for some c and finite subset I C A 
Introduce the new scalar product in I? 
(XT Y> = (x, Y>” + c @&> UY), 
&I 
and consider the following subspaces of I? 
R,=~x~e,(x)=~,~d~, 
I?,” = {x 1 (x, x} = 0). 
Just as in Lemma 1 we can prove that I? = g, 8 n,O 
(5.2) 
(where the notation shows that the decomposition is orthogonal in the sense 
of (*, -)) and that Z?I is isomorphic to the completion of V with respect to the 
scalar product (5.2). Hence, by (5.1) there is a bounded self-adjoint operator B, 
in I!?* such that 
(W k(y)) = @IX, Y>. 
We extend B, to the operator B in l? putting B = 0 on if,O. The operator B 
has the following property 
(44, k(y)) = 0% Y> = (x, BY), x,ydl. 
We may call B tke relative correlation operator. 
As in Section 2 we introduce the mapping T 
(W(u) = (x, UP, UE v, x E i7, 
and consider the subspace e of ht, which is the closure in fl of the subspace 
{x ) TX E S>. From now on we assume for simplicity that 8 is @-complete, i.e., 
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8 coincides with its $-completion (see the end of the Section 2). Then 
L =(x1 FXE@}. (5.4) 
The subspace e consists of the 8-b.1.u.e. for all g-estimable functions v(8), 
THEOREM 2. The @-pseudobest estimate k(f,) coincides with the g-best 
estimate x, if and only if BZW EL. All the pseudobest estimates are the best estimates 
if and only if the subspace e is invariant under the relative correlation operator B. 
Proof. Let 4 EI? and k(Q coincide with the b.1.u.e. Then by Theorem 1 
k(R,) EL and (k&J, y) = 0 for all y EL, . Since 
k(&) CL,, (5.5) 
then 
M%h k(y)) = 0, Y EL,. (5.6) 
By (5.3) and (5.2) this means that 
(B% ,Y)" + c W%) 'L(Y) = 0, 
ae1 
for all y E&, . Since S,(y) = 0 for such y, then 
P,,Y)- = 0, Y E& 
Conversely, let ZW of= and BZQ EL. Then from (5.4) 
?‘B$, E 0. 
Since from (5.3) and (5.2) 
then k(f,) EL. Thus, k(R,) is an unbiased estimate which belongs to L. By 
Theorem 1 k(Q is the b.1.u.e. Q.E. D. 
6. ESTIMATION OF THEPERIODIC TREND 
Consider a generalized random process (x( f  ), f  E KT), and the family 
B = {P,; 8 E @>, where 8 is the space of periodic generalized functions of the 
form 
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Q(f) = %4(f) + f (EkW) + PkMf)), 
k=l 
40) = s, cos 277&f(t) dt, 
h,(f) = Jr sin 2&q(t) dt, 
(6-l) 
{cu,}, {&} being arbitrary positive-tempered sequences, i.e., lim, a,@ = 
lim, /Z&k-* = 0 for some 4 > 0. Assume that for 0 = 0 (x(f)} is wide-sense 
stationary with covariance function B(f). Let p be the spectral measure of x(f). 
If p(dA) = g(/\) dh, where ~(1 + A2)p < g(h) < ca(1 + /\z)p, then, for T large 
enough, 8 = 0 n @* consists of the functions (6.1) satisfying 
; (ak2 + Pk2) ‘-” < co, 
and for the norm (2.3) we have 
Consider the function on 0 of the form ~(8) = 0( f ), where f is a function on T. 
We have 
1 y’(e)i2 < C2 1 0 I” [8o(f)2 + fl (h(f)” + Ak(f)2) kBy] 
and the series converges if f has square-integrable derivative of order p. In this 
case by Proposition 2 q(e) has the b.1.u.e. x, . 
Consider also another family 9 = {PO; 6 E 0) with covariance S(f), where 6 
is delta-function. Suppose that g(h) is bounded; then the conditions of Proposi- 
tion 3 are fulfilled and for each cp(0) = 0( f ), where f is square-integrable on T, 
there exists a least-squares estimate f . It is not difficult to show [ll] that in 
the case T = [-mn-, mrr] 
where the function.f*(t) is periodic with period 27r and 
m = g& JQ(t + 2nd -?7 ,< t< 7r. 
ON THE GENERAL PROBLEM OF MEAN ESTIMATION 275 
It was shown in [ 1 I] (in the more general case of almost periodic trend), that 
the least-squares estimate is asymptotically efficient, i.e., E,,$,2 - E,,xW2 as the 
length of T goes to infinity. 
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