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Los lenguajes declarativos en general y los lógicos y funcionales en particu-
lar disponen de una base matemática bien fundada y son referencialmente
transparentes. Ello permite el desarrollo de programas concisos y el uso de
métodos formales para asistir al diseño, mantenimiento y su análisis para la
mejora de rendimiento, con mayor capacidad expresiva que los imperativos
pero más ineficientes en tiempo de cómputo y uso de memoria. Puesto que
los programas conservan con mayor integridad el paralelismo de las aplica-
ciones, el análisis de independencia permite detectar las expresiones que se
pueden evaluar simultáneamente en un sistema de ejecución paralela.
El objetivo de este trabajo es el aumento de la eficiencia de los lenguajes
lógico-funcionales mediante la identificación automática de paralelismo y
su explotación, reteniendo las optimizaciones conseguidas en los sistemas
secuenciales.
Resumen del trabajo
En primer lugar se desarrolla un procedimiento para la extracción de para-
lelisnio en programas l’ogíco-funcionales secuenciales a partir de los grafos
de dependencias condicionales de cada regla del programa, bajo el modelo
de ejecuci ‘on paratela que describimos. Un grafo expresa las dependencias
locales de evaluación entre las expresiones de una regla. Se presentan tres es-
trategias para la generación de reglas paralelas a partir de los grafos. Cada
estrategia establece un compromiso entre dos factores: paralelismo iden-
tificado y coste de su identificación en tiempo de ejecución. Además, se
presenta un procedimiento para la incorporación de información de granu-
laridad de manera que se evite la evaluación paralela de expresiones de baja
carga computacional. El proceso de paralelizaci’on admite la incorporación
de información global de independencia para simplificar las reglas paralelas.




gramas para obtener esta informaci’on de independencia. Para ello se utiliza ala interpretaci’on abstracta extendiendo los resultados obtenidos en progra-mnaci’on l’ogica. Se estudi n tr s niveles de análisis con dist ntos grad s de
informaci’on y se comparan en términos de la informaci’on útil inferida y el atiempo necesario para obtenerla.En ter r lugar se dis ña una mdquina abstracta paralela de memoria
compartida basada en pilas para la explotaci’on del paralelismo identifica- a
do. Esta máquina retiene las optinilzaciones de las máquinas secuenciales,
fundamentalmente durante el c’omputo hacia atrás en la desasignaci’on de
memoria. Su comportamiento es similar al de una máquina funcional cuan- ado se determinan c’omputos deterministas estáticamente, mediante análisiso dinámica ente, mediante el corte d námico. Se describen las ár as de da-
tos, el repertorio de instrucciones y la coinpilaci’on de programas paralelos a
Babel a instrucciones máquina.
Finalmente, se realiza una implementación de la máquina abstracta pa-
ralela sobre un sistema multiprocesador simulado de memoria compartida. aSe estudian los componentes del sistema y se plantean diferéntes alternati-
vas de diseño, que afectan al protocolo de arbitraje de bus y a la política
de coherencia de la memoria caché. Se. utiliza el lenguaje de descripción ahardware VHDL para validar el comportamiento funcional de la máquina y
para obtener medidas de rendimiento del sistema.
En la figura 0.1 se muestra una síntesis del desarrollo de este trabajo. a
Organización del trabajo a
En la memoria se introducen en el capitulo 1 los lenguajes declarativos, los
tipos de paralelismo que presentan, sus implementaciones y su mejora de arendimiento.
La primera parte del trabajo comienza en el capítulo 2, en el que se de-
sarrolla el procedimiento de extracción de paralelismo ~n programas lógico- afuncionales secuenciales.
En el capítulo 3 se describe el procedimiento de análisis para la simpli-
ficación de las reglas paralelas. aLa segunda parte comienza en el capítulo 4. en el que se presenta la
máquina abstracta paralela, su repertorio de instrucciones y la compilación.
En el capítulo 5 se desarrolla la implementaciónde la máquina sobre una J
simulación de un sistema multiprocesador.
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Figura 0.1: Visión de conjunto.
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En este primer capítulo se introducen los tipos más representativos de pro-
gramación declarativa: funcional, lógica y lógico-funcional. Se ponen de
manifiesto los diferentes tipos de paralelismo que presentan estos lenguajes
y se estudian las técnicas de implementación que han permitido conseguir
realizaciones eficientes. Asimismo se presenta la forma de mejorar el rendi-
miento secuencial y paralelo de las implementaciones incorporando en tiem-
PO de compilación información global obtenida por análisis de programas.
1.1 Lenguajes de programación declarativa
Con los lenguajes declarativos se pretende que el programador se ocupe
más de la especificación de su aplicación que del diseño del algoritmo que
la implementa. Con un lenguaje imperativo se especifica explícitamente
el flujo de control necesario para resolver un problema. Con un lenguaje
declarativo tan sólo se declara el problema, siendo el sistema el encargado de
aplicar un mecanismo general de resolución. A esta ventaja de los lenguajes
declarativos se pueden añadir las siguientes:
• Concisión.
Los programas declarativos son más concisos que sus homólogos impe-
rativos, esto es, proporcionan unaexpresividad mayor que los lenguajes
imperativos a un nivel de complejidad equivalente [117].
• Análisis.
Facilitan su análisis gracias a la transparencia referencial que los carac-
teriza, es decir, al hecho de que el significado de un trozo de programa
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computación realizada hasta el momento de su evaluación1. Por ello a
se les pueden aplicar más fácilmente técnicas de transformación para
mejorar su rendimiento. a
• Paralelismo.
La mayor distancia semántica de los lenguajes lógico-funcionales de la aarquitectura de von Neumaun [158] en comparación con los lenguajes
imperativos se puede compensar aprovechando su mayor grado de pa-
ralelismo. En los lenguajes declarativos, al debilitarse el concepto de asecuencialidad, el paralelismo de la aplicación se conserva con mayor
integridad en el programa, dejando abierta la posibilidad de identifi-
carlo automáticamente para traducirlo en mejora de rendimiento2. a
1.1.1 La programación funcional
Históricamente, la programación funcional [81, 59, 67] es anterior a la pro- a
gramación lógica. Sus fundamentos son el A-cálculo [32], la lógica ecuacional
[84] y la reescritura [53]. La forma en que se construye un programa fun- acional es análoga a la especificación jerárquica que se realiza en ingeniería
de la programación. El elemento básico de programación es la función, que
hereda las propiedades de las funciones matemáticas. Lisp [109], Haskell a[82], Miranda [154]y ML [65] son algunos de los lenguajes de programación
funcional más conocidos. En [10]y [84]se pueden encontrar los fundamentos
de la programación funcional. aSe pueden destacar las siguientes características de los lenguajes funcio-nales:
• Aplicaciones parciales de funciones. a
Esto es, la posibilidad de aplicar una función a un número menor o
igual de argumentos que su andad. Esto permite, por ejemplo, tener adatos parcialmente especificados3 o funciones parciales que se pasencomo argumentos a otras unci nes4.
‘La ausencia de transparencia referencial en los lenguajes imperativos se debe a la a
sentencia de asignación, quepermite que a una misma variable se le puedan asignar valores
diferentes en más de un punto del programa. El resultado es que el significado de una
variable se hace dependiente de la posición, dificultando la manipulación y transformación adel programa.2P r contra, la naturaleza secuencial de los lenguajes imperativos obliga a destruir
componentes importantes del paralelismo natural de la aplicacton.
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• Orden supenor.
Las funciones pueden tener como argumentos otras funciones o de-
volver como resultado una función, lo que permite una mayor expre-
sividad del lenguaje, puesto que se pueden especificar funciones más
genéricas.
• Mecanismos de evaluaczon.
Los lenguajes de programación funcional usan como mecanismo de
cómputo la reescritura de términos [83, 10]. La reescritura de un
término consiste en la sustitución de sus subtérminos utilizando las
reglas de definición de funciones predefinidas o definidas por el usua-
rio. El mecanismo por el que se comprueba que un término puede
reescribirse con una regla se denomina encaje de patrones. En esta
operación se comprueba la igualdad sintáctica de los parámetros for-
males con los argumentos de la regla, haciendo básicas las variables de
la parte izquierda de una regla, esto es, asignándoles valores que cum-
plan la igualdad. La reescritura de términos es determinista puesto
que se calculan expresiones que son formas normales y, por lo tanto,
únicas.
La evaluación impaciente5 y la perezosa son los mecanismos princi-
pales de evaluación. Según el primero se realiza la evaluación de los
argumentos antes de la aplicación de la función. Con el segundo se
retrasa la evaluación de las expresiones hasta que sean demandadas,
permitiendo el manejo de objetos potencialmente infinitos6.
Los mecanismos de evaluación perezosa permiten cómputos terminan-
tes en programas más expresivos en cuanto que admiten datos po-
tencialmente infinitos. Por el contrario, las estrategias impacientes
encuentran en muchos casos las soluciones prácticas con la ventaja de
poder ser implementadas más eficientemente.
En el siguiente ejemplo mostramos un programa Hope que describe el
funcionamiento del circuito combinacional que implementa al sumador com-
pleto de la figura 1.1. En este ejemplo se observa la declaración de tipos de
datos enumerados (data), la declaración de las funciones y sus tipos (dcc)
y la declaración de las reglas de definición de función (que comienzan con
- - - ). En la declaración de los tipos de datos enumerados, el símbolo ++
separa las constantes. En la declaración de los tipos de funciones, el tipo
5Llamada también voraz por algunos autores.
6Se seleccionan primero los términos más exteriores (onter y outermost) [59,64].
a
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de los argumentos se separa con el símbolo #~ mientras que el símbolo —> a
precede al tipo del resultado. En la declaración de funciones el símbolo <=
separa la cabeza del cuerpo de la función, que termina en;. Los comentarios a
van precedidos por el símbolodata level==O++1;
Puerta Or a
dcc or : level # level —* level
- - - or(0,0) <~ 0; a
- - - or(0,1) <= 1;
- - - or(1,0) <t: 1;
- - - or(1,1) <~ 1; a
Puerta Aud
dcc and : level # level —* level; a
- - - and(0,0) <= 0;
- - - and(0,1) <= 0;
- - - and(1,0) <= 0; a
- - - and(1,1) <= 1;
!PuertaOrexclusiva a
dcc xor : level # level —* level
- - - xor(0,0) <= 0;
- - - xor(o,í) c= 1; >3>— a
- - - xor(1,0) <= 1;
- - - xor(1,1) <= 0; a
Sumador completo de un bit
dcc adder : level # level # level —* level # level; a- - - adder(I1,12,Cin) <= (xor (xor (11, 12), Cm),or (aud (Cm, xor (Ii, 12)), aud (11, 12))
En este ejemplo se muestra la capacidad expresiva de un lenguaje funcio- a
nal para especificar circuitos combinacionales. En él se utiliza la aplicación
de funciones para implementar de manera natural el circuito combinacional. aElprograma anterior se puede consultar con una expresióncomo adder(1, 0,1),que da como resul ad el par (0,1). E primer componente de este pa es
el resultado de la reescritura de la expresión xor(iror(1,0), 1), donde losar- a










Figura 1.1: Circuito combinaciona] para un sumador binario completo.
subexpresión ror(1, 0) se reescribe con el lado derecho de la tercera regla de
la función xor, i.e., 1, con lo cual la expresión queda reescrita como xor(1, 1).
Esta expresión se reescribe a O con la aplicación de la cuarta regla, quedando
calculado el primer componente del resultado. El segundo componente se
calcula de forma similar con resultado 1.
La concatenación de listas, clásico ejemplo de la programación declara-
tiva, se escribe en Hope:
dec append: list(alpha) # list(alpha) -4 list(alpha)
- - - append(nil, 1) <= 1;
- - - append(x::y::nil, 1) <= x::append(y,l);
El símbolo:: se usa como constructor de listas, siendo ,Úl la lista vacía.
En este ejemplo se declara que tanto los argumentos como el resultado de
la función son de tipo lista. Los componentes de la lista se declaran como
polimórficos con la variable de tipo alpha. Esto es, la función append acepta
listas de cualquier tipo de datos, si bien todas las componentes deben ser
del mismo tipo.
Es posible consultar este programa con la siguiente expresión:
append( “Programación “,“funcional”)
que se reduce al término “Programación funcional”.
En el siguiente programa, se muestra la función de orden superior map:
dec map: (alpha —> beta) # llst(alpha) —* list(beta)
- - - map(f, nil) <= nil;
- - - map{f, x::1) <~ f(x)::map(f,1);
a
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En este ejemplo, el tipo del primer argmnento se declara como una fun- a
ción cuyo primer argumento es de tipo alpha y el resultado de tipo beta.
Se puede observar la potencia expresiva del orden superior planteando ala siguiente expresión, que combina llamadas a las dos funciones anteriores.
map(append(a::nil), (b::nil)::(b::c::nil)::nil)
Su evaluación genera una lista de listas que comienzan con el término a. aDurante la evaluación se realiza la aplicación append(a::nit) a cada uno de
los argumentos de la lista (b::nil):4b::c::nil)::nil, generándose la lista (a aPor último, para mostrar la utilidad de la evaluación perezosa, presen-
tamos el siguiente ejemplo. En él se define la función from, que caicula la
lista infinita de enteros a partir de uno dado, y la función suin, que suma a
los u primeros números de una lista de enteros.
dcc from: num —> list(num) a
- - - from(n) <= n::from(n+1);
dcc sum: num ~ list(num) —4 num a- - - sum(n,x::l) <= ifn=O then O else x + sum(n-1,l);
Puesto que bajo este mecanismo de evaluación sólo se demanda la reduc- J
ción de las expresiones necesarias, es posible plantear la siguiente expresión:
sum(3,from(1)) acuya evaluación da como resultado 6, objetivo que no se puede alcanzar enun esquem de ev luación impaciente.
1.1.2 La programación lógica a
Al igual que la programación funcional, la programación lógica [91, 149] atambién dispone de firmes fundamentos matemáticos. Está basada en lalógica de predicados de primer orden (cláusulas de 1-bm).
La programación lógica nació de la confluencia de dos líneas de investiga-
ción: una inglesa, encabezada por Kowalski [91], centrada en demostración
automática de teoremas y otra francesa, encabezada por Colmerauer [37], a
dedicada al procesamiento del lenguaje natural. De ambos procede la idea
de que la lógica puede utilizarse como un lenguaje de programación. A ello a
hay que añadir el trabajo fundamental de Robinson [135]sobre el principio
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al diseño de un sistema de inferencia basado en el principio de resolución. El
grupo de Colmerauer propuso el primer intérprete práctico de un lenguaje de
programación lógica, Prolog (acrónimo de FROgramming in LOCic). Este
es el lenguaje de programación lógica que ha prevalecido y que se considera
como su representante más importante. Los fundamentos teóricos de este
estilo de programación se pueden encontrar en
Se pueden citar las siguientes características de la programación lógica.
• Unificación.
La unificación es una operación que integra varias operaciones de la
programación imperativa: el paso de parámetros en llamada a proce-
dimientos, la asignación, la comparación y la bifurcación. El paso de
parámetros se realiza mediante la unificación de los argumentos de un
literal con los de la cabeza de una cláusula, la asignación mediante
la unificación de variables lógicas y términos, la comparación median-
te unificación de constantes o funtores y, finalmente, la bifurcación
mediante el proceso de acierto o fallo en la comparacion.
• Manejo de términos parcialmente construidos.
Son términos que contienen variables lógicas sin vincular. Esta ca-
racterística permite manejar términos generales que se pueden espe-
cializar durante el cómputo mediante la unificación. Esto permite
implementar la concatenación de listas y la inserción en colas como
operaciones de tiempo constante [34, 35]. tmbién es posible resol-
ver problemas de referencias adelantadas en una sola pasada, como la
gestión de tablas de símbolos de compiladores.
• Bidireccionalidad de las variables lógicas.
Admiten un uso de entrada o de salida en la llamada a procedimientos
a diferencia de los lenguajes funcionales.
• Cómputo relacional.
Se implementa con un mecanismo general de búsqueda.
• Simplicidad.
Una sintaxis y una semántica claras y sencillas acerca la programación
lógica a los programadores, que encuentran una herramienta poten-
te a un bajo costo de aprendizaje y programación. Ello hace de la
programación lógica una excelente herramienta de prototipado rápido.
Los lenguajes de programación lógica basan su mecanismo de cómputo
en el principio de resolución SLD de Robinson [135]. Éste es un mecanismo
J
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de selección ordenada7 de soluciones alternativas indeterminista. Cuando se J
evalúa un predicado, la solución no se restringe a la elección de un caso (i.e.,
una cláusula) de la definición de dicho predicado como ocurre en programa-
ción funcional cuando se selecciona una regla de definición de función. Por Jel contrario, cualquiera de las cláusulas es candidata a ofrecer una solución
alternativa. En determinados casos es deseable acotar la búsqueda exhaus-
tiva en caminos que no dan lugar a soluciones, para lo cual se utiliza el corte 2[35, 149]. El corte (cut) es una característica no declarativa que mejora el
comportamiento operacional de los programas a costa, en algunos casos, de
alterar la. semántica del programa con los llamados cortes rojos [149]. aUn programa lógico es un conjunto de declaraciones de predicados. Un
predicado es un conjunto enumerable de cláusulas que lo definen. Cada
cláusula es un caso diferenciado de la semántica del predicado. aSiguiendo el ejemplo del circuito combinacional de la sección anterior,mostramos un programa homólogo en la notació Prolog DEC-10 [52].
/~ Puerta Or ~/ 2
or(0,0,O).
or(0,I,t’); aor(1,O,1).
or(1,1,1)./~ Puerta And ~/ a
and(0,O,0).
and(0,1,0).
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En este programa, la semántica de las funciones conibinacionales se re-
presenta con hechos, i.e., relaciones de cuerpo vacio. Los dos primeros ar-
gumentos de los predicados or, and y nr representan las entradas de las
puertas y el último argumento representa la salida. La cláusula adder con-
tiene tres variables lógicas auxiliares (Al, A2 y XO) que se utilizan para
conectar las puertas. Estas variables representan la salida de las puertas que
se conectan a las entradas de otras.
Este programa se puede utilizar en el mismo sentido que el funcional,
i.e., con instancias básicas de los argumentos de entrada para calcular la
salida del circuito. Gracias a la componente lógica es posible consultar este
programa con instancias libres de los argumentos de entrada. Por ejemplo,
con el objetivo adder(I1, ¡2. Chi, 1,0) se obtienen los posibles valores de las
entradas que cumplen la suma. En la única cláusula de la definición del
predicado adder, se instancian las variables ¡1, 12 y XO en el primer ob-
jetivo, xor(II, 12, XO). El mecanismo de resolución selecciona la primera
cláusula del predicador azor, esto es, xor(0, 0,0) para resolver el objetivo,
instanciando 11, 12 y XO a 0, 0 y O respectivamente. El siguiente objetivo
(and(0, O. Al)) se resuelve con la primera cláusula del predicado and, ms-
tanciando Al a 0. El objetivo zor(Cin, 0,1) se resuelve con la instanciación
de Ciii a 1, y and(O, 1, A2) con A2 a O. Por último, el objetivo or(0, 0, 0)
tiene éxito. Es posible solicitar una nueva solución al sistema activando el
cómputo hacia atrás, lo que provoca la búsqueda de la alternativa pendiente
que se encuentra en el primer objetivo de adder, que se puede resolver con
la segunda cláusula del predicado nr. Con la resolución del resto de los
objetivos se instancian 11, 12 y Ciii respectivamente a 0,1 y O. La última
alternativa corresponde a la instanciación de las variables ¡1, 12 y Ciii a 1.
O y 0. Si se solicita una nueva solución se produce fallo puesto que no hay
alternativas pendientes.
Este mecani8mo de búsqueda de soluciones no es posible en el programa
funcional expuesto en la sección anterior8. Por ello, Prolog resulta una he-
rramienta muy apropiada para diseñar sistemas incompletamente definidos
que requieren un desarrollo incremental, facilitando la depuración del siste-
ma y la construcción de prototipos. Sin embargo, la expresividad del caso
funcional se pierde en cuanto que es necesario introducir variables lógicas
~Sí sería posible reformulando el programa funcional, lo queevidencia el menor poder
declarativo de la programación funcional que la lógica en este tipo de casos. Véase (117]
para una discusión detallada acerca de La expresividad de los diferentes paradigmas.
a
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auxiliares.
En el siguiente ejemplo mostrarnos un programa de concatenación de
listas homólogo al planteado en la sección anterior.
append([], L, L). J
append([XjXs], Y, [X¡ZsJ) :- append(Xs, Y, Zs).
Los símbolos [y] encierran los elementos de una lista, el símbolo 1 separa a
la cabeza de la cola de una lista y la lista vacía se representa con [].
Gracias a la componente lógica de Prolog es posible dividir una lista uti- a¡izando este mismo predicado formulando el objetivo append(X, y, [1,2,3]),lo que daría como resultado las sig ie tes soluciones:
{x¡fl, Y/[1,2,3J}, {X/[1], Y¡[2,3J}, {X/[1,2], Y,/[3]} y {X/[1,2,3], YJ[]}. aCada una de las soluciones es una sustitución de variables lógicas, esto es, unconjunto de p re Xlv, donde X es una variable y y su va or de vinculación.
La respuesta muestra todas las posibles divisiones de la lista [1,2,3] en dos a
sublistas.
1.1.3 La integración de la programación lógica y la progra- a
mación funcional
Durante la última década ha crecido el interés en la integración de ambos
estilos de programación [12, 51] para aunar sus ventajas. Se han seguido a
principalmente dos vías para realizar la integración. La primera, incorpo-
rando las funciones en un lenguaje de programación lógica [155, 20, 19, 18],
añadiendo la evaluación funcional a la resolución. La segunda, incorporando
la variable lógica en un lenguaje de programación funcional [98; 116, 7, 43] a
mediante la sustitución del encaje de patrones por la unificación y el trata-
miento del indeterininismo. En [64] se pueden encontrar los fundamentos de
este paradigma. a
Algunas ventajas de este estilo de programación son: a
• Inversión de funciones.
Esto es posible gracias a la bidireccionalidad inherente a los lenguajes
de programación lógica, que se incorpora en el mecanismo dc evalna- a
ción de funciones.
• Evaluaciones más deterministas.
Las funciones permiten evaluaciones más deterministas que la resolu- J
cion de predicados. Esto puede evitar algunas de las características no
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• Aumento de la expresividad.
Añadir las ventajas de ambos estilos de programación desemboca de
manera natural en un incremento del poder expresivo [1171.
E] estrechamiento (narrowing [147)) es el mecanismo de evaluación más
utilizado en la integración <le los lenguajes lógico-funcionales. Es un caso
especial de paramodulación [134, 87] en las teorías ecuacionales, que integra
lareescritura de términos y la resolución SLD. El proceso de estrechamiento
añade un grado de libertad extra (indeterminismo) al tener que seleccionar el
subtérmino al que aplicar una ecuación9. Puesto que un cómputo funcional
debe ser confluente, se imponen restricciones sintácticas [53]que lo aseguran.
Una instancia de la programación lógico-funcional: Babel
Babel [116, 119] es un lenguaje lógico-funcional diseñado para integrar la
programación lógica en la funcional de una forma cómoda y matemáticamente
bien fundamentada. Está basado en disciplina de constructoras [128] y sus
tipos elementales se reducen a dos: términos construidos y valores boolea-
nos. Los predicados lógicos se identifican con funciones booleanas, con las
que se pueden especificar conectivas proposicionales. La negación booleana
con la que se puede trabajar se acerca más a la negación lógica que la ne-
gación por fallo finito que dispone Prolog. Babel utiliza como mecanismo
de cómputo el estrechamiento de términos, que se proporciona en las versio-
nes impaciente y perezosa. Asimismo, se dispone de las versiones de primer
orden, orden superior (en el sentido de [133]) y con variables lógicas de or-
den superior (como en [114]). La resolución SLD (y, por lo tanto, cualquier
cómputo Prolog) se simula con el estrechamiento. Babel dispone de una
aproximación computable a la igualdad [116, 119]. La semántica declarativa
del lenguaje usa interpretaciones basadas en dominios de Scott [142].
Un programa Babel es un conjunto de definiciones de funciones. Una
función es un conjunto enumerable de reglas de definición de función. Cada
regla es un caso diferenciado de la. semántica de la función.
En lo que sigue, nos centraremos en la presentación de la versión de
orden superior, con mecanismo de cómputo de estrechamiento impaciente
en profundidad de izquierda a derecha [93. 94]. Esto no supone pérdida
de generalidad de la aplicación de los resultados de este trabajo a otros
lenguajes lógico-funcionales con la misma estrategia de cómputo. En el
apéndice A se describe formalmente lasintaxis y la semánticade esta versión.
~Esta situación ocurre en los casos en los que exista más de un posible unificador.
a
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En esta sección introduciremos el lenguaje de forma más intuitiva y práctica aa través de algunos ejemplos.
El siguiente es el programa Babel del circuito combinacional planteado
anteriormente. J
datatype
level := O~. J
/* Puerta Or */
fun or: level —* level -4 level. aor(0, 0) 0.
or(0, 1) := 1.
or(1, O) := 1. a041, 1) =1./~ Puerta And ~/
furi and: level --+ level -4 level. aand(0, 0) :~ O.
and(0, 1) :~ O.
and(1, O) 0.
and(1, 1) := 1.
/~ Puerta Or exclusiva ~/
fun xor: level —4 level —4 level. axor(O, 0) := 0.
xor(O, 1) 1-. a
xor(1, 1) 0.
/~ Sumador completo de un bit ~/
fun xor: level —> level -4 level -4 level —> level. a
adder(11, 12, Cm) := (xor(xor(Il, 12), Cm),
- or(and(Cin, xor(11, 12)), and(I1, 12))); a
Los tipos de datos defihidos por enumeración de constantes se declaran
empezando con datatype, seguido del tipo y de la lista de constantes (se- aparadas por 1). En el ejemplo, las constantes O y 1 pertenecen al tipo level.L s funciones se dec aran con fmi, seguido del nomb e d función, el tipo
de los argumentos y el resultado, separados por —*. a
La expresión funcional de este tipo de problemas, más adecuada que la
flotación relacional, permite reteñer la expresividad de los lenguajes fun-
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es posible formular una expresión tal como adder(Il,12,Cun) = (1,0), ob-
teniendo los posibles valores de las entradas 11, 12 y Ciii que verifican el
resultado (1,0).
En el siguiente ejemplo podemos ver la ventaja de la integración de las
características de los dos estilos de programación definiendo funciones de
orden superior para la aplicación de funciones a elementos de una lista y
para la concatenación de listas.
fun map: (A —> B) —* list A —* list E.
mapF[] := [].
map F [X¡Xs]:= [F X 1 (map F Xs)].
fun append: list A —* list A -~ list E.
append [] L := L.
append (¡-¡IT] L := [H 1 (append T LI]
En ladeclaración de tipos, list declara el tipo lista y los identificadores en
mayúscula denotan variables de tipo. Las listas se escriben con la notación
de Prolog.
Es posible formular la expresión objetivo map (append X) [y, [3]]=
[0,1,2],Z] en el programa anterior. En este ejemplo se hace uso del orden
superior en la aplicación de la función append a una lista, y de la potencia de
las variables lógicas para calcular listas diferencia (X e Y) y concatenación
de listas (en Z). La evaluación de la expresión tiene como soluciones:
< true,fX/(],Y/[0,1,2],Z/[3]} >
< true,fX/[O],Y¡[1,2],Z¡[0,3]} >
< true, {X/[O, 1], Y/[2], Z/[0, 1,3] } >
.c true,{X/[0,1,2],Y/[ ],Z/[0,1,2,3]} >
1.2 Paralelismo en lenguajes declarativos
Con frecuencia, cuando se habla de paralelismo se utilizan como sinónimos
los términos paralelismo y concurrencia. Sin embargo, aquí se seguirá el
criterio de algunos autores de asociar significados diferentes a cada término.
Se hablará de paralelismo cuando se trate de aprovechar la independencia
de diferentes partes de un programa para ejecutarlas simultáneamente en
el tiempo y aumentar así la velocidad de ejecución. Esta traducción de la
a
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independencia en mejora de rendimiento se realiza de forma transparente al a
manteniendo la semántica secuencial del programa. Por el contra-
rio, se hablará de concurrencia cuando se trate de las construcciones de un
lenguaje que permiten expresar las acciones simultáneas (concurrentes), por J
ejemplo, la creación y comunicación de procesos. La concurrencia no im-
plica necesariamente ejecución simultánea en el tiempo. Ambos conceptos,
paralelismo y concurrencia, son independientes aunque coexisten en muchas a
ocasiones. Nosotros explotaremos el paralelismo implícito de programas
lógico-funcionales de un lenguaje no concurrente, proporcionando los meca-
nismos internos a la implementación de la sincronización que garantice la a
integridad semántica.
En general, un programa declarativo presenta tres tipos de paralelismo,
dos de grano grueso, el conjuntivo y el disyuntivo, y uno de grano fino, el a
paralelismo de unificación.
El paralelismo disyuntivo procede del indeterminismo implícito que in-
troduce la componente relacionad o lógica del lenguaje. Se trata de un a
paralelismo de grano grueso compuesto por tareas que buscan soluciones -
alternativas al problema planteado. Se presenta fundamentalmente en pro- agramas que implementan aplicaciones con problemas combinatorios impor-tantes, por ejemplo, un programa para realizar la integración simbólica de
una función. La independencia de evaluación de las alternativas en diferen-
tes entornos de cómputo ha propiciado la aparición de diferentes modelos
de ejecución [162, 144, 141] a
El paralelismo conjuntivo [50, 72] procede de la independencia de subta- areas que colaboran en la obtención de una determinada solución. Se trata de
un paralelismo de grano grueso pero más fino que el disyuntivo. Se presen-
ta en programas deterministas susceptibles de descomponerse en subtareas aindependientes como, por ejemplo, un programa para calcular la derivadasimbólica de una funcion.
Por último, el paralelismo de unificación [111se corresponde con el pa- a
ralelismo a nivel de instrucción de los lenguajes imperativos, ya que esta
operación lógica contempla como casos particulares la mayoría de las opera-
ciones imperativas (asignación de variables, test sobre condiciones, paso de aparámetros en llamada a procedimientos,...).
Estas componentes del paralelismo de un programa escrito en un len-
guaje declarativo son ortogonales entre sí, en el sentido de que se pueden aexplotar de manera simultánea e independiente sobre una arquitectura pa-
ralela adecuada. Este trabajo trata de la identificación y explotación del











Figura 1.2: Paralelismo de argumentos en un lenguaje funcional impaciente.
la combinación del paralelismo conjuntivo y disyuntivo [631.
1.2.1 Paralelismo conjuntivo
El paralelismo conjuntivo en programación lógica se corresponde con el para-
lelismo implícito de los objetivos del cuerpo de una cláusula. Análogamente.
en el ámbito de la programación funcional se encuentra el paralelismo de
argumentos o expresiones. En un modelo simple de paralelismo para un
lenguaje funcional con estrategia de cómputo impaciente se admite la eva-
luación paralela de los argumentos de una expresión, como se muestra en
la figura 1.2. El mecanismo de reducción paralela genera un punto fork
(activación de paralelismo) para la reducción de los argumentos de la fun-
ción. Cuando se ha completado la reducción de los argumentos, que a su vez
pueden contener más reducciones paralelas, se alcanza el punto join (punto
de reunión) donde se realiza la composición de los resultados en la expre-
sión original. Esta restricción que impone el par fork-join implementa las
dependencias implícitas en el lenguaje, ya que expresa la dependencia de
evaluación entre una expresión y sus argumentos (i.e., la expresión no se
puede reducir hasta que sus argumentos se hayan reducidos
10), así como la
independencia de evaluación entre los argumentos.
Si se considera un lenguaje con mecanismo de reducción perezoso, apa-
‘0Esta condición se relaja cuando se introducen, por ejemplo, funciones predefinidas no
estrictas como el bicondicional.
a
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rece el problema de conocer la necesidad de cómputo de un determinado a
argumento. La evaluación ciega de los argumentos conduce en general a
cómputos inútiles e incluso erróneos, puesto que en el esquema perezoso
se demanda la evaluación de un argumento hasta el nivel requerido por la aevaluación de la función (por ejemplo, forma normal de cabeza). Se han
propuesto análisis de estricticidad [1, 25] para determinar los argumentos
que son necesarios reducir y análisis de demanda [118] para inferir el nivel
de reducción de los argumentos. La información derivada de estos análisis
se incorpora en el esquema de reducción paralela para eliminar o relajar
algunas condiciones de dependencia. Por ejemplo, conocer la estricticidad ade un conjunto de argumentos supone la libertad de ejecutarlos en paralelo,
mientras que conocer una cota del nivel necesario de reducción supone que
dicho argumento puede ser reducido en paralelo hasta el nivel de reducción ainferido evitando la sincronización hasta esa cota.
-La presencia de variables lógicas en un lenguaje lógico-funcional como
Babel, añade un nuevo nivel de dependencias al esquema de reducción pa- aralela funcional. Análogament¿ a lo que ocurre en programación lógica
[50], la evaluación paralela de expresiones que contengan variables comu-
nes puede dar lugar a conflictos de vinculación cuando una variable com- apartida se instancie a diferentes valores. En lugar de seguir un modeloproductor-consumidor (paralelismo stream), en el que se permita parale-
lismo no estricto”, vamos a extender las ideas de [72]12 en programación a
a la programación lógico-funcional; de manera que evitamos la costo-
sa y compleja sincronización de tareas del esquema productor-consumidor,
sobre todo en presencia de backtrackung’3. Bajo este esquema se restringe a
el paralelismo conjuntivo de manera que se permite la ejecución paralela de
objetivos independientes (cfr. [72]). -
Este trabajo se centra en la explotación de paralelismo conjuntivo in- a
dependiente adecuado a la programación lógico-funcional. Para ello, se í-
dentifican las expresiones de la parte derecha de una regla que puedan ser
evaluadas en paralelo, expresando las dependencias entre ellas. Estas expre-
__________________ a
siones son aquéllas que tienen como símbolo raíz el de una función. Por lo
‘‘En el sentido de [73, 74], que permiten la paralelización de objetivos que compartan avariables mientras no se produzcan conflictos de vinculación (objetivos conocidos graciasa un análisis de programa a un an tación manual) o inclus en el entid má eneral
de Prolog concurrente ¡144]. -
- ‘2flasado en el modelo de paralelismo estricto de DeGroot [50] de programación lógica. a‘3En [130! se propone la paralelización de lenguajes de programación lógico-funcional
con mecanismo de evaluación perezosa en donde se admite una forma de paralelismo
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tanto, no se considera tan sólo el caso conjuntivo de Prolog, puesto que un
lenguaje lógico-funcional contiene funciones arbitrarias además de laconjun-
ción (término del que se deriva el nombre ‘paralelismo conjuntivo’). Aunque
sería más adecuado llamar a este tipo de paralelismo, paralelismo de argu-
mentos o paralelismo de expresiones, se mantendrá el término paralelismo
conjuntivo para seguir la nomenclatura previa [92, 140, 95].
1.3 Implementaciones de lenguajes lógico-funcionales
La alternativa inmediata para implementar un lenguaje lógico-funcional es
el diseño de un intérprete, que debido a su ineficiencia se ve sustituida fun-
damentalmente por las dos siguientes:
• La compilación en otro lenguaje de alto nivel, e.g., Prolog, para el que
existan implementaciones eficientes [155, 30].
• La definición de una máquina abstracta, que facilita la correspondencia
entre el programa y la arquitectura donde se ejecuta, actuando de
vehículo de ajuste entre ambos extremos principalmente en lo relativo
a la gestión de memoria [161, 96, 101, 17].
Según la primera alternativa se han propuesto traducciones de lenguajes
lógico-funcionales a Prolog, en donde el mecanismo de estrechamiento se ha
simulado con la resolución SLD [20, 9]. Sin embargo, esta alternativa no se
demuestra completa en cuanto que parte de la información de determinismo
debida a las dependencias funcionales [64] presente en los lenguajes lógico-
funcionales se pierde. Esta desventaja se resuelve con el diseño de máquinas
abstractas especializadas para los lenguajes lógico-funcionales.
Se han utilizado dos tipos de máquinas abstractas, las basadas en grafos
[93, 57] y las basadas en pilas [161, 101]. Las primeras son menos eficientes
que las segundas puesto que en éstas se aprovecha la estructura de pila du-
rante el backtnzcking en la desasignación eficiente de memoria, reduciendo
además su fragmentación. De ello se deriva una ventaja adicional: la reco-
lección de basura es una operación a realizar mucho menos frecuentemente.
En ~te sentido,- el exponente más significativo ha sido la máquina abstracta
de Warren (WAM) [161), diseñada para el lenguaje de programación lógica
Prolog, que se ha convertido en el estándar de facto en las implementaciones
de lenguajes lógicos.
Se han propuesto máquinas abstractas para lenguajes lógico-funcionales
desde dos perspectivas diferentes: diseñadas como extensiones de máquinas
a
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lógicas [17] y como extensiones de máquinas funcionales [101]. Ambos tipos a
de aproximaciones alcanzan grados de eficiencia similares. Sin embargo, el
paso de argumentos por pila que se efectúa usualmente en las máquinas fun-
cionales se aprovecha en [101], que sigue la última alternativa, para gestionar J
los puntos de elección más eficientemente. En ésta, además, los cómputos
funcionales se tratan casi con la misma eficiencia que en una máquina pura-
niente funcional gracias al corte dinámico [102]. El corte dinámico ejerce la a
misma función que el corte de Prolog en tanto que es un corte verde ~ si
bien el descarte de alternativas se produce automáticamente, sin interven-
ción del programador. En este trabajo se seguirá esta última alternativa, a
reteniendo sus ventajas en la extensión a la programación lógico-funcional.
Recientemente se han propuesto extensiones paralelas de máquinas abs- a
tractas secuenciales. Dado que la representación de grafos en las máquinas
funcionales se hace de forma desordenada (en contraposición a la ordenación
LIFO de las representaciones en pilas), es posible extender más fácilmente a
una máquina basada en graSos para dar soporte al paralelismo que una
máquina basada en pilas. Así, [92,95] describen máquinas basadas en gra-
fos para explotar paralelismo conjuntivo-independiente de lenguajes lógico -a
funcionales. Sin embargo, la extensión de máquinas basadas en pilas se
muestra como una técnica muy eficiente aún cuando más compleja en su
diseño’5. a
Por el modelo de memoria utilizado se pueden distinguir las implementa-
ciones paralelas sobre memoria distribuida [16, 4,157], memoria compartida a[130, 69] e hibridas (8]. Las arquitecturas de memoria distribuida se han de-
mostrado adecuadas para la explotación de paralelismo di~yuntivo en los
modelos de copia y reconiputación [4, 89] y basado en procesos [38]. Bajo a
estos modelos las tareas paralelas progresan efectuando un bajo número de
intercambio de mensajes, debido a la alta granularidad de las tareas. Las
arquitecturas de memoria compartida son más adecuadas para la explota- a
ción del paralelismo conjuntivo en cuanto que las tareas paralelas acceden
frecuentemente a los datos compartidos. a
‘‘Esto es, un corte que no altera la semántica del programa. Por Lo tanto, se consigue a
el mismo resultado en la evaluación de un programa dado con y sin La presencia de cortes
verdes ¡149].
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1.4 Mejora de rendimiento
Para mejorar el rendimiento de la ejecución de los programas declarativos
se especializa el código con información obtenida en tiempo de compilación
directamente del programador o mediante análisis’6. Esta mejora se realiza
ortogonalmente en las siguientes vías:
• Mejora del componente secuencial de los programas.
Se basa principalmente en la optimización de la gestión de memoria
(recolección de basura [120],descarte de alternativas [45],gestión de
estructuras de control [106, 138), ...) y la generación de código espe-
cializado para tareas especificas (unificación [97],indexación [77,29),
• Mejora del componente paralelo de los programas.
Se basa en especializar las reglas paralelas con información de inde-
pendencia que elimine o simplifique su comprobación en tiempo de
ejecución. Complementariamente, esta información es útil también en
la mejora del componente secuencial de los programas. Por ejemplo,
con la información de independencia se puede mejorar la unificación,
la recolección de basura y la desasignación de memoria mediante recla-
mación impaciente. En este trabajo desarrollaremos esta alternativa.
1.5 Propósito del trabajo
El propósito de este trabajo es la identificación automática y la explotación
de paralelismo conjuntivo’7 en lenguajes lógico-funcionales.Bajo este para-
lelismo se admite la evaluación simultánea de expresiones independientes.
Es necesario proponer un sistema de identificación y expresión de pa-
ralelismo en el que se puedan expresar las dependencias de los argumentos
de las funciones. A partir de estas dependencias se puede expresar de ma-
nera explícita el paralelismo implícito en las funciones. Esta expresión se
realiza mediante reglas paralelas que contienen las construciones sintácticas
necesarias para la expresión dé paralelismo. El paso de la expresión de
dependencias a la expresión de paralelismo no es inmediato ni ofrece una
LSLas técnicas de análisis de programas se pueden utilizar tanto para comprobar la
corrección o consistencia del programa (e.g., comprobación de tipos) como para inferir
información implícita en el programa (e.g., inferencia de tipos).
k7Llamado también paralelismo de expresiones o de argumentos.
a
a
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solución única. Por lo tanto, propondremos varias alternativas que explotan adiferentes grados de paralelismo. Normalmente, la explotación de un mayor
grado de paralelismo viene asociada a un mayor coste su identificación. Por
ello estudiaremos el compromiso entre estos dos factores. aPuesto que la identificación de paralelismo se produce parcialmente en
tiempo de ejecución mediante comprobaciones de independencia, es desea-
ble reducirlos en lo posible incorporando en el sistema de identificación de a
paralelismo información de independencia. Esta información se obtendrá de
manera automática mediante análisis global de independencia basado en in-
terpretación abstracta. Ya que el tiempo de análisis es un factor importante, a
consideraremos varias alternativas con distintos niveles de refinamiento en
la información conseguida, lo que da lugar a diferentes tiempos de análisis.
También se estudiará el compromiso entre estos dos factores. a
Dado que no es deseable la planificación paralela de tareas que no den
lugar a una mejora de rendimiento, se va a admitir la incorporación de in-
formación de granularidad, de manera que se impida la explotación paralela a
de las tareas de baja carga computacional. Se propondrá una estrategia que
impida la evaluación paralela de las tareas de baja granularidad.
En cuanto a la explotación de paralelismo nos basaremos en las imple- a
mentaciones eficientes de pilas para extender esta técnica al caso lógico-
funcional, de manera que se consiga un buen rendimiento del sistema prin- acipalmente en el cómputo hacia atrás. No obstante, también se retendránlas optimizaciones secuenciales de las máquinas funcion les, lógicas y lógico-
funcionales. Por ejemplo, la detección estática y dinámica de cómputos de-
terministas con reclamación impaciente de estructuras de control y el paso
de parámetros y resultados por pila, a
Sin embargo, no estamos interesados sólo en el nivel abstracto de cómputo, asino también en cómo realizar una arquitectura de soporte para las máquinasabstr ctas. Así, consideraremos una arquitectura de memoria co partida
para la explotación de paralelismo conjuntivo, puesto que son arquitecturas aque se han demostrado eficaces en la explotación de este tipo de paralelismo,en donde es frecuente el a ceso a d tos c mparti os.
Es también deseable realizar una validadón y análisis del sistema que arealizaremos mediante simulación. Puesto que estamos también interesadosen el análisis de su rendimiento, realizaremos una simulació tempor l a
bajo nivel que dé cuenta de los retardos en el acceso a memoria. Para ello ase usará un lenguaje de especificación que disponga de un modelo temporal
capaz de cumplir estos requisitos. Realizaremos la medida de diferentes
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En resumen, el propósito del trabajo se centra en contribuir a la viabili-
dad de uso de la programación lógico-funcionalcomo herramienta práctica
y eficiente en la resolución de problemas con fuerte componente declarativa.
Sumario
En este capítulo se ha introducido la programación lógico-funcional mediante
el lenguaje Babel, para el que desarrollaremos en los próximos capítulos el
sistema de identificación automática y explotación de paralelismo.













































En este capitulo se desarrolla un procedimiento para la extracción de pa-
ralelismo en programas secuenciales a partir de los grafos de dependencias
condicionales de cada regla del programa. Un grafo expresa las dependen-
cias locales de evaluación entre las expresiones de una regla. Se presentan
tres estrategias para la generación de reglas paralelas a partir de los grafos.
Cada estrategia establece un compromiso entre dos factores: paralelismo
identificado y coste de su identificación en tiempo de ejecución. Además, se
presenta un procedimiento para la incorporación de información de granu-
laridad de manera que se evite la evaluación paralela de expresiones de baja
carga computacional. El proceso de paralelización admite la simplificaci’on
de las reglas paralelas incorporando información global de independencia,
que obtenemos mediante el an’alisis descrito en el siguiente cap’itulo. Final-
mente, se realiza un estudio de alto nivel del rendimiento de las estrategias.
2.1 Paralelismo conjuntivo independiente en Ba-
bel
A partir de una regla secuencial de la versión impaciente de primer orden de
Babel’ como la definición de la derivada simbólica de la suma de funciones:
derive(U+V) := derive(U) + derive(V).
Se pretende transformarla en una regla paralela que haga explícito su
paralelismo implícito, por ejemplo en la siguiente:
Al considerar primer orden, se añaden paréntesis a los argumentos de las funciones y
constructoras de datos, mejorando la legibilidad.
25
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derive(U+V) := let (par Aí derive(U) aA2 :~ derive(V))
inA¡+ A2. a
Esta regla explicita que las expresiones derive(U) y derive(V) se pueden
evaluar en paralelo. Estas expresiones son subexpresiones de la expresión asuma (+), que se evalúa después de aquéllas. Sin embargo, esta es sólo una
de las posibles expresiones de paralelismo, en la que se ha identificado que
derive (U) y deriu<V) son efectivamente independientes. a
Dos expresiones son independientes si:
• no comparten variables lógicas en tiempo de ejecución y a
• la evaluación de una no depende del resultado de la otra.
La primera condición evita el problema que aparece cuando una variable, acomún a varias expresiones, se vincula a diferentes valores. Esta condición
es análoga a la que se impone en el caso de la programación lógica. La
segunda condición restringe el que una expresión se evalúe simultáneamente acon una de sus subexpresiones. Esta condición se impone para impedir las
suspensión de cómputo necesaria cuando el argumento funcional requiera la
respuesta computada de uno de sus descendientes en el árbol sintáctico de ala expresión. De otro modo, seria necesario gestionar la sincronización de
las tareas asignadas a la evaluación de expresiones arbitrarias. En nuestro
esquema, la sincronización se identifica y anota en tiempo de compilación. aEn [92] se propone una máquina para explotar paralelismo conjuntivo no
restringido, que es capaz de evaluar argumentos funcionales y sus subexpre-
siones en paralelo, eliminando las condiciones de independencia anteriores. aEn [95]se presenta un sistema en el que la segunda condición de indepen-
dencia se relaja de manera que un argumento funcional y sus descendientes
se pueden evaluar en paralelo. El análisis de las implementaciones de estos asistemas demostraría cuál es el costo de las tareas de gestión de la sincroni-
zación necesaria.
Si no se puede afirmar la independencia de ambas expresiones en la trans- aformación, podríamos generar la siguiente regla alternativa para el ejemplo
anterior.
derive(U+V) := let (cpar i(U,V)
A1 := derive(U)
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in A1 + A2.
En esta regla, la función i(U, 1’) es responsable de comprobar en tiempo
de ejecución la independencia entre las expresiones dedve(U) y derive(l/,),
lo que se reduce a comprobar si las variables U y 1/ son independientes.
Si lo son, la evaluación de las expresiones se realizará en paralelo, en ca-
so contrario se realizará secuencialmente. Sin embargo, cuando la carga
computacional (granularidad) de las expresiones independientes no alcance
una determinada cota, se planificarán secuencialmente, como en la siguiente
regla:
derive(U+V) :~ Iet (seq A1 := derive(U)
A2 := derive(V))
in A1 + A2.
En resumen, en la explotación de paralelismo hay que considerar dos
factores esenciales:
• Corrección. Es necesario asegurar que el cómputo paralelo calcula los
mismos resultados que el cómputo secuenciad, o lo que es igual, que se
preserve la semántica de los programas.
• Eficiencia. El cómputo paralelo de un programa debe, en el peor de los
casos, calcular el resultado en el mismo tiempo que el correspondiente
cómputo secuencial.
2.1.1 Modelo de evaluación paralela
En ~ta sección se presenta el modelo de evaluación paralela en el cómputo
hacia adelante y hacia atrás (backtracking) de expresiones con funciones
estrictas y no estrictas
2. Nuestro propósito es conservar el mismo conjunto
de respuestas y en el mismo orden que el mecanismo de evaluación secuencial,
pero en menor tiempo.
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Cómputo hacia adelante J
Si durante la evaluación de una expresión se alcanza un punto de activa-
ción de paralelismo3 (punto fork), se produce la evaluación paralela de las
expresiones correspondientes. Si consideramos que estas expresiones son J
argumentos de funciones estrictas, sólo pueden ocurrir dos situaciones:
• Se alcanza el punto de reunión (punto join). a
• La evaluación de alguna de las expresiones produce fallo y es necesario
activar el cómputo hacia atrás. a
Sin embargo, cuando consideramos la evaluación paralela de una función no
estricta, un fallo en la evaluación de alguno de sus argumentos no conduce
necesariamente a la activación del backtracking. Supongamos que se produz- a
ca fallo en el argumento e
1 de la función lógica conjunción (et, . . . , e1,..., ea).
Si se han evaluado todos los argumentos a su izquierda y es el único fallo
computado, entonces se debe activar el cómputo hacia atrás. En caso con- a
tramo, cuando resta laevaluación de al menos una expresión e~ a la izquierda
de e¿ (j <1), es posible que se produzca un resultado definitorio4 en la posi-ción más a la izquierda j para la función conjunción. Si el resultado de e~ es a
definitorio, sólo se tienen en cuenta las sustituciones debidas a la evaluación
de e
1,... , e~ y el cómputo hacia adelante puede continuar.
En nuestro esquema se admite la evaluación paralela de los argumen- a
tos de las funciones estrictas y las lógicas no estrictas. Sin embargo, no se
admite la evaluación paralela de los argumentos de la función no estricta
condicional, puesto que estamos interesados sólo en la explotación del para- a
lelismo conjuntivo. Si lo permitiésemos, estaríamos manejando una versión
de paralelismo disyuntivQ, puesto que las dos ramas del condicional compar-
ten en general variables, siendo necesario mantener diferentes sustituciones
hasta averiguar la rama efectiva para el cómputo.
En resumen, distinguimos los siguientes casos en el cómputo hacia ade-
lante: a
• Funciones estrictas:
Durante la evaluación paralela pueden ocurrir las siguiente& situacio-
_________________ a
nes:3Cumpliéndose lascondiciones necesarias para que se puedan evaluar en paralelo, i.e.,
de independencia y granularidad, que se introducirá más adelante. a4Un valor definitorio es el que es suficiente para dar un valor definido a una función.
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— Todos los argumentos se han evaluado.
Es este caso se continúa el cómputo hacia adelante (se ha alcan-
zado con éxito el punto join).
— Falda la evaluación de un argumento.
En este caso se activa el mecanismo de cómputo hacia atrás (no
se alcanza el punto join correspondiente).
• Funciones lógicas no estrictas (e, o... o e~, donde o representa la con-
junción (,) o la disyunción (;)):
Durante la evaluación paralela pueden ocurrir las siguientes situacio-
nes:
— Todos los argumentos se han evaluado.
Es este caso se continúa el cómputo hacia adelante (a lo sumo se
ha calculado un valor definitorio para el argumento ea).
— Falla la evaluación de un argumento e1:
Es necesario esperar a la evaluación de los argumentos a la iz-
quierda de e¡.
* Si se calcula un valor definitorio para una posición j (j < i),
tal que los valores k < j no son definitorios, se reanuda el
cómputo hacia adelante con las respuestas computadas co-
rrespondientes a e1,... , e~ (se ha alcanzado con éxito el pun-
to join).
* Si no se calcula este valor definitorio, se debe descartar la
evaluación del resto de argumentos, puesto que, al ser inde-
pendientes, no es posible que puedan generar otra sustitución
que impida el fallo de e~. En este caso, se activa el mecanismo
de cómputo hacia atrás (no se alcanza el punto join corres-
pondiente).
Cómputo hacia atrás
Cuando se ha calculado fallo para un argumento e1 de unafunción f(ei,. . . ,e¿,..., e~)
antes de alcamar el punto join, se actúa como en el caso secuenciad solici-
tando una nueva alternativa a la primera función a la izquierda de e1 que
disponga de ellas. Esto es válido tanto para funciones estrictas como para
las no estrictas en las que no se ha calculado un valor definitorio para e~.
Si el curso del backtracking alcanza el punto join de una evaluación para-
lela de los argumentos de una función estricta, entonces se debe solicitar una
a
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alternativa de la expresión más a la derecha que disponga de alternativas5 aSi no hay alternativas en la llamada paralela, se deben buscar otras alter-
nativas en expresiones anteriores (hayan sido evaluadas secuencialmente o
en paralelo). Si se encuentra tal expresión, se reactiva el cómputo hacia a
adelante a partir de la expresión e, con alternativas, permitiéndose la eva-
luación paralela de e~ con ~ ,e~. En el caso de que la llamada paralela
corresponda a una función lógica no estricta, se busca el primer argumento a
e¡ con alternativas a la izquierda del argumento definitorio (si no existe, se
busca a partir del e,,). Si se encuentra, se reanuda la evaluación paralela
hacia adelante de los argumentos ..... . , e,,6. a
En la activación del cómputo hacia atrás, se produce una búsqueda de
la última expresión e con alternativas. Distinguimos los siguientes casos:
• La expresión corresponde a una llamada secuencial:
Se actúa como en el caso secuencial, i.el, se descartan las vinculaciones
hasta la ekpresión e que dispongade alternativas y se solicita una nueva a
reanudándose el cómputo hacia adelante.
• La expresión corresponde a una llamada paralela: 3
— Si la llamada paralela corresponde a la evaluacion de los argu-
mentos de una función estricta, se solícita una nueva alternati-
va para e, descartándose todos los cómputos a partir de e. A 3
continuación, se reanuda el cómputo hacia adelante mediante la
evaluación paralela de e y el resto de argumentos a su derecha. a
— Si la llamada paralela corresponde a la evaluación de los argu-
mentos de una función lógica no estricta, se solicíta una nueva
alternativa para e. Se descartan todos los cómputos a partir de ae hasta el argumento definitorio más a la izquierda. A continua-
ción, se reanuda cl cómputo hacia adelante mediante la evaluación
paralela de e y el resto de argumentos a su derecha. a
Esta descripción completa la presentación del modelo de evaluación pa-
raída para funciones estrictas y predefinidas no estrictas. En los próximos aapartados, presentaremos cómé identificamos y expresamos el paralelismoimplícito en las réglas Babel, dando definici nesformales para os conceptos
que se han introducido (expresiones paralelas, independencia, ...). a5Este comportamiento es similar al caso de la programación lógica descrito en ¡71].
6Nótese que es posible optimizar el esquema de backtracking evitando el descarte de los
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2.1.2 Expresión de dependencias: el grafo de dependencias
condicionales (CDC)
El CDC es una estructura que expresa el orden en que pueden evaluarse las
subexpresiones de una regla debido a las dependencias locales. Usaremos
este grafo para identificar el paralelismo de las reglas y expresarlo en reglas
paralelas.
Parte del trabajo de este capítulo es una extensión a la programación
lógico-funcional de las ideas de Jacobs et al. expuestas en [86], por lo que
hemos mantenido parte de la notación allí introducida. Por ejemplo, utiliza-
mos la misma notación para el grafo de dependencias condicionales (CDC)
y algunas funciones de transformación, si bien el CDC es una estructura
comúnmente utilizada en la expresión de dependencias como en [50,122].
Unidades evaluables (PEUs)
Definiciones previas:
• Una variable auxiliar (A1 E AVar) es una variable lógica que no
pertenece al conjunto de las variables lógicas (Var) del programa
(Var fl AVar = It).
• Una expresión extendida es unaexpresión que puede contener variables
auxiliares.
Definimos una PEU corno la asignación de una variable auxiliar A1 a
una expresión extendida e, i.e., la asignación A1 := e. Los argumentos de
e pueden ser variables, términos de datos o variables auxiliares. Hay una
PEU para cada símbolo de función de una parte derecha de una regla (Ms)
excepto para la función raíz
7 (si existe).
Ejemplo 1. PEUs asociadas a una Ms.
rhs d(a(X, b(Y)), c(X, Y), «X)) , donde a, b, e y d son símbolos
de función y t es un símbolo de constructora. Las PELAS asocia-
das a esta expresión son:
A
1 :=b(Y) A2:=a(X,Aí) A3 :=c(X,Y)
Donde A,, A2 y A3 son variables auxiliares nuevas.
TNo hay necesidad de construir una PEU para la función raíz de una rhs, ya que no se
puede evaluar en paralelo con ninguna otra PEU de la misma regla. Esta imposición se
deriva de la segunda condición de dependencia.
a
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Grafa de dependencias condicionales J
El CDC expresa las dependencias de evaluación entre las PEUs asociadas a
una regla, de forma que se cumplan dos restricciones naturales: a• Las expresiones dependientes no se deben evaluar simultáneamente.
• Las expresiones dependientes deben preservar el orden de evaluación ainnermost.
Antes de dar su definición daremos unas definiciones previas.
• Independencia entre variables auxiliares8:
— A
1 depende de Api # ~, si A~ aparece en la subexpresión asig- anada a A1 (relación transitiva).
— A, depende condicionalmente de Api # ~, si A1 y A~ están vin- a
culadas a términos no básicos
9 (relación transitiva y simétrica).
Ejemplo 2. Dependencia entre FEUs. aSiguiendo el ejemplo 1, tenemos:
A
2 depende de A1
A2 depende condicionalmente de A1 aA3 depende condicionalmente de A12
• Independencia entre variables lógicas. J
Dos variables lógicas X e Y son independientes si los términos a los
que se instancian no comparten variables.
Ejemplo 3. Dependencia entre variables lógicas.
En el ejemplo 1 observamos que Y y X son independientes apara la sustitución {X/t(Z), Y/9} y dependientes para lasustitución (X/s(Z),Y/t(Z)}.
• Orden natumí entre PEUs. j
A diferencia del orden total que se puede establecer entre los objetivos
de Prolog, de izquierda a derecha, no es posible establecerlo en un
8Esta independencia se deriva de las condiciones de dependencia expuestas
anteriormente.
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lenguaje lógico-funcional con funciones predefinidas no estrictas. Estas
funciones son el condicional, el bicondicional o las lógicas (conjunción
y disyunción). Sin embargo, sí se puede establecer un orden parcial
inducido por el mecanismo de evaluación impaciente. Decimos que
una PEU u es anterior a (o está a la izquierda de) otra PEU y si el
mecanismo de evaluación impaciente evalúa la subexpresión de ti antes
de la subexpresión de u. Se puede definir entonces la función nat(P, u),
que devuelve la tupía de PELAs hasta el nodo u del CDC E’ según el
orden de evaluación impaciente.
• Condición simple.
Una condición simple puede ser:
— true, que representa el valor lógico cierto.
— false, que representa el valor lógico falso.
— i(X, Y), cuyo valor lógico es ¿me si la variable lógica X es inde-
pendiente de Y y false en caso contrario.
— g(X)’0, cuyo valor lógico es true si la variable X es básica.
Definición del CDC Un CDC es un grafo dirigido acíclico cuyos nodos
son las PEUs asociadas a la parte derecha de una regla, que cumple las
siguientes condiciones. Para las PEUs u A~j := E~ y u A
1 :=
1. Hay arcos incondicionales (sin etiquetar) de ti a u si:
• A1 depende de A~ y
• u es anterior a u.
2. Hay arcos condicionales (etiquetados con una condición simple e) de
u a u si:
• A, depende condicionalmente de 4j y
• u es anterior a u.
Estos arcos se etiquetan con las siguientes condiciones simples:
(a) í(X,X),VX tal que X E A1,X E A,. (X e zt si la variable
lógica X aparece en lasubexpresión asignada a la variable auxiliar
A1).
‘
0Sinónimo de i(X, X).
a
34 Capítulo 2. Paralelización de Babel J
(b) «X,Y),VX tal queX E A1,X « A, yVY tal que Y ~ A1,Y e a
3. Hay arcos etiquetados con 2’ de u a y sí: a
(a) u A1 := A11 -~ A,2 (condicional) y y A12 := e, siendo e la
expresión extendida asociada al segundo argumento de —+ /212. J
(b) u A1 := A11 —* A12CA~ (bicondicional) y y 42 :~ e, siendo
e la expresión extendida asociada al segundo argumento de —* /3. a
(c) u A. := A11,A12 (conjunción) y y A12 := e, siendo e la
expresión extendida asociada al segundo argumento de ,/2. a
4. Hay arcos etiquetados con F de u a y sí:
(a) u A1 := A11 —* A12OA~3 y u := e, siendo e la expresión a
extendida asociada al tercer argumento de —* /3.
(b) u A1 := A¡1; A12 (disyunción) y u 42 := e, siendo e la a
expresión extendida asociada al segundo argumento de /2.
Ejemplo 4. CDG asociado a la rhs de una regla Babel. a
La rhs de la regla h(X, Y) := u(a(X), b(Y), (c —* sOt), d(X, Y)).
(donde a, b, c, d, f y h son símbolos de función, y s, t y u son a
símbolos de constructora) tiene asociado el CDC de la figura 2.1. a
A,:=afX)
¡¿‘XX,) g<’X) A:=-./3 F a
A~=b(Y)—~p-A7:=d(X~Y) A;=c A4:=s
Figura 2.1: CDC. a
‘‘La inclusión de «XX) evita la necesidad de arcos etiquetados como «XX> entre A, a
y A~, dado X e A,,X E A, y Y tal que Ye A~, Y ~ .4,.
‘
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Modelo de ejecución paralela de CDCs La ejecución de un CDC es
un proceso cíclico en el que cada ciclo comienza tan pronto como finaliza la
evaluación de una PEU. Un ciclo se compone de los siguientes pasos:
1. Eliminación de arcos:
• Se eliminan todos los arcos cuyo origen haya sido evaluado.
• Se elimina el arco de entrada 2’ a cada nodo cuyo nodo padre
tenga su primer hijo evaluado a true.
• Se elimina el arco de entrada E a cada nodo cuyo nodo padre
tenga su primer hijo evaluado a false.
2. Llamada al mecanismo de estrechamiento para las subexpresiones de
las PEUs a las que no llegan arcos.
2.1.3 Transformaciones del CDC
En esta sección presentamos una serie de transformaciones que aplicamos a
los CDGs con los siguientes objetivos:
1. Simplificación de las condiciones con información global.
2. Incorporación de información de granularidad.
Para ello introducimos en primer lugar algunos conceptos que serán ne-
cesanos para las transformaciones.
• Un hecho es una relación entre dos variables lógicas que represen-
ta la independencia entre ellas. i(X, Y) representa que X e Y son
independientes’3. d(X, Y) representa que X e Y son dependientes.
• Un contezto C de un CDC r es un conjunto de hechos que son ciertos
antes de la evaluación de 1’.
• Un ECDG es un grafo de dependencias condicionales extendido con
un contexto.
‘3tltilizamos la misma sintaxis para hechos y para condiciones. Sin embargo, esto no
provoca ambigúedad puesto que el significado se deduce trivialmente.
a
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A continuación definimos una serie de funciones para manejar contextos ay simplificar CDGs’4.
1. Función maintained facts (mi). aEsta función devuelve el conjunto de hechos que se conocen como cier-
tos en tiempo de compilacióndespués de laevaluación de una expresión
bajo un contexto. mf extiende un contexto C con los hechos de in- a
dependencia derivados de la basicidad de los términos instanciados a
las variables lógicas. Esta función elimina del contexto los hechos que
no se pueden asegurar como ciertos después de la evaluación de una a
PEU.
Esta función hace uso de una estructura que almacena una entrada apara cada llamada a función del programa. Cada entrada contiene
los modos de las variables de una función después de su evaluación.
Esta información se dispone como pares X/9round, XI Y o X/top. El apar X/ground significa que la variable X se instanciará en tiempo de
ejecución a un término básico. El par X/Y significa que la variable X
es dependiente de la variable Y. El par X/top significa que la variable aX puede ser instanciada en tiempo de ejecución a cualquier término~5
La especificación de la función mf es la ~iguiente: a
mf(C,F) = {i(X,v) tal que X/ground E mt(F)}vvcvp
U{f(X, Y) tal que X/ground ~ mt(F), Y/ground «
mt(F),i(X,VF) C,i(Y, Vp) q C}vf(xy)Ec a
Donde Vp es el conjunto de variables lógicas de la función F, f(X, Y) a
denota un hecho genérico acerca de las variables X e Y (i.e., i(X, Y) o
d(X, Y)), Ces un contexto e i(X, Vr) denota Uvvícv{i(X, u» tal que i(X, u)
1 E
C}.
2. Función Post a
Devuelve el conjunto de hechos mantenidos tras la ejecución de un a
“‘A. partir de este momento, consideramos CDGs en donde sólo aparecen funciones
estrictas. En la sección 2.2.3 mostraremos cómo manejar en este marco las funciones
predefinidas no estrictas. Sin embargo, esto no implica falta de generalidad del marco.
Alternativamente, las funciones predefinidás no estrictas se podrían haber considerado
desde este momento, a
‘
5Como veremos en el capítulo 3, estos pares se derivan directamente de las sustítucíones
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CDC bajo un determinado contexto. Se calcula como los hechos que se
mantienen tras la ejecución de los nodos del CDC en el orden natural.
post(C,r) ={ post(t’ si nat(r) =<>— {ví},mf(ví,C)) tal que nat(I’,ví) =< u1 > e.o.c.
El sentido del operador ‘-‘ sobre un grafo 1’ y un conjunto de nodos V
es el siguiente:
r — V < Vr — V,E’ >, donde:
f’ < Vr’,E >,E’ = u,c,v >6 E/BTu E V,v E V.
El operador ‘-‘, por lo tanto, está sobrecargado para las operaciones
de diferencia de conjuntos (como en Vr — V) y eliminación de nodos
de un grafo (como en E’ — t/).
3. Función simplify. Esta función devuelve el CDC E’ simplificado bajo
el contexto C. La simplificación consiste en la eliminación de los arcos
cuyas condiciones se satisfacen
16 bajo C.
Introducimos la función de evaluación de condiciones eval de una con-
dición c bajo un contexto C.S false sic = i(X, Y), d(X, Y) eC
eval(c, C) = true si c = i(X, Y), i(X, Y) E C
c e.o.c.
La especificación de la función de simplificación es la siguiente:
simplify(l’,C) =< V,C, >, donde E’ =< V,E>,
= {< ~ > talque c u
1,c,vj >6 E,nat(r,v~) =< u1,...>
,eval(c,C) = tnie} U E,} > y simplify(E’— < ~ >,C) =<
V,E8 >17
‘
6Es decir, se interpretan como ciertas.
‘7E1 operador ‘-‘ se ha sobrecargado también para la eliminación de arcos de un grato.
Nótese que se sigue el orden natural de los nados en 1’ cuando se aplica la función eval.
Esto es necesario puesto que, en caso contrario, se podrían invalidar hechos del contexto
tras la evaluación de una PEU, como se puede comprobar en el siguiente ejemplo.
Ejemplo 5.
X es una variable libre en la regla ¡¡(Y) t(a(X,Y),b(Y),c(X))., cuyo con-
texto inicial es {í(X, Y)}. Tras la evaluación de a(X, Y), 1(X, Y) se elimina
del contexto.
a
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Transformación basada en las variables libres a
Las variables libres son las que no aparecen en la parte izquierda de una
regla. La PEUp que contenga la primera aparición de una variable libre X a
es independiente (con respecto a X) de las. PEUs anteriores, puesto que no
es posible que se haya producido aliasing’8 con otras variables. Este aliasing
es sólo posible a partir de la evaluación de la PEU p. El procedimiento de a
construcción del CDC genera arcos con condiciones de independencia sobre
las primeras apariciones de estas variables. El propósito de esta transfor-
mación es la eliminación de estos arcos, puesto que se conoce en tiempo de a
compilación la independencia de la primera aparición de una variable libre
de las variables que aparecen en las PEUs anteriores. Además, ya ~ue la
PEU p que contenga la primera aparición de una variable libre X es la ge- j
neradora de la instanciación de X, hasta que no se haya evaluado p, no es
posible conocer si X puede ser independiente de las variables que aparezcan
en PEUs posteriores y, en particular, de sí misma, esto es, que sea básica. J
Esto significa que los arcos que salgan dep con una condición de independen-
cia sobre X se pueden etiquetar con la condición false’9. La especificación
de la función de transformación de variables libres (fvt) es la siguiente20: J
fvt(I’) = E” ,donde E’ =< V,E >,r’ =< V,E’ >, siendo:
0= J
E — {< v
1,i(X,Y),v1 >6 E tal que X E vars(v1),X E 8,occ(X,v~,E’) =
1 }u
{< v¡,false,v~ > tal que X E ¿,< v¿,i(X,X), vj >6 E,occ(X,v1,f)
{<v¡,i(X,Y),u~ >6 E tal que X e vars(v1),X E 8,occ(X,v~,L’) = 1>
Donde £ es el conjunto de variables libres de r y occ(X, y, E’) es la función J
que devuelve el número de nodos en los que ha aparecido X hasta el nodo
t’, según el orden parcial de 1’. a
‘
8Hay a¿ío.síng entre dos variables si los términos a los que están ligadas comparten
variables.
‘9No hay lugar de preguntarse acerca de si es posible iniciar la evaluación paralela dep y
una PEU posterior que contenga a X, puesto que el grato transformado es seinánticamente
equivalente al original. a
20Obviamente, esta transformación puede eliminarse y en su lugar modificar el procedi-
miento de obtención del CDG. Sin embargo, hemos mantenido aislada esta transformación
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Transformación basada en información de independencia
Con un análisis global es posible inferir la independencia de variables como
veremos en el capítulo 3. En concreto, se puede conocer el estado de inde-
pendencia o dependencia de las variables antes y después de la evaluación
de una PEU y, en particular, en el punto previo a la evaluación de una re-
gla. Esta información se puede incorporar al CDC inicial y transformarlo
de manera que se simplifiquen las condiciones que se conozcan en tiempo
de compilación gracias al análisis de independencia21, que es el propósito de
esta transformación. Para ello se simplifica el CDC inicial con los hechos
derivados de la información independencia. La función df (derived facts)
calcula los hechos que se pueden inferir de la información de independencia
en mt. Su especificación es la siguiente:
df(F) {c tal que X/ground 6 rnt(F)}vCE~(x,vF)U
{d(X,Y) tal que X/Y E mt(F)}
La especificación de la función de transformación basada en información
de independencia (ibt) es la siguiente:
ibt(E’) = E”, siendo:
E” = sirr¿plify(E’, C) y C = df(F) es el conjunto de hechos derivados de la
información de independencia en el punto previo a la evaluación del caso E
correspondiente a la función definida por la regla.
Transformación basada en información de granularidad
La granularidad es una medida de la carga de proceso que una tarea va
a generar al ser evaluada. No se debe permitir la explotación paralela de
tareas cuyo coste de planificación sea superior a la ganancia que se obtiene
por la evaluación paralela. Por lo tanto, es interesante proporcionar un
mecanismo que evite la explotación paralela de PEUs cuya granularidad no
sea suficiente para obtener una ganancia de velocidad.
En diferentes ámbitos se han presentado trabajos relativos a la estima-
ción de granularidad. Por ejemplo, en programación funcional se han pre-
sentado varios trabajos sobre análisis de complejidad22 [131, 136, 15, 159, 76,
1131. En programación lógica se han propuesto análisis que son inherente-
mente más complejos debido al indeterminismo provocado por las variables
lógicas [153, 47, 48, 49, 103, 104].
21Y eventualmente, a una anotación manual, que si bien no se descarta, no se aconseja.
22La complejidad es un término que se emplea en programación funcional, análogo al
término granularidad que se emplea en el ámbito de la programación lógica.
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Con la presente transformación, permitimos la inclusión de la informa-
ción de granularidad derivada de un análisis estático o de una anotación
manual. Asumimos que las PEUs23 con una carga computacional inferior
a una determinada cota se han anotado como nodos de grano fino y el res- Jto como nodos de grano grueso. Mediante esta transformación evitamos la
paralelización de los nodos de grano fino. El objetivo es secuencializar el
cómputo de los nodos de grano fino que pertenezcan a un determinado CDC.
Sin embargo, un grupo secuencializado de nodos de grano fino si puede tener
suficiente carga computacional (suficiente grano) como para ser evaluados
en paralelo con otras tareas. El problema que resolvemos es cómo secuen- J
cializar los nodos de grano fino de una manera razonable. No es posibledar una solución óptima en tiempo de compilación a este problema, pues-
to que no se tiene una medida certera de la carga computacional, sino de u
una determinada cota superior. Por otra parte, hay que considerar que laidentificación de paralelismo en tiempo de ejecución pasa por la evaluación
de condiciones de independencia entre nodos o grupos de nodos. La manera u
en que se agrupen nodos afectará a la independencia condicional entre otros
grupos de nodos. La identificación de paralelismo debe ser lo más rápida
posible para no restar rendimiento a su explotación. Por lo tanto, una de
nuestras premisas en la agrupación de nodos es que las condiciones entre
grupos de nodos que se deben resolver en tiempo de ejecución sean fáciles
de evaluar. A continuación propondremos una estrategia que se basa en los u
siguientes puntos:
• Secuencialización de los nodos en el orden natural. Este criterio está
justificado porque la instanciación de las variables lógicas es mayor,
en general, a medida que se resuelven subexpresiones en el orden na-
tural. Por otra parte, el proceso de agrupación de nodos se simplifica,
puesto que al no considerar un orden arbitrario, se evita una explora-
ción de independencias entre grupos, lo que supone una complejidad
exponencial del algoritmo. J
• Los grupos de grano fino se secuencializan con nodos de grano grueso,
de manera que la independencia entre grupos se rompa lo menos po- u
siNe. Para ello se permite dividir un grupo de nodos de grano fino en
dos, de manera que uno de los grupos se secuencializa con un nodo de
grano grueso anterior y el otro se secuencializa con un nodo de grano
_________________ u
grueso posterior.
23A partir de aquí también nos referiremos a las PELAs como nodos.
u
u
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Descripción de la estrategia Sea C el conjunto de nodos de grano grue-
so de un CDC E’ y Tel conjunto de modos de grano fino del mismo CDC E’.
Según el orden natural, en general encontramos grupos de modos pertene-
cient~s a C alternados con grupos de nodos pertenecientes a Y. Dividimos
un grupo de modos 0 perteneciente a Yen dos subgrupos 0, y 02. Secuen-
cializamos C~ con el nodo u1, perteneciente a C, inmediatamente anterior a
O en el orden natural. De igual forma, secuencializamos 02 con el nodo u~,
perteneciente a C, inmediatamente posterior a O en el orden natural. Sea
Oí = O, u u~ y 02 = 02 U ni. Los subgrupos 0~ y 02 se eligen de forma
que las condiciones que etiquetan los arcos de O, a 02 sean condiciones
de independencia de bajo coste, de manera que si se genera una condición
de independencia que haya que resolver en tiempo de ejecución, se trate
de una condición rápida de evaluar. Esta estrategia es una instancia de la
solución al problema no decidible más general cuando se considera un orden
arbitrario en la agrupación de nodos.
La especificación formal de la transformación basada en información de
granularidad es la siguiente:
tgi<E’) =< V,E’>, donde E’ =< V,E>
Elconjunto de arcos E’ resultado de la transformación se calcula en base
al conjunto E” que se especifica a continuación.{ E -‘2v~ E Y
E” — link(V) -‘Bv1 E C
EU link({ví,. . .,u¡}) IJ slink({v1,... ,v~}) y1,... ,víj e Y,v~ E C
EUslink({ví,...,v~}) e.o.c.
E” es el conjunto de arcos que son resultado de la aplicación de la estra-
tegia propuesta.
E’ = E’> — y1, c,v~j >6 E tal que <u2, false, vj >6 E”,c # false}
La función link(V) se limita a secuencializar los nodos en el conjunto V
según el orden natural.
link<V) = {< ví,false,v2 >}UUnk<{v2,... ,v~}),nat(V) =< y1,... ,v,, >
La función slink secuencializa los nodos de V según la estrategia pro-
puesta. En la figura 2.2 se muestran ordenados cada uno de los casos que
distingue. Los casos del 1 al 5 en la figura se encuentran ordenados de arriba
a abajo en la especificación formal de slink. La secuencialización se muestra
con un arco —* que conecta dos nodos u y u como u —* u, que significa que la
evaluación de u es posterior a la evaluación de u. Las llaves encierran nodos
que pertenecen a un determinado grupo de nodos, i.e., a los conjuntos C y
Y, nodos de grano grueso y nodos de grano fino, respectivamente. En el
primer caso no hay secuencialización porque todos los nodos de V son de
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grano grueso. En el siguiente caso se asume que hay un número determinado
de nodos de grano grueso seguidos en el orden natural por un conjunto de
riodos de grano fino. En este segundo caso se secuencializan los nodos de
grano fino con el nodo de grano grueso más a la derecha. Los casos tercero
y cuarto distinguen la situación en que un nodo de grano fino se encuentra
entre dos conjuntos de nodos de grano grueso. El nodo de grano grueso se
asocia con el nodo de grano grueso a su izquierda o derecha (caso 3 o 4, res-
pectivamnente) de manera que la dependencia condicional se rompa lo menos
posible, lo cual se calcula mediante la función weight. El último caso recoge
la situación en la que un conjunto de nodos de grano fino se encuentra entre
dos conjuntos de grano grueso. La estrategia propuesta se aplica en este
caso de [a siguiente forma:
• Se secuencializan los nodos de grano fino en dos grupos. El grupo de la
izquierda se secuencializa con el nodo de grano grueso inmediatamente
a su izquierda.
• El grupo de nodos de grano fino de la derecha se secuencializa con el
nodo de grano grueso inmediatamente a su derecha.
La estrategia se aplica recursivamente al conjunto de nodos a la derecha
que restan (donde, obviamente, el nodo más a la izquierda es un nodo de
grano grueso). Nótese que el nodo más a la izquierda en el orden natural
del conjunto y, argumento de .slink, es de grano grueso.
La espécificaci’on de esta funci’on es la siguiente:
{}
.slink(V) =
si -‘2v~ E Y,v1 6 V
si vi,... ,v, E Y,v1 = leftmost(V,Y)
link({v¡...i,v¡}) U slink({v1+i,. . .
si v~ = leftmost(V,Y),v¡+t E C,
weight({v1..i}, {v¿,ví+í}) =~weight({v11 , v~}, {v~+í})
link({v~,v1+j}) U slink({v1+j,.. .
si y1 = le!tmost(V,Y),v1+í E C,
weight(4Jjví~}, (v¡,v1±í})<~» weight({v1í,v¡}, {ví+l})
link({v11,... ,vu...í}) U link({v¿,... ,vk+í})
Uslink({vk#í,. .. ,v,4)
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Figura 2.2: Distinción de casos de la función slink.
A continuación damos las especificaciones que restan.
• min(V,N).
Esta función devuelve el nodo y1 de V más a la izquierda en el orden
natural de los modos de V.
• Orden parcial >,» (más costoso de evaluar).
Una condición de basicidad es, en general, menos costosa de evaluar
en tiempo de ejecución que una condición de independencia entre dos
variables diferentes. Como es imposible conocer en tiempo de com-
pilación si una condición simple de independencia es menos costosa
que una condición de basicidad (conjunción de condiciones simples de
basicidad), hemos tomado el criterio de asignar un “peso” mayor a
una condición simple de independencia frente a cualquier número de
condiciones de basicidad. Esta función hace uso de un orden parcial
que da cuenta del costo de evaluación de condiciones. Así, definimos
el orden parcial >,,., sobre {T,A,B,L} como
24:
T >‘, A >~» L
T >~, B >» L
izA + mB =,»n’A + m’B si y sólo si n > n’ m > m’
izB >» mA
y y —av —~ —~v y —*...—---.~v——-~v y
¡ ¿-1 ¡-1 ¡ k k+¡~ n
Y-e 7
5
24En lo que sigue, nX significan veces X y m,n,m’,n’ son números naturales.




Figura 2.3: Orden parcial de pesos asignados a la evaluación de condiciones.
Donde T es la cota superior del orden parcial (pesosuperior a cualquier
otro), L es la cota inferior del orden parcial (peso inferior a cualquier
otro), A es el peso asociado a la evaluación de una condición de ba-
sicidad y .8 es el peso asociado a la evaluación de una condición de
independencia. La figura 2.3 representa el orden parcial descrito, en
donde una flecha X —* Y representa que X es más costoso de evaluar
que Y.
• Suma de pesos (E).
Esta función es necesaria para la suma de los pesos de las condiciones
que etiquetan los arcos. Su definición es:
E {L,x1,. . .,z,,} = 2{x¡,...
E{xí,x2,...,z~}=z1+~{x2,...,x~}talquex1 6 {A,B}
• weight. y2) es una función que calcula el “peso” de las condiciones J
que etiquetan los arcos que conectan los conjuntos V1 y V2.
weight(Ví, Vra) = E{wc(ci)}vu~v1,vvev2 tal que <u,c1,v>EE, donde: J
wc(c) =[ sic=z(X,X)
B sic = z<X, Y)
2.2 Obtención de reglas Babel paralelas
En esta sección veremos cómo obtener reglas paralelas Babel a partir de los
CDC que expresen el paralelismo identificado estáticamente.
J
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El modelo de ejecución de un CDC explota el paralelismo máximo de
una regla. Sin embargo, la implementación de este modelo es ineficiente
porque en cada ciclo de ejecución es necesario comprobar las condiciones
de independencia. En su lugar, las PEUs se agrupan de modo que estas
comprobaciones sólo se realizan cuando finaliza la evaluación de algún gru-
po. El problema de la agrupación no admite solución óptima en tiempo de
compilación, por lo que presentaremos diferentes estrategias.
En primer lugar, veremos unas reglas de transformación que se aplican
a los CDC para dividirlos y especializarlos. A continuación presentamos
las estrategias de agrupación. Por último, veremos la transformación de las
reglas secuenciales Babel en paralelas, de modo que expresen el paralelismo
identificado.
2.2.1 Reglas de transformación
Antes de presentar las reglas de transformación, introduciremos dos nuevos
tipos de expresiones que apareceran en las transformaciones del CDC. En
primer lugar, se definen inductivaniente las expresiones de grafo de ejecución
(LOEs).
• Una PEUes una LOE.
• Para las LOEs E1,..., E,, y la condición P (conjunción de condiciones
simples sobre variables), las siguientes expresiones son también LOEs:
— (par E1...E,~,)
— (seq £1 ... E,,)
— (if P £~ £2)
— (cparPEi...E¡,)
La evaluación de una EGE se realiza en profundidad y de izquierda a
derecha. La evaluación de una expresión par activa la evaluación paralela
de sus argumentos. La evaluación de una expresión seq activa la evaluación
secuencial de sus argumentos. La evaluación de una expresión if activa la
evaluación de ~u segundo argumento en el caso de que la condición repre-
sentada en su primer argumento se satisfága y la de su tercer argumento en
caso contrario. La expresión cpar es una abreviatura de:
(if P (par Eí .. . E¡<) (seq E~ . . . E~j)
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El segundo tipo de expresiones que introducimos son las expresiones
híbridas (expresiones HE), que son LOEs, en las que, además de PLUs,
pueden aparecer alternativamente ECDCS.
Las reglas de transformación son las siguentes:
1. Split.
Esta regla devuelve una expresión híbrida resultado de dividir el LCDO
en dos subgrafos E’í y £2. La idea es dividir el grafo en Fí y £2, tal
que en el peor de los casos, E’2 se ejecute después de E’1. Por ello, no
se admiten arcos de E’2 a £1, puesto que en otro caso y, en general,
algunas REUs de E’1 deberían esperar por PLUs de £2. Si no hay ar-
cos entre E’~ y £~, ambos subgrafos pueden evaluarse en paralelo. Si
los arcos entre fh y £2 no se pueden satisfacer bajo el contexto
25, la
evaluación de £2 debe esperar a la evaluación de E’~, puesto que se ha
detectado en tiempo de compilación la dependencia entre £1 y £2. Si
las condiciones de independencia entre E’~ y E’ra no se pueden evaluar
a true o a false, entonces se evalúan estas condiciones en tiempo de
ejecución para comprobar si es posible una evaluación paralela de los
grafosÉt y E’ra.
Antes de dar la especificación formal de la regla split, introducimos la
función de evaluación de condiciones con de un conjunto x de condi-
ciones simples bajo un contexto O.
con(x,C) = A eval(cj,C)
C,Ex
La especificación de la regla split es la siguiente:
parA
1 =< E’1,C> A2 =< £2,0>f si —‘B < u,c,v >6 E tal que u 6 Ví,v EV2
= seqAi =< E’~,C> A2 =< E’2,post(C,E’í)>
P—,L,2 si con(x, 0) = false
cpar~A1 =< £1,0> A2 =< E’~,post(C,E’í)>1 e.o.c.
Donde:
—< E’, O >, E’ =< V, E >, Pí =< tú; Eí >, £2 =< I’2, £~>
V=V1uV2,V1flV2=Q~,E’1=E’—V2
25Esto es, A<~,
0,~>652eva1(c,C) = false, donde r2 =< V2,E2 >.
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x es el conjunto de cada una de las condiciones simples que etiquetan
los arcos de E’í a Fra:
y=~ctalque <u,c,v>EE,uEVí,vEV2}
A1 y Ara son variables auxiliares nuevas y distintas.
La aplicación de esta regla de transformación sobre un grafo produce
el particionamiento en dos subgrafos, por lo que el tamaño de la ex-
presión resultante no aumenta. Los subgrafos están relacionados con
la constructora seq, par o cpar, que expresan su evaluación secuencial,
paralela o condicional respectivamente.
2. If.
Esta regla genera una expresión con dos grafos especializados bajo la
suposición de que una determinada condición se evalúe en tiempo de
ejecución a true o a false. Se aplica sobre un graSo y una condición
simple, generando una expresión if cuyos argumentos son: la condi-
ción simple, el subgrafo que se deriva de asumir cierta la condición y
el subgrafo derivado de asumir faisa la condición.
La especificación formal de la regla if es la siguiente:
if(c,~) = (4 e then <simplífy(l’,C¿),Ct>
else < simplify(I’, Ci), 01 >0
Donde:
E =< E’,C >,C~ = ext(E,c),C1 = ezt(3,-’c)
La función ext(3, c) devuelve el contexto O de 3, extendido con los
hechos que se pueden derivar de que la condición e se satisfaga. Su
especificación formal es la siguiente:
ezt(3,c) ={ {i(X,Y)}tJC sic = i(X, Y)
{í(X,X)} U {í(X,v)}v~EVOT,(r) U O sic = i(X,X)
{d(X, Y),d(X,X),d(Y, Y)> u O sic = -‘i(X, Y)
{d(X,X)} U fd(X,v)}~tjevars(r> tal que i(X,v)ECUC si c= —~i(X,X)
La aplicación de la regla 1! genera expresiones en donde, además de
incluir la constructora if, se generan expresiones para el graSo bajo
dos asunciones diferentes, esto es, duplica el tamaño del código.
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2.2.2 Estrategias de transformación
En esta sección se presentan tres estrategias de transformación. En el diseño
de las estrategias hemos considerado dos factores opuestos:
• Explotar el máximo paralelismo.
• Limitar el coste de su detección en tiempo de ejecución.
Para explotar el m’aximno paralelismo es necesario incorporar en las reglas
paralelas condiciones de independencia costosas de evaluar en tiempo de eje-
cuci’on. Por ello es necesario limitar esta sobrecarga al tiempo de ejecuci’on
para no degradar el rendimiento, a costa de reducir las oportunidades de
paralelismo. En base a estos dos factores se desarrollan tres estrategias:
1. Paralelismo incondicional. Mediante esta estrategia sólo se permite
la explotación paralela de PLUs cuya independencia se conozca en
tiempo de compilación. Por lo tanto, las LOEs que se generan con
esta estrategia no incorporan condiciones de independencia, por lo que
no se invierte ningún esfuerzo en tiempo de ejecución en la detección
de paralelismo. Esta estrategia prima el segundo factor, sin tener en
cuenta el primero.
2. Paralelismo máximo. Con esta estrategia se busca la expresión de
todas las oportunidades de paralelismo presentes en un determinado
CDC, sin importar el número de condiciones en tiempo de ejecución
que sea necesario para ello. Esta estrategia sólo tiene en cuenta el
primer factor.
3. Paralelismo básico. Con esta estrategia se trata de detectar en tiem-
PO de ejecución las oportunidades de paralelismo sólo con condiciones
de basicidad. En general, el coste de identificación de paralelismo es
inferior al de la segunda estrategia y superior al de la primera, de-
tectándose menores oportunidades de paralelismo que en la segunda
pero mayores que en la primera. Esta estrategia supone un compro-
miso entre los dos factores.
Antes de presentar la especificación formal de las estrategias, introduci-
remos un paso intermedio para la identificación del paralelismo incondicional
que se puede detectar en undeterminado LCDO. Con este paso se identifican
aquellos nodos cuya dependencia o independencia se conoce en tiempo de
compilación, por lo que deben evaluarse secuencialniente o pueden evaluarse
en paralelo, respectivamente.
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Paso de identificación de paralelismo incondicional
Los componentes conexos de un determinado LCDO se pueden evaluar en
paralelo puesto que no hay arcos entre ellos. Denominamos U al conjunto
de modos u1 con arcos de salida insatisfactibles bajo un contexto 026 y iV
al conjunto de nodos a los que llegan arcos de nodos pertencientes a EJ. El
conjunto de modos U se debe evaluar después de los nodos de N. Los nodos
Ul se pueden evaluar en paralelo puesto que no hay dependencias entre ellos.
Sin embargo, algunos arcos entre U y IV se pueden satisfacer después de la
evaluación de algunos modos de U y antes de la evaluación de todos ellos.
Por lo tanto, es posible que los nodos de N, a los que llegan los arcos que
se pueden haber satisfecho, deban esperar innecesariamente a la evaluación
del resto de los modos de U. Esta es una consecuencia de la agrupación de
modos, que se ha descrito en el modelo RAR [50]para programación lógica.
Este paso de identificación de paralelismo incondicional se aplica recur-
sivamente a todos los conjuntos IV de un LCDO. Este procedimiento finaliza
cuando los arcos que parten de un conjunto IV no se pueden evaluar a false,
te., es posible que se puedan evaluar a true y se permita una evaluación
paralela. Después, se aplica la estrategia elegida en la compilación. A conti-
nuación ofrecemos la especificación del paso de identificación de paralelismo
incondicional (mps), aplicado a un LCDO ~, bajo una estrategia h.
si V = y
ups(E, h) = si 1’ sólo tiene un componente conexo{ ,e~) e.o.c.
La aplicación de la regla sp¿it a componentes conexos de E resulta en
una expresión par tal que:
split(3,£i,.. . ,E’») = (par E’~ . . . Eh), donde £~ es un componente cone-
xo de
El resultado que mps devuelve como argumentos de la expresión par son
las LCL’s £~ que se calculan para las LODOs...... , E~.
DadoE=< fl,C >, calculamos e~ como:
vI si E’~ contiene un único nodo VI
e1 = e~~) si con(x,C’D = false{ e.o.c.
Si las condiciones que etiquetan los arcos que salen de ~ son poten-
cialmente satisfactibles bajo 0:27, entonces se aplica la estrategia h sobre el
26flecimos que un conjunto x de condiciones simples es insatisfrctible bajo un contexto
C si con(~,C) = false.
27flecimos que un conjunto de condiciones x es potencialmente satisfactible bajo un
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LCDO E1, que corresponde al último caso de la especificación de el.
La expresión seq resulta de la aplicación de la regla split sobre E~ y
dos sííbgrafos E’11 y £12. E’11 es el graSo que contiene los nodos a los que no
entran arcos y £Í~ es el graSo que contiene el resto de nodos (que expresamos
como diferencia de gratos sobrecargando el operador ‘-‘ como £12 = E’ — £11).
Los argumentos de la expresión seq son las LOEs eu y ~í2• Estas LOES se
calculan a partir delas LODOs Eh ~‘ E~2 respectivamente. Así:
sp¿it(E1,E’,1,E’12) = (seq Eh Es), donde:
£~ =c V1,E1>
E’¿í=<t’h,{}>,V.i=fvE~talque <u,c,v><Lí}tira = —
E’~ =< ~
1,E12 > { E~ = fe tal que e E L¡,e #< u,c,v =,Vn E ½í>
x = fetal que e E E¡,e =< u,c,v >,u 6 Vh}
Cn se calcula aplicando la regla split a los subgrafos formados por un
único nodo. Dará como resultado una expresión par cuyos argumentos serán
cada uno de tales subgrafos, esto es: J
Cjí = split(E~1,E’~,. .. ,E’7,3, donde:
E’t. = < {~~},ch > tal que vj E V~
612 i se calcula aplicando el paso de identificación de paralelismo incon-
dicional al LCDO 3~ como se especifica a continuacion:
cta = ups(E2,h)
Descripción de las estrategias de transformación
Una estrategia h es una función que devuelve una LOL e a partir de un
LCDO < 1’, 0>, esto es, e h(< E’, O >). Para calcular la LOE aplicando
la estrategia h se realiza una llamada al paso de identificación de parale-
lisnio bajo las directivas h~ de la estrategia. h8 representa la función que
implementa el comportamiento de una determinada estrategia. Denotamos
s corno up para la estrategia de paralelismo incondicional, mp para la estra-
tegia de paralelismo máximo y gp para la estrategia de paralelismo básico.
La especificación formal de una estrategia s sobre un ECDG E es en general
s(E) = ups(~, h.). A continuación presentamos las tres estrategias.
1. Estrategia de paralelismo incondicional (up).
Esta estrategia omite las condiciones que etiquetan lod arcos del (2DO,
de manera que se realice una planificación de paralelismo totalmente
contexto C si con(x, C) # false.
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estática. Así, se elimina cualquier test de independencia en tiempo de
ejecución. Esta estrategia puede considerarse como una instancia del
paso de identificación de paralelismo incondicional, cuando las condi-
ciones potencialmente satisfactibles que etiquetan los arcos son msa-
tisfactibles. Esta estrategia se puede implementar como ups cuando
la función con devuelve siempre como resultado false28.
La especificación formal de la estrategia es la siguiente:
up(B) =ups(E,h~~)
= (seq £¡ era)
La expresión seq es el resultado de aplicar la regla split sobre dos sub-
gratos de un grato 3’. El graSo 3’ es el resultado de la transformación
de ~, donde las condiciones que no se pueden verificar en tiempo de
compilación se sustituyen por false. E’~ es el grafo compuesto por los
nodos de sin arcos de entrada y £2 = E’ —
split(E’, E’~, E’~) = (seq 3
E=<E’,C>,E’=c V,E>
Eí =< £í,Cí>
E’, =< Ví,L, > f V
1 = {v1 tal que <Vj,cji,VI >« L,Vv~ E V}
= {}
~ra=< ~ >,£~ =< V2,L2> { Era=t<v,c~v> tal que u ~ V}
S’ =< £‘,C>
E” =< V’,L’>{ ;: {<VI,C1j,Vj> tal que ví~Vi,< v1,c¿~,v~
{<v1,false,v~> talquev1EVnvjEVra,<u¡,c15,v5>EV}
Los argumentos ej y era de la expresión .seq son el resultado de la
aplicación recursiva de upa sobre las LCDOs que son resultado de la
aplicación de la regla split bajo la estrategia up. Esto es:
~í = ups(3’~,h~~) , e,~ = ups(z~,h~~).
28Nótese que esto no es equivalente a la sustitución de las condiciones del CDC por
false. En general, las variables aumentan su grado de instanciación cuando se evalúan
las diferentes REUs que las contienen, por lo que es posible que algunas PEUS, condicio-
nalmente independientes, se transformen en independientes.
3
3
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A,:= a(X)
< «X,Y) g(X) A3:=c (7 >
A2:= ¿‘(Y) —~-A .~ d(X, Y) 3g(Y) ‘
CDG Contexto
a, b, cy dfunciones estrictas
u constructora de datos
X e Y variables lo’gicas
Figura 2.4: ECDG correspondiente a la regla h(X, Y) := u(a(X), b(Y), e, d(X, Y)) 3
Ejemplo 6. Aplicación de la estrategia np. 3La estrategia aplicada al LCDO de la figura 2.4 devuelve:
(par A3 := e
(seq A1 := a(X) A2 : b(Y) A4 := d(X, Y)))
2. Estrategia de paralelismo máximo (mp) 3
El algoritmo que implementa esta estrategia se basa en la simplifica-
ción sistemática de los arcos con condiciones potencialinentes satisfac-
tibIes. La simplificación consiste en la aplicación de la regla if, que 3
devuelve dos subgrafos, uno asumiendo la condición de if como cierta
y otro como falsa. Cada aplicación de la regla if tiene como argumento
una de las condiciones potencialmente satisfactibles. Las condiciones 3
se eligen en el orden natural, esto es, desde las que etiquetan los arcos
saliendo de nodos más a la izquierda, a las que etiquetan los arcos
saliendo de nodos más a la derecha. La especificación formal de esta 3
estrategia es la siguiente:
mp(3) = ups(E,hmp) ,donde
hmp(3) = (u cj~ c~ ~i)Esta expresión if es el resultado de aplicar la regla if a la condición
e1,, y el LCDO 3.
if(ci,,, 3) = (if Ci,, 3~ 34, donde:
=< £,C>, E’ =< V,E>
3
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La condición c¿~, potencialmente satisfactible. etiqueta un arco de E’
tal que:
mzn({ord(£,vjfl~=í ,) tal que < V1,Clk,Vk >6 L,eva¿(cj,,,C) #
false29
La función ord calcula la posición del nodo y en el orden natural de E’.
La función mm calcula el número mínimo de un conjunto de enteros
diferentes. Las expresiones e~ y ej son el resultado de la aplicación
de ups sobre los argumentos de la expresión if bajo la estrategia mp.
Esto es:
ups(Z, hmp), ej = ups(Bc, hrnp)
Ejemplo 7. Aplicación de la estrategia mp.
La LOE que devuelve la aplicación de esta estrategia sobre
el LCDO de la figura 2.4 es:





1 := a(X) ¡12 := b(Y) A4 := d(X, Y))
(par it¡ := a(X)
(seq Ara : b(Y) A4 := d(X, Y)))
(if i(Y,Y)
(par (seq ¡11 := a(X) it4 := d(X, Y))
it2 := b(Y))
(seq (par ití := a(X) Ara : b(Y))
¡14 := d(X,Y))))
(seq A¡ := a(X)
(if i(Y,Y)
(par ¡12 := b(Y) ¡14 := d(X,Y))
(seq Ara := b(Y) ¡14 := d(X, Y))))))
3. Estrategia de paralelismo básico (gp)
En esta estrategia se eligen las condiciones de basicidad que propor-
cionan una mayor simplificación del grato, i.e., se elimina el mayor
~N0hay ningúna condición para eval = ~rue en la elección de i, ya que el grafo está
simplificado.
3
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número posible de arcos. Cuando el paso de identificación de parale- 3lismo incondicional finaliza, la estrategia gp busca la variable X que
cumple lo siguiente:
• X es la variable con el mayor número de apariciones en las con—
diciones que etiquetan los arcos del grato.
• i(X, X) debe ser consistente con el contexto.
Una vez seleccionada la variable X, la estrategia gp aplica la regla if
con la condición de basicidad sobre X. El paso de identificación de
paralelismo incondicional se aplica recursivarnente bajo gp.
La especificación formal de la estrategia gp es la siguiente:
gp(a) =ups(B,hgp) .donde
= (if i(X.X) ci cj) 3if(i(X, X), E) = (if i(X, X) E~ E’1)
— —< E’, 0>, E’ =< y, E>
La función occc calcula el número de apariciones de la variable X en
la condición e.
{O
= i(Y,Z) Ve = false
oecc(X,e)= =i(X,Y)
sic=i(X,X)
La función OCCE calcula el número de apariciones de la variable X en 3
el conjunto de arcos E.
occs(X,L) = Scj~~oac(X,t2i)
tal que:
• X= {cj tal que <v~,c,e¿ >6 E y V~,V¿ E V}
• occpftX, E) es un maximal
30 de:
O = {OCCE(XI, E)}vx~ tal que <Vk,i(Xi,Xj),VL>CE,Vk,VtCV~ 3
tal que eval(i(X, X), E) # false.
Las expresiones Ct y C~ son el resultado de la aplicación del paso de
identificación de paralelismo incondicional sobre los subgrafos ~ y E7 3
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en los que la condición sobre la que se aplica la regla if se asume como
un hecho cierto o falso, respectivamente.
= ups(3’/,h9p), Cf = ups(S%h9,)
Donde:
‘13 = {c}v0<U,.(Y,z)V>EE tal que evaI(i(YY),S)=falseAoccE(X,E)=occE(X,E)
37 =< E’~, o; U {ezt(E~, —c)}vccv >
3>] =< E’%C}U{ext(3%-’c)}vcEv >
Ejemplo 8. Aplicación de la estrategia gp.
La aplicación de la estrategia sobre el LCDO de la figura 2.4




(par ití := a(X) ¡12= b(Y) ¡14 := d(X,Y))
(par ¡1~ := a(X) (seq ¡12 := 6(Y) ¡14 : d(X, Y)))
(if i(Y,Y)
(par ¡12 : 6(Y) (seq ¡1í := a(X) ¡14 : d(X, Y)))
(seq ¡1i := a(X)
(if i(Y,Y)
(par ¡1~ : 6(Y) A.j := d(X, Y))
(seq ¡1~ := 6(Y) ¡14 := d(X, Y)))))))
En el marco de la programación lógica se encuentra un trabajo rela-
cionado [122] en donde se proponen diferentes estrategias para explotar el
paralelismo conjuntivo de Prolog. Una de ellas está directamente relacio-
nada con up, que busca el paralelismo incondicional entre objetivos de una
cláusula. Otra de ellas explota paralelismo por conjunto de objetivos tal
que si se demuestra la independencia entre conjuntos se realiza una ejecu-
ción paralela y en caso contrario, secuencial. Sólo una de ellas tiene en
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2.2.3 Transformación de reglas secuenciales Babel en para-
lelas 3
En esta sección presentamos cómo se integran las LOEs, que expresan el
paralelismo de las PLUs, en reglas Babel paralelas. En primer lugar consi- 3deraremos las reglas Babel que contengan sólo funciones estrictas y despuésv emos las reglas con funciones predefi idas no estrictas.
Reglas paralelas para funciones estrictas 3
La identificación de paralelismo presentada en las secciones anteriores atañe 3a la parte derecha (rhs) de una regla Babel llis := rhs.. Tras el cálculo de
su LOE se calcula la rhs paralela (prhs) como:
It e.o.c.prhs = e Egeh(rh.s) iii Body = t E DT~ U Var , donde 3
Body f(E1,... , E,,) si rhs es la aplicación de una función f
c(Ei,... , E,,) si rhs es la aplicación de una constructora c 3
y E1 E Var U AVar U DTs
DTr es el conjunto de términos de datos de la signatura del programa
al que pertenece la regla a traducir. Body se construye sustituyendo los 3
argumentos funcionales de la rhs por las variables auxiliares correspondien-
tes que están definidas en Egeh(rhs). Como argumentos tiene términos de
datos, variables lógicas o variables lógicas auxiliares. Egeh(L) es la función 3
que devuelve una LOE para la expresión E bajo la estrategia h.
Ejemplo 9. Posibles reglas Babel paralelas para el ejemplo de 3
la figura 2.4.
h(X, Y) := let (par ita := c 3(u i(X, X) (par it1 := a(X)
(seq ¡1ra : 6(Y) ¿44 := d(X, Y)))) 3(seq ¡1í := a(X)
itra := 6(Y)
¡14 := d(X, Y)))) 3
ni f(¡1¡,Ara,¡1a,it4).










Reglas paralelas para funciones predefinidas no estrictas
Para manejar las funciones predefinidas no estrictas que aparezcan en el
programa Babel, realizamos una transformación del programa de modo que
dichas funciones aparezcan sólo como símbolo raíz de las partes derecha
de las reglas. Con esta transformación previa, aplicaremos una estrategia
determinada a los argumentos de las funciones no estrictas, de manera que
mantenemos encapsulada la identificación de paralelismo a los argumentos
estrictos.
La especificación formal de la transformación, que denotamos como fun-
ción de traducción 3, se puede encontrar en el apéndice C. Aquí, introduci-
mos & mediante un ejemplo.
Ejemplo 10. Traducción de un programa fuente bajo 3
h(X, Y) := (a(X) A (6(Y) y e)) —* (d(X —* tcf).
se transforma en:
h(X,Y) := bi(X, Y) —4 ei(X).
bí(X, Y) := a(X) A b.ftY).
bra(Y) := 6(Y) Ve.
eí(X) := d(X) —* tof.
A continuación presentamos las diferentes funciones predefinidas no es-
trictas para las que admitimos una explotación de paralelismo de sus argu-
mentos.
1. Función lógica conjunción (bi, bra).
Admitimos la evaluación paralela de b~ y 6ra si se prueba que son mde-
pendientes. Las condiciones de independencia entre 61 & 6ra se anotan
en tiempo de compilación. Si se prueban independientes, la condicio-
nes de independencia se evaluan a true.
La regla L := (bi,bra). se transforma en:
L :~ and x Ege,,(Ecdg(bí), fj}) Ege~(Lcdg(b.
2),post(Ecdg(b1), {})
Donde x es la conjunción de condiciones simples entre b~ y 6.2, Lcdg(Lrrp)
es la función que devuelve el LCDO correspondiente a la expresión
Exp y Egeh(3, 0) es la función que devuelve la LOE correspondiente
al LODO 3 extendido con el contexto O bajo la estrategia h.
3
3
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2. Función lógica disyunción (bI; b.~). 3
Admitimos la evaluación paralela de b1 y 6.2 si se prueba que son inde-
pendientes. Las condiciones de independencia entre b~ y 6.~ se anotan
en tiempo de compilación. 3
La regla.L := (bí;bra). setransfornn en:
L := or x Egeh(Lcdg(61), {}) Lge~«Lcdg(6.fl,post(Ecdg(bl), f}) 3
Donde x es la conjunción de condiciones simples entre b~ y b.~.
El comportamiento operacional de estas funciones es el definido en la 3sección 2.1.
Esta traducción se incluye en el esquema Sdando lugar al nuevo esquema
‘5~ que se puede consultar en la sección C.1 del apéndice O.
2.3 Medida de rendimiento del sistema de para-
lelización automática 3
En esta sección realizaremos una medida del rendimiento del procedimiento
de paralelización independiente de la implementación, en el mismo sentido 3
que se realiza en [70, 145, 78, 146, 33] en programación lógica. En el capítulo
5 realizaremos un estudio del rendimiento del sistema teniendo en cuenta los
mecanismos de implementación
31. 3
La medida de rendimiento del sistema de identificación de paralelismo
se realiza en función de los siguientes parámetros.
1. Ganancia de velocidad (speed-up). 3
Es el fuctor más importante que determina la eficiencia global de la
explotación de paralelismo.
2. Numero de condiciones satisfechas frente al numero de condiciones
probadas.
Es un parámetro más concreto que refleja el rendimiento de las LOEs 3
en la identificacióú de paralelismo en tiempo de ejecucion.
3. Costo de la identificación de paralelismo. 3Es el tiempo empleado en la evaluación de las condiciones de indepen-
dencia~ Este parámetro da una medida del esfuerzo necesario para la
identificación de paralelismo en tienipo de ejecución. 3
31Considerando factores como el diseño del bus delsistema multiprocesador, las políticas
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2.3.1 Simulador
Hemos diseñado un simulador de alto nivel que proporciona las medidas de
los parámetros considerados. No damos cuenta de la sobrecarga de tiempo
debida a la planificación paralela de procesos o del reclamo de procesos en
caso de fallo. Asumimos también que disponemos de un número ilimitado
de procesadores para estimar cuál sería la máxima ganancia en la evaluación
paralela.
Implementación de la evaluación paralela
Hemos implementado el simulador en Prolog, cediendo el control de la u-
nificación y del backtracking al propio sistema Prolog. El mecanismo de
backtracking de Babel se comporta de manera análoga a Prolog. La prueba
de diferentes alternativas (reglas) para la evaluación de una función se co-
rresponde con la prueba de las diferentes cláusulas para la resolución de un
predicado en su orden textual. Por otra parte, la unificación en Babel como
reconocimiento de patrones y vinculación de variables lógicas es idéntica a
Prolog.
La. resolución de un objetivo en Prolog devuelve trne y una sustitución de
éxito, o bien falla. La evaluación en Babel de primer orden de una expresión
devuelve un término de datos y una sustitución de éxito, o bien falla. Un
cómputo de estrechamiento de una expresión E devuelve:
• E, si E es una variable o una constante,
• unaconstructora c consus argumentos reducidos, si E = c(Li,... E,,),
o
• el cuerpo reducido de la regla cuya cabeza unifica con f(EI,. .. ,
donde E (1 =1 =n) son los argumentos reducidos de E, si E =
f(Lí,... ,L,,).
Un simulador secuencial de Babel impaciente de primer orden debe re-
coger el resultado de la evaluación de las expresiones y la sustitución de
éxito. La entrada al simulador será un programa Babel y una expresión a
reducir. Escribimos en Prolog el procedimiento evaluate/2 cuyas cláusulas
implementan cada uno de los casos de un paso de narrowing. La cláusula
que representa el paso general del procedimiento de evaluación es:
evaluate (Expression, TernO
3
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Expression =.. EFunctionlArguments]. 3
function(Function),
7. Test of function
evaiuat&.árguments(Argnments, EvaluatetArguments). 3¿ Evaluation of function>s argumenta
Head =. . EFunctionlEvaluatedJrgumentsj,
rule(Head, Body), 3% Function cali
evaiuate(Body. TermO.
% Recursive evaluation of the body 3
Las funciones y constructoras de datos se deben declarar como tales en
el fuente Babel, i.e., la declaración de tipos, para que un objetivo como 3function/1 identifique que su argumento es una función antes de realizarla aplicación de la función. El procedimiento evaluate...arginnents/2 evalúa
de forma impaciente los argumentos de la función. A continuación se cons- 3
truye la aplicación de la función con el operador univ (=..) para encontrarla regla que unifique con ella. Las reglas Babel están declaradas en el proce-
dimiento rule/2. El primer argumento de este procedimiento representa la 3
cabeza de la regla y el segundo representa el cuerpo. La unificación de la ex-
presión Babel se realiza de forma transparente en la resolución del objetivo
rule(Mead, Bady). Prolog guarda los puntos de elección correspondientes 3
a la llamada al procedimiento rule/2, por lo que en caso de fallo en cual-quier punto del programa simulado, se prueban las diferentes alternativas
de las funciones. 3
Hemos construido el simulador de la evaluación paralela incorporando
nuevas cláusulas de evaluación que manejan las constructoras paralelas.
evaluate((let EGE in Exp), TernO
7. Test of tSe new constructor let — in —
execute <EGE). 3
% Executtan of the EGE
evaluate(Exp, Term).
% Evaluatian of tRae expression Exp 3
Las variables auxiliares se representan con variables lógicas Prolog. En
ellas se almacenan las subexpresiones evaluadas de la rhs de una regla defi- 3
nidas en la EOL. La cláusula Prolog que se ocupa de la evaluación de una
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execute(AVar := Expression)
evaluate(Expression. AVar).
Los argumentos de las expresiones seq, par y cpar se representan con
listas. La implementación correspondiente a la ejecución de una expresión




parsxecution( EEGE ¡ LOEs]) : —
execute(EOE),
par.sxecution(EGEs).
Iniplementación de la medida de los parámetros
1. Ganancia de velocidad.
Para medir este parámetro elegimos como unidad de tiempo un paso
de estrechamiento. El número de pasos de estrechamiento necesarios
para un cómputo da una medida estimativa del tiempo de cómputo,
sólo a efectos de comparación entre los sistemas secuencial y paralelo.
La elección de esta medida de tiempo es razonable en cuanto que se
pretende efectuar una medida relativa del tiempo de ejecución entre
dos sistemas, en lugar de una absoluta, para lo cual se debería seguir
una aproximación como la propuesta en el capítulo 4. En [701se utiliza
de manera análoga un paso de resolución para realizar un análisis de
alto nivel del rendimiento de &-Prolog [68].
Ejemplo 11. Tiempo de reducción de una expresión. La
expresión media(2, 4), con la siguiente definición de funcion:
media(X,Y) := (X + Y)/2.
se evalúa en tres pasos de estrechamiento, es decir, asocia-
mos tres unidades de tiempo como tiempo de cómputo de la
evaluación de esta expresion.
media(2, 4) ~. (2 + 4)12 ~ 6/2 ~‘G 3
Para medir el tiempo de evaluación de una expresión en el caso secuen-
cial basta con incrementar el tiempo en cada paso de estrechamiento.
En el caso del simulador paralelo hay que contabilizar el tiempo de
3
3
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forma diferente. Cuando ocurre una planificación paralela de varios 3
procesos, el tiempo de evaluación corresponderá al tiempo máximo de
tales procesos. Utilizamos las siguientes variables internas del simula-
dor para gestionar la medida del tiempo: 3
• Tiempo secuenciat Tiempo empleado en la evaluación secuencial
• Tiempo paralelo. Tiempo empleado en la evaluación paralela. 3
• Tiempo base. Instante en el que ocurre una planificación paralela
de procesos.
• Tiempo privado. Tiempo de un proceso paralelo relativo a su 3
tiempo base.
Para cada planificación paralela (en presencia de una expresión par o 3
epar) fijamos un tiempo base como el tiempo paralelo actual. Sobre
el tiempo base se mide el tiempo privado de cada proceso paralelo. 3El tiempo paralelo se incrementa en cada paso de narrowing de la
ejecución de un proceso paralelo y se sitúa en el tiempo base cuando
termina el proceso. Cuando todos los procesos paralelos finalizan, el 3tiempo paralelo se actualiza con el tiempo base más el máximo de los
tiempos privados y el tiempo privado del proceso padre se actualiza
sumándole el máximo de los tiempos privados. 3Las variables internas están implementadas como términos de la base
de datos Prolog para mantener su valor en caso de bacletracking. Estos
términos están identificados con una referencia a cada planificación 3paralela. Las referencias se pasan como un argumento más de los
procedimientos de evaluación de expresiones y de ~jecuciónde LOEs.
El procedimiento par...execution con gestión de tiempos es: 3
paxtexecution(LIstsLEGE. Ref)
upddorLtime(Ref, NewRef), 3
7. Computes tRae base time, reseta
% tRae private time and tRae maximal
% private time for a new reíerence 3
xpar...execution(List...of.EGE, Nevací),










% Resets tRae private time
execute(EGE, Ref),
keep~nax.priv.sime (Ref),
% Keeps tRae maxima). private time
set.par.sime(Ref),
% Sets tRae paralleJ. time to tRae base time
xparexecution(ECEs, Ref).
2. Número de condiciones satisfechas.
Se contabilizan con contadores implementados con predicados dinámicos.
3. Costo de la identificación de paralelismo.
Para realizar la medida de este parámetro daremos una medidadel cos-
te necesario para evaluar las condiciones de independencia, i.e., condi-
ciones simples de basicidad de una variable y de independencia entre
dos variables. La evaluación de las condiciones de independencia y
basicidad se realiza recursivamente sobre la estructura de los términos
de datos, de manera que las condiciones sean seguras, no conservado-
ras como en [70], donde se propone una evaluación de los términos de
datos hasta una determinada profundidad32. Para evaluar una con-
dición de basicidad de una variable visitamos cada nodo del término
de datos vinculado a la variable, comprobando su carácter básico. Si
todos los nodos son básicos, entonces el término es básico. El cálculo
del tiempo de evaluación de una condición de basicidad lo realizamos
incrementando el tiempo de evaluación en cada nodo explorado de la
estructura. Para evaluar una condición de independencia exploramos
dos términos para extraer sus correspondientes conjuntos de variables
y comprobamos que los conjuntos son disjuntos. El tiempo de eva-
luación de una condición de independencia se incrementa al explorar
cada nodo de los términos y cada vez que una variable de un conjunto
se compara con otra.
En la próxima sección, presentaremos los resultados que se obtienen al
analizar programas Babel paralelos con el simulador.
32S¡ el término explorado tiene una profundidad superior a una predeterminada, el
término se considera potencialmente dependiente (aunque no lo sea realmente>. La ventaja
de esta propuesta se pone de manifiesto cuando se evalúan términos de gran profundidad.
Ir
3
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2.3.2 Resultados 3
Hemos seleccionado varios programas de prueba para analizarlos con el
simulador33. Cada uno de ellos se ha compilado con las estrategias up, 3mp y gp. Hemos simulado y comparado diferentes versiones de los progra-
mas: la secuencial, la paralela y la paralela con anotación de información de
independencia34. Se ha incluido también la versión paralelizada a mano de 2cada programa, es decir, con la máxima información de independencia que
en tiempo de compilación se podría inferir. A pesar de que el procedimiento
de compilación admite incorporación de información de granularidad, ésta 3no se ha incluido puesto que el simulador no incorpora una medida precisa
del tiempo empleadoen la gestión de la explotación de paralelismo. Los pro-
gramas paralelos, resultado de la compilación bajo las diferentes estrategias, 3han pasado por la fase de transformación ‘5*, que reemplaza las funciones no
estrictas por su versión paralela y aparecen como raíz en las rhs. Las condi-
ciones de independencia entre sus argumentos que se conocen como ciertas 3o falsas aparecen como true o false. Como se ha asignado cero como valor
del tiempo de evaluación de una condición de independencia que se conoce
como true o false, -en la tabla aparecen entradas con un tiempo cero de 3evaluación para estas condiciones.
En las tablas 2.1 y 2.2 se muestran las medidas resultado de la simulación
de los programas. de prueba bajo las diferentes estrat~gias. La primera 3columna contiene el nombre del programa de prueba. La- segunda columna
contiene el tiempo empleado en la evaluación secuencial del programa. Las
columnas etiquetadas con las estrategias up, mp y gp contienen el tiempo 3
empleado en la evaluación paralela de los programas en dos casos distintos:
cuando se ha empleado informacion de independencia (columna etiquetada
con c.i.) y cuando se ha obviado (columna etiquetada con s.l.). La columna 3etiquetada con ¿‘ip contiene el tiempo empleado en la evaluación paralela
de la versión del programa paralelizado a mano. Hay cuatro filas por cada
programa, que contienen: 3
• el tiempo de evaluación,
• la ganancia de velocidad sobre la versión secuencial, 3
• el número de condiciones que se han probado y que han tenido éxito35
33Estos programas se pueden encontrar en el apendice B. 3
34Esta información de independencia se ha obtenido mediante el análisis de indepen-
dencia que se describe en el capitulo 3, bajo el dominio V
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y
• irna medida del tiempo de evaluación de las condiciones36.
De estas tablas podemos concluir lo siguiente:
• La estrategia up sin anotación de modos no consigue ganancia de ve-
locidad sobre la versión secuencial. Además penaliza el tiempo de
ejecución con comprobaciones de falsedad en las funciones lógicas37.
• Añadir información de independencia proporciona una identificación
óptima de paralelismo en la mayoría de los casos. Sólo cuando en el
procedimiento de análisis para obtener información de independencia
se infiere que un argumento puede ser de salida (i.e., top) y en la ejecu-
ción se utiliza como entrada, como en los casos Aplanamiento de listas
y Subárboles, la información de independencia no provoca ganancia de
velocidad. No obstante, las estrategias mp y gp lo consiguen a costa
de la evaluación de las condiciones de independencia.
• Excepto en el programa Árboles balanceados, el número de condiciones
probadas y con éxito es el mismo. Esto se debe a que, para representar
los datos del problema se utilizan estructuras incompletas con variables
lógicas sin instanciar, por lo que su comprobación de basicidad falla.
• La ganancia de velocidad conseguida en los problemas puramente pa-
ralelos es significativa ya que se usan funciones en un estilo de pro-
gramación funcional de primer orden, lo que proporciona evidentes
oportunidades de paralelismo. La ganancia de velocidad depende de
la profundidad y anchura de los árboles datos puesto que se gestionan
en paralelo sus subárboles.
• La versión de los programas paralelizados a mano es mejor que la
paralelización automática cuando la información de independencia no
es suficientemente precisa. Aunque la detección de paralelismo sea
igual en la mayoría de los casos, el número de condiciones evaluadas es
menor que en las versiones automáticas. Es decir, el procedimiento de
simples.
‘~La unidad de tiempo que en este caso se utiliza no es la misma que la utilizada para
las llamadas a funcion.
37Una mejora ohvia e inmediata del procedimiento de compilación es sustituir Las
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analisis de independencia no es lo suficientemente preciso para derivar 3
esta información en tiempo de compilación. Sin embargo, el esquema
(le identificación de paralelismo puede detectar en tiempo de ejecución
estas oportunidades de paralelismo que no se han podido detectar en 3
tiempo de compilación.
• El comportamiento de las estrategias mp y gp es el mismo en la mayoría 3de los casos, conduciendo a detectar el mayor grado de paralelismo.
Sólo cuando la información de independencia no conduce a la elimi-
nación de las condiciones de las LOEs, la estrategia gp se comporta 3mejor que la estrategia mp si consideramos el tiempo de evaluación de
las condiciones, como ocurre en Aplanamiento de listas.
• La estrategia u¡3 con información de independencia conduce a la misma
ganancia de velocidad que las estrategias mp y gp en la mayoría de
los casos probados. Si comparamos esta estrategia cuando se dispone 3de la información de independencia frente a las otras cuando no se
dispone de la información de independencia, observamos que con np
se consigue identificar el mismo grado de paralelismo con un costo 3menor en tiempo de compilación, lo que sugiere que podría ser una
buena alternativa a la identificación de paralelismo. Sin embargo, se
perderían las oportunidades de paralelismo que las estrategias gp y mp 3
pueden detectar en tiempo de ejecución.
Sumario 3
En este capítulo se ha desarrollado un procedimiento para la extracción de
paralelismo de programas secuenciales Babel y se ha medido su rendimiento 3
con un simulador. De las medidas obtenidas se ha concluido que, con una
buena información de independencia en tiempo de compilación, las estrate-
gias consiguen una buena identificación de paralelismo a bajo costo. Esta 3
identificación es similar en la mayoría de los casos a la versión paralela ma-
nua.l. Sin embargo, con poca información de independencia, la estrategia gp 3puede identificar el mismo paralelismo que la estrategia mp a menor costoen terminados progra as. Se concluye, pues, qu el rendimient de las
estrategias depende en gran medida del programa y de la información de 3independencia disponible.Como puntos de trabajo futuro se pueden considerar los siguientes. En
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información de granularidad en base a los resultados de la simulación. Por
ejemplo, rompiendo la ordenación secuencial de las tareas secuencializadas
de modo que se detecten posibles fallos en el camino de cómputo con anti-
cipación. Thmbién se puede considerar la propuesta de otras estrategias de
identificación de paralelismo como, por ejemplo, forzando la agrupación se-
cuencial de tareas38 para compararla con las desarrolladas aquí. Por último,
sería de interés considerar un lenguaje lógico-funcionalcon funciones no es-
trictas definidas por el usuario, i.e., con mecanismo de evaluación perezoso.
~Como se propone en el algoritmo MEL de programación lógica [122!.




Las condiciones de independencia son costosas de evaluar en tiempo de e-
jecución, por lo que es interesante poder resolver tantas como sea posible
en tiempo de compilación. En este capítulo se desarrolla un análisis de
independencia para obtener la información que permita simplificarías.
En primer lugar se introduce la técnica de análisis de programas basada
en mterpretación abstracta. A continuación se extiende la interpretación
abstracta de programas lógicos a lógico-funcionales. Se desarrollan tres ni-
veles de análisis con los que se obtienen distintos grados de información de
independencia. Por último, se comparan estos niveles de análisis en términos
de la información útil inferida y el tiempo necesario para obtenerla.
3.1. Interpretación abstracta
La interpretación abstracta es una técnica de análisis que permite inferir
las propiedades que se verifican en un determinado punto de un programa
para cualquier estado de su ejecución. Con esta técnica, en lugar de realizar
una ejecución en el dominio real, se efectúa una ejecución (o interpreta-
ción del programa) en un dominio abstracto cuyos elementos capturan las
propiedades que comparten un conjunto de datos del dominio real. Estas
propiedades se utilizan en la compilación de los programas para su mejora
de rendimiento.
La interpretación abstracta como técnica de análisis de flujo de datos na-
ce en el marco de la programación imperativa de manos de 1’. y R. Cousot
[41]’. Bajo su propuesta, los programas se representan como grafos dirigidos
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cuyos nodos corresponden a operaciones y los arcos a flujo de control. El ml
punto de programa. es el contador de programa, que se representa por un
arco. El estado está representado por el contador de programa y la memoria
(llamada entorno de programa), que almacena las vinculaciones de las varia- 3bIes. La semántica del programa se define por una función de transición de
estados que identifica cada una de las operaciones posibles y cómo afectan al
estado del programa. La interpretación abstracta, de un programa se calcula 3como la recolección de todos los entornos que se pueden asociar a un plinto
de programa durante su ejecucion.
Un ejemplo de interpretación abstracta es la regla de los signos [61]. 3
Consideremos la sintaxis abstracta de un lenguaje de expresiones aritméticas
definidas inductivamente corno sigue:
3
¡ Exp+Exp 3¡ LxpxExp
donde Z = {c,, : n número entero}. 3
La interpretación estándar ([fl]) que asignamos a este lenguaje es:
U%11 = entero n 3
= función suma de enteros[xl] = función producto de enteros
Con este lenguaje se pueden describir e inferir los signos derivadosde una 3
operación aritmética que incluya sumas y productos sobre números enteros.
Sin embargo, si tan sólo estamos interesados en la propiedad que distingue
los números positivos de los negativos, conviene definir una interpretación 3
<leí lenguaje que maneje menos información. Denotamos esta interpretación
abstracta con [fl]y se define como sigue.
= signo([c,,]]) 3{ e si > o
donde .signo(n) = Osin=O
rl <o 3En este marco se puede definir la regla de los signos apoyándonos en la
función abstracta producto (x ) que se aplica sobre elementos de la inter-
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exe=e 8x0=O
exe~e Oxie=O
exe=e exto=oe x*e=e OxO=O
O x e O
Puesto que no se puede inferir en este marco de interpretación abstracta
el resultado de la suma abstracta de e y e, se introduce el valor 1 (top) para
representar la ausencia de información acerca del resultado de la función







1 + T = 1
Al añadir T al conjunto de elementos del dominio abstracto, añadimos




1 x T T
Por razones de completud, se introduce el valor 1 que representa un
entero indefinido (aunque en esta semántica no es estrictamente necesario).
El dominio Z se extiende a Z
1, donde:
Z.1~=2u{J~}
Sobre este dominio se define un orden U entre sus elementos tal que
~ z2 si y sólo si z1 = £ o z1 z2.
El dominio abstracto V queda como sigue:
= {T,e,O,e,I}
En la figura 3.1 se muestran el dominio estándar Zt y el dominio abs-
tracto V, donde éste se ha ordenado para que forme un retículo completo.
En la figura 3.2 mostramos las interpretaciones estándar (ffl]) y abstracta([5]) correspondientes a nuestro lenguaje. En dicha figura observamos que
lo único que las diferencia es la interpretación de las constantes y de las
funciones aritméticas. En la parte derecha de las reglas, denotamos con los













Figura 3.1: Dominios estándar y abstracto de los enteros.
[11 : Ezp —* Z
[ca]] = n
[Ezpi + Exp4 =
[Expx )< Exp~]] =
[{Exp1]]+ [Exp2]]
[Expíl]x [Ezp2j]
[fl] : Exp —* V
[c,.j1 = signo([c,4])
([Expí + Exp2]] = [Ezpiff +~ ffEzp2]~
~~Ezpí x Exp2fl = [Ezp1fl x [tExp23Y
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Las funciones de concretización (y) y abstracción (a) relacionan los ele-
nientos de ambos dominios2:
y: Z -~ P(2
1)
y(z) = Z: Z es el mayor elemento bajo ~ que describe a 0
a: P(Z1) —* V
a(Z) = O : O es el menor elemento bajo ~ que describe a Z
La función de concretización captura los elementos que se abstraen en el
elemento O, mientras que la función de abstracción devuelve el elemento del
dominio abstracto que representa a un conjunto de elementos del dominio
real. Por ejemplo:
y(s) = {n : u >0> U {jL}
y(1) = 2±
a(f—1>) = e
<«fO, 1>) = Y
En la figura 3.3 se muestra la relación entre los conjuntos asociados a los
dominios estándar y abstracto mediante las funciones a y y.
3.1.1 Interpretación abstracta de programas funcionales
La interpretación abstracta fue extendida al marco funcional por Mycroft
et al. [126]. El nuevo marco incorpora los elementos matemáticos necesa-
rios para manejar análisis más interesantes para la programación funcional.
derivados fundamentalmente de la presencia de las funciones no estrictas.
Por ejemplo, algunas propiedades de interés para un esquema de evaluación
perezoso son las de estricticidad y necesidad de argumentos [124,66, 75], que
se refieren al requerimiento de la evaluación de argumentos hasta un patrón
determinado (i.e., forma normal, primera constructora de cabeza, ...
2En lo que sigue, 1’ representa el conjunto potencia.
‘Eneste marco cada fase previa y posterior a la evaluación de una función es un punto
de programa, y el estado está determinado por las asignaciones de las variables.
Figura 3.3: Relación entre los conjuntos 2±y V.
a
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3.1.2 Interpretación abstracta de programas lógicos
El análisis clásico de flujo de datos aplicado al análisis de programas lógicos 3
[44,111, 132, 112, 28, 156, 105] se puede incluir como una instancia del
marco teórico de interpretación abstracta. La extensión de esta técnica a 3la programación lógica es más compleja ya que el flujo de control es más
complicado debido al. backtracking. Bruynooghe [21], dones y S0ndergaard
[88], y Mellish [110] extendieron formalmente esta técnica al ámbito de la 3programación lógica. A partir de entonces se han realizado múltiples tra-
bajos acerca de la interpretación abstracta de programas lógicos [46, 129,
1.52; 137, 127, 163, 24, 22, 121, 123, 62, 160, 23, 148, 36, 60, 40, 39]4. En 3
el marco lógico, cada fase de la ejecución previa y posterior a la resolución
de un objetivo es un punto de programa. El estado está determinado por
la sustitución de las variables lógicas. Algunas propiedades que se infieren 3generalmente son los tipos, los modos, la información de independencia y eld terminismo [112].
3.2 Interpretación abstracta de lenguajes lógico-
funcionales 3
En esta sección extendemos la interpretación abstracta de programas lógicos
desarrollada por Bruynooghe [22]al análisis de programas lógico-funcionales. 3Aplicamos esta técnica de análisis a la abstracción de la función semántica
de un programa lógico-funcional Babel con funciones primitivas no estrictas.
Comenzaremos con la presentación de la notación necesaria y las ideas 3básicas.
Sea define E corno el conjunto potencia de un conjunto dado de elemen-
tos del dominio de cómputo (en adelante, elementos reales en e1 dominio
.3real) y Ep como el operador de transición de estados de un programa 1’. La
ejecución abstracta de P se guía por el operador abstracto de transición de
estados Dp, que se aplica a 1) (dominio abstracto), un conjunto de propie-
.3dades o descripciones de los elementos reales dotado de orden parcial. Dp
se debe elegir de manera que, cuando se aplique a D, reproduzca el compor-
tamiento de Lp sobre E. Se define una función de abstracción a: E -4 D 3que relaciona los elementos de los dominios real y abstracto. El significado
de un programa P se define como el menor punto fijo (least fitpoint - II
4En [107]se ofrece una buena presentación de los conceptos fundamentales y en [1] 3
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del operador Lp (lfp(Ep)). Se obtiene una aproximación conservadora del
significado de un programa P calculando la concretización del menor punto
fijo de Dp (cf. [41]), esto es, y(lfp(Dp)). El significado de un programa P
es un subconjunto del conjunto y(lfp(Dp)) que se infiere en el análisis.
Consideremos por ejemplo la función semántica Fp de un programa P,
tal que Fp : E —* E. Se dice que la función Op : P(D) —* P(D) es
una aproximación segura de Fp si VX,X E P(D) y Cp(X) 7) Fp(X).
Esto asegura que todas las propiedades ciertas en O lo son también en
Fp. Es decir, si para la instancia O de Op (O : D -~ D), se cumple
y(O(x)) 7) Fp(y(z)), de lo que se da cuenta en la representación gráfica
de la figura 3.4. Al igual que consideramos la función semántica de un




D 3 y —* y ~ z~ P (D)y
Figura 3.4: Corrección de una interpretación abstracta.
En general, y para asegurar cálculos finitos, se exige que las secuencias
de Kleene para las funciones sean finitas, para lo cual se impone que los
dominios sean retículos completos o cadenas ascendentes finitas [108).
En un lenguaje lógico-funcional como Babel podemos elegir de mane-
ra natural el operador Ep como el operador paso de estrechamiento, de
manera análoga a la elección del operador paso de resolución en Prolog.
Retrasaremos la presentación del dominio de datos hasta el momento en
el que propongamos los dominios abstractos, ya que veremos cómo la elec-
ción de un dominio de datos adecuado favorece la implementación de una
implementación eficiente.
Comenzaremos considerando Babel sólo con funciones estrictas y más
adelante incluiremos las funciones primitivas no estrictas. Bajo esta premisa,
la construcción del árbol de evaluación es parecida a la de Prolog.
Los elementos que manejaremos en este marco son sustituciones abs-
tractas, como en el marco de la programación lógica [22], y además una
.3
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representación abstracta de los resultados que devuelven las funciones, esto
.3es, resultados abstractos.
Construcción de árboles de evaluación abstracta 3
Utilizaremos un árb¿jl de evaluación abstracta similar al árbol And-Or de
programación lógicá, en el que se alternan nodos And y Or, para representar 3los conjuntos de árboles de evaluación. Un nodo And representa un literal
del cuerpo de una cláusula (conjunción de objetivos), mientras que un nodo
Or representa la cabeza de la regla que se puede unificar con éxito con un 3nodo And dado.
La parte izquierda de una reglh. Babel se compone de funciones y términos
de datos y el resultado de su evaluación es un término de datos o un~ apli-
.3cación parcial que se evalúa a sí misma. En el árbol de evaluación abstracta
usaremos un nuevo tipo de nodo para representar la parte derecha de u-
na regla, además de los nodos para representar las partes izquierdas de las
.3reglas y los nodos para representar las aplicaciones de función.
Dada la regla h := e[er,.. . ,e,]., su parte derecha e (función de las
aplicaciones e1,..., e~) es un nodo de expresión E cuyos hijos son los nodos
.3Or f~. Cada nodo f~ representa una aplicación en la parte derecha de la regla,
donde f¡ = e4fj/pj], 1 S i =n,j E {1,... ,:—1: f~ E e1}. Esto significa que
cada aparición fj en e~ se ha reemplazado por el correspondiente resultado 3abstracto de la aplicación f~• Cada parte izquierda de una regla que es
unificable con un nodo Or es un nodo de función F, hijo del nodo Or.
La construcción del árbol de evaluación abstracta sigue el esquema de 3evaluación impaciente, comenzando por la expresión a evaluar. En la figura
3.5 se. ilustran las tres clases de nodos junto a las sustituciones abstractas
y los resultados abstractos. AosL¿ es la sustitución abstracta de llamada a
.3una función, esto es, la sustitución abstracta previa a la evaluación de la
función. Asucc es la sustitución abstracta de éxito, esto es, la sustitución
abstracta calculada durante la evaluación abstracta de la función. flen¿ry 3es la sustitución abstracta de entrada de una reglá, esto es, el resultado de
la unificación de la parte izquierda de la regla y la llamada a la función
(supuesto que los argument¿s de la función ya han sido evaluados). ¡3~~ es 3la sustitución abstracta de salida, esto es, la sustitución abstracta calculada
después de la evaluación de la parte derecha de la regla. Finalmente, p es el
resultado abstracto que representa la expresión evaluada
5. 3
~A partir de aquí, escribiremos sustituciones en lugar de sustituciones abstractas, y
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>tcau f < .\succ,P> /3entry h < fle.rít,P
¡3len¿ry /11 < fllexit,PI > ... ~ hm < ~mexit,pm ~entry e < fle~~t,P
Nodo Or Nodo F
Figura 3.5: Nodos del árbol abstracto de evaluación.
El par de éxito abstracto < ~ p > de un nodo Or se calcula como
el resultado conservador de sus m nodos F < /3Íerht, p
1 > como sigue. La
sustitución de éxito se calcula como A,,~<, = lub({ir(I3i~~1t,p) :1 =i =m}),
donde la operación lub (least upper bound) calcula la menor cota superior
bajo un dominio dado, y ir es la proyección de una sustitución sobre la
tupía de argumentos p del nodo F. La sustitución de entrada de un nodo
F h se caicula como la unificación abstracta de la parte izquierda h de una
regla y la aplicación de función representada en su nodo Or padre. Para
los nodos Or fi,... ,fa hijos de un nodo E e, la sustitución de llamada de
fí es la sustitución de entrada de e, y para el resto de nodos se cumple
= .\i — 1.,,~. El resultado abstracto de un nodo Or se calcula como
lub(tp1 : 1 <a =n}), donde p~ son los resultados de sus nodos hijos F. La
abstracción de una expresión e bajo una sustitución I
3exíÉ se calcula como
p = a(e[e¡/p
1J), esto es, el elemento en el dominio abstracto que representa
la expresión e, donde las subexpresiones e, se han reemplazado por sus
resultados Pi y las vinculaciones de las variables se proporcionan en
Para mantener la corrección es necesario calcular las sustituciones de los
nodos Or en el orden de evaluación en el dominio real. Sin embargo, y
debido a la conmutatividad de la operación lub, las sustituciones de los
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flen¿ry e < I
3ezit,P >
Alca¿t fi <Alsucc,PI > ... An~¿¡ fa <>flsucc,Pn>
Nodo E
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Campo fijo
Campo alterable
Figura 3.6: Tabla de memoria.
El algoritmo de cálculo de punto fijo es como sigue. El procedimiento
de interpretación abstracta comienza con una llamada a función 1 con una
sustitución de llamada k<.¿¿. A continuación se busca la correspondiente
entrada en la tabla de memoria.
• Si existe la entrada, entonces:
— Si label contiene el valor complete, el par de éxito almacenado en
la tabla de memoria se usa como par de éxito para < f, k~u >
puesto que dicho par se ha calculado como el definitivo para <
1, >~caU >.
— Si label contiene el valor fixpoint, la información almacenada en
la tabla de memoria se utiliza como en el punto anterior pero
anotando el cómputo actual como aproximado, puesto que dicha
información no es definitiva.
— Si label contiene el valor approzirnate, el campo label se modifica
para que contenga el valor fizpoint para prevenir cómputos infi-
nitos (c.f. [121]). Se inicia de nuevo la búsqueda de punto fijo
de cf, )~¿¿>. Cuando se termina el cómputo para < 1~
el cómputo actual (que en general corresponderá a otra función
diferente g) se anota como aproximado, de manera que, tras el
cómputo de g, su entrada en la tabla de memoria se anota con el
valor approzimate.
• Si no existe tal entrada se almacena en la tabla de memoria la tupía
«f,Acau >,< Aseed,Pseec¡ >,fizpoint >,dondeelpar < AS,~~>
representa el valor inicial sobre el que se aplica el operador de punto
.cf,X s <X ,p> ¿abel
3
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fijo. Este valor inicial se calcula como el resultado más general bajo el 3dominio dado para el par de éxito de ‘cf, ‘~ca¿L >. A continuación se
realiza el siguiente cálculo de punto fijo.
Sea u el número de reglas unificables con f bajo >Ya¿L. Se calcuta el
.3
par c fiiexí¿, pi > del i-ésimo nodo F, y la sustitución ~ se pro-
yecta sobre el nodo f para obtener ‘c ~ >. El par de éxito <
>~lUbsúcc,P¿ub > se calcula como < lub({Ai,ucc,Amtsucc}),lub((pí,pm¿>) >, 3donde < Xmtstcc,pmt > es el par de éxito almacenado en la tabLa de
memoria para c f, ~V~~¿¿>. Si el par de éxito no cambia durante el
cómputo de las u regJas, el par no se puede refinar más y se considera
.3como cálculo definitivo, finalizando el proceso iterativo. Después, y
si el cómputo actual se había anotado como aproximado (debido al
cálculo de un punto fijo de otra función en el subárbol de evaluación),
.3entonces la entrada para < f, >~¿¿ > se anota como aproximada (cam-
po label con el valor approzimate). Si el par de éxito cambió debido a
alguna de las u reglas, el cómputo de punto fijo se remida. 3
El algoritmopropuesto realiza un reconocimiento general de los cómputos
aproximados (mediante la anotación del cómputo actual como aproximado)
.3relativos a un determinado subárbol, en lugar de centrarse únicamente en
los nodos que son responsables del cómputo aproximado. Por una parte,
nuestro algoritmo no selecciona para las aplicaciones sucesivas (recómputo)
.3de Dp los nodos Or responsables del cómputo aproximado como hace el al-
goritmo propuesto en [121]. En su lugar calculamos el subárbol completo del
nodo Or, siendo ‘revisitados’ todos sus hijos y realizando más trabajo. Por
.3otra parte, nótese que este ‘recómputo’ evita mucho trabajo previamente
realizado gracias a lainformación almacenada en la tabla de memoria. La
aproximación propuesta en [121] elimina la ‘revisita’, pero pagando el costo
.3extra de la gestión de las necesarias estructuras de datos. Nuestra propuesta
nos permite además plantear una implementación eficiente de un intérprete
abstracto basado en ejecución simbólica, como propusimos en el marco de
__________________ .3
la programación lógica [139]?7Nulás tarde, se presentó un trabajo similar en [1511. La desventaja principal de dicho
.3trabajo es que no se tienen en cuenta los cómputos aproximados para evitar el recómputo.Su propuesta está basada en el cómputo iterativo del árbol abstracto hasta que se se al-
canza el punto fijo. Nuestra propuesta se haya, pues, entre las dos comentadas, puesto
que evitamos el recómputo de muchos casos que 11511 no detecta, pero no todos los que 3distingue [121]. La ventaja de nuestra propuesta es que aún podemos plantear sencilla-mente el esquema de compilación ba ado en ejecución simbólica manteniendo un algoritmo
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LS Subárbol con informaci’on aproximada
O Área afectada por la reevaluacio’n
Figura 3.7: Comparación entre los diferentes algoritmos.
Para estudiar el algoritmo de búsqueda de punto fijo proponemos el
siguiente ejemplo que incorpora una recursión mutua complicada.
¡ := g,h.
g := f, h.
It := f,g.
El árbol de evaluación abstracta correspondiente al análisis de la ex-
presión f se muestra en la figura 3.8. Cada nodo del árbol puede estar
etiquetado de dos formas:
ti
• c2ec3, siendo L1 la etiqueta de la entrada en la tabla de memoria para
la función e (si no existe tal entrada, Lí es ?); L2 es el valor al que
se cambia la etiqueta antes de la evaluación abstracta de e; y L3 es el
valor de la etiqueta después de la evaluación de e. En la figura se ha
utilizado app y fp paradenotar respectivamente los valores aproximate
y fizpo:nt.
e siendo L la etiqueta de la entrada en la tabla de memoria para la
1.
En la figura 3.7 se muestra un ejemplo que compara el efecto sobre el recóniputo de un
árbol, que depende de dos subárboles, que tienen los diferentes algoritmos comentados. En
el caso de la izquierda (151] se muestra que la reevaluación afecta a todo el árbol. En el caso
central, que corresponde a nuestra propuesta, se muestra que la reevaluación sólo afecta
al subárbol que contiene a los subárboles responsables de la reevaluación. Finalmente, en
el caso de la derecha se muestra que se reevalúa lo estrictamente necesario.
.3
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3.8: Árbol de Ip 3Figura evaluación abstracta de 1.
En base a este ejemplo destacamos algunos comentarios relativos al al- 3goritmo:
e Situaciones en que se modifica el campo ¡abel para que contenga el
.3valor approzima te:
1. Cuando se útiliza una entrada fizpoínt del par de llamada c
.3
e
1, Aí > para la evaluación del subárbol correspondiente a c
e,A >, siendo e ~ e1 o A # A1. Esto es necesario porque, al
- usar información aproximada en el cómputo del punto fijo actual 3procedente del cómputo de otro punto fijo, se debe anotar co-
mo aproximado el cómputo del punto fijo actual. La anotación
del campo label de esta entrada con este valor fuerza a que en el 3próximo ciclo de cómputo de punto fijo se reevalúe la función, en
lugar de tomar el par de éxito de la entrada correspondiente en
la tabla de memoria. 3
El nodo It, rodeado por un círculo en la figura 3.8, es un ejemplo
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los nodos f y y, que son funciones en proceso de cálculo de punto
fijo, cuyos campos ¡abel contenían el valor fizpoint.
2. Cuando durante la evaluación de una función g del subárbol de
evaluación abstracta correspondiente a f, la entrada en la tabla
de memoria para y tiene el campo ¡abel con el valor approximate.
Esto es necesario porque también se utiliza información aproxi-
mada en la evaluación de la función considerada.
El nodo f, rodeado con un círculo en la figura 3.8, es un ejemplo
de este caso, su entrada en la tabla de memoria se marca como
approxirnate a causa de que las entradas en la tabla de memoria
de g y It contienen el valor approximate.
En ambos casos, el campo ¡abel se modifica después de la evaluación
del subárbol correspondiente, i.e., el de los nodos Ii y f marcados para
los casos 1 y 2, respectivamente.
• Cambio del contenido del campo labe! de approximate a fizpoint.
Este cambio se produce cuando se evalúa de nuevo la función y en el
cómputo de punto fijo.
El valor approximate significa que la entrada etiquetada con él contiene
información aproximada que se debe reevaluar en el próximo ciclo del
cómputo de punto fijo para obtener, en general, una información más
precisa. Sin embargo, ésto sólo debe hacerse una vez en un subárbol
determinado puesto que en otro caso el subárbol se repetiría indefini-
damente al evaluar una y otra vez el mismo par de llamada.
Esto se ve claramente en el ejemplo anterior: el subárbol más a la
izquierda de f contiene un nodo y que a su vez contiene un nodo y
idéntico en el nivel más bajo del subárbol. La entrada para y en la
tabla de memoria queda etiquetada como approximate. El subárbol de
f más a la derecha contiene otro nodo para y idéntico al del subárbol
más a la izquierda. Si se reevalúa sin cambiar el campo ¡abel de y
a fixpoint previamente a la evaluación de y, entonces aparecería otro
nodo y en el subárbol de y cuya entrada en la tabla de memoria estaría
etiquetada como approzimate, el cual se volvería a evaluar, siguiendo
el proceso indefinidamente.
e Situaciones en que se realizan evaluaciones innecesarias:
3
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1. Cuando en un ciclo de cómputo de punto fijo para una función f
.3aparecen dos o más nodos para y con los mismos pares de llamada
en distintos subárboles.
En el ejemplo anterior, y y It se reevalúan sin necesidad en un 3mismo ciclo. La primera vez que se resuelven se deposita en la
tabla de memoria el resultado de] par de éxito, resultado que,
aunque aproximado de forma global, es completo para el ciclo
.3
actual de cómputo de punto fijo ya que el par de éxito que se
obtenga es el mismo que el almacenado en la tabla de memoria,
puesto que la información del par de éxito de f no se actualiza
.3
de nuevo hasta completar un ciclo de cómputo de punto fijo;
2. Cuando al evaluar por completo una función f mutuamente recur- 3siva, aparece otra llamada posterior con el mismo par de llamada.En efecto, la tabla de memoria contiene la entrada para f etique-
tada como approximate. Con el algoritmo utilizado es imposible
detectar cuándo el cálculo es complete. No obstante, el algoritmo
termina en tiempo finito. Para la detección de esta situación sería
necesario utilizar listas de nodos como en [121]. Nótese que uná 3
reevaluación da lugar a tan sólo un ciclo de cómputo de punto
fijo, ya que el par de éxito de tal función que se vuelve a calcular
sería el mismo que el almacenado en la tabla de memoria. 3
3. En el último ciclo de cómputo de punto fijo en funciones totales
aplicadas a uno o más argumentos.
La condición de parada del algoritmo de cómputo de punto fijo 3
de una determinada aplicación de función f es que el par deéxito almacenado en la tabla de memoria asociado a 1 no haya
cambiado. Para detectar este cambio es necesario haber calculado 3
dos veces el mismo par de éxito. Por lo tanto, el último ciclo del
cómputo de punto fijo corresponde a un cálculo redundante.
3.2.1 Validación de la extensión
En esta sección se proporciona la guía para la validación de la extensión .3
de la interpretación abstracta en el marco lógico al marco lógico-funcional
presentado.
En primer lugar, proponemos un esquema de traducción de programas 3
Babel a programas Prolog, mostrando que el resultado que proporciona la
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porcionado por la interpretación abstracta en el marco lógico5.
Consideremos el esquema de traducción T de programas Babel a progra-
mas Prolog. Cada regla f(t
1,.. . , t,,) := e. en la definición de la función f se
traduce bajo Ten una cláusula C que define el predicado f¡n+ 1, cuyo n+ 1-
ésimo argumento es una variable R que representa el resultado de la función.
Los m primeros objetivos de C son las expresiones e1 que representan las
aplicaciones e1 de la expresión e, cuyas aplicaciones e~ se han reemplazado
por las correspondientes variables nuevas 14. Cada expresión e~ tiene las
variables nuevas R~ que representan el resultado de cada aplicación e1. Las
expresiones e~ se ordenan en C siguiendo el orden de evaluación impaciente
de izquierda a derecha. El último objetivo de C es la asignación de R a la
expresión que se obtiene de reemplazar las aplicaciones e~ en la expresión e
por las variables R1. La transformación vienedada por el sigulente esquema:
f(t1,.. .,t~) e(eí,...,em]. Z~ ¡(t1,... ,t~,R) : —el[Rí],.. . ,e~[Rm],R =
e[e1/R1].
En la figura 3.9 se muestran los subárboles correspondientes a los casos
lógico y lógico-funcional para una llamada ¡junto a su sustitución de entrada
/
3entrv. Suponiendo la misma sustitución de entrada para ambos casos9
Aifl~~ difiere de A~~B,JcC sólo en las vinculaciones debidas a Rí,... ,Rj. Estas
vinculaciones no se encuentran en Ai~cc puesto que la información relativa
a ellas se encuentra incorporada en el segundo argumento de los pares de
éxito y salida (< Aisucc,pi >, y < I3exí¿,P> respectivamente). Puesto que
las operaciones abstractas sobre sustituciones abstractas se realizan de igual
forma en los marcos de Babel y Prolog y, dado que las operaciones relativas a
los resultados abstractos son las realizadas sobre los valores a los que están
ligados las variables R
1, . . . , R,,,, podemos observar que la interpretación
abstracta de Babel proporciona los mismos resultados que la interpretación
abstracta del correspondiente programa Prolog traducido. Esto es cierto
salvo para la información relativa a las vinculaciones R1,... , R,,~, que no se
incorpora en las sustituciones, pero que están presentes explícitamente en el
árbol abstracto de evaluación. De hecho, los resultados proporcionados por
la interpretación abstracta en el marco lógico-funcional son en general más
8La noción de cobertura se debe entender como la conservación de la información deri-
vada en uno de los marcos y, posiblemente, la derivación de información más precisa. La
información más precisa se entiende como menos conservadora, Le., asociada a los elemen-
tos del dominio abstracto más cercanos al elemento .1 en el retículo bajo la relación de
orden dada. Es de sobra conocido que, para los propósitos del análisis, conforme descen-
demos en el retículo asociado al dominio abstracto obtenemos información más precisa.
• 9/3entrp f3ntry = f~e9.tr,, donde los superíndices P y E representan en lo sucesivo a
los casos Prolog y Babel, respectivamente.
3
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precisos que los del marco lógico para el mismo dominio. Este hecho es obvio 3ya que, durante la traducción, la información acerca de la independencia de







1 ‘cA1~~,pi >...Am~11 em ‘cAm?~~~, Pm> .3
Subárbol de evaluación abstracta
Figura 3.9: Subárboles para los casos lógico y lógico-funcional. 3
Podemos también considerar que la interpretación abstracta de un pro-
grama Babel se podría haber realizado a través de la interpretación abstracta .3
del programa Prolog resultado de la traducción T del programa Babel. Sin
embargo, para mantener los mismos resultados de nuestro ¡barco, debemos
incorporar explícitamente en ‘T la información concerniente a la independen- 3
cia de las variables nuevas. Pero de este modo estamos obligados a conside-
rar un dominio abstracto con una representación explícita de dependencia.
Con nuestra propuesta, el marco de interpretación abstracta no depende del 3
dominio abstracto para incorporar la información de independencia de las
aplicaciones en la parte derecha de una regla
10. .3
‘0Por otro lado, puesto que en los programas Babel se declara implícitamente la infor-
mación de independencia de estas aplicaciones, comprobamos la mayor expresividad de







1] .>t~1su~ . . . Am~11 e’,,, IR”.] ~ Am + i,~ R — e[e/Ri] Am +
Subárbol And-Or
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En [621se presenta la interpretación abstracta de programas lógico-
funcionales introduciendo explícitamente las vinculaciones de las variables
nuevas en las sustituciones abstractas. Por las razones expuestas anterior-
mente, nuestra solución es más general que la propuesta en [62].
3.2.2 Tratamiento de las funciones no estrictas
La interpretación abstracta desarrollada es correcta para las funciones estric-
tas en todos sus argumentos, pero si consideramos las funciones primitivas
no estrictas guarda, condicional, conjunción y disyunción, se debe modifi-
car para considerar los argumentos de las funciones no estrictas que no se
evalúan. A través del siguiente ejemplo, podemos ver el tipo de problemas
que aparecen en la interpretación abstracta de las funciones no estrictas.
Consideremos un dominio abstracto con información de basicidad, y su-
pongamos que la evaluación de una expresión que contiene la función binaria
conjunción cierra su segundo argumento. En la evaluación real se puede dar
el caso de que el segundo argumento nunca se evalúe porque se haya calcu-
lado un resultado definitorio para el primero. El esquema presentado asume
funciones estrictas, por lo que se calcula el resultado de la evaluación del
segundo argumento, es decir, se obtiene que se cierra (se hace básico).
Para gestionar las funciones no estrictas de manera correcta seguimos
la solución propuesta en [621,que propone una transformación de las reglas
del programa en reglas equivalentes con respecto al propósito del análisis,
de modo que el resultado de la interpretación abstracta ofrece el resultado
correcto esperado. La idea es transformar cada regla que contenga una fmi-
ción primitiva no estricta en un conjunto de reglas que contengan funciones
primitivas estrictas. Cada regla de este conjunto contempla cada uno de
los casos de la ejecución real de la regla con funciones no estrictas. Todas
estas reglas pertenecen a la definición de la función considerada por lo que,
al realizar su interpretación abstracta, la operación lub calcula el resultado
correcto más conservador.
Por ejemplo, la regla con la función binaria no estricta conjunción It
a,b. se transforma en {It := a.,It := a,b.}. La primera regla asume que sólo
el primer argumento se calcula, y la segunda, que se calculan ambos argu-
mentos. En la interpretación abstracta se calcula el resultado conservador
de la evaluación de ambas reglas.
3
3
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3.3 Niveles de análisis .3
El objetivo de este análisis es obtener información de independencia para
simplificar las reglas paralelas. Esta información puede ser explícita, incor- .3
porando en el dominio elementos para representar el caracter libre de las
variables y la dependencia o independencia entre ellas, o implícita, incor-
porando en el dominio información de modos. Los modos pueden ser de
.3entrada, salida o entrada/salida. Un modo de entrada o básico (9round)
significa que el argumento estará cerrado, i.e., sin variables libres, por lo
que es independiente.
.3En esta sección presentamos tres dominios abstractos 2)í, ~ y Va para
obtener diferentes niveles de información de modos y de independencia. En
el diseño de los dominios abstractos hemos comenzado con Z~1, que repre-
.3senta información de modos. Sobre esta base, hemos extendido el dominio
con información de dependencia y libertad, proponiendo V2. Finalmente,
V3 incorpora la expresividad de sus predecesores, incluyendo abstracciones 3para términos de datos con profundidad acotada. Esto permite obtener más
información de dependencia que en 2~2 puesto que el dominio tiene más
expresividad.
.3
Para cada dominio describimos las operaciones más destacadas en el
análisis, que son:
• Abstracción (a). .3
• Menor cota superior (mb). 3
• Unificación abstracta (unif).
Además, proporcionamos el orden parcial necesario para cada uno. .3
3.3.1 Dominio abstracto V1
En este dominio se incluye la información de modos en los elementos abstrac -.3
tos ground y top. El primer elemento es un modo de salida y el segundo un
modo de entrada/salida, que representa cualquier término del dominio real.
.3Para completar el dominio se añade el elemento bottom (1), que representa
un punto de programa inalcanzable durante el cómputo real.
Consideramos como objetos de datos las respuestas computadas de las
.3funciones (i.e., resultados y sustituciones reales). Siguiendo la nomenclatura
previa, E es el conjunto potencia de los objetos de datos y D es el conjunto
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en el dominio abstracto como los resultados abstractos de las funciones y
las sustituciones abstractas. Una sustitución abstracta es un conjunto de
vinculaciones variable ¡ elemento abstracto, donde un elemento abstracto
está en el conjunto {top,ground,bottom}.
Este dominio no es capaz de exportar las vinculaciones de variables más
allá del ámbito local de la cláusula, puesto que no tiene representación pa-
ra las variables. Podemos ver cómo se materializa esta desventaja en el
siguiente ejemplo’’.
Ejemplo 12. Falta de precisión en
Consideremos las siguientes reglas, donde f, y, It e i son símbolos
de función y t es un símbolo de constructora.




La interpretación abstracta del punto de entrada f(X, Y) con la
sustitución >~¿¿ {X/top, Y/top} resulta:
para g(X, Y): ‘Va¿¡ {jX/top, Y/top}, >succ = {X/to’p, Y/top},
(1 = 9round,
para h(X): >~¿¿ = {X/tup} 12 , A5,~ = {X/ground}, p =
gronud,
para 1(Y): >~ca¡¿ = {jY/top}, A,,~ = {Y/top}, p = top,
y para f(X, Y): Asuco {X/yround, Y/top} y p = top.
Por lo tanto, podemos comprobar que este dominio no es lo su-
ficientemente expresivo para inferir la basicidad de Y, ya que
las vinculaciones entre variables
13 se conocen sólo en el contexto
local de la regla, sin propagarse en las llamadas a función.
A continuación describimos el orden parcial y las operaciones abstractas
que operan sobre sustituciones y resultados.
• Orden parcial
bottom ~ ground ~ top
“Adaptado de j44].
‘20e aquí en adelante y por brevedad escribiremos en las sustituciones sólo las vincula-
ciones que afecten a la expresión correspondiente.
‘31.e., alíasíng. Se dice que existe ahasíng entre dos variables cuando la instanciación
de una afecta a la de la otra.
92 Capítulo 3. Análisis de independencia
Á1~>2~ { si X/ground E Át ~ X/ground E >12V ~Y/top E >12
siX/top6A1*X/topEA2
que es un retículo completo con elemento superior {X/top : X E
dorn(A)} yelementoinferior.{X/bottom : X E dom(>1)}, donde dom(A) =
X¡d E >1, dE ¡3}
• Abstracción (a)
— de un término de datos e: a (e) = { ronn¿1 ~::r(e) = ‘4
— de una sustitución O: A(O) = {X/d: X/e E O,d = a(e)}
Menor cota superior (lub)
— de dos términos abstractos dí y ¿12:
lub(di,d2) top ground bottom dí
top top top top
gro<und top ground ground
bottom top grotLrLd bottorn
—. de dos sustituciones>.1 y >12:
lub(A,,A2) = fX/lub(d1,d2) : X/d1 EA, AX/d2 E £2}
• Unificación abstracta (unif) de dos términos abstractos dí y d2, cal-
culada en términos de la siguiente tabla:
uni¡(dj,d2) tap ground bottam 1
top top ground top
gronud grcn¡nd ground ground
bottom top ground bottom
‘‘var(e) es la función que devuelve el conjunto de variables en un término e.
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Mejora del rendimiento en tiempo de ejecución de V,
Como veremos en la sección 3.4, los tiempos relativos de análisis del dominio
son bastante buenos. No obstante, proponemos una pequeña modifica-
ción en los dominios real y abstracto de los objetos de datos para conseguir
una aceleración significativa del procedimiento de análisis a expensas de una
pequeña pérdida de precisión.
Consideremos un programa con n definiciones de función F~. Los nuevos
objetos de datos que consideramos son las n-tuplas (TI,... , 2’,,), donde 7’~ son
los términos de datos construidos con constructoras de datos’5 y variables.
El símbolo raíz de T~ es el símbolo de función de F~. La andad de T~ es
uno más que la andad de F
1. E es el conjunto potencia de los objetos de
datos. Las propiedades se describen por las n-tuplas de patrones [44. 137]
(L,,... , L,j, donde L~ tiene el mismo símbolo raíz que F~ y la misma andad
que 2’~. Los argumentos de L1 se restringen a que pertenezcan a un conjunto
dotado de orden parcial determinado. Elegimos este conjunto como aquél
que contiene los elementos de V,. Los argumentos de L1 representan las
abstracciones de los argumentos de F¿ y la abstracción de su resultado.
La principal ventaja de este dominio es que las funciones abst+actas
son más simples que en el dominio anterior. Además, el procedimiento de
búsqueda en la tabla de memoria es más rápido al considerarse patrones en
lugar de sustituciones.
Si se aplica este nivel de análisis al último ejemplo se obtiene el mismo
resultado. Sin embargo, si se consideran programas con estructuras en los
argumentos, se obtienen resultados menos precisos.
3.3.2 Dominio abstracto 232
Para capturar las ligaduras entre variables construimos este nuevo dominio
añadiendo a V, dos nuevas propiedades:
• la propiedad para caracterizar una variable libre (freeness), y
• la propiedad para caracterizar la vinculación entre dos variables (alia-
sing).
Estas propiedades cubrirán la falta de expresividad de V, para la propa-
gación de aliasing entre la llamada a función y la evaluación de la función.
Añadimos los siguientes elementos: ¡ree para denotar una variable, y X
‘
5Nótese que las constantes son constructoras de datos de andad O.
.3
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(X e PVar, el conjunto de variables de programa) para denotar el aliasing 3seguro de X y una variable de programa dada. Con este dominio es posible
expresar lo siguiente en una sustitución abstracta A:
.3
• Si 2V/Y (X, Y E FVar) y Y/d ¿1 c top pertenece a>., entonces X e
Y son variables definitivamente dependientes.
• Si X/free (X E PVar) pertenece a A y Y/X no pertenecen a A,
entoncesX es una variable independiente.
• Si X/ Y y Y/tap pertenecen a A, entonces X e Y pueden ser depen- .3
dientes.
.3Centrándonos en el ejemplo 12, podemos comprobar el tratamiento más
preciso del aliasing.
Ejemplo 13. Gestión del aliasing en
Con >.~¿¡ = {X/free. Y/free} para f(X, Y) obtenemos lo si-
.3guiente:
parag(X,Y) : = {X/free,Y/free}, Afl~ = {X/free,Y/X},
p = ground, 3
para h(X) : >.~¿¿ = {X/free}, ~ = {X/ground}, p =
ground,
para i(Y) : >.<,~¿¿ = {jY/ground}, >.,,~ = {Y/ground}, p = 3
ground
y entonces, para f(X, Y) obtenemos ~ = {X/ground, Y/ground},
p = ground. 3
Nótese que no sólo se conoce la basicidad de Y, sino también del
resultado.
.3Esta propuesta es similar a la desarrollada en en la que no sólo se
tiene en cuenta el alíasing seguro sino también el aliasing posible.
.3A continuación describimos el orden parcial y las operaciones abstractasque operan sobre sustituciones y resultados.
• Orden parcial .3
bottom E ground E top
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bottorn C X C top
>11 L >12 ~ { si Xi/free E >q t X1/free E >12V Xi/tap E >12si Xi/ground E >1í => Xi/ground E >12v Xi/top E >12
si X1/top E >1i * X t/top E >12
s~ x1¡x2 e >1~ ~ X1/’X2 E >12v Xj/top,X2/top E >12
que es un retículo completo con los mismos elementos superior e infe-
rior que V,.
• Abstracción (a)
— de un término de datos e = te:{ ground si var(e) =
X sieEPVarAe/XEO
c«e) = ,
1’ree si e E PVarA ,&/X E O
top e.o.c.
— de una sustitución O: A(O) = fjx/d: X/e E
• Menor cota superior (lub)





top ground free x1
top top free top
siX1=X2





— de dos sustituciones >1~ y >1g:
{X/lub(d,,d2) X/d, E >1í A X/d2 E >12}
• Unificación abstracta (unif) de dos términos abstractos d~ y d2, cal-












6De aquí en adelante sólo incluiremos en las
los nuevos elementos abstractos. El resto de las
dominio anterior.
tablas las entradas correspondientes a
entradas permanecen iguales que en el
3
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unif<d¡,d2) top bottom d1 3free (d2/top} jjd2¡bottom}
fjX2/tap} (X2/bottom}
d2 .3
Incluso cuando, no proporcionamos representacion para las constantes y
constructoras en V, y en V2, descartamos aquellas reglas que no son unifi-
cables con la expresión a evaluar realizando unificación concreta, mejorando 3
de este modo la precisión del análisis.
3.3.3 Dominio abstracto 233 .3
Con el dominio anterior éramos capaces de capturar información acerca de
términos básicos, variables y aliasing seguro, pero también es interesante 3
incorporar una representación de las constructoras de datos para obtener
tuis información de independencia. Sin embargo, la inclusión de construc-
toras de datos de profundidad no acotada en sus argumentos provocaría la
.3
no terminación del procedimiento de análisis puesto que estaríamos consi-
derando un retículo de profundidad infinita del que no podríamos conseguir
en general secuencias de Kleene finitas. Por lo tanto, imponemos una cota a 3
la profundidad de los términos de datos. Para construir V3 hemos añadido
a los elementos de V2, el elemento abstracto c(Eí,... , E,,), donde c es un
símbolo de constructora, y El,.. . ,E’. son también elementos abstractos que
.3
están limitados a tener una profundidad determinada
17.
Ejemplo 14. Constructoras como términos abstractos.
.3
Consideremos el siguiente programa’8, donde f, y, h e i son fun-
dones, r, s y t son constructoras de datos, y a es una constante.





Supongamos que para la llamada f(X, Y), X está ligada a un
.3
término t(Z), donde Y y Z son variables libres. Este punto de en-
trada se abstrae bajo ~ como X~IL = {X/top, Y/free}. El pro-
cedimiento de interpretación abstracta arroja ~ = {X/top} .3
‘7Esto fué sugerido enf123J.
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para q(X). Sin embargo, la abstracción del punto de entrada ba-
jo V3 es Ac~ = {X/g(Z), 2/free> y el procedimiento de inter-
pretación abstracta arroja >1sÚcc = {X/g(Z), Z/ground}’
9 para
ella. Esto implica que, en el contexto de la regla para 1, se cono-
ce la independencia de X e Y después de la evaluación abstracta
de g(X). Podemos aprovechar esta información en el modelo de
evaluación paralela para permitir la evaluación paralela de h(X)
e 1(Y) sin necesidad de ningún test de independencia en tiempo
de ejecución.
A continuación describimos el orden parcial y las operaciones abstractas
que operan sobre sustituciones y resultados.
• Orden parcial
bottom lE c(cí,... ,c,.) ground ~ top tal que c
1,. . . ,c,, L ground
bottom free C top
bottom ~ X ~ top
bottomlc(ci,...,c,,)L top
c(ct c,,) Lc(di 4) talquecjCd,:l<i=n
Al ~ >12 ~ 4
si Xí/free E Al z~. X,/free E A2 y Xt/top E >12
si Xj/ground E Al =~. Xí/ground E >12V ~rí/top E A2
si Xí/top E >1~ => Xí/top E >12
si Xí/X2 E >1i ~- X1/X2 E A2 y Xí/top,X2/top E A2
si X~/c(díí,. . .,dln) E Al ~ Xi/c(d21, . . . ,d2n) E A2A
da C d21V
Xí/gro’und E A2 A da d2~
que es un retículo completo con los mismos elementos superior e infe-
rior que en los dominios anteriores.
• Abstracción (a)





LoNótese que la primera regla para y
{X/g(Z), Z/free}.
si e E DG
0
si e ~ DG0 A var(e) = 0
si e e PVar A e/X E O
si e E PVarA ~e/X E O
e.o.c.
no es unificable con la llamada q(X) y >.cou =












sí e c(e,,. .. , e
12) AcE DC~
e.o.c.
— de una sustitución 0: .Ak(6) = jjX/d: X/e E 0,d = crft(e)}
• Menor cota superior (Iub)























s(d21,. . . ,d~,,) 1 top s(d21,. . . ,¿12n) ¡
de dos sustituciones ~¾y >12:
lub(>l,>12) = {X/lub(¿11,d2) : X/¿1, E Al A X/d2 E >12}
• Unificación abstracta (unif) de dos términos abstractos ¿1, y ~2, cal-
culada en términos de la siguiente tabla, en la que se especifica la
profundidad ni de los términos abstractos de datos:
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s(d2í ¿12,,) 4 = unifmí(¿1ík,¿12k)




,d2n) unif( a («díi,. . . ,dím)).
,d2n)))
unif0(¿1x,d2) top bottom ¿1í
s(¿1





Nótese que unif aplicado a términos no unificables arroja como resultado
botto’m, que representa en este caso fallo de unificación.
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3.4 Resultados 3
En esta sección presentamos los resultados del análisis de varios programas
Babel significativos que hemos seleccionado. Los resultados se han obtenido
.3
usando un intérprete abstracto de programas Babel escrito en Prolog. Sehan implementado cada uno de los dominios y las operaciones abstractas
asociadas a ellos. Cada programa se ha analizado con ~r(el dominio Ví
mejorado), V,, V2, V4 (Va con cota de profundidad 1), V~ (Va con cota de
profundidad 2) y con V3 (V3 con cota de profundidad 3). Los programas
con funciones primitivas no estrictas se han transformado como se indicó en
.3
la sección 3.2.2, de manera que aparecen nuevas funciones intermedias.
En la tabla 3d mostramos las medidas que hemos obtenido del análisis
de los programas. La primera columna contiene el nombre del programa y 3
la primera fila el de los dominios. Para cada dominio hay tres campos de
información: Time, CalI y Succ. El campo Time contiene la relación entre el
tiempo necesario para el análisis con el dominio Vr y el dominio considerado. .3
El campo CalI muestra la relación entre los patrones de llamada inferidos y
los del dominio ~ El campo Succ contiene el porcentaje de modos útiles
inferidos (para los propósitos de la paralelización). Aparte de estos campos, 3
en las tres versiones del dominio Va añadimos el campo Ten que muestra
una medida de la cantidad de términos de datos compuestos inferidos hasta.
una profundidad determinada. j
Observando la tabla podemos extraer las siguientes conclusiones:
• Para algunos programas de pruebacomo Derivación SimbóLica, Ndmeros 3
de Fibonacel y Matriz, obtenemos la información necesaria para sim-
plificar todas las condiciones de las reglas paralelas. El hecho de que .3
ello se consiga ¿on un dominio tan simple como Vr puede parecer sor-
prendente en elcaso de Matriz. Sin embargo, esto es debido a la mayor
expresividad declarativa del programa Babel, en el que no aparecen las 3variables auxiliares necesarias en Prolog para guardar resultados in-
termedios. Estas variables provocan la pérdida de información en la
propagación de las sustituciones abstractas que impiden obtener el ni- .3
vel de información del caso lógico-funcional con un dominio y análisis
equivalentes.
• Para algunos programas, con el dominio Vr se obtienen los mismos 3
resultados útiles para la paralelización que en el resto de dominios con
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derivar de latabla 3.1). La clave que explica esta mejora es que V~
gestiona sólo patrones que se construyen con términos de datos.
• 133 se comporta bastante bien en la inferencia de un número mayor
dc patrones de llamada y consigue información más refinada acerca de
los términos compuestos sin una sobrecarga excesiva si lo comparamos
con ~2. La diferencia de tiempo con respecto a es en ocasiones
de dos órdenes de magnitud, que se explica no sólo por el número
de patrones inferidos, sino también por las operaciones abstractas más
complejas. Como ventaja, el número de términos compuestos inferidos
es del orden de iO~, mientras que con no se infiere ninguno.
• ~1 y V2 representan un nivel de análisis intermedio, con los cuales
se obtiene información para una paraleilzación eficiente20, pero menor
información de tipos para la mejora del componente secuencial si se
compara con 133.
• Podemos encontrar una paradoja en Árboles Balanceados con respecto
al número de modos de éxito inferidos. A partir del dominio D2, el
porcentaje de modos de éxito inferidos decrece. Esto se debe a que
estamos calculando la relación entre los modos de éxito y los modos
de llamada. Puesto que el número de modos de llamada crece rxiien-
tras que no crece el número de modos de éxito inferidos en la misma
proporción, el porcentaje disminuye. De hecho, el número de modos
de éxito inferidos aumenta.
Sumario
En este capítulo se ha presentado la aplicación de la interpretación abstrac-
ta al análisis de independencia de programas Babel impaciente, desarrollan-
do tres dominios abstractos con los que se consiguen diferentes niveles de
análisis. Se ha estudiado el rendimiento de estos niveles analizando varios
programas de prueba. Se concluye que, para algunos programas, con el do-
minio ~ se obtienen los mismos resultados útiles para la paralelización que
en el resto de dominios. Vi y V2 representan un nivel de análisis interme-
dio, con los cuales se obtiene suficiente información para una paralelización
eficiente, pero menor información de tipos para la mejora del componente
secuencial si se compara con 133.
20A partir de un 63% de modos de éxito inferidos, alcanzado en ocasiones ci 100%.
J
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Un punto de trabajo futuro interesante en términos de la eficiencia en
tiempo <le análisis sería la implementación de 233 con la misma aproxima-
ción que la tomada en la implementacién de V~, en base a considerar sólo
patrones en las llamadas y retornos de funciones, en lugar de patrones y
sustituciones. Este nivel de análisis se podría implementar como el que
planteamos en [139] en el ámbito de la programación lógica. El objetivo
es conseguir un analizador rápido que use la misma técnica de las imple-
mentaciones basadas en máquinas abstractas, de modo que se analicen los
programas mediante ejecución simbólica.
Otro punto interesante es el tratamiento de funciones no estrictas defini-
das por el usuario (i.e., con el mecanismo de evaluación perezoso) y extender
el análisis de forma que incorpore información de estricticidad [125, 126] o
demanda [75).
Finalmente, la interpretación abstracta se podría utilizar en el análisis
de granularidad de expresiones en la línea de [49], desarrollado en el ámbito
de la programación lógica.
J









La máquina abstracta paralela
PEBAM
En este capítulo se presenta una máquina abstracta paralela sobre un mo-
delo de memoria compartida. El capítulo comienza con un breve repaso
de las técnicas usadas en implementaciones de máquinas lógicas y funcio-
nales secuenciales, relacionándolas con las técnicas de ejecución paralela
utilizadas en programación lógica. Se desarrolla el modelo de ejecución de
una máquina paralela basada en pilas que retiene las optimizaciones de las
máquinas lógicas y funcionales secuenciales, fundamentalmente durante el
cómputo hacia atrás en la desasignación de memoria. Su comportamien-
to es similar al de una máquina funcional cuando se determinan cómputos
deterministas estáticamente, mediante análisis, o dinámicarnente, mediante
el corte dinámico. Finalmente, se describe su arquitectura, el repertorio de
instrucciones y la compilación de programas paralelos Babel a instrucciones
máquina.
4.1 Introducción
En esta sección se comentarán las implementaciones secuenciales en progra-
mación lógica y funcional y el problema que aparece en la extensión de una
implementación de una máquina secuencial a una paralela.
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4.1.1 Máquinas abstractas secuenciales basadas en pilas J
Máquinas de programación lógica
En 1983, D.II.D Warren diseñó la WAM ( Warren Abstract Machine [161]’), u
una máquina abstracta basada en pilas para la ejecución compilada de Prolog
que se ha convertido en el estándar sobre el que se basan diseños posteriores.
Su diseño integra con un alto grado de eficiencia el paradigma declarativo ude Prolog en una arquitectura tipo Von Neumann.Esta máq ina incorpora l s siguientes ideas:
• Codificación en las instrucciones máquina de casos particulares de la j
unificación.
• Gestión dinámica de memoria con recuperaciónautomática en el cómputo
hacia atrás que minimiza la operación de recolección de basura.
• Representación de datos marcados con su tipo para optimizar la uni- uficación y la selección de alternativas.
• Identificación del determinismo de los programas especializando el con- utrol de flujo en la compilación.
Más tarde han aparecido otros trat~ajos que mejoran el diseño original
de la WAM, consiguiendo implementaciones aún mas eficientes [137). Estas uimplementaciones reducen la granularidad de las instrucciones y optimizan laidentificación de determinismo y la especialización de la unificación mediante
análisis de flujo de datos. J
Máquinas de programación lógico-funcional
Los primeros trabajos sobre la implementación del estrechamiento se basaron
en la representación de grafos [93], estructuras costosas en la gestión de
memoria dinámict uEn [1011se describe la primera máquina de estrechamiento (Narrowíng
Machine (NM,~)) basada en pilas que incorpora las ideas principales de la
WAM. La NM dispone de una pila de ejecución (run-time stack o simple- umente pila (stack)) que almacena información de control pan el cómputo
hacia adelante y hacia atrás. Cada vez que se produce una llamada a u-
na función con varias alternativas no excluyentes se alinacena un punto de
elección (choice point) en la pila, que contiene la información de control
‘En [2] se puede encontrar una descripción de este diseño.
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necesaria para probar las siguientes alternativas del procedimiento. Corno
en las máquinas de reducción, en la pila se almacena cada uno de los en-
tornos (environment) asociado a una llamada a función, que contienen los
argumentos y las variables [ocales de la función, así como la información de
control necesaria para continuar el cómputo hacia adelante después de la
evaluación de la función.
En el siguiente ejemplo mostramos un caso representativo de la gestión
dinámica de memoria de la ¡VM,
Ejemplo 15. Gestión dinámica de memoria en la NM
En la figura 4.1 se muestra un programa Babel y la organización
de la pila en dos momentos ((a) y (1’)) de la evaluación de la
expresión 1(X). Las flechas de trazo continuo apuntan al punto
de continuación (Continuation Point (GP)) en caso de evaluación
con éxito, mientras que las flechas de trazo discontinuo apuntan
a la siguiente alternativa en caso de fallo.
En (a) se describe la situación alcanzada en el cómputo hacia
adelante antes de iniciar la evaluación de It en el cuerpo de la
regla def. En la pila se ha creado un entorno para la llamada af
e inmediatamente después el entorno para la evaluación de g. El
punto de continuación posterior a la evaluación de g se almacena
en el entorno de g. Sobre este entorno se ha creado un punto
de elección para g, puesto que las dos reglas de su definición
representan alternativas excluyentes2. La siguiente alternativa a
probar en caso de fallo se alinacena en este punto de eleccion.
Finalmente, el entorno correspondiente a It se almacena en la
cima de la pila.
En (b) se describe la situación alcanzada después de evaluar la
segunda alternativa para g. La evaluación de It, cuyo segundo
argumento es e (generado por la primera regla de 9) produce fallo
de unificación. La siguiente alternativa a probar está indicada en
el último punto de elección almacenado en la pila (apuntado por
el registro fi). Puesto que la alternativa anotada en el punto de
elección es la última posible para la evaluación de g, el punto de
elección se elimina después de restaurar el estado. La eliminación
del entorno de It y del punto de elección para g se realiza de
2La restricción de no ambigúedad (cf. Apéndice A> se cumple para este programa,
puesto que las partes izquierdas de las reglas no son unificables (restricción de no super-
posición).
J
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manera eficiente restaurando simplemente el contenido de los
registros E y fi. La restauración del estado previo a la evaluación
de g se realiza deshaciendo las unificaciones a partir de ese punto;
en este caso, la instanciación de X a c. Estas unificaciones ~e Janotan en el trail, una pila que registra las variables que sufren
instanciación en el cómputo, hacia adelante. El espacio de trail
utilizado se recupera restaurando el registro de cima de trail que Jse almacena en el entorno. La evaluación de g con la segunda
regla devuelve d, que permite el éxito de la unificación de la
expresión It(c, d) con la regla de definición para It.






2Figura 4.1: Ejemplo de gestión de la pila.
En este ejemplo se muestra la gestión eficiente del cómputo hacia atrás Jque se realiza en la NM. Ello es posible por las estructuras de datos basadas
en pilas que se han utilizado (pila, trail, ...). El principio en que se funda
esta arquitectura es colocar las estructuras de datos nuevas sobre las viejas j(condición de orden o de precedencia), de manera que las que se descartendurante el cómputo hacia atrás sean las que estén en la cima de la pila.
Una estructura de datos asociada a una función f es más nueva que otra
asociada a otra función g siempre que f se evalúe después de y en el orden






1(X) := h(c.g(X)). h(c,d) 2= c.
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particular. el último punto de elección en la pila siempre corresponde a la
próxima alternativa a probar en el orden de evaluación secuencial3.
4.1.2 Extensión de máquinas abstractas secuenciales basadas
en pilas a paralelas
Una máquina de estrechamiento secuencial se puede extender al caso paralelo
de varias formas:
• Un sistema multisecuencial con un trabajador para la evaluación pa-
ralela de cada expresión. Cada trabajador es una máquina de estre-
chamiento secuencíal extendida con los mecanismos necesarios para
la explotación de paralelismo. Esta solución en la explotación de pa-
ralelismo es simple puesto que asume recursos ilimitados y además
se mantiene la eficiencia del trabajador secuencial. Sin embargo, la
gestión de la memoria dinámica para la creación de trabajadores es
costosa4. Además, esto provoca de nuevo un problema que se evita
con las implementaciones basadas en pilas, es decir, la fragmentación
de memoria5.
• Un sistema multisecuencial con pilas compartidas. En [80] se propo-
nen pilas compartidas (meshed stacks) por varios trabajadores para
disminuir el consumo de memoria, pero se necesita un recolector de
basura que añade un costo computacional extra6.
• Un sistema multisecuencial con trabajadores para la evaluación conse-
cutiva de diferentes expresiones paralelas, Esto introduce otros proble-
mas en la desasignación de memoria (garbage slot y trapped goal [71])
si se admite almacenar en una misma pila expresiones sin respetar la
condición de precedencia del caso secuencial, es decir, si se solicitan
nuevas alternativas de un punto de elección que no se encuentre en la
3Las alternativas de cada función se prueban en el orden textual en el que aparecen en
el programa.
4Si este sistema se implementa en un sistema paralelo que simule el sistema de es-
trechamiento paralelo, la gestión de la memoria dinámica se cede al sistema operativo
subyacente y su eficacia recaerá en última instancia en el sistema operativo.
5En el diseño de sistemas paralelos no se debe olvidar la capa software o hardware que
subyace a la implementación, que puede significar el trasladar un problema de un nivel
abstracto a otro (diseño del sistema paralelo al sistema operativo subyacente).
6En definitiva, se pierde realmente la pila como estructura de datos y pasa a ser un
nuevo heap.
j
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cima de la pila. Para prevenir estos problemas, se debe mantener el uórden de evaluación secuencial de las estructuras de datos en la pila,
de forma que las alternativas en la pila se encuentren en el orden de
evaluación secuencial de backtracking. Sin embargo, no se puede es-
tablécer un orden entre cualquier par de expresiones paralelas como
mostramos en el siguiente ejemplo.
Ejemplo 16. Problema de la ezp¿otación de paralelismo.
En la figura 4.2 se muestra la. evaluación de una. expresión
ezp en la que intervienen los trabajadores T1 y T2. exp
contiene las expresionesf, gy h en el orden de estrechamiento
secuencial. En el ejemplo se muestra que el trabajador T1
ha finalizadocon éxito la evaluación de f y g mientras It se
está evaluando en T2. Si la evaluación de It provoca fallo,










Figura 4.2: Problema de la explotación de paralelismo.
Estas consideraciones muestran el problema que existe en la extensión del u
caso secuencial al paralelo. Se han propuesto varios sistemas paralelos para
Babel basados en grafos [92,140, 95], pero ninguno retiene las características
de un sistema basado en pilas como el sistema paralelo de Prolog descrito en
[691.En las próximas secciones se desarrolla una máquina abstracta paralela
extendiendo la máquina secuencial descrita en [101]con técnicas de ejecución
paralela similares a las desarrolladas en [693.
-u
u
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4.2 Modelo de ejecución de la máquina abstracta
paralela
En esta sección proponemos el modelo de ejecución de la PEBAM (Para-
lId Enger Babel Abstract MacAúne), una máquina abstracta paralela basada
en pilas (figura 4.3) que es un sistema multisecuencial de n trabajadores
que cooperan a través de un soporte de comunicaciones7. Cada trabajador
es una máquina de estrechamiento secuencial extendida con los mecanis-
mos necesarios para la evaluación consecutiva de expresiones en el entorno
paralelo.
4.2.1 Cómputo hacia adelante
Para evaluar la expresión objetivo se designa un trabajador que actúa como
una máquina de estrechamiento secuencial hasta que se alcanza un punto
de activación de paralelismo (fork point). Hasta este punto, el orden de
las estructuras de datos en su pila es el de estrechamiento secuencial. A
continuación, el trabajador pone a disposición del resto de trabajadores las
expresiones paralelas, conservando la primera en el orden de evaluación se-
cuencial para su evaluación loca]. Dependiendo de los recursos disponibles,
la totalidad o un subconjunto de las expresiones paralelas disponibles se eje-
cutarán en trabajadores remotos. Después de la evaluación local es posible
que aún queden expresiones que no hayan sido aún evaluadas. El trabaja-
dor inicia entonces la evaluación de la expresión más vieja disponible para
permitir subsiguientes evaluaciones locales. Los trabajadores remotos que
‘En este nivel de abstracción consideramos el soporte de comunicaciones sin hacer
referencia a su implementacián, por ejemplo, con enlaces serie, bus o niultibús, etc.
Figura 4.3: Máquina abstracta paralela.
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hayan finalizado su cómputo pueden buscar más trabajo de manera que res- Jpeten el orden de las estructuras de datos en sus pilas. Cuando ha finalizado
con éxito la evaluación de las expresiones paralelas se alcanza el punto de
reunión (join point).
4.2.2 Cómputo hacia atrás (backtracking)
El cómputo hacia atrás se activa cuando se produce fallo o se solicitan nuevas
alternativas. Pueden ocurrir los dos casos siguientes:
• La evaluación de una expresión paralela de un punto de activación de
paralelismo falla (estado inside [69]). Debido a que las expresiones pa-
ralelas son independientes, ninguna otra alternativa de las expresiones
del punto de activación de paralelismo puede solucionar el fallo calcula-
do. En este caso se puede descartar la evaluación de estas expresiones, 3
es decir, se realiza backtracking semi-inteligente [69].
• Un cómputo secuencial no dispone de más alternativas debido a que el
punto de elección inmediatamente inferior es anterior al último punto
de reunión (estado outside [69]). Se busca la siguiente alternativa en el
orden de evaluación secuencial explorando las expresiones correspon- udientes a este punto a partir de la expresión que provocó el punto de
reunión. Cuando se encuentra, se descartan las expresiones posteriores
a la que posee alternativas (operación de descarte de cómputos) y se upide una nueva alternativa de un modo similar al secuencial, esto es,
inspeccionando el punto de elección correspondiente. Si se producen
subsiguientes fallos se buscan nuevas alternativas en el mismo orden.
4.2.3 Planificación de trabajo 3
Para mantener el orden del backtrnching secueucia.l en las estructuras de
datos alojadas en las pilas se impone una restricción en las expresiones que
un trabajador pueda evaluar (condición de precedencia). El procedimiento
de planificación de trabajo determina si una expresión paralela cumple la
condición de precedencia. Para ello es necesario plantear un orden entre ulas estructuras de datos que se alojan el la pila. Describiremos en primerugar una representación para el orde del caso secu ncial y a continuación
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Orden entre estructuras de datas
En lo que sigue un nodo representa las estructuras de datos que se colocan
en la pila necesarias para iniciar la evaluación de una función.
• Orden del caso secuencial.
Cada estado intermedio de un cómputo de estrechamiento secuencial se
representa por medio de un árbol And-Or, en el que se alternan nodos
And y Or como se puede ver en lafigura 4.4-a. Un nodo And representa
la parte izquierda de una regla cuyos hijos son las aplicaciones de su
parte derecha. Estas aplicaciones son los nodos Gr cuyos hijos son las
cabezas de las reglas unificables con cada nodo Gr. La construcción
de este árbol está guiada por el mecanismo de cómputo impaciente.
Se define un orden parcial cuya relación de orden es la siguiente: un
nodo a es más nuevo que (o está a la derecha de) un nodo b siempre
que b se encuentre primero que a en el árbol de evaluación según el
orden de estrechamiento impaciente en profundidad y de izquierda a
derecha8.
• Orden del caso paralelo.
Cada estado intermedio de un cómputo de estrechamiento paralelo se
representa añadiendo al caso anterior nodos Fork y Join. Un nodo
Fork representa el punto de activación de paralelismo de sus hijos Or.
Un nodo Join representa un punto de reunión tras una evaluación
paralela (véase la figura 4.4-b). En este esquema, un nodo And puede
tener nodos hijos Gr y Fork Se establece una relación de orden “es
más viejo que” entre los nodos Or y sus hijos, entre los hijos de un
nodo Forlc y entre los hijos de un nodo And (en estos dos últimos casos
en el orden de estrechamiento secuenciafl. Sin embargo, no es posible
aplicar esta relación entre los descendientes de un nodo Fork hasta que
no se alcance el nodo Join correspondiente. Esto es debido a que la
configuración del árbol de evaluación puede variar antes de alcanzar la
configuración de éxito cuando, en presencia de backtracking, se prueban
diferentes configuraciones del árbol de evaluación.
Condiciones de evaluación
Seguimos el orden parcial expuesto para asignar laevaluación de una expre-
sión a un trabajador que cumpla la condición de precedencia, esto es, que
8La relación es simétrica para “es más viejo que” ( o “está a la izquierda de”).
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durante el backtracking tenga en la cima de su pila la estructura de datos a
descartar o con alternativas pendientes. J
Los siguientes casos condicionan la evaluación de expresiones.
• Si un trabajador ha finalizado la evaluación de una expresión e de
su punto de activación de paralelismó activo (i.e., no se ha alcanza-
do el punto de reunión) sólo puede evaluar expresiones del punto de
activación a la derecha de e.
• Si un trabajador ha evaluado unaexpresión e de un punto de activación
remoto que aún contiene otras expresiones, se permite que evalúe otra
expresión a la derecha de e. Esta situación se muestra en la figura 4.5-
a, en donde se representan árboles de evaluación paralela con arcos
etiquetados con el identificador del trabajador T que ha evaluado una 2determinada expresión. En esta figura las expresiones que 1 puede
evaluar se anotan con Permitido, mientras que las que no cumplen la
condición de precedencia se anotan con Prohibido). Las expresiones a
su izquierda no son adecuadas puesto que son más viejas en el orden
de. backtracking.
• Si un trabajador 1 ha evaluado una expresión de un punto de activa-
ción de paralelismo, que puede haber alcanzado el punto de reunión, y
que pertenece a un segmento computacional de otro punto de activa- 2ción ancestro, no se permite que evalúe expresiones de éste hasta queel segmento computacional haya alcanzado el punto de reunión (véase
la figura 4.5-c).
• Finalmente, un trabajador que no haya evaluado ninguna expresión




Figura 4.4: Arboles de evaluación para los casos secuencial y paralelo.
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a b
c
Figura 4.5: Condiciones en la planificación de trabajo.
Como conclusión, decimos que un trabajador T puede evaluar una ex-
presión de un determinado punto de activación si todos los segmentos com-
putacionales en los que ha tomado parte el trabajador T han alcanzado los
correspondientes puntos de reunión. Es decir, puede evaluar no sólo los hi-
jos inmediatos del correspondiente punto de activación de paralelismo, sino
cualquier descendiente (véase la figura 4.5-b). Aun cuando la implementa-
ción de estas condiciones pueda parecer costosa, se puede comprobar que la
estrategia de planificación de trabajo que desarrollamos se puede implemen-
tar eficientemente (véase el apéndice D).
Selección de las expresiones
Una vez identificadas las expresiones que cumplen las condiciones de eva-
luación en un determinado trabajador, presentamos el criterio por el que se
selecciona una de ellas para su evaluación.
Hay dos casos en la selección de una expresión en un punto de activación












Join2 Join2 Join 1
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• Si no hay ninguna expresión en evaluación a la izquierdade otra, ésta es 2la más adecuada puesto que, al ser la expresión más antigua disponible,
el trabajador puede realizar subsiguientes evaluaciones de expresiones
de este punto de activación. J
• Si hay expresiones en evaluación a la izquierda de otras expresiones
disponibles, la estrategia a seguir no es tan evidente como en el caso 2
anterior. En este caso se pueden elegir dos alternativas:
— Seleccionar la expresión más a la izquierda realizando una búsqueda 2de trabajo, que no asegura que tenga éxito.
— Seleccionar la expresión disponible más a la izquierda, que tiene
definitivamente trabajo. 2
Hemos elegido la segunda alternativa por dos motivos.
— Para asegurar que se puede evaluar el máximo número de expre- 2
siones en el trabajador remoto.
— Para evitar el trabajo especulativo debido a las expresiones a la 2derecha que no es útil cuando se calcula un resultado definitorio
o de fallo a la izquierda.
Estrategia de planificación de trabajo 2
Podemos considerar dos estrategias principales de planificación de trabajo. 2
• Centralizada.
Un controlador se hace cargo del reparto de trabajo en base a la in- 2
formación que se posea de la carga de trabajo del sistema [4].
• Distribuida. 2Los trabajadores son los encargados de explorar su entorno en busca
de trabajo [100).
La primera alternativa es adecuada para un sistema en el que la trans- 2
misión de la información necesaria del estado de los trabajadores no sea
costosa, como en un sistema de memoria compartida. Los sistemas cen- 2tralizados son más complejos en su di~eño puesto que se tiata de predecir
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La segunda alternativa es adecuada para sistemas en los que la transmi-
sión de esa información sea costosa, como en sistemas de memoria distribui-
da. De esta manera, el conocimiento del estado de la carga de trabajo del
sistema es preferentemente local en cuanto que para eliminar el tráfico de
mensajes se prescinde de cierta información global.
Hemos desarrollado una planificación global gestionada localmente por
los trabajadores, ya que consideramos una máquina sobre un modelo de
memoria compartida. Los detalles de la implementación de esta estrategia
se pueden encontrar en el apéndice D.
Representación de la información de trabajo disponible
Usualmente se utilizan estructuras de datos como pilas o colas para la in-
formación del trabajo disponible. En su lugar, hemos utilizado la cadena de
marcadores de paralelismo en los que se guarda la información necesaria del
punto de activación de paralelismo al que corresponde, obviando otras es-
tructuras de datos. La diferencia fundamental con la gestión de otras estruc-
turas de datos es que en lugar de la búsqueda en la cola de tareas siguiendo
direcciones consecutivas, se sigue la cadena de marcadores de paralelismo
en un esquema de indirección (las tareas se encuentran por búsqueda en el
marcador hijo de paralelismo) en la búsqueda de trabajo.
En la figura 4.6 se puede observar cómo se proyecta una cola de tareas
típica sobre la pila, en la que residen una serie de marcadores de parale-
lismo (PF - parcalí frames) que contienen las expresiones disponibles para
evaluarse (slot ready). Las expresiones que se evalúan primero son las más
viejas, como en la cola de tareas que se presenta en la misma figura.
Podemos exponer algunas ventajas de nuestra propuesta. En primer
lugar, el trabajador local (que en general está realizando trabajo) se libera
de la gestión de la cola de tareas y, en segundo lugar, se necesita menos
gestión de memoria. Sin embargo, el esquema de indirección es más lento
que el acceso directo a una cola de tareas.
4.2.4 Descarte paralelo de cómputos
El descarte de cómputos puede ocurrir en los casos siguientes:
• En el fallo de la evaluación de uno de los argumentos de una función
estricta (estado inside). En este caso se descarta el resto de argumen-
tos.
2
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Figura 4.6: Cola de tareas imbuida en la pila. 2
• En el f~.llo de la evaluación de uno de los argumentos de una función 2no estricta (estado inside). En este caso se descartan los argumentos
a la derecha del que provocó el fallo.
• En el cálculo de un resultado definitorio de una función no estricta 2
(estado inside). En este caso se descartan los argumentos a. la derecha
de la evaluación definitoria.
• En la búsqueda de alternativas en un punto de activación durante el 2
cómputo hacia atrás (estado outside). En este caso se descartan todos
los argumentos a la derecha del que posee alternativas. 2
Hay dos fases en el descarte de cómputos:
• Fase de notificacwn. 2Consiste en el envío de la información necesaria para el descarte de
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• Fase de desasignación.
Consiste en la desasignación de estructuras de datos y desvinculación
(le variables, similar al caso secuencial.
Estas dos fases se describen en el procedimiento de descarte de cómputos.
Procedimiento de descarte de cómputos
Se puede comprobar que existe un invariante del número de notificaciones de
descarte que llegan a un trabajador debido al orden establecido en la pila.
Gracias a ello podemos diseñar un procedimiento eficiente de descarte de
cómputos que difunde las notificaciones de descarte esperando sólo cuando
es realmente necesario. El procedimiento permite el envío de notificaciones
a todos los trabajadores que han intervenido en un punto de activación, lo
que implica un descarte paralelo de cómputos. Una vez que se han enviado
todas las notificaciones de descarte se produce una espera hasta que se hayan
descartado todos los cómputos. No es necesario que estas notificaciones
contengan también el segmento al que van referidas puesto que el número
de notificaciones de descarte que llegan a un trabajador coincide con el
número de segmentos computacionales que se deben descartar. En general,
el orden en el que las notificaciones de descarte llegan a un trabajador no
coincide con el orden de los segmentos computacionales alojados en la pila.
Sin embargo, esto no presenta ningún problema tal como se muestra en la
siguiente distinción de casos posibles.
• Descarte local de expresiones. Este caso corresponde al descarte de los
cómputos locales o evaluados por trabajadores remotos.
— Evaluación local de todas las expresiones.
El procedimiento de descarte es similar al caso secuencial.
— Evaluación remota.
* Si una de las expresiones se ha evaluado en un trabajador
remoto y éste no ha evaluado ninguna otra expresión (por
la condición de precedencia, porque no haya terminado su
evaluación o porque no haya más trabajo disponible), el tra-
bajador remoto recibe una única notificación de descarte que
corresponde al segmento computacional superior en su pila9.
9Este trabajador, a su vez, puede haber generado otros puntos de activación y las
notificaciones de descarte en este caso se reducen al caso general.
2
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* Si varias expresiones se han evaluado en el mismo trabaja- 2dor remoto, a éste le llegará el número de notificaciones de
descarte correspondiente al número de expresiones que ha
evaluado’0. En este caso, si las notificaciones se envían de 2
las expresiones más antiguas a las más nuevas, las notifica-
ciones llegan al trabajador remoto en sentido inverso al orden
en que se alojan los segmentos computacionales respectivos J
en la pila.
• Descarte remoto de expresiones. 2Este caso corresponde a la llegada de notificaciones de descarte desdetrabaj d res ancestros.
Debido a la condición de precedencia, un trabajador ha podido inter- 2
vernir en los puntos de activación del segmento computacional, pero
no de otros correspondientes a otros segmentos. Esto significa que el
número de notificaciones de descarte que recibe el trabajador corres- J
ponde a las expresiones que han evaluado y que se encuentran en la
cima de la pila. Si el trabajador se ha involucrado en un segmento
computacional diferente, sólo puede haber sido en la evaluación de 2
una expresión del punto de activación al que pertenece el anterior seg-
mento computacional, por lo que si éste debe ser descartado también
debe serlo el otro, puesto que es más nuevo. 2
Con este procedimiento se evita el problema que aparece cuando la ve-
locidad de creación de tareas es semejante a la velocidad de descarte de 2
tareas, lo cual da lugar a segmentos computacionales inútiles que avanzan
ocupando recursos sin llegar a ser descartados en un tiempo razonable”. 2
Repercusión del descarte de cómputos en la planificación de tra-
bajo 2
Para mantener la coherencia del marcador de paralelismo, éste se bloquea
cada vez que un trabajador lo actualiza. Esto implica la suspensión del
procedimiento de búsqueda de trabajo cuando un marcador de paralelismo 2
“’Es posible que la última éxpresión se encuentre aún evaluándose.
tiE incluso a ao llegar siquiera a ser descartados si ta velocidad de creación de tareas
es igual o superior a la velocidad de descarte de tareas.
En [56j se describen dos alternativas a la propagación de notificaciones de descarte que 2
solucionan los problemas que aparecen en un sistema que no. hace uso de las técnicas aquí
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bloqueado se intenta consultar. Cuando se desbloquea el marcador, pueden
ocurrir tres casos:
• Se cierra el marcador (marcador inactivo).
• El marcador permanece con trabajo pendiente (marcador activo).
• Se descarta el marcador.
Los dos primeros casos no representan ningún problema para el procedi-
miento de planificación de trabajo (tan sólo se continúa con la búsqueda de
trabajo), pero se debe observar cuidadosamente el caso en que se produce
una notificación de descarte cuando se realiza la búsqueda de trabajo.
Si la notificación de descarte llega a un trabajador en el que se está bus-
cando trabajo, se puede considerar la alternativa de recorrer la cadena de
marcadores de paralelismo en orden inverso buscando más trabajo disponi-
ble. Sin embargo, este proceso tiene algunas desventajas: en primer lugar
hay que prevenir la interferencia con otras notificaciones de descarte al reco-
rrer la cadena y, en segundo lugar, la estrategia se complica en términos de
consumo de memoria y de tiempo de cómputo. Para prevenir estas desventa-
jas, optamos por la interrupción del procedimiento de búsqueda de trabajo
en presencia de una notificación de descarte, seguido de su activación desde
la situación inicial.
Repercusión del descarte de cómputos en la finalización de un
cómputo
Cuando un trabajador finaliza la evaluación de una expresión paralela con
resultado de éxito o fallo, intenta acceder al marcador de paralelismo corres-
pondiente para actualizar la información adecuada (la respuesta computada,
la presencia de alternativas’2, el resultado de fallo, ...). Si el marcador de
paralelismo está bloqueado, el trabajador debe esperar hasta que se reciba
una notificación de descarte o que se desbloquee el marcador de paralelis-
mo. El primer caso corresponde a que el trabajador que ha evaluado una
expresión hermana o antepasada ha provocado una notificación de descarte
para el cómputo actual. El segundo corresponde a que el trabajador que
12 veremos, esta operación consiste tan sólo en comprobar si el registro del punto de
elección contiene un valor superior al del registro del marcador correspondiente (marcador
de evaluación local o marcador de evaluación remota).
2
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ha evaluado una expresión hermana ha terminado la actualización del mar- 2cador de paralelismo’3. Cada trabajador que termina una evaluación es el
responsable del análisis de la situación y de ejecutar las acciones pertinentes,
en lugar de interrumpir el proceso del trabajador local.
Repercusión del descarte de cómputos en la petición de alternati- 2
Una petición de alternativas se puede resolver activando tan sólo un registro
binario del trabajador remoto correspondiente. Esto es posible porque éste 2sólo puede esperar una petición de alternativas o una notificación de descar-
te. Si se recibe una petición de alternativas, el cómputo que hubiese podido
ser asignado en la pila después de dicha expresión habría sido descartado 2definitivamente por una operación de descarte previa, lo que está asegurado
por la condición de precedencia. 2
En el apéndice O se puede encontrar la descripción de cada una de los
procedimientos discutidos en esta sección junto a una explicación más deta- 2
llada de las consecuencias en términos de eficiencia del sistema.
4.3 Arquitectura de la PEBAM
La PEBAM consta de un conjunto de trabajadores que evalúan expresiones
secuencialmente en un entorno paralelo. Un trabajador es una extensión de 2
la máquina abstracta secuencial descrita en [101] con los mecanismos ade-
cuados para coexistir en un entorno paralelo, que incluyen nuevos registros,
estructuras de datos e instrucciones. J
En el diseño de la PEBAM se debe tomar en consideración el modelo
de memoria sobre el que se va a soportar, compartida o distribuida. Los
multiprocesadores de memoria compartida utilizan una memoria común ac- 2
cesible por todos los elementos de proceso del sistema. La frecuencia de
acceso en estos sistemas está limitada por el ancho de banda de la memoria.
El acceso a la memoria supone un cuello de botella cuando el número de J
procesadores aumenta significativamente. En los multiprocesadores de me-
mona distribuida cada elemento de proceso dispone de una memoria local y
está conectado al resto a través de una red con una determinada topología. 2
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Utilizan un sistema de paso de mensajes para la comunicación. El sistema
Sequent [143]es representativo del modelo de memoria compartida. mientras
que el sistema Supernode, basado en transputers [150], lo es del modelo de
memoria distribuida.
El mecanismo de explotación del paralelismo conjuntivo aconseja la ti-
tilización de un modelo de memoria compartida puesto que el acceso a da-
tos compartidos es más frecuentemente que en el paralelismo disyuntivo
[4, 26, 164] ‘4. En efecto, la evaluación de las unidades paralelas de tina
regla debe confluir en ausencia de fallo en el punto de reunión donde se
compone el resultado de la función. Esto implica no sólo el acceso com-
partido a los resultados de las funciones, sino también a las estructuras de
datos que se construyen en las sustituciones de las variables. Por lo tanto, se
produce comunicación entre los trabajadores queintervienen en el cómputo
de una expresión durante la planificación paralela, la evaluación de las uni-
dades paralelas (en la consulta de estructuras básicas o independientes) y en
la composición del resultado. Utilizamos, pues, en un modelo de memoria
compartida para el diseño de la PEBAM.
4.3.1 Areas y estructuras de datos
En este apartado se describen las áreas de datos de los trabajadores (registros
y áreas de memoria) y las estructuras de datos que contienen. En la figura
4.7 se muestran las áreas de datos de un trabajador que se comentan a
continuación.
Registros
Distinguimos cuatro tipos de registros:
• Registros de estrechamiento. Se utilizan en implementaciones típicas
de máquinas secuenciales de estrechamiento basadas en pilas. El re-
gistro e denota el entorno superior en la pila, b apunta al punto de
elección superior (registro de backtracking), Ji a la cima del heap, t a la
cima del trail, d a la cima de la pila de datos y, finalmente, ic apunta
a la siguiente instrucción a ejecutar del programa.
• Registros de control de paralelismo. Se utilizan para acceder a las
áreas de datos que gestionan el paralelismo. El registro pIse usa para
‘‘No obstante, para determinados sistemas se comprueba que la memoria distribuida
puede ser eficaz en este caso [4, 31). Uno de los factores que explican este hecho es que el
coste de la transmisión se puede amortizar cuando se envían grandes paquetes de memoria.
2
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datos de un trabajador.
2
denotar cl marcador de paralelismo activo, mientras que bopf se utiliza
para apuntar al primer marcador de paralelismo asignado en la pila. 2Los registros ¡tui, itm y mm apuntan al último marcador de evaluación
local, al último marcador de evaluación remota y al último marcador de
reunión, respectivamente. Finalmente, el registro rm refleja el estado 2del trabajador (i.e., en ejecución, buscando trabajo, efectuando una
operación de descarte de cómputos o en estado de espera).
2
• Contadores. Un trabajador dispone de dos contadores que se utilizan
para gestionar la sincronización necesaria para las operaciones de des- 2carte de cómputos. #káII almacena el número n de las notificaciones de
descarte entrantes que corresponden a los segmentos computacionales
que delimitan los u marcadores de evaluación remota superiores. Este 2contador siempre lo incrementa un trabajador remoto. El contador
#nack alinacena el número esperado de reconocimientos a las notifica-
clones de descaste enviadas. Este contador lo decrementa. el trabajador 2
remoto que ha completado la operación de descarte de cómputos.
• Registros binarios. El registro kill se activa cada vez que se efectúa 2
una operación local de descarte de cómputos. El registro redo se ac-
tiva cada vez que se requiere una nueva alternativa. El trabajador 2correspondiente está en modo de espera y, debido a la condición de
precedencia, la notificación redo siempre corresponde al último marca-
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Areas de memoria
A continuación describimos las áreas de memoria de los trabajadores, que
se muestran en la figura 4.8. Las estructuras de datos que pueden alojarse






























Figura 4.8: Áreas y estructuras de datos de un trabajador.
• Código. En este área se almacena el programa Babel compilado a
instrucciones de la máquina abstracta.
• Pila de datos. En ella se almacenan los argumentos de llamada a
función y los resultados obtenidos de la la evaluación de funciones. La
pila de datos del trabajador inicial (el que evalúa la expresión objetivo)































ejecución. Almacena las estructuras de datos de control para la
del cómputo hacia adelante y hacia atrás tanto en la ejecución
Las estructuras de datos usuales en una máquina secuencial (de infe-
rencia o de estrechamiento) basada en pilas son los puntos de elección
para el control de la selección de alternativas de una función y los
entornos para el control de las lamadas a función.
Un entorno tiene varios campos para almacenar el número de argumen-
tos de llamada y los propios argumentos (en la figura: n, argumento 1,
..., ar9urnento n), el entorno de continuación ce (i.e., el entorno padre
que se recupera. cada vez que se desasigna un entorno), el punto de
continuación cp (le., la dirección de retorno) y los registros de heap y
ti-aa. Ji y t se alojan en el entorno en lugar del punto de elección para
aprovechar la detección dinámica de determinismo [1021.
El punto de elección almacena el registro de la cima de la pila de datos
d, el registro del entorno actual e, el registro del punto de elección 6
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Las estructuras de datos que se describen a continuación son las ne-
cesarias para la gestión del cómputo en presencia de constructoras
paralelas.
Marcador de paralelismo. Representa un punto de activación de
paralelismo y contiene los siguientes campos:
#slots (registros) denota el número de expresiones de la llamada
paralela. Un marcador de paralelismo contiene tantos registros
como número de expresiones paralelas. Cada registro contiene la
información necesaria para conocer el estado computacional de la
expresión, así como la información del trabajador que evalúa la
expresión, que se almacenan en los siguientes campos:
* code. Contiene la dirección de código que evalúa la expresión.
* procid. Almacena el identificador del trabajador que evalúa
la expresión.
* ztm. Apunta al marcador (mar/ter) correspondiente (un mar-
cador de evaluación local si la expresión la evalúa el traba-
jador local, o un marcador de evaluación remota si la evalúa
un trabajador remoto).
* state. Almacena uno de los siguientes valores: ready si la ex-
presión está preparada para ser evaluada por cualquier traba-
jador, running si la expresión está siendo evaluada, altcuando
la expresión ha sido evaluada y tiene alternativas pendientes,
noodt cuando la expresión ha sido evaluada y es determinista.
failed cuando ha fallado el cómputo, killing cuando se está
descartando por una operación de descarte de cómputos y
killed cuando ya ha sido descartada.
* result. Apunta al resultado de la evaluación de la expresión,
que se encuentra en el heap.
* definitory. Es un campo binario que denota si la expresión
ha devuelto un resultado definitorio para la función.
spf y fpf. Almacenan las direcciones del marcador de paralelis-
mo hijo y del marcador de paralelismo padre, respectivamente.
Con el campo spf se puede recorrer la cadena de marcadores de
paralelismo desde antepasados a descendientes, lo cual es nece-
sario en el procedimiento de búsqueda de trabajo. El campo fpf
- y->
2
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se usa durante el cómputo hacia atrás al desasignar los marcado- 2res de paralelismo para reconocer los marcadores de paralelismo
antepasados.
— bm. Almacena el modo de backtracking: inside cuando aún no se j
ha alcanzado el punto de reunión en la llamada paralela y outside
cuando se ha alcanzado alguna vez. 2— lock. Es un campo binario que denota el estado bloqueado o
desbloqueado de un marcador de paralelismo.
— furiction. Almacena la clase de la función que es el nodo raíz 2de la expresión, i.e., estricta o no estricta <strict o non-strict,
respectivamente).
— ltm y wm. Almacenan el marcador de evaluación local y el mar-.
cador de reunión previos a la llamada paralela. Los registros
lUn y tora se recuperan de estos campos cuando se desasigna el 2
niarcador de paralelismo durante el cómputo hacia atrás.
— cpÁv. Es el punto de continuación posterior al punto de reunión.
El cómputo secuencial hacia adelante se continúa en la dirección 2
de código que se almacena en este campo.
Marcador de evaluación local. Delimita el segmento computa- J
cional de un registro en un marcador de paralelismo y contiene los
siguientes campos:
— slot#. Almacena el identificador del registro al que pertenece el
segmento computacional.
— spf Es el marcador de paralelismo hijo, i.e., el siguiente marcador 2
de paralelismo en el segmento computacional actual.
— ltm. Es el marcador de evaluación local previo. Durante el 2cómputo hacia atrás, el registro ltm se recupera de este campo.
— t, Ji, b, d y e. Son campos que almacenan los contenidos de
los registros t, Ji, b, d y e, respectivamente, en la creación del 2
marcador de evaluación local.
Marcador de evaluación remota. Delimita un segmento compu- 2
tacional que corresponde a un marcador de paralelismo remoto y con-
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— slot#. Almacena el identificador del registro al que pertenece el
segmento computacional.
— spf y fpf. Apuntan al marcador de paralelismo hijo y padre,
respectivamente.
— ltrn, itrn, wm, t, Ji, b, d y e. Son los campos que almacenan los
registros ltm, itm, wm, t, Ji, b, d y e, respectivamente. El estado
computacional del trabajador previo al segmento computacional
indicado por el marcador de evaluación remota se recupera de
estos campos durante el cómputo hacia atrás.
El marcador de reunión indica el punto de reunión de un cómputo
paralelo. Contiene los siguientes campos:
— pf. Apunta al marcador de paralelismo al que pertenece el mar-
ca.dor de reunión.
— ltm, t, Ji, b, d y e. Son los campos que almacenan los registros
Itra, t, Ji, b, d y e, respectivamente. El estado computacional del
trabajador previo al punto de reunión indicado por el marcador
de reunión se recuperade estos campos durante el cómputo hacia
atrás.
• Heap. El Jieap contiene los datos que se construyen en la unificación de
términos o en la reducción de las expresiones. Las entradas del Jieap
pueden ser variables, constantes, listas’5 y constructoras de datos.
• 2¾2iLEn este área de datos se almacenan punteros a las variables que
se han vinculado a fin de deshacer la vinculación si el cómputo hacia
atrás lo demanda.
4.3.2 El repertorio de instrucciones
En este apartado exponemos la descripción de la semántica operacional de
las instrucciones.
Instrucciones de grafos
• Load i. Almacena la i-ésima variable local del entorno en la pila de
datos. Esta instrucción asegura que la dirección almacenada está des-
referenciada, esto es, se alinacena la representación de una variable o
‘5Como se hace usualmente, hemos distinguido estas constructoras de las constructoras
de datos genéricas para especializar Las operaciones en las que están implicadas.
2
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un término como la dirección que se obtiene a través de la cadena de
punteros que comienza en la celda de la variable local. J
• StoreConstr c n. Cenera un nuevo nodo de constructora en el heap.
Las direcciones de sus u argumentos se encuentran en la pila de datos y 2serán reemplazados por la dirección del nodo de constructora. El nodo
de constructora en el heap se compone del símbolo de constructora y
sobre él cada uno de sus argumentos. J
• StoreConst c. Genera un nuevo nodo de constante en el lzeap. que
consiste en el símbolo de constructora. 2
• StoreApp f n. Crea un nodo de aplicación en el Jieap. Este nodo
contiene la dirección de la función 1 así como los n argumentos de la
aplicación parcial. J
• InitGuardVars free u. Inicializa las variables libres del cuerpo de
una regla de función, alojándolas en el Jieap.
Instrucciones de unificación
• UnifyVar i. Copia el puntero de la cima de la pila de datos a la i- j
ésima variable local en el entorno. La instrucción se aplica cada vez
que la variable local se conoce como libre en tiempo de compilación. lo
cual se asegura por la linealidad por la izquierda de las reglas Babel. 2
• UnifyConstr e u. Intenta unificar el elemento desreferenciado en la
cima de la pila de datos con la constructora u-aria c. Si la unificación 2tiene éxito, se aloja en la pila de datos cada uno de los argumentos
de la constructora que están almacenados en el heap. Si el puntero
referencia una variable libre se genera un término de constructora, se 2vincula la variable a él y se inicializan sus componentes a variables
libres. Si hay fallo de unificación se activa el cómputo hacia atrás.
• CheckEq 1. Representa el procedimiento de unificación general que J
unifica recursivamente en los casos de listas o constructoras mediante
el cambio de flujo de control a la dirección 1.
Instrucciones de control de flujo hacia adelante
• Cali f u. Representa una llamada secuencial a una subrutina. Se 2asigna un nuevo entorno en la cima de la pila de ejecución con los
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• Proceed f n. Es equivalente a Cal), pero con la optimización de la
recursión de cola.
~Apply n. Aplica un nodo de aplicación a los u argumentos que se
hallan sobre él en la pila de datos. Si la lista de argumentos está com-
pleta se genera un nuevo entorno y se ejecuta el código de la función
correspondiente. En otro caso, la lista de argumentos se inserta en
una copia del nodo de aplicación.
• Return. Finaliza la llamada a función almacenando en el contador de
programa la dirección de retorno y recuperando el entorno previo. El
entorno actual se descarta.
• Jump 1, JumplfTrue 1 y Jumplf False 1. Realizan saltos directos y
condicionales. Las instrucciones de salto condicional inspeccionan el
valor lógico que se encuentra en la cima de la pila de datos.
Instrucciones de control de flujo hacia atrás
Las primeras seis instrucciones se corresponden con las instrucciones de ges-
tión de alternativas de la WAM.
• TryMeElse L Almacena el estado actual del trabajador creando un
punto de elección en la cima de la pila de ejecución. El punto de elec-
ción contiene toda la información necesaria para recuperar el estado
cuando el mecanismo de cómputo hacia atrás solicite una nueva al-
ternativa en la dirección de programa 1? La ejecución continúa con la
instrucción siguiente.
• RetryMeElse 1? Recupera el estado almacenado en el punto de elec-
ción, actualiza la dirección de backtracking del punto de elección con 1
y continúa con la ejecución de la siguiente instruccion.
• TrustMe. Recupera. el estado almacenado en el punto de elección en
la cima de la pila, descartándolo a continuación. Finalmente, se prue-
ba la última alternativa continuando con la ejecución de la siguiente
instrucción. -
• ny 1? Almacena el estado actual del trabajador creando un punto de
elección en la cima de la pila de ejecución. La dirección de backtracking
se actualiza a la siguiente instrucción y la ejecución se continúa en la
dirección de programa 1?
2
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• Retry 1. Recupera el estado almacenado en el punto de elección, se 2actualiza la dirección de backtracking a la siguiente instrucción y la
ejecución continúa en la dirección de programa 1?
• Trust 1. Recupera el estado almacenado en el punto de elección y lo 2
descarta. Se prueba la última alternativa continuando la ejecución en
la dirección de programa ¿ J
• Fail. Provoca el cambio del flujo de control a cómputo hacia atrás.
• Dynamniccut. Comprueba si no ha habido vinculaciones de variables 2durante la ejecución del código de la instrucción actual. Si no se han
producido vinculaciones, la regla actual es la única que es aplicable
para la evaluación de la función, lo que se asegura mediante la restric-
ción de no ambigñedad de Babel. Así, los últimos.entornos y puntos
de elección en la cima de la pila de ejecución pueden ser eliminados
con seguridad [102].
Instrucciones de control de paralelismo
• Par n E? Crea un marcador de paralelismo con u slots e inicializa
todos los componentes necesarios. Finalmente, se realiza un salto a la
dirección E, que representa el punto de reunión de la llamada paralela j
• Wait u. Espera a la terminación de las u expresiones del marcador de
paralelismo actual. Esta instrucción representa el punto de reunión de 2la llamada paralela. Si el marcador de paralelismo tiene aún trabajo
disponible, el procesador puede robar trabajo para su ejecución local.
• WaitTab f dd n. Representa una tabla para cada expresión paralela, 2
conteniendo la dirección 1 del código que evalúa la expresión u y el
máximo espacio necesario de la pila de datos dd. 2
• Conjwait y Disjwait. Espera a la terminación de los argumentos
de las funciones no estrictas conjunción y disyunción siguiendo la
semántica no estricta. Estas instrucciones representan el punto de 2
reunión de estas funciones.
• Sendlesult n. Finaliza la ejecución (con éxito) de la n-ésima ex- 2
presión paralela. Actualiza el registro del marcador de paralelismo
correspondiente con el resultado de la evaluación así como el tipo de
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• SendFaiJ. u. Informa al trabajador padre de que la evaluación de la
expresión ha fallado.
• Idie. Se cambia el estado del procesador a idle, iniciándose la búsqueda
de trabajo.
Primitivas
• Add, Subtract, Multiply, DivideyModulo. Son las primitivas a-
ritméticas binarias, que realizan la operación correspondiente sobre los
argumentos que están en la cima de la pila de datos.
• GreaterThan, GreaterarEqual, LessThan y LessOrEqual. Son las
primitivas de comparación que operan sobre los dos argumentos que
están en la cima de la pila de datos.
• AM, Or, Xor y Not. Son las primitivas lógicas de bits que toman sus
operandos de la pila de datos.
Otras instrucciones
• More. Representa la pregunta al usuario por la búsqueda de nuevas
soluciones.
• Stop. Finaliza el cómputo.
• InitPrint, Print, Printchar c. Son las instrucciones reponsables
de la presentación de las soluciones.
• JumpifEal 1, JumplfList 1, and JumplfData 1. Realizan saltos con-
dicionales y se utilizan por razones técnicas en el procedimiento de
presentación de datos.
4.4 La compilación
En esta sección se describe la traducción de programas Babel a código PE-
BAM. Utilizaremos una descripción funcional del esquema de traducción en
lugar de la representación imperativa más habitual. Empleamos la cursiva
en los identificadores de los esquemas de traducción, mientras que para las
instrucciones máquina y los argumentos usamos el tipo de letra normal. El
símbolo % se utilizan para denotar un comentario. Las etiquetas locales de
2
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un fragmento de la especificación de la compilación comienzan por 1 y las
globales por L
4.4.1 Compilación del programa (progtrans) ]
La compilación de un programa produce el código inicial para situar al tra-
bajador en el estado de búsqueda de trabajo (instrucción hule). para parar 3
el trabajador (instrucción Stop) y un conjunto de instrucciones para gestio-
nar la presentación de datos (prinLprelude) y algunas primitivas (según los
esquemas equality prelude y ho..prelude). A continuación produce la traduc- 2
ción de cada una de las funciones del programa según el esquema functrans.El punto de entrada para la evaluación de una expresión objetivo, que se
traduce según el esquema exprtrans, es Ls¡ar¡. Después se genera un salto
a la sección de impresión (etiquetado con Lp~j~t), que se encuentra en el
esquema prinLprelude.






functrans(<f’ tI,1... tL¡:= e’[1<i<r’>)
Lstart: InitBam lv~ n dd Lpr¿»t Ls¡0~
‘2ezprtrans(e, 0)
Jump
4.4.2 Compilación de funciones (lunctrans) 3
La primera regla del esquema muestra la traducción de una única regla de
definición de función, mientras que la segunda corresponde a la traduccción 2de más de una regla de definición de función. La traducción de alternativas
es similar al caso de la WAM. Con la instrucción Tab se reserva espacio para
los datos relativos al número de variables locales para la función y su andad. 2
3
2
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functrans:Rule —*PBAMCode
functrans(<f t1,í... t1,. := e1 >)
Tab lv, arityj
ruletrans(f tjp.. t1,. := e,)
functrans( cf...... t1,~= e~ ¡ 1 S =r





2,1... t2,,, := e2)
Ir: TrustMe
rnletrans(f trí. . . tr,n := e,.)
4.4.3 Compilación de reglas (ruletraus)
La traducción de una regla comienza por el esquema unifytrans para cada
argumento de la parte izquierda de la regla, continúa con la traducción de
la parte derecha de la regla con el esquema guardtrans y finaliza con la
instrucción de retorno Return.
ruletrans:Rule—*PBAMCode
ruletrans(f tí... t,. := e)




4.4.4 Compilación de expresiones (ezprtrans)
Cada regla del esquema de traducción ezprtrans define el código generado
para cada tipo de expresión: variables, constructoras, aplicaciones, funcio-
nes de order superior, funciones de selección (u then y if titen else), primiti-
vas (conjunción, disyunción, igualdad, desigualdad, operaciones aritméticas
(OPe) y la negación), la constructora let-in y finalmente las funciones re-
lacionadas con la explotación de paralelismo (letpar-in, la conjunción y la
disyunción paralelas).
2
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• Variable.
La traducción de una variable consiste en la instrucción Load que al-
macena el valor correspondiente en la pila de datos.
• Constructora o aplicación de función. 2
En este caso los argumentos, que se extraen de la pila de datos por
las primeras instrucciones generadas por este esquema, se traducen
primero.
— Para la constructora se genera un nodo de constructora en el heap
y se almacena su dirección en la pila de datos. J
— En el caso de una función, si todos los argumentos están disponi-
bles se genera una instrucción Cali o Proceed, dependiendo si se 2aplica la optiinización de recursión de cola o no. Si no todos los
argumentos están disponibles, se genera un nodo de aplicación
mediante la instrucción StoreApp. j
• Aplicación de orden superior.
Se traduce la expresión y a continuación sus argumentos, generando 2finalmente una instrucción Apply, que se encarga de la aplicación de la
función que se encuentra en la cima de la pila de datos a los argumentos
bajo ella. 2
• Funciones de selección,
Se traducen generando el código del test y a continuación un salto 2condicional a la instrucción de producción de fallo de cómputo. La
condición de salto se realiza sobre el valor lógico que se encuentra en
la pila de datos después de la evaluación del test.
• Funciones secuenciales lógicas.
Se traduce el primer argumento de la función y el resultado de la
evaluación que se encuentra en la cima del la pila de datos se consulta J
para comprobar si, en caso de resultado definitorio, se puede omitir la
evaluación del segundo argumento.
• Igualdad
Se traducen sus dos argumentos y a continuación se genera la llamada
al preludio de la igualdad (esta llamada se puede realizar con o sin op- 2
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La desigualdad se traduce como la negación de la igualdad de sus dos
argumentos.
• Funciones aritméticas binarias.
Se traduce la función aritmética correspondiente, que toma sus argu-
mentos de la cima de la pila de datos.
• Negación.
Se traduce la expresión seguida de la instrucción Not, que reemplaza
el valor en la cima de la pila de datos por el valor negado.
• Constructora let-in.
Se traduce cada una de las partes derecha de las asignaciones de las
variables locales.
— Si la parte izquierda es una variable se genera la instrucción
Unifyvar. Con ello se hace apuntar cada variable local al va-
lor en la pila de datos.
— Si la parte izquierda no es una variable, se aplica el esquema de
traducción general para la unificación con entorno vacío e.
Finalmente, se aplica el esquema de traducción para la expresión fuera
del entorno local.
• Constructora paralela letpar-in.
Se genera un salto al punto de activación de paralelismo, que consta de
la instrucción es Par, que denota el punto de activación de paralelismo
de las n expresiones, seguida de la instrucción Walt, que espera hasta
la terminación de todas las expresiones paralelas. Aparecen después
n instrucciones WaitTab para cada expresión paralela, definiendo los
puntos de entrada Lr, al programa para la :-ésima expresión.
Se genera el esquema strictpartrans para cada asignación de las varia-
bIes locales, seguido de la versión secuencial let-in de la constructora
paralela letpar-in, a la que se accede cuando la estrategia de reparto
de trabajo decide transferir el control a la parte secuencial. Después
se genera la instrucción Jump con salto a la sección de unificación. A
continuación viene el esquema de traducción para cada variable local
correspondiente a cada expresión paralela. Finalmente, la traducción
de la expresión viene dada por el esquema exprtrans.
2
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• Funciones lógicas no estrictas conjunción y disyunción. 2Sus esquemas son similares correspondiente a tet-par, salvo en que la
parte de la unificación y la última traducción exprtrans no aparecen





ezprtrans(c e1... e,., ti) 2
exprtrans(e¡ ,0)
ezprtrans(e~ ,0) 2Storeconstr c n
ezprtrans(fei..;e,,, tI)
ernprtrans(ei ,0) 2
ezprtrans(e,.,O) 2{ Praceed Lf n si andad1 = n, tI = 1Ca),), Lf n si anidad1 = n,tl = O
StoreApp L~ n si anidad1 > n 2




Apply n tI 2














































exprtrans(let t1=e1,. .. ,t,.=e,. in e, ti)
exprtrans(eí ,O){ UnifyVar i si t1 EVar
unífy.jtrans(t,,c) si ti ~Var
ezprtrans(e~ ,0)f UnifyVar i si t,. EVar
~ unifytrans(t,.,c) si t,, «Var
ezprtrans(e,1)
ezprtrans(letpar t, =e1,... ,t,.=e,. in e, tI)
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Jump lfrk
strictpartrans(e1, t,, 1, i,)
~%i~=min{O,j 1 X~ E var(tk)}(l =k =n)







lun.fy : unifytrans(t,, Load i1) % i1 >0
unifytrans(t~. Load i,.) % ~ > O
ezprtrans(e, 1)
ezprtrans(e¡ && . . . && e,~, tí)
Jump ~
Ii: partrans(eí, 1)














































4.4.5 Compilación de la unificación (unifytrans)
Hay dos casos:
• Unificación de una variable.
En este caso la única instrucción necesaria es la que se pasa a través
del parámetro loadinstr.
• Constructora.
En este caso aparece en primer lugar la instrucción en el parámetro loa-
dinstr seguida de la instrucción tlnifyconstr y del esquema unifytrans,
que se aplica recursivamente a cada argumento de la constructora.
unifytrans:Term—+({Load} xÑ u e) —>FBAMCode
unzfptnzns(X1, loadinstr)
loadinstr
unzfytrans(c t1... t,,, loadinstr)
loadinstr
Unifycanstr c n nlv
unzfytrans(t¡, Load nlv)
un¡fytrans(t,,, Load nlv+n-1)















leqíau: Storeconst false 2
4.4.7 Compilación de las PEUs (partrans y .strictpartrans)
Los esquemas strictpartrans y partrans corresponden a las traducciones de








strictpartrans(e, t, u, 9 ::=
TryHeElse 1/alt
ezprtrans(e, O)
unifijtrans(t, e) } 2StoreConst true % i=O
Sendaesult n 2lfaiV SendFaiJ. n
4.4.8 Compilación del guarda (guardtrans) 2
La traducción consiste en primer lugar en la instrucción InitGuardVars o 2la instrucción DynamicCut según sea respectivamente el caso de optimiza-
ción de corte dinámico o sin ella, seguido por la traducción de la expresión
dada por ezprtrans. Sí la expresíon es un bicondicional se inicializan las 2variables del guarda con tnitGuardVArs, seguido de la traducción del test
con el esquema exprtrans y un salto condicional a la dirección de fallo. A
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puede descartar el punto de elección y por último aparece la traducción de
la expresión then del condicional.
guardtrans:Expr—*PBAMCode
guardtrans(e)
InitGuardVar~v n % Sin optimización de corte dinámico
exprtrans(e, 1)
guardtrans(e)
Dynamiccut % Con optimización de corte dinámico
ezprtrans(e,1)






4.4.9 Compilación de primitivas aritméticas y de compara-
ción (ho..prelude)
La traducción consiste en las instrucciones Load para el almacenamiento de












lpcco,,±: Jumplfflata I,¿~ 1
Printchar 41 96’)’








































4.4.11 Ejemplo de compilación
Como ejemplo mostramos la compilación mostramos de la versión paralela
del programa Fibonacci, con la expresión objetivo fib( 10)16
fib X := if
(X>I)
then
letpar Y1 — fib (X-1),
Y2 — fib (X-2)
in Y1+Y2
else 1.
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La compilación de este programa produce el código que se reproduce a





















































PConstr PList PLoop Var
Stop
FEzit





























































































































































































































































En este capítulo se ha desarrollado una máquina abstracta paralela basada
en pilas sobre un modelo de memoria compartida que retiene las optimi-
zaciones de las implementaciones secuenciales lógicas, funcionales y lógico-
funcionales, fundamentalmente en la desasignación de memoria durante el
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ciones de recursión de cola y corte dinámico, que mejoran el rendimiento de
la máquina tanto en presencia de constructoras secuenciales como parale-
las. Se ha presentado el repertorio de instrucciones de la máquina, que es
semejante al de la WAM en cuanto a la gestión del no determinismo y si-
milar al de las máquinas de reducción de grafos en cuanto a las aplicaciones
parciales y la gestión de la evaluación de funciones de primer orden y orden
‘7
superior
t7En el apéndice O se puede consultar su especificación, en la que se describe la pro-
moción de la ejecución paralela de las diferentes operaciones (desasignación de cómputos
y envCo de notificaciones de descarte), no sólo en el cómputo hacia adelante sino también
en el cómputo hacia atrAe.




















En este capitulo se presenta una implementación de la máquina abstrac-
ta paralela sobre un multiprocesador simulado de memoria compartida. Se
estudian los componentes del sistema y se plantean diferentes alternativas
de diseño, que afectan al protocolo de arbitraje de bus y a la política de
coherencia de la memoria caché. Se utiliza el lenguaje de descripción hard-
ware VHDL para validar el comportamiento funcional de la máquina y para
obtener medidas de rendimiento del sistema.
5.1 Requerimientos de la máquina PEBAM
Durante la ejecución de un programa se producen las referencias’ entre las
áreas de datos de los trabajadores que se muestran en la figura 5.1. A
continuación se describe el tipo de acceso que permite cada área.
• Pila de ejecución.
— Acceso local. Se produce durante la unificación, la búsqueda de
trabajo local y el backtracking local.
— Acceso remoto. Se produce durante la unificación en la evalua-
ción de una expresión remota, en la búsqueda de trabajo remoto,
en la adquisición de los argumentos para la evaluación de una
expresión remota, en la finalización de una expresión remota y en
el backtracking paralelo.
• Heap.
‘Estas referencias tienen el formato que se muestra en la figura 5.3.
153
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— Acceso local. Se produce durante la unificación. 2
— Acceso remoto. Se produce durante la unificación local (cuando
han intervenido trabajadores remotos en el cómputo previo) o 2remota.
• Fila de datos.
— Acceso local. Se produce durante la carga de argumentos de 2
llamada a una función, consulta de argumentos y funciones y
depósito del resultado. 2
• Trail.
— Acceso local. Se produce durante el backtracking local y la peti- 2
ción remota del descarte de un cómputo.
• Código.
-Accesolocal. 2
De la figura 5.1 se deducen las áreas de datos que deben alojarse en una 2zona común a los trabajadores y las que son locales a los trabajadores. Sólolas pilas de ejecución y los heaps son comunes puesto que aceptan referencias
de trabajadores remotos. En la figura 5.2 se muestra la ubicación de las 2áreas de datos de los trabajadores en la zona común y las zonas locales.
Esta división muestra los requerimientos de la máquina paralela abstracta
que debe satisfacer el sistema de ejecución. En la siguiente sección se estudia 2la correspondencia de los trabajadores y sus áreas de datos con los elementos
del sistema multiprocesador.
5.2 Sistema de ejecución paralela 2
Para la implementación de la máquina PEBAM utilizamos un sistema muí- J
tiprocesador de memoria compartida en el que varios elementos de proceso
están conectados a una memoria común a través de un único bus. En la
figura 5.4 se muestra el esquema de bloques del sistema con u elementos de 2proceso y ra módulos de memoria.
Cada elemento de proceso dispone además de memoria local. En ese sis-
tema se realiza la correspondencia de trabajadores con elementos de proceso, 2de áreas de datos locales con memorias locales y de áreas de datos comunes
con los módulos de memoria compartida. A continuación se estudiará cada
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J
L..,.. Desplazamiento
Identificador del área de datos
(Pila dc ejecución. heap. pila de datos, trail, código, registros)
Identificador del trabajador
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5.2.1 Bus del sistema
El bus (leí sistema garantiza la correcta comunicación entre los diferentes
dispositivos (módulos de memoria y elementos de proceso). Para ello dis-
pone de un controlador, un árbitro (o simplemente controlador del bus) y
las líneas de comunicación: control, datos y direcciones. Estudiamos dos
configuraciones diferentes:
• Bus con arbitraje por sondeo. El controlador sondea secuencialmente
los dispositivos conectados al bus para detectar las demandas de ac-
ceso. Son necesarias las líneas que se muestran en la figura 5.5. En
esta figura se muestran el controlador y árbitro del bus, las líneas de
control y el bus, que se compone del bus de datos, direcciones y resto
de líneas de control. Hay una línea de concesión del bus por cada
dispositivo (BGT1)
2 y una línea de ocupación del bus (SACK). Para
esta configuración consideraremos el protocolo de arbitraje LRU.
Elemento de Elemento de Módulo de Módulo dc








dcl bus [~L -- -.
-~ —~
Bus
Figura 5.5: Bus con arbitraje por sondeo.
• Bus con arbitraje por petición independiente. En este caso es necesario
un par de lineas de concesión y petición para cada elemento de proceso,
como se muestra en la figura 5.6. Esta implementación necesita más
líneas de control que la anterior, pero admite una detección paralela
2Este conjunto se puede simplificar para que log2(n+ m> líneas codifiquen el identifica-
tivo del dispositivo al que se concede el use del bus. En tal case, estas lineas se conectan
a cada elemento de proceso de La red.
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del dispositivo demandante. Para esta configuración emplearemos el
protocolo de arbitraje FCFS (First-Come, Eirst-Served: primero-que-
llega, primero-que-se-sirve).
5.2.2 Elementos de proceso
En la figura 5.7 se muestran los componentes de cada elemento de proceso,
i.e., el procesador, la memoria local y la memoria caché. Los trabajadores
que se ejecutan en el procesador acceden a las áreas de datos locales em-
plazadas en la memoria local y a las áreas comunes a través de la caché.
Esta contiene copias consistentes de trozos de las áreas comunes situadas en
memoria compartida.
Memoria caché
La memoria caché de cada elemento de proceso consta del controlador de
caché, el directorio de bloques, la memoria y el vigilante del bus, como se
muestra en la figura 5.8. Cuando un procesador efectúa una petición de
lectura o escritura (p..read o p..write) a su controlador de caché, se examina
el directorio para determinar si la posición de memoria correspondiente se
encuentra en caché. El controlador envía un mandato al bus para conseguir.























5.2. Sistema de ejecución paralela 159
Figura 5.7: Elemento de proceso.
manera que el vigilante de cada elemento de proceso pueda inspeccionar el
bus para atenderlos.
Figura 5.8: Memoria caché.
5.2.3 Memoria compartida
Cada módulo de memoria compartida consta de la memoria en sí y un
controlador, como se muestra en la figura 5.9. El controlador de memoria











Figura 5.9: Módulo de memoria compartida.
5.2.4 Protocolos de coherencia caché 2
La eficiencia de un protocolo de mantenimiento de la coherencia de la memo-
ria caché de un multiprocesador viene determinada por el comportamiento 2
del programa paralelo. Consideraremos dos implementaciones representati-
vas de caché: la invalidación y la actualización en escritura para estudiar en
la próxima sección su adecuación a diferentes programas. j
• Protocolo de Coodman [5] de invalidación en escritura.
Cada vez que se actualiza un bloque se invaiidansus copias en Jas otras J
cachés, por lo que este protocolo es eficaz cuando la localidad temporal
de los datos es baja. En este protocolo, una copia de un bloque en
memoria caché puede estar en uno de los siguientes estados: 2
— Irivalid: Copia inconsistente con la memoria.
— Valid: Copia consistente con la memoria. 2
— Reserved: Copia sobre la que se ha escrito una vez y es consistente
sólo con la memoria.
— Dirty: Copia modificada más de una vez y única válida en el 2
sistema.
La coherencia del sistema se asegura por las transiciones de estado 2
provocadas por los mandatos generados por un elemento de proceso
(pread y g..write, lectura y escritura de una posición de memoria,
respectivamente), que se muestran en la figura 5.10, y en las que se J
emiten los siguientes mandatos de consistencia:
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* read{b): lectura de un bloque b realizada sobre el bus.
* write(b): escritura de un bloque b realizada sobre el bus.
— Mandatos procedentes del bus común:
* inv..write(b): invalida las copias del bloque b.











Figura 5.10: Diagrama de transición de estados del protocolo de Coodman.
La memoria compartida se actualiza cuando se reemplaza un bloque
en estado dirty (política de actualización de memoria de retroescritura
o copy-baclc).
• Protocolo Firefiy [51de actualización en escritura.
Cada vez que se actualiza un bloque se actualizan sus copias en las
otras cachés, por lo que este protocolo es eficaz cuando la localidad
temporal de los datos es alta. Este protocolo sólo distingue los tres





— Ezclusive-valid. Copia única consistente con memoria.
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— Shared. Copia consistente posiblemente no única.
— Dirty. Copia única; la copia en memoria no es consistente.
Las transiciones de estado posibles según este protocolo se describen












Figura 5.11: Diagrama de transición de estados del protocolo Firefiy.
Este protocolo usa un política de actualización copy-bac/c para los blo-
ques privados y write-through para los bloques compartidos. Se utiliza
una línea compartida por los elementos de proceso para los bloques
compartidos.
5.3 Simulación del sistema multipracesador
Realizamos la simulación del sistema multiprocesador utilizando el lenguaje
de descripción hardware VHDL, que dispone de un modelo temporal que
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5.3.1 El lenguaje de descripción hardware VHDL
VHDL3 es un lenguaje de descripción hardware, desarrollado con el apoyo
del departamento de defensa de EEUU para uniformizar la descripción de
las especificaciones de diseño de circuitos [85, 13] que se ha convertido en el
estándar IEEE 1076-1987 revisado en 1992.
VHDL permite simultanear la especificación de comportamiento de un
sistema y su descripción estructural, permitiendo su simulación paraobtener
medidas de rendimiento antes de su implementación, evitando el retardo y
coste del prototipado hardware.
Un programa VHDL es un conjunto de procesos concurrentes que se
comunican por medio de señales siguiendo un modelo guiado por eventos.
El comportamiento- de cada proceso se describe por medio de un algoritmo
secuencial que utiliza instrucciones clásicas de los lenguajes imperativos,
principalmente de Ada. Para controlar la comunicación entre procesos se
dispone de las instrucciones WAlT y la asignación de señal (<=), cuyasintaxis
general es:
señal <= expresión AFIER expresión temporal;
La expresión se evalúa y el resultado se planifica para que sea el valor actual
de señal después del retardo indicado por expresión temporal. La instrucción
WAlT permite la suspensión de un proceso en ejecución y la expresión de las
condiciones para su reactivación.
La sintaxis general de una instrucción WAlT es la siguiente:
WAlT OH lista de sensibilización I.JHTIL condición FOR expresión temporal;
La condición lógica condición se evalúa cada vez que sucede un evento en
una señal que se encuentre en la lista de sensibilización. Si el resultado de
la evaluación de la condición es falso, el proceso permanece suspendido, en
otro caso se reactiva después del intervalo de tiempo denotado por expre-
sión temporal. El tiempo del sistema sólo avanza cuando se ejecuta una
instrucción WAlT.
La sintaxis general de un proceso es la siguiente:
‘VHDL es acrónimo de VHSIC Hardware Description Language, donde VHSIO es una
abreviatura de Ver’¿ High Speed Integrated Circujis.
2
2
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Hay una región declarativa delimitada por las palabras reservadas PROCESS 2
y BEGIN donde se pueden declarar tipos de datos, subprogramas y variables.
La simulación de un programa VHDL consiste en dos fases. En la primera
fase, la inicialización, se inicializa el valor de todas las señales y se pone a cero 2el tiempo de simulación. En la segunda fase, el ciclo de simulación, se ejecuta
el algoritmo secuencial de cada proceso hasta que se suspenden mediante la
instrucción WAlT. En cada ciclo de simulación se actualizan los valores de las 2señales y se evalúan las condiciones de suspensión. La expresión temporal
de la instrucción WAlT marca el avance de tiempo cuando se reactiva un
proceso. La simulación se completa cuando no se producen más cambios en 2
las señales.
5.3.2 Simulación VHDL del sistema multiprocesador 2
En esta sección describimos en VHDL las diferentes alternativas de diseño,
especificando las entidades, las arquitecturas de comportamiento y la inter- 2conexión de los componentes del sistema multiprocesador con protocolo depetición independiente. Esta descripción también es válida para la especifi-
cación del protocolo de petición por sondeo obviando las líneas innecesarias. 2
Bus del sistema
Las líneas de control, datos y direcciones están declaradas con las señales, 2que se describen en el apartado de la interconexión de componentes, y se
conectan a los siguientes puertos (véase el fragmento VHDL que se muestra
en la figura 5.I2~). 2
• Bus.
Se conecta con el bus de datos, de direcciones y las líneas de control. 2
4Los identificadores que comienzan por t.. representan los tipos de las señales corres-
pondientes (normalmente, tipos de datos enumerados o compuestos de posibles valores
asociados a señales); los que comienzan por y.., variables; Los que comienzan por c-, coas- 2tantes y los que comienzan por 1.., etiquetas. Las palabras reservadas IN, (J~ e INOUT
dcnotaa respectivamente a Los puertos que son de entrada, salida y entrada/salida. Los
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Su tipo denota un registro cuyas componentes detallan estas líneas y
buses.
• BRQs.
Se conecta con el conjunto de líneas de petición de uso del bus. Su tipo
denota un vector cuyas componentes representan los valores lógicos de
cada línea.
• BGTs.
Se conecta con el conjunto de líneas de concesión. Su tipo denota un
vector cuyas componentes representan los valores lógicos de cada línea.
• SACK.
Se conecta con la línea de ocupación del bus. Su tipo representa los
valores lógicos de la línea.
La unidad de control detecta una petición de uso del bus cuando se
activa al menos una de las líneas ERQa. Cuando la línea de ocupación del
bus SACK está inactiva, se selecciona un dispositivo con el procedimiento
select.asker, que implementa el protocolo de arbitraje. La petición se
sirve mediante el procedimiento attendsequest, que activa la línea EGT
correspondiente. Cuando el vigilante del bus del dispositivo demandante
comprueba la activación de su línea EGT, activa la línea SACI< y toma uso del
bus. Al liberar el bus, el dispositivo desactiva la línea SACK.
Elemento de proceso
En la arquitectura de comportamiento del elemento de proceso, que se mues-
tra en la figura 5.13, se especifica el algoritmo secuencial que ejecutan los
trabajadores, que incluye una fase de inicialización a la que sigue el bucle
de control principal, que comienza por la etiqueta Lcontroljoop:, y que
consiste en:
• la condición de salida, que se basa en el contenido del registro de modo
de ejecución rm,
• la búsqueda de la siguiente instrucción y
• una selección de casos para identificar y ejecutar la instrucción.
La instrucción WAlT que sigue al bucle principal asegura la parada del proceso
VHDL.
Se han añadido procedimientos adicionales para.
2






ERQa: 114 t...BRQLines; 2
BGTs: OUT t.BGTLines; 2SACK: IN tSACKLine);END control;




IF no.pending...requests TEEN 2EXIT 1...control;
EN!) EF;
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• Medida de parámetros de rendimiento.
El procedimiento printStatistics recoge las estadísticas de los parámetros
de rendimiento del sistema.
• Depuración.
El procedimiento printDebuglnf o da cuenta del estado de los traba-
jadores y el contenido de sus áreas de datos a diferentes niveles de
detalle según se requiera.
• Análisis pc’st-mortem.
Los procedimientos printTracestart, printTracestop, printlraceFork,
printTraceJoin, printTraceStartTask y printTraceFinishTask pro-
porcionan la información necesaria para el análisis con VisAndOr [27J
e IDRA [58].
Médulos de memoria compartida
La arquitectura de comportamiento de los módulos de memoria, que se
muestra en la figura 5.14, incluye una fase de inicialización (InitMemory)
a la que sigue el bucle de control principal, que comienza por la etiqueta
lgnemary...loop:. El primer paso de este bucle es la identificación de una
petición de un elemento de proceso mediante searclurequest. En el se-
gundo paso se comprueba si la petición atañe al módulo de memoria. Si es
así, en el último paso se atiende la petición.
En el procedimiento attentrequest se especifica el retardo correspon-
diente al tiempo de acceso a memoria mediante la instrucción WAlT FIJR
v..Delay;. Se han definido diferentes retardos para el acceso a las distintas
áreas de memoria, e.g., memoria compartida, memoria local con caché y
registros. Estos retardos marcan el avance de tiempo durante la simulación
del sistema.
Interconexión de los componentes del sistema
Finalmente, se presenta la arquitectura estructural de interconexión de los
componentes del sistema. Mediante esta arquitectura se describe la cone-
xión de los puertos de los componentes con las lineas BusLines, SACRLine,
BRQLines y BGTLines a través de la conexión >. Con la construcción FOR
... GENERATE se declaran tantos componentes módulo de memoria y elemento
de proceso como indican respectivamente las constantes cjneinory...modules
J2
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2
ENTITY process..element IS
GENERIC(Id: tjd); 2PORT(Bns: INOUT t.3usLines;
BRQ: OUT uBRQLIne;
BGT: 114 t.jGTLine; 2SACK: 01ff t.3ACKLine);
ENO processslement;
















































Figura 5.14: Entidad y arquitectura del módulo de memoria compartida.
2
2
170 Capítulo 5. Implernentación y resultados
y c.process.elernents. Cada puerto de petición o concesión de los dis- 2positivos se conecta a la línea correspondiente del conjunto BGTLines. Se
asigna un identificador a cada dispositivo a través del puerto GENERIO, al
que se conecta el valor del array constante citds, cuyos elementos son los 2identificadores.
ARCHITECTURE structural OF sharedjnemorysystem IS
COMPONENT control
PORT(Bus: INOUT t...BusLines; 2BRQs: 114 ½BRQLines;
HUTa: 01ff t_BGTLines;













BGT: IN t.jGTLine; 2
SACK: 0111 USACKLine);
ENO COMPONENT;
SIGNAL BusLines: t.3usLines; 2
SIGNAL SACKLIne: t...SACKLine;
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FOR i 114 1 TO cjnemorysodules GENERATE
inodule.i:
mernory.module
GENERIC MAP(Id => cjds(i))





FOR i IN 1 TO c.procest.elements GENERATE
eleznenul:
process..eJ.ement
GENERIC MAP(Id => cjds(i+cjnemory.modules))






5.3.3 Medidas de rendimiento
Parámetros de rendimiento
Para laevaluación del sistema paralelo consideraremos los siguientes parámetros
de rendimiento:
• Tasa de aciertos en memoria caché (hits rate).
Es la relación entre el número de accesos a memoria resueltos en caché
y el número total. Este parámetro mide la eficiencia de la política de
coherencia caché para manejar datos compartidos.
• Retardo relativo debido al uso compartido del bus.
Es la relación entre el tiempo de inactividad de un trabajador debido a
la ocupación del bus y el tiempo total. Este parámetro da una medida
2
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del cuello de botella que se produce por el uso compartido del bus y 2
está determinada por la arquitectura y el arbitraje del bus.
• Ganancia de velocidad (speed-up). 2
Es el cociente entre el tiempo de cómputo en la evaluación secuencial
y paralela. Da una medida del rendimiento global del sistema. El
paralelismo de los programas y los parámetros anteriores determinan 2
la ganancia de velocidad.
Además de los parámetros anteriores estudiaremos: 2
• Efecto de la estrategia de paralelización sobre la ganancia de
velocidad
Se compara la ganancia de velocidad de los programas compilados con 2
las tres estrategias presentadas en el capítulo 2.
• Efecto de la planificación sobre la carga de trabajo 2
Se evalúa la repercusión de la política de planificación, descrita en el
capítulo 4, sobre el reparto de trabajo en los elementos de proceso. 2
Programas de prueba
Las medidas de rendimiento se han realizado sobre los siguientes programas, 2
que pueden encontrarse en el apéndice B.
• Problema de las reinas. Es la versión funcional del ejemplo clásico de 2la colocación en posiciones seguras de n reinas en un tablero de ajedrezde n x n. Sus compone tes paralelos son clarame te independientes.
• Ordenación Quicksort. Es un programa usado frecuentemente en la 2
medida de rendimiento de sistemas declarativos paralelos. Su compo-
nente secuencial limita la ganancia de velocidad. 2
• Números de Fibonacci. En este programa la granularidad de las expre-
siones decrece según avanza el cómputo. Si no se limita la planificación
paralela de expresiones de bajo peso computacional, la ganancia de ve- 2
locidad decrece. La versión que se ha utilizado permite la planificaciónparalela a partir de fib(10).
• Torres de Hanoi. Este es un problema similar al anterior en cuanto 2
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Medidas obtenidas de la simulación del sistema paralelo
Estudiamos el rendimiento de sistemas de hasta 48 elementos de proceso.
Las medidas mostradadas en las gráficas relativas al retardo debido al uso
compartido del bus y a los aciertos en memoria caché se refieren a la media
de estos parámetros de todos los elementos de proceso que intervienen.
• Porcentaje de aciertos en memoria caché.
La figura 5.15 muestra el porcentaje de aciertos en memoria caché
para el sistema con arbitraje por petición independiente y protocolo
Firefiy. A medida que aumenta el número de elementos de proceso
decrece este parámetro debido a dos factores: la búsqueda de trabajo
en pilas remotas y la espera a la consulta o actualización de un mar-
cador de paralelismo remoto. En los programas Reinas y Quicksort
se producen más accesos a memoria compartida debido al acceso a las
listas calculadas en el punto de reunión. Sin embargo, estos accesos se
resuelven principalmente en memoria caché, como se puede comparar












Figura 5.15: Porcentaje de aciertos en memoria caché.
• ‘Thsa de retardo debido al uso compartido del bus.
En la figura 5.16 se observa que al aumentar el número de elementos de
proceso en el sistema anterior aumenta el porcentaje de retardo. Esto
5 10 15 20 25 30 35 40 45 50
Procesadoits
5 10 15 20 25 30 35 40 45 50
Procesado¡es
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es debido a que el tráfico del bus aumenta fundamentalmente por el 2
acceso de los elementos de proceso remotos a las pilas de datos durante
la búsqueda de trabajo. Este aumento coincide con la disminución de 2aciertos en memoria caché como se puede comparar con la gráfica de la
figura 5.15. Las causas que explicad ladivergencia entre las curvas del











Figura 5.16: Tasa de retardo debido al uso compartido del bus. 2
• Ganancia de velocidad. 2La figura 5.17 muestra la ganancia de velocidad del sistema anterior
para cuatro programas ejemplo. De ellos, el programa de las reinas
tiene el mayor grado de independencia como muestra una curva de ga- 2
nancia de velocidad casi lineal para el rango considerado de elementos
de proceso. Esto demuestra que los cómputos se realizan casi comple-
tamente sobre la caché de cada elemento de proceso. Los programas 2
Hanoi y Fibonaccí presentan menor rendimiento debido al acceso más
frecuente a los marcadores de paralelismo remotos. La granularidad
de las expresiones paralelas de estos programas es significativamente 2
menor que la de los demás. Las medidas corresponden a una versión
de estos programas con control de granularidad, donde no se planifican
en paralelo las expresiones de bajo peso computacional. El programa J
Quicksort tiene un componente secuencial importante que limita la
ganancia de velocidad como predice la ley de Amánhí [3j. Debido a
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Figura 5.17: Implementación de sondeo con protocolo de coherencia Coodman.
Se observa que el decrecimiento de este parámetro es proporcional al
crecimiento del retardo debido al uso compartido del bus, como se
puede comparar con la figura 5.16.
La figura 5.18 muestra la relación entre la ganancia de velocidad del
sistema con el protocolo Goodman y el Firefiy. El rendimiento de
éste último se observa ligeramente mejor que el del primero. Ello se
debe al retardo que se produce cuando varios trabajadores esperan a
la consulta de un marcador de paralelismo. Según el primer protocolo,
cuando se modifica un marcador de paralelismo, se envía un mandato
de actualización a todas las copias en caché. Esta operación se realiza
más rápidamente que la situación homóloga en el protocolo Goodman,
en donde primero se produce un fallo de lectura seguido de la lectura
de la copia consistente. Este hecho es más apreciable en los programas
Quicksort y Reinas en los que el resultado calculado por trabajadores
hijos se consulta después del punto de reunión.









o 3 - Reinas -O---
Fibonacci -+--
Hanoi -E)-- 2
2 Quicksort •X —
~01t:C-t 2
1-
o 1 1 25 10 1520 25 30 35 40 45 50Procesadores
Figura 5.18: Protocolo Goodman vs. Firefly. J
• Efecto de la estrategia de paralelización sobre laganancia de velocidad. j
Se han tomado medidas de los programas de prueba, considerados en
este capítulo y en el 2, compilados con las estrategias de paralelis-
mo incondicional (np), básico (gp) y máximo (mp), así como de los j
programas con anotación manual de paralelismo (mp).
En las tablas 5.1 y 5.2 se muestran los resultados obtenidos para cada 2programa. En cada fila se muestra la ganancia de velocidad para las
estrategias np, mp, gp y hp, respectivamente. En las columnas se
muestra la ganancia de velocidad para sistemas de 2 a 48 elementos 2de proceso.
La ganancia de velocidad en los programas Plilmeros de Fibonacci,
Árboles balanceados y Derivación simbólica es igual para las diferen- 1
tes estrategias puesto que se obtiene la misma versión paralela en la
compilación, cjue coincide con la paraletización manual. Esto ocurre
también en los programas Árboles balanceados y Hanoi, pero en éstos, 2la paa-alelización manual es más eficiente puesto que no se obtiene to-
da la información de independencia en la compilación. En el resto de
los programas se observa la sobrecarga debida a la evaluación de las 2
condiciones de basicidad e independencia. En general se compruebaque la estrategia gp es más eficiente que la estrategia mp, ya que ésta
genera expresiones con condiciones de independencia, mientras que a- 2quéila lo hace sólo con condiciones de basicidad. Ambas identifican el
mismo grado de paralelismo a diferente coste, como se puede observar
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1.97 3.96 7.86 15.32 27.20 36.01
1.97 3.96 7.86 15.32 27.20 36.01
1.97 3.96 7.86 15.32 27.20 36.01






0.99 0.99 0.98 0.98 0.97 0.95
1.49 2.25 4.35 6.49 12.47 13.85
1.49 2.27 4.40 6.55 12.69 14.10






1.49 2.60 3.98 6.96 7.71
1.49 2.60 3.98 5.43 6.96 7.71
1.49 2.60 3.98 5.43 6.96 7.71






0.99 0.98 0.98 0.98 0.97 0.97
1.52 1.90 2.88 3.84 5.21 7.48
1.52 1.90 2.88 3.84 5.21 7.488 9 3 01 4 43 6 15 8 57
Tabla 5.1: Comparación de las estrategias de paralelización. 1 parte.
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Programa Estrategia Procesadores







1.99 3.96 7.92 14.58 26.61 33.88
1.99 3.96 7.92 14.58 26.61 33.88
1.99 3.96 7.92 14.58 26.61 33.88







1.97 3.87 7.75 13.12 19.98 26.50
1.97 3.87 7.75 13.12 19.98 26.50
1.97 3.87 7.75 13.12 19.98 26.50








0.99 0.98 0.97 0.97 0.96 0.94
1.94 3.24 6.86 10.98 16.81 20.93
1.94 3.25 6.90 11.22 16.85 21.41







0.99 0.99 0.98 0.97 0.97 0.96
1.96 3.90 7.80 15.11 29.56 41.79
1.96 3.92 7.83 15.15 29.62 41.98
1.97 3.93 7.85 15.49 30.06 42.54
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Se observa que las medidas de ganancia de velocidad obtenidas en este
apartado difieren de las del capitulo 2. Este hecho es consecuencia de
que el simulador presentado en dicho capítulo no tiene en cuenta el
costo asociado a la explotación de paralelismo.
• Efecto de la planificación sobre la carga de trabajo.
En este apartado se observa el comportamiento de la política de pla-
nificación distribuida que se presentó en el capítulo 4 y su efecto sobre
la cargade trabajo.
Para evaluar el impacto de la política de planificación sobre el rendi-
miento del sistema hemos utilizado la herramienta de visualización de
- trazas de ejecución VisAndOr [271~.Esta herramiente requiere corno
entrada un archivo de la traza de la ejecución de un programa. En este
archivo se describe el tipo de paralelismo explotado (en nuestro caso,
paralelismo conjuntivo), el inicio de un punto de activación de parale-
lismo, el inicio del cómputo efectivo de una expresión, su finalización
y el instante en que sucede el punto de reunión. Los procedimientos
printTracestart, printtracestop, printTraceFork, printTracedoin.
printtracestartTask y printTraceFinishTaslc se encargan de la a-
notación de estos instantes de tiempo6. El gráfico que se puede visua-
lizar con esta herramienta a partir de un archivo de traza representa la
ejecución de un programa. El tiempo se representa en el eje de orde-
nadas avanzando hacia abajo. Un segmento de cómputo se representa
con una línea vertical, que se anota con un identificativo del elemen-
to de proceso que realiza el cómputo. Las líneas verticales punteadas
representan retardos debidos a la planificación concurrente. Una pla-
nificación de una expresión concurrente se representa con una línea
• punteada horizontal. Las evaluaciones en paralelo de expresiones se
pueden observar como líneas verticales cuya proyección en el eje de
ordenadas se superpone. El gráfico representado es, pues, similar al
árbol de evaluación abstracta. Las gráficas están escaladas para que
cubran la totalidad de la figura, por lo que el tiempo de evaluación de
las distintas gráficas es diferente.
5Con esta herramienta se puede visualizar tanto paralelismo conjuntivo como disyun-
tivo, en La línea de (55), un visualizador de paralelismo disyuntivo.
6Nótese que las medidas que realizan estos procedimientos no alteran la simulación
del sistema, puesto que no intervienen lecturas de memoria sino medidas de tiempo de
siznulacion.
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En la figura 5.19 se puede observar para un caso simple el efecto de
la planificación de expresiones sobre el rendimiento del sistema. En
ella se pueden observar las trazas de la resolución del programa de los
números de Fibonacci para tres trabajadores. Cada expresión planifi-
cada en paralelo se resuelve por un elemento de proceso distinto. En
el lado izquierdo de la figura se encuentra la traza correspondiente a la
planificación remota de expresiones de menor granularidad, mientras
el lado derecho corresponde a una planificación remota de expresiones
de mayor granularidad. La carga de trabajo en este último caso es
más equitativa para los elementos de proceso de la red, en donde se
produce el 36 % del cómputo efectivo en paralelo, frente al 22 % del
otro caso. Para un mayor número. de elementos de proceso este hecho
redunda en una clara mejora del rendimiento.
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Figura 5.19: Efecto de la política de planificación en la carga de trabajo.
La condición de precedencia impone una restricción sobre la planifi-
cación que puede observarse enla figura 5.20. La figura muestra la
evaluación de Fibonacci en una red de cinco elementos de proceso. En
la gráfica de la izquierda se muestra la ejecución del programa limitada
a cinco trabajadores, mientras que en la de la derecha no hay limita-
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por trabajador se realiza prácticamente en el inicio de la ejecución del
programa. Este reparto se hace relegando las expresiones de mayor
granularidad a trabajadores remotos. Si las expresiones de mayor gra-
nularidad se reservan para ejecución local, no se produce ganancia de
velocidad. Ello es debido a la condición de precedencia, que impide
que los trabajadores remotos puedan evaluar nuevas expresiones del
trabajador padre. Esto implica un aumento de ganancia de velocidad
por debajo del esperado cuando aumenta el número de elementos de
proceso. Sin embargo, si no se limita el número de trabajadores, ocu-
rre la situación de la giáfica de la derecha, que implica una mejora de
la ganancia de velocidad. En este caso se aprovecha el máximo para-
lelismo de la aplicación a costa de un mayor consumo y fragmentación
de memoria debido al mayor número de trabajadores necesarios. Para
reducir este efecto se puede plantear la adición pilas compartidas al
sistema con una organización similar a los meshed stack [79].
Sumario
En este capitulo se ha desarrollado una implementación de la PEBAM sobre
un multiprocesador simulado de memoria compartida considerando diferen-
tes alternativas de diseño. De las medidas obtenidas de la simulación se ha
concluido lo siguiente:
• El protocolo de actualización en escritura es más eficiente para progra-
mas como Quicksort y Reinas en los que se produce un acceso frecuente
a los datos actualizados.
• Hay principalmente dos factores que hacen disminuir el porcentaje de
aciertos en caché: el procedimiento de búsqueda de trabajo en pilas
remotas, el acceso a marcadores remotos de paralelismo y el acceso a
datos comunes actualizados.
• La implementación del bus por petición independiente es más eficiente
que la de petición por sondeo, comprobándose que el aumento del
tráfico del bus es proporcional a los fallos de referencia en memoria
caché.
• Se consigue una ganancia de velocidad casi lineal en el rango conside-
rado de elementos de proceso para algunos programas como Reinas y
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Figura 5.20: Efecto de la condición de precedencia en la planificación.
para otros como Quicksort se ve limitada por el componente secuencial
del problema..
• La estrategia gp es más eficiente en la mayoría de los programas que
mp puesto que se evitan comprobaciones de independencia en tiempo
de ejecución.
• La política de planificación de trabajo, debido a la condición de pre-
cedencia, provoca un mayor consumo y fragmentación de memoria
durante el cómputo hacía adelante, pero mejora significativamente la
desasignación durante el cómputo hacia atrás si se compara con u-
na implementación basada en gratos. No obstante, este problema se
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• La incorporación de la información de granularidad es determinante
para conseguir un buen rendimiento en términos de gestión de memoria
y balance de carga.
Estas medidas se han realizado sobre sistemas de hasta 48 elementos de
proceso. Considerar un número superior de elementos de proceso obliga a
considerar otros tipos de arquitectura para disminuir el retardo debido al
uso compartido del bus. Así, se podrían considerar redes de interconexión
para aumentar el número de caminos entre elementos de proceso y módulos
de memoria. Sin embargo, debido a la intensa difusión de mandatos de con-
sistencia de la caché, el tiempo de latencia debido a la red puede resultar
inaceptable. Por ello, sería necesario emplear un esquema de directorios en
el diseño de la caché. También sería interesante considerar arquitecturas de
bus/caché jerárquicas en donde se reduce el tráfico de la red gracias a pro-
tocolos jerárquicos de coherencia de caché, que no conllevan la complejidad
de los esquemas de directorios.
Sería interesante proponer otras estrategias de planificación, centraliza-
das o híbridas, que consideren la granularidad de las tareas y el balance de
carga.
Se podrían estudiar y compáxar otras alternativas de diseño como caché
de instrucciones, diferentes políticas de reemplazamiento y diferentes arqui-
tecturas, como por ejemplo, memoria distribuida, memoria híbrida y redes
de interconexión. Es interesante relacionar el efecto del reemplazamiento de
las políticas de coherencia de la caché paralela, el protocolo de bus, las redes
de interconexión, el tipo de memoria y otros, con el paralelismo identificado
a alto nivel, de forma que se ajusten los parámetros de diseño del sistema
paralelo al tipo de problemas que se resuelven. En particular, sería muy inte-
resante la integración del paralelismo conjuntivo y el paralelismo disyuntivo
sobre una arquitectura combinada de memoria compartida y distribuida.
Esta combinación es interesante puesto que la explotación del paralelismo
conjuntivo se adecúa perfectamente a su explotación en memoria comparti-
da, debido al acceso frecuente a estructuras compartidas, y el disyuntivo a
su explotación en memoria compartida, debido a la alta granularidad e in-






El sistema de identificación y explotación de paralelismo desarrollado per-
mite extraer las siguientes conclusiones.
De la medida de rendimiento del procedimiento de compilación que con
una buena información de independencia en tiempo de compilación, las es-
trategias consiguen una buena identificación de paralelismo a bajo costo.
Esta identificación es similar en la mayoría de los casos a la versión paralela
manual. Sin embargo, con poca información de independencia, la estrategia
gp puede identificar el mismo paralelismo que laestrategia mp a menor costo
en determinados programas, aunque para otros no lo consigue. Se conclu-
ye, pues, que el rendimiento de las estrategias depende en gran medida del
programa y de la información de independencia disponible.
De la medida de rendimiento de los niveles de análisis que, para deter-
minados programas el nivel más simple consigue igual información de inde-
pendencia que el resto. Sin embargo, este nivel no consigue la información
útil para la mejora del componente secuencial que consiguen otros. Con los
niveles de análisis 1)1 y l1)~ se infiere en muchos casos toda la información de
independencia en un tiempo de análisis intermedio entre el nivel más simple
y el más complejo. Con ellos se consigue además información de tipos para
la mejora del componente secuencial de los programas.
Del aseso de la máquina abstracta paralela de memoria compartida
se ha puesto de manifiesto cómo es posible extender las implementaciones
eficientes basadas en pilas a una implementación de una máquina parale-
la lógico-funcional, reteniendo las optimizaciones de la programación lógica,
funcional y lógico-funcional. En particular, esta máquina incorpora las opti-





de la máquina tanto en presencia de constructoras secuenciales como para- 2
lelas. Se ha desarrollado el repertorio de instrucciones de la máquina, que
es semejante al de la WAM en cuanto a la gestión del no determinismo y
similar al de las máquinas de reducción de grafos en cuanto a las aplicaciones 2parciales y la gestión de la evaluación de funciones de primer orden y orden
superior. Además, esta máquina incorpora otras optimizaciones como son
la recursión de cola y el corte dinámico, que mejoran el rendimiento de la 2máquina tanto en presencia de constructoras secuenciales como paralelas.
Finalmente, de la simulación VHDL de la PEBAM sobre un multiproce-
sador simulado de memoria compartida se ha concluido que los protocolos 2de actualización de escritura redundan en mejor rendimiento que los de
invalidación para ciertos programas. Se han identificado los factores que
degradan el rendimiento de la caché y los programas con ganancia de velo-
cidad casi lineal en el rango de elementos de proceso considerado y con el
limite de ganancia predicho por la ley de Amdahl. La estrategia gp es más
eficiente que mp para los programas en los que el paralelismo se identifica en 2tiempo de ejecución, debido a la evaluación de las condiciones de indepen-
dencia. Además, la política de planificación permite retener la eficiencia de
las implementaciones basadas en pilas, pero provocando un mayor consumo
y fragmentación de memoria que podría evitarse con pilas compartidas. Se
ha observado que la incorporación de información de granularidad en esta
política es determinante de un buen rendimiento del sistema. 2
Principales aportaciones
En este trabajo se ha propuesto:
• Una extensión del modelo de ejecución secuencial a un modelo de ejecu- 2
ción paralela para la versión de estrechamiento impaciente de Babel.
Este modelo permite la evaluación paralela de funciones estrictas y 2
predefinidas no estrictas.
• Un método automático de identificación de paralelismo. Este método 2incluye tres estrategias diferentes de identificación que aprovechanla información de independencia y granularid d proporcionada por
análisis de programas o anotación manual. 2
• Una técnica de análisis de programas para inferir información de in-




rrolla tres niveles de análisis para obtener tres grados de información
de independencia.
• Una máquina abstracta paralela de memoria compartida (PEBAM).
La máquina utiliza las técnicas eficientes de pilas que retiene las np-
timizaciones presentes en las máquinas abstractas secuenciales lógicas
y lógico-funcionales y se ha desarrollado la compilación de programas
paralelos en instrucciones máquina.
• Una implementación de la PEBAM sobre un multiprocesador simula-
do de memoria compartida.
Se ha realizado la validación funcional del sistema con diferentes al-
ternativas de diseño y su medida de rendimiento.
Sugerencias para trabajos futuros
• Extensión del sistema para permitir otras estrategias de cómputo, en
particular, la evaluación perezosa.
• Desarrollo de una implementación más rápida del analizador con técnicas
de ejecución simbólica como la que desarrollamos en [139]en el ámbito
de la programación lógica.
• Comparación equitativa de la eficiencia de sistemas lógicos vs. lógico-
funcionales con respecto a la evaluación de programas homólogos. Es-
to se podría llevar a cabo con una simulación de alto nivel, esto es,
considerando como parámetro de medida de rendimiento el paso de



















Sintaxis y semántica de Babel
En este apéndice se presentan lasintaxis y semántica operacional de Babel’.
Babel es un lenguaje lógico-funcional con una disciplinade constructoras2
y un sistema de tipos polimórficos. Lasintaxis de Babel es netamente funcio-
nal y su semántica operacional se basa en estrechamiento de grafos (graph
narrowing). Consideramos la versión de orden superior y estrechamiento
impaciente en profundidad y de izquierda a derecha.
A.1 Sintaxis de Babel
Comenzaremos identificando los conjuntos disjuntos de símbolos que se de-
finen en Babel.
• Variables de datos: X, Y, ... E Var. Son variables lógicas. Como en
Prolog, se escriben con mayúsculas para diferenciarlas de los demás
símbolos del lenguaje.
• Constructoras de datos: c, d,... E DC. Juegan el papel de los funtores
de Prolog, cada una tiene asociada una andad i, y distinguimos DC0LJ
... UDC u...uDC” = DC, donde DC’ es elconjunto de los símbolos
de constructoras de datos de andad i. Las constructoras de andad cero
se llaman alternativamente constantes.
‘Para consultar la semántica declarativa, las equivalencias entre semánticas y las prue-
bas de corrección y completud, véanse 1115, 116, 119].
2La disciplina de constructoras significa que se diferencian los símbolos de constructora
de datos y los símbolos de función, permitiendo el encaje de símbolos de constructoras
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• Símbolos de función: f, g,... e ES. Al igual que las constructoras 2
de datos, cada uno tiene asociado una andad i, y distinguimos ES0 U
...U ES’ u... u ES” = ES, donde ES’ es el conjunto de los símbolos
de funciones de andad 2
Un término de datos t E Term ~ puede ser una variable o una aplicación de
tina constructora n-aria con n argumentos que a su vez son términos4. 2
= X % variable
¡ c t
1 ... t,-, % constructora de datos n-aria e 2
Una expresión e E Exp tiene la forma:
e ::= t 96 término 2
¡ ce1...e~ % cEDCtm (0=n=mte~ E Thrp¡ fej...e~ %feFS”‘<0=n=m),eí.eExp
¡ b -~ e 96 expresión guardada 2(si b entonces e, si no indefinido)
¡ b -4 eí Ce
2 % expresión condicional
(si b entonces eí, si no e2) 2
Además de las funciones guarda y condiciohal, el lenguaje incorpora las
funciones l’ogicas primitivas conjunción (,), disyunción (;) y negación (-‘),
definidas como sigue: 2
(false, X) := false. (trne; X) := true. -‘false := true. 2(X, false) := false. (X; true) := true. —‘true := false.(true, true) := true. <false; false) := false.
El lenguaje también incluye igualdad débil, definida por las siguientes 2
reglas:
2
(cXi...Xn=dYi...Ym) % cE DC”,n >0 2:=fals&%CE Cn,dEDCm,c#don#m
3De aquí en adelante abreviaremos término de datos como término. 2~En lo que sigue, utilizaremos la notación currificada para permitir la expresión deaplicaciones parciales para símbolos de constructora y e función, y laexpr sión de Or-
den superior para símbolos de función. Asumimos que la aplicación es asociativa por la
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Un programa Babel consiste en una secuencia finita de definiciones de
función que puede ser consultado con una expresión objetivo. Las funciones
Babel son funciones en el sentido matemático, i.e., a lo sumo existe un
resultado para cada tupía de argumentos básicos5, lo que se asegura por
las condiciones sobre las funciones que se presentan más adelante (ver (116]
para más detalles) Cada función f es una secuencia finita y enumerable de




parte izquierda (lhs) guarda opcional uerpo
parte derecha (rhs)
donde f es el nombre de la función, t~ son términos de datos, b una
expresión l’ogica y e una expresión arbitraria.
Las reglas de función deben cumplir las siguientes condiciones:
1. Patrones de datos: t~ e Term.
2. Linealidad por la izquierda: f t, . . . t,, no contiene variables repetidas.
3. Restricciones sobre las variables libres: cualquier variable que sólo
aparezca en la rhs se llama libre (se permite que las variables libres
aparezcan en el guarda, pero no en el cuerpo).
4. No ambigñedad: Dadas dos reglas cualesquiera de una definición de
una función f: f t¡ . . . t,, := fbi —4eí y f .s~. ..s, := {b
2 —*}e2, no
pueden devolver diferentes valores con los mismos argumentos básicos
de llamada. Esta condición sintáctica se asegura imponiendo que se
cumpla al menos uno de los siguientes casos:
• No superposición: Las dos lhs no son unificables.
• Fusión de cuerpos: Las dos Iha tienen un u.m.g. a tal que e1a y
e2a son sintácticamente idénticas.
• Incompatibilidad de guardas: Las dos lhs tienen un u.m.g. a tal
que (b1a,b.2a) no se puede satisfacer, i.e., no se puede reducir al
valor booleano true.
5Esta restricción de confluencia no impide obtener diferentes sust,tuciones de éxito
como en el caso de la programación lógica como veremos más adelante.
6En la notación utilizamos corchetes ({ }) para denotar una posible aparición sintáctica.
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Babel dispone de tipos polimórficos, i.e., tipos con apariciones de varia-
bles de tipo. El símbolo —* (aplicación entre conjuntos) es asociativo por la
derecha. Se entiende que una constructora de datos c de andad n se declara
como:
c: r1 -4 ... -4 r» -4 r
donde ‘- y r~ (1 S i S n) son tipos de primer orden. Una función 1 de andad
n se declara como:
donde -i- es un tipo de primer orden, y r~ (1 =i =ii) puede ser un tipo de
orden superior. Las declaraciones de los tipos de función se realizan con la
palabra reservada fun y las declaraciones de tipos de datos con datatype.
Los identificadores que comienzan por mayúscula se utilizan para variables
y para variables de tipo.
Existen varios tipos predefinidos:
datatype bool := true ¡ false.
datatype nat =0 1 (suc mit).
datatype list A := nil (cons A (list A)).
fun -‘: bool -+ boal.
fun ~: bool —* bool -4 boal.
fun; : bool -4 bool —* bool.
fun=:A—*A--*booL
Finalmente, describimos la notación alternativa
que se basa en la sintaxis de Prolog.
true.
Donde b es la expresión l’ogíca que representa el cuerpo de la cláusula
Prolog. Nótese que el sentido de la negación en Babel es más preciso que en
Prolog, puesto que también se admiten las siguientes reglas:
pt1...t,, :=false.
p t, ...t,, := b —+ false. —‘p(t,,...,t~) : — b.
para los predicados lógicos,
A.2 Semántica operacional de Babel
Una expresión e E Exp que no contenga variables de orden superior puede in-
terpretarse en un programa Babel aplicando el mecanismo de estrechamiento
7.
La aplicación de estrechamiento a una expresión consiste en calcular la
mínima sustitución que haga reducible laexpresión, finalmente reduciéndola.
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Esta mínima sustitución se calcula por unificación con la lhs de una regla.
Un paso de estrechamiento consiste en el cálculo de esta unificación y en la
reescritura de la expresión utilizando la rhs de la regla. La respuesta compu-
tada (outcome) de un paso de estrechamiento es la expresión reescrita junto
a la sustitución derivada de la unificación. Consideramos la versión impa-
ciente de estrechamiento en profundidad y de izquierda a derecha (leftrnost
innermost narrowing).
Más formalmente, sean:
• e f e1 . . . e» una expresión
• f t> ... t,, := e’ una variante de una regla que no comparte variables
con e, y
• a o ~\ ~ el unificador más general (u.xn.g.) de e y f t, . . . t», i.e.. la
mínima sustitución tal que ea es sintácticamente idéntica a (f t1 . . .
e puede estrecharse en un paso a e” e’>, con sustitución de éxito a (deno-
tado por e ~, e”). Finalmente, siendo ~ E ES UDC, si para algún i (0 <
i <n) e¡ =>~ e~, entonces p<eo,. ..,e~,. . . ,e,1) *~, q’(eoa,.. . ,e~,.. .,e~a).
Para incorporar las funciones primitivas, el mecanismo de estrechamiento
se extiende con las siguientes reglas de estrechamiento.
(false, b) =t~ false (true; b) ~ true
(true, b) ~ X (false; b) ~ b
(true, true) ~ true (false; false) ~E false
(tute —* e1Ee2) ~ e~ (false eICe2) ~ e2
(true —4 6) ~ 6
donde & denota la sustitución vacía (e(X) = X,VX E Var).
La relación de un paso de estrechamiento =z*, Ezp x Ezp donde
a: Var -4 Exp se extiende canónicamente a expresiones arbitrarias, definida
inductivamente como:
e~ =~, e~
so en.. e, .. . e~ e1a... e1 . .. e,,a
6 ~ 6’
(b —* e) ~ (6.’ —* ea)
6 ~a 6’
(6-4 e,Ee2) ~ (6’ —* e,aoe2a)
8Como es usual, las sustituciones se aplican en notacián postfija. Por otra parte,
e(a o A) = (ea)>.
2
194 A. Sintaxis y Semántica de Babel 2
La secuencia de estrechamiento de una expresión e se denota como el cierre 2
transitivo y reflexivo z=~,, de ~ con la composición de sustituciones.
El resultado del estrechamiento puede dar lugar a uno de los siguientes
casos: 2
• Exito: e =4t~, t, t E Term con sustitución de respuesta a.
• Fallo: e =4~,, e’, e’ g Term y ~ no se puede volver a aplicar a e’. 2
• No terminación.
La secuencia de pasos e ~G,n e’ se llama cómputo de la expresión 2
e. Si e’ es un término, se ha hallado una solución o respuesta computada del
cómputo, que se compone del resultado e’ y de la respuesta a ..... . ca,,,. 2
Si e no se puede estrechar más y no es un término o aplicación parcial,
entonces el cómputo folía. En este caso, se prueban consecutivamente todas
las reglas de definición de función aplicables a e. J
Hay ciertos términos predefinidos especiales que determinan el resultado
de las expresiones que tienen como símbolo raíz una función primitiva lógica.
Son los términos true y false, que denominamos valores definitorios de la 2
disyunción y la conjunción, respectivamente. Si el resultado de un operando
e, de la función lógica es un valor definitorio, la solución de la expresión está













En este apendice se presentan los programas de prueba que se han utilizado
para el análisis del procedimiento de identificación de paralelismo descrito
en el capítulo 2, así como para el análisis de independencia basado en inter-
pretación abstracta descrito en el capítulo 3 y para el análisis de rendimiento
del sistema de explotación de paralelismo del capítulo 5.
B.1 Sintaxis
La sintaxis de los programas se ha desarrollado para la implementación
del sistema paralelo. Así, en los listados que se proporcionan, el símbolo
96 denota un comentario en una línea, mientras que los símbolos /* y
agrupan un comentario que puede contener más de una línea.
La declaración de tipos se realiza con los hechos list...oLconstants,
listsf...canstructors y listof.junctions, en los que se declaran res-
pectivamente las constantes, constructoras y funciones de cada programa.
La declaración de modos de los argumentos se realiza con el hecho inode.
Tiene como argumento un término de datos compuesto por un funtor, que
representa el símbolo de una función f, y con argumentos que representan
los modos asociados a los argumentos de f. Los modos pueden ser g o d. que
denotan respectivamente un modo ground (argumento de entrada o básico)
o top (desconocido, i.e., puede ser un argumento de entrada o de salida).
Una condición de independencia se representa por la conjunción (,/2)
de condiciones simples de independencia, representadas por g(X) cuando se
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Una expresión condicional secuencial se expresa con las constructoras 2
infijas > (ifl y # (else).
Las EGEs se construyen con:
par (List) 2cpar (LisO
seq(List)
rf (BoolEzpr, ThenEzpr,ElseExpr) 2donde List es la lista con sintaxis Prolog en la que se definen las varia-
bles auxiliares de cada unidad evaluable, BoolExpr es una expresión lógica
y ThenExpr y ElseExpr son expresiones del mismo tipo correspondientes 2respectivamente a la rama titen y a la rama else del condicional.
Las EGEs se encuentran en el cuerpo de la constructora funcional let-in,
cuya sintaxis es: 2lLet EGE in Ezpr
donde Expr es la expresión que contiene las variables auxiliares definidas
en LOE. 2
13.2 Listado de los programas de prueba 2
Se proporcionan los siguientes programas:
• Árboles balanceados. 2
• Sumador binario.
•Derivaciónsimbólica. 2
• Números de Fibonacci.
• Aplanamiento de listas. 2
• Función de Ackermann. 2
• Torres de Hanoi.
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Para cada uno de ellos se proporcionan varias versiones:
• Versión secuencial.
• Versión paralela compilada con la estrategia de paralelismo incondi-
cional con y sin anotación de modos.
• Versión paralela compilada con la estrategia de paralelismo máximo
con y sin anotación de modos.
• Versión paralela compilada con la estrategia de paralelismo básico con
y sin anotación de modos.
• Versión paralela realizada manualmente.
A continuación se presentan los listados de los programas en sus diferen-
tes versiones.
% Árboles balanceados. Versión secuencial
eqlengtb(zero, 1.ICX)> trw..
oqlengthCsuc(N), l.af(X)) : false.
oqlength<sucCX), Thtt(T, 1)) .ql.ngth<N. Ii.
eqln¡th<zero, left(T, E) taime.
eqlengthCsuc(N), rigth<T. 1)) : oqlength(N. ti.
oql.ength<zero, rigth(T, E) : false.
eqlengtb<suc(N), both(Tl, 1. 72)) eqlength(N. Ti). .ql.ngtSCfl, 72).
.qlengtb<zero, both(Tl, 1, 72)) : false.









1 ¡cal :— •val<balanc.d(leaf<a>)).
list..of..coastants(fa. b. c, toro]).
list..ot..eonstructors(Eleaf, both, len, rigth, ave]).
list..ot..tunctions( [balanced,.qlengthJ).
% Árboles balanceados. Estrategia gp con anotación de modos
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eqlengtb(ZCrO, l.al(X)) trw.. 2etleu¡th(suc(N) , l.aS<fl) :n false.q ng , eft(T, X)) u eqlength(li. T).
eqlength<zero, left(T, ~> false.
eqlngth(oucCN). rigth(T, X)) eqlength(ll. T). 2eqlength(zero. rigth<T. 1>) false.eqlength(suc<N).both<TI. X, T2)) and<g(N). eqlength(N. Ti), eqlength(N. T2fl.
eqlength(z.ro, both(TI, X, T2)) u false.
b.laneed(T) eqlength(N. T), wrtt.(N). 2









% Árboles balanceados. Estrategia gp
eqlengthCzero, leal(X)) u trw..
eqlengthCsuc(N), left(T, E) u eqlengthCN, T). 2n h c ) eaf(X)) tu false.
eqlength<zero, left(T. E) false.
e~lez,gth(sue(N), rigth(T. E) u •qleagth(N, ti. 2eqlength(nro, rigth(T. U) t false.gth(sue(N). both(TI. X. T2)) : andcCg(N),g(TI)), eqlengthOl. Ti), .ql.ngthcN. 72)).
eqlength(zero, both(TI. X. 72)) :n false.








list..of..eoustats(ta. ~. e. nro)).
list.of..construetors((l.aI. hoth, l.ft, rigth. sucj).
list..ol..functions(Ebalanc.d. eqlengthD. 2
% Arboles balanceados. Paralelización manual
eqlength(zero, leal(X)) : trw.. 2eqlength(eue(H), le.IW) tu false.. a h(suc(E lt(T. E) u eqlength(N. T).
eql.ngth(zero, left(T, 1)) tu false.
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eqlength(zero, rigth(T, 1)) tu false.
eqlength(sue(N), both(71, 1, 72)) u a~d(g(N),
e¿lengthCzero, both(T1, X. 72>> false.
eqlengtb<N, TI>, eqlength(N. TV).
balanced(T) eqlengtb(N, 7), write(N).
list..ol..constants((a, b, o. zero)).
list.ol..coastruotors((leaf. both, l.lt, rigth.
lj.st..of..functions(Lbalanced. •qlength)).








Y. Árboles balanceados. Estrategia mp con anotaci6n de modos
eqbength(zero, leal(X)) u true.
eqlength(suo(N>, leal(X)) tu Ial...
eqbength(suo(H>. beft(T. E> tu eqlngth(N. 7).
eqbength(zero. belt(7. 1)> tu 1.1*..
eqbength(suo(N), rigth(t, E> u eqb.ngth(N, 7).
eqlength(zero. rigth(T. E> tu falso.
eqlngth(suc(N), both(TI. X. 72>> and(g(N).
eqbength<zero. both(TI, X. 72)) u false.
balanced(T) u .qbength(N. 7), write(N).
list..of..oonstants((a. b, o, nro)>.










X Árboles balanceados. Estrategia mp
eqleagth(zero. leal(X)) tn true.
eqleagth(suc(N), leaf(X)) u false.
eql•agth(euc(N). Lelt(T. E) u eqbength(N, 7).
eqbength(zero, lelt(T. E) tu false.
eqbength(suo(N), rigth(T. E) t= e~length(N. T).
eqlength(zero, rigth(T. i» tu false.
•qlngth(suo<H), both(7I, X. 72)) u .nd((g(N).i(T1.72)). •qlength(N, 71), eqlength(M. 72>>.
eqlength(zero, botb(7I. 1, 72)) tu falco.
‘99
.qlengthOi. 71). eqlength(N. 72».
balaaoed(T) ~. eqlength(H, 7), writeCE.
2
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goal t- gen(7.8).evalCbalanced(T)). 2
list..of..oonstants([.. b, o. zeroj).
list..of..oonstructors(Cleal. hoth, left, rigth. sud). 2list..of..funotions([h.lamced, •qlength)).
gen(leaf(a). O>.
gon(both(7l, leal(a), 72), >1) :— Nl is Ii - 1, gen(T1. Nl), gen(72. Nl). 2
% Árboles balanceados. Estrategia up con anotación de modos
oqlength(z.ro, leaf(E) tu true.
eqlength(sucCN). le.f(X>) tu false. 2eqlength(suo<N). loft(T, E) tu .qlength(N, 7).
eqleagth(zero, left(T. E) u false.
eqlength(suo<N.>. rigth(T, X>) u •qlength(N. 7).
eqlength(zero, rigth(7. X>) :n false. 2eqlength(suoC?O. botb(Tl, X. 72)) tu aad(g(N), eqlength(N, 71), eqleagth(N, 72)).
eqlength(zero, both(T1. X, 72>> tu false.
balanced(7) tu eqlngth(N. 7), write(N). 2
listof..ooastants(f., b. o. zero)).









% Árboles balanceados. Estrategia up
eql.ngth(zero, leaf(X)) : true.
eqlength(suoClJ), left(T, 1)) tu eqlength(1¡. 7).a h cwc<N). eaf(E) u false.
eqlength(z.ro. left(T. 1)) : falco.
eqlength(suc(N), rigth(T. X>) tu eqlcgthCN. 7). 2eqlength(z.ro. rigth(T. 1)) u false.gth(suc(fl), both(Tl. 1. 72)> : and(false. eqleagth(N, 71), eqlengthCx, 72)).
eql.ngtb(zero, boíb(Il, 1, 72)) false.
balanc.d(T) tu •qleagthCfl, 7). vrite(N). 2
pal — enl(halaneeá(both(boíh(leaf(a),
leaf(h>,
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/.goal - oval(balaaoed(both(leal (a),
leal O,),
leal(o)»)
1 goal :— oval<balanoodcleaf(a))).
liszsf..oonstants(Ea. b, o, zoro))
listsf..coastruotor,CEleaf, both. bIt, rigth, silo]).
listsfjunotions( Ebalanoed, eqlengthj).

















ar(and(X. Y). azdCci, zar(X. Y)))).
zar, adderU.
goa evalCadder(1,1.I)>.















p.rCEscq(EA1 & ror(X, Y). A2 tu zor(Ci, AI)J),
seqUpar(fA3 tu and(X. Y), A4 tu xor(X. Y>]).
AS tu and(CI, A4),




list..af..funct±ons((and. ar. zar, add.rU.
201
J2
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goal - eval(adder(l,I.I)>. 2
Y. nadeCaddor(g,g,g)).












azd(l.l3 a 1. 2
addor(X, Y, Ci) tu
lot if(iCX.Y).
II ((l(X.CiLi(Y.CI)) 21 true2,pa CEseqUAl tu xor(X. Y). A2 tu xorCCi, Al)]>,
seq(Epar(LAS tu aad(X, Y), A4 tu xor(X, Y>)>,
AS tu and(CI. A4>.
1 false2). 2
AS tu orCAS. AS>]>]),
seq( [Al tu xar(X, Y>,
A2 tu xar(CI, Al),
seq((par( LAS ¿a andcí. Y). A4 t— xor(X, Y»>, 2AS ¿u and(CI. A4>.
AS ¿u orCAS. AS)]»)).
1 falsol)
soqC[AI tu xor~, Y>. A2 tu ‘cor(ct, Al), A3 &s azd(X. Y). 2A4 ¿u xar(X. Y), AS tu aad(CI, A4), AS t= arCAS, AS))))ix, autCA2. AS).
•1
adder(X, Y. Ci) tu 2
lot ifCg(X).
if(g(Y).
parC E:: ((Al ¿u xa X, Y A2 ¿u xorCCi, Al)]). 2
Y), A4 ¿u xorCx. Y>)),
AS tu andCCi. A4).
AS t arCAS. AS)])]).
itCg(CI).
a. 2
par([soqC(AI tu zor<X. Y), A2 ¿u xorCCi. Al))>,
seqC(par< (AS ¿u and(X, Y>. A4 ¿u xor(X, Y)]).
AS tu andCCi. A4), 2
AS tu arCAS, AS)))]).
1 a)>.
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seq<(paz((AS ka aad(X. Y>. A4 ka xor(X. Y))),
AS & nd(CI. AA),




par(EsoqCEAl k xor(X. Y), A2 Aa xor(Ci. Al>)).
seq((par(EA3 1= and(X, Y). A4 & xor(X, Y>)),
AS ka aad(CI. U).
AS ka orCAS. AS))))),
ah
pax([seq((Al k zor(X. Y>, A2 ka xor(CI. Al))).
soq(fparc (AS ka and(X. Y), A4 ka xor<X, Y))),
AS k andCCi, A4),
AS ka orCAS, AS>))))),
ifCg(CI),
x a,
par<[seq<(AI ka xor(X, Y). 3.2 ka xor(CI, Al))),
seq<(p.rUAS k aadCX. Y). A4 ja zorCX. Y))).
AS ka aad(CI. A4),
AS Aa orCAS, AS))>)>,
b)>)
oeqC(AI ka xor<X, Y), A2 ka xor(Ci. Al), AS ka andCx. Y),




list..ot.,fuactlons(fand. or, xor, adaer)).
goal .v&1(idd.r(l.l.l)).













add.rCI, Y, Cl) a
par((..q([AI k— xorCx. Y), 3.2 An xor(Ci. Al>)).
s.qC[par( (AS A’ aad(X, Y>. A4 ka xorCx, Y))).
AS ka andCCi, A4).
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list...ofjwnct±ona((nd. or. xor, ,dderJ). J
goal :— eval<.dder(I,l,1)).
X mode(addor(g.g.g)). j













par(Es.qCEAl *. xorCx, Y) £2 * xor(C±,AI)J).
s.q(tpar(tA3 to and(X. Y). £4 *= xor(X, ‘O)),
AS * and(Ci, £4),
£6 k or<fl, AS>))])
‘u outC£2. 16).
listot.son.tant.((3)
11stofsonstructoro( [out)). Jltatoljwncttoua((nd, or. ior, adderl).
goal :— ,vaI(.dd.rCl,l.l)>.
% uode(adder(g.g,g)).









and(O.l) : O. J
and<1.O) :~ O.
addor(X, Y. Ci) :
Lot if(i(X.Y).
true2,
p.rC(seqC[£1 *= xorCx. Y), £2 *0 xor<Ci. Al)]).
nq((parC(13 to andCl, Y), A4 * zor<X. Y))), J
u
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£5 & aad(CI. 14).
ís A. or(£3. AS)]))),
fa1se2),
seq(EAI &~ xorCx. Y),
£2 *. ror(Ci. £1),
seq(fpar((£3 A. and(X. Y),
15 A. a4<CI. £4).
16 A. or(13, AS))>]>>,
falsol)
soq((Al A. xorCX, Y). £2 & zorCCl,





14 A. xorCx. Y))),
11). 13 A. and(X. Y),
£4), 16 A. or(13, AS))>>
xor, addor)).
¿cal :— ovalC.ddor(l,l,1)).













par< Eseq( (£1 A. xorCx. Y). A2 *0 xor(CI. £1))),
seq(tp.r( (13 * and<X, Y), £4 * xor<X. Y>]).
15*— n4<Cl, 14).



























aad(I.O) : O. Jaad(l.l) 1.d ,r(X, Y, Cl) E
Lot seq( (Al A— xor(X, Y), £2 A. xor(CI, Al), £3 AS ad<X. Y).
14 A. xor(X, Y), 15 A. and(Ci, 14), £5 Aa orCAS, AS)])
la out(A2, £6).
tist.ot..eonstaata( O)
llgt..of...oonstructorsC Eout]) Jljststjunotloas((nd, or, lot, addor]).
¿cal .nlSadd.r(l,l.l)).
7, Derivación simbólica. Versión secuencial J
dorjve(.dd(U,V)) O add(derivoCE, derjve(V)).
doriv.(,ub(U.V)) a sub(derlveCU), derlve(V)).
dorivo(mul(U,V)> : add(mul<U, dorive(V>>, aul(V. derive(U)>).
derivo(div(U,V)> djv(sub(mulCU, derive(V)). mul(V. der±voW))). mulCV. Y)).
derlve(pot(U,c(N))) :o mulCmul(e(N), pot(U, e(N—l))>, érlve(U)).
deriv.(npflJ)> : nl(np(ifl. derive(U)).




list...of..functloas((d.rlvo])±st .ot.constructorscf.dd, sub, =1. dlv, pot. np, Thg. e)).
goal :— •val(derlve(Log(div(mul(r. sub(x. c(l)>). potCoxp(x). e(2)))fl>. J% Derivación simbólica. Estrategia gp con anotación de modos
d,riv.(add(ti,V)) :. itt par<CAI fra d.rlv.QJ), £2 A. d.rln(VU)
In •dd(£l, £2). Jderive(subCU,V)) :o lot par((ll Aa derlvoCU), 12 A. d.rlv,(V)])a .ub(11, £2).
dorivoCmulClJ,V» :0 mt par((£1 *0 d.riv.CV). £2 A d.rlve(U)J)
la add(mulCU, 11), mulO?. 12>).
deriv.Cdlv(U,V>) o l•t parCEAl A. derlv.(V). £2 A. dorivo<tl)J)
la djvCsub(mul(tJ, II), mulO?. 12>). muJSV. E).
dorlvoCpot(U.c(E)) : lot parC (11 ja ~i — 1, £2 1= d.rlv.(U>J)




llst,.ot..canstructors((.dd. sub, mu]., div, pot. oIp, log. eD.
list,.oi.junotlons(CdorivoJ) .
J
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¿así :— eval(dorlvo<log(div(nl<x. stb<x, di))), pot<np<x), c(2)))))).
% mode(doriv.(g)>.
7, Derivación simbólica. Estrategia gp
dorlvo(add(U,V)> a Lot cpar(g(U). (£1 Aa d.rívo<U>. 12 ka d.rlvo(V)])
la add(£l, £2).
derlvo(sub(U.V)) o lot cpar(g(U). (Ii Aa d.rlvo(U). 12 ka dorlv.(V)J)
la sub(£1. £2>.
derlve(mul(lJ,V)) :~ lot cpar(g(U). [Al ka d.rivoCV). 12 *0 doriv.(U)])
ja •dd(mul(U. £1>, mul(V. £2>).
d.rlv.(dlvOJ,V)) a lot cp.rCg(U>. [Al A. dortvoCV). £2 ka dorivo(U)))
la div(aub<mulCU, Al>, nlCV, 12>), mul(V, Y)).
doriv.(potfll,c(N)>) a lot cp.r<g(N). (11 ka JI — 1, 12*0 dorlv.(U)])
la sul(mul(c(N), pot(U. «£1))), £2).
dorlvo(.xp<U>) o mulCoxpW), dorlvo(!J)).




llotof..ccastructors(Eadd, mb, muí, dlv. pot. osp. ].og. e)).
llst,.ofdunetloao(fdnln]).
goal :— oval(dorlvo(lqCdlv(mrul(x. oub(z, di>)), pot(oxp(x>. e(2>))>>>.
% Derivación simbólica. Paralelización manual
dorlvo(.ddflJ,V)) lot p.r<E£l ka derjv.(U>. 12 A. derivo(V>]>
la •dd(1l, 12).
dorlvo(snb<U.V)) o ].~t pw((£I Aa dorlve(U). £2 ko dorjvocY)3)
la sub(£l, 12>.
dorlve(mul(U.V)> o ~ par(E£l Ao dortvo(V). £2 A. dorlvo(U)]>
ja addCmulCJ, £1>, mulO?. 12)>.
dorjvo(djv(U,V)) a ~ot p.r(E£l A. d.rlvo(V), 12 * d.rtvefll)J>
la dlv(sub(mul(U. £1). mul(V, 12)>. mul(Y, y)).
dorlvo(pct<U,cCN») :0 lot parCEIl A. JI — 1, £2 A dorjvo(U)])
ja mul(mul(c(li>, pot<U. oCAl))>. 12>.
dortvo(oxp(U)> :~ mul(oxp(U), dorlvo<U)).




ilststsoaotnetor.(C.dd. suh. nl, dlv, pot. oIp. ¡cg. e]).
llat..ofjunctloas< Edorlvo)).
¿cal :— oval(dor±vo<log(dlv(mul(x. sub(x. eCí))). pot(np(x>. e(2))>>)>.
X mod.(dorlvo(g)).
% Derivación simbólica. Estrategia mp con anotación de modos
dorlvo(add(IJ,V>) a lot p.r(EII Ao dorlvoCU). £2 ¡o d.rivo(V)])
tu .dd(£l. 12).
dertvo(subCU,V)) : lot par((1l Aa dorlvoOj), 12* dorjvo(Yfl)
J
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in sub(£l. £2>. Jderivo(mul(U,V)) a Lot par(E£l A. dorive(V), £2 A deriv.(U)]>ja •dd<mul<U, £1), mulO?. £2)).
dorivo(divCU.V)) :o lot par(E£l ka doriv.(V), £2 A dorivo(IJ)])
tu div(oub(mul(U, 11). mulO?, £2)). mulO?, Y>).
derivo(pot(U,e(JI>>) :~ lot ParC (£1 A— JI — 1, £2 A. dorivo(U>J> Jla mul(aui(c<N) , pot(U. e(1L))) , £2).
dorivo(oxp(U>) :o mul<oxp(U), dorivo(U)).
dorivoO.og(U)> o div<doriveCU). U).
dertve(x> :
derivo<e(X>) :a e(O).
liot...of ..eoustaat. ( (x]>.
list...ot..eoustnctorgCfadd. suh, =1. div, pot. np, log. e]). Jlist..ot..tunetioaa(EdorjvoJ>
¡cal :— eval(dor~vo(1og(div(mul(x. sub(x, e(l)fl, pot(ozpCx). e(2fl)))).
X mcdo(dorive<g)). J
7. Derivación simbólica. Estrategia mp
dorjvo(add(U,V)> : lot epax(iUT,V), E£i Aa d.riv.(U>. £2 ¡o dorivo(Y)J)
ja add(Al. 12>. Jdoriv.(sub(U,Y>) :— lot epax(ICJ,Y). [£1 A— der±ve(U). 12 A— dortve(V>J)
la sub(Al, £2>.
d.riv.(mul(U.Y>) := lot epax(IW,V). El]. A. dorive(V), 12*0 dorivo(U)])
ja add(mul(U. £1). mul(V, £2)>. Jderiv.(div(tJ,V)> : Lot epaz(i(U.V), (Al A. derivo(V). £2 ka dorive(U>J)la div(subCmul(U, £1), mul(V, £2 ), mulO?, Y)).
dorivo(pot(U.c(R>)) : lot epar(i(JI.U). Eh Aa Pl — 1, £2 *0 dortvo(U>])




li.t..ot..eoastructors([add. ab, muí, div, pot. osp. ¡cg. e]>.
llst..of.,tuucticm.( (derive)). J
% ¡cal :— toll(out). eval(dorive(lcg(djv(mul(x, abC:, c(l))>. pot(ozp<x>. eC2>>))>>. toid.
¡cal :— oval(der±vo(X)ka div<e(l>, z)). al, wrlt.CX).
goa(lcg(div(mul(x. sub<x. eCí)>>. pot(oxp(x), e(2>>)>. O).
gon(add(U. VI. ¡4) :- ¡41 1. ¡4 - 1. g.aQi, tUi. ¡ou(V, Mli.
% Derivación simbólica. Estrategia up con anotación de modos J
dertve(add(U,V>> :o lot pa(EII A— der±voCU). 12 te doriv,(V>])
la aSCII. £2).
dorivo(oubdJ.V)> : lot parCEIl ¡o dorjve(U), 12*— dorivo(V)])
ja sub(Ai. £2>.
d.rive(mul(U.Y» :o lot parCEIl ka deriv.(V), 12 ka dorivo(U>])
ja addCaul(U, £1), mul(V. 12>).
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ja divCsub(mulCU, 11), auLO?, 12>>, mulO?, Y)).
dorjvo<pct(U,e(N)>) : Lot parCEAl ka 14 — 1. £2 Aa derivo(U>])
la mul(mul(e(N), pot(U, ~£I))>, £2).
derjvo(oxp(U)> a aulCexp(U), d.rivo(U>).




ljotctconátruetcrs((.dd, sub, niul, djv, pct, np. lc¿, e]).
List..cf..funetjcas( Edorivo]>
¿cal :— eval(derive(lcg(div(mul(x, •ub(x, e(I>)), pot(oxpCx>, eC2)>)))).
% iodocderjve(g)).









lot seq<E£i A. dorjvo<U>, £2 ¡a
lot soq<E£I ¡o dorjv,(U), £2 *
Lot seq<E£I ka dorjvo(V), £2 ka
ja addCmul(U, £1), mulO?, 12>).
Lot soq(EII *0 deriva(V>. £2 A— derivo(U))>
la djv(sub(mulCl. £1), mul(V, 12». mulO?, Y)>.
o lot •eqU£I ka Pl — 1. £2 * derivad))])
ja mulCmul(c(N), pct(U. eCli)>>
1 £2).
dorjvoCoxpCu>> o muLCexp(U). dorjvo(U)>.






ljstof..construetors(E.dd, sub. muí, djv, pct, osp, lo¿, e)).
ljstcffunetjcas(Edorjvoj)
¿cal :— ov.lCdoriveClcg(djv(cuul(x, cubCx, eCí)>>, pctCoxpCx>. eC2>)>))).
~/.Números de Fibonacci. Versión secuencial
fjb(O) : 1.
fjbCl) : 1.
fihCN) :a tib(N—I> • fib(M—2).
ljotofconotantsC Ea.b,e.dJ>.
¡jet cfsouetnetcrs(U).
Ljet of ,.fuaetjcaa( jb) )
¿caí :— oval(fjb(S».
% Números de Fibonacci. Estrategia gp con anotación de modos
fib(O> :a 1.
fib(1) a 1.
fjb(N) a lot par<(£I A. fib(H—1), £2 Aa tjb(N—2>]) tu £1 • 12.
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ljstcfeomotants( U).





7. Números de Fibonacci. Estrategia gp
fib(O> :o 1.
fjb(I> :n 1.





7. Números de Fibonacci. Paralelización manual
~jb(O) :a 1
fjb(1) :a





7. Números de Fibonacci. Estrategia mp con anotación de modos
~jb(O) :a 1.
fjb(1) :0 1.
tjb(N) o lot parCEAl *0 fib(N—I),
list..of...conotaats(fl).




% Números de Fibonacci. Estrategia mp
tildO> :a 1.
fjb(I) :0 1.
fjb(14) : lot epar(j(JI. JI>, (11 A.
12*0 tibOi—2)J) ja 11 + £2.
fjb(N-.I), 12*- tib(N—2)J> ja £1 • £2.






fjb(N) a L.t parCEAl ¡a fíb(N—1). 12 k fib(N—2)]> it 11 • 12.



















t/. Números de Fibonacci. Estrategia up con anotación de modos
fjb(O> a 1.
fjbCl) a






% Números de Fibonacci. Estrategia up
fib(O) a 1
fj~(].) a 1.
?jb(N) :a lot e.q<E£l Aa fib(N—l>,
12 *0 fjbCJI—2>)> jm £1 + £2.
£2 ¡a fjb(N—2)]> la 11 • 12.
ljet,.efcenetante(fl>.
Ljet ,,ej ...eene truetera ( E]
Ljet..ef..iuaetjoms( Efjb])
geal :- oval(fjb(3>).
‘1. Aplanamiento de listas. Estrategia gp con anotación de modos




appond(EJ, L> :a 1.




¿cal :— ¿ea(6. 1). ovai(flatten(L)).
¿caCO. El]>.
genOl. ELZ.L2J) :— Nl ~e JI — 1. g.nCNl. Li) ,gon(NI. 12>.
1 modo<flatten(d)).
Y. Aplanamiento de listas. Estrategia gp
tThtton(O{IT]) ta l.t cpar(¿CR). CAL
ja appond(1l, 12).
*0 flatt.nOl), £2 *0 tlatt.n(T)])
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append(EJ, L) :‘ 1,.




¿cal :— gon(6, L>, ovalCfl.tton(L)).
¿ciñO, El)).
gon(N, EL1.L2]) :— Nl je N — 1, gen(N1, Ll>,pn(N1, ¡.2>.
% Aplanamiento de listas. Paralelización manual









¿cal :— gon(6. 1.), oval(flattoa(L)>.
¿caCO, El]>.
gen(JI. ELI.L2]) :- Nl te JI — 1. gen(JII, LI>.¿on(N1. [.2>.
% Aplanamiento de listas. Estrategia mp con anotación de modos




appond(EJ, L> :0 1..




¿cal :— gonCO, L), eval(flatten(L>).
¿caCO. El]>.
¿cnCN. ELl,L2]> :- Nl jo JI — 1, ¿.a(NI. LI),¿on(NI, ¡.2).
% modoCflatten(d>>.
% Aplanamiento de listas. Estrategia mp
fl.ttonCEMtfl> :a lot epar(i(M. T). (11 Aa tl,ttea(M), 12*0 tl.tten<T>J>
ja appond(Ai. 12).
J
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tlatton(O> a (3.
flatten(X> o EX].
appondCf). L) a L.




¿cal :— gen<6, U, oval(flattonCL)).
¿caCO. El]>.
¿onO?, ELI.L2]) :— Ni ja JI - 1, ¿ea(JIl, LI) ,gcCJII, L2>.
7. Aplanamiento de listas. Estrategia up con anotación de modos









¿cal :- gon(6, L). oval(flatton<L)>.
puCO, El]).
¿onCE ELI.L2J> :- 141 ja 14 - 1, goa(N1, LI) ¡oCMI, ¡.2).
% modo(tlatton(d>).
Y. Aplanamiento de listas. Estrategia up
?Latton(D!ITJ) :o appeud<flattonCE, flattoa(T)>.
fI.tto(EJ) :a EJ.
flattoCX) : EX).
app.nd(EJ. L) :0 1..




¿cal :— goa(6. L). oval(tlatton(L>).
gonCO, El]>.
goaCJI, ELI.L2]> :- Nl ja JI - 1. ¡ou<JI1, Li> ,gonCNl. ¡.2>.
Y. inversión de listas. Versión socuencial
¿caO?) : JI Aa O Ea> EJ





7, Inversión de listas. Paralelización manual





Y. Función de Ackermann. Versión secuencial
aclc(z, XI, e(XI)) :0 ttuo.
aclc(e(XI), z. X2> o aeIcCXl, ,~), X2) a> tru..




¿cal :— eval(ack<13, X. Y)>.
7. Torres do Hanoi. Versión secuencial
hanojCN,S,M,fl) : JI *0 1 aa> loalCiOoS+D)
U nodo<haaej(N-1,5,D.H), 1O~S.O, hanoj(N—1,H,S.D)).
jet ..of .. eenetant. ( EJ )
Ljet of ceastruetorsC (nodo. lo.U).
jet of f,met jome < Ehano 1)
¿cal :— oval(haaojC3,1,1,1>>.
% Torres de Hanoi. Estrategia gp con anotación de modos
hanojCj,S,H,D> o (JI A. 1> a> ioaf(IO.S.O)
• lot parC Eh ka hanej<N—I.S.D.M).
12 ka 10*5+0,
£3 A hanei(N—I,H,S,D)])
ja nodoChl. £2, AS).
Lj.t...et..eenataata((J).
LjetofeoastruetoreCEnedo, lo.!]>. J
jat..of ..funet jons ( (lico 1] )
¿cal :— oval(banoj(3,j,1,1>). jX nedo(hanej(g,¿,¿,¿>>.
% Torres do Hanoi. Estrategia gp
J
J
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la node(14. 15, 16).
leal]).
¿cal:— eval(haaoi(3,1,I,1)).
% Torres de Hanoi. Paralelización manual
h.aojCfl,S,H.0) :~ CM A 1> 00> loa!CIO*S.fl)
• Lot parCEAl *0 hanej(N-I.S,D.E.
£2 ¡a IO*S+0,
£3 Aa hanoj(N-I.H.S,D>])






% Torres de Hanoi. Estrategia mp con anotación de modos
hanojCN,S,H,D) o <JI *0 1) o> l•af(lo*S+fl>
• lot parCEAl A” haneiCfl—I,S,D,H).
£2 ka 10*5+0.
£3 A. hanejCN—1,H.S.0)]>







X Torres de Hanoi. Estrategia mp
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7. Torres de Hanoi. Estrategia up con anotación de modos j
hanei(N.S,H,D) a (Pl ¡o 1) aa> L..tCIO*S+D)
* lot p.r( (£1 lo haaoi(N—1,S,O.H>. u12 *0 1O*S+D,£3 ka hanoi(K-I.K.S.D)3)
ja nedoCíl. £2. 13)
list..of.ccnstats((]). ulist..cf.,ccnutrueters( (nodo, Loa!]>.j tof uactjons<(hanoj]>.
¡cal :- eval(hanoi(3.1,1,l)).
~ mcde(hanoiCg,¡.g.g)).
Y. Torres de Hanoi. Estrategia up
haaci<JI.S.H,D) :a O? ka 1> —> loat(Io.s.D)
• lot soq(EAl A hanoi(N—l,S.D,Ifl,
12*0 IOsS~.
£3 ka hanojCN—l.K,S.D>J)





% Problema de las reinas. Versión secuoncial
quooaaCS,N,Fos) :0 Pl *0 0 a~> Epos]
• It.r(S,N.Pos,1).
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• jtorCS,N,B,NPes.1>.
safo(E],fl.Q> : truo.








% Problema de las reinas. Paralelización manual
qu..as(S.N,Pcs) a JI A. O so> (Pos]
• jtor(S.JI,Po..I).
iter(S,N,B.NPO,) o NPes > 5 a> (3














7. Ordenación quicksort. Versión secuencial
qujekoort<(J> :. EJ.
quick.crtC(XIYs]) : append(quicksort(lsplit<X.Ys>),qulcksortCrspljtCX,Ys))).
Lspljt(X,EY,Z]) a Y <a X > (YIl.plit<X.Z>J
• lspljt(X,Z>.
lspljt(X.E]) a EJ.






st..ef .. een:truetoro C EJ
1ist..cf..funetiens(Equieksort,lspl~t,rspl~t,appond.gon.rato7oOO]).
¡cal :- oval(quick.ort(¿.n.r.t.7000>>.
% Ordenación quícksort. Faralelización manual
u
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quiekscrt(E]) a E). u
qu~eksertCEXIYs]> : lot parCEIl ks quiekscrt<l,plit(X,Ys>,
£2 ¡a qujeksort(rspLitCX,Ys>>])
ja app.ndC£1,A2).
LsplitCX.CY,Z]) :“ Y < x a> EYIlsplit<X,Z)] u• lsplÉtCX,Z>.lsplit(X,E]) :a E].
rsplitCX.EiY,ZJ) :“ Y <a X so> rspLit(X,Z)




~CmcdoC~ujeksert Cg>>. u¿c.l :— .val(qu±ekscrt(g.a.rat.7000>>.
7. Subárboles. Versión secuencial
subtroo(nodo<L, E, T) :a subtrooCL, T) «A, T, L). u
subtroo(loaf CE, l.afCY>) a X ka Y.
subtr.o(loafCX). nodo(L, A)> a falso.
«a, T, L> : sulitroeCl. T> T A. nodo(L. A>. j















7. Subárboles. Estrategia gp con anotación de modos u
subtroo(nodo(L. E. U :o or((g(L). gCT)). .ubtrooCL. T), z(R, 7. L>>.
subtree(l.at CX), les.t(Y>> za X ka Y.
a falso u
























1. Subárboles. Estrategia gp
subtro.(aodoCL, R). 7> o erC(gCL), ¿(7)).
subtroo(Loat(X), loa!CY)> :~ X ka Y.
subtrooCloaf(X>. uodo(L, R>) : falso.
subtrooCL. 7>. iCa. 7, L)).
x(R, T, U :~ erC(¿(E, ¿(7>>. subtro.(A. 7). TAo aod.CL. a>>.
ljst,c!..ecnstants((a,b,c,dJ)
















7, Subárboles. Paralelización manual
subtro.(nodoCL. E, 7> za or(trto. subtr.oCL. 7>. xCft. 7. L>).
subtro.(l.a!(X). looI(Y)) a X ja y,
subtrooCloaf(X>, nodo(L, PO> :o falso.




















% Subárboles. Estrategia mp con anotación de modos
subtr.o(node<L, E. 7) :“ er(C¿(L). g(T>). oubtroo(L. 7), x(A, 7. L>).
oubtro.(l.atCX), l.a!(Y)> :0 X ka Y.
suhtr..(loat(X), nodoCL, A>) a falso.


















7. Subirboles. Estrategia mp
owbtroo(nodo(L. a>. 7) : or(C¿(L>. ¿<7)). swbtre.CL. Ti, xCR. 7. L)).
subtroo<jsa!(X). boatO?)) : X ¡a Y.
subtr.oCloal(X>, nod,(L. A>> a tal..
«it. 7. U a or(C¡(E, ¿<7>>. .ubtr.oCA, 7). 7 Aa ned.<L, A>).
Ljst o! con.tanst.( Ea.b.e .d] )
u
u


































gnCnodo(TI. 72>, Pl> :— NI u JI - 1. ¿onCil, Mi). genCT2. NI).
7. Subárboles. Estrategia up con anotación de modos
subtro.Cnod.CL, it>, 7> :0 or(tabso. subtro.C
subtro.CboatCX>, halCY)> : X Aa Y.
subtrooCboaI(X), nodoCL, it)) a talgo.
1.. 7>, xCR. 7, L>>.



















7. Subárboles. Estrategia up
subtroo(nodo(L, E. 7> or(fabso. subtro.(L. 7), xCA, 7. 1)).
subtro.(boat<X>, boatO?)) : X A” Y.
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7. Producto vector-matriz. Versión secuencial u
vnatrjzCv, E]> : EJ.
vnatrjxCV, [dc.]> :a EvmubCV. C)IvmatrjxCv. Ca)].




¿cal :— oval<vmatrjx<EI,2,3]. ((1.2.3]. (1.2.3]. (1,2,3]])).
Y. Producto vector-matriz. Estrategia np con anotación de modos u
vnatrj¡CV, E]> ,a (3.
vmatrjxCV, (Cid.]> za u
lot par(EI1 Aa vnub(V. 0. 12 ¡o vmatrix(V, Ca)]>
jn (£1112].
vmwl(EJ (3) : O.
vmub(EVIVsJ. (Uds]) :
lot parCiAl As ‘ltd, 12*0 vmulCVu. Ca>]) u
la-Ii + 12.
Ljstot..eon.tnetor.C U).,t..ot .eon. an sCE]). u
bj.t..ct,.tuactjoas(Evmatrjx, vnub]).
% ¿cal :— oval(vmatrjxC(I,2.3]. E(1.2.3], (1,2.3]. [1,2.3]]>>.
¿cal :— eval(v,natrixCEI,2], ((1.2]. (1.2]))). u
% modo(vn.trjxC¿.¿)).
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vnatrix<V, E]> :~ EJ.
vnatrjxCy. [dIc.])





(£1 ka V+d, £2 A vnub(Vs, da>])
jn £1 • £2.
LjstctecnstantsCE]).
jst e! ecas truetonC EJ )
Ljst..ot..funetjcns( Evnatrjx, vmub]).
X ¿cal :— ovab(vmatrjxCEl.2,3). ((1.2.3], (1,2.3], [1,2,3)])>.
¿cal :— evabCvnatrjxC(1,2J, [(1.2].EL.2J]>).
7. Producto vector—matriz. Paralelización manual
vmatrix(V. (]> :0 E].
vm.trix(V, [dIdo]):a
lot pu<E£1 ka vmub(Y, d). 12*0 vmatrjxCV, Ca)])
la E£1I£2].
vmwbCE]. E]> :“ O.
vmubCEVIVs). (Cid.)) :~
lot par<E£L ¡a VoC, 12 *0 vnlCVa, da>])
ja 11 + 12.
ljatetecnstantaCE]>.
lot ,.ot ..eeno truetora C E]
bjst...ct..tunetjcnsC (vnatrjx. vmul]>.
% ¿cal :— ovalCvmatrjxCEl.2.3], ((1,2,3]. [1.2,3],(1,2,3]])).
¿cal :— ovalCvmatrjxC(1,2], EEI.2], (1,2]))>.
% mcdoCvmatrjx<g.g)).
7. Producto vector—matriz. Estrategia mp con anotación de modos
vnatrix<V, E]) :o EJ.
‘nnatrjx<V, (diC.])




lot par((11 Am Vod, £2 A. vnlCVs. Ca>))
la 11 • 12.
ljot..of..constants( O).
íjst ..ot.,,conotruc tora ( (J
ljat..ct...tunetjonsCfvmatrjx, umul]>.
1 ¿cal :— .vabCvmatrjx(f1.2,3J, E(1,2.3]. (1,2,3]. E1,2,3]J)).
¿oal :— ovabCvmatrjx((I,2], ((1.2), (1.2]])>.
1 mod.CvmatrjxC¿,g)).
u
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7. Producto vector-matriz. Estrategia mp
vnatríxCv, E]) a E].
vnatrj,cCV. (dIC.]) a
lot epazCC¿<V).ICC,da)), [11 *0 vwubCv. d), 12 ka vmatrjx(V, Ca>])
la Eíli£2J. uvmul<EJ, E]) o O.
vmul(EViVo], (CId.]) a
lot epaxC(i<V.Vs>.ICV,da).i<d.Vs),i(d.ds)),




X pal :— ovalCvmatrjx([1,2,3]. [1.2,3], [1,2,3],(1,2,3]])>.
% gea]. :— ovalCvmatrjx((1,2], [1.2], (1,2]])). u
¿cal :— ¿osO?, M, 10), ovalCvmatrix<V.M)).
¿onCV. M, JI) :— gon..v<V, M), gon..m(M. Y, 14).
¿n..vC(J, O).
¿on..vC[Niit]. JI> :— MI 1. 14 — 1, ¿.n..vCft. Nl). J
¿oa..mCE], Y. O>.
¿onm<[ViR]. Y. JI) :- Nl ja 14 — 1. ¿onmCit. Y, Nl>
7. Producto vector-matriz. Estrategia up con anotación de modos J
vn.trjz<’J. CD :o E].
vnatrjx<Y. [dIC.)) o
lot parCEAl ka vmub(V. d), 12 ka vntrjxCy. da)]> ujn [11112).vmwbCEJ. E]) a 0.
vmub(EViYs],. EdiCa]> a
lot par(E£1 As Ved. 12 ¡a vmulCVa, da>]>




% goal :— ov.lCvsatrtxC(l,2.3] • ((1.2,3] • (1.2.3] • (1,2.3]]>).
¿cal :— •val(vwatrjxC(1,2J. ([1.2], (1,2]])).
Z modo(vnatrix(¿.g)). J
7. Producto vector—matriz. Estrategia up
uvnatrjx(V. E]) : E],vmatrt.x(V. [CiCo]):c lot ooqC (£1 A— vm,fl<V, C), £2 *0 vmatrixCY. Ca)])
la [1h12].
v,oul(E]. E]) :“ O.
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Ljatef!uzetjca,<(vinatrjx, vnulJ>.
X ¿cal :— oval<vmatrjxC[1,2,3J. [1,2,3], [1.2,3],E1.2.3]])).

























Especificación formal de 8
En este apéndice se presenta la especificación formal de la traducción S,
que tiene como objetivo reemplazar las reglas que contengan funciones no
estrictas en reglas que contengan funciones no estrictas a lo sumo en la
posición raíz. En el proceso de transformación aparecen nuevas funciones
intermedias, cuyas reglas de definición contienen en la parte derecha las
llamadas a funciones no estrictas, que se sustituyen en las reglas originales.
En lo que sigue:
• HabeiPrograra es el conjunto de definicionesde función de un programa.
• Rule es el conjunto de tupias de reglas’ de un programa.
• ES” es el conjunto de símbolos de función andad n para un determi-
nado programa.
• ES es el conjunto de símbolos de función de cualquier anidad para un
determinado programa. Es decir, ES U~ FS.
• La constructora let in (en cursiva) forma parte del lenguaje de es-
pecificación, que no debe confundirse con la constructora let in del
metalenguaje.
• Rip es el conjunto de expresiones asociado a un programa tal como se
define en el apéndice A.
• es el conjunto de números naturales
‘Es necesario dotar de un orden a las reglas de definición de función para mantener
una semántica operacional no ambigua. Por otra parte, BabelProgrem P(Rule).
227
J
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progtrans:BabelPrograin—+BabelProgram Jprogtrans({f’1 1 ~ i =n,f~ E FS})
functrans(fi) U .. . U functrans(f~)
functrans:Rule—* P(Rule)
let <te1, F1 > = rootexprtrans(eI)
<tem, Fm> = rootezprtrans(e~) 172 J





rootexprtrans(ej, e2) Jlet <te1, F1 > = ezprtrans(e1)
<te2, F2> = ezprtrans(e2) in
<(tej, te2), F1U F2 > J
rootezprtrans:Exp—*Exp x P(Rule) J
rootezprtran4e1; e2)
let <te1, F1 > = ezprtnzns(e1)
<te2, F2 > = ezprtrans(e2) ir¡ J
<(teí; te2), F1U F2 >
rootexprtrans:Exp—>Exp xP(RuIe) J
motezprtruns(b —* e)
Mt <th, F1 > = ezprtmns(b) J<te~ F2> = exprtrnns<e) in<tb—*te,FjUF2>
rootexprtrans:Exp—+Exp xP<Rule)
rootexprtran4b -4 e1 O e2) ::= J
J
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let <tb, F
1 > = exprtrans(b)
<te1, F2 > exprtnzns(e1)
<te2, F3 > = ezprtmns(e2) in
<tb -4 te1 U te2, F1U F2U Fa>
rootezprtnins:Exp—*Exp xP(RuIe)
roo tezprtrans(f e1 . . . e,,) ..— %% f estricta
let <te1, F1 > ezprtrans(e1)






rootezprtrans(c e1 ... e~)





ezprtrans(c e1 . . e~)
let <te1, F1 > = exprtrans<ei)
<te,,, F,, > = ezprtmns(e,.,) in
<cte1...te,,,F1U...UF,,>
ezprtmns:Exp—*Exp xP(Rule)
ezprtrans( (eí tí,í . . . tí,,,), (e2 t21 t2,m))
J
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let f = newf’unction(n+m) J<te1, F1 > exprtrans(e¡ tí,í . . .
{f ti,i, . . . ~ t21, . . . ,t~,, te1, te2} U F1U F2 >
ezprtrans:Exp—*Exp x P(Rule)
ezprtrans((eí t1,í . . . t1,,,); (e2 t2,í . . . ½~~.))
let f newfunction(n+m) J
<te1, F1 > = ezprtrans(eí tu . ..
<te2, F2 > = exprtrans(e2 ½,í... t2,m> tfl
<(f t1}, . . . ~t1y~ t2,fl . . . .t2,m), te2} U FíU F2 > J
1
exprtrans:Exp—*Exp x P(Rule)
ezprtrans((b tí,¡ ... t1,,,) —4 (e t2,l ... t2,m))
let f = newfunction(n+m)
<tb, F1 > = exprtrans(b tíj . . . tí,,,)
<te, F2 > = exprtrans(e t2,í . . . t~,n) ~7I
{f ti,l, . . . ,tj,y, t2,1, . . . ,t2,~ := tb —* te} u Fíu F2 >
exprtrans:Exp—*Exp xP(RuIe) J
ezprtrans((b tí,1 . . . ti,,,) —* (eí t2,1 ... t2,m) O (e2 taj . . . ta,m))
Let f = new,functíon(n+m+l)
<tb, F1 > = exprtrans(b ti,i . . . ti,,,)
<te1, F2 > = exprtrans(e1 t2,í . .. t2,m)
<te2, Fa > = ezpdrans(e2 t3,1 . . . ta,,,,) iii
{f ti,l, . . . ,t1,», t2,j~ . . . ,t2,m, t31, . . . ,t3¿ := tb —* te1 O te2)’ U
FíU F2U F3> j
newfunctwntA¡ ~4 FS”~u f~ Jnewfunction(n)





Este esquema incluye la transformación de las predefinidas no estrictas se-
cuenciales en predefinidas no estrictas paralelas. Sólo presentamos estos




íd <te1, F1 > = ezprtrans<eí)
<te2, F2 > ezprtrans(e2) in
<(and X<tel, te2) te1 te2), F1U E’2 >
rootexprtrans:Exp—*Exp x P(Rule)
rootezprtrans(ei; e2)
let <te1, E1 = ezprtrans(eí)
<te2, E2 > = ezprtrans(e2) 172
<(or X(tei, te2) te1 te2), FíU E’2 >
exprtrnns:Exp—*Exp xP(Rule)
¿et f = newfunction(n+m)
<te1, E’1 > = exprtnzns(eí tí,í . . .
<te2, E’2 > = ezprtrrzns(e2 t2,í . . . ½,~.)in
{f ~ ... ,tin, t21, . .. ,t2m := (asid x(teí, te2) te1 te2))’ u hU FQ >
ezprtrnns:Exp—*Exp x P(RuIe)
ezprtrans( (ej 4,1 . . . tí,,,); <e2 ½,1 . . . tu,,,.))
let f = newfunction(n+m)
<te¡, E’1 > = ezprtmns<e1 tí,í . . .
<te2, E’2 > = exprtrans(e2 t2,1 . . ½,,~.)in
{f 41, . . . ,ti», t2j, . . . ,t~,n, := (or x(teí, te2) te1 te2)} u Fíu F2 >
2En lo que sigue, x(e., e
2) corresponde a la conjunción de condiciones simples de
independencia entre e1 y e2. Esta función se calcula con el procedimiento de trazado de
arcos entre PEUs que se describe en la definición del CDC.
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tí,í . . . tí,,,) —* (e t2,í . . . t2,m))
f = newfunction(n+m)
<tb, E’í > exprtrans(b ti1 . . . ti,,,)
<te, E’2 > = exprtrans(e t2,1 ... tu,,,,) itt











Especificación de la máquina
abstracta paralela
En este apéndice se presenta la especificación de las operaciones relacionadas
con la explotación de paralelismo de la máquina abstracta paralela.
Se ha elegido un estilo de presentación imperativo en lugar del estilo
funcional más habitual, que adolece de claridad de presentación debido a su
expresión tan compacta, en la que es necesaria la transmisión de parámetros
que no se modifican o consultan.
Comenzamos describiendo el lenguaje de especificación que utilizamos
para presentar a continuación la especificación de las operaciones relaciona-
das con la explotación de paralelismo.
D.1 El lenguaje de especificación
El lenguaje de especificación incorpora los siguientes criterios:
• La indentación determina las lineas que pertenecen a un cuerpo deter-
minado, en lugar de utilizar los delimitadores del tipo begin-end.
• El condicional se expresa en la forma usual (II-then).
• Se asume que las operaciones se ejecutan de forma secuencial, aunque
también se aplica la ejecución paralela.
• Se utilizan las asignaciones secuenciales (<—) y comparaciones primiti-
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• El acceso a componentes de estructuras o a elementos de arrays se Madenota respectivamente con “.‘~ y ‘41”
• Los paréntesis agrupan argumentos en llamadas a funciones o procedi-
rnientos <e.g., kiU(pf, .1, pf.#slots,)) y se usan también para referenciar j
objetos (e.g., (itm.Jpf). #slots referencia el contenido del campo #slots
en el marcador de paralelismo anotado en el campo fpf del marcador
de evaluación remota actual, el cual está referenciado por el registro Ma
itm).
• Se admiten efectos colaterales. i.e., sincronización y gestión de regiones Macríticas.
• La especificación reúne descripciones precisas con otras informales, Maque se distinguen respectivamente con los signos + y o. Con esta dis-
tinción nos centramos en los puntos más importantes y mejoramos la
comprensión de los algoritmos mostrados. En particular, se omiten las Maespecificaciones que no son relevantes para la presentación del compor-
tamiento paralelo y que se pueden consultar en artículos o informes
técnicos, o que se especifican de una forma mecánica sencilla (e.g., Ma
contínne with forward nrnníng mode).
• Cada fragmento de la especificación tiene una descripción, rodeado
por un rectángulo, y su nombre formal, en cursiva. Ma
D.2 Operaciones relacionadas con la explotación Ma
de paralelismo
Utilizamos los siguientes identificadores para denotar los punteros a las es-
tructuras de datos:
• pfi Marcador activo de paralelismo. Denota el marcador de parale- Malismo al que pertenece la expresión paralela actual. En general no secorrespond con l último marcador de par lelismo en la pila.
• hm: Marcador de evaluación remota en la cima de la pila. Ma
• ltm: Marcador de evaluación local en la cima de la pila.
• mm: Marcador de reunión en la cima de la pila: Ma
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Además de estos punteros, utilizamos los punteros usuales h (cima del grafo),
(cima del trail), e (último entorno en la pila) y d (cima de la pila de datos).
Asociamos a cada trabajador varios campos para el control de paralelis-
mo:
• #kill: Contiene el número de marcadores de evaluación remota que
se deben eliminar.
• #ack: Contiene el número de mensajes de reconocimiento en respuesta
a notificaciones de descarte. Es necesario para la sincronización entre
el trabajador local y el remoto.
Estos campos, junto a lock en cada marcador de paralelismo se acceden en
exclusión mutua.
A continuación se presenta la especificación correspondiente a cada una
de las operaciones relacionadas con la explotación de paralelismo.
D.2.1 Consecuencia calculada con éxito
En este apartado se presenta la especificación de la consecuencia de la e-
valuación de una expresión paralela calculada por un trabajador local o
remoto, que se compone de los siguientes pasos:
• El procedimiento presentado comienza por la consulta del campo kW
para comprobar si el cómputo actual tiene vigencia. Si hay alguna no-
tificación de descarte, el procedimiento de descarte (kilO se activa. En
caso contrario, el resultado se actualiza en el registro correspondiente,
que se conoce por el campo slot# en el marcador de evaluación remota
o marcador de evaluación local superior según sea el caso.
• Si hay algún punto de elección almacenado después del marcador co-
rrespodiente, entonces el puntero 6 es mayor que el puntero ltm para
una expresión evaluada localmente, o mayor que el puntero itm pa-
ra una expresión evaluada por un trabajador remoto. En este caso
el campo atate se actualiza con alt, porque se puede encontrar otra
solución para el cómputo actual, en caso contrario se actualiza con
noalt.
• El campo definitory se actualiza con true si el resultado calculado es
un argumento definitorio y en caso contrario con false.
Ma
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• Si se ha calculado un valor definitorio, las expresiones paralelas a su
derecha se descartan y se espera su mensaje de reconocimiento.
• Si todas las expresiones a su izquierda se han calculado, el marcador
de paralelismo activo se puede cerrar con un marcador de reunión y
reanudar el cómputo hacia adelante.
• Si el cómputo actual no proporciona un resultado definitorio, pero es el Maúltimo resultado por calcular a la izquierda de un resultado definitorio,
el marcador de paralelismo también se cierra.
.Sieltrabajadorlocalhacalculadounresultadodefinitoriopero no Ma
todas las expresiones a la izquierda se han calculado, entonces debe
permanecer a la espera.
No hay más tareas que se puedan ejecutar localmente debido a la estra-
tegia de búsqueda de trabajo que se ha empleado (véase su descripción en Ma
un apartado posterior).
Especificación de respuesta computada por un trabajador local Ma
locally computed succesaful outcome
+ Walt until one of the following holds J
+ #kill> O
+ the parcail frame can be accessed
+ If the first case holda then Ma
+ turn to kill running mode
+ else
+ lock parcail frame Ma
+ pf.slot[ltm.slot#].result <— (top of the data stack)
+ pf.slot[Itm.slot#1.state <— if(b > ltm, alt, noa.lt>
+ If definitory(pf.function, (top of data stack)) Ma
or pf.#slots = ltm.slot# then
+ pf.slot[ltm.slot#].definitory *— true
+ kill(pf~ l+ltm.slot#, pf.#8lots) Ma
+wait
+ II all the tasks to the left of ltm.slot#
have state c {alt, noalt} then Ma
+ push a wait marker
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+ ltm *— pf.ltm
+ pf<— pf.fpf
+ unlock parcalí frame
o continue with forward running mode
+ else
+ unlock parcalí frame
+ get idle
+ else
+ pf.slot[ltm.slot#ldefinitory <— faise
+ lf exists a definitory task td to the right of ltm.slot#
so that the tasks ltm.slot# + 1 ... - 1
have been computed then
+ kill(pf, td + 1, pf.#slots)
+ walt
+ push a wait marker
+ pf.bm e-- outside
+ ltm e-- pf.ltm
+ pf e-- pf.fpf
+ unlock parcail frame
o continue with forward running mode
-4- else
+ look for local work
Especificación de respuesta computada por un trabajador remoto
remotely computed successful outcome
+ Walt until one of the following holds
+ #kill> O
+ the parcail frame can be accessed
+ If the first case holds then
+ turn to kill running mode
+else
+ lock father parcall frame itm.fpf
+ (itm.fpf).slot[itm.slot#].result ~— (top of the data stack)
+ (itm.fpf).slot[itm.slot#].state e-- if(b > itm, alt, noalt)
+ If definitory((itm.fpf).function, (top of data stack))
or (itm.fpf»#slots = itm.slot# then
+ (itm.fpf) .slot[itm.slot#] 4efinitory e-- true
Ma
238 D. Especificación de la máquina abstracta paralela J
+ kill(itm.fpf, 1+itm.slot#, (itm.fpf).#slots)
+wait
+ Ji alí the tasks to the left of itm.slot#
have state e {alt, noalt} then
+ push (top of the data stack) onta father’s data stack
+ push a wait rnarker onto father’s run-time stack
+ (itm.fpf).bm e-- outside Ma
+wait
+ (itm.procid).ltm <— (itm.fpf).ltm
+ (itm.procid).pf ~— (itm.fpf).fpf Ma
+ imlock father parcall fraine itm.fpf
o continne with foywaxd rxmning mode at father processor
+ look for work Ma
+ else
+ unlock father parcail frame itm.fpf
+ else + look for work J
+ (itm.fpf) .slot[itm.slot#) .definitory 4— false
+ U exists a definitory task td to the right of itm.slot# Ma
so that the tasks itm.slot# + 1 ... td - 1
have been computed then
+ kill(itm.fpf, td + 1, (itm.fpf).#slots)
+wait
+ push a walt mai-ker onto father’s run-time stack
+ (itm.fpf).bm 4— outside Ma
+ (itm.procid).ltm 4— (itm.fpf).ltm
+ (itm.procid).pf 4— ((itm.procid).pf).fpf
+ unlock father parcail fraine itm.fpf Ma
o continue with forward running mode
at father processor
+ else father Ma
+ unlock parcail fraine itm.fpf
+ look for work Ma
D.2.2 Fallo Ma
En este apartado presentamos las especificaciones correspondientes a la o-
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el que sucede el fallo y continuando con la descripción de cada una de las
operaciones posibles de fallo.
El estado de cómputo se determina realizando la siguiente serie ordenada
de consultas:
• Si el último punto de elección está por debajo (es anterior) del último
marcador de evaluación remota, significa que no hay más alternativas
para el cómputo actual en la pila. Esto implica que el fallo se debe
notificar al trabajador remoto correspondiente.
• Si el último punto de elección está por debajo del último marcador de
evaluación local, entonces el fallo corresponde a una expresión calcu-
lada localmente por lo que el fallo afecta al trabajador local.
• Si el último punto de elección está por debajo del último marcador
de reunión, entonces se buscan alternativas en el último marcador de
paralelismo (no activo), que se encuentra en estado outside.











Los fallos local y remoto pueden ocurrir en los estados inside y outside del
marcador de paralelismo, distinción de casos que se muestra en los siguientes
fragmentos.
Especificación de fallo local
local failure
+ U (itm.procid).(itm.fpf).bm inside then
Ma
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+ remote inside failure Ma
+ else
+ remote outside failure Ma
Especificación de fallo remoto Maremote Jailure
+ If procid.bm = inside then Ma
+ local inside failure
+ else
+ local outside failure j
Cuando el fallo ocurre en estado inside, después de la verificación usual Made las notificaciones de descarte, el campo siate en el correspondiente re-
gistro se actualiza con el valor Jailed. Después se descartan las restantes
expresiones cuya evaluación haya comenzado y se espera a los mensajes de Mareconocimiento.
Si el fallo se refiere a un cómputo remoto, entonces se recupera el esta-
do del trabajador actual del marcador de evaluación remota superior y se Ma
comienza la búsqueda de nuevo trabajo.
Si el fallo se refiere a un cómputo local, entonces se comienza el cómputo
(secuencial) hacia atrás si se han calculado todas las expresiones a la izquier- Ma
da con resultados no definitorios.
En caso contrario, el trabajador queda en estado de espera puesto que
no es útil evaluar más expresiones locales. Ma
Nótese que cuando llega una notificación de descarte al trabajador re-
moto que ha calculado fallo, los efectos de la operación de descarte son los
mismos que los efectos del fallo calculado, por lo que lo único que resta es Madecrementar el número de notificaciones de descarte, decrementar el campo
de reconocimiento #ack del trabajador padre y restaurar el puntero itra. La
misma situación ocurre en el fallo remoto en estado outside. Ma
Especificación de fallo local en modo inside
local inside failure Ma
+ Walt until one of the following holds
+ #kill> O Ma+ the parcalí frame can be accessed
Ma
Ma
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+ If the first case holds then
+ turn to kill running mode
+ else
+ lock parcail frane
+ pf.slot[ltm.slot#].state 4- failed
+ Ji aIl the tasks to the left of ltm.slot# have been computed then
+ kill(pf, 1, pf.#slots)
+wait
+ turn to backward running mode
+ else
+ kill(pt ltm.slot# + 1, pf.#slots)
+wait
+ unlock parcalí frame
+ get idle
Especificación de fallo remoto en estado inside
remote inside failure
+ Walt until one of the following holds
+ #kill > (1
+ the parcail frame can be accessed
+ Ji the first case holds then
+ (itm.fpf).slot[itm.slot#].state 4- killed
+ #kill 4- #kill - 1
+ (itm.procid).#ack <— (itm.procid).#ack - 1
+ restore state itm
+ kill
+else
+ lock father parcail frame (itm.fpf)
+ (itm.fpf).s]ot[itm.slot#].state 4- failed
+ If all tite tasks to tite left of itm.slot# have been computed then
+ kill(itm.fpf, 1, (itm.fpf).#slots)
+wait
+ turn father to backward running mode
+ else
+ (itm.fpf).slot[itm.slot#].state 4- killed
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+ unlock fatiter parcalí frame (itm.fpf) Ma
+ restore state itm
+ look for work Ma
Cuando el fallo afecta a un marcador de paralelismo en estado outside se Ma
pide una nueva alternativa a una expresión adecuada (calculada y anotada
con alternativas pendientes). Esta expresión es la que se encuentra más a
la derecha y con alternativas pendientes tal que no haya expresiones con Ma
resultado definitorio a su izquierda.
Si no se encuentra una expresión con tales características, se ejecuta el
procedimiento de descarte sobre todas las expresiones. Después se espera Ma
hasta que se reciba el reconocimiento de los procedimientos de descarte.
Si la expresión se ha calculado localmente, se efectúa la operación de fallo
local (secuencial). En otro caso, se pide una nueva alternativa al trabajador Ma
remoto.
Cuando este trabajador proporciona el nuevo resultado pueden ocurrir
tres casos: Ma
• El resultado es fallo. En este caso, el procedimiento local outside failure
se aplica recursivamente. J
o El resultado es un valor definitorio. Esto corresponde al cierre del
marcador de paralelismo y la continuación del cómputo hacia adelante. Ma
• El resultado no es definitorio. El cómputo hacia adelante continúa en
este caso. MaEn la búsqueda de una expresión adecuada para conseguir una nueva
alternativa pueden ocurrir dos situaciones:
• No se encuentra ninguna expresión adecuada. Esto implica que todas Ma
las expresiones se deben descartar. Las tareas que se han calculado en
trabajadores remotos se anotan en el campo state corno killed. Al resto Mase le envía la notificación de descarte y se realiza una espera hasta elr conocimiento de la notificación.
• Se encuentra una expresión adecuada. En este caso se pide una alter- Ma
nativa a la expresión en cuestión y, si ha sido calculada por el mismo
trabajador remoto, éste cambia a cómputo hacia atrás. En caso con- Ma
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Especificación de fallo local en modo outside
¡
local outside failure
+ pf 4— wm.pf
+ Walt until one of the following itolds
+ #kill> O
+ the parcail frame can he accessed
+ II tite first case holda titen
+ turn to kill running mode
+ else
+ lock parcalí frame
+ td 4- leftmost definitory task(pf, pf.#slots)
+ La 4- rightmost alternative task(pf, td)
+ If La = O then
+ kill(pf, La + 1, pf.#slots)
+ wm <— pf.wm
+waat
+ turn Lo backward running mode
+ else
+ kill(pf, La + 1, pf.#slots)
+ IT L4 was locally computed then
+ wm 4-- pf.wm
+ wait
+ turn Lo backward running mode
+ else
+ pf.slot[ta].state 4- running
+ pf.slot[La].procid.redo 4- on
+wait
+ Wait until pf.slot[t~].state # running
+ II pf.slot[t~].state = failed titen
+ ]ocal nutside failure
+else
+ II definitory(pf.function, pf.slot[ta].result) then
+ push a walt marker
+ pf.bm <— outside
+ ltm e-- pf.ltm
+ pf <— pf.fpf
+ unlock parcail frane
o continue with forward running mode
Ma
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+ continue with forward running mode Ma
Ma
Especificación de fallo remoto en modo outside
remate outside failure Ma
+ Walt until one of tite following holds
+ #kill> o Ma
+ the parcalí frame can be accessed
+ If Llie first case holds then
+ (itni.fpf) .slot [itm.slot#].state 4— killed Ma
+ #kill 4- #kill - 1
+ (itni.procid).#ack <— (itm.procid).#ack - 1
+ restore state itm Ma
+ kill
+ else
+ lock father parcail frame (itm.fpf) J
+ (itm.fpf) .slot Litm.slot#~ state — failed
+ Ld 4— leftrnost definitory task(itmipf, itm.slot# - 1)
+ La 4- rightmost alternative task(itm.fpf, td)
+ IP4 =0 titen Ma
+ (itm.fpf).slot[itm.slot#j .state 4- killed
+ kill(itm.fpf, 1, (itm.fpf).#slots)
: 1k father parcalí frame itm.fpf Ma
+ tiirn father Lo backward running mode Ma
+ restore state itm
+ look for work
+ + (itm.fpf).slot[itm.slot#i .state 4- running Ma
+ kill(itm.fpf, L4 + 1, (itm.fpf).#slots) Ma+ (itm.fpf).slot[t4].procid.redo 4- On
await
+ unlock fatiter parcalí frame itm.fpf
+ restore state itm
+ II (itm.fpf).slot[t4lprocid = local procid then Ma
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+ look for work
Finalmente, se presenta una especificación típica de fallo secuencial, en
la que se distinguen dos casos:
• No hay puntos de elección pendientes (el puntero b referencia a la
dirección bottom). Por lo tanto, se produce fallo general.
• Hay al menos un punto de elección pendiente (b> bottom). Se procede
a la recuperación del estado del trabajador en ese punto mediante
la restauración del grafo, de la pila de datos, del trail y de la pila,
desvinculando las variables anotadas en el traíA?
Especificación del fallo secuencial
sequential failure
+ lf b = bottom titen
o notify about the general failure computed
+else




D.2.3 Procedimiento de descarte (kilO
El primer fragmento de la especificación relacionado con el procedimiento
de descarte es el que define el cambio al modo de descarte (kill). Se corres-
ponde a la situación en que un trabajador remoto solicita el procedimiento
de descarte a otro. Mediante este procedimiento, el trabajador cambia su
estado a kill alterando el contenido del campo rm (running mode - modo
de ejecución). Después se realizan tantos procedimientos de descarte sobre
marcadores de evaluación remota como indica el campo #kill. Las varia-
bles anotadas en el trail se desvinculan y se espera el reconocimiento de los
procedimientos de descarte remoto. Cuando han finalizado todos los proce—
dimientos de descarte se envía notificación al trabajador que corresponde al
último marcador de evaluación remota. Finalmente, se recupera el estado
Ma
Ma
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del trabajador previo al marcador de evaluación remota y se empieza una Ma
nueva búsqueda de trabajo.
Nótese que el procedimiento de descarte es una acción paralela. De Ma
hecho, la notificación de ¡dli a un conjunto de expresiones de un marcador
de paralelismo representa un punto de activación de paralelismo. El punto
de reunión se alcanza cuando se ha recibido la notificación de reconocimiento Ma
de cada una de las expresiones.
Especificación del procedimiento de descarte Ma
bit
+ rm 4- kill Ma
+ While #kill> O
+ While pf> itm Ma+ kill(pf, 1, pf.#slots)
+ pf 4- pf.fpf
+ itm 4- itm.itm Ma
+ #kill 4- #kill - 1
+ unwind(itm.t)
+ Repeat Ma+ until #ack = O
+ (itm.procid).#ack 4- (itm.procid).#ack - 1
+ restore state itm Ma+ rm 4- looking
+ look for work
Ma
La notificación de descarte consiste en primer lugar erí el envío de las
notificaciones a trabajadores remotos, seguido de la ejecución del procedi- Ma
miento de descarte en las expresiones locales, anticipando así el máximo
trabajo posible.
Especificación del envío de notificaciones de descarte Ma
kill(p, i, ~ Ma
+ kill remote(p, i, j)
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El siguiente fragmento muestra la especificación del envío de un grupo de
notificaciones de descarte correspondientes a las expresiones de un marca-
dor de paralelismo p evaluadas en trabajadores remotos, desde la expresión
i-ésima a la j-ésima. Las expresiones susceptibles de recibir tal notificación
(mediante el incremento del campo #kill) son las que ya han sido evaluadas
(state E {alt,noalt}) o que se están evaluando (state = running). Para
mantener la sincronización necesaria, se incrementa el número de notifica-
ciones de reconocimiento esperadas.
Especificación de envío de notificaciones a trabajadores remotos
kitl reraote(p, 1, fi
+ For s = i Lo j
+ If p.slot[s].state E {running, alt, noalt}
asid p.slot[s[.procid # local procid titen
+ (p.slot[s] procid) .#kill 4- (p.slot[s] .procid) .#kill + 1
+#ack4-#ack+1
A continuación se presenta el fragmento correspondiente a las notifica-
ciones de descarte locales.
La primera notificación de descarte corresponde al marcador de evalua-
ción local superior. En este caso, en lugar de restaurar el estado de cada
punto de elección como en el caso secuencial, basta con restaurar el estado
almacenado en el marcador de evaluación local. Se utiliza el fiag kill para
indicar cuándo se esta ejecutando una operación de bit local y asegurar que
la operación afecta sólo al marcador de evaluación local superior. Con kill
local slots(p, i, j, 1) se produce el procedimiento de descarte sobre las expre-
siones i-ésima a j-ésima del marcador de paralelismo p, donde 1 representa
la expresión más a la derecha que ita sido descartada.
Si no se descarta ninguna expresión local, no se restaura el estado puesto
que las expresiones involucradas se han evaluado en trabajadores remotos.
Especificación del envío local de notificaciones
bIt local(p, i, j)
+ It kill = on titen
+ kill local slots(p, i, j, 1)
+ else
Ma
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+ kill 4- on Ma
+ kill local slots(p, i, j, 1)
+ II 1> 1 and 1 < top titen Ma
+ unwind((p.slot[l]xtm).t)
+ restore state ltm (p.slot[l].xtm)
+pf4-p Ma
+ kill e-- off
Ma
Finalmente, presentamos el fragmento kill local slots. Se ejecuta un pro-
cedimiento de descarte para cada itijo de la expresión correspondiente que Maitaya creado al menos un marcador de paralelismo. Con este procedimiento
se caicula la tarea más a la derecha que se ha descartado.
Especificación de lviii de expresiones locales Ma
lviii local slots{’p, i, j)
+14—top J
+ Por s = j downto
+ E p.slot[s].state E {running, alt, noalt} and p.slot[s].procid = local procid titen Ma+l4-s
+ E (p.slot[s].xtm).spf ~ bottom titen
+ kill((p.slot[s] .xtm) .spf, 1, (p.slot[s].xtm) .spf.#slots) Ma
13.2.4 Planificación de trabajo Ma
En el procedimiento de planificación de trabajo distinguimos tres casos.
El primero corresponde a un trabajador local que busca trabajo. La Maestrategia en este caso es bastante simple: el procesador local busca de
izquierda a derecha en su marcador de paralelismo activo expresiones pre-
paradas (ready). Si no se encuentra trabajo, el trabajador espera hasta que Materminen las expresiones remotas.
Especificación de la búsqueda local de trabajo Malook for local work
+ td 4— leftmost definitory task
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+ IT pf.slot[i].state ready titen
+ pusit a local task marker
+ ic 4- pf.slot[i].code
+ pf.slot[i].xtm <— ltm
+ pf.slot[i].procid <— local process identifier
+ pf.slot[i].state 4- running
+ unlock parcail frame
o turn to forward computation
El segundo caso se refiere a trabajadores que buscan trabajo y no itan
efectuado previamente ninguno. Son trabajadores con pilas vacías que em-
piezan la búsqueda en el trabajador seminal. El procedimiento se basa en
buscar trabajo a partir del primer marcador de paralelismo que se haya crea-
do en el trabajador seminal (este marcador de paralelismo está anotado en
el campo bopf).
Finalmente, el tercer caso corresponde a un trabajador que ha evaluado
alguna expresión remota. En este caso se busca trabajo a partir de la ex-
presión a la derecha de la última expresión remota evaluada (se identifica a
partir del último marcador de evaluación remota).
Estos dos últimos casos se encuentran descritos en el siguiente fragmento.
Especificación del procedimiento de búsqueda de trabajo
look for work
+ If e = bottom then
+ Repeat
+ IT 1.bopf # bottom titen
+ look for work(1, bopf, 1)
+ else
look for work(itm.procid, itm.fpf, itm.slot# + 1)
La especificación previa hace uso del paso general de búsqueda de trabajo
que se presenta a continuación. El procedimiento consiste en buscar una
expresión disponible de izquierda a derecha a partir de la expresión que se
proporciona y hasta la expresión definitoria más a la izquierda si existe, o
hasta la expresión más a la derecha en caso contrario. Si en la exploración del
marcador de paralelismo se encuentra una expresión ready, se elige para su
Ma
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evaluación. Si se encuentra una expresión running se explora recursivamente Ma
su marcador de paralelismo descendiente si lo itay.
El procedimiento comienza por la consulta del campo #kill. Si hay Ma
notificaciones de descarte se ejecuta el procedimiento de descarte, en caso
contrario se bloquea el marcador de paralelismo y se comienza la búsqueda.
Especificación del procedimiento de búsqueda de trabajo Ma
+ While #kill = O and look Jor work(id, pf, slot) 1 Ma
pf # bottom
+ Walt until one of tite following holds
+ #kill> O Ma
+ the parcail frarne can be accessed
+ If tite first case holds titen
+ turn Lo kill running mode Ma+ else
+ lock parcalí frame pf
+ td 4- leftmost definitory task for id, pf Ma
+ For i = slot Lo td - 1
+ If pf.slot[i].state = ready titen
+ push an input task marker for sIoL Ma+ e 4- id.e
+ ic 4— pfslot[i].code
+ pf.slot[i].xtm 4— itm Ma+ pf.slot[i].procid 4- local proc id
+ pf.slot[i].state <— running
+ unlock parcalí fra¿rne pf Mao turn to forward computation
+ If pf.slotfrj.state = running titen
+ vpf 4- (slot[i].xtm).spf Ma
+ vid 4- if(id # local proc id,(slot [1].xtm) procid,
local proc id) Ma+ ITvpf# pfthen
+ unlock parcalí frame pf
+ look for work(vid, vpf, 1) Ma
+ unlock parcail framne pf





13.2. Operaciones relacionadas con la explotación de paralelismo 251
13.2.5 Operaciones misceláneas
Para finalizar la especificación, ofrecemos varias operaciones que se han re-
ferenciado en los fragmentos anteriores.
La especificación de los cambios de estado del trabajador se presenta a
continuación.
Especificación del cambio de estado a cómputo hacia adelante
turn to forward running inode
+ rm 4- forward
+ narrowing
Especificación del cambio de estado a cómputo hacia atrás
turn to backward running mode
+ rm 4- backward
+ failure
Especificación del cambio de estado a hill
turn to kill running rnode
+nn4-kill
+ kill
Especificación del cambio de estado a espera
turn to idie running mode
+rm<—idle
+ idle
A continuación describimos la especificación correspondiente a los suce-
sos que pueden ocurrir en estado de inactividad.
Especificación del estado de inactividad
idle
Ma
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+ Repeat Ma
+ Case





rm = backward: Ma
+ failure
+ until true Ma
La operación de espera que se especifica a continuación consiste en con-
sultar el campo #ack hasta que alcanza el valor O, que se corresponde a que Ma
ninguna notificación de reconocimiento queda pendiente.
Especificación de la espera por notificaciones de reconocimiento Ma
inait
+ Repeat
+ until #ack = O Ma
La función que calcula si una posición de argumento es definitoria se Maespecifica como sigue.
Especificación de la función definitoria Madefinitonj(’function, value)
+ Case Mafunction = conjunction:
+ return value = false
function = disjunction: Ma+ return value true
otherwíse:
+ return false Ma
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Especificación de la restauración de estado a partir de un LTM
¡




+ e 4- ltme
+ ltm 4- ltm.ltm






+ e 4— itm.e
+ pf 4- itm.pf
+ itin 4- itzn.ltm
+ wm 4- itm.wm
+ itm 4- itm.itm
La especificación de la desvinculación de variables del trail se produce
de la manera habitual como recoge la siguiente especificacion:
Especificación de la desvinculación de variables del trail
unwind(a)
+ for i a to t
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