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1．はじめに
サービスネットワーク設計問題は，ネットワーク上のサービスやスケジューリングに
関連した計画問題であり，ネットワークの設計と共にサービス資源であるアセットの割
当を求める問題である．アセットは配送車や乗務員などであり，これらのアセットの時
間的・空間的なバランスを図ることが必要となる．サービスネットワーク設計問題では，
アセットをネットワーク上のアークに対応させ，アセットのバランスを取る，すなわち，
ノードに出入りするアークの次数が一致するというアセットバランス条件を付加するこ
とで，アセットの時間的・空間的なバランスを図ることが行われる．
このようなアセットのバランスに焦点をおいたサービスネットワーク設計問題をア
セットバランスを考慮したサービスネットワーク設計問題（Service Network Design 
with Asset-Balance Requirements : SNDAB）とよぶ．この設計問題は，アーク上の資
源であるアセットの容量をもつネットワーク上で，かつノードにおけるアセットの入出
次数のバランスを保ちながら，全体の費用が最小となるようなモノが移動するパス，お
よびアセットの配置を求める問題である．考慮する費用はアセットの有無に応じて生じ
る固定費用であるアセット費用と品種のフロー量に関係して生じる変動費用であるフ
ロー費用であり，これらの和を最小化する．サービスネットワーク設計問題に関しては，
Crainic （2000, 2003） が詳しい解説を行っている．
本研究では，Pedersen et al. （2009） が提示したアセットバランスを考慮したサービス
ネットワーク設計問題を対象とする．この設計問題は，容量制約をもつネットワーク設計
問題にアセットバランス条件を付加した問題である．この問題に対して，従来から多くの
研究が行われている．Pedersen et al. （2009） はタブー探索法による近似解法，Chouman 
and Crainic （2011） は数理計画ソルバーとタブー探索法を組み合せた近似解法，さらに 
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Bai et al. （2010） はガイド付き局所探索法， Bai et al. （2012） はタブー補助ガイド付き局所
探索法，さらに Bai et al. （2018） は k ノード 隣接を用いたタブー探索法およびガイド付き
局所探索法を示している．また，Vu et al.（2013）は 3 段階のメタヒューリスティクス解法，
Katayama （2015）および片山（2012）は容量スケーリングと局所分枝法を組み合わせた解
法を開発している．一方，容量制約をもつ設計問題に対する高速な近似解法として，片山
（2017） は容量スケーリング法と MIP 近傍探索法を組み合わせた高速解法を提案しており，
精度の高い近似解を短時間で生成することに成功している．
本研究では，アセットバランスを考慮したサービスネットワーク設計問題 SNDAB
に対して容量スケーリング法と MIP 近傍探索法を組合せた高速な近似解法を提案する．
2 ．問題の定式化
ノード集合 N，向きをもつアーク集合 A，ネットワーク上で移動する品種集合 K，
アーク（i, j） 上においてアセットを配置したときに発生する非負のアセット費用 fij，
アーク（i, j） 上を移動する品種 k に関する非負の単位当たりのフロー費用 ckij，アーク
（i, j） 上のアセット容量 Cij，品種 k の始点 O
k と終点 Dk 間を流れる品種 k の需要 dk が
与えられるものとする．
アーク（i, j） 上を移動する品種 k のフロー量を表す非負の連続変数であるアークフ
ロー変数を xkij とし，アーク（i, j） 上にアセットを配置するとき 1 ，そうでないとき 0  
である0－1離散変数であるアセットデザイン変数を yij とする．このとき，SNDAB の
アークフローによる定式化 SNDABA は次のように表すことができる．
（SNDABA）
メタヒューリスティクスを示している．Bai et al. (2010)はガイド付き局所探索法，
Bai et al. (2012)はタブー補助ガイド付き局所探索法，さらに Bai et al. (2018)は
kノード隣接を用いたタブー探索法およびガイド付き局所探索法を示している．
また，Minh et al. (2013)は 3段階のメタヒューリスティクス解法，Katayama (2015),
片山直登 (2012)は容量スケーリングと局所分枝法を組み合わせた解法を開発して
いる．一方，容量制約をもつ設計問題に対する高速な近似解法として，片山直登
(2017)は容量スケーリング法とMIP近傍探索法を組み合わせた高速解法を提案し
ており，精度の高い近似解を短時間で生成することに成功している．
本研究では，アセットバランスを考慮したサービスネットワーク設計問題
SNDAB に対して容量スケーリング法と MIP 近傍探索法を組合せた高速な近
似解法を提案する．
2 問題の定式化
ノード集合 N，向きをもつアーク集合 A，ネットワーク上で移動する品種集合
K，品種 kの取りうるパス集合 P k，アーク (i, j)上においてアセットを配置したと
きに発生する非負のアセット費用 fij，アーク (i, j)上を移動する品種 kに関する非
負の単位当たりのフロー費用 ckij，アーク (i, j)上のアセット容量Cij，品種 kの始点
Okと終点Dk間を流れる品種 kの需要 dkが与えられるものとする．
ア ク (i, j)上を移動する品種 kのフロー量を表す非負の連続変数であるアーク
フロー変数を xkij とし，アーク (i, j)上にアセットを配置するとき 1，そうでないと
き 0である 0-1離散変数であるアセットデザイン変数を yijとする．SNDABのアー
クフローによる定式化 SNDABAは次のように表すことができる．
(SNDABA)
Φ =最小化
∑
(i,j)∈A
∑
k∈K
ckijx
k
ij +
∑
(i,j)∈A
fijyij (1)
条件
∑
i∈N+n
xkin −
∑
j∈N−n
xknj =

−dk if n = Ok
dk if n = Dk
0 otherwise
∀n ∈ N, k ∈ K (2)
∑
i∈N+n
yin −
∑
j∈N−n
ynj = 0 ∀n ∈ N (3)
∑
k∈K
xkij ≤ Cijyij ∀(i, j) ∈ A (4)
xkij ≤ dkyij ∀k ∈ K, (i, j) ∈ A (5)
xkij ≥ 0 ∀k ∈ K, (i, j) ∈ A (6)
yij ∈ {0, 1} ∀(i, j) ∈ A (7)
(1)式は目的関数であり，フロー費用とアセット費用の総和を最小化する．なお，Φ
は目的関数の最適値である．(2)式はアークフロー保存式である．この式は，ノー
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（1）式は目的関数であり，フロー費用とアセット費用の総和を最小化する．なお，Φ
は目的関数の最適値である．（2）式はアークフロー保存式である．この式は，ノードに
流入するフローと流出するフローの差が，品種 k の始点であれば－dk，終点であれば
dk，その他のノードであれば 0 であることを表す．この式は，各品種について，必ず
始点から終点まで需要が移動することを保証する．（3）式はアセットバランス式であり，
ノードに流入するアーク上に配置されるアセットの次数と流出するアセットの次数が一
致することを表す．（4）式は，アセット容量制約式である．この式は，アーク（i, j）上
にアセットが配置されるときはアーク上を移動するフロー量の合計はアセット容量以下
であり，アセットが配置されないときは 0 であることを表す．（5）式は，アーク上の品
種とその需要に関する強制制約式である．この式は，アーク（i, j）上のアセットが配
置されるときはアーク上を移動する品種 k のフロー量の合計は品種 k の需要以下であり，
アセットが配置されないときは 0 であることを表す．（6）式はアークフロー変数の非負
条件，（7）式はアセットデザイン変数の0－1条件である．
Pk を品種 k の取りうるパス集合，パス p 上を移動する品種 k のフロー量を表す非負
の連続変数であるパスフロー変数を zkp，パス p にアーク（i, j）が含まれるとき 1 ，そ
うでないとき 0 を表す定数をδpij とする．このとき，アーク集合 A，パス集合 P，アー
ク容量 C に対する SNDAB のパスフローによる定式化 SNDABP（A, P, C）は次のよう
に表すことができる．
（SNDABP（A, P, C））
ドに流入するフローと流出するフローの差が，品種 kの始点であれば −dk，終点
であれば dk，その他のノードであれば 0であることを表す．この式は，各品種に
ついて，必ず始点から終点まで需要が移動することを保証する．(3)式はアセット
バランス式であり，ノードに流入するアーク上に配置されるアセットの次数と流
出するアセットの次数が一致することを表す．(4)式は，アセット容量制約式であ
る．この式は，アーク (i, j)上にアセットが配置されるときはアーク上を移動する
フロー量の合計はアセット容量以下であり，アセットが配置されないときは 0であ
ることを表す．(5)式は，アーク上の品種とその需要に関する強制制約式である．
この式は，アーク (i, j)上のアセットが配置されるときはアーク上を移動する品種
kのフロー量の合計は品種 kの需要以下であり，アセットが配置されないときは 0
であることを表す．(6)式はアークフロー変数の非負条件，(7)式はアセットデザイ
ン変数の 0–1条件である．
パス p上を移動する品種 kのフロー量を表す非負の連続変数であるパスフロー
変数を zkp，パス pにアーク (i, j)が含まれるとき 1，そうでないとき 0を表す定数を
δpij とするとき，アーク集合 A，パス集合 P，アーク容量 C に対する SNDABのパ
スフローによる定式化 SNDABP (A,P,C)は次のように表すことができる．
(SNDABP (A,P,C)
最小化
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈Pk
δpijz
k
p +
∑
(i,j)∈A
fijyij (8)
条件
∑
p∈Pk
zkp = d
k ∀k ∈ K (9)
∑
i∈N+n
yin −
∑
j∈N−n
ynj = 0 ∀n ∈ N (10)
∑
k∈K
∑
p∈Pk
δpijz
k
p ≤ Cijyij ∀(i, j) ∈ A (11)∑
p∈Pk
δpijz
k
p ≤ dkyij ∀k ∈ K, (i, j) ∈ A (12)
zkp ≥ 0 ∀p ∈ P k, k ∈ K (13)
yij ∈ {0, 1} ∀(i, j) ∈ A (14)
(8)式は目的関数であり，フロー費用とアセット費用の総和を最小化する．(9)
式は，品種 kのパスフローの合計が品種 kの需要 dk に一致することを表すパスフ
ロー保存式である．(10)式はアセットバランス式であり，ノードに流入するアーク
上に配置されるアセットの次数と流出するアセットの次数が一致することを表す．
(11)式はアセット容量制約式であり，(12)式は強制制約式である．(13)式はパスフ
ロー変数の非負制約であり，(14)式はアセットデザイン変数の 0–1条件である．
ここで，SNDABP (A,P,C)の0–1条件を線形緩和した問題をSNDABPL(A,P,C)
とおく．
アセットバランス式である (3)式や (10)式を考慮しない場合，この問題は容量制
約をもつネットワーク設計問題に帰着される．アーク集合A，パス集合 P，アーク
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（8）式は目 ー費用とアセット費用の総和を最小化する．（9）式は，
品種 k のパスフローの合計が品種 k の需要 dk に一致することを表すパスフロー保存式
である．（10）式はアセットバランス式であり，ノードに流入するアーク上に配置される
アセットの次数と流出するアセットの次数が一致することを表す．（11）式はアセット容
量制約式であり，（12）式は強制制約式である．（13）式はパスフロー変数の非負制約であ
4り，（14）式はアセットデザイン変数の0－1条件である．
ここで，SNDABP（A, P, C）の0－1条件を線形緩和した問題を SNDABPL（A, P, C）
とおく．
アセットバランス式である（3）式や（10）式を考慮しない場合，この問題は容量制約
をもつネットワーク設計問題に帰着される．アーク集合 A，パス集合 P，アーク容量 C
に対する容量制約をもつネットワーク設計問題の定式化 CND（A, P, C）は次のように
表される．
（CND（A, P, C））
容量Cに対する容量制約をもつネットワーク設計問題の定式化CND(A,P,C)は次
のように表される．
(CND(A,P,C))
最小化
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈Pk
δpijz
k
p +
∑
(i,j)∈A
fijyij (15)
条件
∑
p∈Pk
zkp = d
k ∀k ∈ K (16)
∑
k∈K
∑
p∈Pk
δpijz
k
p ≤ Cijyij ∀(i, j) ∈ A (17)∑
p∈Pk
δpijz
k
p ≤ dkyij ∀k ∈ K, (i, j) ∈ A (18)
zkp ≥ 0 ∀p ∈ P k, k ∈ K (19)
yij ∈ {0, 1} ∀(i, j) ∈ A (20)
3 近似解法
SNDABAや SNDABP (A,P,C)は，アセットバランス式以外は容量制約をもつ
ネットワーク設計問題に一致する．問題が類似していることから，容量制約をも
つネットワーク設計問題に対する近似解法である容量スケーリング法とMIP近傍
探索法 (片山直登 2017)を適用する．
3.1 容量スケーリング法と初期実行可能解
SNDABAや SNDABP (A,P,C)はアークに対する 0-1変数を含む最適化問題で
あり，大規模な問題では最適解または適切な近似解を算出することが困難である．
そこで，容量スケーリング法を用いて，対象となるアークから近似解に含まれる
であろうアークを適切に絞り込む．
容量スケーリング法は，デザイン変数に対する線形緩和問題を解き，そのデザ
イン変数解の値とスケーリングパラメータに従ってアーク容量を変化させ，0ま
た 1のデザイン変数解を導出するものである．容量スケーリングでは，少ない繰
り返し回数で多くのデザイン変数が 0に収束することが知られている．そこで，
アーク集合 Aに対して，収束しないデザイン変数の数が終了判定数 αに達するま
で容量スケーリング法を適用し，0に収束しないデザイン変数のみを選定する．
この処理により，わずかな計算量で多くのデザイン変数を除外することができ，
効率的に問題規模を縮小することが可能となる．SNDABP (A,P,C)に対する容
量スケーリング法の詳細は，片山直登 (2012)を参照のこと．
容量スケーリング法により得られたアセットデザイン変数は，すべて 0または
1に収束する訳ではない．また，収束したアセットデザイン変数や切り上げたア
セットデザイン変数を用いた場合，アセットバランス式を満足することは保証さ
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3 ．近似解法
SNDABA や SNDABP（A, P, C）は，アセットバラン 式以外は容量制約をもつネッ
トワーク設計問題に一致する．問題が類似していることから，容量制約をもつネット
ワーク設計問題に対する近似解法である容量スケーリング法と MIP 近傍探索法（片山
2017）を適用する．
3 ． 1 　容量スケーリング法と初期実行可能解
SNDABA や SNDABP（A, P, C）はアークに対す 0－1変数を含む最適化問題であり，
大規模な問題では最適解または適切な近似解を算出することが困難である．そこで，容
量スケーリング法を用いて，対象となるアークから近似解に含まれるであろうアークを
適切に絞り込む．
容量スケーリング法は，デザイン変数 対する線形緩和問題を解き，そのデザイン変
数解の値とスケーリングパラメータに従ってアーク容量を変化させ， 0 また 1 のデザイ
ン変数解を導出するものである．容量スケーリングでは，少ない繰り返し回数で多く
のデザイン変数が 0 に収束することが知られている．そこで，アーク集合 A に対して，
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0 に収束しないデザイン変数の数が終了判定数α以下になるまで容量スケーリング法を
適用し， 0 に収束しないデザイン変数のみを選定する．この処理により，わずかな計算
量で多くのデザイン変数を除外することができ，効率的に問題規模を縮小することが可
能となる．SNDABP（A, P, C） に対する容量スケーリング法の詳細は，片山（2012）
を参照のこと．
容量スケーリング法により得られたアセットデザイン変数は，すべて 0 または 1 に収
束する訳ではない．また，収束したアセットデザイン変数や切り上げたアセットデザイ
ン変数を用いた場合，アセットバランス式を満足することは保証されない．そこで，容
量スケーリング法により得られた小数を含むアセットデザイン解より，SNDABP（A, P, 
C）の実行可能解を導出する．
容量スケーリング法により 0 に収束していないアセットデザイン解に対応するアーク
集合を A
―
とする．また，列生成法にて容量スケーリング法を解いた場合に生成された
パス集合を P
―
とする．アセットバランス式である（10）式を緩和し，A
―
，P
―
と C に対す
る CNDP（A
―
, P
―
, C）を MIP ソルバーを用いて解く．CNDP（A
―
, P
―
, C）は相対的に小規
模な問題になるため，MIP ソルバーの分枝限定法などを用いて適当な近似解を算出す
ることができる．得られた CNDP（A
―
, P
―
, C）のアセットデザイン変数解を y＾ とおく．
アセットバランス式を緩和しているため，解 y＾ は SNDABP（A, P, C）の実行可能解
とは限らない．そこで，y＾ij＝ 1 であるアセットに対応するアーク集合を A＾ としたとき，
次の A＾ に関するアセットバランス問題 ABL （A＾）を解くことにより，アセットバランス
式を満足する解を求める．
（ABL（A＾））
れない．そこで，容量スケーリング法により得られた小数を含むアセットデザイ
ン解より，SNDABP (A,P,C)の実行可能解を導出する．
容量スケーリング法により 0に収束していないアセットデザイン解に対応する
アーク集合を A¯とする．また，列生成法にて容量スケーリング法を解いた場合に
生成されたパス集合を P¯ とする．アセットバランス式である (10)式を緩和し，A¯，
P¯ とCに対するCNDP (A¯, P¯ , C)をMIPソルバーを用いて解く．CNDP (A¯, P¯ , C)は
相対的に小規模な問題になるため，MIPソルバーの分枝限定法などを用いて適当
な近似解を算出することができる．得られた CNDP (A¯, P¯ , C)のアセットデザイン
変数解を yˆとおく．
アセットバランス式を緩和しているため，解 yˆは SNDABP (A,P,C)の実行可能
解とは限らない．そこで，yˆij = 1であるアセットに対応するアーク集合を Aˆとし
たとき，次の Aˆに関するアセットバランス問題ABL(Aˆ)を解ことにより，アセット
バランス式を満足する解を求める．
(ABL(Aˆ))
最小化
∑
(i,j)∈A\Aˆ
fijyij (21)
条件
∑
i∈N+n
yin −
∑
j∈N−n
ynj = 0 ∀n ∈ N (22)
yij = 1 ∀(i, j) ∈ Aˆ (23)
yij ∈ {0, 1} ∀(i, j) ∈ A\Aˆ (24)
(21)式は，Aˆに含まれるアークとアセットバランス式を満足するために新たに
付加されたアークに対するアセット費用の合計である．(23)式は，Aˆに含まれる
アークのアセットデザイン変数を 1に固定する式である．
ABL(Aˆ)を解くことによって，CNDP (A¯, P¯ , C)の解を含み，アセットバランス式
を満足し，アセット費用が最小となるアセットデザイン解を求めることができる．
ABL(Aˆ)の最適解が求められれば，この解を y˜ とおく．y˜ は SNDABP (A,P,C)や
SNDABAの実行可能解となる．
y˜ij = 1であるアセットデザイン変数に対応するアーク集合を A˜とおく．続い
て，SNDABP (A˜, P¯ , C)をMIPソルバーを用いて解き，得られた解を y¯とおく．y¯
は SNDABP (A,P,C)の実行可能解となり，得られた目的関数値は上界値となる．
なお，ABL(Aˆ)が実行不可能であれば，yˆを y¯とする．
容量スケーリング法と初期実行可能解探索のアルゴリズムをAlgoritm2に示す．
3.2 MIP近傍探索法
容量スケーリング法で求めた近似解 y¯を初期の暫定解とし，SNDABAにおい
て解 y¯の近傍をMIPソルバーを用いて探索していく．
適当な初期解から探索範囲を限定する条件を付加した問題をMIPソルバーを用
いて解く解法として局所分枝法 (Fischetti and Lodi 2003)が知られており，多くの
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（21）式は，A＾ に含 アセットバランス式を満足するために新たに付加さ
れたアークに対するアセット費用の合計である．（23）式は，A＾ に含まれるアークのア
セットデザイン変数を 1 に固定する式である．
ABL（A＾）を解くことによって，CNDP（A
―
, P
―
, C）の解を含み，アセットバランス式
を満足し，アセット費用が最小となるアセットデザイン解を求めることができる．
ABL（A＾）の最適解が求められれば，この解を y
～
とおく．y
～
は SNDABP（A, P, C）や
SNDABA の実行可能解となる．y
～
ij＝ 1 であるアセットデザイン変数に対応するアーク
集合を A
～
とおく．なお，ABL（A＾）が実行不可能であれば，A
―
を A
～
，y＾ を y
～
とする．
6続いて，SNDABP（A
～
, P
―
, C）を MIP ソルバーを用いて解き，得られた解を y― とお
く．y― は SNDABP（A, P, C） の実行可能解となり，得られた目的関数値は上界値となる．
なお，ABL（A＾）が実行不可能であれば SNDABP（A, P
―
, C）を解き，これが実行不可
能であれば y＾ を y― とする．
容量スケーリング法と初期実行可能解探索のアルゴリズムを Algoritm2に示す．
3 ． 2 　MIP 近傍探索法
前節で求めた近似解 y― を初期の暫定解とし，SNDABA において解 y― の近傍を MIP ソ
ルバーを用いて探索していく．
適当な初期解から探索範囲を限定する条件を付加した問題を MIP ソルバーを用いて
解く解法として局所分枝法（Fischetti and Lodi 2003）が知られており，多くのネット
ワーク設計問題に適用されている．SNDAB に対しては容量スケーリング法と組み合わ
せた解法（Katayama 2015）が提案され，計算時間は必要となるものの高精度な解を提
供している．
本研究では，別のタイプの探索範囲を限定する条件を付加する MIP 近傍探索法を適
用する．始めに，SNDABA に次の制約式を追加する．
ネットワーク設計問題に適用されている．SNDABに対しては容量スケーリング
法と組み合わせた解法 (Katayama 2015)が提案され，計算時間は必要となるもの
の高精度な解を提供している．
本研究で 定する条件を付加するMIP近傍探索法
を適用する．始めに，SNDABAに次の制約式を追加する．∑
(i,j)∈A|y¯ij=1
yij ≤ L− 1 (25)
ここで，Lは暫定解 y¯において y¯ij = 1であるアセットデザイン変数である．(25)式
は，暫定解で y¯ij = 1に対するアセットから少なくとも 1つのアセットはネットワー
クから取り除くことを表しており，実行可能領域から暫定解を排除することがで
きる．(25)式が等式である場合はデリート型の近似解法になる．しかし，1つの
アセットのみを削除するとアセットバランス式が成立しないため，不等号として
いる．
また，現在までの最良の上界値を UBとおき，次の式も追加する．
Φ < UB (26)
(25)式と (26)式により探索済みの解を排除し，解の循環を防ぐことができる．な
お，現在までの最良値よりも良い上界値が存在しなければ，問題は実行不可能と
なる．
計算に制限時間 T を設け，MIPソルバーを用いて SNDBAに (25)式と (26)式を
付加した問題を解く。実行可能解が得られた場合は，改善された解が探索された
ことになる．その場合，得られた解を新たな暫定解 y¯とする．そうでない場合は，
暫定解は更新しない．
暫定解が更新された場合，(25)式と (26)式を取り除き，更新された暫定解 y¯に
対する (25)式と (26)式を加え，さらに次の制約式を追加する．∑
(i,j)∈A|y¯ij=1
yij ≥ L−M (27)
(27)式は，暫定解で選択されたアセットを高々M 個のアセットをネットワークから
取り除くことを表す．なお，M は正の整数で，近傍の範囲である．M が大きけれ
ば，条件を付加した SNDABAの実行可能領域は広くなる．一方，M が小さけれ
ば実行可能領域は狭くなるため，相対的に短時間で実行可能解を探索できる可能
性が高まることになる。
続いて，MIPソルバーを用いて，一定時間内で解を求める．暫定解より良い解
が求められれば，暫定解を更新する．続いて，追加した 3本の制約式を削除して，
更新された暫定解に対応した 3本の制約式を追加し，近傍探索を繰り返す．
M 近傍において，実行不可能または暫定解よりも良い解が無いと判断できた場
合は，探索を終了する．一方，一定時間内に暫定解より良い解を算出することが
できず暫定解が更新されない場合は，計算時間内で実行不可能とは判断できない
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ここで，L は暫定解 y― において y―ij＝ 1 の数である．（25）
式は，暫定解で y―ij＝ 1 に対するアセットから少なくとも 1 つのアセットはネットワー
クか しており，実行可能領域から暫定解を排除することができる．
（25）式が等式である場合はデリート型の近似解法になる．しかし， 1 つのアセットのみ
を削除するとアセットバランス式が成立しないため，不等号としている．
また，現在 UB とおき，次の式も追加する．
S
( ataya a 2015)
IP
S
(i,j)∈A|y¯ij=1
yij L 1 (25)
L y¯ y¯ij (25)
y¯ij 1 1
(25) 1
U
Φ U (26)
(25) (26)
T IP S (25) (26)
y¯
(25) (26) y¯
(25) (26)
(i,j)∈A|y¯ij=1
yij L (27)
(27)
S
IP
3
3
6
（25）式と（26） 済みの解を排除し，解の循環を防ぐことができる．なお，現
在までの最良値よりも良い上界値が存在しなければ，問題は実行不可能となる．
計算に制限時間 T を設け，MIP ソルバーを用いて SNDABA に（25）式と（26）式を付
加した問題を解く。実行可能解が得られた場合は，改善された解が探索されたことにな
る．その場合，得られた解を新 な暫定解 y― とする．そうでない場合は，暫定解は更新
しない．
暫定解 合，（25）式と（26）式を取り除き，更新された暫定解 y― に対する
（25）式と（26）式を加え，さらに次の制約式を追加する．
アセットバランスを考慮したサービスネットワーク設計問題のMIP 近傍探索法
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ネットワーク設計問題に適用されている．SNDABに対しては容量スケーリング
法と組み合わせた解法 (Katayama 2015)が提案され，計算時間は必要となるもの
の高精度な解を提供している．
本研究では，別のタイプの探索範囲を限定する条件を付加するMIP近傍探索法
を適用する．始めに，SNDABAに次の制約式を追加する．∑
(i,j)∈A|y¯ij=1
yij ≤ L− 1 (25)
ここで，Lは暫定解 y¯において y¯ij = 1であるアセットデザイン変数である．(25)式
は，暫定解で y¯ij = 1に対するアセットから少なくとも 1つのアセットはネットワー
クから取り除くことを表しており，実行可能領域から暫定解を排除することがで
きる．(25)式が等式である場合はデリート型の近似解法になる．しかし，1つの
アセットのみを削除するとアセットバランス式が成立しないため，不等号として
いる．
また，現在までの最良の上界値を UBとおき，次の式も追加する．
Φ < UB (26)
(25)式と (26)式により探索済みの解を排除し，解の循環を防ぐことができる．な
お，現在までの最良値よりも良い上界値が存在しなければ，問題は実行不可能と
なる．
計算に制限時間 T を設け，MIPソルバーを用いて SNDBAに (25)式と (26)式を
付加した問題を解く。実行可能解が得られた場合は，改善された解が探索された
ことになる．その場合，得られた解を新たな暫定解 y¯とする．そうでない場合は，
暫定解は更新しない．
暫定解が更新された場合，(25)式と (26)式を取り除き，更新された暫定解 y¯に
対する (25)式と (26)式を加え，さらに次の制約式を追加する．∑
(i,j)∈A|y¯ij=1
yij ≥ L−M (27)
(27)式は，暫定解で選択されたアセットを高々M 個のアセットをネットワークから
取り除くことを表す．なお，M は正の整数で，近傍の範囲である．M が大きけれ
ば，条件を付加した SNDABAの実行可能領域は広くなる．一方，M が小さけれ
ば実行可能領域は狭くなるため，相対的に短時間で実行可能解を探索できる可能
性が高まることになる。
続いて，MIPソルバーを用いて，一定時間内で解を求める．暫定解より良い解
が求められれば，暫定解を更新する．続いて，追加した 3本の制約式を削除して，
更新された暫定解に対応した 3本の制約式を追加し，近傍探索を繰り返す．
M 近傍において，実行不可能または暫定解よりも良い解が無いと判断できた場
合は，探索を終了する．一方，一定時間内に暫定解より良い解を算出することが
できず暫定解が更新されない場合は，計算時間内で実行不可能とは判断できない
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（27）式は，暫定解 M 取
り除くことを表す．なお，M は正の整数で，近傍の範囲である．M が大きければ，条
件を付加した SNDABA の実行可能領域は広くなる．一方，M が小さければ実行可能領
域は狭くなるため，相対的に短時間で実行可能解を探索できる可能性が高まることにな
る。
続いて，MIP ソルバー 用いて，一定時間内で解を求める．暫定解より良い解が求
められ ば，暫定解を更新する．続いて，追加した 3 本の制約式 削除して，更新され
た暫定解 対応した 3 本の制約式を追加し，近傍探索を繰り返す．
M 近傍において，実行不可能または暫定解よりも良い解が無いと判断できた場合は，
探索を終了する．一方，一定時間内に暫定解より良い解を算出することができず暫定解
が更新されない場合は，計算時間内で実行不可能とは判断できないが実行可能解が算出
できていない状態である．そこで，M :＝ M/β」として M を減少させ，探索範囲を縮小
する．M > 0である間，同様の探索を繰り返す．ここで，β（> 1 ）は M の変更基準で
ある．
このような探索法を MIP 近傍探索法とよぶ．従来の局所分枝法の制約と比べると，
削除するアーク数には制約があるが，追加するアークには制限が無いのが特徴である．
また，局所分枝法では領域を二分割しながら分枝・限定操作を行っていくが，この近傍
探索法は単に近傍探索と解の移動を繰り返すのみであり，得られる上界値が短調減少と
なる貪欲的な探索法となる．
4 　数値実験
容量制約をもつネットワーク設計問題で用いられるベンチマーク問題である C 問題
の内，SNDAB で用いられている24問（Pedersen et al. 2009）に対して，数値実験を
行った．
数値実験で使用した設定した機器等は以下の通りである．
・使用 OS および言語：UBUNTU 17.04，C++
・最適化ソルバー：Gurobi 7.5
・CPU AMD Ryzen7 1800X 3.6GHz 8Cores，RAM 16GByte
・使用コア数：容量スケーリング 1 コア，MIP 近傍探索 8 コア
また，数値実験で使用した設定したパラメータは以下の通りである．
・スケーリングパラメータλ： 0 ～0.1
・スケーリング法の終了判定数：200
8・近傍 M：5
・近傍 M の変更基準： 2
・MIP 近傍探索における MIP ソルバー計算時間の制限時間 T：60秒
近似解の誤差を算出するために，MIP ソルバーである Gurobi により，定式化
SNDABA を30時間解き，下界値を算出した．同時に上界値も算出した．
C 問題に対しては多くの研究が行われ，その結果が公開されている．ここでは，タ
ブー探索法（TS）（Pedersen et al. 2009），並列タブー探索法（PTS）（Pedersen et al. 
2009），ガイド付き局所探索法（GLS）（Bai et al. 2010），MIP タブー探索法（MTS）
（Chouman and Crainic 2011），タブー補助ガイド付き局所探索法（TAGLS）（Bai et al. 
2012）， 3 段階メタヒューリスティクス（TSM）（Vu et al. 2013），切除平面メタヒュー
リスティクス（CP）（Chouman and Crainic 2014），容量スケーリング・限定分枝限定
法（CSRBB）（Katayama 2015），容量スケーリング・局所分枝法（CSLB）（Katayama 
2015），k ノード近傍ハイブリッド法（kNH）（Bai et al. 2018） の結果を示す．これら
に加え，本研究である容量スケーリング・MIP 近傍探索法（CSMNS），およびパラ
メータチューニングをした容量スケーリング・MIP 近傍探索法（CSMNST）の結果を
示す．前者では，Algorithm1内のスケーリングパラメータλを0.048と設定した．後者
は，問題ごとにスケーリングパラメータλを変化させた中の最良値である．なお，誤差
（Gaps）は「（各解法の上界値－下界値）/ 下界値」とし，平均誤差はこれらの平均値で
ある．
表 1 に C 問題に対する上界値の平均誤差を示す．従来の研究では，タブー探索法は
平均誤差5.65%，並列タブー探索法は4.29%，ガイド付き局所探索法は4.74% と大きく，
誤差が 4 % を超えている．また，MIP タブー探索法は平均誤差1.48%，タブー補助ガイ
ド付き局所探索法は2.29%，切除平面メタヒューリスティクスは2.04%，k ノード近傍ハ
イブリッド法は1.05% であり， 1 ～ 2 % の平均誤差となっている．一方， 3 段階メタ
ヒューリスティクスは平均誤差0.92%，容量スケーリング・限定分枝限定法は0.66%，容
量スケーリング・局所分枝法は0.39% と誤差が 1 % 未満となり，良好な解を算出してい
る．容量スケーリング・局所分枝法は，近似解法の中では最も誤差が小さい解を算出し
ている．なお，MIP ソルバーである Gurobi は平均誤差0.36% であり，最も誤差か小さ
いが，後述のように膨大な計算時間を必要とする．
一方，本研究である容量スケーリング・MIP 近傍探索法は平均誤差0.69% であり，
パラメータをチューニングした容量スケーリング・MIP 近傍探索法は0.52% であった．
容量スケーリング・MIP 近傍探索法は，容量スケーリング・限定分枝限定法および容
量スケーリング・局所分枝法よりそれぞれ0.03%，0.30% 劣っているが， 3 段階メタ
ヒューリスティクスよりも0.23% 優れている．また，チューニングした容量スケーリン
グ・MIP 近傍探索法は，容量スケーリング・局所分枝法より0.13% 劣っているが，容量
アセットバランスを考慮したサービスネットワーク設計問題のMIP 近傍探索法
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スケーリング・限定分枝限定法よりも0.14% 優れている．
表 2 に，個別問題の上界値を示す．なお，LB は下界値または最適値であり，太字は
最適値，斜体文字は最良値を表している．容量スケーリング・局所分枝法では 8 問の
最適値，最適値を除く 1 問の最良値を算出している．k ノード近傍ハイブリッド法では
6 問の最良値， 1 問の最良値である．また，パラメータをチューニングした容量スケー
リング・MIP 近傍探索法では， 6 問の最適値， 2 問の最良値を算出している．なお，
Gurobi では15 問の最適値， 6 問の最良値，24問の内の21問の最良値を算出している．
表 3 に C 問題に対する個々の計算時間と平均計算時間を示す．従来の研究の計算時
間は，各論文に掲載しているものであり，使用しているコンピュータが異なっているた
め，計算時間を直接比較することはできない．使用しているコンピュータは以下の通り
である．
・LB，Giurobi：AMD Ryzen 1800x （8-Core, 3.6GHz）
・タブー探索法：Intel Pentium 4（2.26GHz）
・並列タブー探索法：Intel Pentium 4（2.26GHz）
・ガイド付き局所探索法：Intel Core 2 （1.8GHz）
・タブー補助ガイド付き局所探索法：Intel Core 2 （1.8GHz）
・MIP タブー探索法：AMD Opteron（Dual-Core）
・ 3 段階メタヒューリスティクス：AMD Opteron（Dual-Core, 2.4GHz）
・切除平面メタヒューリスティクス：AMD Opteron（Dual-Core）
・ 容量スケーリング・限定分枝限定法，容量スケーリング・局所分枝法：Intel 
Pentium i7（4-Core, 3.4GHz）
・k ノード近傍ハイブリッド法：Intel Core 2 （2.0GHz）
平均誤差の最も小さい Gurobi では30時間の制限を付けているため，最適解を求め
られない場合は108000秒となり，平均計算時間は52740.4秒で14時間を越えている．タ
ブー探索法，並列タブー探索法，ガイド付き局所探索法および MIP タブー探索法は
3600秒，タブー補助ガイド付き局所探索法は2400秒，k ノード近傍ハイブリッド法は
7200秒の計算時間を設定しており，良好な解を算出するためには大きな計算時間が必要
としている． 3 段階メタヒューリスティクス，切除平面メタヒューリスティクスおよび
容量スケーリング・局所分枝法はそれぞれ7785秒，3581.4秒，8637.1秒であり， 1 時間
から 3 時間程度となり，これらも大きな計算時間を必要としている．また，容量スケー
リング・限定分枝限定法の平均計算時間は524.1秒と他の解法に比べて短い．
一方，本研究である容量スケーリング・MIP 近傍探索法の平均計算時間は277.3秒，
パラメータをチューニングした容量スケーリング・MIP 近傍探索法の平均計算時間は
253.1秒であり，他の解法に比べて，大幅に計算時間を短縮することができている．な
お，後者は，実際にはパラメータ選定のための事前の計算時間が必要である．使用して
10
いるコンピュータが異っているにしても，従来の研究に比べ，精度を保ちながら大幅に
計算時間が短縮できることが分かる．
5 　おわりに
本研究では，アセットバランスを考慮したサービスネットワーク設計問題に対して，
容量スケーリング法と MIP ソルバーによる近傍探索を組み合わせた高速で精度の高い
MIP 近傍探索法を提案した．また，ベンチマーク問題である C 問題に対して，数値実
験を行い，従来の研究との比較を行った．
本研究では，非分割フローを考慮した容量制約をもつネットワーク設計問題に対して，
容量スケーリング法と MIP ソルバーによる近傍探索を組み合わせた高速で精度の高い
MIP 近傍探索法を提案した．また，ベンチマーク問題である C 問題に対して，数値実
験を行い，従来の研究との比較を行った．
本研究で提案した解法は，従来の容量スケーリング・局所分枝法と比較すると誤差は
わずかながら大きいが，容量スケーリング・局所分枝法よりも1/30程度と大幅に短い計
算時間で解を算出することができた．また，容量スケーリング・局所探索法以外のいず
れの近似解法よりも，短い計算時間で精度の高い近似解を算出することができた．
本研究は科学研究費基盤研究 C（課題番号17K01268） による成果の一部である．
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Algorithm 2: MIP Neighborhood Search(y¯, UB)
Set β, M , T ;
Add equations (25) and (26) to SNDAB associated with the solution y¯;
Solve SNDAB within time T ;
if the solution y˜ of CNDA(A) is found then
Get the upper bound UBneigh of SNDAB;
y¯ ← y˜;
UB ← UBneigh;
end
Delete equations (25) and (26) from SNDAB;
repeat
Add equations (25), (26) and (27) to SNDAB associated with the current
solution y¯;
Solve SNDAB within time T ;
if SNDAB has no feasible solution then
break;
else
if the solution y˜ of SNDAB is found then
Get the upper bound UBneigh of SNDAB;
y¯ ← y˜;
UB ← UBneigh;
else
M ← ⌊M/β⌋;
end
end
Delete equations (25), (26) and (27) from SNDAB;
until M = 0;
Return y¯, UB;
表 1: Average Gaps for C-Category Problems(%)
Gurobi TS PTS GLS MTS TAGLS TSM
0.36 5.65 4.29 4.74 1.48 2.29 0.92
CP CSRBB CSLB kNH CSMNS CSMNST
2.04 0.66 0.39 1.05 0.69 0.52
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00
/V
T
10
80
00
.0
36
00
36
00
36
00
36
00
24
00
13
32
0
84
05
18
25
.4
14
48
1.
3
72
00
38
4.
9
36
7.
4
30
/7
00
/4
00
/F
T
10
80
00
.0
36
00
36
00
36
00
36
00
24
00
78
00
10
95
3
35
03
.5
12
90
0.
6
72
00
40
0.
6
40
6.
1
A
v
er
ag
e
52
74
0.
4
36
00
3
60
0
36
00
36
00
24
00
77
85
35
81
.4
52
4.
1
86
37
.1
72
00
27
7.
3
25
3.
1
14
表
3
：
C
om
pu
ta
tio
n 
Ti
m
e 
fo
r 
C
-C
at
eg
or
y 
P
ro
bl
em
s （
S
ec
on
ds
）
