ABSTRACT Stereo matching is a challenging problem with respect to weak texture, discontinuities, illumination difference and occlusions. Therefore, a deep learning framework is presented in this paper, which focuses on the first and last stage of typical stereo methods: the matching cost computation and the disparity refinement. For matching cost computation, two patch-based network architectures are exploited to allow the trade-off between speed and accuracy, both of which leverage multi-size and multi-layer pooling unit with no strides to learn cross-scale feature representations. For disparity refinement, unlike traditional handcrafted refinement algorithms, we incorporate the initial optimal and sub-optimal disparity maps before outlier detection. Furthermore, diverse base learners are encouraged to focus on specific replacement tasks, corresponding to the smooth regions and details. Experiments on different datasets demonstrate the effectiveness of our approach, which is able to obtain sub-pixel accuracy and restore occlusions to a great extent. Specifically, our accurate framework attains near-peak accuracy both in non-occluded and occluded region and our fast framework achieves competitive performance against the fast algorithms on Middlebury benchmark.
I. INTRODUCTION
Stereo matching has been extensively studied due to its critical role in autonomous navigation, 3D reconstruction and 3D tracking. Given two rectified images, the task of stereo matching is to compute the disparity of each pixel. Despite of the tremendous progress made in the past years, stereo matching is still challenging in weakly-textured areas, discontinuities, repetitive patterns and occlusions as well as difficult environment conditions characterized by specular surfaces or poor illumination. Therefore, many stereo approaches have to make compromise between smoothing regions and object boundaries. Besides, many algorithms regard occlusion recovering as a secondary task and fill occlusions simply or just leave them unsolved, because occlusions are invisible in either image and no correspondence can be found. However, occlusion filling plays a vital role in image rendering and complete 3D reconstruction. Therefore, this paper addresses these problems by improving the overall disparity accuracy in challenging regions, including occluded areas.
According to [1] , most stereo algorithms are following the four-stage pipeline: matching cost computation, cost aggregation, disparity computation/optimization and disparity refinement. In this paper, we focus on the first and last steps, namely the matching cost computation and disparity refinement. Motivated by the prosperity of convolutional neural networks (CNN) in stereo matching [2] - [5] , we model these two steps into two independent network architectures.
The first key ingredient of our approach is the patchbased network for computing matching cost. The reasons why we choose shallow patch-based CNNs instead of deep end-to-end image-based architectures [6] are twofold. For one thing, although the features represented by patches tend to be local, they are less prone to overfitting. For another, unlike the dense end-to-end models where large amount of images are required, even small dataset like Middlebury [7] and KITTI [8] , [9] are able to provide tens of millions of training patches, since every pixel provides a sample. To overcome the problem of limited receptive field of small patches, a multi-size and multi-layer pooling module is introduced to leverage richer neighborhood knowledge without losing resolution. Inspired by [3] , we adapt the fast and accurate network architectures with our pooling module to achieve the trade-off between time and precision.
The second highlight of our approach is the proposed regression network architecture for disparity refinement, which takes two initial disparity maps and the left color image as input and outputs a refined disparity map. Most refinement strategies work only on the disparity map obtained by winnertakes-all (WTA) strategy. In contrast, our approach also makes use of the sub-optimal disparity map corresponding to the second minimum cost, since sometimes correct disparities are not reflected in the minimum cost but the secondary one. We fuse the two disparity maps in a soft way by convolutions. Inspired by [10] , we decompose the refinement task into several blocks to make it more tractable, i.e., fusion, error detection, parallel error replacement and overall refinement. Different from [10] , we employ two parallel base learners in replacing step to excavate their potential on specific tasks, i.e., resolving the smooth regions and the fine details, accordingly. To sum up, we propose the contributions as follows:
• Two Siamese architectures with larger receptive field and cross-scale knowledge are exploited for matching cost computation without losing resolution.
• A deep embedded disparity refinement model that makes use of optimal and sub-optimal initial disparity labels.
• A pipeline-guided scheme for accurate stereo depth estimation, including occlusion recovery. In the remainder of this paper, we first review the related work in Section II and describe our large-size Siamese matching cost architectures in Section III, followed by cost aggregation and initial disparity acquirement in Section IV. The deep embedded disparity refinement architecture is illustrated in Section V. Section VI presents the experimental results and discussions. Finally Section VII concludes the paper.
II. RELATED WORK
Last few years have witnessed considerable improvements in stereo matching, motivated by the indoor Middlebury dataset [7] as well as outdoor KITTI dataset [8] , [9] . Since a deeper review of all existing approaches is beyond the scope of this paper, we refer readers to a general study that systematically introduces the category, typical procedures and evaluation strategy of stereo algorithms [1] . We mainly focus on a subset that is more related to our work in the following.
A. MATCHING COST COMPUTATION
A wide variety of matching cost measures have been proposed over the years. Rather than single pixel dissimilarity measurement, a combination of multiple cost methods can achieve better performance and robustness. Mei et al. [11] initialized the matching cost with the combination of absolute difference and census transform [12] . Zhan et al. [13] combined the double-RGB gradient difference cost, lightweight census and color difference of guidance image to form a competitive matching cost. In contrast to traditional handcrafted algorithms, convolutional neural networks are first leveraged to compute matching cost based on the similarity of small patches [2] . Two architectures are presented in [3] , with the fast one adopting dot product on top of the convolution layers whereas the accurate one requiring fullyconnected layers to measure the similarity. Luo et al. [4] modified the network by exploiting a multi-label classification model. Chen et al. [5] took multi-scale patches as input and fused the output of two parallel sub-networks to make a final decision. However, we notice that the patch sizes in the aforementioned works are relatively small, with the exclusion of pooling and subsampling in order to preserve resolution. Concretely, the patch sizes are 9 × 9, 11 × 11 and 13 × 13 in [2] , [3] , [5] , respectively. Despite of the great representational power of CNN, the above-mentioned structures tend to be local and make limited use of neighboring information. Therefore, these methods rely heavily on subsequent handcrafted optimizing and post-processing operations such as cross-based cost aggregation [14] , semi-global matching (SGM) [15] , left-right consistency check (LRC) and various filtering. Park et al. [16] enlarged the receptive field by inserting a per-pixel pyramid pooling module before the final decision layer. Thanks to the pooling unit with the stride equals to one, larger patches can be taken as input without introducing the fattening effect. Nevertheless, this module is appended to the end of fully-connected layers and thus needs to be recomputed for each possible disparity label, causing an expensive computation cost. End-to-end models are able to learn semantic knowledge and recover disparity in occlusions, where most patch-based networks fail. Mayer et al. [6] synthetized a large dataset to train an end-to-end stereo and flow network. However, large amount of dataset and Graphics Processing Unit (GPU) memory are strictly required. Besides, detailed features are easily lost in these cases.
In addition to utilizing CNN to learn feature representation of correspondence, another branch involves conditional random field (CRF) models to incorporate semantic information for optimization. Scharstein and Pal et al. [17] trained linear CRF models for stereo. End-to-end training of a hybrid CNN-CRF model performs comparably to multiple handcrafted post-processing [18] .
Learning strategies have also been applied to estimate stereo confidence cues. Random forest classifier [19] was trained to predict the confidence of matching cost and select ground control points (GCPs) for further Markov random field optimization [20] . CNN was first leveraged for stereo confidence measurement by training disparity patches using the difference with median disparity, then the confidence was used to modulate semi-global matching (SGM) parameters [21] . Liu et al. [22] explored the capacity of deep CNNs and continuous CRF jointly to estimate depth from monocular images. Poggi et al. [23] improved conventional confidence measures by exploiting local consistency assumption with a deep patch-based network. 
B. DISPARITY REFINEMENT
Despite of the previous steps, the raw disparity map gained directly by WTA still contains many outliers, especially in occlusions, textureless regions and disparity discontinuities. To achieve higher accuracy, various refinement approaches are harnessed to identify and correct outliers. Left-right consistency check [1] is widely undertaken to detect outliers. Weighted median filtering [24] based on guided image [25] and bilateral weights [26] are employed to refine aggregated results. Segmentation-based and plane fitting [15] , [27] methods handle weakly-textured regions well but are time-consuming and subject to the quality of segmentation. Instead of treating outliers uniformly, multistep processing [13] , [28] - [30] achieves more competitive results. Hirschmuller [15] distinguished occlusions from mismatches by epipolar line, nevertheless, it will fail in large mismatched area with weak texture, where a pixel can still be marked as correct even if it has wrong disparities on both maps. Besides, it produces threadlike outliers due to its discrete characteristic. Neighboring nearest and minimal valid disparity were assigned to mismatched and occluded points respectively based on support region voting [11] or scanline interpolation [31] . Zhan et al. [13] performed four-direction propagation to correct inner outliers and took account of the variation of circumjacent disparities when handling the leftmost outliers. Concerning the occlusions, Huq et al. [32] studied the theories and experiments of occlusion filling. Yamaguchi et al. [33] proposed a slanted plane model for jointly recovering an image segmentation, a dense depth estimate as well as occlusion boundary. Very recently, Gidaris et al. [10] introduced a deep structured model to decompose the task into three sub-blocks. It took advantage of deep CNNs to identify and correct outliers with the information of left color image and left initial disparity map.
In contrast to previous works that employ various refinement algorithms singly to the initial disparity map obtained by WTA, we also take advantage of the sub-optimal disparity map corresponding to the second minimum cost, since it contains favorable information that is not reflected in the WTA-oriented disparity map. Inspired by [10] , rather than constructing a black box architecture, we decompose the problem into a sequence of subtasks under the guidance of our understanding.
III. MATCHING COST COMPUTATION ARCHITECTURE
The proposed approach mainly focuses on the matching cost computation and the disparity refinement step. We achieve this by two independent networks rather than a blind endto-end network because we believe that the typical pipeline of solving stereo problems can explicitly guide the process. An overview of our approach is illustrated in Fig. 1 . The output of the first network is used to initialize the matching cost and is then aggregated by semi-global matching. Next the disparity labels associated with two smallest costs are chosen and employed in the follow-up refinement network.
The baseline work [3] adopts a Siamese network to compute the similarity by simple dot product or fully-connected layers, corresponding to the fast and accurate networks. The two sub-networks each takes in a small patch extracted from left and right images and outputs two feature vectors by passing through several convolutional layers with shared weights. An overview of baseline Siamese network is depicted in Fig. 2(a) . Note that the patch size in [3] is constrained to 11 × 11 with the exclusion of pooling unit. This is because the conventional strided pooling reduces resolution and could cause the loss of fine details, which is unsuitable for dense correspondence estimation. As a result, the baseline work [3] merely learns relatively local knowledge. To enlarge the receptive field without losing resolution, a pyramid pooling module is appended to the end of the fully connected layers in [16] to learn multi-scale information (see Fig. 2(b) ). To obtain the similarity score, the pooling module in [16] as well as the fully-connected modules have to be recomputed for each possible disparity, causing D max times' extra computation, where D max is the maximum disparity level. The training procedure takes as long as several weeks and the testing process is more than four times slower compared to [3] .
In contrast, we introduce a multi-size and multi-layer pooling module with stride equals to one and append this module before the fully-connected layers, which only needs to be computed once. One-stride pooling actually means that it is pixel-wise and each interim output is of the same resolution as the input. We also find that when pooling size equals to the input size, it is equivalent to global max pooling, which has shown competitiveness in avoiding overfitting and decreasing parameters [34] , [35] .
Multiple one-stride poolings with different window sizes are employed to different layers and then concatenated to generate new feature maps. The output is further fused by a 1 × 1 convolutional layer before feeding to the final decision layer. The novel pooling module can be denoted as:
where l denotes different layers and k is the kernel size of each pooling unit. A detailed comparison is demonstrated in Fig. 2 , where we present an example that employs multi-size pooling module to the last two feature extracting convolutional layers. All fully connected layers in baseline work [3] are substituted for 1 × 1 convolutions to provide more flexibility. Rectified liner unit (ReLU) following each convolutional and fullyconnected layer is omitted in the figure.
In addition to the accurate network shown in Fig. 2 , to grant the trade-off between time and accuracy we also implement a faster network by appending our multi-size and multi-layer pooling module before the dot product of fast architecture in the baseline [3] . This architecture makes use of larger neighboring information, meanwhile, keeps its efficiency.
IV. COST AGGREGATION AND DISPARITY COMPUTATION A. COST AGGREGATION
A sequence of post-processing steps are required in [2] , [3] , and [5] to obtain accurate disparity maps due to the limited patch size (11 × 11). For example, cross-based aggregation and semi-global matching are adopted in [3] to aggregate the cost before multi-step refinement.
Thanks to the cross-scale patch-based matching cost model, the noise in matching cost is suppressed greatly, thus we discard the cross-based aggregation and singly perform SGM. Rather than performing optimization along sixteen directions as suggested in [15] , we only select two horizontal and two vertical directions for efficiency. Let C p be the output of our patch-based matching cost estimation model, we aim to minimize the energy function of disparity map D as follows:
where T [·] is the delta function. P 1 is a small penalty used where the disparity of x and its neighboring pixels differ by one. P 2 is used to punish the case when neighboring disparity difference exceeds one. D(x) and D(y) are the disparity values of pixel x, y. We set P 1 and P 2 according to the image gradient so as to allow disparity to jump near image edges and to force smoothness in weakly-textured areas. The corresponding setting rules for P 1 and P 2 are borrowed from [3] .
B. RAW DISPARITY MAP COMPUTATION
Due to challenging environment conditions, the raw disparity map attained by WTA strategy contains some outliers. Sometimes the actual disparity labels lie in the second minimum cost. For example, Figure 3 (a) illustrates some examples of cost distribution where the second minimum cost corresponds to the actual disparity rather than the minimum one. Thus we obtain two disparity maps connected with the first and second minimum cost after SGM according to
where D 1 and D 2 are the attained optimal (WTA-oriented) and sub-optimal disparities. By comparing the error rates of WTA-related disparity and the combination of D 1 and D 2 on 15 images from Middlebury dataset in Fig. 3 (b) , we are inspired that a large portion of reliable information can be excavated from the sub-optimal disparity map.
V. DISPARITY REFINEMENT A. NETWORK DESIGN
Given the two initial disparity maps, our next target is to refine the disparity image. One possible solution is to apply weighted median filter [24] or tree-based filter [36] . However, both of them fail in large areas of mismatches and occlusions. Inspired by [10] , we detect and refine the outliers by means of deep neural networks. Unlike traditional symmetric refinement strategies that need left and right disparity maps to perform left-right consistency check, we only make use of the left disparity image and the left color image to predict the The error rate (error threshold = 1 pixel) of raw disparity obtained by WTA and the combination of optimal and sub-optimal disparity. Here the combined error rate represents that neither the disparity corresponding to minimum cost nor the second minimum cost is correct.
refined labels. Let D 1 and D 2 be the initial optimal and suboptimal disparity labels, I is the left RGB image, our aim is to predict more accurate disparity labels Y = F (I , D 1 , D 2 ). Similar to [10] , we decompose the task into several sub-tasks and train a unified network end-to-end. We will elaborate the details of each step in our architecture in the following.
1) FUSE
Firstly, we add a preprocess step that learns to firstly fuse the two disparity maps before outlier detection. Rather than handcrafted combination of the two disparity maps, we leverage convolutional neural network to fuse them. Two convolutional blocks with no bias are implemented to map the two inputs to a higher feature dimension and then back to one feature map. This step can be represented as follows:
An auxiliary loss is applied to guide the fusion, that is, to minimize the absolute error between D and the best fusion of two initial disparity maps. The target labels are defined as:
where M 2 is the mask of correct labels in D 2 , given by
where T [·] is the delta function. Since some pixels miss the ground truth disparity labels, we average the loss over the labeled pixels N . By forcing the L 1 -norm loss in (7), the fusion block endeavors to seek a best combination of the two initial disparity label.
whereD i is the target label defined in (5).
2) DETECT
Given the fused disparity map D and the left image as input, we detect the erroneously assigned labels by outputting a probability map E that allocates higher probability to the errors, i.
e., E = F d (D, I
). This block can be implemented by a five-layer shallow convolutional neural network shown in Table 1 . A bilinear up-sampling layer of factor 4 is appended at the top of the network to ensure that the output is of the same size of the input. Note that the error detection model is able to predict errors without an auxiliary loss.
3) PARALLEL-REPLACE
This step is designed to replace the outliers detected in the former step with new labels. Hence the error map is also served as an input in addition to the disparity labels D and left image. The major difference of our replacement architecture and that in [10] lies in that we take structure information into consideration and treat smooth and fine structures differently. Specifically, the model in [10] handles all the pixels homogeneously by first down-sampling the features to a certain depth and then up-sampling them to the same resolution as input, which is similar to [37] . To minimize the average L 1 -norm loss over the whole image, the network seeks a compromise between the expressiveness ability in smooth areas and detailed structures. As a result, the model in [10] yields a visually stunning output. However, it can be several pixels' deviation w.r.t the ground truth.
In contrast, we believe that different geometry structures should have various receptive field sizes. Inspired by ensemble learning [38] that encourages different base learners to be as diverse as possible in order to obtain better predictive performance, we employ two parallel networks to excavate their potential on specific tasks, i.e., resolving the smooth regions and detailed areas. We adopt the symmetric hourglass [39] structure to achieve this by pooling down to different depths. For the smooth-replacing net, we employ two extra pooling units before the successive steps of pooling, residual module [40] and up-sampling. For the detail-replacing net, the depth is shallower and the receptive field is smaller. Our architecture for parallel replace network is illustrated in Fig. 4 . For the hourglass structure in Fig. 4 , at each max pooling operation, the network performs bottom-up operation to bring the resolution down. After reaching the preset lowest resolution, the top-down nearest neighbor up-sampling is adopted, followed by an element-wise addition of features from the previous layer with the same resolution. More details about hourglass module can be found in [39] .
Denote the parallel replace step as F pr (D, I , E), the points with high error probabilities need to be replaced by new labels whereas the low probability labels are kept almost unchanged. We achieve this by a soft combination as follows.
4) REFINEMENT
The refinement task is devoted to do an overall refinement on the disparity labels PR. Here we adopt the same architecture as [10] , i.e., the single hourglass framework described in the second part of Fig. 4 with depth set to 4. The residual corrections w.r.t. the PR rather than new refined estimates are predicted. In other words, we output the final disparity map Y by:
where PR denotes the disparity map attained by the previous sub-networks and F r is the refinement operation. The residual prediction operation first pools the feature maps down to 1/16 of the input resolution by hourglass block and then restores to the input resolution.
B. LOSS
The disparity prediction model is differentiable as long as all the function components F f (·), F d (·), F pr (·), F r (·) are differentiable, which can be embedded into an end-to-end architecture. The model is formulated as a regression problem rather than classification to achieve sub-pixel accuracy.
The L 1 -norm loss function is applied to train the whole model. We average the regression loss over the labeled pixels N by computing the absolute error between ground truth disparity d i and the estimated disparityd i as in (10):
As aforementioned, an auxiliary L 1 -norm loss is forced in the fusion step, thus the total loss is given by
where ω 1 and ω 2 are weights used to balance the two losses.
VI. EXPERIMENTAL RESULTS
In this section, experiments are conducted to evaluate the proposed method. The evaluation mainly focuses on the following parts: (1) the overall performance of the proposed algorithm compared with other state-of-the-art methods.
(2) The performance of the two matching cost architectures. (3) The performance of the disparity refinement architecture.
A. DATASETS AND IMPLEMENTATION DETAILS
The experiments are mainly carried out on two datasets: Middlebury benchmark [7] and Synthetic dataset [6] . For the fast and accurate matching cost models, the training samples are 128 image patches of 37 × 37 extracted from non-occluded areas, with the same number of positive and negative patches within a mini-batch. The parameters for pooling layers and kernel size in (1) are set as follows: l = [1, 2] and k = [27, 9, 3, 1] . The model is optimized by mini-batch gradient descent with momentum equals to 0.9. Learning rate is set to 0.003 during the first three epochs and is decreased to 0.0003 for the next two epochs. Parameters of the first five convolutions are borrowed from [3] to initialize the Siamese section. Compared to random initializations, this helps to learn feature representations more effectively.
For the disparity refinement model, training dataset is extracted from the synthetic dataset [6] and Middlebury dataset [7] , [41] . The images are randomly cropped with size 256 × 256. Each training batch consists of 12 samples with 5 channels (3 RGB and 2 disparity channels). We optimize the loss function by Adam [42] method with β 1 = 0.9 and β 2 = 0.99. We run ten epochs in total, each containing ten thousand batches. The initial learning rate is 10 −3 and is decreased to 10 −4 after 4 epochs and to 10 −5 after another 3 epochs. ω 1 and ω 2 in (11) are 0.4 and 0.6, respectively.
The error is evaluated with the percentage of pixels whose predicted disparity and ground truth differ by more than one pixel at half resolution of Middlebury and full resolution of Synthetic dataset. We evaluate the error percentage in nonoccluded (nonocc) region and the whole image area (All).
B. PERFORMANCE OF THE PROPOSED ALGORITHM
To verify the effectiveness of the proposed framework, we first show some disparity results on Middlebury and VOLUME 5, 2017 TABLE 2. Stereo matching results on Middlebury benchmark. The average error percentage is computed using the weights from [7] . (Evaluated at half resolution and a single NVIDIA Titan-X GPU). Upper group: fast methods comparison. Lower group: comparison of accurate methods. The training dataset results are from Middlebury benchmark. 'Runtime' is the average time for processing the 15 training images. Synthetic dataset in Fig. 5 . To compare our methods with some state-of-the-art algorithms on Middlebury benchmark, we give the quantitative results in Table 2 . Table 2 consist of two parts, the comparison of fast methods and the comparison of accurate methods. The upper group (from Cens5 to JMR) includes fast methods whose average processing time is within five seconds from Middlebury benchmark. The results are downloaded from Middlebury website on 'training dense' dataset. As can be seen, our fast method outperforms the baseline network 'MC-CNN-fst' both in nonocc and all regions at small extra overhead. We even achieve a higher accuracy in all region and less time than JMR, which leverages hybrid CNN and carefully designed CRF models.
The second group includes accurate state-of-the-art methods for comparison. Note that we reimplement the model of LW-CNN [16] but we fail to achieve the same runtime as it has reported, so we use the runtime measured on the same machine here to make fair comparison. As is demonstrated in the lower part of Table 2 , our method with accurate cost computation outperforms the remaining works at less time cost. Besides, as the error percentage in All region indicates, we achieve a significant improvement in occluded regions by means of our disparity refinement compared to the remaining algorithms. Our accurate method is even faster than 'MC-CNN-acrt' [3] and LW-CNN, since we merely need to obtain the left disparity map for further refinement whereas the other two works have to obtain a pair of disparity maps to perform left-right consistent check, doubling the operation time.
C. PERFORMANCE OF THE MATCHING COST ARCHITECTURES
We construct two patch-based architectures based on the fast and accurate model in [3] . To evaluate the effectiveness of the two architectures, we extract the raw disparity results by directly performing WTA strategy to matching cost volume. No cost aggregation or post-processing is adopted. As is shown in Fig. 6 , by adopting our multi-scale and multi-size pooling module, the performance of the fast and accurate architectures are both improved compared with the baseline. Specially, the noise is suppressed to a great extent in our accurate matching cost architecture (Fig. 6 (e) ). In addition to the qualitative comparison, the average error percentages of the raw disparity labels are also given in Table 3 . Thanks to the multi-layer and multi-size pooling module, both our accurate and fast architectures outperforms the corresponding baseline architectures. Note that our fast architecture even obtains slightly more accurate raw disparity labels than the accurate architecture in [2] , which takes longer time.
Our architectures benefit from leveraging larger and crossscale neighboring information without significantly increasing computational cost. Note that the runtime measures the time for processing a single image, nevertheless, our framework only needs to compute the left disparity image whereas the remaining algorithms have to compute a pair of the disparity maps for post-processing, which is less efficient compared with ours.
D. PERFORMANCE OF THE DISPARITY REFINEMENT MODEL
Firstly we present disparity prediction results based on our fuse, detect, parallel replace, refine model in Fig. 7 . As can be seen from Fig. 7 (c) , more accurate labels can be obtained by fusion operation. In addition, without explicitly imposing an extra loss on the error detection step, the model itself is capable of identifying the outliers in raw disparity labels, see Fig. 7 (d) . As a result of our disparity refinement architecture, the network learns deep local and context information to refine the disparity labels while maintaining the fine-detailed structures well. As is seen in Fig. 7 (e) , the refinement performance in leftmost occlusions is not as favorable as in inner regions, it is likely that the training samples near left borders are insufficient and the network fails to learn reliable neighboring information to recover them.
Second, we validate our refinement approach by comparing our approach to several state-of-the-art refinement strategies. In particular, we consider the multi-step post-processing in [3] and [16] and DRR model in [10] . The former adopts a series of post-processing steps, including cross-based cost aggregation, SGM, a left-right consistency check, subpixel enhancement, a median filter and a bilateral filter. Experiments are conducted on the same matching cost for fairness, VOLUME 5, 2017 in other words, the following experiments are based on our accurate matching cost architecture. Qualitative comparison results are depicted in Fig. 8 . Specifically, we can see that our model resolves large part of occlusions whereas the multistep post-processing in [3] and [16] leaves them unhandled. Besides, the results of [3] is over-smoothed near disparity discontinuities, which fail in thin structures. By comparing the error maps of our approach and DRR [10] , we can find that our approach achieves more accurate disparity results whereas DRR tends to average the error over the whole image, which might increase the overall error percentage. As a result, our proposed method has advantages over the other two methods in filling occlusions and achieving more accurate disparity labels.
VII. CONCLUSIONS
We have explored a framework of efficient stereo matching approach by means of convolution neural networks. The framework is based on two key components: one is the crossscale patch-based matching cost architecture which is able to learn richer local information, and the other is the end-to-end disparity refinement model that learns to fuse the optimal and sub-optimal raw disparity labels, followed by diverse base learners to learn contextual information. Experiments demonstrate that our approach deals well with challenging regions such as occlusions, weakly-textured regions and disparity discontinuities. In future work we will consider to incorporate semantic information to improve disparity prediction. He is currently a Professor with the Shanghai Institute of Microsystem and Information Technology, Chinese Academy of Sciences, China. His research interests include bionics, brain science, computer vision, and artificial intelligence. VOLUME 5, 2017 
