It is a pervasive problem to automatically obtain the size of a human body without contacting for applications like virtual try-on. In this paper, we propose a novel approach to calculate human body size, such as width of shoulder, girths of bust, hips and waist. First, a depth camera as the 3D model acquisition device is used to get the 3D human body model. Then an automatic extraction method of focal features on 3D human body via random forest regression analysis of geodesic distances is used to extract the predefined feature points and lines. Finally, the individual human body size is calculated according to these feature points and lines. The scaleinvariant heat kernel signature is exploited to serve as feature proximity. So our method is insensitive to postures and different shapes of 3D human body. These main advantages of our method lead to robust and accurate feature extraction and size measurement for 3D human bodies in various postures and shapes. The experiment results show that the average error of feature points extraction is 0.0617cm, the average errors of shoulder width and girth are 1.332 cm and 0.7635 cm, respectively. Overall, our algorithm has a better detection effect for 3D human body size, and it is stable with better robustness than existing methods.
Introduction
Automatic human body size measurement is very important to personalized products and customization services, especially for garment application [1] . In principle, feature points extraction is always the first essential step, the definition of features should be applicationspecific, and the accuracy and effectiveness of feature extraction undoubtedly influence the quality of garment application in the most significant way. In the view of ergonomics, during the design or virtual try-on process of human-oriented garment, the human body should be regarded as a core consideration. The 3D virtual garment is constructed to align with the human body feature points or lines. Extracting human feature points or curves can also drive the garment deformations.
Such design automation of human-centered garment products or virtual try-on applications heavily rely on establishing the volumetric parameter of human bodies and feature points usually serves as anchors to constrain this volumetric parameterization. In prior researches, these feature points are always specified by users or semi-automatically selected by rule-based systems [2, 3] , but how to automatically and properly map certain kinds of focal features from users' psychological/ semantic awareness to the right geometric signals is not yet well known.
The automatic extraction on human body is challenging for two reasons. First, the feature points on human body are not always located at the prominent tip location. However, traditional feature points are usually captured on the shape extremities or protrusions, and inevitably are biased towards high shape saliency in some senses, which tends to ignore non-salient but semantically-meaningful regions. Second, the robustness of local shape matching is more problematic when the postures of human bodies are varying or with different body types.
In this paper, we propose an automatic way of size measurement on 3D human body based on extraction of focal features via random forest regression analysis of geodesic distances. The method proposed in this paper aims at providing an automatic way to extract feature points and measure different sizes on 3D human bodies, which usually serves as a pre-processing step for garment designer or virtual fitting application. Feature points can be identified immediately in a universal way. The primary contribution of this paper is a novel modeling approach based on ensemble learning to extract focal features on 3D human body. The predicted displacements of the randomly sampled points on the new 3D human body surface are used to vote for the desired semantic focal features. So the method is automatic in a data-driven way. The scaleinvariant heat kernel signature is exploited to serve as feature proximity, so our method is insensitive to postures and different shapes of 3D human body. These main advantages of our method lead to robust and accurate feature extraction and size measurement for 3D human bodies in various postures and shapes. This paper is organized as follows: Section 2 is an overview of related work. Section 3 is the semantic focal feature definition and the detailed methodology of our algorithm. In Section 4, the Random Forest regression for local feature identification is presented. And in Section 5, we present some results along with a brief discussion of specific topics and possibilities for the future work.
Related work
In practical personalized garment design and virtual fitting application, feature points usually determine the locations of cutting planes and feature lines of the virtual garment. The pre-process of body size measurement is to identify the feature points of the human body, and then simulate the consumer's morphological shape, which provides references for generation of the virtual garment shape [4, 5] .
Feature detection on 3D shapes, also known as feature extraction, is a classical problem in geometric modeling and computer graphics [6] [7] [8] [9] . Researchers intended to focus on the protrusions on 3D shape. Features are often defined in terms of local curvature. All these local geometric features are described by local Gaussian curvature [9] , ridge and valley lines [10] , prominent tip points [11] , the mean curvature flow [10] and the average geodesic distance distribution on the surface [12] . Benefiting from 2D image feature detection methods, some techniques such as 3D-Harris method [13] , mesh-SIFT method [14] were extended in the 3D situation. The aforementioned methods depend on the geometric features and the saliency of the points are fully defined by the 3D shape itself while lacking semantic meaning. Shelling points method [15] can combine the geometric properties with users' intention to locate landmark points on new shapes. However, it requires tedious selecting tasks and the landmark detecting process still relied on Gaussian curvature of local geometric properties.
As we can see from the feature extracting process for the non-rigid 3D shape, the methods can essentially boil down to two key components: the descriptor and assignment algorithm. Different approaches such as contour and edge features [16] , local patches [17, 18] , conformal factor [19] , differential operators [10] , and local volume properties [20] were used as feature descriptors in shape retrieval literature. Unfortunately, none of them satisfies all of the above desired properties such as intrinsic and some of them is not robust to topology, which are important to personalized garment related applications. Dealing with non-rigid 3D shapes requires compensating for the degrees of freedom resulting from deformations. In [21] and follow-up works [22] , authors processed 3D shapes as metric spaces with intrinsic (e.g. geodesic) distances, which are invariant to inelastic deformations. As to 2D shapes, this frame is used with a metric defined by internal distances in 2D shapes [23] . The Laplacian spectra are used as intrinsic shape descriptors [24] . Feature detection based on intrinsic scale-space analysis such as Sochen et al. [25] would find a few reliable points (usually with high curvature), at which scale estimation can be done. In flat regions, no scale estimation is possible. For this reason, In [26] , authors avoided feature detection and used a dense feature descriptor computed at every point of the shape in combination with statistical weighting to reduce the influence of trivial points.
The features always represented by grouping regional information in point as the descriptor. The bag of features paradigm relies heavily on the choice of the local feature descriptor that is used with 3D shapes. In non-rigid shape related applications, an ideal feature descriptor should be first of all intrinsic and thus deformation invariant. Second, it should cope with missing parts, and also be insensitive to topological noise and connectivity changes. Third, it should work across different shape representations and formats and be insensitive to sampling. Finally, the descriptor should be scale-invariant. The last two properties are especially important when dealing with shapes coming from different person in virtual fitting application, where shapes appear in a variety of representations and with arbitrary postures. Heat kernel signatures (HKS) is proposed as a deformation-invariant descriptor based on diffusion of multi-scale heat kernels [27] . HKS is a point based signature satisfying all of the good descriptor properties except for scale invariance. The temperature distribution (TD) of the heat mean signature (HMS) as a shape descriptor is defined for shape matching [28] . Their TD is a global shape descriptor and they used L2 norm which is a very basic matching method to compute the distance between two TD descriptors. With a series of transformations, the HKS scale problem is solved [29] . The same research group has proposed Shape Google approach [30] based on the scaled-invariant HKS. The idea is to use HKS at all points of a shape, or alternatively at some shape feature points, to represent the shape by a Bag of Features (BoF) vector. The aforementioned methods are based on intrinsic metric preservation and simply depend on the local/geometric properties.
To overcome the challenge of automatic feature extraction, some machine learning based methods have been proposed which have shown promising performance. Random Forest (RF) based methods are becoming more and more popular. RF was originally proposed by Breiman [31] for general classification or regression, and the classspecific Hough forest was presented in [32] for object detection. Since then, the methods based on RF have shown very promising results in tasks related to landmark detection or organ localization from medical data [33] . The basic idea is to sample local patches (image patches in 2D and volumes in 3D data) in the image, estimate the displacement from the patches to the landmark by RF regression, and then the landmark position is estimated by a voting scheme considering the individual estimations from all the patches. In particular, Criminisi et al. [34] , uses regression forest to predict the offsets between the target anatomy and sampled points in the tomography scans and localizes the anatomy's position based on these offsets, and in [31] , they used the same idea to automatically detect landmarks in cephalometric X-Ray images.
Inspired by the former work but having sharp contrasts to them, this paper will simultaneously take into account the local information in the neighborhood of points and the symmetrical feature, with an observation that the randomly-sampled points on the shapes can provide convincing vote sources for locating the desired feature points collectively, and give rise to more precise and robust results. At the same time, the efficiency can be enhanced.
Semantic focal feature definition
Given 3D human body model is represented as triangle mesh surface
and a set of predefined feature points G S . We are going to find the corresponding feature points G H of an input human model H. Without loss of generality, M H is also represented by a triangle mesh as M S . The automatic extraction is challenging for two reasons. First, the feature points on human body are not always located in the shape extremities but defined by the requirement of the virtual try-on application, therefore the local shape matching based methods cannot robustly give satisfactory results. Second, the robustness of local shape matching is more problematic when the postures of human bodies are varied (i.e., the 3D bodies are bent). In this paper, we propose an automatic feature point and size measurement method. Firstly, the randomly-sampled points are spread out over the global shape of M H . Secondly, the final locations of the unknown feature points are collectively decided by the predicted displacements of these randomly-sampled points.
Garment related sematic focal feature
The critical constraints of proper 3D body and garment measurement are to align 3D garments with body features to guide the later virtual try-on process. The specific points and lines act as defined focal features, which naturally convey the prior knowledge and can be located anywhere on the 3D body shape. In the proposed method in this paper, anatomical landmarks and body features represented by feature points and lines are accurately recognized on both industrial mannequins and non-ideal real-world bodies of various figure shape types.
ASTM D5219-09 [35] and ISO 8559:1989 [36] standards are used in the apparel industry for taking anthropometric measurements and locating anatomical landmarks on human bodies. These standards are used to locate body features on the parametric human models in the method. These feature points, as illustrated in Fig. 1 , and feature lines, as showed in Fig. 2 , are important for which 3D garment should align with.
SI-HKS for randomly sampled points representation
The features paradigm relies heavily on the choice of the local feature descriptor that is used to represent randomly sampled points. There has been a large amount of works done on designing various local descriptors in the context of 3D shape analysis. Heat kernel signature was introduced as an intrinsic local shape descriptor based on diffusion scale-space analysis. In this paper, scale-invariant version of the heat kernel (SI-HKS) descriptor is adopted to represent the randomly-sampled points.
On compact manifolds, the heat kernel can be presented as [37] 
where are the corresponding eigenfunctions of the Laplace-Beltrami operator, satisfying = xφ λ φ Δ i i i . For each point v on the shape, the HKS can be compactly represented as a n-dimensional vector:
The diffusion time t i is usually logarithmically sampled as suggested in [29] . An ideal feature descriptor should be first of all intrinsic and thus deformation invariant. Second, it should cope with holes, and also be insensitive to topological noise and connectivity changes. SI-HKS is an enhanced version of HKS, for local normalization of the heat kernel signature, which does not suffer from sensitivity to deformations. Fig. 4 shows three kinds of descriptors to extract focal feature points. When the shape is perturbed by Gaussian noise and the shape has many holes, comparison the curve of three kinds of descriptors shows the SI-HKS is still stable while the other two descriptors fluctuate in a wide range, which means the SI-HKS is much more robust than the other two descriptors.
SI-HKS regards HKS as a digital signal and lifts original restrictions in shape scales via Fourier transformation. Moreover, since most of the signal information is contained in the low-frequency components of the Fourier transformation. We can construct a compact descriptor by sampling a small number of low frequencies. We thus have constructed the scale-invariant quantity from the HKS at each point, without performing scale selection. This allows us to compute descriptors at any point of our shape. Numerical computation of the SI-HKS is done using Formula (2), in which a finite number of terms is taken and the continuous eigenfunctions and eigenvalues of the Laplace-Beltrami operator are replaced by the discrete counterparts. The discretization of the Laplace-Beltrami operator depends on the representation on the shape. For shapes represented as triangular meshes, one of the most common discretization is the cotangent weight.
Fast relative displacement measurement on 3D body shape
Geodesic distance is the shortest path between two points on a three-dimensional surface, which is analogous to a straight line between two points on a plane. The algorithms like Dijkstra or fast marching can be used to find the shortest path and compute its length. The main drawback of these methods is that they do not reuse information and they highly rely on the triangulation of the shape and is sensitive to noise. In this paper, Geodesics-in-Heat [38] is adopted to be the basic distance metric. The heat method is robust, efficient, and simple to implement since it is based on solving a pair of standard linear elliptic problems. The resulting systems can be prefactor once and subsequently solved in near-linear time. In practice, distance is updated an order of magnitude faster than with state-of-the-art methods, while maintaining a comparable level of accuracy.
The geodesic distance between any pair of points on a Riemannian manifold can be recovered via a simple point-wise transformation of the heat kernel. The heat method consists of the following three basic steps.Step 1. Integrate the heat flow: = u u Δ , for fixed time step t.
Step 2. Evaluate the vector field = −∇ ∇ X u u / .
Step 3. Solve the Poisson equation = ∇ φ X Δ · . Here, Δ is the Laplace-Beltrami operator and already been computed when computing the SI-HKS in the sample representation procedure. The function φ represents geodesic distance which is approaching the true distance as t goes to zero. The heat geodesic method asks only that the gradient point is parallel to Δφ. Since the gradient of T. Xiaohui et al.
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the true distance function has unit length, magnitude can safely be ignored. We therefore compute the normalized gradient field = −∇ ∇ X u u / and find the closest scalar potential Δφ .
Random forest framework for focal feature identification
Regression forest can map complex input into simpler, discrete or continuous output. Random forests are collections of decision binary trees. The original problem is split into smaller ones by a tree. The smaller problems can be addressed with simple predictors [41] . A binary test containing in the non-leaf node guides sample data towards the left or the right child node. The tests are chosen in a supervised way and training a tree to cluster the training allowing good predictions with simple models. Our purpose is that to estimate the position of the desired feature points on 3D body model by randomly-sampled points on the shape. These points contribute with different confidence to estimating the position of the desired feature points. The displacement from the sampled points to the desired feature points should be similar with those on the training shapes. Randomness is introduced by the subset of training examples provided to each tree.
In the following, we describe briefly the training approach of a random forest. In order to employ such a random forest framework for try-on related feature points recognition and measurement of human body dimensions, we have to acquire annotated training data T, define binary tests, forest training, forest testing and try-on related features localization.
Training data
Building a forest is a supervised learning problem, before training process, each model in training set should be annotated with labels on the desired output space. In our 3D body measurement setup, a training sample is a 3D model scanning from Kinect, the predefined feature points are annotated by hand. Each point is annotated with real-valued vector represents the location of the feature point, while
f y f z . These marked points act as defined focal features. To facilitate the subsequent learning procedure, we can randomlysample many points on the training shapes and compute their local descriptors. Then we measure the relative displacements from them to the desired feature points. An estimated function maps the descriptors to the displacements. An example of a training point is shown in Fig. 5 , The yellow dot represents the ground truth location of the specific feature point and the red dot is the prediction of the point by voting strategy which will be described in detail in 4.3.
Forest training and testing
Before the training processing, the vertex of 3D human body models in the training dataset are sampled with the fixed rate. The number of the sample points N is and each of the points are calculated by scaleinvariant heat kernel signatures(SI-HKS) as their local descriptors. The geodesic distance between the sample point and the user-specified feature point is also computed.
Firstly, we set the number of decision binary trees as = T 30, then the number of sampled points N is randomly-sampled. The set of signatures denoted as P stored in the root of every single tree. Starting from the root, each tree is built recursively by assigning a binary test to each non-leaf node J. The binary test denoted as h(p, j), where
where = φ φ p ( ) is a map equivalent to select some elements from vector ⎯ → ⎯⎯ p . ψ customizes the geometric primitives to separate the data, we T. Xiaohui et al.
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express it by a linear expression as 4
The expression (3) represents a logical judgment that returns true when the inequality satisfied. Such test sends each point either to the left or right child of the tree according to the binary test on local descriptor. The process continues with the left and the right child using the corresponding training sets until a leaf is created when n s the number of ⎯ → ⎯⎯ p on the current node is less than 5, then the process of the training should be quit. We could obtain a decision model to estimate the geodesic distances.
During the testing processing, the vertexes of models in the testing set are sampled with the fixed rate . The signature of the sample points is q .We could get the normal distribution estimation of the sub-node, then we get an even distribution of all binary trees as (5)
and this normal distribution is used to the final estimates, the expression of the parameter correspond to q and geodesic distance D t as 6
where E(D t ) is the mathematical expectation of normal distribution, the value of it is used to predict geodesic distance D t .
Focal features localization
With the forest constructed above, we can randomly sample points on the new 3D body model and compute their descriptors. Then the trained random forest regressor are invoked to predict the relative displacements from these points to the unknown predefined feature ones. Here a locating method like GPS (Global Positioning System) is used in this paper. As shown in the left side of Fig. 6 , this is an example of 2D illustration. Three satellites are located at v 1 , v 2 , v 3 , as to each satellite there are cycles with radius r 1 , r 2 , r 3 respectively, the receiver lies in the intersection region of these three cycles. A lot of predicted displacements are not exactly equal to the ground-truth ones, but the values are oscillating around the ground truth ones, that means the predicted positions may fall into a small neighborhood of the target feature point. A voting strategy to determine the location of the feature points are used here. We compute a sphere with the sample point as center and displacement as radius. And then, the sampled point will give one vote to the two points of each intersected edge. We weight the vote of this sampled point according to its corresponding displacement as = − w e * * , μ d d here μ indicates the influence range. Finally, we count the votes on each point, and the average votes in a small neighborhood can be described as the probability of being the feature point, the feature point is the point with highest average votes. From left to right, #v: number of shape vertices, #s: number of body shapes, sr: randomly sampling rate on each shape, t s : average time for descriptors' computation on each shape, t d : average time for geodesics' computation on each shape, t t : time for forest training, sr: randomly sampling rate on testing shape, t e : time for forest testing, t v : time for voting, Error: average error of all feature points to the predefined feature points of the testing shape.
Results and discussion
We have implemented the proposed feature extraction and automatic body size computation framework in a prototype program by C+ +/Matlab. The experimental tests are carried out on a PC with Intel Core i5 430 CPU (2.27GHz) plus 4GB main memory running 64bit MS Windows 7. Data.
In our experiments we use both synthetic and real data. The synthetic dataset is made up of shapes by MakeHuman. In order to make the dataset more realistic, each model is made according to the revised garment standard GB/T1335-81 of China in 2008. The second dataset is composed of real scans acquired with a Kinect sensor. The 3D body models covered four types of shapes Y, A,B and C. As for the real data in the training dataset, we use the KinectFusion algorithm to reconstruction human body with a single Kinect depth camera. There are 10 men and 10 women in our experiments. The people sampled in our experiments are 20 to 45 years old, their weights range from 40 kg to 88 kg and their heights range from 1.55 m to 1.85 m. The data was scanned using ICP tracking and scene fusion process and Fig. 7 shows examples of some models of human database.
Parameters Setting. Sample rate is the crucial parameter which play important role on the accuracy in testing the training phase. Fig. 3(a) indicates that when the sample rate in training dataset approach 60% the rate of regression error turned slow. Similarly, the plots in Fig. 3(b) show the variation of estimation error rate in test phase.
In training and testing phase, we adopt the optimization value of sample rate is 60% and 30% in our training and testing experiments. We implement the random forest based on the Sherwood Library[45], 30 decision trees are used for each regression, the tree construction stops when the leaf node contains fewer than 10 descriptors or the information gain is no longer increased. Fig. 7 shows the results of our approach on male and female examples of human bodies with different postures made by MakeHuman software. All the results are generated automatically. As shown in Fig. 7 , our proposed method can accurately extraction the predefined body features of humans with different postures. In other words, our proposed method can be easily applied in public situations, such as shopping malls and can be widely used in home situations. As mentioned above, SI-HKS and geodesics are both invariant under isometric deformations, so our feature extraction also inherits this powerful property. Both for the man and woman examples, we have 10 shapes, for each training shape, we randomly sampled 60% points as the training points, and only 30% points are sampled to estimate the location of the feature points on the testing shape. From the results, we can see our method can precisely predict the focal feature points on a new 3D body shape. Fig. 8 shows the results of feature points extraction under perturbations like noise and many holes. As we know, heat diffusion on a 3D model is insensitive to noise or holes, thus, the descriptions and geodesics derived from heat inherit this property obviously and make our method robust under these perturbations as show in Fig. 8 . Table 1 documents the accuracy statistics of the experiments we have conducted above. We can see that, as for a given new 3D body shape, it can predict the location of predefined garment related feature points. We can see that, it only takes a few seconds to predict the location of our focal feature points, which makes our method very suitable for practical use. And the training time is also acceptable, because our idea is to establish connections between the randomly-sampled local points of the global shape with the location of the desired focal features, which takes advantage of information from many other sampled points and makes our method require much less samples to be trained. The error distance in this table is measured by the Euclidean distance between the predicted feature point and its desired location of the testing shape. The predicted feature points always lie in the 1-ring or 2-ring neighborhood of the ground truth points. It may be noted that, some errors are naturally caused by the inaccuracy of users' selection action due to the lack of accurate pointing device. From left to right,Cs: computation size of the human body model after normalization, Gs:ground truth size of the human body model.
Robust feature extraction with different body shapes

Accuracy
Automatic garment related human size computation
For measuring the shoulder width and bust, hips and waist girth, we specify the indices of the start and end points according to the predefined feature points in advance. The algorithm can automatically measure these parameters from an obtained annotated model. For measuring the bust, hips and waist girth, we specify the indices of a circle of points around a corresponding location according to the standard definition in advance. Then the related geodesics distance is summed up to obtain the size of the girth. As shown in Fig. 9 , the girth is drawn on the 3D human body model. Table 2 shows the human body parameters that our system measures. Absolute size of the human body model is the size of parameters on the scanned 3D model computed by our algorithm. After normalization of the parameters of the body model, we can get the computation size of the model based on the absolute value. From the result of Table 2 , we can see the computation size of the 3D human body is really close to the ground truth value. The average relative errors of shoulder width and girth are 1.332 cm and 0.7635 cm.
Why in 3D
Measurement of the human body size is precedent to accurate cloth fitting and therefore fundamental to garment productions. There are many problems when simply measuring body size in 2D images. The first one is to compute the girth. In 2D case, the girth of waist can only be computed by doubling the width of waist and this is actually not accurate, because people with more fat at their abdomen obviously have bigger girth of waist even though they share the same width of waist. However, in 3D case, the girth can be simply computed by the sum of geodesic distances between the left most and right most points at the waist. In addition, it is easier to build correspondence between human and cloth using 3D model, and the deformations of cloth driven by anchors defined on 3D human shape are more plausible and realistic, especially when one moves forward and back (with depth varying), and this is hard in 2D case.
With advancement in technology, 3D depth camera is designed to capture the shape of a human body in seconds and further produce its true-to-scale 3D body model. The use of data generated is extensive, including enabling a pragmatic approach to the offer of mass customization and facilitating virtual model fit trials that enhance online clothing shopping experiences. Consumers have become savvier than ever and as the demand for well-fitted garments is increasing, 3D body size measurement is being viewed as a significant bridge between craftsmanship and computer-aided design technologies. The structural lines of the 3D block garments are properly aligned with the features of the body. Garment fit is guaranteed by controlled ease distribution to the blocks in three-dimensional space. It is expected to facilitate consumer satisfaction and reduce commercial waste due to 'ill-fit' returns. With the body-size measurement, we can visually get the virtual-fitting result, as show in Fig. 10 .
Conclusion
The proposed method in this paper presents an automatic human body feature extraction and size measurement by random forest regression analysis of geodesics distance. Our automatic feature extraction and size measurement methodology involve scale-invariant random sample representation, robust relative displacement measurement on 3D human body, well-designed random forest regressor to map T. Xiaohui et al.
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the random sample's descriptors to the corresponding displacements, and a voting strategy for locating the focal feature points. The presented approach is designed for engineering garment applications that require feature point identification on the surface of 3D human bodies. The experimental tests have verified the effectiveness and correctness of our approach. The automatic method can further shorten the time of garment product design cycle. Nevertheless, our method still suffers from some limitations, such as computation efficiency. We aim to tackle this problem by taking advantages of the GPU techniques with parallel computing and making our method applicable to interactive or online applications with nearrealtime performances
