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The reduced density matrices (RDMs) of many-body quantum states form a convex set. The boundary of low
dimensional projections of this convex set may exhibit nontrivial geometry such as ruled surfaces. In this paper,
we study the physical origins of these ruled surfaces for bosonic systems. The emergence of ruled surfaces
was recently proposed as signatures of symmetry-breaking phase. We show that, apart from being signatures of
symmetry-breaking, ruled surfaces can also be the consequence of gapless quantum systems by demonstrating
an explicit example in terms of a two-mode Ising model. Our analysis was largely simplified by the quantum
de Finetti’s theorem—in the limit of large system size, these RDMs are the convex set of all the symmetric
separable states. To distinguish ruled surfaces originated from gapless systems from those caused by symmetry-
breaking, we propose to use the finite size scaling method for the corresponding geometry. This method is
then applied to the two-mode XY model, successfully identifying a ruled surface as the consequence of gapless
systems.
PACS numbers: 03.65.Wj, 03.65.Ud, 03.67.Mn
I. INTRODUCTION
Natural interactions in a many-body system usually involve
only a few particles. For an N -particle system, the Hamilto-
nian of the system adopts the form H =
∑
j Hj with each
Hj acting nontrivially on, in most cases, only two particles.
For any quantum state |ψN 〉 of the system, its energy can then
be determined by its two-particle reduced density matrices (2-
RDMs). Consequently, the ground state energy of the system
can be solely read out from the 2-RDMs of the ground state
|ψN0 〉.
For a Hamiltonian H(~λ) containing some set of parameters
~λ, the ground state |ψN0 (~λ)〉 may change suddenly while the
parameter ~λ changes smoothly, leading to a quantum phase
transition. Such a change can also be captured by the 2-RDMs
of |ψN0 (~λ)〉, which is reflected by a sudden change in the set
of all the 2-RDMs, which is known to be convex. It is then
highly desired to characterize such changes geometrically on
the set of 2-RDMs.
However, the geometric shape of the set of 2-RDMs, de-
noted by ΘN2 , is notoriously hard to characterize in general,
apart from the obvious fact that ΘN2 is a convex set. How to
characterize ΘN2 has been a central topic of research in the
quantum marginal problem and the N -representability prob-
lem, which dates back to the 1960s [1–5]. Recently, it has
been shown that the characterization of ΘN2 is a hard problem
even with the existence of a quantum computer [6–8]. Never-
theless, many practical approaches are developed to character-
ize the properties of the set, and to retrieve useful information
that characterizes the physical properties of the system [9, 10].
Among these approaches, one important idea is to study the
2 and 3 dimensional projections of these 2-RDMs [4, 5, 9, 10],
such that the properties of the different quantum phases are
visually available. It has been shown that a flat portion of the
2-dimensional projection can already signal first-order phase
transitions [11, 12]. However, for continuous phase transi-
tions, 2-dimensional projections contain no information, and
one needs to further examine 3-dimensional projections.
It is observed that the emergence of ruled surfaces on the
boundary of the 3-dimensional projections of the 2-RDMs
signatures symmetry-breaking phase [12]. With a general-
ization, the ruled surfaces can also signal the symmetry pro-
tected topological phase [13]. And it is interesting to note
that the connection of ruled surfaces on the boundary of cer-
tain convex body and phase transitions dates back to Gibbs in
the 1870’s [14–17]. The convex bodies under consideration in
Gibbs’ original work are in the context of classical thermody-
namics, and the case of quantum many-body physics is rather
different. It nevertheless indicates that the convex geometry
approach is a fundamental and universal idea.
It remains unclear whether there are other physical mecha-
nisms that may lead to the emergence of ruled surfaces on the
boundary of the convex set of RDMs. We give an affirmative
answer in this work and show that ruled surfaces can also be a
consequence of gapless systems. The underlying idea is sim-
ple: if the Hamiltonian H(~λ) is gapless for some continuous
region of the parameter ~λ, then for each ~λ, the corresponding
low energy states may be projected onto a line on the bound-
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2ary of the 3-dimensional surface, and the continuous changes
of ~λ then result in a ruled surface.
We demonstrate our ideas by studying various models of
many-body bosonic systems. The choice of such systems are
due to their simplicity to analyze. First of all, due to the ex-
change symmetry of bosons, the wave function |ψN 〉 of the
system is symmetric and consequently all the 2-RDMs are in
fact the same. We then denote such a 2-RDM by ρN2 . Further-
more, due to the quantum de Finetti’s theorem, in the large
N limit, ρN2 has a relatively simple description, which is ex-
actly the set of all separable 2-particle density matrices. For
low dimensional single particle Hilbert space, e.g. two-mode
bosonic system, this then leads to analytical results to the 3-
dimensional projections of the set of all ρN2 . This allows us to
analyze the ruled surfaces on the boundary and their original-
ity.
We study the two-mode Ising model in detail to show a
ruled surface that is a direct consequence of gapless systems.
We argue that such kind of ruled surfaces are in fact quite a
common phenomenon in bosonic systems, since bosons are
‘inclined’ to be gapless – for any entangled ground states,
two-particle correlation functions cannot decay exponentially
with any distance defined, due to the symmetry of the system.
To distinguish ruled surfaces originated from gapless systems
from those from symmetry-breaking solely through the geom-
etry of RDMs, we propose to use finite system size scaling of
the corresponding geometry. We apply this finite size scaling
method to the two-mode XY model, to identify a ruled surface
as a consequence of gapless systems.
II. BACKGROUND AND NOTATIONS
In this section we recall the quantum finite de Finetti’s theo-
rem and its consequences on the RDMs. We start with consid-
ering an r-mode bosonic system of N bosons with the single-
particle Hilbert space H. For our purpose we assume the di-
mension ofH is finite. Define the collective spin operators of
N spins to be
JNx =
N∑
i=1
Six, J
N
y =
N∑
i=1
Siy, J
N
z =
N∑
i=1
Siz. (1)
Here ~S is spin operator for spin-(r − 1)/2.
We consider Hamiltonians with two-body interaction in
terms of JNx , J
N
y , J
N
z . More precisely, there is in fact a se-
quence of Hamiltonians for different system size N , each of
which is denoted by HN . We focus on systems that approach
the large system size limit (i.e. N → ∞). The celebrated
quantum de Finetti’s theorem states the following [18–20]:
For any N -boson wave function |ΨN 〉 that lies in the sym-
metric subspace of H⊗N , and for any constant integer k > 0
that is independent of N , the k-RDM ρk of |ΨN 〉 is a mixture
of product states of the form |α〉⊗k, in the N →∞ limit.
For a two-body Hamiltonian HN , the ground state energy
is determined by the 2-RDM ρN2 (of theN -particle wave func-
tion |ΨN 〉), i.e.
EN0 = min
ρN2
tr(HNρN2 ). (2)
According to the quantum de Finetti’s theorem, ρ∞2 is sep-
arable. The set of all ρ∞2 is convex, denoted by Θ
∞
2 with the
extreme points |α〉|α〉. Therefore in the large N limit, Eq. (2)
equals exactly the Hartree’s mean field energy. This fact is
independent of the details of the Hamiltonian.
We now consider the Hamiltonians with parameters ~λ =
(λ0, λ1, λ2), i.e.
HN (~λ) =
2∑
i=0
λifi(N)H
N
i , (3)
where each HNi denotes single particle or two-body inter-
action in terms of JNx , J
N
y , J
N
z for a system of size N , and
fi(N) is a scaling factor to make energy per particle bounded
and meaningful in the large N limit. Explicitly, we choose
fi(N) = 1 for single particle terms, and fi(N) = 1N for two-
body interaction terms. The set
ΘN2 (H
N ) = {(x, y, z)|ρN2 ∈ ΘN2 } (4)
is a three-dimensional projection of ΘN2 , where
x =
f0(N)
N
tr
(
ρN2 H
N
0
)
,
y =
f1(N)
N
tr
(
ρN2 H
N
1
)
, (5)
z =
f2(N)
N
tr
(
ρN2 H
N
2
)
.
And HN (~λ) corresponds to the supporting hyperplane of
ΘN2 (H
N ), i.e., a parameter vector ~λ gives a normal vector
of one supporting hyperplane of ΘN2 (H
N ). For any ~α ∈
ΘN2 (H
N ), ~α · ~λ ≥ EN0 (~λ)/N . We also denote that when
N →∞,
Θ∞2 (H
∞) = {(x¯, y¯, z¯)|ρ∞2 ∈ Θ∞2 }, (6)
where (x¯, y¯, z¯) is the corresponding limit of (x, y, z).
We are interested in the geometry of ΘN2 (H
N ) and its rela-
tion with physical properties of the system HN (~λ), especially
those related with quantum phase and phase transition.
III. THE TWO-MODE ISING MODEL
We start to examine the geometry of ΘN2 (H
N ) for the two-
mode Ising model, where we take the spin operators as the
spin-1/2 Pauli operators for convenience, e.g. Sx = X,Sy =
Y, Sz = Z. The Hamiltonian reads
HNIsing =
J
N
(JNx )
2 +BzJ
N
z +BxJ
N
x , (7)
where an extra BxJNx term has been added to explicitly break
the Z2 symmetry in the traditional transverse Ising model
3when Bx 6= 0. This term is chosen for the reason that it cor-
responds to the order parameter of the Z2 symmetry-breaking
phase of the transverse Ising model [12].
The corresponding
ΘN2 (H
N
Ising) = {(x, y, z)|ρN2 ∈ ΘN2 } (8)
is given by
x =
1
N2
tr
(
ρN2 (J
N
x )
2
)
= tr
(
ρN2 (
1
N
I +
N − 1
N
X ⊗X)
)
,
y =
1
N
tr
(
ρN2 J
N
z
)
= tr
(
ρN2 Z ⊗ I
)
, (9)
z =
1
N
tr
(
ρN2 J
N
x
)
= tr
(
ρN2 X ⊗ I
)
.
Here by for any two-body operator M , by tr(ρN2 M) we
mean 〈ΨN |M |ΨN 〉. In other words, since all the 2-RDMs of
|ΨN 〉 are the same, we simply denote it by ρN2 and do not
specify which two particles ρN2 is acting on. Without confu-
sion we will use this convention throughout the paper.
A. Large N limit
In the large N limit, Eq. (8), (9) is equivalent to
Θ∞2 (H
∞
Ising) = {(x¯, y¯, z¯)|ρ∞2 ∈ Θ∞2 }, (10)
with
x¯ = tr(ρ∞2 (X ⊗X)),
y¯ = tr(ρ∞2 (Z ⊗ I)), (11)
z¯ = tr(ρ∞2 (X ⊗ I)).
The extreme points of Θ∞2 (H
∞
Ising) are given by
x¯ = z¯2, y¯2 + z¯2 = 1. (12)
The boundary surface of Θ∞2 (H
∞
Ising) is then given by
x¯ = z¯2, for y¯2 + z¯2 ≤ 1, (13)
and
x¯+ y¯2 = 1, for y¯2 + z¯2 ≤ 1. (14)
And the corresponding supporting hyperplanes are
x¯+ x¯0 − 2z¯0z¯ = 0, (15)
and
x¯+ x¯0 + 2y¯0y¯ = 2. (16)
We observe that there are two ruled surfaces on the bound-
ary of Θ∞2 (H
∞
Ising). For any point (x0, y0, z0) living on
x¯ = z¯2, for y¯2 + z¯2 ≤ 1,
we have part of the line (x0, y, z0) living on the surface of
Θ∞2 (H
∞
Ising). These points give one ruled surface. For point
(x0, y0, z0) lives on
x¯+ y¯2 = 1, for y¯2 + z¯2 ≤ 1,
we have part of the line (x0, y0, z) living on the surface of
Θ∞2 (H
∞
Ising). These points give the other ruled surface.
We show the convex set Θ∞2 (H
∞
Ising) in Fig. 1. There are
two ruled surfaces: the blue one and the green one. Geomet-
rically, these two surfaces have exactly the same shape. How-
ever, their physical origins are very different. The Hamilto-
nian HIsing is known to have a symmetry-breaking phase for
J = −1, Bx = 0, |Bz| < 2, and with J = 1, |Bx| < 2 the
system is gapless [21]. Therefore, the green ruled surface is
due to symmetry breaking when J = −1, Bx = 0, |Bz| < 2,
while the blue ruled surface is due to that the system is gapless
when J = 1, |Bx| < 2.
FIG. 1: Convex set for Ising model in the large N limit. It is
determined by Eq. (13), (14), with x¯ = tr(ρ∞2 (X ⊗X)),
y¯ = tr(ρ∞2 (Z ⊗ I)), z¯ = tr(ρ∞2 (X ⊗ I)). The green ruled
surface is due to symmetry breaking, while the blue ruled
surface is due to the fact that the system is gapless in that
region.
When J < 0, for simplicity, we fix J = −1. WhenBx = 0,
there is a Z2 symmetry generated by O = Z1 ⊗ Z2 ⊗ ... ⊗
ZN . In the range Bz ∈ [−2, 2], the ground state is two fold
degenerate (can be seen from the energy), and a corresponding
ruled surface emerge. The phase transition here is Ising type,
which can then be explained by mean filed theory (i.e., one
only needs to consider separable states, as given in the the
calculation of Θ∞2 (H
∞
Ising)).
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FIG. 2: Convex set ΘN2 (H
N
Ising) for two-mode Ising case, with x = tr
(
ρN2 (
1
N I +
N−1
N X ⊗X)
)
, y = tr
(
ρN2 Z ⊗ I
)
,
z = tr
(
ρN2 X ⊗ I
)
. For clarity, we only show Bx ≤ 0 part. The result is obtained by exact diagonalization but with different
particle numbers. The particle number is N = 2, 10, 102, 103 for (a), (b), (c), (d) respectively. The ruled surface becomes more
and more clear with increasing system size.
B. Finite size scaling
Although the two ruled surfaces have exactly the same
shape forN →∞, their different physical origins can be seen
from the finite size scaling. The finite N scaling is shown in
Fig. 2. Clearly, when N becomes larger, the convex set will
go to the N → ∞ limit which is shown in Fig. 1. Due to
symmetry we only show the upper part.
Equation (12) can also be verified by the large N data. We
remark that, in Fig. 2, there are some special points in the
ΘN2 (H
N
Ising) for finite N . For example the point with parame-
ter J = 1, Bx = −1, Bz = 0. This point seems to be discon-
tinuous from its neighbor. These special points will become
normal in the N →∞ limit.
The different origins of the two ruled surfaces can also be
viewed from the two-dimensional projections of ΘN2 (H
N
Ising),
as shown in Fig. 3. In Fig. 3(a), the projection is onto to the
xy plane, which corresponds to the Hamiltonian of Bx = 0 in
HNIsing. For Bz = 0, the Hamiltonian becomes
HNIsing =
J
N
(JNx )
2, (17)
where is a constant that is independent of system size N . The
spectra of HNIsing is then given by
ENk =
J
N
k2, k = 0,±2,±4, . . . ,±N. (18)
When J > 0 (corresponding to the blue ruled surface), the
ground state corresponding to k = 0 is unique, and the spectra
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FIG. 3: 2D projection of the two-mode Ising convex set
ΘN2 (H
N
Ising). x = tr
(
ρN2 (
1
N I +
N−1
N X ⊗X)
)
,
y = tr
(
ρN2 Z ⊗ I
)
, z = tr
(
ρN2 X ⊗ I
)
. (a) Projection on to
the xy plane. (b) Projection on to the xz plane.
is gapless for N → ∞. When J < 0 (corresponding to the
green ruled surface), the ground state corresponding to k =
±N is doubly degenerate, and the spectra has a constant gap.
For any N with J > 0, the ground state of JN (J
N
x )
2 is
unique which is given by the eigenstate of JNx with eigenvalue
0 (denoted by |Jx = 0〉). This can be seen from the fact the
line x = 0 only intersects the 2D projection of ΘN2 (H
N
Ising) at
the point (0, 0).
However, when N → ∞, the eigenstates of JNz with
the eigenvalue ±N (denoted by |Jz = ±N〉) will have the
same energy per particle as that of |Jx = 0〉. As a re-
sult, in the N → ∞, the line x = 0 will intersect the con-
vex set Θ∞2 (H
∞
Ising) at an line interval with end points (0, 1)
(corresponding to |Jz = N〉) and (0,−1) (corresponding to
|Jz = −N〉). The behaviour of the curves approaching the
line interval for x = 0 when N increases clearly indicates a
gapless system (hence the origin of the blue ruled surface),
together with a first order phase transition at Bz = 0 in the
N →∞ limit.
A similar phenomenon can be observed for all the other line
segments on the blue ruled surface. For J > 0,Bx 6= 0 and
Bz = 0, the Hamiltonian becomes
HNIsing =
J
N
(JNx )
2 +BxJ
N
x
=
J
N
(
JNx +
NBx
2J
)2
− NB
2
x
4J
. (19)
The spectra of HNIsing is then given by
ENk =
J
N
(
k +
NBx
2J
)2
− NB
2
x
4J
, k = 0,±2,±4, . . . ,±N
(20)
which is also gapless for N →∞.
In Fig. 3(b), the projection is onto to the xz plane, which
corresponds to the Hamiltonian of Bz = 0 in HNIsing. For
J < 0, Bx = 0, the ground state is two fold degenerate that
are given by |Jx = ±N〉, which is even exact for finite N .
The system has a Z2 symmetry, and the symmetry-breaking
ground states are |Jx = ±N〉. This indicates that the green
ruled surface is due to symmetry-breaking.
Before we end this section, we would like to remark that,
the stability of the points in the convex set is not the same for
all points. The points on the ruled surfaces with gapless sys-
tems are more fragile than others, in the sense they only oc-
cur in a relatively narrow parameter region and will leave that
area under a small parameter change. Points on the symmetry
breaking ruled surface are more stable. Also, there is some
‘even-odd effect’ for this model, i.e., for even particle number
and odd particle number, the result may have some difference.
But this difference is not important here, and in both cases the
limit will be the same Θ∞2 (H
∞
Ising). For simplicity we only
show the N even case.
IV. GAPLESS SYSTEMS AND RULED SURFACES
As discussed in Sec. III, ruled surfaces on the boundary
of Θ∞2 (H
∞) may be a result of either symmetry-breaking or
gapless systems. If we know the gap/symmetry properties of
the system, then we can tell the physical origin of each ruled
surface. However, suppose we have no such knowledge of the
system and hope to learn something solely from the geometry,
then there is no way to tell such a difference (e.g. the blue and
green ruled surfaces in Fig. 1 have exactly the same geometric
shape).
In order to tell the difference, we will then need to use finite
size scaling of ΘN2 (H
N ). By computing boundary lines corre-
sponding to ground states of HN , shown in Fig. 3, symmetry-
breaking systems show very different behaviors comparing to
gapless systems. We will hence propose to use finite size scal-
ing to study the origin of ruled surfaces in Θ∞2 (H
∞), and use
the following system as an example for applying our idea of
finite size scaling.
Consider the two-mode XY model, where Sx = X,Sy =
Y, Sz = Z are Pauli operators for qubit. The Hamiltonian
6reads
HNXY =
1
N
(
J1(J
N
x )
2 + J2(J
N
y )
2
)
+BzJ
N
z . (21)
The corresponding ΘN2 (H
N
XY) is generated by
x =
1
N2
tr
(
ρN2 (J
N
x )
2
)
= tr
(
ρN2 (
1
N
I +
N − 1
N
X ⊗X)
)
,
y =
1
N2
tr
(
ρN2 (J
N
y )
2
)
= tr
(
ρN2 (
1
N
I +
N − 1
N
Y ⊗ Y )
)
,
z =
1
N
tr
(
ρN2 J
N
z
)
= tr
(
ρN2 Z ⊗ I
)
.
for ρN2 ∈ ΘN2 (HNXY). In the N → ∞ limit, this is equivalent
to
Θ∞2 (H
∞
XY) ={tr(ρ∞2 (X ⊗X)), tr(ρ∞2 (Y ⊗ Y )),
tr(ρ∞2 Z ⊗ I))|ρ∞2 ∈ Θ∞2 }. (22)
Let
x¯ = tr(ρ∞2 (X ⊗X)),
y¯ = tr(ρ∞2 (Y ⊗ Y )), (23)
z¯ = tr(ρ∞2 (Z ⊗ I)),
the extreme points of Θ∞2 (H
∞
XY) satisfy
x¯+ y¯ + z¯2 = 1, x¯ ≥ 0, y¯ ≥ 0. (24)
This is also the boundary surface of Θ∞2 (H
∞
XY). The corre-
sponding supporting hyperplanes are
x¯+ x¯0 + y¯ + y¯0 + 2z¯0z¯ = 2, x¯ ≥ 0, y¯ ≥ 0. (25)
We show the convex set Θ∞2 (H
∞
XY) in Fig. 4. There is a
blued ruled surface on the boundary, together with two plane
areas given by the intersection of Θ∞2 (H
∞
XY) with the planes
x¯ = 0 and y¯ = 0 respectively. For any point (x0, y0, z0) living
on the surface
x¯+ y¯ + z¯2 = 1, x¯ ≥ 0, y¯ ≥ 0,
part of the line (x, 1− x− z20 , z0) also lives on this surface.
While the two planes corresponds to gapless systems, the
question is what is the origin of the blued ruled surfaces, i.e.,
whether it results from symmetry-breaking or gapless sys-
tems. To learn more information, we will then need the finite
size scaling behaviors of ΘN2 (H
N
XY), which we show in Fig. 5.
We also show the 2D projection of ΘN2 (H
N
XY) onto the xy
plane in Fig. 6. This corresponds to Bz = 0, and the Hamil-
tonian becomes
HNXY =
1
N
(
J1(J
N
x )
2 + J2(J
N
y )
2
)
. (26)
FIG. 4: Convex set for two-mode XY model in the large N
limit. It is determined by equation (24), with
x¯ = tr(ρ∞2 (X ⊗X)), y¯ = tr(ρ∞2 (Y ⊗ Y )),
z¯ = tr(ρ∞2 (Z ⊗ I)). The convex set is symmetric with
respect to interchange of x¯ and y¯ axis.
For J1 = J2, we have
HNXY =
1
N
(
J1(J
N
x )
2 + J2(J
N
y )
2
)
=
J1
N
((JN )2 − (JNz )2), (27)
where the operator (JN )2 = (JNx )
2 + (JNy )
2 + (JNz )
2. The
spectra of HNXY is then given by
ENk =
J1
N
(
N(N + 2)− k2) , k = 0,±2,±4, . . . ,±N,
(28)
which is gapless for N →∞ when J1 < 0 (corresponding to
the blue ruled surface).
The projection of Θ∞2 (H
∞
XY) is in fact a triangle with ver-
tices (0, 0), (1, 0), (0, 1). The finite size scaling of ΘN2 (H
N
XY)
clearly approaches each boundary line of this triangle in the
N → ∞ limit, indicating gapless systems. That is, the blue
ruled surface results from gapless systems. There is in fact no
ruled surface resulting from symmetry-breaking in the geom-
etry of ΘN2 (H
N
XY).
V. DISCUSSION
In this work, we have examined the geometry of reduced
density matrices for bosonic systems, which are convex sets
in R3. Our focus is on the physical origin of the ruled sur-
faces on the boundary of these convex sets. We show that
apart from signatures of symmetry-breaking, ruled surfaces
can also be a consequence of gapless systems. Concrete ex-
amples are examined for bosonic system in theN →∞ limit,
and ruled surfaces due to gapless systems are shown. Thanks
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FIG. 5: Convex set Θ∞2 (H
∞
XY) for two-mode XY model with finite system size N , where x = tr
(
ρN2 (
1
N I +
N−1
N X ⊗X)
)
,
y = tr
(
ρN2 (
1
N I +
N−1
N Y ⊗ Y )
)
, z = tr
(
ρN2 Z ⊗ I
)
. System size is N = 4, 10, 2× 102, 103, for (a),(b),(c),(d). For simplicity,
we only show Bz ≤ 0 part.
to the quantum de Finetti’s theorem, the geometry of the re-
duced density matrices of the discussed bosonic models can
be found analytically.
In more general cases where there is no longer bosonic ex-
change symmetry, we would expect that the relationship be-
tween gapless systems and the emergence of ruled surface
on the boundary of three-dimensional projections of reduced
density matrices will remain valid, since the bosonic exchange
symmetry is not essential for having those ruled surfaces. For
general systems without bosonic exchange symmetry, how-
ever, quantum de Finetti’s theorem is no longer valid, and the
geometry of 2-RDMs is hard to get in general [6–8]. Nev-
ertheless, it is interesting to study other concrete systems
whose geometry of 2-RDMs will also have ruled surface on
the boundary that is related to gapless systems. We leave this
for future work.
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ρN2 (
1
N I +
N−1
N Y ⊗ Y )
)
.
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