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Seznam uporabljenih kratic
kratica anglesˇko slovensko
ABML argument-based machine learning argumentirano strojno ucˇenje
RFID radio frequency identification radiofrekvencˇna identifikacija
ML must-link constraint pozitivna omejitev
CL cannot-link constraint negativna omejitev
CKM constrained k-means metoda voditeljev z omejitvami
PCKM pairwise constrained k-means metoda voditeljev s parnimi omejitvami
ABKM argument-based k-means metoda voditeljev z argumenti
PCA principal component analysis analiza glavnih komponent

Povzetek
Potrebe po izboljˇsanju odkrivanja skupin (angl. clustering) v podatkih dan-
danes vedno bolj zahtevajo mozˇnost interakcije z domenskimi strokovnjaki,
kar je vodilo do razvoja algoritmov odkrivanja skupin z omejitvami (angl.
constrained clustering). Ti algoritmi uporabljajo domensko znanje v obliki
pozitivnih (angl. must-link) in negativnih omejitev (angl. cannot-link) na
pare ucˇnih primerov, kar omogocˇa izboljˇsanje procesa odkrivanja skupin.
Med slabo raziskanimi problemi na tem podrocˇju pa je sama ucˇinkovitost
procesa zajemanja omejitev. Postopek zajemanja omejitev lahko pomembno
vpliva na kakovost odkrivanja skupin z omejitvami, vendar je tipicˇno zelo
zahteven celo za domenske strokovnjake.
V magistrskem delu smo zasnovali in razvili metodo voditeljev z ar-
gumenti (angl. Argument-based k–means, AB k-means), ki je namenjena
ucˇinkovitemu odkrivanju skupin in temelji na paradigmi argumentiranega
strojnega ucˇenja. Pri iterativni zanki za zajemanje znanja s pomocˇjo argu-
mentiranega strojnega ucˇenja domenski strokovnjak s pojasnjevanjem avto-
matsko izbranih problematicˇnih primerov vnasˇa domensko znanje, metoda pa
nato s pomocˇjo ”protiprimerov” izpostavlja morebitne pomanjkljivosti stro-
kovnjakovih razlag in mu omogocˇa izboljˇsevanje podanih argumentov. Ome-
njeno iterativno zanko smo prilagodili potrebam odkrivanja skupin, tako da
nova metoda z izpostavljanjem slabsˇe in bolje umesˇcˇenih primerov v skupine
tekom postopka zajemanja znanja iz domenskega strokovnjaka pridobi ome-
jitve, ki so kljucˇne za izboljˇsanje rezultatov odkrivanja skupin. Hkrati pa
pridobljene omejitve vodijo do oblikovanja skupin, ki so skladne s strokov-
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njakovim znanjem v izbrani domeni.
Razvili smo tudi aplikacijo za interaktivno odkrivanje skupin s pomocˇjo
novo razvite metode. Ucˇinkovitost nasˇega pristopa smo empiricˇno ovredno-
tili na treh eksperimentalnih domenah s pomocˇjo primerjave z obicˇajnim
algoritmom za odkrivanje skupin z omejitvami in pri tem dobili spodbudne
rezultate.
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odkrivanje skupin z omejitvami, argumentirano strojno ucˇenje, iterativna
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menti
Abstract
The need for improvement of data clustering methods demanded more inter-
active options with domain experts, which led to the development of algo-
rithms, coined as constrained clustering. These algorithms use domain know-
ledge in the form of positive must-link and negative cannot-link constraints
to improve the quality of detected groups. One of the most overlooked issues
in this filed is the effectiveness of constraint elicitation. While the process of
constraint elicitation can be a tedious task it can have a significant impact
on the quality of clustering.
In this thesis we designed and developed a method named Argument-based
k-means (AB k-means), which is designed for a more efficient clustering and
is based on the paradigm of argument-based machine learning (ABML). The
knowledge refinement loop enables the domain expert to articulate his domain
knowledge by argumenting automatically chosen problematic cases, while the
method with the help of counter examples highlights any shortcomings in
the expert’s arguments. We adapted the knowledge refinement loop to the
needs of clustering by exposing badly and well clustered cases when eliciting
constraints, which are crucial for the improvement of clustering. At the same
time the obtained constraints lead to clusters that are consistent with the
knowledge of the expert in their chosen domain.
For an easier use of the new method we have also developed an interactive
application. The effectiveness of our approach was empirically tested on three
different experimental domains and compared favourably with an ordinary
algorithm for constrained clustering.
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Uvod
Zˇe od nekdaj posamezniki, organizacije in vlade zbirajo podatke razlicˇnih
oblik za doseganje zˇelenih ciljev. Tehnologija zaznavanja in shranjevanja
podatkov je v dobi racˇunalnikov obcˇutno napredovala. Narasˇcˇajocˇe sˇtevilo
storitev, kot so internetni iskalniki, digitalne slike in video nadzor, pa je
povzrocˇilo izjemen preskok v zbiranju in obdelavi podatkov. Tako je danes v
elektronskih medijih shranjen izjemno obsezˇen fond digitalnih podatkov, kar
zagotavlja velik potencial za avtomatsko analizo teh podatkov.
A porasta nismo zaznali le v kolicˇini, temvecˇ tudi v obliki podatkov (bese-
dilo, slika, video, zvok,...). S cenovno dostopnimi digitalnimi kamerami smo
dobili enormne arhive slik in videov. Z razsˇirjenostjo radiofrekvencˇne identi-
fikacije (angl. radio frequency identification, RFID) tehnologije je nastalo vecˇ
kot milijon senzorjev, ki oddajajo podatke. Svetovni splet pa z vecˇ bilijoni
spletnimi stranmi vsak dan ustvari dodatne terabajte podatkov. S prihodom
”WEB 2.0”, so uporabniki vkljucˇeni v razvoj spleta in kot aktivni uporab-
niki lahko sodelujejo pri ustvarjanju vsebin na spletu[1]. S tem postanejo
razlike med avtorji in potrosˇniki le sˇe bolj zamegljene. Tako dobimo vtis,
da je kolicˇina podatkov, belezˇk poizvedovanj, objav na blogih in socialnih
omrezˇjih ter slikah in videih neskoncˇna.
Nenehno narasˇcˇajocˇa kolicˇina podatkov nas tako vedno znova poziva k
vecˇjemu sˇtevilu orodij za avtomatsko raziskovanje in procesiranje podatkov.
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V ta namen so bile razvite statisticˇne tehnike, kot so linearna regresija, dis-
kriminantna analiza, analiza glavnih komponent (angl. principal component
analysis, PCA) in analiza skupin.
Prepoznavanje vzorcev, kot je analiza podatkov, temelji na napovednih
modelih. S pomocˇjo ucˇnih podatkov poskusˇamo ustvariti napovedni model,
ki bo napovedal obnasˇanje sˇe ne videnih testnih podatkov. Ta postopek
imenujemo strojno ucˇenje. Locˇimo med nadzorovanim (angl. supervised le-
arning) in nenadzorovanim ucˇenjem (angl. unsupervised learning). Pri nad-
zorovanem ucˇenju imamo ucˇne podatke z znanimi oznakami, pri nenadzoro-
vanem pa podatke brez oznak. Zaradi odsotnosti teh oznak je s postopkom
nenadzorovanega ucˇenja gradnja napovednega modela tezˇja.
Med najbolj razsˇirjene metode avtomatskega nenadzorovanega ucˇenja
spada odkrivanje skupin (angl. clustering), nadzorovanega ucˇenja pa klasifi-
kacija (angl. classification) [2]. Pri odkrivanju skupin algoritmi poskusˇajo iz
podanih informacij povecˇati podobnost podatkov v isti skupini in hkrati na-
rediti cˇim vecˇje razlike med tocˇkami v razlicˇnih skupinah. Pri klasifikaciji pa
imamo opravka z ucˇnimi primeri z znanimi razredi, kjer naucˇimo algoritem
karakteristik razredov, v obliki pravil, s katerimi uvrsti nadaljnje primere,
pri katerih so razredi neznani.
Klasifikacija je zelo odvisna od ucˇnih podatkov. Ko jih pridobimo, lahko
dobimo kvalitetne rezultate pri najrazlicˇnejˇsih nalogah in domenah. Ob tem
imamo veliko mero nadzora, saj z izborom ucˇnih primerov lahko usmerjamo
algoritem do rezultata, ki ga pricˇakujemo. Prav zato je tudi pridobivanje
ucˇnih primerov zelo pomembna naloga pri klasifikaciji. Odkrivanje skupin
deluje po nasprotnem principu. Odkrite skupine niso vnaprej natancˇno de-
finirane, zato tezˇko razlocˇimo, kaj tocˇno povzrocˇi razliko med podatki in do
katere mere moramo to uposˇtevati. Imamo manj nadzora nad celotnim pro-
cesom in smo omejeni na oblikovanje resˇitev s pomocˇjo intuicij ali korenite
spremembe algoritma. Koncˇni produkti so tipicˇno bolj skromni, a koristni
rezultati.
Zaradi tipicˇno skromnejˇsih rezultatov odkrivanja skupin in vse vecˇjega
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povprasˇevanja po boljˇsih rezultatih, je interes vedno bolj usmerjen v novo
vejo odkrivanja skupin z omejitvami, ki sodi v okvir delno nadzorovanega
ucˇenja (angl. semi–supervised learning). Ti algoritmi imajo znane oznake
le za manjˇsi del ucˇnih podatkov. Medtem ko pri klasifikaciji neoznacˇene po-
datke navadno odstranimo, jih pri delno nadzorovanem ucˇenju vkljucˇimo v
ucˇni proces. Podobno kot pri klasifikaciji, podatki z oznakami sluzˇijo algo-
ritmu kot domensko znanje, s pomocˇjo katerega lahko uporabnik vodi proces
odkrivanja skupin in izboljˇsa kvaliteto rezultatov.
Pri delno nadzorovanem ucˇenju je pridobivanje omenjenih oznak tezˇak
proces, zato algoritmi za odkrivanje skupin najvecˇkrat namesto oznak po-
stavljajo omejitve nad dvema ucˇnima primeroma. Cˇeprav nosijo oznake vecˇ
domenskega znanja o skupinah, zaradi podanega podatka o ciljni skupini,
je zaradi nepoznavanja skupin lazˇje podati domensko znanje v obliki parnih
omejitev. Parne omejitve predstavljajo strokovnjakovo (ekspertovo) trditev,
ali naj omenjeni par spada v isto ali razlicˇno skupino. Lahko se jih uposˇteva
kot mehke prepovedi (angl. soft constraint), katere izrazˇajo le naklonjenost
k tej prepovedi ali trde prepovedi (angl. hard constraint).
1.1 Motivacija
Analiza skupin je uporabna v katerikoli disciplini za analiziranje podatkov.
Odkrivanje skupin se med drugim uporablja za naravno klasifikacijo, kjer
poiˇscˇemo podobnost objektov, za iskanje osnovne strukture podatkov, s ka-
tero dobimo vpogled v podatke, ustvarjamo hipoteze, dektiramo anomalije
in iˇscˇimo perecˇe atribute, ter za kompresijo, kjer organiziramo in povzemamo
podatke preko skupin [10].
Zaradi sˇtevilcˇnosti znanstvenih domen in njihove uporabe analize skupin
je tezˇko izcˇrpno opisati vse. Za lazˇjo predstavo pomembnosti podrocˇja analize
skupin sledi kratek seznam domen in aplikacij.
• Racˇunalniˇski vid: segmentacija slik [4], odkrivanje skupin pri prepo-
znavi cˇrk [5].
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• Video: sledenje objektom [6].
• Marketing: odkrivanje skupin kupcev [7].
• Prostorske informacije: iskanje GPS poti [8].
Delno nadzorovano odkrivanje skupin je mocˇno in fleksibilno orodje, s
katerim drasticˇno izboljˇsamo odkrivanje skupin ne glede na domeno in na-
ravo podatkov. S tem dobimo prirocˇen nacˇin uporabe domenskega zna-
nja, katerega bi v nenadzorovanem ucˇenju spustili. Tako lahko uporabniku
omogocˇimo vodenje algoritma do hipoteze, ki bo skladna z njegovimi zna-
njem in zˇeljami. Kako hitro se hipoteza odkrivanja skupin spremeni, so
prikazali Elias Pampalk in sodelavci na primeru podatkov sˇestnajstih zˇivali
s trinajstimi atributi [3]. Slika 1.1
(a) Z utezˇevanjem dobimo skupini preda-
torji in ne–predatorji.
(b) Z utezˇevanjem dobimo skupini sesalci
in pticˇi.
Slika 1.1: Primer podatkovne zbirke, pri kateri dobimo razlicˇne skupine, glede na inter-
pretacijo.
Podatke so ob dodajanju viˇsjih utezˇi atributom, ki predstavljajo aktivnosti,
razdelili na dve skupini: predatorje in nepredatorje; medtem ko so ob doda-
janju viˇsjih utezˇi izgledu podatke razdelili na dve drugi skupini: sesalce in
pticˇe. Obe hipotezi sta pravilni, saj je strokovnjak tisti, ki se odlocˇi, katera
mu bolj ustreza.
V primeru uporabe odkrivanja skupin z omejitvami nam ni treba spremi-
njati delovanja primerjave primerov in imamo bolj direkten nacˇin vpeljave
nasˇe hipoteze. Z vpeljavo omejitev v odkrivanje skupin postavljamo ome-
jitve cˇez celoten prostor hipotez in s tem zmanjˇsamo nevarnost pretiranega
1.2. PRISPEVKI K ZNANOSTI 5
prilagajanja podatkom (angl. overfitting) ter vodimo algoritem k boljˇsim hi-
potezam, hkrati pa je pridobljena hipoteza nacˇeloma bolj skladna z znanjem
strokovnjaka.
Kljub prednostim, ki jih prinasˇa odkrivanje skupin z omejitvami, je bilo
raziskovanje doslej usmerjeno le v teoreticˇne vidike omejitev, medtem ko je
nekaj prakticˇnih problemov ostalo neresˇenih. Predlagani algoritmi so bili
osredotocˇeni na cˇim bolj ucˇinkovito uporabo informacije, ki jo nosi omeji-
tev. Prakticˇni problemi, kot so dolgo in utrujajocˇe ustvarjanje omejitev ter
zmotljivost strokovnjaka pa ostali nenaslovljeni.
V tem magistrskem delu predlagamo nov nacˇin uporabe odkrivanja skupin
z omejitvami ter se posvetimo prakticˇnim vidikom in problemom, ki morajo
biti uposˇtevani, ko se spopadamo z realnimi podatki.
1.2 Prispevki k znanosti
V magistrskem delu izpostavimo vprasˇanja, ki se pojavijo pri prakticˇni iz-
vedbi odkrivanja skupin z omejitvami. V nadaljevanju izpostavimo tezˇave,
ki se pojavijo pri uporabi teh metod v realnih primerih. Bolj podrobno si
ogledamo problem pridobivanja omejitev in predlagamo mozˇno resˇitev.
Dosedanji razvoj je bil usmerjen v nove algoritme, ki na kreativne nacˇine
uporabijo dobljene omejitve. Ko se algoritme primerja, avtorji v veliki vecˇini
uporabijo omejitve, dobljene z resnicˇnimi razredi ucˇnih primerov, ki v praksi
niso na voljo. Tako so omejitve postavljene pod idealnimi pogoji s predpo-
stavko, da poznamo resnicˇne skupine primerov.
V magistrski nalogi predlagamo metodo za odkrivanje skupin z aktivnim
zajemanjem znanja iz strokovnjaka, ki se spopade s tezˇavo zajemanja omeji-
tev, ko ne poznamo zlate resnice (angl. golden truth). Strokovnjaku izposta-
vimo bolj problematicˇne dele trenutne baze znanja in mu s tem omogocˇimo
postavljanje omejitev na primere, ki vodijo do vecˇjih izboljˇsav. Tako tudi
drasticˇno zmanjˇsamo sˇtevilo potrebnih omejitev, strokovnjak pa porabi manj
cˇasa za postavljanje omejitev.
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Predlagano metodo vpeljemo s pomocˇjo argumentiranega strojnega ucˇenja
(angl. argumented based machine learning, ABML) [25], katere cilj je zajema-
nje strokovnjakovega znanja in postavljanje omejitev, s katerimi se zmanjˇsa
prostor hipotez ter izpostavi hipoteze, ki so bolj skladne s strokovnjakovimi
argumenti. Z vpeljavo argumentov v odkrivanje skupin strokovnjak obrazlozˇi
svojo odlocˇitev, zakaj se je odlocˇil za taksˇno omejitev. S to novo informacijo
iˇscˇemo nadaljnje mozˇne omejitve, ki sovpadajo z njegovo obrazlozˇitvijo.
Strokovnjak tako vodi odkrivanje skupin, s pomocˇjo omejitev, kot tudi
selekcijo omejitev nad pari, s pomocˇjo argumentov. Strokovnjaka vodimo
skozi podatke in mu jih s tem pomagamo odkrivati ter analizirati. S sprotno
analizo strokovnjak odkriva skupine in lahko s tem znanjem postavi strozˇje
omejitve in tako hitreje pride do zˇelene hipoteze.
Z zdruzˇitvijo ABML in odkrivanja skupin z omejitvami dobimo metodo,
ki ima naslednje lastnosti:
1. Neodvisna od nacˇina vpeljave omejitev v algoritem odkrivanja skupin.
2. Uposˇteva strokovnjakove argumente dolocˇenega primera pri oblikova-
nju skupin.
3. Isˇcˇe primere, s katerimi postavimo bolj informativne omejitve.
4. Isˇcˇe primerne pare za postavljanje omejitev na podlagi strokovnjakovih
vnesˇenih argumentov.
Iz navedenih lastnosti lahko izpeljemo naslednje prednosti:
1. Strokovnjak ima vecˇ svobode in alternativ, kako podajati omejitve.
2. Izoblikovane skupine postajajo vse bolj konsistentne s strokovnjakovim
znanjem.
3. Mozˇnost ucˇinkovitega dodajanja ekspertovega znanja v domeno.
4. Izboljˇsa izbor omejitev in s tem zmanjˇsa njihov nabor.
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1.3 Pregled magistrskega dela
Glavni prispevki magistrskega dela so predstavljeni v poglavjih 4, 5 in 6.
Poglavji 2 in 3 pa vsebujeta uvod v sorodna dela.
• Poglavje 2 predstavlja opis in kratek pregled odkrivanja skupin z omeji-
tvami. Poglavje vsebuje opis nekaterih algoritmov in njihove prednosti.
Ob koncu poglavja nasˇtejemo mozˇnosti za izboljˇsave teh algoritmov.
• Poglavje 3 opisuje metodologijo argumentiranega strojnega ucˇenja. Iz-
postavimo, kako argumentirano strojno ucˇenje resˇuje problem zajema-
nja znanja iz strokovnjaka in navedemo korake, potrebne za implemen-
tacijo metode v odkrivanje skupin.
• Poglavje 4 opiˇse nasˇo implementacijo argumentiranega strojnega ucˇenja
v odkrivanje skupin z omejitvami. Znotraj poglavja razlozˇimo, kako
smo resˇevali dolocˇene ovire in kako smo prilagajali algoritem, da smo
priˇsli do boljˇsih rezultatov.
• Poglavje 5 predstavi aplikacijo, s katero smo vizualizirali delovanje pre-
dlagane metode in hkrati olajˇsali strokovnjakovo interkacijo z algorit-
mom.
• Poglavje 6 opisuje metodologijo opravljenih eksperimentov z uporablje-
nimi mnozˇicami podatkov in mer za evalvacijo rezultatov.
• Poglavje 7 predstavi rezultate eksperimentov.
• Poglavje 8 zakljucˇi s koncˇnimi ugotovitvami in mozˇnimi izboljˇsavami.
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Poglavje 2
Odkrivanje skupin z omejitvami
Med klasifikacijo in odkrivanjem skupin je glavna razlika v kolicˇini kontrole,
ki jo ima uporabnik nad celotnim procesom. Pri klasifikaciji je celoten proces
odvisen od primerov, ki jih poda uporabnik (zato je tehnika, s katero zaja-
memo te primere, zelo pomembna). Pri klasicˇnem odkrivanju skupin temu
ni tako: vnos strokovnjakovega znanja je bolj problematicˇen, saj je omejen
na vnos domenskega znanja preko izbora mere razdalj med primeri ali pa na
korenite spremembe delovanja algoritma.
Zaradi te problematicˇnosti se je zacˇela razvijati veja strojnega ucˇenja,
imenovana delno nadzorovano strojno ucˇenje, katere namen je vpeljava do-
menskega znanja [12]. To uporabniku omogocˇi, da vodi proces odkrivanja
skupin do bolj smiselnih razlag. Domensko znanje se vstavlja v obliki omeji-
tev nad primeri. Te omejitve se ponavadi izrazˇajo kot razmerje med dvema
ucˇnima primeroma. Razmerje poda informacijo o tem, ali dovolimo, da sta
izbrana primera v isti skupini ali ne.
Cˇeprav so taksˇne omejitve ponavadi manj informativne kot postavljene
oznake na ucˇnih primerih pri klasifikaciji, so ob dovolj veliki kolicˇini omejitev
in primerno izbranimi ucˇnimi primeri prav tako koristne [2]. Kljub posta-
vljanju pravil primerom, sˇe vedno govorimo o procesu odkrivanja skupin.
Ker pa teh skupin ne poznamo, je zato strokovnjaku lazˇje postaviti omejitve
nad parom ucˇnih primerov, kot napovedati morda nepoznano skupino nekega
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primera.
2.1 Algoritmi za odkrivanje skupin
Odkrivanje skupin je ena izmed temeljnih nalog strojnega ucˇenja. Njeni
zacˇetki segajo v leto 1950[19]. Do danes je bilo to podrocˇje obsezˇno razi-
skano in aktivno ter je postalo eno od najbolj razsˇirjenih oblik avtomatskega
nenadzorovanega ucˇenja. Naloga odkrivanja skupin je poiskati skupine, v ka-
terih si bodo primeri v istih skupinah cˇim bolj podobni in primeri v razlicˇnih
skupinah cˇim bolj razlicˇni. V tem procesu algoritem uporabi le podatke iz
baze podatkov. Oziroma bolj natancˇno: algoritem uporabi podatke, kakrsˇne
mu jih sami predstavimo.
Kot je rekel Vladimir Estivill–Castro, ”Clustering is in the eye of the
beholder” [20], kar je sˇe kako pomembna trditev, saj je podobnost in s tem
dolocˇanje skupin predvsem subjektivno in zato velikokrat ne dobimo pricˇa-
kovanih in zˇelenih rezultatov. Klasifikacija, ki je med najbolj razsˇirjenimi
metodami nadzorovanega ucˇenja, je v tem pogledu njeno nasprotje. Pri
klasifikaciji uporabnik tocˇno ve, katere skupine so prisotne in algoritem s
pomocˇjo primerov naucˇi, kako postaviti skupine. Tako ponavadi dobimo
skupine, kot si jih zamislimo.
Kljub toliksˇni raznolikosti domen in mozˇnih koncˇnih hipotez, imajo so-
dobni algoritmi za odkrivanje skupin nekaj skupnih zazˇelenih lastnosti:
• skalabilnost (tako glede cˇasovne kot tudi prostorske zahtevnosti),
• zmozˇnost dela z razlicˇnimi tipi podatkov,
• le minimalno potrebno znanje o domeni,
• neobcˇutljivost na sˇum (angl. noise) in prisotnost osamelcev (angl. out-
liers),
• neodvisnost od podanega vrstnega reda ucˇnih primerov,
2.1. ALGORITMI ZA ODKRIVANJE SKUPIN 11
• fleksibilnost (mozˇnost vodenja algoritma k resˇitvi),
• enostavnost interpretacije rezultatov, uporabnost.
2.1.1 Hierarhicˇno odkrivanje skupin
Hierarhicˇno odkrivanje skupin primere razvrsti v skupine, ki se med seboj ne
prekrivajo. Vsak primer pripada natanko eni skupini. Rezultat je organiziran
v mnozˇico gnezdenih skupin, ki tvorijo hierarhicˇno drevo.
Slika 2.1: Primer dendograma hierarhije skupin.
Pri hierarhicˇnem odkrivanju skupin lahko skupine ustvarimo od spodaj
navzgor (angl. bottom–up: agglomerative), kjer na zacˇetku vsak primer tvori
svojo skupino, nato pa algoritem poiˇscˇe najboljˇsi par za zdruzˇitev v novo
skupino. Ta proces ponavlja, dokler niso vse skupine zdruzˇene v eno. Drugi
nacˇin delovanja je od zgoraj navzdol (angl. top–down: divisive), kjer na
zacˇetku vsi primeri tvorijo eno skupino, nato pa algoritem razdeli skupino
po najboljˇsi poti in rekurzivno nadaljuje postopek na obeh straneh, dokler ne
pride do skupin, v katerih je le en sam primer, oziroma dokler ga ne ustavimo.
Zaradi nacˇina delovanja ta tip algoritmov ob vsaki iteraciji sam ustvari nove
skupine in ni treba v naprej opredeliti sˇtevila skupin. Slika 2.2 prikazuje,
kako preprosto je koncˇni dendogram razrezati na zˇeleno sˇtevilo skupin.
Pri vecˇjem sˇtevilu primerov se hitro prikazˇe problem skalabilnosti, saj so
ti algoritmi ponavadi cˇasovno zelo potratni. Prav tako ne vodijo nujno k
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Slika 2.2: Razrez dendograma na tri skupine.
zˇeleni resˇitvi.
2.1.2 Metoda voditeljev: k-means
Metoda voditeljev (angl. k-means) [13] je najbolj razsˇirjena metoda particij-
skega odkrivanja skupin. Zanje je prav tako, kot za hierarhicˇno odkrivanje,
znacˇilno, da vsak primer spada v natanko eno skupino, ki se ne prekriva z
ostalimi skupinami. Skupine se ne gradijo hierarhicˇno, zato mora biti sˇtevilo
skupin vnaprej znano. Voditelji (angl. centroid) dolocˇajo te skupine, oziroma
so srediˇscˇa teh skupin, katerih lega se spreminja med izvajanjem algoritma.
K-means je iterativni algoritem, ki iˇscˇe distribucijo podatkov v skupine tako,
da minimizira vrednost:
SSE(Ω) =
K∑
i=1
∑
x∈Ci
d(m(i) − x)2
kjer je Ω koncˇna resˇitev algoritma (k skupin in pripadajocˇi primeri v vsaki
skupini {ω1, ω2, ...ωk} in m(i) je voditelj (centroid) skupine i. Algoritem 1
prikazuje psevdokodo k-means metode. Prvi korak algoritma je inicializacija
skupin, kjer je vsaka od k skupin inicializirana s tocˇko v prostoru skupin. Ta
tocˇka se imenuje seme (angl. seed) skupine. Popularna metoda inicializacije
je izbor nakljucˇnih k tocˇk iz podatkov, ki nato sluzˇijo kot seme.
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Algoritem 1 k-means
Input: X = podatki, ki jih grupiramo; k = sˇtevilo skupin; maxI = maksi-
malno sˇtevilo iteracij
Output: Ω = {ω1, ω2, .., ωk} k skupin in pripadajocˇi primeri v vsaki skupini
1: foreach ω ∈ Ω do Initializiraj(ω)
2: while konvergenca ni dosezˇena ali i ≥ maxI do
3: foreach ω ∈ Ω do PonovnoIzracˇunajCentroid(ω)
4: foreach x ∈ X do
5: k ← argminj∈1..k(Distance(x, ω¯j))
6: Assign(x, ωk)
V vsaki iteraciji algoritem priredi vsak primer najblizˇjemu voditelju in
nato izracˇuna nove voditelje. Ta postopek se ponavlja, dokler se voditelji
ne ustalijo in se spreminjajo za dovolj majhno razliko. Ponavadi se iteracije
prekinejo tudi, ko je dosezˇeno maksimalno sˇtevilo iteracij brez konvergence,
da ne pride do neskoncˇne zanke.
Sama metoda je enostavna in zelo ucˇinkovita, vendar ima poleg tega, da
moramo prej nastaviti sˇtevilo skupin, tudi druge omejitve oziroma slabosti.
Najvecˇja slabost tega pristopa je, da je obcˇutljiva na zacˇetna semena, ki jih
postavimo. Dobro postavljena semena lahko pripeljejo algoritem do dobre
in hitre resˇitve, slabo postavljena semena pa bodo algoritem pripeljale do
lokalnega minimuma. Zˇal je tezˇko resnicˇno vedeti a priori, kako postaviti
dobra semena, zato je velikokrat odgovor na ta problem vecˇkratna ponovitev
delovanja algoritma.
K–means metoda ni odporna na sˇum ter na prisotnost osamelcev. Prav
tako ni primerna za podatke, kjer imamo skupine, ki niso okrogle oblike (glej
Sliko 2.3). Tezˇave se tudi pojavijo, ko imamo skupine razlicˇnih velikosti in/ali
gostot (glej Sliko2.4).
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(a) Pravilna razporeditev. (b) Razporeditev z uporabo k-means.
Slika 2.3: Primer problema oblike skupin, ker skupine niso kroglaste oblike.
(a) Pravilna razporeditev. (b) Razporeditev z uporabo k-means.
Slika 2.4: Primer problema nagnjenosti k-means metode k skupinam iste velikosti.
2.1.3 Mere razdalj
Tipicˇno so ucˇni primeri vektorji z n komponentami, ki jih imenujemo atributi
ali znacˇke. Preko teh atributov primerjamo ucˇne primere. Cˇe je rezultat
meritve razlicˇnih ucˇnih primerov vecˇje sˇtevilo, potem se ta mera imenuje
mera razlicˇnosti, cˇe je sˇtevilo manjˇse, pa mera podobnosti. Mero podobnosti
lahko pretvorimo v mero razlicˇnosti in obratno. Npr. z odsˇtevanjem dejanske
vrednosti z maksimalno vrednostjo mere podobnosti dobimo mero razlicˇnosti.
Izbor mere je pomembna odlocˇitev, saj lahko izbor ustrezne mere znatno
spremeni kvaliteto hipoteze. Kot smo zˇe omenjali, je bil to eden redkih
nacˇinov, s katerim je uporabnik lahko vplival na rezultat odkrivanja skupin.
Nasˇtejmo le nekaj popularnih metod za racˇunanje razdalj:
• Evklidska razdalja nam prikazˇe razliko reprezentacije med dvema
vektorjema. Ta mera se ponavadi uporablja za vektorje nizkih dimenzij
(manj atributov) z zveznimi atributi. Recimo, da imamo podan primer
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vektorjev di in dj dolzˇine n. Potem je enacˇba evklidske razdalje:
Deuc(di, dj) =
√√√√ n∑
k=1
(ωik − ωjk)2 (2.1)
• Kosinusna razdalja opazuje kot med vektorjema. Manjˇsi, kot je kot,
bolj sta si vektorja podobna. Cˇe je kot med vektorjema 0, potem sta
identicˇna, pri 1 pa sta si popolnoma razlicˇna. Posebnost kosinusne raz-
dalje je, da dolzˇina vektorja ne vpliva na podobnost. Enacˇba kosinusne
razdalje je:
Dcos(di, dj) = 1−
∑n
k=1(ωik · ωjk)√∑n
k=1 ω
2
ik
√∑n
k=1 ω
2
jk
(2.2)
• Pearsonov korelacijski koeficient se izracˇuna po enacˇbi:
simpear(di, dj) = 1−
∑k
k=0(ωik − ω¯ik) ·
∑k
k=0(ωjk − ω¯jk)√∑k
k=0(ωik − ω¯ik)2 ·
√∑k
k=0(ωjk − ω¯jk)2
(2.3)
Ker je to dejansko mera podobnosti, lahko mero razlicˇnosti izracˇunamo
po enacˇbi:
Dpear =
1− simpear(di, dj), cˇe simpear ≤ 0|simpear(di, dj)|, cˇe simpear >0
2.2 Algoritmi za odkrivanje skupin z omeji-
tvami
Z vpeljavo delno nadzorovanega ucˇenja se je pojavilo veliko algoritmov za
odkrivanje skupin s pomocˇjo omejitev. Pogosto ti algoritmi uporabljajo dve
vrsti omejitev, ki sta jih uvedla Wagstaff in Cardle leta 2000 [11]:
• Pozitivne omejitve (angl. must-link, ML), ki pravijo, da morata biti
dva primera v isti skupini.
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• Negativne omejitve (angl. cannot-link, CL), ki pravijo, da ne smeta
biti dva primera v isti skupini.
Strogost uveljavitve omejitev je odvisna od algoritma. Nekateri algoritmi
postavljajo trde ali absolutne omejitve (angl. hard constraints) in ne bodo
vrnili odkritih skupin, cˇe npr. primera s pozitivno omejitvijo nista v isti sku-
pini. Drugi pa postavljajo mehke omejitve (angl. soft constraints), s katerimi
uravnavajo pravilnost omejitev s funkcijo kvalitete odkrivanja skupin. Tako
so omejitve kot vodilo do pravilnega koncˇnega odkrivanja skupin.
Kot je omenil Wagstaff [8], so pozitivne omejitve transitivne (ML(a, b)
∧ ML(b, c) → ML(a, c)) in simetricˇne (ML(a, b) = ML(b, a)). Zaradi
teh lastnosti lahko izpeljemo skupek pozitivnih omejitev, ki jih imenujemo
sosesˇcˇine (angl. neighbourhoods). Ob dovolj sˇtevilnih in dobro postavljenih
pozitivnih omejitvah bi na ta nacˇin dobili celote skupine.
Negativne omejitve so prav tako simetricˇne, toda niso transitivne. Wa-
gstaff [8] omenja, da lahko z njimi kljub netransitivnosti izpeljemo druge
negativne omejitve, ko jih uposˇtevamo skupaj s pozitivnimi omejitvami. Cˇe
se negativna omejitev navezuje na omejitev v sosesˇcˇini, zgrajeni s pozitivnimi
omejitvami, potem ta negativna omejitev velja za vse tocˇke v tej sosesˇcˇini
pozitivnih omejitev (CL(a,b) ∧ ML(b,c) → CL(a,c)).
2.2.1 k-means z omejitvami
Wagstaff je leta 2001 [8] predlagal razsˇiritev popularne k-means metode z
vpeljavo omejitev nad primeri. Z vpeljavo pozitivnih in negativnih omejitev
nad primeri, k-means z omejitvami (angl. Constrained k-means, CKM) ne
doda vedno vsakega primera najblizˇjemu centroidu, temvecˇ pred tem preveri,
ali bi s tem krsˇil kaksˇno omejitev. Cˇe se s tem prekrsˇi katera od omejitev,
se tega primera ne doda k skupini. Cˇe se katere omejitve prekrivajo tako, da
kaksˇne omejitve ne more uposˇtevati, potem nimamo sprejemljive resˇitve.
Algoritem 2 prikazuje psevdokodo CKM. V vrstici 6 vidimo, da pred
dodelitvijo primera k najblizˇji skupini algoritem preveri, da ucˇni primer x ne
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Algoritem 2 Constrained k-means
Input: X = podatki, ki jih grupiramo; k = sˇtevilo skupin; maxI = maksi-
malno sˇtevilo iteracij; ML in CL omejitve, ki jih zˇelimo uposˇtevati
Output: Ω = {ω1, ω2, .., ωk} k skupin in pripadajocˇi primeri v vsaki skupini
1: foreach ω ∈ Ω do Initializiraj(ω)
2: while konvergenca ni dosezˇena ali i ≥ maxI do
3: foreach ω ∈ Ω do PonovnoIzracˇunajCentroid(ω)
4: foreach x ∈ X do
5: k ← argminj∈1..k(Distance(x, ω¯j))
6: ¬ krsiOmejitev(x, ωj)
7: if @ k then odkrivanje skupin je neuspesˇno
8: elseAssign(x, ωk)
9: function krsiOmejitev(x, ω,ML,CL)
Input: x = ucˇni primer; ω = skupina; ML = pozitivne omejitve; CL =
negativne omejitve; x
′
= ucˇni primer za katerega je podana omejitev
Output: ali vstavljanje x v skupino ω, krsˇi kaksˇno omejitev
10: foreach (x, x
′
) ∈ML do
11: if x
′
/∈ ω then return true
12: foreach (x, x
′
) ∈ CL do
13: if x
′ ∈ ω then return true
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krsˇi nobene od pozitivnih ali negativnih omejitev. Cˇe krsˇi katero od omejitev,
se tocˇke ne postavi v to skupino in se preveri naslednjo skupino.
Kot je razvidno iz psevdokode Algoritma 2, algoritem postavlja trde ome-
jitve. Zaradi nacˇina vpeljave teh omejitev lahko hitro nastanejo problemi.
Vsi ucˇni primeri, ki so povezani s pozitivnimi omejitvami, bodo slepo posta-
vljeni v skupino prvega ucˇnega primera s pozitivno omejitvijo. Pri tem ne
uposˇteva podobnosti s centroidi. Lahko se zgodi tudi, da dobimo ucˇni pri-
mer, ki ima negativno omejitev na vse skupine. V tem primeru je nadaljnje
odkrivanje skupin nemogocˇe in se algoritem ustavi. Temu bi se sicer lahko
izognili, cˇe bi ucˇne primere pregledovali v drugacˇnem vrstnem redu.
2.2.2 K-means s parnimi omejitvami
K-means s parnimi omejitvami (angl. Pairwise Constrained k-means, PCKM)
[14] prav tako temelji na izboljˇsavi osnovnega k-means algoritma s pomocˇjo
omejitev. Za razliko od CKM ta metoda uporablja pozitivne in negativne
omejitve tudi pri inicializaciji algoritma.
V zacˇetnem koraku uporabnik algoritma PCKM dolocˇi omejitve, s pomocˇjo
katerih se inicializira skupine po naslednjem postopku. Z uporabo transitivne
lastnosti omejitev algoritem pridobi sosesˇcˇine tocˇk, ki smo jih omenjali v po-
glavju 2.2. Od teh sosesˇcˇin algoritem vzame k najvecˇjih in jih uporabi za
inicializacijo skupin. Cˇe je teh sosesˇcˇin manj kot k, potem se ustvari novo
skupino tako, da izbere tocˇko, cˇe ta seveda obstaja, ki ima negativne ome-
jitve z vsemi skupinami. Cˇe ta ucˇni primer ne obstaja ali je takih primerov
premalo, se ostale skupine inicializira s pomocˇjo perturbacije.
V svojem delu avtorji predlagajo funkcijo J , katera se med procesom
odkrivanja skupin minimizira. Motivacijo za novo funkcijo so avtorji iskali s
pomocˇjo postavitve nakljucˇnega polja Markova cˇez podatke. Iskanje maksi-
malne a posteriori verjetnosti so posplosˇili na minimiziranje funkcije Jpckm:
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Jpckm(Ω) = 1
2
k∑
i=1
∑
x∈ωi
‖xω¯i‖2+
∑
(xi,xj)∈ML
ωij1[li 6= lj] +
∑
(xi,xj∈CL
ω¯ij1[li = lj]
(2.4)
Prvi del funkcije 2.4 je SSE kriterij kompaktnosti skupin iz osnovnega k-
means algoritma. Drugi del funkcije 2.4 predstavlja utezˇ, ki kaznuje pozitivne
omejitve, cˇe ob osnovni izvedbi k-means omejitev ne drzˇi. To pomeni, da cˇe
imata tocˇki xi in xj, s pozitivno omejitvijo med sabo, razlicˇen razred, potem
je treba dodati utezˇ ωij. Tretji del funkcije 2.4, podobno kot prejˇsni, opazuje
negativne omejitve med pari in postavi wij utezˇ za vsako krsˇeno negativno
omejitev med izvedbo osnovnega k-means.
Iz psevdokode 3 je razvidno, da so v vrstici 5 spremenili dodelitev tocˇke
najblizˇji skupini zamenjali dodelitev tocˇke najblizˇji skupini z vkljucˇevanjem
prej omenjenih utezˇi in tako vkljucˇili postavljene omejitve nad ucˇnimi pri-
meri.
PCKM algoritem je glavni predstavnik odkrivanja skupin z rocˇnim pri-
dobivanjem omejitev. Avtorji PCKM algoritma so se posvetili optimiziranju
sheme za pridobivanje omejitev in s tem optimizirali sˇtevilo potrebnih ome-
jitev. V svojem delu predlagajo iskanje parov z implementiranjem metode
”iskanje najbolj oddaljenega najprej” (angl. farthest–first traversal search),
ki bi bili bolj informativni kot nakljucˇni pari. Osnovna ideja je, da algoritem
najde k tocˇk, ki so najbolj oddaljene druga od druge.
Algoritem, ki so ga poimenovali Explore, najprej izbere nakljucˇno tocˇko,
nato pa poiˇscˇe najbolj oddaljeno tocˇko od te tocˇke. Obe tocˇki doda k skupini
potencialnih tocˇk. Nato poiˇscˇe novo tocˇko, ki je najbolj oddaljena od te sku-
pine in jo prav tako doda k potencialnim tocˇkam. Tako dobimo priblizˇek k
voditeljev. Na podoben nacˇin se je s to metodo resˇevalo tudi problem skala-
bilnosti hierarhicˇnega odkrivanja skupin. Ko metoda z Explore algoritmom
dobi skeletno strukturo skupin, se metoda prestavi v fazo Consolidate.
Bistvo Consolidate faze je, da sedaj, ko imamo skeletno strukturo, lahko s
(k− 1) omejitvami dolocˇimo sosesˇcˇino katerekoli nakljucˇne tocˇke. Algoritem
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Algoritem 3 Pairwise Constrained k-means
Input: X = podatki, ki jih grupiramo; k = sˇtevilo skupin; ML in CL ome-
jitve, ki jih zˇelimo uposˇtevati; ω
′
= utezˇ vsake omejitve
Output: Ω = {ω1, ω2, .., ωk} k skupin in pripadajocˇi primeri v vsaki skupini
1: foreach ω ∈ Ω do InicializirajPCKM(k,X, ML, CL)
2: while konvergenca ni dosezˇena ali i ≥ maxI do
3: foreach ω ∈ Ω do PonovnoIzracˇunajCentroid(ω)
4: foreach x ∈ X do
5: k ← argminj∈1..k(12
∥∥∥x− ω′k∥∥∥2 +DodeliKazni(x, ω,ML,CL, ω′))
Assign(x, ωk)
6: function InicializirajPCKM(k,X, ML, CL)
Input: X = podatki, ki jih grupiramo; k = sˇtevilo skupin; ML in CL ome-
jitve, ki jih zˇelimo uposˇtevati
N1, ...Nz ← PridobiSosesˇcˇineRazvrsˇcˇenePoVelikosti(ML,CL)
7: if k  z then
8: foreach i← 1 do k do Inicializiraj(ωi,Centroid(Ni))
9: else
10: foreach i← 1 do z do Inicializiraj(ωi,Centroid(Ni))
11: if x omejen z CL s celo skupino Ni then Inicializiraj(ωz+1, x)
12: foreach ω, ki sˇe vedno ni inicializiran do
Inicializiraj(ω,RandomPermuntation(Centroid(X)))
13: foreach (x, x
′
) ∈ML do
14: if x
′
/∈ ω then p← p+ ω′
15: foreach (x, x
′
) ∈ CL do
16: if x
′ ∈ ω then p← p+ ω′
return p
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17: function DodeliKazni(x, ω,ML,CL, ω
′
)
Input: x = podatkovni primer; ω = skupina; ML in CL = omejitve, ki jih
zˇelimo uposˇtevati; ω
′
= utezˇ vsake omejitve;x
′
= ucˇni primer za katerega
je podana omejitev
Output: p = utezˇ, ki sluzˇi kot kazen, cˇe je x postavljen v skupino ω p← 0
18: foreach (x, x
′
) ∈ML do
19: if x
′
/∈ ω then p← p+ ω′
20: foreach (x, x
′
) ∈ CL do
21: if x
′ ∈ ω then p← p+ ω′
return p
consolidate izbere nakljucˇno tocˇko in vprasˇa uporabnika za vsako skupino,
cˇe nakljucˇna tocˇka spada v to skupino ali ne. Ko uporabnik dolocˇi pozitivno
omejitev, algoritem vstavi to tocˇko v pravilno skupino. Cˇe uporabnik nastavi
(k − 1) negativnih omejitev, se avtomatsko predpostavi, da tocˇka spada v
zadnjo skupino.
2.2.3 Ostali algoritmi za odkrivanje skupin z omeji-
tvami
Algoritmov za odkrivanje skupin z omejitvami je zares veliko (in tudi vedno
vecˇ), zato je tezˇko narediti njihov izcˇrpen seznam in jih opisati. V nadalje-
vanju magistrske naloge opiˇsemo sˇe nekaj algoritmov za odkrivanje skupin z
omejitvami, za nazornejˇsi prikaz raznolikosti podrocˇja.
Normaliziran rez z omejitvami
Normaliziran rez z omejitvami(angl. Constrained Normalised Cut, CNC) je
algoritem, ki temelji na spektralnem odkrivanju skupin [16]. Govorimo o
druzˇini algoritmov, ki problem odkrivanja skupin preslikajo v problem reza-
nja grafov. Iz podatkov se ustvari utezˇen graf, kjer je vsako ogliˇscˇe (angl.
vertex ) tocˇka iz podatkov (V = {υ1, υ2, ..., υn}) in vsaka stranica (angl. edge)
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utezˇ ( W = {ω1, ω2, ..., ωn}), ki predstavlja podobnost med tocˇkami. Podob-
nost se racˇuna z uporabo preproste evklidske razdalje ali s cˇim bolj komple-
ksnim, kot je glajenje z Gaussom (angl. Gaussian smoothing). Tudi povezave
so lahko z najblizˇjimi sosedi ali s tocˇkami, katerih podobnost je nad neko vre-
dnostjo. Ko je graf zgrajen, se naloga odkrivanja skupin spremeni v iskanje
dobrega prereza grafa. To pomeni, da se minimizira utezˇi stranic, ki po-
vezujejo ogliˇscˇa v razlicˇnih skupinah in maksimizira utezˇi stranic ogliˇscˇ, ki
povezujejo ogliˇscˇa znotraj skupine. Ena od bolj popularnih metod rezanja
grafa je Normaliziran rez. Predstavila sta jo Shi in Malik leta 2000 [17].
Leta 2006 sta Ji in Xu [9] predlagala normaliziran rez z omejitvami, ki
minimizacijski funkciji za rezanje grafa dodata nov cilj. Ne le, da poskusˇa
funkcija minimizirati utezˇi podobnosti med ogliˇscˇi, z namenom dobiti dobre
skupine, temvecˇ tudi uposˇteva omejitve, ki jih dodeli uporabnik. Algoritem
zapiˇse vse omejitve v matriko U, katera ima n vrstic. Za vsak primer svojo
vrstico in kolono za vsako omejitev, ki pove, ali zˇelimo tocˇki i in j v isti sku-
pini ali ne, z vrednostima 1 in -1. To matriko se mnozˇi z matriko H, ki hrani
informacijo elementov tocˇk skupine, s pomocˇjo Forbeniusove norme. Forbe-
niusova norma je definirana kot kvadratni koren vsote absolutnih kvadratov
elementov matrike:
‖H‖F =
√√√√ m∑
i=1
n∑
j=1
∣∣aij∣∣2 (2.5)
Tako dobimo manjˇse utezˇi za elemente z vecˇ omejitvami in vecˇje, ko je ome-
jitev manj.
Constrained Complete Link
Constrained Complete Link je del hierarhicˇne druzˇine algoritmov, ki je bil
predlagan leta 2002 [18]. Ta druzˇina algoritmov temelji na od spodaj navzgor
(angl. bottom–up) hierarhicˇnem odkrivanju skupin, kjer je na zacˇetku vsak
primer svoja skupina. Te skupine algoritem ob vsaki iteraciji zdruzˇi z drugo
najblizˇjo skupino, dokler ne ostane le sˇe ena skupina. Po koncˇanih iteracijah
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se po potrebi dolocˇi sˇtevilo skupin.
Klein [18] je leta 2002 predlagal nadgradnjo, ki podpira pozitivne in ne-
gativne omejitve. Omejitve se uvede na naslednji predlagan nacˇin. Cˇe imata
dve tocˇki xi in xj pozitivno omejitev, algoritem postavi razdaljo med nju-
nima skupinama na 0. Podobno, cˇe imata tocˇki negativno omejitev, se raz-
dalja med njunima skupinama postavi na najviˇsjo mozˇno vrednost. Avtor
opozori, da z vpeljavo taksˇnih omejitev lahko izgubimo metricˇnost prostora
(npr. trikotniˇska neenakost ne velja vecˇ). V primeru le pozitivnih omejitev je
mogocˇe metricˇnost popraviti z racˇunanjem poti med vsakim parom v novem
metricˇnem prostoru, ki ima najkrajˇse poti in tako ohranimo metricˇnost pro-
stora. Predpostavlja se, da je pozitivnih omejitev veliko manj kot dejanskih
primerov v podatkih, zato je racˇunanje najkrajˇse poti sprejemljivo, medtem
ko pri negativnih omejitvah avtorji trdijo, da ni treba popravljati njihovega
ucˇinka, ker je racˇunska zahtevnost previsoka, nudi pa premajhne izboljˇsave.
2.3 Prednosti odkrivanja skupin z omejitvami
Omejitve so prirocˇen nacˇin vpeljave ekspertovega znanja v odkrivanje skupin,
ki bi pri klasicˇnem odkrivanju skupin ostalo neuporabljeno. Omogocˇajo lahek
in enoten nacˇin vstavljanja namigov zˇelene postavitve podatkov v skupine,
ne glede na domeno.
Za primer vzemimo stranke neke trgovine. Navadno bi vsako stranko
prikazali kot vektor z realnimi vrednostmi, pridobljenimi s pomocˇjo lastnosti
kupljenih izdelkov. Podobnost med njimi bi merili z mero, kot je kosinusna
mera podobnosti. Toda v algoritem bi lahko vstavili tudi dodatne zunanje
informacije, npr. uro nakupa, saj bi lahko trdili, da ob dolocˇenih urah stranke
kupujejo bolj podobe artikle.
Cˇe bi zˇeleli to novo informacijo vstaviti v klasicˇen algoritem za odkrivanje
skupin, bi morali spremeniti reprezentacijo primerov ali racˇunati podobnosti
na ad–hoc nacˇin, kar velikokrat privede v nezazˇelene stranske ucˇinke in je zelo
slabo prilagodljivo z drugimi informacijami, ki bi jih morda zˇeleli vpeljati. Z
24 POGLAVJE 2. ODKRIVANJE SKUPIN Z OMEJITVAMI
omejitvami te probleme zaobidemo, saj lahko informacijo o uri zapiˇsemo v
obliki pozitivnih in negativnih omejitev, s cˇimer bi dobili zˇeleni ucˇinek, hkrati
pa imamo dovolj prostora za dodajanje drugacˇnih informacij. Ker nam ome-
jitve podajo relativno veliko informacij, lahko zato z dobro izbranimi primeri
dokaj hitro pridemo do vidnih sprememb v rezultatu odkrivanja skupin.
2.4 Slabosti in prilozˇnosti za izboljˇsave
Odkrivanje skupin z omejitvami je relativno nova tema, vendar prikazuje
dobre rezultate [2]. Kljub veliki raziskanosti podrocˇja, pa obstajajo problemi,
ki nudijo zanimive raziskovalne prilozˇnosti. Glavni izivi, ki se pri odkrivanju
skupin z omejitvami pojavljajo, so:
• pridobivanje omejitev,
• robustnost algoritmov,
• izvedljivost omejitev,
• koristnost omejitev.
Pridobivanje omejitev
Do danes je bilo raziskovanje usmerjeno zlasti v razvijanje novih algoritmov.
Ker je bil cilj teh del ustvariti metode, ki bodo cˇim bolj izcˇrpno uporabile
informacije pridobljene z omejitvami, so eksperimenti v cˇlankih predstavljeni
z zˇe vnaprej nastavljenimi omejitvami. V skoraj vseh primerih so te omeji-
tve nastavljene z uporabo zlate resnice (angl. golden truth). V problemih
vsakdanjega zˇivljenja to predstavlja veliko tezˇavo, saj nikoli nimamo podanih
skupin in moramo omejitve sˇele pridobiti s pomocˇjo strokovnjaka.
Pri rocˇni metodi pridobivanja omejitev strokovnjak oznacˇi, ali dana para
sodita v isto skupino ali ne. Ker gre za dolgotrajen in intelektualno intenziven
proces, je velik izziv pridobiti koristne omejitve in posledicˇno tudi informacije
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iz uporabnika. Ta problem je poskusil resˇiti Basu leta 2004 [14]. Z uporabo
aktivnega ucˇenja je razvil metodo PCKM, ki smo jo opisali v poglavju 2.2.2.
V primeru avtomatskega pridobivanja omejitev je naloga sˇe tezˇja, saj al-
goritem sam postavlja omejitve le s strokovnjakovim splosˇnim domenskim
znanjem. Gre za proces, pri katerem strokovnjak iˇscˇe povezanost primerov,
kar je osnovna naloga odkrivanja skupin. V ta namen se lahko uporabi zuna-
nje informacije ali informacije, ki so zˇe podane v podatkih, pri katerih zˇelimo
odkriti skupine. Kot primer avtomatskega pridobivanja omejitev, je Wagstaff
[8] pri resˇevanju problema iskanja cestnih pasov z globalnim sistemom po-
zicioniranja (angl. Global Positioning System, GPS) postavil omejitve glede
na medsebojno oddaljenost tocˇk (pravokotno na sredino ceste). Postavil je
splosˇno pravilo, s katerim opredeli negativno omejitev med dvema tocˇkama
takrat, ko sta ti dve tocˇki med seboj oddaljeni za vsaj sˇtiri metre.
Robustnost algoritmov
Za vse omejitve pri uporabi zˇe znanih razredov ucˇnih podatkov, ki so po-
stavljene pri testiranju odkrivanja skupin z omejitvami, je znacˇilno, da so
resnicˇne in brez napak. Dve tocˇki, ki imata pozitivno omejitev, resnicˇno
spadata v isto skupino, in tocˇki, ki nosita negativno omejitev, resnicˇno ne
spadata v isto skupino. V vsakdanji uporabi, ko je treba te omejitve prido-
biti, taksˇnih idealnih pogojev ni. Ko se omejitve pridobiva rocˇno, so napake
lahko posledica napacˇne presoje. Odkrivanje skupin je vecˇinoma uporabljeno
za raziskovanje podatkov in uporabnik tipicˇno ne pozna podatkov in njiho-
vih struktur dovolj dobro. Avtomatsko generirane omejitve ponavadi delu-
jejo tako, da posplosˇujejo eksplicitne pojme domene, npr. objava novic mora
biti v isti skupini, cˇe je avtor isti. Ko se posplosˇuje pojme, pa je jasno, da
posplosˇitev ne bo pravilna za cˇisto vsak primer.
Izvedljivost omejitev
Problem predstavlja tudi izvedljivost omejitev. Ko postavimo omejitev, spre-
menimo prostor resˇitev in usmerimo algoritem v iskanje resˇitev, ki so skla-
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dne z omejitvami. Davidson in Ravi [22] sta izpostavila dvomljivost obstoja
taksˇne resˇitve. Ta dvom je upravicˇen predvsem, kadar imamo nekonsisten-
tne omejitve, npr. ko imamo omejitev ML(x, y) in hkrati CL(x, y). Toda
ta neresˇljivost se lahko pojavi tudi v primerih, ko imamo konsistentne ome-
jitve. To se zgodi, ko algoritem ne more vecˇ zadovoljiti omejitvi, ne da bi
krsˇil druge omejitve. V primeru, ko imamo k = 2 in poskusˇamo odkriti sku-
pine podatkovne mnozˇice X = {x1, x2, x3}, je nemogocˇe priti do resˇitve z
zadovoljitvijo omejitev, ko so te: ML(x1, x2),ML(x2, x3), CL(x3, x1).
Koristnost omejitev
Ponavadi, ko preverjamo rezultate algoritmov odkrivanj skupin z omejitvami,
algoritem vecˇkrat preizkusimo in rezultate preizkusov povprecˇimo. Leta
2006 je Davidson [21] izpostavil, da cˇeprav v povprecˇju nakljucˇne omeji-
tve izboljˇsajo odkrivanje skupin, v nekaterih primerih omejitve dejansko po-
slabsˇajo rezultat. Rezultat je lahko celo slabsˇi kot bi bil brez omejitev. To
se zgodi, ko pozitivne omejitve postavijo dva primera v isti razred, vendar
je sam razred napacˇen, saj ne podamo oz. nimamo nobene informacije o
pravilnosti razreda.
V odgovor je Wagstaff predlagal dve meritvi: informacija in koherenca
[21]. Informacija meri kolicˇino informacije, ki jo nosi omejitev, katere al-
goritem sam ne zazna. Omejitve nad dvema tocˇkama z malo informacije ne
pripomorejo nicˇesar k odkrivanju skupin, cˇe algoritem zˇe zazna povezavo med
njima. Koherenca pa meri, koliko se omejitve strinjajo z razdaljo. Ta mera
nam sporocˇi, koliksˇna je verjetnost, da tocˇke v blizˇini pozitivne omejitve niso
negativne in obratno.
Poglavje 3
Argumentirano strojno ucˇenje
Pri zajemanju znanja iz strokovnjaka se ponavadi zahteva splosˇno domensko
znanje od strokovnjaka, kar je vecˇinoma tezˇka naloga. To je problem, imeno-
van Feigenbaumovo ozko grlo [26]. Kljub mnogim raznovrstnim resˇitvam [27]
[28] [29] z opazovanji in analogijami, da bi zajeli cˇim vecˇ strokovnjakovega
znanja, ostaja problem neresˇen [30]. V iskanju resˇitve ozkega grla pri pri-
dobivanju podatkov (angl. knowledge aquisition bottleneck) je nastala nova
metoda, za zajemanje znanja iz eksperta, imenovana argumentirano strojno
ucˇenje (angl. argument-based machine learning, ABML) [25]. S pomocˇjo
argumentiranja, ABML omogocˇi strokovnjaku, da na naraven nacˇin vkljucˇi
svoje znanje. Prav tako vodi do bolj razumljivih modelov, ki so konsistentni
z znanjem eksperta [31].
ABML se je v preteklosti izkazal kot dober nacˇin izboljˇsanja natancˇnosti
in razumljivosti obstojecˇih metod [25]. Pri cˇrpanju znanja iz strokovnjaka je
razumljivost sˇe posebej pomembna, saj modelom, ki so nerazumljivi, pona-
vadi ne zaupamo in jih raje ne uporabimo. Velikokrat pridemo do hipotez,
ki imajo znanje organizirano in izrazˇeno v obliki, ki ni po zˇelji strokovnjaka.
Z vpeljavo argumentov v strojno ucˇenje, omogocˇimo strokovnjaku, da arti-
kulira svoje znanje tako, da bo cˇimbolj izcˇrpno za ucˇno metodo, hkrati pa
bo konsistentno z njegovim eksplicitnim znanjem.
ABML uporabi argumente za izboljˇsanje ucˇenja iz podanih ucˇnih prime-
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rov [25]. Strokovnjak z argumenti razlozˇi, zakaj se strinja oziroma zakaj se
ne strinja z neko trditvijo. S trditvijo, ki jo strokovnjak argumentira, po-
magamo vkljucˇiti njegovo splosˇno znanje. Ker ostaja nevarnost pretiranega
prilagajanja (angl. overfitting), ponudimo strokovnjaku protiprimere, s ka-
terimi utrdi svoj argument in zmanjˇsa verjetnost pretiranega prilagajanja.
S tem vodi algoritem do hipotez, ki so bolj jasne, in zavrzˇe hipoteze, ki so
neskladne z argumenti.
Diagram na sliki 3.1 prikazuje interakcijo strokovnjaka z algoritmom.
Slika 3.1: Potek ABML.
Argument predstavlja razlago za trditev le enega primera, ki je proble-
maticˇen. S tem se osredotocˇimo le na en primer, zaradi cˇesar strokovnjak
lazˇje artikulira svoje znanje. Lazˇje je vnasˇati znanje za posamezen primer z
argumenti, kot pa vnasˇati znanje za celotno domeno podatkovne baze. Ker
strokovnjak argumentira le problematicˇen del podatkovne baze, zagotavlja
bolj relevantno znanje. S pomocˇjo protiprimerov strokovnjak najde poman-
kljivosti svojega argumenta in ga nadgradi.
Primer tezˇavnosti zajemanja znanja iz strokovnjaka je komentiranje sˇa-
hovske igre. Strokovnjak s tezˇavo posplosˇi poteze sˇahovske igre in jih opredeli
kot dobre ali slabe. Lazˇje se osredotocˇi na posamezno potezo in z argumenti
izpostavi relevantne dejavnike ter njihov vpliv na kvaliteto poteze [31].
3.1 Paradigma argumentiranega strojnega ucˇenja
V nadaljevanju prikazˇemo klasifikacijski primer, ki nazorno predstavi delo-
vanje in potek ABML. Klasifikacija v klasicˇni obliki kot opisana v poglavju
3.1. PARADIGMA ARGUMENTIRANEGA STROJNEGA UCˇENJA 29
1, se loti problema na sledecˇ nacˇin:
• z ucˇnimi primeri poiˇscˇi pravila za umestitev primerov v razrede,
• vmesti nadaljnje primere v razrede z dobljenimi pravili.
V nasˇem primeru se klasifikacijska metoda ucˇi o odobritvi kredita. Vsak
ucˇni primer predstavlja atribute, pridobljene ob prijavi stranke za odobritev
kredita. Podana je tudi odlocˇitev usluzˇbenca o uspesˇnosti odobritve, kar
predstavlja razred ucˇnega primera. Vsaka stranka ima naslednje atribute:
Ime, RedniPlacˇnik (vrednosti da ali ne), Premozˇen (vrednosti da ali ne),
StatusRacˇuna (vrednosti pozitiven ali negativen), BarvaLas (vrednosti cˇrna,
blond, rjava ...) in KreditOdobren (vrednosti da, ne).
Tabela 3.1 prikazuje pet primerov nasˇih ucˇnih podatkov. Tipicˇno bi se
program za ucˇenje pravil naucˇil naslednje pravilo:
CˇE BarvaLas = blond POTEM KreditOdobren = da DRUGACˇE Kredi-
tOdobren = ne
Pravilo je s staliˇscˇa strojnega ucˇenja dobro, ker je kratko in pravilno za
vse ucˇne primere. Vendar, strokovnjaku taksˇno pravilo ne bo smiselno. Z
vpeljavo argumentiranja lahko dobimo bolj smiselna pravila. Za ponazori-
tev argumentiranja predpostavimo, da strokovnjak poda argument za Gdcˇ.
Bevk: ”Gdcˇ. Bevk ima odobren kredit, ker je redni placˇnik mesecˇnih obro-
Tabela 3.1: Primeri podatkov odplacˇevanja kreditov.
Ime RedniPlacˇnik Premozˇen StatusRacˇuna BarvaLas KreditOdobren
G. Bond ne da negativen blond da
G. Medved ne ne pozitiven rjava ne
Gdcˇ. Bevk da ne pozitiven blond da
Ga. Bogataj da da pozitiven blond da
G. Novak da ne negativen cˇrna ne
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kov.” S taksˇnim argumentiranim primerom se ucˇni problem spremeni v pro-
blem iskanja hipoteze konsistentne z ucˇnimi primeri in njihovimi argumenti.
Prejˇsnje pravilo sedaj ni vecˇ konsistentno z ekspertovim argumentom – ”G.
Bond je blond, vendar ni redni placˇnik”. Metoda strojnega ucˇenja z argu-
mentiranjem tako izpelje novo pravilo v skladu z argumentom:
Cˇe RedniPlacˇnik = da IN StatusRacˇuna = pozitiven
POTEM KreditOdobren = da DRUGACˇE KreditOdobren = ne
Algoritem ABML bo nato poskusˇal med ucˇenjem posplosˇiti strokovnja-
kov argument tako, da ohrani konsistentnost z drugimi ucˇnimi primeri. S
tem dobimo nadgradnjo strokovnjakovega argumenta, ki vkljucˇuje trditev,
da mora stranka imeti tudi pozitiven status racˇuna.
S taksˇnim pravilom uvrstimo Gdcˇ. Bevk v pravilen razred, hkrati pa je
pravilo bolj skladno s strokovnjakovim znanjem. Prednosti taksˇnega ucˇenja
so:
• Argumentiranje posamicˇnega primera omogocˇi lazˇje izrazˇanje domen-
skega znanja, s tem se tudi izognemo iskanju argumentov, ki bi veljali
za celotno domeno.
• Z argumentiranjem zmanjˇsamo sˇtevilo mozˇnih hipotez in s tem zmanjˇsamo
kompleksnost iskanja boljˇse resˇitve.
• Naucˇena hipoteza vsebuje strokovnjakovo razlago in je s tem bolj smi-
selna.
3.2 Interaktivna zanka za zajemanje eksper-
tnega znanja
ABML je sestavljen iz dveh glavnih delov:
• spremenjen algoritem strojnega ucˇenja, ki uporablja argumente,
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• iterativna ABML zanka, ki upravlja interakcijo med strokovnjakom in
algoritmom.
Ponavadi je algoritem tisti, ki mu pripisujejo vse zasluge za uspesˇno de-
lovanje metode, toda iterativna zanka za zajemanje strokovnjakovega zna-
nja (angl. knowledge refinement loop) je vsaj tako pomembna kot algori-
tem [31]. Je metoda, ki jo strokovnjak uporablja med procesom zajemanja
znanja, medtem pa je delovanje algoritma skrito v ozadju. V nadaljevanju
prikazˇemo prednosti taksˇne interakcije med strokovnjakom in algoritmom
strojnega ucˇenja. Sledecˇi koraki povzamejo potek ABML zanke zajemanja
znanja iz strokovnjaka:
1. Naucˇi se hipotezo z uporabo podanih podatkov.
2. Poiˇscˇi najbolj kriticˇen primer in ga predstavi strokovnjaku. Cˇe kriticˇnega
primera ne najdemo, ustavi postopek.
3. Strokovnjak razlozˇi kriticˇni primer s podajanjem argumentov.
4. Ponovi prvi korak.
V nadaljevanju razlozˇimo kriticˇni primer, kako ga izbrati in kako podati
argumente, da elicitiramo strokovnjakovo znanje za izbrani primer.
V iskanju kriticˇnih primerov
Glavna lastnost kriticˇnih primerov je, da jih dobljena hipoteza ne zna do-
bro razlozˇiti. V dosedanjih implementacijah ABML se je iskanje kriticˇnih
primerov izvedlo z racˇunanjem statisticˇne napake preko k-kratnega precˇnega
preverjanja (angl. k–fold validation) ponovljenega n krat (e.g. n = 4, k = 5)
[25] [31] [33]. Primer, ki ima najviˇsjo statisticˇno napako, je najslabsˇe razlozˇen
v nasˇi hipotezi in ga zato poimenujemo kriticˇni primer.
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Iskanje boljˇsih argumentov
S podanimi argumenti vodimo ucˇno metodo do boljˇse razlage kriticˇnih pri-
merov, katere metoda ne zna dobro razlozˇiti [32]. Strokovnjakove argumente
je ponavadi treba dopolniti. Kadar metoda ne zmore sama dopolniti strokov-
njakovega argumenta, ga mora strokovnjak dopolniti s pomocˇjo protiprime-
rov. Protiprimeri so primeri, ki so v razlicˇnih razredih od kriticˇnega primera
in hkrati sovpadajo s strokovnjakovimi argumenti. Proceduro enega koraka
argumentiranja lahko opiˇsemo z naslednjimi koraki:
Korak 1: Razlaganje kriticˇnega primera. V tem koraku strokov-
njaku predstavimo kriticˇni primer in mu postavimo vprasˇanje, ”Zakaj
je ali zakaj ni ta primer v podanem razredu?”. Odgovor je seznam
argumentov A1, ..., Ak, ki potrjujejo strokovnjakovo trditev. Ko je pri-
mer pretezˇak za argumentiranje, je odgovor strokovnjaka lahko tudi,
”Ne vem”. S tem zakljucˇimo korak argumentiranja in poiˇscˇemo nov
kriticˇni primer.
Korak 2: Dodajanje argumentov primeru. Argumente, kot jih
poda strokovnjak, je treba pretvoriti v domenski jezik (atribute). Ko so
trditve argumentov podane z znanimi atributi, se te trditve preprosto
dodajo primeru. Ko je trditev v obliki koncepta, kot je npr. razmerje
dveh atributov in ta koncept sˇe ni v domeni, je treba pred dodajanjem
argumenta dodati sˇe ustrezen atribut.
Korak 3: Odkrivanje protiprimerov. Protiprimere se uporabi za
dopolnjevanje argumentov, ki so nepopolni in jih ABML ne zna do-
polniti. Protiprimere iˇscˇemo v razredih, ki so razlicˇni od kriticˇnega
primera in ga hkrati pokrivamo s pravilom, nastalim iz argumenta.
Korak 4: Izboljˇsanje argumentov. Strokovnjak mora sedaj pre-
gledati svoj zacˇetni argument uposˇtevajocˇ protiprimer. Ta korak je
podoben prvemu in drugemu s korenito spremembo. Strokovnjaka to-
krat vprasˇamo, ”Zakaj je kriticˇni primer v tem razredu in protiprimer
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v drugem?” Njegov odgovor se doda zacˇetnemu argumentu.
Korak 5: vrnitev na tretji korak, cˇe je najden nov protiprimer.
V nasˇem primeru odobritve kredita iz poglavja 3.1 bi z argumentom ”Gdcˇ.
Bevk ima odobren kredit, ker je status racˇuna pozitiven.”, priˇsli do nepo-
polnega argumenta. ABML bi vrnil protiprimer: ”G.Medved ima pozitiven
racˇun, toda nima odobrenega kredita.” Strokovnjak bi na poziv protiprimera
izboljˇsal svoj prvotni argument z odgovorom: ”Gdcˇ. Bevk je redni placˇnik
racˇunov.” S taksˇnim postopkom ABML pride do pravila s 100-odstotno na-
tancˇnostjo:
CˇE StatusRacˇuna = pozitiven IN RedniPlacˇnik = da POTEM Odobren-
Kredit = da
3.3 Mozˇnosti interakcije z argumentiranjem
pri odkrivanju skupin
Iterativna ABML zanka 3 in odkrivanje skupin z omejitvami si delita skupen
cilj: izboljˇsanje osnovne implementacije algoritma s podajanjem omejitev
na konkretne primere. Kot omenjeno v poglavju 1.1, je odkrivanje skupin
z omejitvami odlicˇno orodje za izboljˇsanje obstojecˇih algoritmov, ki pa ima
do sedaj slabo raziskane resˇitve za elicitacijo znanja iz strokovnjaka. Zaradi
narave interaktivne zanke za zajemanje znanja je ABML mozˇna resˇitev tega
problema.
S kombinacijo teh dveh metod dobimo novo vejo ABML, imenovano od-
krivanje skupin z argumentiranjem 4, kjer zajem podatkov z interaktivno
zanko prilagodimo odkrivanju skupin. Dosedanje metode argumentiranega
strojnega ucˇenja so imele naloge klasifikacije, kjer so skupine ucˇnih primerov
znane. Pri kombiniranju metod ABML in odkrivanja skupin, moramo paziti
na dolocˇene tezˇave, ki nastanejo, ker ne poznamo skupin ucˇnih primerov.
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Cˇeprav morda poznamo skupine, ki jih zˇelimo videti kot rezultat odkriva-
nja skupin, je razlikovanje med skupinami prav tako tezˇka naloga. Zato
argumenti argumentiranega strojnega ucˇenja v obliki, kot so predstavljeni v
poglavju 3.1, niso primerni.
Tezˇave, ki nastanejo pri zdruzˇitvi metod ABML in odkrivanja skupin, so:
• Skupin ne poznamo, kar otezˇi argumentranje primerov po nacˇinu
metode klasicˇnega ABML. Strokovnjak zato precej tezˇje argumentira,
zakaj primer spada v dolocˇeno skupino.
• Razlocˇevanje skupin je za strokovnjaka tezˇka naloga. Nastale sku-
pine vsaj na zacˇetku postopka elicitacije znanja nimajo pravega smisla,
zaradi cˇesar smo ponavadi manj prepricˇani, v katero skupino spada
posamezen primer.
• Kriticˇnost ucˇnega primera je tezˇko dolocˇiti brez skupin. Medtem,
ko dosedanje implementacije ABML izvajajo k–precˇno validacijo za
racˇunanje kriticˇnosti, pri odkrivanju skupin to ni mogocˇe, saj ne po-
znamo dejanskih skupin ucˇnih primerov.
Poglavje 4
Odkrivanje skupin z
argumentiranjem
4.1 Algoritem AB k-means
Metoda voditeljev z argumenti (angl. argument-based k-means, AB k-means,
ABKM) temelji na postopku argumentiranja, ki je opisan v poglavju 3.2.
Ideja iterativne zanke za zajemanje znanja ostaja taksˇna, kot je opisana v
prejˇsnih poglavjih. S pomocˇjo zanke zˇelimo strokovnjaku ponuditi le tiste
primere, ki so problematicˇni. Problematicˇni primeri pa so tisti, ki se ob
odkrivanju skupin slabo umestijo v skupine. V nadaljevanju jih poimenujemo
kriticˇni primeri.
Postopek zacˇnemo s primeri, ki so brez argumentov. Nato nadaljujemo
po naslednjih korakih:
1. korak: Iskanje hipoteze – z metodo voditeljev z omejitvami poiˇscˇemo
hipotezo.
2. korak: Iskanje kriticˇnih primerov – poiˇscˇemo kriticˇne primere in
dovolimo strokovnjaku, da sam izbere najbolj primeren kriticˇni primer.
3. korak: Podajanje argumentov strokovnjak argumentira omejitev, ki
vsebuje izbran kriticˇni primer in nek drug ucˇni primer.
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4. korak: Iskanje protiprimerov – metoda lahko najde primer, ki ni
skladen s strokovnjakovim argumentom. Strokovnjak nato argumentira
omejitev, ki vsebuje izbran kriticˇni primer in protiprimer.
5. korak: Vrni se na prvi korak z dobljenimi omejitvami.
V prvem koraku dobimo hipotezo z odkritimi skupinami, na podlagi ka-
terih izracˇunamo, kateri so novi kriticˇni primeri.
V drugem koraku izracˇunamo problematicˇnost uvrstitve posameznih pri-
merov v dolocˇene in strokovnjaku prikazˇemo tiste, ki so najbolj kriticˇni.
Za racˇunanje ”kriticˇnosti” precˇna validacija ni vecˇ primerna, zato smo jo
izracˇunali s pomocˇjo silhuetne metode (angl. silhouette), ki oceni kakovost
umesˇcˇenosti primerov v skupino [23]. Ucˇni primeri z nizˇjo silhuetno vredno-
stjo se smatrajo kot bolj kriticˇni primeri. Strokovnjak izbere enega izmed
podanih kriticˇnih primerov.
V tretjem koraku poiˇscˇemo reprezentativen primer ene od skupin, v
kateri ni kriticˇnega primera. Reprezentativen primer je tisti, ki ima visoko
silhuetno vrednost in je dobro umesˇcˇen v skupino. Strokovnjaku prikazˇemo
kriticˇen in reprezentativen primer v obliki poizvedbe o omejitvi. Strokov-
njak nato postavi omejitev nad ta par in argumentira odlocˇitev za taksˇno
omejitev. Z izborom taksˇnega para dobimo bolj prepricˇljivo omejitev. Ne-
gotovost umestitve kriticˇnega primera v pravilno skupino zmanjˇsamo, ko
dodamo informacijo v obliki omejitve z reprezentativnim primerom, ki se z
veliko stopnjo zanesljivosti nahaja v drugi skupini kot kriticˇni primer. Slika
Slika 4.1: Omejitev na kriticˇni in reprezentativni primer.
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4.1 prikazuje postavitev pozitivne omejitve na kriticˇni primer v modri skupini
in reprezentativni primer zelene skupine.
V cˇetrtem koraku algoritem s pomocˇjo s strani strokovnjaka podanih
argumentov poiˇscˇe protiprimere, ki so v drugi skupini kot kriticˇen primer
in hkrati sovpadajo s strokovnjakovimi argumenti. Tako par iˇscˇemo le po
tistih atributih, ki so najbolj relevantni za izbrano skupino. Strokovnjak
nato postavi omejitve na par, ki vsebuje tako kriticˇni primer kot dobljeni
protiprimer. Slika 4.2 prikazuje postavitev dodatne negativne omejitve na
kriticˇni primer iz modre skupine in protiprimer iz zelene skupine, pridobljen
z argumenti.
Slika 4.2: Omejitev na kriticˇni primer in protiprimer.
Z dobljenimi omejitvami se vrnemo nazaj na prvi korak, torej k iskanju
hipoteze z dobljenimi omejitvami. Nova hipoteza z uposˇtevanjem omejitev
pripelje do nove hipoteze, ki je uposˇtevala dobljene omejitve. Silka 4.3 pri-
kazuje novo hipotezo, ki smo jo dobili z uposˇtevanjem omejitev.
Slika 4.3: Nova hipoteza z omejitvami.
Nato je strokovnjaku predstavljen nov kriticˇni primer. Postopek pona-
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vljamo, dokler sˇe imamo kriticˇne primere ali pa se strokovnjak odlocˇi, da je
priˇsel do zadovoljivega rezultata. Takrat se postopek zakljucˇi.
Celoten postopek prikazuje diagram na Sliki 4.4.
Slika 4.4: Potek algoritma ABKM.
4.2 Zajemanje znanja z AB k-means
Zajemanje znanja je kljucˇna naloga nasˇe metode. Z dodajanjem argumentov
k primerom postane strokovnjak bolj prepricˇan v svojo odlocˇitev. Poda nam
informacije, s katerimi lahko poiˇscˇemo bolj primerne pare za postavljanje
omejitev. Grobi osnutek poteka iterativne zanke za zajemanje znanja smo
opisali v poglavju 4.1. V nadaljevanju pa bomo opisali podrobnejˇse kljucˇne
korake za uspesˇno implementacijo metode, ki so prikazani na diagramu 4.5.
4.2.1 Iskanje kriticˇnih primerov
Po koncˇani prvi izvedbi metode voditeljev z omejitvami, pri kateri omejitev sˇe
nimamo, uporabimo dobljeno hipotezo v 2. koraku iterativne zanke – iskanje
kriticˇnih primerov. Za iskanje kriticˇnih primerov najprej potrebujemo mero,
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Slika 4.5: Potek iterativne zanke.
s katero lahko izracˇunamo, kako dobro so primeri umesˇcˇeni v podano skupino.
Za to uporabimo mero silhuetni koeficient (angl. silhouette coefficient), ki ga
izracˇunamo na nacˇin, kot je opisano v nadaljevanju.
Za vsak ucˇni primer izracˇunamo povprecˇno razlicˇnost med primeri v isti
skupini a(i). Nato izracˇunamo povprecˇno razlicˇnost med ucˇnim primerom
in primeri ostalih skupin. Iz vseh teh meritev izberemo b(i), ki predstavlja
najnizˇjo razlicˇnost med primerom in skupino, katere primer ni med cˇlani. S
tem definiramo silhuetno vrednost kot:
s(i) =
b(i)− a(i)
max{a(i),b(i)} (4.1)
Kar lahko tudi napiˇsemo kot
s(i) =

1− a(i)
b(i)
, cˇe a(i) <b(i)
0, cˇe a(i) = b(i)
b(i)
a(i)
− 1, cˇe a(i) >b(i)
(4.2)
s(i) ima vrednosti od −1 do 1. Vrednost a(i) nam pove, kako razlicˇen je
xi od svoje skupine. Nizek a(i) torej pomeni, da je ucˇni primer xi dobro
postavljen v skupino. In nasprotno, visok b(i) pomeni, da je slabo postavljen.
To pomeni, da mora veljati a(i)  b(i), cˇe je primer xi dobro postavljen v
skupino. Takrat je vrednost s(i) v blizˇini 1.
Ko imamo izracˇunano silhuetno vrednost, za vsak primer najprej razvr-
stimo primere z najnizˇjo silhuetno vrednostjo. Uporabniku najprej ponudimo
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primer z najnizˇjo silhuetno vrednostjo, saj nam prav ta mera pove, da so iz-
brani primeri bolj kriticˇni. Strokovnjak nato izbere primeren kriticˇni primer
za argumentacijo.
Mejo kriticˇnosti nastavimo tako, da dolocˇimo maksimalno silhuetno vre-
dnost, do katere zˇelimo izboljˇsati primere v skupinah.
Cˇasovna kompleksnost silhuetnih vrednosti je kvadratna s sˇtevilom prime-
rov v odkrivanju skupin O(n2). Namesto silhuetnih vrednosti bi bila mozˇna
resˇitev tudi uporaba Davies–Bouldin indeksa (angl. Davies–Bouldin index,
DBI), katerega cˇasovna kompleksnost je linearna s sˇtevilom primerov v od-
krivanju skupin, vendar slabsˇe izracˇuna kriticˇnost primerov.
4.2.2 Podajanje argumentov
Kot smo zˇe omenili v poglavju 3.3, je postopek argumentiranja iz nave-
denih razlogov prilagojen odkrivanju skupin. Strokovnjak ne argumentira
vecˇ z razlogi, zakaj kriticˇni primer spada v neko skupino, kot to pocˇne pri
”klasicˇnem” ABML 3. V primeru odkrivanja skupin, kjer ne poznamo re-
snicˇnih skupin primerov, je to bistveno tezˇje, zato strokovnjaku predstavimo
kriticˇni in reprezentativen primer in strokovnjak argumentira, zakaj predsta-
vljen par spada skupaj oz. ne spada skupaj.
Argumentiranje razdelimo na dva dodatna koraka, podobno kot pri osnovni
implementaciji ABML:
Korak 1: Razlaganje omejitve. V tem koraku strokovnjak poda pozi-
tivno ali negativno omejitev in argumentira omejitev z odgovorom na
vprasˇanje: ”Zakaj podana primera spadata v isto skupino, oziroma za-
kaj temu ni tako?” Odgovor je tako lahko nabor argumentov A1, ..., Ak,
ki potrjujejo podano omejitev. Kadar je omejitev pretezˇko argumenti-
rati, lahko strokovnjak izbere drug par. Cˇe pa strokovnjak ni prepricˇan
v svojo trditev, lahko preskocˇi postavljanje omejitve in le argumentira,
zakaj meni, da par spada skupaj ali ne.
Korak 2: Dodajanje argumentov primeru. Argumenti Ai so podani
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v naravnem jeziku in jih je treba pretvoriti v domenski jezik (atri-
buti). Vsak argument podpira svojo trditev z vecˇ razlogi. Ko je razlog
navadna vrednost atributa, je argument preprosto dodan primeru. V
primeru, ko razlog vsebuje nek nov koncept, ki ga trenutna domena ne
vsebuje, se ta koncept doda v domeno kot nov atribut, sˇe preden se
argument doda k primeru.
Primer argumentiranja omejitev lahko predstavimo na primeru podatkov od-
placˇevanja kreditov iz tabele 3.1. Strokovnjak dolocˇi pozitivno omejitev na
reprezentativni primer Gdcˇ. Bevk in kriticˇni primer G. Bond, ki je slabsˇe
umesˇcˇen v skupino, ker ima atribut RedniPlacˇnik vrednost ne. Nato argu-
mentira:
Cˇe StatusRacˇuna = pozitiven POTEM pozitivna omejitev
Tako je strokovnjak navedel razlog, v obliki atributa StatusRacˇuna, zakaj
primera spadata v isto skupino.
4.2.3 Iskanje protiprimerov
V klasicˇnem ABML 3 se strokovnjakove argumente uporablja za dopolnje-
vanje argumentov, pridobljenih s klasifikacijo. V primeru odkrivanja skupin
uporabimo argumente za dopolnevanje omejitev na kriticˇni primer. Iskanje
protiprimerov lahko razdelimo na dva koraka:
Korak 1: Odkrivanje protiprimerov. Za iskanje protiprimerov poiˇscˇemo
primere, ki sovpadajo s strokovnjakovimi argumenti, vendar hkrati ne
spadajo v skupino kriticˇnega primera. Tako dobimo najvecˇ k − 1 pro-
tiprimerov. Iz vsake skupine prikazˇemo le en primer. Cˇe je taksˇnih
primerov v skupini vecˇ, se izbere le tistega, ki ima najviˇsjo silhuetno
vrednost. Tako dobimo pare, ki so po relevantnih atributih podobni
kriticˇnemu primeru, hkrati pa prepricˇljivo spadajo v drugo skupino.
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Korak 2: Dodajanje omejitev primerom. Strokovnjak poda omejitve
na pare, ki vsebujejo kriticˇni primer in protiprimere. Za par kriticˇnega
primera in protiprimera argumenti niso vecˇ potrebni, saj smo z ob-
stojecˇimi argumenti zˇe dobili zˇeljene protiprimere v tej iteraciji. Ome-
jitve se nato doda k seznamu drugih omejitev in se jih uposˇteva ob
naslednji iteraciji.
Tako z argumenti iˇscˇemo primere, ki so podobni kriticˇnemu primeru po kri-
teriju, ki ga poda strokovnjak. V tem smislu strokovnjak vodi izbor pro-
tiprimerov. Tako se lahko hitro najde podobne primere, ki so prav tako
narobe razvrsˇcˇeni in jih s pozitivno omejitvijo postavimo v pravilno skupino.
Prav tako lahko hitro najdemo pravilno skupino za kriticˇni primer, s tem ko
zozˇamo prostor hipotez preko argumenta.
4.3 Podajanje omejitev
Podajanje omejitev pri algoritmu ABKM smo implementirali podobno kot
jih implementira algoritem CKM, ki je opisan v poglavju 2.2.1. Strokovnjaku
smo dodali poleg mozˇnosti dodajanja omejitev na par tudi mozˇnost omejitev
para s pozitivno omejitvijo na skupino.
4.3.1 Omejitev na par
Omejitve na par smo opisali v poglavju 2.2. Vpeljemo jih tako, da poskusˇamo
vsak primer di dodeliti najblizˇji skupini Cj. V primeru, da je pri tem katera
od omejitev krsˇena, se primera di ne vstavi v to skupino. Cˇe obstaja primer
d=, ki mora biti v istem razredu kot di in je ta primer zˇe v drugi skupini kot
Cj ali cˇe obstaja primer d 6=, ki je zˇe v skupini Cj, pomeni, da je bila omejitev
krsˇena. Ko imamo pozitivno omejitev nad primerom di in je primer d= zˇe v
skupini, postavimo primer di v skupino d=. Ko pa imamo negativno omejitev
nad primerom di in je primer d6= v skupini Cj pa poskusˇamo umestiti primer
v naslednjo najblizˇjo skupino.
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4.3.2 Omejitev na skupino
Poleg omejitve na par lahko strokovnjak postavi tudi omejitev para na sku-
pino. V tem primeru strokovnjak dolocˇi par, ki mora biti v isti skupini,
hkrati pa dolocˇi tudi skupino, v katero spadata primera.
Taksˇno omejitev je bolj zahtevno postaviti in ni obvezna, vendar pri-
pomore k hitrosti konvergence in natancˇnosti algoritma. Zaradi interakcije
strokovnjaka z algoritmom postane postavljanje taksˇnih omejitev v kasnejˇsih
iteracijah iterativne zanke za zajemanje znanja lazˇje.
Slika 4.6a prikazuje primer, kjer strokovnjak zˇeli voditi algoritem do re-
zultata, kjer je v modri skupini vecˇ primerov. Na sliki 4.6a je postavljena
omejitev na par, kjer nismo dolocˇili skupine. Pogosto nezazˇeljen rezultat
taksˇne omejitve je prikazan na sliki 4.6b.
(a) Omejitev na par ucˇnih primerov. (b) Rezultat omejitve para.
Slika 4.6: Omejitev na par.
Ko pa strokovnjak dolocˇi omejitev na skupino, v kateri zˇeli, da je omejeni
par (glej Sliko 4.7a), dobimo bolj zazˇeljen rezultat, ki je prikazan na sliki
4.7b.
(a) Omejitev para na skupino. (b) Rezultat omejitve para na skupino.
Slika 4.7: Omejitev na skupino.
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Poglavje 5
Aplikacija za zajemanje znanja
z algoritmom AB k-means
5.1 Predstavitev aplikacije
Za lazˇjo predstavitev in za lazˇje testiranje smo ustvarili aplikacijo z graficˇnim
vmesnikom za upravljanje z algoritmom, ki je prosto dostopna na spletu [41].
Aplikacija je le orodje za lazˇjo uporabo algoritma.
Slika 5.1: Razdelitev graficˇnega vmesnika.
Glavno okno smo razdelili na sˇtiri dele, kot so prikazani na sliki 5.1.
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Orodna vrstica
orodna vrstica na sliki 5.2 vsebuje gumbe, s katerimi uporabnik sledi korakom
algoritma. Aplikacija prikazˇe le gumbe, ki so aktualni.
Slika 5.2: Navigacija aplikacije.
• Start k-means – Zazˇene osnovno implementacijo k-means metode
brez omejitev.
• Plot – Izriˇse trenutne skupine v 2–D prostoru s pomocˇjo metode PCA.
• Rename clusters – Uporabnik s tem gumbom preimenuje skupine,
kar zelo olajˇsa spremljanje algoritma.
• Select critical example – S klikom na ta gumb odpremo novo okno,
prikazano na sliki 5.4 kjer prikazˇemo po pet primerov, razvrsˇcˇenih po
kriticˇnosti (silhuetne vrednosti) primera. Uporabnik izbere kriticˇni pri-
mer, ki je po njegovi presoji primeren za argumentiranje omejitev.
• Argument constraint – Ko je uporabnik izbral kriticˇni primer, se
prikazˇe gumb ”Argument critical example”, ki odpre novo okno, prika-
zan na sliki 5.5 z izbranim kriticˇnim primerom in primerom za primer-
javo. V oknu je tudi obrazec za izbor argumenta in omejitve.
• Counter examples – Ko je kriticˇni primer argumentiran in je algo-
ritem poiskal protiprimere, se pojavi gumb ”Counter examples”, ki v
novem oknu, prikazan na sliki 5.6 prikazˇe kriticˇni primer in protiprimer
ter vprasˇa uporabnika po omejitvi med njima.
• Discover clusters – Ko je ves postopek koncˇan, se prikazˇe gumb ”Get
hypothesis”. S tem gumbom zazˇenemo AB k-means, ki uposˇteva ome-
jitve, dobljene v dosedanjih iteracijah.
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Navigator iterativne zanke
Navigator iterativne zanke sluzˇi sledenju postopka argumentacije. Zapisani
so koraki argumentiranja in v katerem stanju je korak (Ready – pomeni, da
smo v tem stanju; Finished – pomeni, da smo opravili ta korak; brez stanja
– sˇe moramo opraviti ta korak).
Glavni prikaz
Glavni prikaz izpisuje rezultate algoritma: povprecˇne vrednosti atributov,
oddaljenost voditeljev od ostalih voditeljev, radij voditelja, povprecˇna raz-
dalja primerov od voditelja, postavljena omejitev, postavljen argument.
Seznam kriticˇnih primerov
Seznam kriticˇnih primerov izpisuje seznam izbranih kriticˇnih primerov. Ko
izberemo vecˇ kriticˇnih primerov, lahko na seznamu izberemo kateregakoli od
izbranih kriticˇnih primerov in spremenimo njegove argumente s pritiskom na
gumb ”Argument critical example”.
5.2 Opis postopka argumentiranja
Za lazˇjo predstavo prikazˇimo delovanje algoritma na podatkovni zbirki Iris
[36]. Zbirka vsebuje tri razlicˇne razrede, od katerih sta le dva razlocˇno locˇena.
Zaradi tega vcˇasih pridemo do napacˇnih skupin pri odkrivanju skupin. Bolj
podrobno to podatkovno zbirko predstavimo v poglavju 6.1.1.
Zacˇetna hipoteza
Tabela 5.1 in Slika 5.3 prikazujeta primer nezadovoljivega k-means rezultata,
kjer so primeri v modri skupini zelo slabo razporejeni. V tabeli 5.1 nava-
jamo le centroide, medtem ko slika 5.3 prikazuje celotno podatkovno zbirko.
Zaradi slabe inicializacije skupin, dobimo z algoritmom k-means neprime-
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Slika 5.3: Nezadovoljiv k-means rezultat.
sepal length 6.31 5.18 4.75
sepal width 2.9 3.63 2.91
pedal length 4.97 1.47 1.78
pedal width 1.7 0.28 0.34
barva rdecˇa zelena modra
Tabela 5.1: Centroidi nezadovoljega rezultata.
ren rezultat. Ta problem se je v preteklosti resˇeval z vecˇkratnim zagonom
algoritma. ABKM resˇi ta problem z omejitvami.
Izbor kriticˇnega primera
Ko ima algoritem zacˇetno hipotezo, se zacˇne postopek iterativne zanke za za-
jemanje znanja iz strokovnjaka. V prvem koraku najdemo kriticˇne primere.
Kriticˇne primere najdemo s pomocˇjo silhuetnega koeficienta. Ta postopek
je razlozˇen v poglavju 4.3.2. Strokovnjak izbere en primer izmed petih naj-
bolj kriticˇnih primerov, ki mu jih predstavimo. Izbiro kriticˇnega primera mu
dovolimo, ker je nad nekatere primere lazˇje postaviti omejitev in jo argumen-
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Slika 5.4: Izbor kriticˇnih primerov.
tirati. Slika 5.4 prikazuje ta izbor.
Z izborom kriticˇnega primera se prestavimo v korak argumentiranja.
Argumentiranje omejitve
S klikom na gumb ”Argument constraint” se odpre okno za argumentiranje,
kjer strokovnjaku predstavimo kriticˇni primer skupaj z reprezentativnim pri-
merom druge skupine. Na sliki 5.5 vidimo kriticˇni primer z majhno silhuetno
vrednostjo in reprezentativni primer z visoko silhuetno vrednostjo. Stro-
kovnjak poda svoje mnenje o omejitvi med primeroma in obrazlozˇi svojo
odlocˇitev z argumentom.
Strokovnjak lahko argument poda tudi v obliki ”Cˇe je atribut visok, po-
tem...”. Tako olajˇsamo delo strokovnjaku, da se osredotocˇi na problem in ne
na racˇunanje atributov. Operator >>> pomeni ”visok” in pomeni viˇsje od
Slika 5.5: Argumentiranje omejitev.
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90% vrednosti atributa. Torej, cˇe ima atribut vrednost 100, potem operator
>>> pomeni vecˇ od 90. Operator <<< pomeni ”nizek” in pomeni nizˇje
od 110% vrednosti atributa. Torej, cˇe ima atribut vrednost 100, potem ope-
rator <<< pomeni manj od 110. S podanim argumentom se prestavimo v
naslednji korak.
Omejitve na protiprimere
S pritiskom na gumb ”Counter examples” algoritem poiˇscˇe protiprimere s
podanim argumentom in jih v novem oknu predstavi strokovnjaku. Posto-
pek iskanja protiprimerov smo opisali v poglavju 4.2.3. Strokovnjak poda
omejitev ali kriticˇni primer in dobljeni protiprimeri spadajo v isto skupino.
Postopek je prikazan na sliki 5.6.
Slika 5.6: Postavljanje omejitev nad kriticˇni primer in protiprimer.
Nova hipoteza
S postavitvijo omejitev na kriticˇni primer in protiprimere smo dobili bolj
informativne omejitve. S tem v odkritih skupinah povezˇemo slabo umesˇcˇene
primere z bolje umesˇcˇenimi primeri. Tako potrebujemo manj omejitev in
posledicˇno manj cˇasa za postavitev omejitev.
Slika 5.7 in tabela 5.2 prikazujeta rezultat sˇestih omejitev, iz katere je raz-
vidno, da zˇe po sˇestih taksˇnih omejitvah dobimo dobro izboljˇsavo odkrivanja
skupin na nasˇem primeru podatkovne zbirke rozˇ Iris.
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Slika 5.7: Izboljˇsan Iris rezultat.
sepal length 6.6 5.01 5.66
sepal width 2.99 3.42 2.7
pedal length 5.38 1.46 4.03
pedal width 1.92 0.24 1.24
barva rdecˇa zelena modra
Tabela 5.2: Centroidi boljˇsega rezultata.
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Poglavje 6
Metodologija evalvacije
Uspesˇnost nasˇe metode smo preizkusili na razlicˇnih podatkovnih zbirkah in
z razlicˇnimi merami za evalvacijo odkrivanja skupin. Nasˇo metodo smo pri-
merjali z najbolj relevantnim algoritmom – metodo voditeljev z omejitvami
(angl. Constrained k-means, CKM) 2.2.1. CKM algoritem, ki smo ga upora-
bili, je implementiral Mateusz Zawi´slak in je prosto dostopen na spletu [37].
Metodi smo primerjali po naslednjih kriterijih:
• s sˇtevilom omejitev,
• vrednost Adjusted Rand Index 6.2.1,
• vrednost Normalized Mutual Information 6.2.2.
Mejo kriticˇnosti primerov pri metodi ABKM smo nastavili na silhuetno vre-
dnost 1, kar pomeni, da je vsak primer potencialno kriticˇni primer. To smo
storili zato, da se algoritem ni ustavil, preden je priˇsel do zˇeljenega sˇtevila
omejitev.
Vsak poskus smo opravili tridesetkrat in dobljene vrednosti povprecˇili.
Ker ima strokovnjak pri uporabi metode ABKM kar nekaj neobveznih mozˇnosti,
smo metodo preizkusili na vecˇ razlicˇnih nacˇinov.
Prvi preizkus (oznacˇen z ”ABKM OS”; Omejitve na Skupino): ob
vsaki pozitivni ali negativni omejitvi nad parom postavi tudi omejitev
na skupino.
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Drugi preizkus (oznacˇen z ”ABKM OS po 10 iteracijah”): postavi
ob vsaki pozitivni ali negativni omejitvi nad parom tudi omejitev na
skupino, vendar sˇele po 10. iteraciji iterativne zanke za zajemanje
znanja.
Tretji preizkus (oznacˇen z ”ABKM brez OS”): ne postavlja omejitve
na skupino, temvecˇ le pozitivno ali negativno omejitev nad parom.
V primeru, ko poznamo zlato resnico, je postavljanje omejitev na skupino
lahka naloga. Ko ne poznamo zlate resnice, pa je postavljanje omejitev na
skupino tezˇje, vendar je zaradi interakcije strokovnjaka z algoritmom tudi
postavljanje taksˇnih omejitev realna mozˇnost. Drugi preizkus je bil zato
opravljen tako, da pred 10. iteracijo iterativne zanke postavi le pozitivno ali
negativno omejitev, brez omejitve na skupino. Ko so skupine bolj jasne in ra-
zumljive po 10 iteracijah postavi tudi omejitve na skupine. Zadnji opravljen
preizkus je bil izveden brez postavljanja omejitev na skupine. To je primer,
ko so skupine tako nerazumljive, da ne znamo nobenega primera umestiti v
ustrezno skupino.
6.1 Uporabljene mnozˇice podatkov
V tem poglavju predstavimo podatkovne mnozˇice, ki so bile uporabljene pri
eksperimentu, in njihove lastnosti. Za evalvacijo smo uporabili standardne
UCI podatkovne mnozˇice [36], ker je dostop do njih enostaven za celotno raz-
iskovalno skupnost. Uporaba teh podatkovnih zbirk ima tudi manj nevarno-
sti za pristransko evalvacijo, saj so bile zbirke zgrajene neodvisno od mozˇnih
pristopov za resˇevanje problemov. Podatkovne mnozˇice so bile velikokrat
uporabljene v sorodnih raziskavah in je zato tudi primerjava z drugimi eks-
perimenti lazˇja. Rezultate nasˇe metode smo primerjali z najbolj relevantnim
algoritmom – metoda voditeljev z omejitvami (angl. Constrained k-means,
CKM), ki je bil opisan v poglavju 2.2.1.
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6.1.1 Iris rozˇe
Zbirka rozˇ Iris (angl. Iris flower dataset, Iris) [38] je ena izmed najbolj znanih
standardnih podatkovnih zbirk. Zbirka vsebuje 150 primerov, treh razlicˇnih
vrst rozˇ Iris. Za vsak primer v podatkovni bazi so bili izmerjeni sˇtirje atributi:
1. sˇirina vencˇnega lista (angl. petal width),
2. dolzˇina vencˇnega lista (angl. petal length),
3. sˇirina cˇasˇnega lista (angl. sepal width),
4. dolzˇina cˇasˇnega lista (angl. sepal length).
Zbirka vsebuje tri razlicˇne skupine: Iris–virginica, Iris–versicolor, Iris–setosa.
Od treh skupin sta le dve razlocˇno locˇeni, zaradi cˇesar pri odkrivanju skupin
pogosto dobimo napacˇne skupine.
6.1.2 Tip vina
Podatkovna baza Tip vina [39] so podatki kemicˇne analize vin, ki so bile
vzgojene v Italiji iz treh razlicˇnih kultivarjev. Podatkovna baza vsebuje 178
vin treh razlicˇnih vrst. Imena vin niso znana, zato so znacˇena s sˇtevilkami
1, 2, 3. Analiziranih je bilo naslednjih 13 atributov:
1. alkohol (angl.alcohol),
2. jabolcˇna kislina (angl. malic acid ),
3. pepel (angl. ash) ,
4. bazicˇnost pepela (angl. alcalinity of ash ),
5. magnezij (angl. magnesium),
6. kolicˇina fenolov (angl. total phenols ),
7. flavonoidi (angl. flavanoids ),
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8. neflavaonidni fenoli (angl. nonflavanoid phenols),
9. proantocianidin (angl. proanthocyanins),
10. intenziteta barve (angl. color intensity ),
11. odtenek (angl. hue),
12. razredcˇenost vin (angl. diluted wines ),
13. prolin (angl. Proline).
6.1.3 Akutno vnetje
Podatkovna baza Akutno vnetje (angl. Acute Inflammation) [40] vsebuje 120
primerov z dvema boleznima urinskega sistema. Vsak primer spada v eno od
sˇtirih skupin: akutno vnetje, akutni nefritis, brez bolezni, z obema boleznima.
Zdravnik je diagnosticiral paciente s sˇestimi atributi:
1. temperatura pacienta (angl. temperature of patient),
2. prisotnost slabosti (angl. occurrence of nausea),
3. bolecˇine v ledvicah (angl. lumbar pain),
4. pogosto uriniranje (angl. urine pushing),
5. bolecˇe uriniranje (angl. micturition pains),
6. pekocˇa secˇnica (angl. burning of urethra).
6.2 Mere za evalvacijo
6.2.1 ARI (Adjusted Rand Index)
Za primerjavo nasˇega grupiranja z resnicˇnimi skupinami smo uporabili prila-
gojen Rand indeks (angl. Adjusted Rand Index, ARI). ARI je mera, ki nam
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poda informacijo o tem, koliko se resnicˇne skupine primerov razlikujejo od
dobljenih skupin algoritma.
ARI meritev izhaja iz mere Rand Indeks (angl. Rand Index, RI), ki je
matematicˇno enaka natancˇnosti (angl. accuracy). Prednost RI mere je, da se
jo lahko uporabi tudi, ko razrednih imen ne poznamo. RI mero izracˇunamo
po enacˇbi
R =
a+ b
a+ b+ c+ d
(6.1)
kjer,
• a predstavlja sˇtevilo parov, ki smo jih razvrstili v isto skupino in so
hkrati po resnicˇnih skupinah tudi v enaki skupini,
• b predstavlja sˇtevilo parov, ki smo jih razvrstili v razlicˇno skupino in
so hkrati po resnicˇnih skupinah tudi v razlicˇnih skupinah,
• c predstavlja sˇtevilo parov, ki smo jih razvrstili v isto skupino in so
hkrati po resnicˇnih skupinah v razlicˇnih skupinah,
• d predstavlja sˇtevilo parov, ki smo jih razvrstili v razlicˇno skupino in
so hkrati po resnicˇnih skupinah v isti skupini.
V tem primeru sˇtevec (a+ b) pomeni sˇtevilo strinjanj med nasˇimi skupinami
in resnicˇnimi skupinami, c + d pa pomeni sˇtevilo nestrinjanj med nasˇimi
skupinami in resnicˇnimi skupinami.
ARI mero se iz RI razsˇiri tako, da ob meritvi uposˇtevamo tudi pricˇakovan
RI. ARI izracˇunamo po enacˇbi:
ARI =
Index− PricˇakovanIndex
MaxIndex− ExpectedIndex (6.2)
Tako dobimo koncˇno enacˇbo, kjer se uposˇteva pricˇakovan RI:
ARI =
∑
ij
(
nij
2
)− [∑i (ai2 )∑j (bj2 )]/(N2 )
1
2
[
∑
i
(
ai
2
)
+
∑
j
(
bj
2
)
]− [∑i (ai2 )∑j (bj2 )](N2 ) (6.3)
Medtem, ko ima RI vrednosti med 0 in 1, so ARI vrednosti med -1 in 1. Cˇe
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je Rand Index nizˇji od pricˇakovanega, potem dobimo ARI vrednost manjˇso
od 0.
6.2.2 NMI (Normalized Mutual Information)
Normalizirana vzajemna informacija (angl. Normalized mutual information,
NMI) dolocˇi, koliko statisticˇne informacije je skupne med skupinami, ki smo
jih dolocˇili z nasˇim algoritmom in skupinami, dolocˇene z zlato resnico.
NMI izracˇunamo po enacˇbi
NMI =
I(C;K)
(H(C) +H(K))/2
(6.4)
kjer C predstavlja nakljucˇno spremenljivko, ki oznacˇuje dodeljeno skupino
primeru in K predstavlja nakljucˇno spremenljivko, ki oznacˇuje resnicˇno sku-
pino dodeljenega primera. I(X;Y ) = H(X)−H(X|Y ) je vzajemna informa-
cija med nakljucˇnima spremenljivkama X in Y , H(X) pa Shannon entropija
[34] spremenljivke X in H(X|Y ) pogojna entropija spremenljivke X ob po-
danem Y .
Poglavje 7
Zajemanje znanja iz eksperta
7.1 Eksperimenti v domeni Iris
Ker je domena Iris [38] relativno enostavna, smo za primerjavo z ostalimi
metodami, postopek argumentiranja avtomatizirali. Domena je podrobneje
opisana v poglavju 6.1.1 Za vsako skupino v podatkih smo uporabili vnaprej
dolocˇene argumente in omejitve postavljali z uporabo zlate resnice. Za vsako
skupino smo dolocˇili en argument, ki je bil skladen s primeri v tej skupini.
Argumentirali smo omejitev kriticˇnega primera na reprezentativen primer.
To pomeni, da smo najprej postavili omejitev, ki smo jo dobili z zlato resnico,
kot so to storili avtorji v delu [8]. Za dobljeno omejitev smo postavili sledecˇe
argumente:
• Cˇe je bil kriticˇni primer v skupini Iris–setosa, smo nastavili argument:
”CˇE PedalWidth >>>”
• Cˇe je bil kriticˇni primer v skupini Iris–versicolor, smo nastavili argu-
ment: ”CˇE PedalWidth >>>”
• Cˇe je bil kriticˇni primer v skupini Iris–virginica, smo nastavili argu-
ment: ”CˇE PedalWidth >>>”
Operator >>> pomeni ”visok” in pomeni viˇsje od 90% vrednosti atributa
kriticˇnega primera. Operator <<< pomeni ”nizek” in pomeni nizˇje od 110%
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Slika 7.1: Argumentiranje kriticˇnega primera v podatkovni bazi Iris.
vrednosti atributa kriticˇnega primera.
V nasˇem graficˇnem vmesniku je prikaz argumenta videti, tako kot je pri-
kazano na sliki 7.1
Dobljene vrednosti mere ARI so predstavljene v grafu na sliki 7.2 in vre-
dnosti mere NMI na sliki 7.3. Za najbolj uspesˇen nacˇin postavljanja omeji-
tev se je izkazal nacˇin ”ABKM z OS”. Primerljive rezultate je dosegel nacˇin
”ABKM z OS po 10 iteracijah”. Tretji rezultat je dosegel nacˇin ”ABKM brez
OS”. Pri vsakem sˇtevilu omejitev smo dobili viˇsje ARI in NMI vrednosti od
metode CKM.
To pomeni, da nasˇa metoda natancˇneje uvrsti primere v skupine pri ena-
kem sˇtevilu omejitev, ne glede na nacˇin uporabe nasˇe metode.
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Slika 7.2: Vrednosti ARI in primerjava s CKM algoritmom.
Slika 7.3: Vrednosti NMI in primerjava s CKM algoritmom.
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7.2 Eksperimenti v domeni Tip vina
Domeno Tip vin [39], ki je opisana v poglavju 6.1.2, smo prav tako preverjali s
pomocˇjo zlate resnice. Vse atribute smo normalizirali tako pri metodi ABKM
kot pri CKM. Omejitve smo postavili z uporabo zlate resnice in z vnaprej
dolocˇenimi argumenti. Za vsako skupino smo nastavili en argument, ki je bil
skladen s primeri v tej skupini. S pomocˇjo zlate resnice smo argumentirali
omejitev kriticˇnega primera glede na reprezentativen primer. To pomeni, da
smo najprej postavili omejitev, ki smo jo dobili z zlato resnico, kot so to storili
avtorji v delu [8]. Za dobljeno omejitev smo postavili sledecˇe argumente:
• Cˇe je kriticˇni primer v skupini 1: ”CˇE Alcohol >>>”
• Cˇe je kriticˇni primer v skupini 2: ”CˇE MalicAcid >>>”
• Cˇe je kriticˇni primer v skupini 3: ”CˇE ColorIntensity >>>”
Graf na sliki 7.4 prikazuje rezultate ocene ARI in graf na sliki 7.5 prikazuje
rezultate ocene NMI.
Podobno, kot pri prejˇsnem eksperimentu 7.1 smo z nasˇo metodo v vseh
treh primerih dosegli boljˇse rezultate, kot z metodo CKM.
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Slika 7.4: Vrednosti ARI in primerjava s CKM algoritmom.
Slika 7.5: Vrednosti NMI in primerjava s CKM algoritmom.
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7.3 Eksperimenti v domeni Akutno vnetje
Eksperiment smo izvedli s pomocˇjo strokovnjaka na domeni akutnega vnetja
[40]. Po izvedbi eksperimenta je strokovnjak v 29 korakih iterativne zanke
za zajemanje znanja dobil 95 postavljenih omejitev na par in 28 omejitev na
skupino. Postopek je vodil do izboljˇsanja ARI vrednosti z 0.371 na 0.6136 in
NMI vrednosti z 0.5775 na 0.728, kljub nekaj napacˇno postavljenimi omeji-
tvami. Graf na sliki 7.6 prikazuje, rezultate ARI in NMI vrednosti ABKM
metode s strokovnjakom in CKM metode z nakljucˇnimi omejitvami. ABKM
metoda je z uporabo argumentov in omejitev na skupino prikazala boljˇse
rezultate kljub napacˇnim omejitvam.
Strokovnjak je v prvi iterativni zanki uspel poimenovati dve od sˇtirih.
Dveh skupin mu ni uspelo poimenovati zaradi zaradi nerazumljivosti odkri-
vanja skpupin. Po deveti iteraciji je rezultat postal bolj skladen s strokov-
njakovim znanjem in je tako lazˇje poimenoval sˇe drugi dve skupini. Tako je
bilo postavljanje nadaljnjih omejitev lazˇje.
Slika 7.6: Vrednosti ARI in NMI pridobljene s strokovnjakom.
V iteraciji 14 so se vrednosti ARI in NMI poslabsˇale. To se je zgodilo,
ker je strokovnjak podal napacˇno negativno omejitev na par v tabeli 7.1
V iteraciji 24 je bila prav tako postavljena napacˇna negativna omejitev
na par v tabeli 7.2.
Zaradi napacˇnih omejitev je na rezultatih viden padec kvalitete odkriva-
nja skupin. Ta slabost, ki si jo nasˇa metoda deli z metodo CKM, nastane
zaradi postavljanja trdih omejitev, ki se vkljucˇijo v odkrivanje skupin kljub
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Tabela 7.1: Napacˇno nastavljena pozitivna omejitev na par.
Temperature 37.1 37.1
Occurrence of nausea no no
Lumbar pain no no
Urine pushing yes yes
Micturition pains yes yes
Burning of urethra yes yes
Skupina akutno vnetje akutno vnetje
Tabela 7.2: Napacˇno nastavljena negativna omejitev na par.
Temperature 38.1 39.7
Occurrence of nausea no no
Lumbar pain yes yes
Urine pushing yes yes
Micturition pains no no
Burning of urethra yes yes
Skupina akutni nefritis akutni nefritis
njihovi pravilnosti. Pri tem se uposˇteva tudi omejitve, ki so napacˇne in
poslabsˇajo rezultat odkrivanja skupin.
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Poglavje 8
Sklepne ugotovitve
V magistrskem delu smo izpostavili probleme, ki se pojavijo pri prakticˇni
uporabi odkrivanja skupin z omejitvami (angl. constrained clustering) in so
bile kljub veliki raziskanosti podrocˇja zapostavljene. Pri taksˇnem odkriva-
nju skupin s postavljanjem pozitivnih (angl. must-link) in negativnih (angl.
cannot-link) omejitev na par ucˇnih primerov vkljucˇujemo domensko znanje
in tako izboljˇsamo rezultat odkrivanja skupin. Dosedanji razvoj je bil usmer-
jen v nove algoritme, ki na kreativne nacˇine uporabijo dobljene omejitve in
kazˇejo dobre rezultate. Prakticˇni problemi, kot je dolgo in naporno poda-
janje omejitev, za katere potrebujemo vnos domenskega strokovnjaka, pa so
ostali nenaslovljeni.
V magistrskem delu smo predlagali novo resˇitev za problem zajemanja
znanja iz strokovnjaka, prilagojeno odkrivanju skupin. V okviru paradigme
argumentiranega strojnega ucˇenja smo razvili metodo voditeljev z argumenti
”AB k-means” (angl. Argument-based k-means, ABKM), ki z iskanjem slabo
in dobro umesˇcˇenih primerov v skupinah s pomocˇjo strokovnjakovih argu-
mentov, pridobi omejitve, ki so kljucˇne za uspesˇno odkrivanje skupin. Z
argumentiranjem lahko domenski strokovnjak podaja razloge, zakaj dolocˇeni
avtomatsko izbrani primeri po svojih lastnostih pripadajo oz. ne pripadajo
v isti skupini. Poleg omejitve ali primera spadata v isto skupino, lahko stro-
kovnjak tudi dolocˇi, v katero skupino slabo umesˇcˇeni primer spada in s tem
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preprecˇi umestitev primera v napacˇno skupino. AB k-means nato s pomocˇjo
protiprimerov izpostavlja morebitne pomanjkljivosti strokovnjakovih razlag
in mu omogocˇa izboljˇsevanje podanih omejitev. Tako pridobimo ustreznejˇse
omejitve, hkrati pa se s tem skrajˇsa celoten postopek zajemanja znanja iz
strokovnjaka. Tovrstna interakcija med metodo in strokovnjakom vodi do
s strokovnjakovim znanjem skladnih omejitev, ki ucˇinkovito pripomorejo k
izboljˇsanju rezultatov odkrivanja skupin, pri tem pa domenskemu strokov-
njaku konkretno olajˇsamo postavljanje omejitev. Za lazˇje zajemanje znanja
iz strokovnjaka smo ustvarili graficˇni vmesnik, ki je prosto dostopen na spletu
[41].
Empiricˇno smo pokazali, da je z vpeljavo argumentov mogocˇe priti do pri-
mernejˇsih omejitev in da nov postopek zajemanja omejitev vodi do boljˇsih
rezultatov v primerjavi s sodobnimi algoritmi za odkrivanje skupin z ome-
jitvami. Predlagana metoda se je v vseh treh testnih domenah izkazala za
uspesˇnejˇso od primerljive metode za odkrivanje skupin CKM (angl. con-
strained k-means, CKM). K izboljˇsanim rezultatom so vodili tako s strani
metode podani protiprimeri, ki so pripomogli k ustreznejˇsim omejitvam, kot
tudi mozˇnost postavljanja omejitev na skupine. Zaradi interakcije, ki jo
omogocˇa interativna zanka za zajemanja znanja, so dobljeni rezultati bolj
razumljivi in skladni s strokovnjakovim znanjem.
Sodobni algoritmi za odkrivanje skupin s pomocˇjo metode voditeljev
(angl. k-means) obicˇajno imajo najvecˇ tezˇav na vecˇjih podatkovnih bazah,
sˇe zlasti zaradi napacˇno inicializiranih skupin. Kljub temu, da nova me-
toda zaradi zahtevnih izracˇunov kakovosti umestitve posameznih primerov v
skupine sˇe ni namenjena delu z velikimi ucˇnimi mnozˇicami podatkov, pa so
njeni rezultati zaradi pridobljenega domenskega znanja s strani domenskega
strokovnjaka lahko sˇe posebej koristni prav za uspesˇno odkrivanje skupin
tudi v primeru velike kolicˇine podatkov. Tung in avtorji [35] predlagajo pri
odkrivanju skupin vecˇjih podatkovnih baz uporabo manjˇsih skupin (angl.
micro-clusters). Z uporabo ABKM v predhodnem koraku odkrivanja skupin
z ustreznim vzorcˇenjem pridobimo manjˇse skupine, na katere nato postavimo
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primerne omejitve, ki se uporabijo pri odkrivanju skupin celotne podatkovne
baze.
Za dodatno zmanjˇsanje strokovnjakove obremenitve, kot mozˇnost za na-
daljne izboljˇsanje uporabljenega pristopa, predlagamo shranjevanje obstojecˇih
argumentov za omejitve. S tem bi se izognili vecˇkratnemu vnasˇanju istih
argumentov. Prav tako bi bilo treba nasloviti trdnost omejitev, saj so ekspe-
rimenti pokazali, da se rezultat odkrivanja skupin mocˇno poslabsˇa, ko pride
do napacˇno podane omejitve. Prav tako je slabost, da bodo vsi ucˇni primeri,
ki so povezani s pozitivnimi omejitvami, slepo postavljeni v skupino prvega
ucˇnega primera s pozitivno omejitvijo in pri tem ne uposˇteva podobnosti s
centroidi ali drugih omejitev. Iskanje slabo umesˇcˇenih primerov je v predla-
gani metodi cˇasovno zahtevna naloga, zato je sˇe vedno odprta mozˇnost za
izboljˇsave. Na primer namesto silhuetnih vrednosti, za mero ugotavljanja
”kriticˇnosti”umestitev posameznih ucˇnih primerov v skupine, bi bila mozˇna
resˇitev uporaba Davies–Bouldin indeksa (angl. Davies–Bouldin index, DBI).
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