Modern GNSS navigation equipment has a significant drawback -low noise immunity. To solve this problem, they are based on phased array antennas using adaptive signal processing algorithms. The final effect of such processing is determined by the level and completeness of using the existing differences, as well as the quality of accounting for each of them, depending on the degree of fame of the statistical characteristics of signals and interference. The article discusses the theory of synthesis of an algorithm for measuring the parameters of radio navigation signals received on spaced antennas under the influence of interference.
Introduction
For efficient functioning in real conditions of parametric a priori uncertainty and a dynamic change in the statistical characteristics of interference, the parameters of adaptive systems must be promptly changed in accordance with the interference environment. The most substantiated theoretically and tested in practice are the methods of the Markov theory of optimal filtration. This theory has been fully and strictly developed in a number of works [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] .
The problem of optimal filtering of the measured navigation parameters in general is formulated as follows: a) it is required to obtain an optimal estimate of the state vector of the navigation parameters λ (t) . A vector formation model is described by a stochastic differential equation [3] :
where F(t), G(t) are functions of time; ξ ξ ξ(t) is white Gaussian noise with two-sided spectral density s ξ ; λ 0 is a random number distributed according to the Gaussian law with zero expectation and dispersion D λ0 .
Under the assumption of noise independence, the posterior probability density of the state vector satisfies the Stratonovich equation and has a Gaussian approximation.
b) The observed process, i.e., an additive mixture of received signals and interference, is represented as
where S C (t, λ λ λ(t)) is vector of useful signals; λ λ λ(t) is vector of estimated parameters; n(t) is white Gaussian noise vector with zero expectation and correlation function.
In most cases, the normal law of distribution of received signals is justified, since in the narrow-band frequency receiving paths the interference is normalized.
c) Ensuring the maximum pradimilarity ratio using the quadratic loss function and the Gaussian approximation of the posterior probability density (which is true if the estimation errors do not go beyond the linear portion of the characteristics of the optimal discriminators).
Thus, the problem of measuring radio navigation parameters in a general form can be formulated as follows:
Using observations (2) and a priori information on the statistical characteristics of processes λ λ λ and n(t), it is necessary to form an estimate λ λ λ that is best in one sense or another.
Initial conditions and ratios for synthesis
Consider a flat antenna array with m omnidirectional antenna elements A j , j = 1, m ( Fig. 1 ).
Fig. 1. Geometric interpretation of the location of the elements of the antenna array and received signals
We introduce the OXY Z coordinate system, the origin of which is aligned with the zero antenna element, and the OXY plane coincides with the plane of the antenna array. The position of each i-th antenna element in the OXY Z coordinate system is characterized by a vector γ Ai . Let a flat wavefront from signals and interference come to the antenna array. Directions to the radiation sources of signals are set by unit vectors β Ci , and the direction to sources of interference are set by unit vectors β Пj .
At the output of the l-th antenna element we have a continuous signal [2] :
where s ci,l (t, λ i,l ) is signal of unit power of the i-th navigation satellite on the l-th antenna element; P ci is signal strength of the i-th navigation satellite; P пi is power of the j-th in-
for any t and t 1 ; λ i,l is vector of parameters (generally changing over time) to be evaluated. When synthesizing and analyzing meters of radio navigation parameters of signals received at spaced antennas, it is necessary to specify a signal-noise situation [1] [2] [3] , which includes statistical models:
The methods for setting the signal-noise environment will affect the implementation of algorithms for optimal (quasi-optimal) processing and obtaining estimates of the vector of informative parameters.
GNSS uses narrowband signals [1] [2] [3] , the spectrum width of which is substantially less than the carrier frequency. It is convenient to describe such signals with complex amplitudes determined with respect to a fixed carrier frequency ω 0 = 2πf 0 .
In modern GNSS signal receivers, digital processing is performed. We record the observations in discrete time [2] .
wherė
-a factor describing the temporal structure of the received signal; φ k,i = φ k + ω d,k iT d -phase of the high-frequency signal, the same for each antenna element;
H i = 1 e j(ψi,2) · · · e j(ψ i,l ) · · · e j(ψi,m) T -the vector of the phase distribution of the signal of the i-th navigation satellite on the antenna elements;
-the phase change of the radio signal of the i-th navigation satellite on the l-th antenna element relative to the first;
T -vectors of phase distributions of the j-th interference signal on the antenna elements; ψ п;j,l = 2πρ ρ ρ A l β β β п,j λ -the phase difference of the interfering signal on the l-th antenna element relative to the first;
= 0, m ̸ = l; λ i,l;l -vector of parameters to be evaluated. Combine observations (4) into a vector observation:
The set of samples Y (t k ) , l = 1, m, k = 1, 2, . . . will be called spatio-temporal observations.
where
, H k and C k are the vectors of the phase distributions of the signal and interference on the antenna elements; n t -white Gaussian noise modeling interference sources; n 0t -vector of independent white Gaussian noises (internal noise in the channels).
If the total noise designate n k = C k S пk + n 0k
observation equation (5) takes the form
Synthesis optimal adaptive algorithm navigation measurement parameters (angles of orientation of the object) from the antenna array on the signals in a GNSS unknown interference situation requires the evaluation of joint probability density of posteriori p
, where λ λ λ is the vector of the required informative parameters, Φ -interference correlation matrix, Yvector of observed parameters at the output of the antenna array. In the general case, an estimate of the required informative parameters λ λ λ can be obtained from the relation:
The correlation matrix of interference Φ can be calculated with high accuracy, therefore, the expression can (8) be represented as:
2. Synthesis of the optimal spatial-temporal processing algorithm
The expression of the optimal adaptive algorithm in the conditions of an unknown interference situation in the form (9) allows us to divide it into two stages:
• adaptation step (estimates a correlation matrix),
• an evaluation phase informative parameters (orientation parameter).
Of course, the accuracy of algorithm (9) will depend on the accuracy of the estimation of the correlation matrix of interferenceΦ.
Using the observation equation (7), we obtain the optimal algorithm for measuring the parameters λ λ λ of the signal S ck (λ λ λ) based on multi-channel observation Y in the time interval t = 1, T . The value of the interval T does not have much significance, but we can set it equal to 1 msthe main interval of GLONASS and GPS.
We restrict ourselves to considering the maximum likelihood of anλ λ λ a priori unknown parameter vector λ λ λ of the selected distribution, which is a solution to the system of likelihood equations.
The conditional probability density necessary for calculating the likelihood ratio p(Y/S c (λ λ λ)) can be obtained from the known multidimensional distribution density [1] [2] [3] [4] [5] [6] p(Ẏ). If there is a signal in sample Y, characterized by a nonzero mathematical expectation:
In this case, each discrete y k of the sample Y receives an increment S ci (λ), and the distribution p сп (Ẏ * ) is shifted by the value of the mathematical expectation S c (λ). As a result
Composing the logarithm of the likelihood ratio ln l(λ) = ln[p c (Ẏ)/p сп (Ẏ) and substituting equation (11) 
In this equation the first two terms form the sum of complex conjugate quantities. After transposition and complex conjugation of the first term, the latter is reduced to type [HṠ c (λ λ λ)] * TΦ−1Ẏ /2. In this case, the Hermitian property of the inverse matrix was taken into account (Φ −1 ) * T =Φ −1 . As a result, the sum of the first two terms (11) will be equal to
whereŻ
Introducing the notation
Relation (12) can finally be written in the form
The parameter q 2 (λ) in (16) is purely real and does not depend directly on the received signals. It is proportional to the energy of the useful signal at the input of the processing device The first term in equation (16) represents the real part of the complex weighted sum, which depends on the discrete of the received signal Y.
It follows from the foregoing that the likelihood ratio and its logarithm are primarily determined by the weighted sum ζ = ReŻ(λ λ λ), the calculation of which determines the first and main stage of processing the received oscillation Y. The weighted sum ζ(λ) determines those essential operations that are necessary to extract from the received implementation Y all information about the parameters of the received signal. Therefore, ζ(λ) together with ln l(λ) is also sufficient statistics.
Given the independence of noise in the received signals (7) at different points in time, the observation functional of the entire set of observations Y T k in the interval is [1] 
The evaluationλ λ λ = max
Denoting
we find that the estimateλ λ λ corresponds to the maximum estimate of the correlation integral [1] λ λ λ = max
which is the usual signal processing algorithm in the time domain.
Observations from the outputs of the elements of the antenna Y k are included in algorithm (21) only combined into the equivalent observation η η η k . Equation (21) represents the optimal spatial processing algorithm in a multi-element antenna array. Denoting W = Φ −1 H, we write the equivalent observation in the form of a weighted sum of the outputs of the elements of the antenna array 
Since in this case WH = H * Φ −1 H/H * Φ −1 H = 1, then
where n eq is the equivalent noise with dispersion Dη = M {n eq n * e q} = M {W * n eq n *
It is important that the characteristics of the optimal parameter estimationλ λ λ in multichannel observation are equivalent to the characteristics of estimationλ λ λ in single-channel observation. The resulting optimal spatial-temporal processing algorithm is shown in Fig. 2 as a series-connected optimal spatial filter and a temporal filter [3] .
Fig. 2. Geometric interpretation of the location of the elements of the antenna array and received signals

Conclusion
In more general formulations of the problem, including signal parameters changing in time and parameters H t and Φ t characterizing the spatial arrangement of the antenna array, navigation satellites and interference sources, only the form of the time filter changes in the structure of the optimal algorithm. Thus, an algorithm for measuring navigation parameters in an unknown interference environment is obtained. The algorithm is divided into two stages: the adaptation stage-calculating the correlation matrix of interference based on spatial filtering algorithms and the stage of measuring navigation parameters based on time algorithms.
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