We investigate the semantics of concurrent constraint programming and of various sublanguages, with particular emphasis on nondeterminism and in nite behavior. The aim is to nd out what is the minimal structure which a domain must have in order to capture these two aspects. We show that a notion of observables, obtained by the upward-closure of the results of computations, is relatively easy to model even in presence of synchronization. On the contrary modeling the exact set of results is problematic, even for the simple sublanguage of constraint logic programming. We show that most of the standard topological techniques fail in capturing this more precise notion of observables. The analysis of these failed attempts leads us to consider a categorical approach.
but they only allow to retrieve the upward-closure of the results, not the results themselves. The presence of nondeterminism complicates life considerably wrt the construction of a compositional model for the exact set of results. However, if we consider nite computations only, it is possible to have a (relatively simple) model still based on closure operators. What really makes complicates matters is the attempt to capture also the results of in nite computations.
This problem seems to be independent from the presence of synchronization. Let us consider clp: this language also enjoys a very strong property. Namely, the results of computations can be retrieved from the results obtained by running the agent in the empty store. However, the latter set has a simple denotational description only for the nite case. There have been several attempts to model in nite computations in (constraint) logic programming. Most approaches are based on the greatest xpoint of T P , the immediate consequence operator which is used in logic programming for the xpoint construction of the minimal model. Di erences among these approaches depend on the kind of completion techniques applied on the underlying data structure, mainly based on partial orderings or metrics. However all these works have not been able to reach a full correspondence with the operational semantics. In the partial ordering completion of 12] only minimal answers are characterized. Furthermore the construction only works for clauses which contain at least one global variable. In the metric completion, at least in the approach found in the literature ( 22, 19] ) there is a basic soundness problem, because the objects which are considered are the solutions of the constraints rather than the constraints 1 themselves, and it might be the case that an in nite element is the solution of a constraint whereas its nite approximations aren't. Hence a limit element obtained in the xpoint construction might be unobtainable operationally.
A di erent approach, based on adding to the program some suitable clauses containing inde nite terms, and then applying a least xpoint construction, has been developed in 18]. However, also in this case the full correspondence is not achieved.
For the sake of completeness we cite here also 14] , in which in nite computations have been studied from a declarative point of view, with the purpose of establishing a distinction between in nite successes and in nite failures. An in nite computation is \successful" whenever all partial results of the computation allow the same solution (hence the limit result has a solution). Otherwise it is considered an in nite failure. In nite successes are shown to correspond to the di erence set between the greatest and the least xed points of T P . The others are the di erence set between T P # ! and the greatest xpoint of T P . In our model the second di erence set disappears, because we work on completed domains which ensure the downward continuity of T P 2 . However also in our model a similar distinction between \successful" and \failed" in nite derivations can be made: in nite failures just correspond to the in nite computations delivering an inconsistent limit result.
In most concurrent languages, for instance the imperative languages and the languages with global nondeterminism, the denotational characterization of the operators requires complex structures, like synchronization trees or reactive sequences. On such domains there are well established techniques which allow to treat innite computations, and they can be fruitfully applied also in the case of concurrent logic programming and concurrent constraint programming, see for instance 3], which is based on metric spaces.
In various sublanguages of ccp, however, the domain of denotations for nite computations is very abstract: sets of constraints. Such a simple domain presents in principle more di culties for treating in nite computations, because, for instance, it does not represent the occurrence of a computation step, which is essential, in the metric approach, to get a contraction and therefore a xpoint.
In this work we investigate what are the possibilities for treating nondeterminism and in nite computations in sublanguages of ccp while keeping the domain of denotations simple. In particular we aim at distinguishing the problems connected to the treatment of these two aspects from the problems related to synchronization, which as stated before requires anyway sequences-like structures.
Constraint Systems
We adopt the approach of 28], which de nes the notion of constraint system along the lines of Scott's information systems ( 30] ). Intuitively, an information system consists of a set of elements each of which represents some \consistent information", and an entailment relation`which establishes which elements can be derived from which other ones. In the view of 28], a constraint system is the same kind of structure, the only di erence is the presence of an additional element representing inconsistency. The term \constraint" refers to the fact that the elements of a constraint system usually involve variables, i.e. they establish bounds to the range of values that such variables can assume.
Following 28], we regard a constraint system as a complete algebraic lattice in which the ordering v is the reverse of the the entailment relation (c v d means that d contains \more information" than c). The top element false represents inconsistency, the bottom element true is the empty constraint, and the least upper bound (lub) t represents the join of information, i.e. the logical and. We refer to 28] for more details about the construction of such a structure.
De nition 2.1 A constraint system C is a complete algebraic lattice (Con; Con 0 ; v; t; true; false) where Con (the set of constraints) is a set ordered wrt v, Con 0 is the set of nite elements, t is the lub operation, and true, false are the least and greatest elements of Con, respectively. Furthermore, C is a Scott domain in the sense that the lub of two nite elements is also nite.
We recall that:
(i) C is a complete lattice means that every subset of Con has a least upper bound in Con;
(ii) an element c 2 Con is nite i for any directed subset D of Con (iii) C is algebraic means that every element c 2 Con is the least upper bound of the nite elements which are smaller than c.
Example 2.2 Given an alphabet consisting of variables x; y; z; : : :, function symbols f; g; : : :, constant symbols (= function symbols of arity 0) a; b; : : :, and the equality predicate =, the Herbrand constraint system is the partial order induced by the preorder hH; vi, de ned as follows:
The elements of H are sets of equations t = u where t and u are terms of the alphabet,
The relation v satis es the following:
1. E 1 E 2 implies E 1 v E 2 , 2. ft = tg v ;, 3 . ft = ug v fu = tg, 4. ft = ug v ft = v; v = ug, 5. if f is a function symbol of arity n, then ff(t 1 ; : : :t n ) = f(u 1 ; : : :; u n )g v ft 1 = u 1 ; : : :t n = u n g, 6 . if f is a function symbol of arity n, then for i 2 1; n], ft i = u i g v ff(t 1 ; : : :t n ) = f(u 1 ; : : :; u n )g, 7 . if f and g are distinct function symbols of arity m and n respectively, then, for every set E we have E v ff(t 1 ; : : :t m ) = g(u 1 ; : : :; u n )g, 8 . if x occurs in t and x 6 t then, for every E, we have E v fx = tg.
Note that true is the equivalence class of the empty set and false is the equivalence class of the set of all equalities. The algebraic elements are the (equivalence classes of) nite sets.
Conditions 2, 3, 4 and 5 above correspond to the standard equality axioms (re exivity, symmetry, transitivity and substitutivity). Conditions 6 , 7 and 8 correspond to the so-called free-equality axioms ( 8] ), which enforce the interpretation of \=" as syntactical identity, or, in other words, the interpretation of the function symbols as data constructors. Conditions 7 and 8 express the fact that f(t 1 ; : : :t m ) = g(u 1 ; : : :; u n ) and x = t (for x occurring in t) are equivalent to false.
The following example of Herbrand constraint system is taken from 4]. Consider an alphabet containg the variable symbols x and y, and constant symbols a and b. The Herbrand constraint system is (isomorphic to) the lattice represented in Figure 1 . 
Cylindric Constraint Systems
In order to model hiding of local variables and parameter passing in constraint programming, in 28] the notion of constraint system is enriched with cylindri cation operators and diagonal elements, concepts borrowed from the theory of cylindric algebras (Henkin, Monk and Tarski, 13]). Assume given a (denumerable) set of variables Var with typical elements x; y; z; : : :, and consider a family of operators f9 x j x 2 Varg (cylindri cation operators) and of constants fd xy j x; y 2 Varg (diagonal elements).
Starting from a constraint system C, de ne a a cylindric constraint system C 0 as the constraint system whose support set Con 0 is the smallest such that These laws give to 9 x the avour of a rst-order existential quanti er, as the notation suggest. The constraint d xy can be interpreted as the equality between x and y. Cylindri cation and diagonal elements allow us to model the variable renaming of a formula ; in fact, by the above axioms, the formula 9 x (d xy t ) can be interpreted as the formula y=x], namely the formula obtained from by replacing all the free occurrences of x by y. Example 2.3 The Herbrand constraint system in Example 2.2 can be extended to a cylindric constraint system, where 9 x just represents the standard existential quanti er. For instance, consider the alphabet which contains a constant symbol a and a monadic function symbol f. Figure 2 represents the part of the cylindric constraint system in which x (and only x) is free. For simplicity we have indicated a set ft = ug by t = u.
The laws of cylindric constraint systems given above have been proposed in 28]. Axiom A5 is the only one which is not present in the standard theory of cylindric algebras; the reason to have itis to ensure that the structure of complete algebraic lattice is preserved in the construction of C 0 , and this will be useful in order to deal with the results of in nite computations. All the other axioms are axioms or theorems in 13]; note however that a cylindric constraint system in general is not a cylindric algebra. In fact, a cylindric algebra is based on a Boolean algebra, whereas the structure (Con; t; u; true; false), u denoting the greatest lower bound (glb), is not necessarily a Boolean algebra. The main reasons are that t and u in general do not distribute, and that the complement of a constraint does not necessarily exists. As a consequence, some of the properties of cylindri cation and diagonal elements which hold in 13], are not valid here. One example is the ( nite and in nite) distributivity of 9 x on u, or, equivalently 3 , the property if c v 9 x d then 9 x c = c; which expresses the idea that if c contains less information of a constraint not containing information on x, then c does not contain information on x either.
Furthermore one of the speci c laws of cylindri cation, 9 x false = false (Axiom C 1 in 13]), is not present here. This axiom for instance would allow us to derive 9 x c t 9 y d = false i 9 y c t 9 x d = false (Theorem 1.2.15
in 13]).
One might want to enrich the theory of cylindric constraint systems with (some of) these laws, so to restrict the possible interpretations of 9 x and d xy . The axioms A1-A8 above are just the properties which are necessary for the results presented in this papers 4 ; any stronger theory would do as well. On the other hand, having a weaker theory allows us to establish our results for a larger class of constraint structures. 
ask(c i ) ! A i j A k A j 9 x A j p(x) In ask(c) and tell(c) the constraint c is nite, i.e. it is an element of Con 0 . The construct P n i=1 ask(c i ) ! A i represents a guarded choice; k stands for parallel composition; 9 x is a hiding operator, namely it indicates that in 9 x A the variable x is local to A. Finally, p(x) is a procedure call, where p is the name of the procedure and x is the actual parameter. The meaning of p(x) is given by a procedure declaration of the form p(y) :-A, where y is the formal parameter. In the following we assume that the set of declarations D is xed, and that it contains at most one declaration for each procedure name. If a procedure p is not declared we implicitly assume that D is extended so to contain a declaration p(y) :-tell(false).
The operational model
The operational model of ccp can be described formally in the SOS style ( 25] ) by using a transition system T = (Conf ; ?!), where Conf is a set of con gurations and ?! Conf Conf is a transition relation. A con guration represents the state of the system at a certain moment, namely the agent which has still to be executed, and the common store. In order to describe the possible stages of the evolution of agents, we have to extend the syntax by introducing an agent stop which represents successful termination, and an agent 9 c x A which represents the evolution of an agent of the form 9 x B, where c is the local information which has been produced during this evolution. The agent 9 x A can then be seen as a particular case of 9 c x A: it represents the situation in which the local store is empty (as it is the case, initially, for the ccp agents). Namely, 9 x A = 9 true x A.
In summary, a typical element of Conf is a pair hA; ci where c is a constraint representing the global store at that moment, and A is an extended agent ranging over the language described by the following syntax
Con guration-agents A ::= stop j tell(c) j
The rules of T with respect to a given set of declarations D are described in Table 1 . Rule R1 expresses the behavior of an action tell(c), which consists of adding c to the common store. Rule R2 describes the behavior of a guarded choice agent. A guard ask(c) is a test which is satis ed if the current store entails c; the agent P n i=1 ask(c i ) ! A i selects nondeterministically one ask(c i ) which is enabled (i.e., satis ed), and then behaves like A i . If no guards are enabled, then this agent suspends, waiting for other (parallel) agents to add information to the store. Note that this rule models global non-determinism, in fact the selection depends on the current store, which is subject to modi cations by the other agents. Rule R3 describes parallelism. A set of parallel agents evolves by interleaving the single executions of the agents, i.e., only one agent makes a step at each time. Note that in a con guration the store is shared among the parallel agents. The modi cations produced by an agent are instantaneously visible to all parallel agents. In other words, this rule models a notion of global store.
Rule R4 models locality. The agent 9 d x A behaves \almost" like A, with the di erence that the variable x which is possibly present in A must be considered local, and that the information present in d has to be taken into account. It is convenient to distinguish between the external and the internal point of view. From the internal point of view, the variable x possibly occurring in the global store c is hidden. This corresponds to the usual scoping rules: the x in c is global, hence \covered" by the local x. Therefore, A has no access to the information on x in c, and this is formally described by ltering c with 9 x . Furthermore, A can use the information (which in general concerns also the local variable x) that has been produced locally and that has been accumulated in d. In conclusion, if the store which is visible at the external level is c 5 the new information (in particular, the information concerning the local x) is accumulated in the private store of the agent, and the part of it which does not concern the local x is communicated externally. Finally, Rule R5 models the execution of a procedure call, with a parameter passing mechanism similar to call by reference. The idea is to link the formal parameter y to the actual parameter x, in such a way that y inherits the constraints established on x and vice versa. Furthermore, name clashes between the formal parameter and occurrences of y in the agent must be avoided. The solution proposed in 29] is the following: if the body of p(y) is A, then the call p(x) is replaced by x y A, which stands for 9 dx 9 d y y A, where is a variable which is assumed not to occur free in the declarations and in the agents. To understand this mechanism, consider rst the agent 9 d y y A: the idea is that in order to avoid clashes with external occurrences of y, the formal parameter y is made local to the body A, and its role is represented externally by . In other words, 9 d y y A renames y into (cfr. with Section 2.1: 9 y (d y t ) stands for =y]). Then, 9 dx is applied to this agent, and this has the e ect of establishing a link between the actual parameter x and (hence y). Furthermore, it makes local, so it can be used again for other procedure calls. I.e., for all the procedure calls one can use the same variable .
We propose here a simpler (but equivalent) de nition, which does not use intermediate variables and renames y directly into x. The idea is to de ne x y A as 9 dxy y A in case x and y are di erent. When x and y coincide this de nition is not correct, because d yy = true, therefore 9 dyy y A = 9 y A, i.e. the e ect would be that the actual parameter is made local to the body of the procedure. However when x and y coincide there is neither the need to establish a link, nor to hide y. Thus we de ne: 
A sequence of con gurations connected by the transition relation form a computation. The following declarations de ne two producers p 1 and p 2 , which respectively generate a (possibly in nite) list of a's and b's, and an agent merge, which non-deterministically merges its two input lists x and y into an output list z. The agent p 1 (x) k p 2 (y) k merge(x; y; z) speci es that the lists produced by p1 and p2 are merged into z.
From the operational semantics we can see that ccp has the following properties, which distinguish it from other concurrent paradigms:
Preservation of the store. During a computation the store can only increase. Formally, if hA; ci ?! hB; di, then c v d. In fact the only action which modi es the store is the tell, which can only add information. Monotonicity with respect to the store. The These properties are essential for the results presented in this paper, and will be used in the technical parts without explicit mentioning.
Fair computations
In a distributed model, in general, parallel agents are executed by di erent processors. As a consequence, we can reasonably assume that an agent which is enabled will be eventually executed. Formally this assumption is described in terms of certain fairness requirements on the computations.
In order to de ne fair computations, we introduce the notions of enabled and active agents, following 11]. Intuitively, the active agent is the unique \primitive" sub-agent actually reduced by a particular transition. Note that a transition is derived from the rules via a proof tree which has at the top one and only one instance of one of the axioms R1, R2, or R3. The agent of the initial con guration of this instance is the one which actually activates the transition, and which therefore we call the active agent. Formally:
De nition 3.3 Let = hA; ci and let = ?! 0 be a transition in T . The active agent in is A if is an instance of Rule R1, R2, or R5. In case is the consequent of an instance of Rule R3 or R4, then the active agent in is the active agent of the antecedent transition in the rule.
De nition 3.4 An agent A is enabled in a con guration if there is a transition from with A as the active agent.
We are now ready to give the de nition of a fair computation.
De nition 3.5 A computation is fair if each agent enabled at some point is eventually active 6 .
Note that a nite fair computation is guaranteed to be maximal, namely no outgoing transitions are possible from its last con guration. Note also that this notion of fairness refers to parallelism, not to choices. Example 3.6 In Example 3.2 every computation starting from the con guration hp 1 (x); truei (as well as from hp 2 (x); truei) is fair. If the second branch in the declaration is never selected then the computation, and the list produced, will be in nite; nite otherwise.
The fairness requirement ensures that in the agent p 1 (x) k p 2 (y) k merge(x; y; z), if the lists produced in x and y are both in nite then z will be in nite as well. In case the list produced in x is nite, then z will contain all the items which are produced in y, and vice versa. In other words, the merge process described by the example is angelic.
We will indicate by Comp( ) the set of fair computations starting with . The in nite fair computations, and the nite fair ones will be denoted by Comp inf ( ) and Comp n ( ), respectively.
The observables
The standard notion of observables for ccp are the results computed by an agent for a given initial store. The result of a (fair) computation is de ned as the least upper bound of all the stores occurring in the computation, which, due to the monotonic properties of ccp, form a chain. More formally, given a nite or in nite computation of the form then it is not guaranteed that d is the result of a computation for hA; ci. One reason is that d could be stronger than the hypothesis necessary for the proof. Hence, the most we can hope for is to nd a computation such that
i.e. such that d is in the upward-closure of Result( ). The notion of upward-closed observables was introduced in logic programming and in constraint logic programming as the operational counterpart of the set of d's which satisfy (3) . It could be shown that also for restricted-choice ccp (see De nition 4.2) we have such characterization, modulo some adjustment for the interpretation of the choice.
Given a set C Con, we denote by * C (upward closure of C) the set fd 2 Con j there exists c 2 C s.t. c v dg. A set C is upward-closed if C = *C. The set of the upward-closed subsets of Con will be denoted by P uc (Con). De nition 4.1 (Upward-closed observables) The mapping O uc : Agents ! Con ! P uc (Con), which gives The reason why we add the store false, in the nite case, is a bit technical and will be clari ed later.
Note that O uc n (A)c 6 = * O n (A)c only in case O n (A)c = ;. Thus this de nition corresponds to say that a non-terminating computation is treated like a computation which brings to an inconsistent situation.
In this section we show that, for a certain subset of ccp, this notion of observables has a very simple denotational model, based on Scott's closure operators ( 30] ). Afterwards we will discuss what are the di culties in extending this model to the full ccp language.
The subset of ccp we consider is obtained by restricting the guarded choice construct. Namely, we admit only choices which are guarded either by the same condition (local choice) or by conditions which are mutually exclusive (mutually exclusive choice), in the sense that the constraints which are asked are pairwise incompatible. Agents which satisfy this requirement are con uent, i.e. di erent schedulings on the execution order of parallel agents will bring to the same set of results ( 11] ).
De nition 4.2 The restricted-choice ccp is the sub-language of ccp in which every guarded choice construct P n i=1 ask(c i ) ! A i , both in the agents and in the body of declarations, satis es either (i) 8i; j 2 1; n]: c i = c j (local choice), or (ii) 8i; j 2 1; n]: i 6 = j ) c i t c j = false (mutually exclusive choice).
The denotational model we are going to describe is inspired by the semantical framework introduced in 29] for deterministic ccp, the sublanguage of ccp with guarded statements but no choice construct. This framework has been successively extended in 16] and 20] so to treat angelic ccp, where local choice is allowed 7 . In these two papers, however, there is an error related to the choice of the semantic domain: Their domain is not closed wrt set-intersection, hence the denotational interpretation of the parallel operator, which is modelled as set-intersection, is not well de ned. We come back to this point in Example 4.12.
We use a di erent domain from the one choosen in 16, 20] , which does not present the above described problem. Actually our construction would be still valid for structurally con uent ccp ( 11] ), a language which is operationally characterized by the property that every subagent is con uent, and which is therefore a superlanguage of restricted-choice ccp. We have chosen for the latter, in this paper, because it has a clear syntactical characterization.
Note that our language is, from a syntactical point of view, a super-language of angelic ccp, in that it includes also the mutually-exclusive choice. From a semantical point of view, hovever, restricted-choice ccp and angelic ccp are equivalent. In fact, a mutually-exclusive choice of the form (ask(c 1 ) ! A 1 ) + : : : + (ask(c n ) ! A n ) could be equivalently replaced by (ask(c 1 ) ! A 1 ) k : : : k (ask(c n ) ! A n ).
To get the drift on the construction of the denotational semantics, consider a ccp agent A as a function f A which transforms sets of initial stores into (the upward closure of) sets of nal stores, corresponding to maximal computations. It can be shown that, for C; C 0 ; C i 2 P uc (Con), f A satis es the following properties. Extensivity. C f A (C): Due to the preservation of the store during a computation (see Section 3.1). Monotonicity. C C 0 ) f A (C) f A (C 0 ): Due to the the pointwise de nition of f A . Idempotency. f A (f A (C)) = f A (C). Due to restartability (see Section 3.1). Linearity. f A ( S i C i ) = S i f A (C i ). Again due to the pointwise de nition of f A . Actually monotonicity is here a consequence of linearity, but we have stated it explicitly for the sake of the presentation. Extensivity, monotonicity and idempotency characterize f A as a closure operator ( 30] ) on the complete lattice (P(Con); ). The nice feature of such an operator is that it can be expressed in terms of the set of its xpontsf A = fC j f A (C) = Cg; in fact, from these three properties it follows that f A (C) = fC 0 j C C 0 and C 0 2f A g: such that c = Result( ). A constraint c which satis es this property is a quiescent point of A, in the sense that the activity going on in will not a ect the store, thus it will not be sensed by any external observer (which can only look at the evolution of the store). The basic idea of the denotational semantics is to associate to every agent the set of its quiescent points. In general (for full ccp) it is not possible to describe compositionally the quiescent points, but we will show that it is possible for restricted-choice ccp. Let ] ] : Agents ! P(Con) denote such an association. Then ] ] has to satisfy the equations illustrated in Table 2 , where, for C Con, C indicates the set Con n C (the complement of C), and 99 x C indicates the set fc 2 Con j there exists d 2 C s.t. 9 x c = 9 x dg. This set can be also expressed as 9 ?1 x 9 x C, where 9 x C = f9 x c j c 2 Cg The most di cult case is Equation E5. If c is a quiescent point of 9 x A, then hA; 9 x ci has a computation which brings to a quiescent point d that is, from the external point of view, the same as c: 9 x c = 9 x d. Viceversa, assume that d is a resting point of A via a computation , and that 9 x d = 9 x c. Since choices are either local or mutually exclusive, there is computation 0 starting with hA; 9 x di which makes, as far as possible, the same choices of , and rests otherwise. Therefore 0 brings to a result c 0 for which 9 x d t c 0 v d. It follows that c is a xpoint for 9 x A. Note that this is the only case in which we use the fact that A is a restricted-choice ccp agent. Example 4.36 in Section 4.3 shows that this hypothesis is really necessary. All the other equations hold also for the quiescent points of full ccp.
It is interesting to note that the equation of the choice construct can be derived from the semantic equations of angelic ccp as described in 16] by transforming the mutually-exclusive choices into parallel processes as described before.
The equations in Table 2 x the interpretation of all the operators which can occur in an agent, but do not identify an unique ] ]. This is a well known phenomenon due to recursion. For instance, if we have a declaration of the form p(x) :-p(x); then for every set C the interpretation p(x)] ] = C satis es the equations. Which interpretation \re ects better" the operational semantics depends on what observables we want to model. For the nite observables, the denotation of p(x) should be ffalseg, because there are no nite computations starting from p(x). For in nite computations, the denotation should be Con(= * true) because every store is a quiescent point. This inspires the following de nition:
De nition 4.3 Consider the set P wf (Con) of the subsets of Con which contain false, with the ordering , and consider the natural extension of this ordering on Agents ! P wf (Con). De ne D n ; D : Agents ! P wf (Con) as the least and the greatest functions, respectively, which satisfy the equations in Table 2 .
In order to prove that this is a good de nition, i.e. that the least and the greatest functions satisfying the equations actually exist, we associate with the set of declarations D a mapping on interpretations which is monotonic, and whose xpoints are all the interpretations which satisfy the equations. The formal justi cation of De nition 4.3 follows then by the theorem of Knaster-Tarski. Let us rst x the notion of interpretation.
De nition 4.4 An interpretation is any function I : Agents ! P wf (Con).
We denote by I the set of all interpretations, and (with slight abuse of notation) by the ordering on I, and by and \ the lub and the glb respectively. De nition 4.5 The mapping F : I ! I, associated to the set of declarations D, is de ned as follows: In the next sections we show the correspondence between D n and O n , and between D and O. It will be useful to introduce the following notations.
De nition 4.8 Let I ? be the least interpretation, i.e. the interpretation which maps every agent into ffalseg.
De ne the bottom-up iterations of F as:
(i) F "0 = I ? , (ii) F "n + 1 = F(F "n), (iii) F "! = S n F "n. De nition 4.9 Let I > be the greatest interpretation, i.e. the interpretation which maps every agent into Con.
De ne the top-down iterations of F as:
From the monotonicity of F, it follows that Remark 4.10 F "! lfp(F ) and gfp(F ) F #!.
Usually the correspondence of lfp(F ) and gfp(F ) with the operational semantics is shown via their equality with F "! and F #! respectively. These equalities usually are proved by exploiting the (upward and downward) continuity of an operator F. In our case, it is possible to prove that F is upward continuous, i.e. that for every increasing chain fI i g i in I, F( S i I i ) = S i F(I i ) holds. Unfortunately, the other property does not hold: F is not downward continuous. Unfortunately if we do not add some other property, like for instance upward-closure, Scott-compactness in itself is not preserved by set intersection, as the following example shows. Therefore the operator F would be not well de ned on this class of interpretations (it uses set-intersection for the parallel operator). Note that interpretations are in general non upward-closed because of the guarded statement.
Example 4.12 Let Con = ftrue; a; x = 0; x = 1; : : :; x = n; : : :; falseg with the ordering true v a v x = 0; x = 1; : : :; x = n; : : :; v false. Consider the sets C = ftrue; x = 0; x = 1; : : :; x = n; : : :; falseg and D = fa; x = 0; x = 1; : : :; x = n; : : :; falseg. Then both C and D are Scott-compact, but their intersection C \ D = fx = 0; x = 1; : : :; x = n; : : :; falseg is not.
In order to prove the correspondence between the denotational and the operational semantics we follow therefore a di erent strategy, which essentially consists of exploiting directly the nitely-branching property of the operational semantics. As a consequence of this correspondence it will turn out that the equalities lfp(F ) = F "! and gfp(F ) = F #! actually hold.
Next section is about the correspondence between D n and the nite observables. It has been included for completeness and because it shows a nice symmetry with the nite + in nite case.
Correspondence between the observables and the denotational semantics: -nite case
To show the correspondence between D n and the nite observables, it is convenient to introduce the notion of nite quiescent points, or resting points, of an agent A. Those are the stores on which the activity of A arrests, either because it suspends (deadlocks) or because it terminates, i.e. it has no more actions to execute. Moreover, we add false as a special case because false is by default in the nite observables. We will show that the resting points actually coincide with D n , and that from them we can retrieve the nite observables.
De nition 4.13 The nite quiescent points (also called resting points) of an agent A are the set Quie n (A) = fc 2 Con j c 2 O n (A)cg ffalseg: The function Quie n has type Agents ! P wf (Con), hence it is an interpretation. We will show that Quie n actually coincides with lfp(F ).
Next lemma states a property of restricted-choice ccp agents which is fundamental both for the equality between Quie n and lfp(F ) and for the correspondence between Quie n and the observables. Essentially it says that, in restricted-choice ccp, by starting with an input d it is always possible to approximate the results of computations which start with inputs bigger than d. Note that this is not the case for full ccp, because a smaller input can force the activation of a branch which brings to a greater or incomparable result (see Example 4.15). In order to generalize the above observation to a computation 2 Comp n (A; c), with Result( ) 6 = false, we consider a computation 00 2 Comp n (A; c) which is obtained from by changing the order of activation of the parallel agents, in such a way that at each step the active agent is (a) enabled to make the same step (in particular, in case of a choice construct, to take the same choice) as it does when it is active in , and (b) in order to be enabled for this step it requires a minimal store among the agents which satisfy (a). It is easy to see that Result( 00 ) = Result( ). Note also that each intermediate store of 00 is di erent from false, since it is smaller or equal to Result( ). i+1 are the i-th steps of 0 and 00 respectively, then 0 i and 00 i have the same agent, the active agent is the same in both transitions, and, if a choice construct is involved, then the selected branch is the same. Furthermore, the store e 0 in 0 i is smaller or equal to the store e 00 in 00 i . Hence we conclude that, either 0 goes for all the length of 00 , or it arrests before that, but in any case the nal store is smaller or equal. 2
Previous lemma does not hold for full ccp. The following is a counterexample. The reason why in Lemma 4.14 we have to exclude the case Result( ) = false is that the choices which lead to nite computations might be not enabled by a certain store, whereas they are of course enabled by false. Note that false is the only constraint for which the mutual-exclusion condition does not avoid the enabledness of more than one branch. This is no problem when in nite computations are considered too, but, if we consider only nite ones, then we have the following counterexample. Then hp(x); falsei has a computation with nal store false whereas hp(x); di has no nite computations.
Next we show that Quie n is F-closed, i.e. F(Quie n ) Quie n . For this result we need to make an assumption on the kind of constraint system we are dealing with. Namely we assume that 9 x false = false. This property is rather reasonable, and it is satis ed by most constraint systems used in practice. . By executing rst hA 1 ; ci until it arrests, and then hA 2 ; ci, we obtain a computation for hA; ci which has c as a resting point. A = 9 B. This is the only case in which we need the restricted-choice hypothesis. Let c 2 F(Quie n )(9 x B). 
Corollary 4.18 For every restricted-choice ccp agent A, lfp(F )(A) Quie n (A).
We show now the other inclusion, which actually holds for full ccp. some steps, without changing the store, and then they both get stuck. Hence both c 2 Quie n (A 1 ) and c 2 Quie n (A 2 ) hold. By the (structural) inductive hypothesis, there exist n 1 ; n 2 such that c 2 F "n 1 (A 1 ) and c 2 F "n 2 (A 2 ). Since fF "ig i is an increasing chain, we have c 2 F "n(A 1 ) and c 2 F "n(A 2 ), where n = max fn 1 ; n 2 g. Therefore c 2 F "n(A 1 k A 2 ). Observe that also D n can be retrieved from O uc n , in fact for each ccp agent A, D n (A) = Quie n (A) = fc 2 Con j c 2 O uc n (A)cg. Therefore D n and O uc n are equivalent.
Note that the mutually-exclusive choice is the only case in which the assumption Result( ) 6 = false of Lemma 4.14 is used. This means that for local-choice ccp we could consider the more re ned de nition O uc n (A)c = *O n (A)c, we could allow interpretations not containing false, and avoid to force false into Quie n . Furthermore we would not need the assumption 9 x false = false. The proof of the correspondence would remain the same, with the di erence that the bottom-up iterations of F would start from the empty interpretation, and that the result O uc n (A)c = *(*c \ D n (A)) would be more signi cant, since the observables would contain more information.
Correspondence between the observables and the denotational semantics: -nite + in nite case
We consider now the correspondence between D and all the observables, including the in nite ones. It is convenient to extend the notion of quiescent points to the in nite case. From the point of view of an external observer, who can see the changes of the store, but not the internal activity of the agent, a store reached at a certain point of a ( nite or in nite) computation is quiescent i it will not be modi ed by the rest of the computation. Thus we give the following de nition. We show now that, for restricted-choice ccp, also the other inclusion holds. We proceed by proving that F #!(A) Quie(A). To this end we de ne the n th syntactical approximation of A, denoted by A n . The idea is that in the n th level of the approximation each procedure call is replaced by the syntactical approximation of its body at the previous level. In the previous de nition the silent step ask(true) is added, when replacing a procedure call by its body, in order to have an exact correspondence with the operational rule. Note that A n is a nite agent, in the sense that it will not give rise to in nite computations. The nice property of these agents A n is that their quiescent points exactly correspond to the downward iterations of F applied to A. Quie(p(x) n+1 ): 2 Thanks to the above proposition, it is now su cient to show that T n Quie(A n ) Quie(A). A proof of this kind of property usually exploits the nitely branching structure of the computation tree of an agent. Unfortunately the fair computations generated by a certain con guration cannot be ordered into a nitely branching tree. Note that the tree generated by the transition system is nitely branching but in general it contains also unfair in nite paths.
In order to circumvent this problem, we introduce a new operational semantics based on maximalparallelism, which allows processes to proceed simultaneously, and which obliges processes to proceed as soon as they are enabled. The advantage of this semantics is that the corresponding computation tree contains only branches relative to fair computations. Note that the branching structure of a computation tree here comes only from the choice operator.
De nition 4.28 The maximal-parallelism semantics of ccp is given by the transition system T mp which is obtained by replacing Rule R4 of Table 1 by Rules M1 and M2 of Table 3 .
We will indicate by Comp mp (A; c) the computations generated by the maximal-parallelismsemantics starting from hA; ci. Moreover, we will use Quie mp (A) to denote the quiescent points of A. Formally: Quie mp (A) = fResult( ) j 2 Comp mp (A; c)g:
It is easy to see that Quie mp (A) Quie(A). Furthermore, for restricted-choice ccp agents we can prove also the inverse inclusion. Proposition 4.29 For any restricted-choice ccp agent A we have Quie(A) = Quie mp (A). Proof The inclusion Quie mp (A) Quie(A) is immediate and actually holds for all ccp agents. The other inclusion basically follows from the simple observation that, when a mutually exclusive choice is enabled in a store, then in all smaller stores it gives rise to exactly the same transition, unless it is stuck. This observation allows us to reorder a T -computation in such a way that it can be partitioned into blocks of consecutive transitions coming from the activation of the agents enabled in the initial con guration of the block. Such a T -computation can be directly transformed into an equivalent (i.e. giving the same result) T mp -computation. 2
By the above proposition it is now su cient to show that T n Quie mp (A n ) Quie mp (A). As discussed before, in order to prove this inclusion it is convenient to reason about the structure of the computation tree.
De nition 4.30 A computation tree based on a transition system for a con guration , is a tree in which (i) the root is , and (ii) for each node 0 , for each transition 0 ?! 00 , 00 is a son of 0 .
Note that the computation tree generated by T mp is nitely branching, because each node contains a nite number of agents, and each choice construct contains a nite number of alternatives.
We will denote by Tree mp (A; c) the computation tree generated by T mp starting with hA; ci. Furthermore we will denote by j Tree mp (A; c) j n the maximal tree-pre x in which at most n nested procedure calls are activated. It is easy to see that T 1 =j Tree mp (A; c) j n is isomorphic to T 2 = Tree mp (A n ; c), where the isomorphism on the nodes satis es the following:
Each node hB 1 ; di in T 1 corresponds to a node hB 2 ; di such that B 2 is obtained from B 1 by replacing each procedure call p(x) in B 1 by ask(true) ! x y B n?k , where p(y) :-B is the declaration for p, and k is the number of procedure calls which have generated p(x). We can now prove that T n Quie mp (A n ) Quie mp (A). We show now that O uc can be retrieved from Quie. The following proposition is the analogous of Proposition 4.21; the proof is similar. 
Problems in re ning the model so to retrieve the exact set of results
If we restrict to deterministic ccp ( 29] ), namely the sublanguage of ccp where instead of the choice construct P n i=1 ask(c i ) ! A i we can have only a synchronization statement of the form c ! A, then the model D allows us to retrieve O. In fact in this language a computation starting from hA; ci can produce only one result: the least quiescent point of A which lies over c.
However, as soon as we consider a nondeterministic language, there are two main problems which come into the scene, which we could classify as follows:
1. Combination of nondeterminism and synchronization, 2. Combination of nondeterminism and in nite behavior. About the rst problem, the point is that we cannot distinguish whether two quiescient points come from di erent computation branches or rather they represent di erent suspension points in the same branch. To solve this problem one has to encode the necessary information about the branching structure and about synchronization.
For restricted-choice ccp a solution has been proposed in 11]. The idea is to consider the denotation of a process as set of sets of quiescient points. Intuitively the inner set represents the activity of the process along one branch. Note that the branching structure is very poor: we don't see where are the choice points but only how many possible di erent branches are there.
For full ccp there have been two independent proposals, both shown fully abstract wrt O n 8 . One approach ( 7] ) is based on reactive sequences, i.e. sequences which encode possible behaviors of the agent in terms of assumptions-reactions on the store. The other approach ( 29] ) is based on bounded traces operators, which are particular closure operators. Intuitively, bounded trace operators are possible linearizations of the activity of a process, not only with respect to the control structure, but also with respect to the data structure. In other words, they are relative to a particular path along the constraint system. These two approaches are of course equivalent because they are both fully abstract; for the exact correspondence between them see 7].
Both the above mentioned approaches do not capture the in nite observables. However there is in literature a standard solution to extend domains based on traces (or on analogous structures) so to make it possible to capture the in nite behavior. This is the well known metric approach ( 2] ). The basic idea is to de ne the operators in such a way that every action of the agent, including the recursive call, makes its presence visible by augmenting the traces. In this way the activity of a process corresponds semantically to a contraction, which always has a xpoint.
The problem of this approach is that in general it is not fully abstract. Recently 23] has shown that a fully abstract model for ccp can be obtained by using categorical techniques. More speci cally, 23] applies the Lehmann's powerdomain construction ( 17] ) over the basic domain of reactive sequences.
Concerning the second problem (combination of nondeterminism and in nite behavior), the point is that it is di cult to nd the appropriate domain structure in which to de ne an operator characterizing the limits of in nite computations, unless we encode also the history of the computation as it is done in 23].
In the work of 23] however it is not clear whether the (reactive) sequences are necessary only to deal with synchronization or they play a role also wrt the in nite behavior. In the next section we investigate what are the possibilities of capturing both nondeterminism and in nite limit results by using very abstract domains, like the one described in previous sections, which encode only observable changes.
To this purpose we abstract from the problem of synchronization and consider the sublanguage of ccp which has no suspension mechanism: the language of constraint logic programming.
In nite computations in constraint logic programming
In this section we investigate the problem of characterizing the in nite behaviors of a sublanguage of ccp obtained by restricting the choice construct to the following form: n i=1 ask(true) ! A i . So we allow only local choice.
The resulting language corresponds to the language of \constraint logic programming" ( 14] ). Alternatively we can describe clp via the following grammar: The local choice between two agents A and B is represented by A + B. From Rule R2 of the transition system T we derive the rule for local choice as given in Table 4 9 . More importantly, the absence of any synchronization mechanism in clp allows one to retrieve O(A)c from its so called S-semantics ( 10] For the nite observables things are easy: O n (A)true can be characterized compositionally as the smallest set which satis es the equations in Table 5 .
The formal justi cation as usual is given by showing that O(A)true is the least xpoint of a mapping F associated to the equations. Interpretations are ordered, as before, by set inclusion. The proof can be constructed following the lines of Section 4.1, and we do not go into it. We only give the de nition of F.
De nition 5. 
Modeling the exact set of results: various attempts
A natural candidate to model the result of in nite computations would be the greatest xpoint of F. But unfortunately, iterating from the set of all constraints only generates upward closed sets, thus identifying agents which do not produce anything and agents which have the possibility to establish some constraint. In the greatest xpoint approach both the agents p(x) and q(x) will be associated to the set * ftrueg. Note however that O(p(x))true = ftrue; cg and O(q(x))true = ftrueg.
The above observation suggests us to look for a limit of a sequence of interpretations starting with an interpretation which assigns the set ftrueg to each procedure call. The problem now arises with respect to which ordering we can de ne the limit. Simple set-inclusion does not generate a chain.
Example 5.5 Consider the agent p(x) de ned by the declaration p(x) :-p(x) k tell(c): If we start with assigning to p(x) the set ftrueg, after the rst iteration we obtain for p(x) the set fcg.
So we have to look for an ordering on sets of constraints such that, for example, ftrueg fcg. A natural solution would be to consider the Smyth preordering ( 32] Example 5.6 (Smyth preordering) Consider the agents p(x) and q(x) in Example 5.4. If we apply F to the interpretation which assigns to each agent the set ftrueg (the smallest set in the Smyth powerdomain), then after the rst iteration we reach the xpoint which consists of the sets ftrue; cg for p(x) and ftrueg for q(x).
These sets are Smyth equivalent.
One could try other relations, like the Hoare preordering or the Egli-Milner preordering (see for example 26]). The latter is the most re ned, as it corresponds to the intersection of the other two. However, next example shows that also the Egli-Milner preordering is not suitable for our purposes. Starting from the set ftrueg (the smallest set in the Egli-Milner powerdomain), after the rst iteration we reach the xpoint which consists of the sets ftrue; c; dg for p(x) and ftrue; dg for q(x). These sets are Egli-Milner equivalent.
Instead of looking for an appropriate ordering we could try to de ne the limit in terms of an appropriate metrics on sets of constraints (for the general metric approach to the semantics of concurrent programming languages see 2]). However the example given below clearly shows that this approach does not work either. Table 6 depicts the meaning of the calls p(x), q(x) and r(x) 10 One might try to extract the \stable" informations from the sequence of interpretations; more precisely, to consider a notion of limit de ned as follows: Example 5.9 Enrich the declarations in Example 5.8 with the following:
We have that, for all i 4, I i (poq(x)) = ftrue; c; falseg. Thus the limit of fI i g i according to (6) assigns to poq(x) the set ftrue; c; falseg. However only true and false are in the observables of poq(x).
The problem with the de nition (6) is that it consider also chains consisting of (partial) results which come from di erent branches. Encoding in some way the links among constraints belonging to the same branch could bring to the solution of our problem. A way to do so is to consider an appropriate category. The idea, inspired by the work of 23], is to consider objects X; Y; : : : which are (multi)sets of constraints and morphisms f : X ! Y which are relations f X Y such that hc; di 2 f i c v d, and such that each element of Y is in relation with (at least) one element on X. This construction corresponds to the Lehmann's powerdomain ( 17] ).
Roughly, the idea is that Y = F(X) establishes a morphism f : X ! Y where a pair hc; di 2 f represents the fact that c contributes to the generation of d in the application of F. For instance, in Table 6 , in the column for q(x), the constraint false in I 3 is related to c in I 2 .
Note that a morphism f : X ! Y exists if and only if X is smaller than Y according to the Smyth preordering; however the categorical approach gives more information and it allows to distinguish sets which are identi ed by the ordering. In fact X Y and Y X implies that X and Y are Smyth equivalent, but the corresponding morphisms f : X ! Y and g : Y ! X might not imply the isomorphism of X and Y in the category (g might not be the inverse of f).
In the next subsection we will show that a model for in nite behaviors of clp agents can be de ned as the colimit of an !-chain consisting of its nite approximations, represented by the iterations of a functor F starting from the initial object in the category.
The categorical approach
We recall the basic notions about category theory. For more details see for instance 24]. We intend to apply Lehmann's powerdomain construction ( 17] ) which consists, given a complete partially ordered set (Con; v) of the following construction of the categorical powerdomain Cat(Con). Objects of Cat(Con) are multisets of Con, where an additional mechanism for identifying di erent occurrences of an element of a multiset is assumed. A morphism f : X ! Y is a relation f X Y such that whenever hc; di We leave it to the reader to check that F is well-de ned, that is, F(f) is a morphism, and that F indeed is a functor, that is, F(f g) = F(f) F(g), for any morphisms f and g, and F(ID I ) = ID F(I) (note that ID I (A) = fhc; ci j c 2 I(A)g, for any interpretation I and agent A).
Consider next the following !-chain in I obtained by iteratively applying F to the initial object I 0 : Proof By the above proposition there exists a one-to-one correspondence between all sequences of constraints (c i ) i , such that hc i ; c i+1 i 2 f i (A) and Comp(A; true). 2 
Conclusions
Deterministic ccp has a very simple model based on closure operators which allows to retrieve the results of nite and in nite computations from the quiescent points of an agents. In this work we have shown that, if we restrict to observe the upward-closure of the results, the model can be smoothly extended to a nondeterministic version of ccp which allows local choice and mutually-exclusive choice.
When one whishes to observe the exact set of results, however, then the presence of nondeterminism complicate things considerably with respect to in nite computations. We have shown that standard set-theoretic, order-theoretic and metric approaches all fail even in the simple case of clp (ccp without synchronization), and we have proposed a solution based on category theory.
To our opinion these results, both the negative and the positive ones, do not depend on the speci c nature of ccp being based on computing constraints. They should apply as well to generic nondeterministic languages working on arbitrary data domains, provided that the partial results of computations evolve monotonically and that their limit is de ned.
