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ON THE KPZ EQUATION WITH FRACTIONAL DIFFUSION.
BOUMEDIENE ABDELLAOUI, IRENEO PERAL, ANA PRIMO
Abstract. In this work we analyze the existence of solution to the fractional
quasilinear problem,
(P )


ut + (−∆)su = |∇u|α + f in ΩT ≡ Ω× (0, T ),
u(x, t) = 0 in (RN \ Ω)× [0, T ),
u(x, 0) = u0(x) in Ω,
where Ω is a C1,1 bounded domain in RN , N > 2s and 1
2
< s < 1. We suppose
that f and u0 are non negative functions satisfying some hypotheses that we
will precise later.
According to the value of α and the regularity of f , we will show the
existence of a solution to problem (P ).
1. Introduction
In the paper [25], Kardar, Parisi and Zhang describe the following model for the
growth of surfaces
ut −∆u = c
√
1 + |∇u|2 + f,
with f being in general a stochastic process.
After a Taylor expansion for small size of the gradient they consider the so called
KPZ equation,
ut −∆u = c|∇u|2 + g.
From the physical point of view the relevant model is the KPZ equation, because
it defines a new universality class for a lot of models in Statistical Mechanics, see
for instance [9] and [17].
The behavior of the so called Hopf-Cole class of solutions has been deeply reached
in the seminal paper by M. Hairer [22].
We will restrict ourselves to the deterministic setting, that is, the source term is
a function with a suitable summability.
In the local critical case α = 2 with s = 1 there is a large literature. In the
paper [2], see also the references therein, a classification of the solutions was found
showing in particular an extreme case of non-uniqueness.
The relevant facts in the KPZ model are that the growth is driven in the direction
of the gradient of the interface and the diffusion is the classical Laplacian (behind
is the Brownian motion).
Key words and phrases. Fractional heat equations, Nonlinear term in the gradient, Kardar-
Parisi-Zhang equations
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There is another question to take into account, precisely according with the
medium, the diffusion to consider must be changed. For instance in the paper
by Barenblatt, Bertsch, Chertock, and Prostokishin, [10] the growth in a porous
medium was considered. This model has been studied for instance in the papers,
[5] and [6]. The diffusion for a power law in the gradient (the p-Laplacian) has been
also studied, see for instance [4], [13] and the references therein.
The main goal of this work is to study a non local class of the Kardar-Parisi-
Zhang equation. More precisely, to consider diffusion driven by the fractional Lapla-
cian (behind is a Levy process). More precisely, we deal with the problem
(1)


ut + (−∆)su = |∇u|α + f in ΩT ≡ Ω× (0, T ),
u(x, t) = 0 in (RN \ Ω)× [0, T ),
u(x, 0) = u0(x) in Ω,
where Ω is a C1,1 bounded domain in RN , N > 2s and 12 < s < 1. We suppose
that f and u0 are non negative functions satisfying some hypotheses that we will
precise later.
By (−∆)s we mean the fractional Laplacian of order 2s given by the identity
involving the Fourier transform F(u) and its inverse,
(−∆)su = F−1(|ξ|2sF(u)), ξ ∈ RN , s ∈ (0, 1),
for every u ∈ S(RN ), the Schwartz class.
As was indicated by M. Riesz in his foundational paper [37], since the formal
homogeneous kernel corresponding to the multiplier |ξ|2s, is |x|−N−2s which is not
in L1loc the definition is not a convolution but the following expression
(2) (−∆)su(x) := aN,s P.V.
∫
RN
u(x)− u(y)
|x− y|N+2s dy, s ∈ (0, 1),
where
aN,s := 2
2s−1π−
N
2
Γ(N+2s2 )
|Γ(−s)|
is the normalization constant to get coherence with the definition through Fourier
transform. This formula is obtained by analytic continuation of the Riesz potentials
in the complex plane of the exponents. See the details for instance in [28].
The hypothesis s > 12 is a natural assumption to allow the presence of a power
of the gradient as a nonlinear perturbation.
The stationary problem associated to problem (1) has recently been studied in
[16] and [3].
The interest of the fractional Laplacian is motivated, beside to the mathematical
relevance, to the fact that has recently appeared in a number of equations model-
ing concrete phenomena. Among others, we mention crystal dislocation [19], [20],
mathematical finances [8] and quantum mechanic, see [29].
For the nonlocal case s ∈ (12 , 1) and for regular data, the authors in [24, 39]
proved the existence of a regular solution using semi-group theory and probabilistic
tools.
The main goal of this paper is to consider general class of data. It is important
to remark that monotony arguments have serious limitations in order to pass to the
limit in the approximating problems. To overcome these difficulties we will follow
the arguments used for the elliptic case in [3], namely we will use apriori estimates
3and the Schauder fixed point theorem, that in the stationary case are inspired in
results in [33] and [35] for local operators.
The main results in the paper are the following.
Via a fixed point argument we obtain the following results for general data.
Theorem 1.1. Suppose in the problem (1) that α <
N + 2s
N + 1
, then for all (u0, f) ∈
L1(ΩT ) × L1(Ω), problem (1) has a solution u ∈ Lq(0, T ;W 1,q0 (Ω)) for all q <
N + 2s
N + 1
and Tk(u) ∈ L2(0, T ;Hs0(Ω)) for all k > 0.
An important remark is that the result above is optimal in the sense that if
α > N+2s
N+1 , then we can find f ∈ L1(ΩT ) or u0 ∈ L1(Ω) such that problem (1) has
non solution in the space Lα(0, T ;W 1,α0 (Ω)).
In the next result we obtain the relationship between the power of the nonlin-
earity and the summability of the datum.
Theorem 1.2. In the problem (1), let consider u0 = 0 and f ∈ Lm(ΩT ). Sup-
pose that
N + 2s
N + 1
6 α <
N + 2s
N + 2s−m(2s− 1) , then problem (1) has a solution u ∈
Lα(0, T ;W 1,α0 (Ω)). Moreover, u ∈ Lγ(0, T ;W 1,γ0 (Ω)) for all γ <
m(N + 2s)
N + 2s−m(2s− 1) .
Finally, we obtain the following existence result with null source term.
Theorem 1.3. In the problem (1), let consider f = 0. Assume u0 ∈ Lσ(Ω) with
N + 2s
N + 1
6 α <
N + 2sσ
N + σ
, then problem
(3)


ut + (−∆)su = |∇u|α in ΩT ,
u(x, t) = 0 in (RN \ Ω)× [0, T ),
u(x, 0) = u0(x) in Ω,
has a solution u ∈ Lγ(0, T ;W 1,γ0 (Ω)), for all γ <
σ(N + 2s)
N + σ
.
By using a linear non local problem in Theorem 5.1 below, some results in [39] are
improved; Theorem 5.1 and its consequences, allow us to show a comparison result
(Theorem 5.5) that permits to prove some results on existence and uniqueness to
problem (1). Finally a result about blow-up in finite time is obtained in Theorem
5.10.
The paper is organized as follows.
In Section 2 we collect some tools that will be used systematically in the paper.
We begin by specifying the sense in which the solutions are understood, and we
state some tools as the Kato’s inequality and the gradient regularity for an associate
elliptic problem.
In order to prove gradient regularity for the solution based on the representation
formula, we need to show gradient regularity for the fractional heat kernel. This is
done in Section 3 where we also consider the general fractional heat equation with
L1 data. In this case we are able to show the uniqueness of the solution and to
prove the strong convergence of the solution of the approximating problems in a
suitable Sobolev space without using the Landes regularizing approximation.
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The Problem (1) is studied in Section 4. We begin by the case of L1 data. Here
for all α < α0 =
N + 2s
N + 1
, we are able to prove the existence of a weak solution with
suitable regularity. We prove that the condition on α is optimal in the sense that
for α > α0, then there exists f ∈ L1(ΩT ) such that problem (1) has non solution.
Problem (1) with general α is treated in Subsection 4.2. Under suitable hypothe-
ses on f , we are able to show the existence of a weak solution. We also treat the
case where f ≡ 0 and u0 	 0. Following closely the ideas as in the case f 	 0, we
are able to show the existence of solution that is in a suitable Sobolev space.
In the last section we collect some comparison principles that allow us to show
the uniqueness of the solution in some particular cases.
2. Preliminaries and functional setting
Let us begin by useful tools from fractional Sobolev spaces that will be used in
this paper. We refer to [18] for more details and proofs.
Assume that s ∈ (0, 1) and p > 1. Let Ω ⊂ IRN , then the fractional Sobolev
Space W s,p(Ω) is defined by
W s,p(Ω) ≡
{
φ ∈ Lp(Ω) :
∫
Ω
∫
Ω
|φ(x) − φ(y)|pdν < +∞
}
,
where, for simplicity of typing, we set dν =
dxdy
|x− y|N+ps .
Notice that W s,p(Ω) is a Banach Space endowed with the norm
‖φ‖W s,p(Ω) =
(∫
Ω
|φ(x)|pdx
) 1
p
+
( ∫
Ω
∫
Ω
|φ(x) − φ(y)|pdν
) 1
p
.
Now, the space W s,p0 (Ω) is defined as the completion of C∞0 (Ω) with respect to the
previous norm.
If Ω is a bounded regular domain, we can endow W s,p0 (Ω) with the equivalent
norm
||φ||W s,p0 (Ω) =
( ∫
Ω
∫
Ω
|φ(x) − φ(y)|pdν
) 1
p
.
The next Sobolev inequality is proved in [7], see also [18] and [36] for an elemen-
tary proof.
Theorem 2.1. (Fractional Sobolev inequality) Assume that 0 < s < 1, p > 1
satisfy ps < N . There exists a positive constant S ≡ S(N, s, p) such that for all
v ∈ C∞0 (IRN ), ∫∫
IR2N
|v(x) − v(y)|p
|x− y|N+ps dxdy > S
(∫
RN
|v(x)|p∗s dx
) p
p∗s ,
where p∗s =
pN
N − ps .
If u ∈ Hs(IRN ), we define
(−∆)su(x) = P.V.
∫
IRN
u(x)− u(y)
|x− y|N+2s dy.
5For w, v ∈ Hs(IRN ), we have
〈(−∆)sw, v〉 = 1
2
∫∫
IR2N
(w(x) − w(y))(v(x) − v(y))
|x− y|N+2s dxdy,
and if w, v ∈ Hs0(Ω), then
〈(−∆)sw, v〉 = 1
2
∫∫
DΩ
(w(x) − w(y))(v(x) − v(y))
|x− y|N+2s dxdy,
where DΩ = IR
N × IRN \ (CΩ× CΩ).
Since we are considering parabolic problems, we need to define the corresponding
parabolic spaces. For q > 1, the space Lq(0, T ;W s,q0 (Ω)) is defined as the set of
functions φ such that φ ∈ Lq(ΩT ) with ||φ||Lq(0,T ;W s,q0 (Ω)) <∞ where
||φ||Lq(0,T ;W s,q0 (Ω)) =
( ∫ T
0
∫∫
DΩ
|φ(x, t) − φ(y, t)|qdν dt
) 1
q
.
It is clear that Lq(0, T ;W s,q0 (Ω)) is a Banach Space.
Consider now the problem
(4)


ut + (−∆)su = f in ΩT = Ω× (0, T ),
u = 0 in (IRN \ Ω)× (0, T ),
u(x, 0) = u0(x) in Ω,
where Ω is a bounded domain. In the case where the data (f, u0) ∈ L2(ΩT )×L2(Ω),
then we can deal with energy solution. More precisely we have the next definition.
Definition 2.2. Assume (f, u0) ∈ L2(ΩT ) × L2(Ω), then we say that u is an
energy solution to problem (4) if u ∈ L2(0, T ;Hs0(Ω)) ∩ C([0, T ], L2(Ω)), ut ∈
L2(0, T ;H−s(Ω)), and for all v ∈ L2(0, T ;Hs0(Ω)) we have∫ T
0
〈ut, v〉dt+ 1
2
∫ T
0
∫∫
DΩ
(u(x, t)− u(y, t))(v(x, t) − v(y, t))dν dt
=
∫∫
ΩT
fvdx dt
and u(x, .)→ u0 strongly in L2(Ω), as t→ 0.
Notice that the existence of energy solution follows using classical argument for
monotone operator as in [32].
In the case where the datum lies in L1, we need to define a more general concept
of solution. Let us begin by the next definitions.
Assume that α, β ∈ (0, 1), we define the set
T := {φ : RN × [0, T ]→ R, s.t. − φt + (−∆)sφ = ϕ, ϕ ∈ L∞(Ω× (0, T )) ∩ Cα,β(Ω× (0, T )),
φ = 0 in (IRN \ Ω)× (0, T ], φ(x, T ) = 0 in Ω}.
From [31], we know that if φ ∈ T , then φ ∈ L∞(Ω× (0, T )) and φ ∈ T satisfies the
equation in a pointwise sense.
We are now able to state the meaning of weak solution.
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Definition 2.3. Assume (f, u0) ∈ L1(ΩT )×L1(Ω). We say that u ∈ C([0, T );L1(Ω)),
is a weak solution to problem (4) if for all φ ∈ T we have
(5)
∫ T
0
∫
Ω
u
(− φt + (−∆)sφ) dx dt =
∫ T
0
∫
Ω
fφ dxdt+
∫
Ω
u0(x)φ(x, 0) dx.
The next existence result is proved in [31], see also [1].
Theorem 2.4. Assume that (f, u0) ∈ L1(ΩT ) × L1(Ω), then problem (4) has
a unique weak solution u such that u ∈ C([0, T ];L1(Ω)) ∩ Lm(ΩT ) for all m ∈
[1,
N + 2s
N
), |(−∆) s2 u| ∈ Lr(ΩT ) for all r ∈ [1, N + 2s
N + s
) and Tk(u) ∈ L2(0, T,Hs0(Ω))
for all k > 0 where Tk(σ) = max{−k,min{k, σ}}. Moreover u ∈ Lq(0, T,W s,q0 (Ω))
for all 1 6 q <
N + 2s
N + s
. In addition we have
(6)
||u||C([0,T ],L1(Ω)) + ||u||Lm(ΩT ) + ||(−∆)
s
2 u||Lr(ΩT ) + ||u||Lq(0,T,W s,q0 (Ω))
6 C(ΩT )
(
||f ||L1(ΩT ) + ||u0||L1(Ω)
)
.
Remark 2.5. The regularity condition obtained in Theorem 2.4 is optimal in the
sense that if m >
N + 2s
N
, then we can find f ∈ L1(ΩT ) and u0 ∈ L1(Ω) such
that um /∈ L1(ΩT ). This fact will be used in Theorem 1.1 in order to show the
optimality of the condition imposed on α.
The next Kato type inequality will be useful in order to show apriori estimates
and the positivity of the solution.
Theorem 2.6. Let φ ∈ C2(IR) be a convex function. Assume u ∈ L2(0, T ;Hs0(Ω)) ∩
C([0, T ], L2(Ω)). Define v = φ(u) and suppose that |vt + (−∆)sv| ∈ L1(ΩT ), then
(7) vt + (−∆)sv 6 φ′(u)(ut + (−∆)s(u)).
See for instance [31] for a proof in this framework.
Finally, let us recall the next regularity result that will be used in order to get
regularity result for problem (4) when dealing with Lp data. We refer to [3] for the
proof.
Proposition 2.7. Suppose that h ∈ Lm(Ω) with m > 1 and define w to be the
unique solution to problem
(8)
{
(−∆)sw = h in Ω,
w = 0 in RN \ Ω,
with s >
1
2
. Then for all p <
mN
N −m(2s− 1) , there exists a positive constant
C ≡ C(Ω, N, s, p) such that
(9) ||∇w||Lp(Ω) 6 C||h||Lm(Ω).
Moreover,
(1) If m =
N
2s− 1 , then |∇w| ∈ L
p(Ω) for all p <∞.
(2) If m >
N
2s− 1 , then w ∈ C
1,α(Ω) for some α ∈ (0, 1).
73. A priori estimates and regularity results.
In this section we assume that s ∈ (1
2
, 1). Under this hypothesis the heat kernel
lies in the space Lq((0, T ),W 1,q0 (Ω)) as we will see later. This regularity motivates
in some sense the study of problem (1).
Denote by PΩ the heat kernel of
d
dt
+ (−∆)s. It is clear that if u is the solution
to problem (4), then
u(x, t) =
∫
Ω
u0(y)PΩ(x, y, t) dy +
∫ t
0
∫
Ω
f(y, σ)PΩ(x, y, t− σ) dy dσ.
As in the elliptic case, in order to get apriori estimates on the gradient of u, we
need some fine properties of the heat kernel PΩ. These properties are resumed in
the next lemma whose proof can be found in [14], [15] and [26].
Lemma 3.1. Assume that s ∈ (1
2
, 1), then
(10) |PΩ(x, y, t)| 6 C
(
1 ∧ δ
s(x)√
t
)
×
(
1 ∧ δ
s(y)√
t
)
×
(
t−
N
2 ∧ t|x− y|N+2s
)
and
(11) |∇xPΩ(x, y, t)| 6 C
( 1
δ(x) ∧ t 12s
)
PΩ(x, y, t).
Let us begin by proving the next proposition.
Proposition 3.2. Assume that s ∈ (12 , 1), then for all q <
N + 2s
N + 1
, we have
∫ T
0
∫
Ω
∫
Ω
|∇xPΩ|q dx dy dt 6 C(Ω)(T
N+2s−q(N+s)
2s + T
N+2s−q(N+1)
2s ).
Proof. From (10) and (11) we obtain that
|∇xPΩ(x, y, t)| 6 C
( 1
δ(x) ∧ t 12s
)(
1∧ δ
s(x)√
t
)
×
(
1 ∧ δ
s(y)√
t
)
× t
(t
1
2s + |x− y|)N+2s .
Hence
(12)
|∇xPΩ(x, y, t)| 6


(
1 ∧ δ
s(y)√
t
)
·
√
t
(δ(x))1−s
· C
(t
1
2s + |x− y|)(N+2s) , if δ(x) < t
1
2s ,
C
(
1 ∧ δ
s(y)√
t
)
· t
2s−1
2s
(t
1
2s + |x− y|)N+2s , if δ(x) > t
1
2s .
Thus ∫ T
0
∫
Ω
∫
Ω
|∇xPΩ|q dx dy dt 6
∫∫∫
{(0,T )×Ω×Ω}∩{δ(x)<t
1
2s }
|∇xPΩ|q dx dy dt+
∫∫∫
{(0,T )×Ω×Ω}∩δ(x)>{t
1
2s }
|∇xPΩ|q dx dy dt =
I1 + I2.
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Using (12), it holds that
I1 6
∫
Ω
dx
(δ(x))(1−s)q
(∫ T
0
∫
Ω
t
q
2 dydt
(t
1
2s + |x− y|)q(N+2s)
)
6
∫
Ω
dx
(δ(x))(1−s)q
(∫ T
0
∫
BR(x)
t
q
2−
1
2s q(N+2s) dydt(
1 + |x−y|
t
1
2s
)q(N+2s)
)
=
∫
Ω
dx
(δ(x))(1−s)q
·
∫ T
0
t
N
2s t
qs−q(N+2s)
2s dt ·
∫ ∞
0
θN−1
(1 + θ)(N+2s)q
dθ,
with θ =
|x− y|
t
1
2s
.
Since q <
N + 2s
N + s
<
1
1− s , then, it follows that (1 − s)q < 1 and
N
2s
+
qs− q(N + 2s)
2s
> −1. Hence
I1 6 C(Ω)T
N+2s−q(N+s)
2s .
Respect to I2, we have
I2 6 C
∫ T
0
∫
Ω
∫
Ω
tq
2s−1
2s
(t
1
2s + |x− y|)(N+2s)q dxdydt
= C
( ∫ T
0
t
q(2s−1)+N−(N+2s)q
2s dt
)∫ ∞
0
θN−1
(1 + θ)q(N+2s)
dθ.
Since q <
N + 2s
N + 1
, then
q(2s− 1) +N − (N + 2s)q
2s
> −1. Hence
I2 6 C(Ω)T
N+2s−q(N+1)
2s .
Combing the above estimates on I1 and I2, the result follows. 
We are now able to state the main compactness result of this section.
Theorem 3.3. Assume that (f, u0) ∈ L1(ΩT )×L1(Ω). Let u be the unique solution
to problem (4), then
||u||C([0,T ],L1(Ω))+||∇u||Lq(ΩT ) 6 C(q,ΩT )
(
||f ||L1(ΩT )+||u0||L1(Ω)
)
for all q <
N + 2s
N + 1
.
Moreover, for q <
N + 2s
N + 1
fixed, setting Kˆ : L1(ΩT )× L1(Ω)→ Lq(0, T ;W 1,q0 (Ω)),
Kˆ(f, u0) = u, the unique solution to problem (4), then Kˆ is a compact operator.
Proof. Without loss of generality we can assume that the data u0, f are nonnegative,
since the general case can be obtained by decomposing the datum into its positive
and negative parts and then dealing with two data separately, thanks to the linearity
of the operator.
9Since (u0, f) ∈ L1(Ω)×L1(ΩT ), then u ∈ Lm(ΩT ) for all m < N + 2s
N
(see [31]).
From the representation formula, we have
|∇u(x, t)|q 6 C
( ∫
Ω
|u0(y)||∇xPΩ(x, y, t)| dy +
∫ t
0
∫
Ω
f(y, σ)|∇xPΩ(x, y, t− σ)| dy dσ
)q
6 C
( ∫
Ω
|u0(y)| |∇xPΩ(x, y, t)|
PΩ(x, y, t)
PΩ(x, y, t)dy
+
∫ t
0
∫
Ω
f(y, σ)
|∇xPΩ(x, y, t− σ)|
|∇xPΩ(x, y, t− σ)|∇xPΩ(x, y, t− σ) dy dσ
)q
6 C
( ∫
Ω
|u0(y)|PΩ(x, y, t) dy
) q
q′
(∫
Ω
hq(x, y, t)|u0(y)|PΩ(x, y, t) dy
)
+C
( ∫ t
0
∫
Ω
|f |PΩ(x, y, t− σ) dy dσ
) q
q′
( ∫ t
0
∫
Ω
hq(x, y, t− σ)|f |PΩ(x, y, t− σ) dy dσ
)
= J1(x, t) + J2(x, t),
with h(x, y, t) =
|∇xPΩ(x, y, t)|
PΩ(x, y, t)
6 C
( 1
δ(x) ∧ t 12s
)
.
We set w(x, t) =
∫
Ω
|u0(y)|PΩ(x, y, t) dy, then w solves
(13)


wt + (−∆s)w = 0 in ΩT = Ω× (0, T ),
w = 0 in (IRN \ Ω)× (0, T ),
w(x, 0) = |u0(x)| in Ω.
Since w ∈ Lm(ΩT ), then∫ T
0
∫
Ω
J1(x, t) dx dt 6
∫ T
0
∫
Ω
wq−1(x, t)
( ∫
Ω
hq(x, y, t)|u0(y)|PΩ(x, y, t) dy
)
dx dt
6
∫
Ω
|u0(y)|
( ∫ T
0
∫
Ω
hq(x, y, t)wq−1(x, t)PΩ(x, y, t) dx dt
)
dy.
Let’s estimate
(∫ T
0
∫
Ω
hq(x, y, t)wq−1(x, t)PΩ(x, y, t) dx dt
)
.
As in the proof of Proposition 3.2, we have
∫ T
0
∫
Ω
hqwq−1PΩ(x, y, t) dx dt =
∫∫
{(0,T )×Ω}∩{δ(x)<t
1
2s }
hqwq−1PΩ(x, y, t) dx dt
+
∫∫
{(0,T )×Ω}∩{δ(x)>t
1
2s }
hqwq−1PΩ(x, y, t) dx dt = I1 + I2.
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Using Lemma 3.1, it holds that
I1 6 C
∫ T
0
∫
Ω
1
δq−s(x)
t
1
2
(t
1
2s + |x− y|)N+2s w
q−1(x, t) dxdt
6 C
( ∫ T
0
∫
Ω
wm(x, t) dxdt
) q−1
m
( ∫ T
0
∫
Ω
1
δ
(q−s)m
m−(q−1) (x)
t
m
2(m−(q−1))
(t
1
2s + |x− y|)(N+2s)· mm−(q−1)
dxdt
)m−(q−1)
m
.
Recall that q <
N + 2s
N + 1
<
N + 2s
N + s
andm <
N + 2s
N
. Fix q such that q < 1+
sm
m+ 1
,
then
(q − s)m
m− (q − 1) < 1. Define γ =
(q − s)m
m− (q − 1) and let ε > 0 be such that γ < 1−ε.
Using Ho¨lder inequality, we get
I1 6 C(Ω)||w||q−1Lm(ΩT )
×
[(∫ T
0
∫
Ω
1
δ1−ε(x)
dx
) γ
1−ε
( ∫ T
0
∫
Ω
t
m(1−ε)
2(m−(q−1))(1−ε−γ)
(t
1
2s + |x− y|)(N+2s)· m(1−ε)(1−ε−γ)(m−(q−1))
dxdt
) 1−ε−γ
1−ε
]m−(q−1)
m
.
Let θ =
|x− y|
t
1
2s
, then
I1 6 C(Ω)T
γ(m−(q−1))
m(1−ε) ||w||q−1
Lm(ΩT )
(∫ T
0
tβ1 dt·
∫ ∞
0
θN−1
(1 + θ)(N+2s)·
m(1−ε)
(1−ε−γ)(m−(q−1))
dθ
)m−(q−1)
m
,
where β1 =
N
2s
+
m(1− ε)
2(m− (q − 1))(1− ε− γ)−
1
2s
(N+2s)· m(1− ε)
(1− ε− γ)(m− (q − 1)) .
To insure that tβ1 ∈ L1(0, T ) we need to show that β1 > −1. By the hypothesis on
ε, the above condition holds if
(14) q <
1
m+ 1
+
N + 2s+ 1
N + 2s
sm
m+ 1
.
Recall that q < 1 +
sm
m+ 1
. By a direct computation it holds that
1 +
sm
m+ 1
>
1
m+ 1
+
N + 2s+ 1
N + 2s
sm
m+ 1
.
Thus the above conditions hold if (14) satisfied.
Fix q <
N + 2s
N + 1
, then using the fact that s >
1
2
, we can choose m <
N + 2s
N
such that (14) holds. Going back to I1, we conclude that
(15) I1 6 C(Ω)T
β¯1 ||w||q−1
Lm(ΩT )
.
We now deal with I2. We have
I2 6 C(Ω)
∫ T
0
∫
Ω
t1−
q
2s
(t
1
2s + |x− y|)N+2s w
q−1(x, t) dxdt
6 C(Ω)
( ∫ T
0
∫
Ω
wm(x, t) dxdt
) q−1
m
(∫ T
0
∫
Ω
t
2s−q
2s ·
m
m−(q−1)
(t
1
2s + |x− y|)(N+2s)· mm−(q−1)
dxdt
)m−(q−1)
m
.
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Setting β2 =
(N
2s
− m
m− (q − 1)
N + q
2s
)
, then β2 > −1, if q < (N + 2s) + 2sm
(N + 2s) +m
.
Since q <
N + 2s
N + 1
, then the above condition holds for all m > 1 >
N
N + 1
. Thus
(16) I2 6 C(Ω)T
β¯2 ||w||q−1
Lm(ΩT )
.
Combing (15) and (16), we reach that
(17)∫ T
0
∫
Ω
J1(x, t) dx dt 6 C(Ω)(T
β¯1 + T β¯2)‖u0‖L1(Ω)||w||q−1Lm(ΩT ) 6 C(Ω, T )||u0||
q
L1(Ω).
We now deal with J2. Let w˜ be the unique solution to the problem
(18)


w˜t + (−∆s)w˜ = |f | in ΩT = Ω× (0, T ),
w˜ = 0 in (IRN \ Ω)× (0, T ),
w˜(x, 0) = 0 in Ω.
Then w˜ ∈ Lm(ΩT ) for all m < N + 2s
N
and ||w˜||Lm(ΩT ) 6 C(Ω, T )||f ||L1(ΩT ). Thus
following closely the computations of J1, for 0 < σ < t < T , it holds∫ T
0
∫
Ω
J2(x, t) dx dt 6
∫ T
0
∫
Ω
|f(y, σ)|
( ∫ T
σ
∫
Ω
hqw˜q−1PΩ(x, y, t− σ) dx dt
)
dy dσ.
To estimate
(∫ T
σ
∫
Ω
hqw˜q−1PΩ(x, y, t − σ) dx dt
)
we follow the above argument
and then we reach that
(19)
∫ T
0
∫
Ω
J1(x, t) dx dt 6 C(T,Ω)‖f‖L1(ΩT )||w˜||q−1Lm(ΩT ) 6 C(Ω, T )||f ||
q
L1(ΩT )
.
Thus
(20)
( ∫ T
0
∫
Ω
|∇u(x, t)|q dx dt
) 1
q
6 C(T,Ω)
(
‖f‖
1
q
L1(ΩT )
||w˜||
q−1
q
Lm(ΩT )
+ ‖u0‖
1
q
L1(Ω)||w||
q−1
q
Lm(ΩT )
)
6 C(Ω, T )(‖f‖L1(ΩT ) + ||u0||L1(Ω)).
Now fix q0 <
N + 2s
N + 1
and recall that Kˆ : L1(ΩT ) × L1(Ω) → Lq0(0, T ;W 1,q00 (Ω)),
Kˆ(f, u0) = u where u is the unique solution to (4). Let show that Kˆ is a compact
operator.
Let {fn, un0}n ⊂ L1(ΩT )× L1(Ω) be a bounded sequence in L1(ΩT ) and define
un = Kˆ(fn, un0). Using the previous estimate, it follows that
||∇un||Lq(ΩT ) 6 C(q,Ω)(||fn||L1(ΩT ) + ||un0||L1(Ω)) 6 C, for all q <
N + 2s
N + 1
.
Hence there exists u ∈ Lq(0, T ;W 1,q0 (Ω)) for all q <
N + 2s
N + 1
, such that, up to a
subsequence, un ⇀ u weakly in L
q(0, T ;W 1,q0 (Ω)) and un → u strongly in Lσ(ΩT )
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for all σ <
N + 2s
N
. By the linearity of the operator, it follows that (ui−uj) solves
(21)


(ui − uj)t + (−∆s)(ui − uj) = fi − fj in ΩT ,
ui − uj = 0 in (IRN \ Ω)× (0, T ),
(ui − uj)(x, 0) = ui0 − uj0 in Ω.
Going back to the first formula in (20), we get
( ∫ T
0
∫
Ω
|∇(ui − uj)(x, t)|q dx dt
) 1
q
6
C(Ω)
(
‖fi − fj‖
1
q
L1(ΩT )
||w˜i − w˜j ||
q−1
qm
Lm(ΩT )
+ ‖ui0 − uj0‖
1
q
L1(Ω)||wi − wj ||
q−1
q
Lm(ΩT )
)
6 C(Ω, T )
(
||w˜i − w˜j ||
q−1
qm
Lm(ΩT )
+ ||wi − wj ||
q−1
q
Lm(ΩT )
)
,
with (wn, w˜n) being the solution to problems (13) and (18) respectively. It is not
difficult to show that the sequences {wn}n, {w˜n}n are bounded in Lq(0, T ;W 1,q0 (Ω))
for all q <
N + 2s
N + 1
, then up to a subsequence,
wn → w, w˜n → w˜ strongly in Lm(ΩT ) for all m < N + 2s
N
.
Then, up to a subsequence and for all q <
N + 2s
N + 1
,
(∫ T
0
∫
Ω
|∇(ui − uj)(x, t)|q dx dt
) 1
q → 0 as i, j →∞,
and the result follows. 
Remark 3.4.
(1) Thanks to the above computations, we can prove that the constant C(T,Ω),
that appears in estimate (20) satisfies C(T,Ω)→ 0 as T → 0. This fact will
be used ulteriorly in order to show existence result for problem (1) using
Fixed point Theorem.
(2) Using an approximation argument and by the linearity of the operator, we
can prove that the result of Theorem 3.3 also holds if f is a bounded Radon
measure.
Following the same representation argument as above we get the next regularity
result.
Proposition 3.5. Assume that (f, u0) ∈ L1(ΩT ) × L1(Ω) and let u be the unique
solution to the problem (4), then Tk(u) ∈ Lσ(0, T ;W 1,σ0 (Ω)) for all 1 6 σ < 2s.
Moveover we have
||Tk(u)||σLσ(0,T ;W 1,σ0 (Ω)) 6 C(Ω, T )k
σ−1(||u0||L1(Ω) + ||f ||L1(ΩT )).
In addition, if un = Kˆ(fn, un0), then, up to a subsequence, it follows that Tk(un)→
Tk(u) strongly in L
σ(0, T ;W 1,σ0 (Ω)), for all 1 6 σ < 2s.
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Proof. Without loss of generality we can assume that f > 0 in ΩT and u0 > 0 in
Ω. Fix 1 < σ < 2s, as in the proof of Theorem 3.3, we have
|∇u(x, t)|σ 6 C
( ∫
Ω
u0(y)PΩ(x, y, t) dy
) σ
σ′
(∫
Ω
hσ|u0(y)|PΩ(x, y, t) dy
)
+ C
( ∫ t
0
∫
Ω
f(y, σ)PΩ(x, y, t− σ) dy dσ
) σ
σ′
( ∫ t
0
∫
Ω
hσf(y, σ)PΩ(x, y, t− σ) dy dσ
)
6 C u
σ
σ′ (x, t)
( ∫
Ω
hσ|u0(y)|PΩ(x, y, t) dy +
∫ t
0
∫
Ω
hσf(y, σ)PΩ(x, y, t− σ) dy dσ
)
.
Thus,
|∇Tk(u)|σ 6 C kσ−1
(∫
Ω
hσ|u0(y)|PΩ(x, y, t) dy+
∫ t
0
∫
Ω
hσf(y, σ)PΩ(x, y, t−σ) dy dσ
)
χ{u<k}.
Hence
(22)
∫ T
0
∫
Ω
|∇Tk(u(x, t))|σ dx dt
6 C(Ω, T ) kσ−1
(∫
Ω
u0(y)
(∫ T
0
∫
Ω
hσPΩ(x, y, t) dxdt
)
dy
+
∫ T
0
∫
Ω
f(y, σ)
(∫ T
σ
∫
Ω
hσPΩ(x, y, t− σ) dx dt
)
dy
6 Ckσ−1(J1 + J2).
Recall that h 6 C
( 1
δ(x) ∧ (t− σ) 12s
)
, hence using the fact that σ < 2s, we reach
that ∫ T
0
∫
Ω
hσPΩ(x, y, t) dx dt =
∫∫
{(0,T )×Ω}∩{δ(x)<t
1
2s }
hσPΩ(x, y, t) dx dt
+
∫∫
{(0,T )×Ω}∩{δ(x)>t
1
2s }
hσPΩ(x, y, t) dx dt = I1 + I2.
Now, by Lemma 3.1 and choosing ε > 0 such that σ − s < 1− ε, it holds that
I1 6 C
∫ T
0
∫
Ω
1
δσ−s(x)
t
1
2
(t
1
2s + |x− y|)N+2s dxdt
6 C(Ω, T )
(∫ T
0
∫
Ω
1
δ1−ε(x)
dx
) σ−s
1−ε
(∫ T
0
∫
Ω
t
(1−ε)
2(1−ε−(σ−s))
(t
1
2s + |x− y|)(N+2s)· (1−ε)(1−ε−(σ−s))
dxdt
) 1−ε−(σ−s)
1−ε
.
Setting, θ =
|x− y|
t
1
2s
, it follows that
I1 6 C(T,Ω)
(∫ T
0
tγ1 dt ·
∫ ∞
0
θN−1
(1 + θ)(N+2s)·
m(1−ε)
(1−ε−γ)(m−(q−1))
dθ
) 1−ε−(σ−s)
1−ε
,
with γ1 =
N
2s +
(1−ε)
(1−ε−(σ−s)) (
1
2 − N+2s2s ). Choosing σ closed to 2s, it holds that γ1 >
−1. Thus I1 6 C(Ω)T γ¯1 with γ¯1 > 0. In the same way we reach that I2 6 C(Ω)T γ¯2 .
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Hence we conclude that
J1 6 C(Ω)T
γ¯3 ||u0||L1(Ω).
In the same way we obtain that
J2 6 C(Ω)T
γ¯4 ||f ||L1(ΩT ).
Hence ∫ T
0
∫
Ω
|∇Tk(u(x, t))|σ dx dt 6 C(Ω, T ) kσ−1(||u0||L1(Ω) + ||f ||L1(ΩT )).
Define un = Kˆ(fn, un0), then according with the proof of Theorem 3.3, we know
that, up to a subsequence, un → u strongly in Lq(0, T ;W 1,q0 (Ω)) for all q <
N + 2s
N + 1
.
Now, using the fact that the sequence {Tk(un)}n is bounded in Lσ(0, T ;W 1,σ0 (Ω))
for all 1 6 σ < 2s and using Vitali’s Lemma, it follows that Tk(un) → Tk(u)
strongly in Lσ(0, T ;W 1,σ0 (Ω)). 
In the case where u0 = 0 and f ∈ Lm(ΩT ) with m > 1, we have the next
regularity result whose proof follows using the abstract setting in [27] (Theorem 1).
Theorem 3.6. Suppose that f ∈ Lm(ΩT ) with m > 1 and u0 = 0. Let u be the
unique weak solution to problem (4), then ut, (−∆)su ∈ Lm(ΩT ) and
||ut||Lm(ΩT ) + ||(−∆)su||Lm(ΩT ) 6 C(Ω, T )||f ||Lm(ΩT ).
As a consequence of the previous Theorem and by Proposition 2.7, we get the
next regularity result.We refer also to [11] for a local regularity result.
Proposition 3.7. Assume that the conditions of Theorem 3.6 hold. Let u be the
unique weak solution to problem (4), then u ∈ Lp((0, T );W 1,p0 (Ω)) for all p <
m(N + 2s)
N + 2s−m(2s− 1) .
Notice that
1
p
>
1
m
− 2s− 1
N + 2s
. If f ≡ 0 and u0 ∈ Lθ(Ω) with θ > 1, we have the
next result proved in [12], see also [24].
Proposition 3.8. Suppose that f ≡ 0 and u0 ∈ Lθ(Ω). If u is the unique weak
solution to problem (4), then for all r, p > 1 and for all t > 0, we have
(23) ||u(·, t)||Lr(Ω) 6 Ct−
N
2s (
1
θ
− 1
r
)||u0||Lθ(Ω)
and
(24) ||∇u(·, t)||Lp(Ω) 6 Ct−
N
2s (
1
θ
− 1
p
)− 12s ||u0||Lθ(Ω).
Moreover, u ∈ Lσ(ΩT ) for all σ < θ + 2sθ
N
and |∇u| ∈ Lγ(ΩT ) for all γ <
θ(N + 2s)
N + θ
.
In the case where θ = 1, by (24) it holds that if s > 12 , then |∇u| ∈ L1(ΩT ).
4. Proofs of Theorems 1.1, 1.2 and 1.3
The main goal of this section is to prove an existence result for problem (1)
under suitable condition on α and the data f .
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4.1. Existence result for L1 data and α <
N + 2s
N + 1
: Proof of Theorem 1.1.
In order to obtain existence of a solution for all (u0, f) ∈ L1(ΩT ) × L1(Ω), we
have to impose the natural condition α <
N + 2s
N + 1
. This condition is similar to the
hypothesis in the elliptic case.
Proof of Theorem 1.1. For simplicity of typing we setEq(ΩT ) = L
q(0, T ;W 1,q0 (Ω)),
for q > 1. Fix α <
N + 2s
N + 1
and let l > 0 to be chosen later. Define the set
E(ΩT ) = {v ∈ E1 v ∈ Er(ΩT ), α < r < N + 2s
N + 1
‖v‖Er(ΩT ) 6 l
1
α }.
It is easy to check that E(ΩT ) is a closed convex set of E1(ΩT ).
For (f, u0) ∈ L1(ΩT )× L1(Ω) fixed, we consider the operator
K : E(ΩT ) → E1(ΩT )
v → T (v) = u
where u is the unique solution to problem
(25)


ut + (−∆)su = |∇v|α + f in ΩT ≡ Ω× (0, T ),
u(x, t) = 0 in (RN \ Ω)× [0, T ),
u(x, 0) = u0(x) in Ω.
Since α < r, then |∇v|α + f ∈ L1(ΩT ), thus the existence of u is a consequence
of [31] and moreover u ∈ Lq(0, T ;W 1,q0 (Ω)) ∩ C([0, T ];L1(Ω)) for all q <
N + 2s
N + 1
.
Hence K is well defined.
We claim that:
(1) K(E(ΩT )) ⊂ E(ΩT ),
(2) K is a continuous and compact operator on E(ΩT ).
We prove the claim.
First, we prove that K(E(ΩT )) ⊂ E(ΩT ). In fact, thanks to Theorem 3.3, we
have that u ∈ Eq(ΩT ) for all q < N + 2s
N + 1
. In particular, u ∈ Er(ΩT ). Now, fixed
q <
N + 2s
N + 1
, it follows that
‖u‖Eq(ΩT ) 6 C(T,Ω)
(
||f + |∇v|α||L1(ΩT ) + ||u0||L1(Ω)
)
6 C(T,Ω)
(
||f ||L1(ΩT ) + ||∇v||αLα(ΩT ) + ||u0||L1(Ω)
)
6 C(T,Ω)
(
||f ||L1(ΩT ) + ||∇v||
α
r
Lr(ΩT )
+ ||u0||L1(Ω)
)
6 C(T,Ω)
(
||f ||L1(ΩT ) + ||v||αEr + ||u0||L1(Ω)
)
6 C(T,Ω)
(
||f ||L1(ΩT ) + ||u0||L1(Ω) + l
)
.
Recall that, by Remark 3.4, we know that C(Ω, T )→ 0 as T →∞, then choosing T
small, we get the existence of l such that C(T,Ω)
(
||f ||L1(ΩT )+||u0||L1(Ω)+l
)
6 l
1
α .
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Hence
‖u‖Er(ΩT ) 6 l
1
α ,
and then u ∈ E(ΩT ). Thus K(E(ΩT )) ⊂ E(ΩT ).
To show the continuity of K with respect to the topology of E1(ΩT ), we consider
{vn} ⊂ E(ΩT ) such that vn → v strongly in E1(ΩT ). Define un = K(vn), u = K(v)
and wn = un − u. We have to show that un → u strongly in E1(ΩT ).
Since
wnt + (−∆)swn = |∇vn|α − |∇v|α,
to show that wn → 0 strongly inE1(ΩT ), we have to prove that ||∇vn−∇v||Lα(ΩT ) →
0 as n→∞.
Recall that {vn}n ⊂ E(ΩT ) and ||vn−v||E1(ΩT ) → 0 as n→∞, then ∇vn → ∇v
strongly in (L1(ΩT ))
N and ||∇vn||Lr(ΩT ) 6 C.
Since 1 < α < r, then using Ho¨lder inequality, we reach that
||∇vn −∇v||Lα(ΩT ) 6 ||∇vn −∇v||
r−α
1+r
L1(ΩT )
||∇vn −∇v||
α
1+r
Lr(ΩT )
6 C||∇vn −∇v||
r−α
1+r
L1(Ω) → 0 as n→∞.
Now, by using the definition of un and u, there results that un → u strongly in
E1(ΩT ). Thus K is continuous.
To finish we have just to show that K is compact respect to the topology of
E1(ΩT ).
Let {vn}n ⊂ E(ΩT ) be such that ||vn||E1(ΩT ) 6 C. Since {vn}n ⊂ E(ΩT ), then
||vn||Er 6 C and therefore up to a subsequence, vn ⇀ v weakly in Er(ΩT ).
Since α < r, then there exists δ > 0 such that the sequence {|∇vn|α}n is bounded
in L1+δ(ΩT ). Thus, up to a subsequence,
|∇vn|α ⇀ g weakly in L1+δ(ΩT ).
Let u to be the unique solution to the problem
(26)


ut + (−∆)su = g + f in ΩT ,
u(x, t) = 0 in (RN \ Ω)× [0, T ),
u(x, 0) = u0(x) in Ω,
using the compactness result of Theorem 3.3, we conclude that, up to a subsequence,
un → u strongly in Eq(ΩT ) for all q < N + 2s
N + 1
. In particular un → u strongly in
Er(ΩT ), hence the claim follows.
As a conclusion and using the Schauder Fixed Point Theorem, there exists u ∈
E(ΩT ) such that K(u) = u, then u ∈ Lq(0, T ;W 1,q0 (Ω)) and u solves (1). It is not
difficult to show that Tk(u) ∈ L2(0, T ;Hs0(Ω)) for all k > 0.
Remark 4.1.
(1) Using approximation arguments we can prove that the existence result of
Theorem 1.1 also holds if f is a bounded Radon measure.
(2) The existence result of Theorem 1.1 is optimal in the sense that if α >
N + 2s
N + 1
, then we can find f ∈ L1(ΩT ) or u0 ∈ L1(Ω) such that problem (1)
has non solution in the space Lα(0, T ;W 1,α0 (Ω)). To see that we will use
Remark 2.5.
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Fix 0 6 f ∈ L1(ΩT ) or 0 6 u0 ∈ L1(Ω) such that problem (4) has a solution
v with vm /∈ L1(ΩT ) where m = N + 2s
N
. Suppose now that problem
(1.1) has a solution u with α >
N + 2s
N + 1
. By a comparison principle we
easily reach that u > v. Since u ∈ Lα(0, T ;W 1,α0 (Ω)) ∩ C([0, T ];L1(Ω)),
then we obtain that u ∈ Lσ(ΩT ) where σ = αN+1N . Since v 6 u, then
v ∈ Lσ(ΩT ). It is clear that σ > N + 2s
N
, hence we reach a contradiction
with the hypotheses on v.
(3) For the uniqueness and the global existence in the time, we refer to Remark
5.7.
4.2. Existence results for
N + 2s
N + 1
6 α. Proof of Theorems 1.2 and The-
orem 1.3. In this subsection we assume that
N + 2s
N + 1
6 α. According to the
regularity of f and u0, we are able to show the existence of a solution that is in
a suitable Sobolev space. For simplicity of presentation we will consider two main
cases: f 6= 0, u0 = 0 and f = 0, u0 6= 0.
Proof of Theorem 1.2. Assume that N+2s
N+1 6 α <
N + 2s
N + 2s−m(2s− 1) , then
we fix r > 0 such that mα < r <
m(N + 2s)
N + 2s−m(2s− 1) . Recall that Eσ(ΩT ) ≡
Lσ(0, T ;W 1,σ0 (Ω)). Define the set
(27) E(ΩT ) = {v ∈ E1(ΩT ) such that v ∈ Er(ΩT ) with ‖v‖Er(ΩT ) 6 l
1
α }.
Then E(ΩT ) is a closed convex set of E1(ΩT ). Setting
K : E(ΩT ) → E1(ΩT )
v → K(v) = u
where u is the unique solution to problem
(28)


ut + (−∆)su = |∇v|α + f in ΩT ,
u(x, t) = 0 in (RN \ Ω)× [0, T ),
u(x, 0) = 0 in Ω.
Since mα < r <
m(N + 2s)
N + 2s−m(2s− 1) , using Proposition 3.7 and as in the proof
of Theorem 1.1, we get the existence of T > 0 such that K(E(ΩT )) ⊂ E(ΩT ) and
that K is a continuous, compact operator on E(ΩT ). Using the Schauder Fixed
Point Theorem, we get the existence of u ∈ E(ΩT ) such that K(u) = u, then
u ∈ Lr(0, T ;W 1,r0 (Ω)) and u solves (1).
In the case where f = 0 and u0 6= 0 we have the result in Theorem 1.3 whose
proof follows.
Proof of Theorem 1.3. Define ψ to be the unique solution to problem
(29)


ψt + (−∆)sψ = 0 in ΩT ,
ψ(x, t) = 0 in (RN \ Ω)× [0, T ),
ψ(x, 0) = u0(x) in Ω,
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then by the regularity result in Proposition 3.8 we have that |∇ψ| ∈ Lθ(ΩT ) for all
θ <
σ(N + 2s)
N + σ
.
Notice that if v solves the problem
(30)


vt + (−∆)sv = |∇(v + ψ)|α in ΩT ,
v(x, t) = 0 in (RN \ Ω)× [0, T ),
v(x, 0) = 0 in Ω,
then u ≡ v+ψ is a solution to (3). Hence we have just to prove the existence of v.
Notice that
|∇(v + ψ)|α 6 C1|∇v|α + C2|∇ψ|α.
Define f ≡ C2|∇ψ|α, then f ∈ Lm(ΩT ) for any m < σ(N + 2s)
α(N + σ)
. Since α <
N+2sσ
N+σ , then we obtain that α <
N + 2s
N + 2s−m(2s− 1) which allows us to use the
existence result of Theorem 1.2. More precisely we fix r > 0 such that mα < r <
m(N + 2s)
N + 2s−m(2s− 1) and consider the set E(ΩT ) as defined in (27). Define the
operator
K1 : E(ΩT ) → E1(ΩT )
v → K(v) = u
where u is the unique solution to problem
(31)


ut + (−∆)su = |∇(v + ψ)|α in ΩT ,
u(x, t) = 0 in (RN \ Ω)× [0, T ),
u(x, 0) = u0(x) in Ω.
Since α < r <
σ(N + 2s)
N + σ
, then using the regularity result in Proposition 3.8, we
can show that K1(E(ΩT )) ⊂ E(ΩT ) and that K1 is a continuous and a compact
operator on E(ΩT ). Using the Schauder Fixed Point Theorem, we get the existence
of u ∈ E(ΩT ) such that K1(u) = u, then u ∈ Lr(0, T ;W 1,r0 (Ω)) and u solves (3).
5. Comparison principle and applications
In order to show uniqueness result that allows us to use a monotony argument,
we need to prove a class of comparison principles for nonlinear problems under
suitable regularity. This will be achieved using a convenient test functions that are
solutions to a suitable class of linear problems.
Let us begin by considering the next problem
(32)


ut + (−∆)su = 〈B(x, t),∇u〉 + f in ΩT ,
u(x, t) = 0 in (RN \ Ω)× [0, T ),
u(x, 0) = u0(x) in Ω,
where B ∈ (La(ΩT ))N with a > N + 2s
2s− 1 . We are able to prove the next existence
result that generalizes the result obtained in [39].
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Theorem 5.1. Assume that s ∈ (12 , 1) and the above condition on B holds, then for
all (f, u0) ∈ L1(ΩT )×L1(Ω), the problem (32) has a solution u ∈ Lq(0, T ;W 1,q0 (Ω)), q <
N + 2s
N + 1
and Tk(u) ∈ L2(0, T ;Hs0(Ω)) for all k > 0. If u0 > 0 in Ω and f > 0 in
ΩT , then u > 0 in ΩT . If B depends only on x, then the solution is unique.
Proof. As in the proof of Theorem 2.4, we define the operator
K : E(ΩT ) → E1(ΩT )
v → T (v) = u
where u is the unique solution to problem
(33)


ut + (−∆)su = 〈B(x, t),∇v〉 + f in ΩT ≡ Ω× (0, T ),
u(x, t) = 0 in (RN \ Ω)× [0, T ),
u(x, 0) = u0(x) in Ω.
Let us begin by proving that K is well defined.
Recall that B ∈ (La(0, T ;La(Ω)))N with a > N + 2s
2s− 1 , then a
′ <
N + 2s
N + 1
. Fix
r such that a′ < r <
N + 2s
N + 1
, then for v ∈ E(ΩT ), using Ho¨lder inequality, we
conclude that∫ T
0
∫
Ω
|〈B(x, t),∇v〉|dxdt 6 C(T,Ω)
( ∫ T
0
∫
Ω
|B(x, t)|adxdt
) 1
a
(∫ T
0
∫
Ω
|∇v|rdxdt
) 1
r
.
Hence |〈B(x, t),∇v| ∈ L1(ΩT ) and then T is well defined. Now, the existence result
follows using the same compactness arguments as in the proof of Theorem 2.4.
Assume now that f > 0. To get the existence of a nonnegative solution we
consider the next variation of the operator K. Namely we define u to be the unique
solution to the problem
(34)


ut + (−∆)su = 〈B(x, t),∇v+〉+ f in ΩT ,
u(x, t) = 0 in (RN \Ω)× [0, T ),
u(x, 0) = u0(x) in Ω.
It is clear that, with the new definition, if u is a fixed point of K, then u solves

ut + (−∆)su = 〈B(x, t),∇u+〉+ f in ΩT ,
u(x, t) = 0 in (RN \ Ω)× [0, T ),
u(x, 0) = u0(x) in Ω.
Using Tk(u−) as a test function in the previous equation we reach that Tk(u−) = 0
for all k. Hence u− = 0 and then u > 0 in ΩT .
Let prove now the uniqueness part if B depends only on x. In this case B ∈
(La(Ω)))N with a >
N + 2s
2s− 1 . Assume that u1, u2 are two solutions to (32), then
w = (u1 − u2) solves
(35)


wt + (−∆)sw = 〈B(x),∇w〉 in ΩT ,
w(x, t) = 0 in (RN \ Ω)× [0, T ),
w(x, 0) = 0 in Ω.
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Using Kato type inequality we reach that w+ ∈ Lq(0, T ;W 1,q0 (Ω)), q <
N + 2s
N + 1
and
Tk(w+) ∈ L2(0, T ;Hs0(Ω)) for all k > 0, and
(36)


(w+)t + (−∆)sw+ 6 〈B(x),∇w+〉 in ΩT ,
w+(x, t) = 0 in (RN \ Ω)× [0, T ),
w+(x, 0) = 0 in Ω.
Define φ to be the unique positive solution to the problem
(37)
{
(−∆)sφ = −div(φB(x)) + 1 in Ω,
φ = 0 in RN \ Ω.
Notice that the existence of φ follows from [3] where it is also proved that φ ∈
C1,α(Ω) for some α ∈ (0, 1).
Using φ as a test function in (36), it follows that
d
dt
∫
Ω
w+φdx +
∫
Ω
w+(−∆)sφ 6
∫
Ω
〈B(x),∇w+〉φdx.
Hence
d
dt
∫
Ω
w+φdx +
∫
Ω
φ〈B(x),∇w+〉+
∫
Ω
w+ 6
∫
Ω
〈B(x),∇w+〉φdx.
Thus
d
dt
∫
Ω
w+φdx +
∫
Ω
w+ 6 0.
Using Gronwall’s inequality we conclude that w+ = 0. In a symmetric way we can
prove that w− = 0. Hence u1 = u2 and the result follows. 
As a consequence of the previous argument, we get the next comparison principle:
Proposition 5.2. Let consider w1, w2 ∈ Lq(0, T ;W 1,q(Ω)) for all q < N + 2s
N + 1
,
be such that w1t + (−∆)sw1, w2t + (−∆)sw2 ∈ L1(ΩT ), w1 6 w2 in RN \ Ω and
w1(x, 0) 6 w2(x, 0) in Ω. Suppose that
(38)
{
(w1)t + (−∆)sw1 6 〈B(x),∇w1〉+ f in ΩT ,
(w2)t + (−∆)sw2 > 〈B(x),∇w2〉+ f in ΩT ,
where B ∈ (La(Ω)))N with a > N + 2s
2s− 1 . Then, w2 > w1 in ΩT .
In the case where f ≡ 0, we have the next claim.
Proposition 5.3. Assume that s ∈ (12 , 1) and B ∈ (La(ΩT ))N with a >
N + 2s
2s− 1 .
If f ≡ 0, then the unique solution to problem (32) with 〈B(x, t),∇u〉 ∈ L1(ΩT ), is
u = 0.
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Proof. Define g(x, t) = 〈B(x, t),∇u〉. Since g ∈ L1(ΩT ), it follows that u ∈
Lq(0, T ;W 1,q0 (Ω)) for all q <
N + 2s
N + 1
. Thus by Proposition 3.7 and using a boot-
strapping argument we conclude that |〈B(x, t),∇u〉| ∈ La(Ω) with a > N + 2s
2s− 1 .
From the regularity result in [23] we obtain that u ∈ C(Ω¯× [0, T ]).
Let M = max{Ω¯×[0,t1)} u(x, t) = u(x0, t¯) and define v(x, t) = M − u(x, t). It is
clear that v > 0 in Ω¯× [0, t1) and
vt + (−∆s)v = 〈B(x, t),∇v〉.
Since B ∈ (La(ΩT ))N with a > N + 2s
2s− 1 , then from [23] (see Example 3, page 335)
we conclude that B ∈ K(η,Q), defined in [23]. Thus using the Harnack inequality
in [23], [38] it follows that for all x ∈ Br(x0) and for all t < t1,
v(x, t) 6 Cv(x0, t1) = 0.
Hence v = 0 in Br(x0) × (0, t1). Repeating the above argument, we reach that
v = 0 in Ω × (0, t1). Thus u = M in Ω × (0, t1). Therefore, if M > 0, we reach
a contradiction with the fact that u = 0 in (IRN \ Ω) × (0, T ). Thus M 6 0. By
considering −u in place of u, we can show that u = 0. Hence the result follows.

Remarks 5.4.
(1) Consider the operator K˘(v) = vt + (−∆s)v − 〈B(x, t),∇v〉, where B ∈
(La(ΩT ))
N with a >
N + 2s
2s− 1 , then we can show that K˘ is a compact
operator.
(2) Using a duality argument we can show that if F ∈ (La(ΩT ))N with a >
N + 2s
2s− 1 and f ∈ L
2(ΩT ), then problem
(39)


−vt + (−∆)sv + div(F(x, t)v) = f in ΩT ,
v = 0 in (RN \ Ω)× (0, T ),
v(0, T ) = 0 in Ω,
has a solution v ∈ Lp((0, T );W 1,p0 (Ω)) for all p <
(N + 2s)
N
. Moreover, if
f > 0, then v > 0.
We are now able to show the following general comparison principle.
Theorem 5.5. Let f ∈ L1(ΩT ) be a nonnegative function. Assume that for all
ξ1, ξ2 ∈ RN ,
H : Ω×R+× IR×RN → R+ verifies |H(x, t, σ, ξ1)−H(x, t, ξ2)| 6 Cb(x, t)|ξ1 − ξ2|
where b ∈ Lσ(Ω), for some σ > N + 2s
2s− 1 . Consider w1, w2 two positive functions
such that,
(1) w1, w2 ∈ Lq(0, T ;W 1,q0 (Ω)) ∩ C([0, T ], L1(Ω)), for all q <
N + 2s
N + 1
.
(2) w1t + (−∆)sw1, w2t + (−∆)sw2 ∈ L1(ΩT ).
(3) w1 6 w2 in (RN \ Ω)× (0, T ), w1(x, 0) 6 w2(x, 0),
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(4) and
(40)
{
(w1)t + (−∆)sw1 6 H(x, t, w1,∇w1) + f in ΩT ,
(w2)t + (−∆)sw2 > H(x, t, w2,∇w2) + f in ΩT .
Then, w2 > w1 in ΩT .
Proof. Consider w = w1 − w2, then w ∈ Lq(0, T ;W 1,q0 (Ω)) for all q <
N + 2s
N + 1
and wt + (−∆)sw ∈ L1(ΩT ).
We have just to show that w+ = 0. It is clear that w 6 0 in RN \Ω. By (40), it
follows that
wt + (−∆)sw 6 H(x, t,∇w1)−H(x, t,∇w2) 6 Cb(x, t)|∇w|.
Now, using Kato’s inequality (see for instance [31]) we get
(41)
(w+)t+(−∆)sw+ 6 b(x, t)|∇w+|, w+ = max{w, 0} ∈ Lq(0,T;W1,q0 (Ω)) for all q <
N+ 2s
N + 1
.
Let v be a nonnegative bounded solution to problem
(42)


−vt + (−∆)sv + div(F(x, t)v) = 1 in ΩT ,
v = 0 in (RN \ Ω)× (0, T )
v(0, T ) = 0 in Ω,
where
F(x, t) =

 b(x, t)
∇w+(x, t)
|∇w+(x, t)| if |∇w+(x, t)| 6= 0
0 in |∇w+(x, t)| = 0.
Taking v as a test function in (41), it follows that
∫ T
0
∫
Ω
w+(−vt + (−∆)sv) dxdt 6
∫
Ω
b(x, t)|∇w+(x, t)|v(x, t)dxdt.
On the other hand we have∫ T
0
∫
Ω
w+(−vt + (−∆)sv) dxdt =
∫ T
0
∫
Ω
w+ dxdt+
∫ T
0
∫
Ω
w+(−divF(x, t)v)dxdt
=
∫ T
0
∫
Ω
w+ dxdt+
∫ T
0
∫
Ω
∇w+F(x, t)vdxdt
6
∫
Ω
b(x, t)|∇w+(x, t)|v(x, t)dxdt.
Hence
∫ T
0
∫
Ω
w+dxdt 6 0 and then w 6 0 in Ω. 
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5.1. Application. In this subsection we will show some applications of the previ-
ous comparison principle. We begin by the next uniqueness result.
Theorem 5.6. Consider the problem
(43)


ut + (−∆)su = |∇u|α + f in ΩT ≡ Ω× (0, T ),
u(x, t) = 0 in (RN \ Ω)× [0, T ),
u(x, 0) = u0(x) in Ω,
where Ω is a C1,1 bounded domain in RN , N > 2s and
1
2
< s < 1. Suppose
that α <
N + 2s
N + 1
and (u0, f) ∈ L1(ΩT ) × L1(Ω). Then problem (43) has at most
one solution u such that u ∈ Lq(0, T ;W 1,q0 (Ω)) for all q <
N + 2s
N + 1
and Tk(u) ∈
L2(0, T ;Hs0(Ω)), for all k > 0.
Proof. Suppose that u1 and u2 are two solutions to problem (43). Setting v =
(u1 − u2), we have

vt + (−∆)sv 6 p(|∇u1|α−1 + |∇u1|α−1)|∇v| in ΩT ≡ Ω× (0, T ),
v(x, t) = 0 in (RN \ Ω)× [0, T ),
v(x, 0) = 0 in Ω.
Denote B(x, t) ≡ p(|∇u1|α−1 + |∇u1|α−1). Since α < N + 2s
N + 1
, then B ∈ Lσ(ΩT )
for some σ >
N + 2s
2s− 1 . Thus using Kato type inequality, we get
(v+)t + (−∆)sv+ 6 B(x, t)|∇v+|.
By Theorem 5.5 we obtain that v+ = 0. In the same way we reach that (u2−u1)+ =
0. Thus u1 = u2. 
Remark 5.7. It is clear that by the result of Theorem 1.1 we obtain that, if
α <
N + 2s
N + 1
and (u0, f) ∈ L1(ΩT )×L1(Ω), then problem (43) has a unique solution
u such that u ∈ Lq(0, T ;W 1,q0 (Ω)) for all q <
N + 2s
N + 1
and Tk(u) ∈ L2(0, T ;Hs0(Ω))
for all k > 0.
For α >
N + 2s
N + 1
, we have the next uniqueness result.
Theorem 5.8. Suppose that
N + 2s
N + 1
6 α and either
(1) u0 = 0 and f ∈ Lm(ΩT ) with N + 2s
N + 1
6 α <
N + 2s
N − (m− 2) , or
(2) f ≡ 0 and u0 ∈ Lσ(Ω) with N + 2s
N + 1
6 α <
σ(N + 2s)
N + σ
.
Then problem (1) has a unique solution u such that u ∈ Lγ(0, T ;W 1,γ0 (Ω)) for
all γ <
m(N + 2s)
N + 2s−m(2s− 1) in the first case and u ∈ L
γ(0, T ;W 1,γˆ0 (Ω)) for all
γˆ <
σ(N + 2s)
N + σ
in the second case.
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Proof. We give the proof for the first case. The same arguments can be applied to
the second case. If u1, u2 are two solutions to (1) with u1, u2 ∈ Lγ(0, T ;W 1,γ0 (Ω))
for all γ <
m(N + 2s)
N + 2s−m(2s− 1) , then w = (u1 − u2) solves

wt + (−∆)sw 6 B(x, t)|∇w| in ΩT ≡ Ω× (0, T ),
w(x, t) = 0 in (RN \ Ω)× [0, T ),
w(x, 0) = 0 in Ω,
with B(x, t) ≡ p(|∇u1|α−1 + |∇u1|α−1). Since α < N + 2s
N + 2s−m(2s− 1) , we get
the existence of σ >
N + 2s
2s− 1 such that (α− 1)σ <
m(N + 2s)
N + 2s−m(2s− 1) . Therefore,
taking into consideration the regularity of u1 and u2, we reach that B ∈ Lσ(ΩT )
for some σ >
N + 2s
2s− 1 . Hence as above we obtain that w+ = 0. In a similar way we
conclude that w− = 0. Thus w = 0 and then u1 = u2. 
We now deal with asymptotic behavior of the previous solutions. Let us begin
by the next global existence result for the Cauchy problem given in [21].
Theorem 5.9. Assume that u0 ∈W 1,∞(IRN ) ∩ L1(IRN ), then the problem
(44)
{
ut + (−∆)sw = |∇u|α in IRN × (0, T ),
u(x, 0) = u0(x) in IR
N ,
has a unique global solution u such that u ∈ C([0, T ],W 1,∞(IRN )) for all T >
0. Moreover if α >
N + 2s
N + 1
and either ||u0||L1(IRN ) or ||∇u0||∞ is small, then
||u(., t)||L1(Ω) 6 C for all t.
We refer to [21] and [24] for the proof.
It is clear that if u is a solution to problem (44) with u0 satisfying the conditions
of Theorem 5.9, then u is globaly defined in t.
Notice that the smallness conditions imposed in Theorem 5.9 are optimal in-
cluding the case of bounded domain. More precisely we have the next elementary
result.
Theorem 5.10. Assume that α > 1 + s, then there exists a positive constant A
such that if ||u0||L1(Ω) > A, then the solution u to problem (44) blows-up in a finite
time in the sense that ∫
Ω
u(x, t)dx→∞ for t→ T ∗(u0).
Proof. We will use a convexity argument. Let φ1 be the first positive bounded
eigenfunction of the fractional Laplacian, then φ1 satisfies

(−∆)sφ1 = λ1φ1 in Ω,
φ1 > 0 in Ω,
φ1 = 0 in RN \ Ω,
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and φ1(x) ⋍ dist
s(x, ∂Ω). Using φ1 as a test function in the problem of u and
integrating in x, we reach that
d
dt
∫
Ω
u(x, t)φ1(x)dx+λ1
∫
Ω
u(x, t)φ1(x)dx =
∫
Ω
|∇u|αφ1(x)dx > C
∫
Ω
|∇u|αdists(x, ∂Ω)dx.
Since s < α − 1, then using weighted Hardy inequality in [34], Theorem 1.6., see
also [30], we conclude that
d
dt
∫
Ω
u(x, t)φ1(x)dx + λ1
∫
Ω
u(x, t)φ1(x)dx
> C(Ω, s)
∫
Ω
uα(x, t)
distα−s(x, ∂Ω)
dx > C(Ω, s, p)
( ∫
Ω
u(x, t)φ1(x)dx)
α.
Define Y (t) =
∫
Ω
u(x, t)φ1(x)dx, then
Y ′(t) + λ1Y (t) > C(Ω, s, p)Y
α(t).
A simple convex argument allows us to get the existence of A such that if Y (0) > A,
then Y (t)→∞ if t→ T ∗ depending only on the data. Hence we conclude. 
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