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A modern számítástechnikai eszközök (laptopok, mobiltelefonok) mérete jelenleg nem csökkenthet� tovább számottev� mértékben, ennek legf�bb oka a h�elvezetéshez szükséges felület. Az eszközök által generált h� a felhasznált energia mellékterméke. 
Jelenleg a leggyakrabban használt áramkör technológia a CMOS (komplementer fém-oxid félvezet�ሻ, melynek működése alatt a tranzisztorok kapcsolásai adják az 
energiafogyasztás 70-90%-át. A tranzisztorok használata azonban megfelel� mem�riák 
alkalmazásával csökkenthet�. 
Az utóbbi évtizedek során a számítógépek egyes elemei különböz� mértékben fejl�dtek, a komponensek között jelent�s teljesítménybeli eltérés alakult ki. A központi 
feldolgozó egységek és a memóriák közötti sebesség különbséget memóriahierarchiák, 
azaz eltér� sebességű és méretű egységek alkalmazásával hidalják át. A processzor és a f� operatív tár közé beágyazott gyors, azonban kis kapacitású gyorsít�tárak használata 
felvet egy nagyon fontos kérdést: mely adatok kerüljenek e tárhelyre egy adott id�ben, 
hogy a hatékonyság maximális legyen. A dolgozatban erre a kérdésre keressük a választ. 
1.1 Memóriahierarchiák 
A processzor és a memóriák közötti sebességkülönbségb�l ad�d� f� probléma, hogy a 
feldolgozó egység várakozni kényszerül mindaddig, amig az adott számításhoz 
szükséges adat meg nem érkezik a memóriából, ezzel késleltetve a végrehajtást. 
Az adatok memóriából való lekérését nem a processzor, hanem a (gyakran abba beépítettሻ mem�riavezérl� végzi. A beérkez� kérések a kiszolgálási sorba kerülnek. 
Ezen utasításokat úgy optimalizálják, hogy a betöltend� adat már a felhasználás el�tt 





1. ábra: Memóriahierarchia tipikus szintjei [1] 
A memóriahierarchia elemei és felépítése eltér� lehet egyes hardverek esetén, ugyanakkor az ábrán szerepl� komponensek a legtöbb megoldásban fellelhet�k. A 
hierarchia minden szintjére igaz, hogy a kisebb tárkapacitású egységek elérési 
sebessége gyorsabb, közelebb helyezkednek el a központi feldolgozó egységhez, azonban az el�állítási költségük arányosan nagyobb, mint a lassabb komponenseké. 
A regiszterek közvetlenül a processzorba beépített, nagyon gyors, azonban mindössze néhány bit méretű mem�riák. Minden adat ሺvagy annak címe) be kell, hogy kerüljön egy regiszterbe, miel�tt a processzor azt feldolgozná. A felhasznál�k, de gyakran a programoz�k el�l is rejtve marad e működés, a fordít�programok felel�sek a magas szintű programk�d átalakításáért ሺkivéve az Assembly programozási nyelvet). 
A gyorsítótárak (cache) a regisztereknél már nagyobb méretű ሺnéhány megabájt), 
azonban lassabb egységek. Számunkra a legfontosabb jellemz�jük, hogy hardver által 
vezéreltek, a programozó nem férhet hozzá e tárterületekhez. A következ� alfejezetben részletesebben is megvizsgáljuk �ket. 
Az alsó két szintet a f� operatív tár (Random Access Memory; ez lehet fizikai vagy 
virtuális) és a távoli memóriák (például helyi, vagy távoli merevlemezek) alkotják. 
Programkódot, de többnyire adatot tárolnak. Méretük az eddig említett memóriák 
többszöröse, azonban a sebességük ezzel arányosan csökken. 
A dolgozat szempontjából azonban nem az eddig bemutatott memóriák, hanem a szoftveresen vezérelhet� gyorsít�tár (scratchpad memória) a legfontosabb. Az említett 
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adattárolók közül leginkább a cache memóriához hasonlítható. A fejezet további 
részében sor kerül a két egység felépítésének összehasonlítására, a hasonlóságok és 
különbségek bemutatására. 
1.2 Gyorsítótárak 
1.2.1 Cache – Hardver vezérelt gyorsítótár 
A cache ሺgyorsít�tárሻ egy több rétegű mem�ria, melynek feladata csökkenteni a processzor és a lassabb elérésű mem�riák ሺpl. központi mem�riaሻ közötti 
sebességkülönbséget. Amikor a processzor egy távolabbi memóriából (RAM, 
merevlemez stb.) adatot olvasna ki, akkor a cache vezérl� el�ször ellen�rzi, hogy az elérhet�-e a gyorsítótárból. Ha igen, akkor onnan olvassa ki, ezzel jelent�sen 
lecsökkentve az elérési id�t. Amennyiben nem találja ott az adatot (cache-miss), akkor 
az olvasás után átkerül a processzorba és a cache-be is, utóbbi nem csak magát az 
adatot, hanem annak címét (tag) is tárolja. Ezután ha a processzor ugyanezt a 
memóriacímet szeretné elérni ሺmiel�tt az törlésre kerülneሻ, akkor közvetlenül a cache-b�l ki tudja olvasni ሺcache-hit). 
 Ahhoz, hogy a cache valóban optimálisan legyen használva, nem érdemes túl 
kicsi egységekre felosztani a memóriát, hiszen ez lassítaná annak írását, illetve olvasását. Az el�bb említett mem�ria cím mellett ሺmelynek mérete legalább Ͷ bájtሻ az 
adat is tárolásra kerül a cache-ben. Miután a cache egyik alapelve az egymás mellett lév� 
adatok várható együttes felhasználása, így az további sebesség növekedést jelent, ha az 
elérni kívánt adat mellé, a memóriában utána következőt is betöltjük a cache-be. Ezt 
hívják cache line-nak, melynek mérete korábban 32 bájt, napjainkban inkább már 64. A 
gyakorlatban ez azt jelenti, hogy az átmozgatandó adat mellé hozzákerül az utolsó 64 
bájtnyi szekció által tartalmazott, esetlegesen más adat is. Általában a cache és a RAM 
közötti busz mérete 64 bit, így 8, egymás utáni gyors mozgatással olvasható/írható egy 
cache-line. A manapság használt DDR memória szabvány szerint készült RAM egységek 




A cache tehát három részb�l áll: 
- Logikai komponens, amely gyorsan képes eldönteni egy mem�riacímr�l, hogy az 
éppen tárolva van-e a cache-ben. 
- Tag tömb, tartalom alapján kereshet�, itt tárol�dnak az érvényes mem�ria 
címek. 
- Adattár, ami a memóriacímekhez tartozó adatot tárolja. Amikor a processzor adatot szeretne elérni, el�ször a logikai komponenst�l lekérdezi, elérhet�-e a cache-b�l az adat és ezután d�l el, honnan tudja kiolvasni. Ez a 
lekérdezés azonban minden memória elérésnél megtörténik (és a cache automatikus 
allokációjából adódóan szükségesሻ, így jelent�s energiafelhasználással jár. A 
legnagyobb hátránya azonban a megj�solhatatlan elérési id�.  
A 2. ábrán bemutatott asszociatív cache a legelterjedtebb változat, azonban az elérési id� cache-hit esetén is jelent�sen elmarad a scratchpad eredményeit�l és miután 
a memória a hardver által vezérelt, nem is lehet el�re számolni azzal, hogy adott id�ben 
mit fog tartalmazni a cache. 
 
2. ábra: Asszociatív cache architektúra [2] 
1.2.2 Scratchpad – Szoftver vezérelt gyorsítótár A scratchpad egy programozhat�, nagy sebességű, azonban kisméretű memória. Olyan beágyazott és val�s idejű rendszerekben alkalmazzák, ahol kritikus a sebesség és 
szükség van bizonyos adatok gyors írására és olvasására. Az imént ismertetett cache mem�riához hasonlíthat�, azonban jelent�s különbség, hogy a scratchpad mem�rián 
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manuálisan allokáljuk a tárhelyet, szemben a cache automatikus, hardver által vezérelt működésével szemben. Az allokálás fordítási id�ben történik, így el�re kalkulálható a várhat� elérési id�. A cache-el ellentétben a scratchpad nem a f� mem�riában megtalálhat� adatok másolatát, hanem az el�re kiválasztott, kritikusnak ítélt részeket 
tartalmazza. A scratchpad egy egyszerű mem�ria áramkör, a felépítéséb�l adódóan 
fizikailag kevesebb helyet és energiát igényel. Többprocesszoros rendszerekben 
minden feldolgozó egységhez külön scratchpad memória tartozhat. 
Amint a 3. ábrán láthat�, nincs szükség annak ellen�rzésére, hogy az éppen 
elérni kívánt adat a memóriában van-e. Egy adott memória szelet elérése mindösszesen egy dek�dolási ሺjeleket állít el�ሻ és egy multiplexelési ሺegyesíti a jeleketሻ lépésb�l áll. A mem�ria elérését és az adat kinyerését indexelésnek nevezzük. 
 
3. ábra: Scratchpad architektúra [2] 
 Beágyazott rendszerekben mért eredmények [12] alapján a scratchpad 34%-
kal kevesebb területet és 40%-kal kevesebb energiát igényel, mint egy hasonló kapacitású cache mem�ria. Ez jelent�s különbségnek mondhat�, annak ismeretében, 
hogy e memóriák a processzor területének és energia fogyasztásának 25-50%-át teszik ki, és ez az arány várhat�an még tovább n� a jöv�ben. A scratchpad használata az alkalmazott algoritmust�l függ�en akár ͷͲ%-os sebesség növekedést is jelenthet, a fenti el�nyök mellett. 
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1.3 Gyakorlati különbségek 
Az átlagos felhasználók számára, például asztali gépekben a cache tökéletes megoldást jelent. Azonban a val�s idejű beágyazott rendszerek esetén, ahol biztosítani kell egy küls� eseményre adott reakci� idejét ሺpl. légzsák az autóban), pontosan kell tudnunk 
számolni a maximális végrehajtási id�vel ሺWorst Case Execution Timeሻ. Amint arról 
már szó volt, a ܹܥܧܶ nem kalkulálhat� el�re cache mem�ria használatakor. 
Scratchpad-del rendelkez� rendszereknél viszont igen, és gyakran szükséges is. Azt 
azonban nem egyszerű eldönteni, hogy mely adatokat érdemes a gyors elérésű 
memóriában tárolni. Ahhoz, hogy a scratchpad használata optimális legyen, el�re ismernünk kell a cél 
hardvert és az azon futó szoftvert. Profiling segítségével meg kell találnunk az adott 
szoftver azon részeit, amelyeken a leginkább tudunk gyorsítani. 
Háromféle felhasználási lehet�ség létezik: 
- Manipulálható tárhely processzek számára. 
- Kiemelni a f� mem�ria egy részét. 
- Megnövelni a számítási egység közvetlen memóriáját, így gyorsítva az átmeneti 
és részeredmények elérését. 
Egy scratchpad-del ellátott hardver esetén, amikor a processzor az el�re 
meghatározott mem�ria területr�l pr�bál olvasni, akkor rögtön a scratchpad-hez fordul az adatért. Ezen olvasások sebessége el�re kiszámolható, a cache-nél kevesebb területet 
és energiát igényel. 
Fontos azonban megemlíteni, hogy a cache-t használó programok bármely 
architektúrán képesek futni (változó teljesítményt produkálva), azonban a legtöbb 
strachpad-et használó alkalmazás egy bizonyos ሺméretűሻ scratchpad mem�riára, az azt 
használó architektúrára van fejlesztve. 
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1.4 A dolgozat eredményei és felépítése 
A dolgozat teljesíti a téŵaďejeleŶtőďeŶ kitűzött feladatok ŵiŶdegyikét. Az els� fejezetben 
a scratchpad memória felépítésének vizsgálata és a cache-el való összehasonlítása 
történt. A második fejezetben a jelenleg ismert és használt, fordítóprogramokba 
beágyazható allokációs algoritmusokat vizsgáljuk. A harmadik fejezetben az alkalmazások optimalizálhat�ságát, forrásk�d szintű transzformációját fogjuk vizsgálni 
saját példákon keresztül, kódrészletekkel segítve a megértést. Az utolsó fejezetben pedig a beágyazott rendszerek egyik legfontosabb mér�számának, a futási id� legrosszabb esetének a javítási lehet�ségeit tekintjük át. 
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2 A scratchpad tárterület foglalásának lehetőségei 
Amint a bevezetésben is tárgyaltuk, a scratchpad memória használatának legnagyobb el�nye, hogy csökkenthet� az adott eszköz fizikai mérete és fogyasztása. Ezt azzal éri el, 
hogy a processzorba ágyazott memóriaként az energiafelhasználás és ezzel együtt a h�termelés is jelent�sen kevesebb, mint a távoli memóriák esetén. Azonban a cache-el 
ellentétben, a programozónak vagy a fordítóprogramnak kell eldöntenie, hogy a 
program vagy az adat mely részeit, mikor tárolja a scratchpad-en. Az alábbi négy esetet 
fogjuk részletesen tárgyalni a dolgozatban: 
- Globális és stack változók átmozgatása a fordítóprogram által fordítási id�ben. 
- Globális és stack változók hardveresen vezérelt átmozgatása futási id�ben. 
- Heapen tárolt objektumok átmozgatása a fordít�program által fordítási id�ben. 
- Fordítási idejű tárterület foglalás a programoz� által, forrásk�d szintű 
transzformációk használatával. 
Az egyes megoldások hatékonysági sorrendben lettek felsorolva, kezdve a 
legkevésbé optimálissal, azonban a lehetséges energia megtakarítás az algoritmus 
bonyolultságával arányosan n�. Ezért az egyes megoldásokat csak olyan mélységben 
vizsgáljuk, amely a dolgozat további részéhez szükséges. 
2.1 Globális és stack változók a scratchpaden fordítási időben 
A leggyakrabban használt fordítóprogramok egyike sem támogatja beépítve a 
scratchpad memóriára való allokálást. Egy kutatási célokra használt C 
fordítóprogramba beágyazott algoritmust [13] fogunk megvizsgálni, amely a 
legoptimálisabb adatot mozgatja a scratchpad-re fordítási id�ben, forrásk�d elemzés 
segítségével.  A kódanalízisb�l el�áll� szükséges informáci�k miatt az algoritmus a 
fordítás utolsó lépései között kell, hogy szerepeljen. Háromfajta memória objektumot 
mozgathatunk a scratchpad-re: 
- Függvények. 




A dolgozat további részéhez elengedhetetlen két fogalom ismertetése. Fetch-nek 
nevezzük egy utasítás vagy adat betöltését a memóriából a processzor regiszterébe, az 
adat ellentétes irányú mozgatása pedig a flush művelet. 
2.1.1 Függvények Egy függvény végrehajtása az elejét�l a végéig tart, nincsenek ugrások a rutin bármely 
más pontjára, így egy egységként kezelhet�, a program módosítása nélkül mozgatható 
a memóriák között. 
Az egyes függvények ሺ݅ሻ energiafelhasználása a benne lév� utasítások ሺ݇ሻ 
végrehajtási száma ሺ݉௞ሻ és az egy utasítást mozgat� fetch művelet energia 
szükségletének szorzataiból áll össze. ܧሺܨ௜ሻ =  ∑ ݉௞ ∗  ܧ௜௡௦௧௥_௙௘௧௖ℎ௞   
2.1.2 Blokkok 
A függvények tovább bonthatók blokkokra. Akkor érdemes részekre bontani, ha nem a 
teljes függvény, hanem annak csak egy bizonyos része (például egy ciklus) igényel jelent�s er�forrásokat. Azonban a blokkok mozgatása esetén további ugró utasításokat 
is tárolnunk kell. Szükség van egy utasításra a f� mem�riában, ami azt jelzi, hogy a 
függvény további része a scratchpad memórián található, illetve szükség van egy másik 
ugró utasításra, amely a scratchpad-re kerül és tárolja a f� mem�ria azon címét, ahol a 
függvény maradék része található. Annak érdekében, hogy minél kevesebb ilyen 
utasításra legyen szükség, egybefügg� blokkokat érdemes mozgatni. 
 Az egyes blokkok ሺ݆ሻ energiafelhasználása a benne található utasítások ሺ݉ሻ, a 
blokk végrehajtásainak száma ሺ ௝݊ሻ és a fetch művelet energia szükségletének szorzata. Ehhez még hozzá kell adnunk az el�bb említett ugrások költségét is. Jelölje ݈ az ugrások 
számát, ܧሺ݆ݑ݉݌ሻ pedig az egy ugrásra jutó energiafelhasználást az adott architektúrán. 




ܧ(ܤ௝) = ݉ ∗ ௝݊ ∗  ܧ௜௡௦௧௥೑೐೟�ℎ + ݈ ∗ ܧሺ݆ݑ݉݌ሻ  
2.1.3 Változók 
Csak globális változókat vizsgálunk, miután a lokális változókból több példány is 
létezhet egyszerre. 
 Egy globális változó ሺݒሻ eléréseinek száma ሺܽܿܿሺݒሻሻ a blokkonkénti ሺܽܿܿ௜ሺݒሻሻ 
hozzáférések összege. Ezt a ݒ-re mutató statikus referenciák (statici(ݒ)) és a blokk 
végrehajtási számának (ni) szorzata adja meg. ܽܿܿሺݒሻ =  ∑ ܽܿܿ௜ሺݒሻ = ௜ ∑ ݏݐܽݐ݅ܿ௜ሺݒሻ ∗  ݊௜௜  
 Az egyes globális változók ሺݒሻ energiafelhasználása a hozzáférések számának és 
az egységnyi adat eléréséhez szükséges energia szorzata. ܧሺݒሻ = ܽܿܿሺݒሻ ∗  ܧௗ�௧� 
2.1.4 A megfelelő objektumok kiválasztása Az algoritmus els� lépése tehát a programkód vizsgálata energiafelhasználás szempontjáb�l. A következ� lépés kiválasztani az objektumok azon halmazát, melyek 
scratchpad-re való mozgatásával a legnagyobb energia megtakarítást érjük el. Azt is 
figyelembe kell vennünk, hogy a scratchpad memória mérete er�sen korlátozott. 
 Jelölje ܧሺݔሻ az energia megtakarítást (ahol ݔ lehet egy függvény ሺܨሻ, blokk ሺܤሻ 
vagy változó ሺݒܽݎሻ), ܵሺݔሻ a méretet és ݉ሺݔሻ bináris érték az ݔ esetleges átmozgatását a 
scratchpad-re (1, ha átmozgatjuk, 0 egyébként). A fenti jelölések segítségével definiált 
energia hatékonysági költségfüggvényt ሺݏܽݒሻ kell maximalizálnunk.  ݏܽݒ =  ∑ ݉ሺܨ௜ሻ ∗ ܧሺܨ௜ሻ௜∈ூ +  ∑ ݉(ܤ௝) ∗ ܧ(ܤ௝)௝∈௃ +  ∑ ݉ሺݒܽݎ௞ሻ ∗ ܧሺݒܽݎ௞ሻ௞∈௄   
A méretre tett megszorítást pedig az alábbi egyenlet fejezi ki. 
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∑ ݉ሺܨ௜ሻ ∗ ܵሺܨ௜ሻ௜∈ூ +  ∑ ݉(ܤ௝) ∗ ܵ(ܤ௝)௝∈௃ +  ∑ ݉ሺݒܽݎ௞ሻ ∗ ܵሺݒܽݎ௞ሻ௞∈௄൑ ݏܿݎܽݐܿℎ݌ܽ݀ݏ݅ݖ݁  
Az algoritmus jelenlegi állapotában egy blokkot akár többször is áthelyezne, például 
önmagában ሺݔሻ, több összekapcsolt blokk ሺ݆ሻ vagy egy függvény ሺݕሻ részeként. Ezt az 
alábbi feltétel rögzítésével akadályozzuk meg. ݉ሺܤ௫ሻ + ݉(ܨ௬) +  ∑ ݉ሺܤ௝ሻ ௝∈௃௝≠௫ ൑ ͳ  
 A [13]-ban ismertetett algoritmus alkalmazásával felismerhet�k a programkód 
és a hozzá tartozó adat azon részei, amely energiafelhasználás szempontjából a 
legoptimálisabbak a scratchpad-en való futtatásra. A kiválasztott objektumokat a linker 
mozgatja át a scratchpad memóriába. Ahogyan azt már említettük ez a módszer csak globális és stack változ�kra alkalmazhat�. A következ� fejezetben megvizsgáljuk, 
hogyan mozgathatóak át objektumok a heap-r�l a scratchpad-re. 
2.2 Globális és stack változók a scratchpaden futási időben A fordítási id�ben elemzett forráskód általában nem képes tükrözni a program futási idejű állapotát. A kiindul� állapot szerinti legoptimálisabb konfiguráci�val indít, 
azonban a program futása közben már nem képes megváltoztatni a scratchpad 
tartalmát. Ezért gyakran a statikusan vizsgált program scratchpad-del való párosítása rosszabb futási id�t eredményez, mint ha a hardveresen vezérelt, de dinamikus allokáci�val rendelkez� cache mem�riát használnánk. Ebben a fejezetben a [ͳʹ]-ben ismertetett futási idejű scratchpad allokáci�t vizsgáljuk meg globális és stack változók 
esetén. 
 A cache egyetlen el�nye a ʹ.ͳ fejezetben ismertetett m�dszerrel szemben, hogy a program futása alatt, minden id�pontban az aktuálisan legtöbbet használt adatot 
tárolja. Ennek a szoftveres megoldása, az el�z� alfejezethez hasonlóan, egy fordít�program megfelel� m�dosítása. 
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 Profiling segítségével a fordít�program felismeri mely id�pontban, mely változ�k lesznek a leggyakrabban használva, és a forrásk�d megfelel� soraiba beszúrja 
a szükséges adatmozgató utasításokat. Az elévült, már nem használatos adatok ilyenkor 
kikerülnek a scratchpad memóriából. Amennyiben az adat megléte továbbra is 
szükséges, akkor visszaír�dik a lassabb mem�riába, ellenkez� esetben ሺa cache-el ellentétbenሻ nem. A másik nagy el�ny, hogy a fordít�program tud arr�l, hogy éppen hol 
van a szükséges adat, ezért nem kell annak helyét vizsgálni, ezáltal elkerülhet� a cache-miss és a vele jár� ellen�rzési procedúra. Az algoritmus négy lépésb�l áll: 
- A programot felosztja régiókra, melyek ideális kijelölésér�l kés�bb lesz sz�. A 
memória tartalma csak a régiók elején/végén változik. 
- Minden egyes régi�hoz rendel egy id�pontot. Az id�pontok segítségével 
sorrendiség definiálható a régiók között. 
- Ezután egy mohó algoritmus, költségfüggvény segítségével, az el�z� lépésben 
felállított id�sorrendben haladva, meghatározza minden régi�ra külön-külön a gyors mem�riába írand� és az onnan törlend� adatok halmazát. 
- Minden egyes ilyen halmazból kiválasztja a legoptimálisabb változók halmazát és ennek megfelel�en m�dosítja a forrásk�dot. Egyes régiók rendelkezhetnek több id�ponttal is, ha a program futása során többször is végrehajt�dnak. Ekkor az ilyen régi�k különböz� id�pontjai különböz� allokáci�s halmazzal 
rendelkezhetnek. 
A fenti négy lépés alkalmazásával szoftveresen szimulálható a cache működése, annak 
minden korábban említett hátrányát kiküszöbölve. 
2.2.1 Régiók és időpontok meghatározása 
A statikus algoritmushoz képest a legnagyobb különbség, hogy a program egyes részei között ሺrégi�kሻ id�rendi sorrendet definiálunk. Azon pontok a legérdekesebbek, 
amelyek után a program lokalitása megváltozik. Ilyenek a függvények belépési pontjai, illetve a ciklusok kezdetei. Ennek megfelel�en az algoritmus minden függvény és ciklus 
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elejét kijelöli új régiónak. Azonban az, hogy ezen régiók elején valóban történik-e 
másolás a költségfüggvény alkalmazása után d�l el, amely a következ� alfejezet témája. 
 A Ͷ. ábrán láthat� egy egyszerű, de szemléletes példa az algoritmus működésér�l. A példa program Ͷ függvényt, ʹ ciklust és az ezek által használt ͳ-1 darab 
változót tartalmaz. A gráf csúcsai ezeket és a hozzájuk tartoz� id�pontot jelölik. Az 
ovális csúcsok a függvényeket, a kör alakúak a ciklusokat, a négyzetek pedig a 
változókat jelölik. Az adatszerkezet egy körmentes irányított gráf (DAG), kivéve 
rekurzív programok esetén, ahol el�állhatnak körök.  
 A gyökér csúcshoz kezdetben az 1-es értéket rendeljük. A további csúcsokhoz rendelt id�pontok a szül� csúcs értékéb�l és az adott szinten elfoglalt pozíci�jukb�l áll el�, szélességi bejárást alkalmazva. Az algoritmus rekurzív programok és goto 
utasítások használata esetén - jelen állapotában - nem működik. 
 
4. ábra: Példa program és gráf a régi�k és id�pontok meghatározásához [ͳʹ] 
2.2.2 A memória másolások meghatározása Az algoritmus futásának el�feltétele, hogy az el�z� alfejezetben bemutatott gráf fel legyen építve. Az els� lépés minden egyes csom�ponthoz a scratchpad-re másolandó és 
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onnan visszakerül� adathalmazok meghatározása. Ehhez minden egyes változót 
kiértékel a hozzáférések száma alapján. Az átmozgatáskor els�sorban üres memóriába 
próbálja elhelyezni az adatot. Ha már nincs üres memória, vagy annak mérete nem elegend�, akkor olyan változ� helyére pr�bálja bemásolni, amelyre már nincs szükség a program futása során. Amennyiben ez a lehet�ség sem adott, az algoritmus 
meghatározza a scratchpad-en lév� változ�k azon halmazát, amelyek az id�rendi sorrend szerint a legkés�bb használatosak. Ekkor viszont szükséges megvizsgálni, hogy a csere, a másolás költségével együtt val�ban célra vezet�-e. Amennyiben költség csökkenés érhet� el, a forrásk�d megfelel� pontjain elhelyezi azon utasításokat, melyek 
ezen adatokat visszaírják a lassú memóriába, és a helyükre másolják az új adatokat. 
 A fenti folyamat végrehajtása minden egyes csom�pont összes id�pontjára megadja az összes, futási idejű memóriamásolási műveleteket. Az algoritmus teljes 
leírása az említett cikkben olvasható, ismerete a dolgozat további részéhez nem 
szükséges. 
2.3 Heap objektumok a scratchpaden fordítási időben Az el�z�ekben bemutatott m�dszer már önmagában nagy el�relépés a cache mem�riák 
használatához képest. A scratchpad memórián azonban egyszerre tárolhatók a globális 
és stack változók a heapr�l átmozgatott objektumokkal együtt. Ugyanazon 
architektúrán végzett mérések alapján, amennyiben a heap-en tárolt adatokat is 
számításba vesszük az allokáció megtervezésekor, 30-40%-os sebességnövekedést és ugyanilyen mértékű energiafogyasztás csökkenést mérhetünk. 
 A heap-en tárolt objektumok dinamikus memóriafoglalással jönnek létre, ilyen 
például a ݈݈݉ܽ݋ܿ C-ben és a ݊݁ݓ Java-ban. Leggyakrabban dinamikusan változó 
adatstruktrúrák tárolása használjuk �ket, például listák, fák, gráfok stb. Két számunkra 
fontos akadály jelenik meg a vizsgálatukkor. Az els�, hogy a heap-en allokált 
objektumok mérete nem ismert fordítási id�ben. Miután a scratchpad mérete véges és 
szeretnénk azt minél jobban kihasználni, ez komoly akadályt jelent. A második 
probléma abból származik, hogy a heap-en található adatok mozgatása futási id�ben 
könnyen vezethet érvénytelen mutatókhoz. Például ha egy fa adatszerkezet egy elemét 
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átmozgatjuk a scratchpad-re, akkor a hozzá tartoz� ሺaz esetleges szül� és gyermek csom�pontokat jelz�ሻ mutat�k értéke érvénytelen lesz. Ezen mutat�k frissítése nagy 
adatszerkezetek és gyakori másolások esetén nagyon költséges lenne. 
 A [9]-ben ismertett algoritmus három fontos lépésb�l áll. El�ször felosztja a 
programot régiókra. A függvények eleje és vége, illetve minden ciklus egy új régió kezdete, amelyek egészen a következ� régi� kezdetéig tartanak. Ezután id�beli sorrendet állít fel az egyes régi�k között, majd a megfelel�nek ítélt régi�k elé beszúrja 
a forráskódot, amely a scratchpad-re fogja mozgatni az adatot. A fenti két problémára 
és a heap objektumok optimális allokációjára az alábbi megoldást adták. 
 Az els� akadály, a fordítási id�ben ismeretlen méret megoldása, hogy nem az 
összes elemet, hanem csak egy el�re megadott darabszámot tárolunk a gyors 
memóriában. Így már meghatározható az objektum mérete és ezzel garantálható, hogy elegend� hely lesz számára a scratchpad-en. Kijelölésre kerülnek úgynevezett területek ሺsiteሻ, melyeknek el�re megadott mérete lesz ሺbin sizeሻ. Egy site általában egy 
adatszerkezeten belül átmozgatásra kijelölt objektumok összesége, például egy 20 elemű lista els� ͳͲ elemét tartalmazza. Az el�zetes k�danalízis során szerzett 
információk alapján, az adatszerkezet megadott része átkerül a scratchpad-re miel�tt a 
hozzáférés megtörténne (a további elemek a lassabb memóriában találhatók), majd 
ezután visszaíródik a lassú memóriába és törl�dik a scratchpad-r�l. 
 A második probléma feloldásához vizsgáljuk meg az 5. ábrát. A bal oldali 
táblázatban láthatóak a fordítóprogram által elkülönített site-ok, azoknak a mérete és 
az információ, hogy mely régiókhoz férnek hozzá. Ahhoz, hogy a mutatók mindig megfelel� értékkel rendelkezzenek, szükséges hogy minden id�ben, azaz a különböz� 
régiók futásakor, ugyanazon memóriaterületen legyenek megtalálhatóak az adatok. Ez csak úgy biztosíthat�, ha az el�z�ekben vázolt, rögzített méretű site-okat mozgatunk a mem�riák között, a teljes adatszerkezet helyett, melynek mérete id�ben változ� lehet. 
Amint az 5. ábrán is látható például az ܣ site esetében, az adatok mozgathatók a mem�riák között futási id�ben, mivel ahol szükséges az elérésük, ott garantálhatóan 
ugyanazon a memória területen lesznek megtalálhatók. A hármas számú régió 
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futásakor az ܣ területre mutató pointerek ugyan érvénytelenek lennének, de a 
kódanalízis felfedte, hogy nem lesz ezekre hivatkozás ebben az id�szakban. 
 
5. ábra: Az egyes területek elhelyezkedése a régiókon belül [9] 
A site-ok ŵegfelelő kijelölhetősége ;ugyaŶazoŶ a tárterületeŶ való elérhetőség 
ďiztosításaͿ eleŶgedhetetleŶ ezeŶ algoritŵus ŵegfelelő ŵűködéséhez, az esetleges 
átfedéseket (amik a pointerek Ŷeŵ ŵegfelelő ŵeŵória területre ŵutatását okozŶákͿ Ŷeŵ 
tudja kezelŶi, ekkor a következő fejezetďeŶ isŵertetett ŵegoldás haszŶálata ajáŶlott. 
Az eddigiekben ismertetett három módszer a fordítóprogramra támaszkodik az 
optimális eredmény meghatározásához. Amint látható volt, ezek egyre jobb 
eredményeket érnek el nem csak a cache memóriához, de a megel�z� módszerekhez képest is. A következ� fejezetben azonban olyan, a programozó által manuálisan elvégzend� m�dosításokat, úgynevezett k�d transzformáci�kat fogunk megvizsgálni, 
melyekkel még tovább gyorsítható, optimalizálhat� egy adott program működése 






3 Forráskód szintű transzformációk 
A vizsgálataim alapjául szolgáló eszköz, illetve a forráskód transzformációk az 
Alkalmazásiterület-specifikus programozási nyelvek fejlesztése szoftvertechnológia 
labor keretein belül készültek. A Remix-C nevű eszközzel két probléma megoldásán 
dolgoztunk. Szükség volt arra, hogy egy adott scratchpad-del rendelkez� architektúrára 
készített kódot úgy tudjuk átalakítani, hogy az egyszerűen használhat� legyen más 
architektúrán is. Ezen kívül olyan automatikus transzformációkat építettünk bele a 
fordítóprogramba, amelyek segítségével javítottuk a scratchpad memória 
kihasználtságát. 
 A következ� alfejezetben bemutatásra kerül az eszköz, annak felépítése és működése. Ezután az elkészített, illetve megtervezett forrásk�d transzformáci�kat 
fogjuk vizsgálni. 
3.1 A Remix-C felépítése 
A Remix-C egy C++ nyelven készített, forráskód transzformációkat végrehajtó eszköz. A transzformáci�k könnyű kezelhet�ségének érdekében az LLVM programcsomag részét képez� Clang fordít�programot használjuk a projektben. Segítségével egy 
könnyen kezelhet� absztrakt szintaxisfát kapunk, melynek bejárásával módosíthatjuk 
a programkód részeit. 
 
6. ábra: A megoldás magas szintű terve 
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Az eszköz eredetileg nem scratchpad-et használó alkalmazásokhoz készült, 
azonban erre a célra is tökéletesen megfelel. A 6. ábrán a Spider (lásd 3.2) specifikus 
forráskódok átalakításának terve láthat�. Az átalakítás két lépésb�l áll, el�ször egy 
univerzálisan felhasználható programot készítünk, amelyet ezután konfigurációs fájlokkal lehet a megfelel� architektúrára leképezni. 
3.2 Platformfüggetlenítés 
A platformfüggetlenítés szükségét a Spider nevű eszköz lecserélése okozta. Ez egy, az 
Ericsson cég által használt, 64 bites architektúra, ami azonban a scratchpad-et 32 bites 
mutatókon keresztül éri el, viszont más platformokon (Intel) ezek a pointerek már 64 bit méretűek. Ez megváltoztathatja az adatszerkezetek elrendezését, így a fetch és flush műveletek által el�re meghatározott, mozgatand� mem�ria méretét. 
 Az architektúra független programk�d elkészítésének els� lépése, lecserélni ezeket az el�re megadott, konstans méreteket. Ez után úgy kell módosítanunk a 
scratchpad-hez kapcsolódó utasításokat, hogy azok bármely architektúrán, hatékonyan 
implementálhatók legyenek. 
 A fejezetben gyakran fog szerepelni a non-copy művelet, melyet megfelel� 
magyar fordítás hiányában angolul fogunk használni. Ennek bevezetése azért 
szükséges, mert nem minden platform rendelkezik scratchpad-del, de annak 
érdekében, hogy az univerzális programk�d ilyenkor is probléma nélkül működjön, ezeken a platformokon másolás nélkül szimuláljuk a scratchpad működést. A 
gyakorlatban ez úgy néz ki, hogy az adat nem lesz átmozgatva más memóriába, és a 
scratchpad pointer helyett is az eredeti mutatót használjuk. 
3.2.1 Méret konstansok lecserélése Az els� lépés, hogy a Spider specifikus k�dhoz legeneráljuk az absztrakt szintaxisfát az 
eszközünk segítségével. Ezután a fetch, illetve flush művelet alapjául szolgál� adatszerkezet minden mez�jéhez generálunk két-két makr�t. Ezek az adott mez� 
pozíciójának kezdetét és végét fogják jelölni, minden architektúrára külön definiálva. A 
következ� k�drészletben látható egy struktúra és a hozzá generált makrók. Ezeket a 
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makr�kat egy külön fájlba, fordítási id�ben generáljuk. A 7. ábrán látható generált 
makrók az egyes platformokra specfikusak, a példában a már említett Spider és VSpider 
(Virtual Spider, 64-bites Intel architektúrával) közötti különségek, jelen esetben a 
pointer mérete. 
struct dst { 
    uint32_t a; 
    T __short *b; // Scratchpad pointer 
    char *c; 
} 
 
// Generált makrók 
#if definded(SPIDER)   // Spider architektúra 
 
#define dst_a_start 0 
#define dst_a_end 4 
#define dst_b_start 4 
#define dst_b_end 8    // 32 bites mutató 
#define dst_c_start 8 
#define dst_c_end 16 
 
#elif defined(VSPIDER) // VSpider architektúra 
 
#define dst_a_start 0 
#define dst_a_end 4 
#define dst_b_start 4 
#define dst_b_end 12   // 64 bites mutató 
#define dst_c_start 12 
#define dst_c_end 20 
 
#endif  
7. ábra: Egy struktúra és a hozzá generált makrók 
 Miután elkészültek a makr�k, a meglév� utasításokat módosítani kell ezek 
segítségével. Az eddig beégetett méretet felhasználva, megkeressük a Spider-hez 
generált makr�k között annak a mez�nek a végét, amely még belefér a megadott 
méretbe. 
__ppa_fetch8(dst, src);         fetch(dst, src, dst_b_end); 
...dst->...                     ...dst->... 
__ppa_flush8(dst, src);         flush(dst, src, dst_b_end);  
8. ábra: Az utasítások átalakítása a generált makrók segítségével 
 A két lépés alkalmazása után egy köztes eredményt kapunk, amely még nem használhat� fel. A következ� lépés az utasítások konverzi�ja. 
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3.2.2 Utasítások konverziója 
Az utasítások módosításához már feltételezzük, hogy a forráskód függetlenítve lett a cél architektúra bit szélességét�l, az el�z� lépés által. E lépés célja, hogy a scratchpad-et manipulál� utasításokat kell�en általánossá tegye, így azok könnyen használhat�ak 
bármilyen architektúra esetén. Ehhez szükség lehet a fetch és flush műveletek 
paramétereinek megváltoztatására és esetenként extra utasítások beszúrására. A fetch 
és flush utasítások állhatnak közvetlenül a forráskódban, vagy úgynevezett csomagoló 
függvények mögé rejtve (10. ábra). Az els� esetben az alábbi módosításokat kell elvégeznünk (9. ábra): 
- A csomagolók hiánya miatt void pointer konverzió alkalmazása a 
paramétereken. 
- Az allokál� függvény átnevezése, így architektúránként különböz� m�don 
implementálható. 
- A fetch és flush műveletek els� paramétere ሺa másolás célját jelz� mutat�ሻ 
referenciaként kerül átadásra. Ezek non-copy műveletként val�sulnak meg 
némely platformon (például Intel esetén). 
- Az allokáló függvény opcionális, azonban ha szerepel a forráskódban, akkor az allokált változ�t fel kell szabadítanunk, a legutols� használatot követ�en. Azon 
architektúrák esetén fontos, ahol a scratchpad memórián allokált adatok meg 
maradnak a blokkból való kilépés után is. Más architektúrák ezt az utasítást nop-
ként (No Operation, azaz nincs műveletሻ kezelik. 
T *dst = __ppa_alloc(N); // opcionális         
fetch((void *) dst, (void *) src, N);           
...dst->...                                     
flush((void *) dst, (void *) src, N);           
 
 
     
 
T *dst = alloc(N); // opcionális 
fetch((void **) &dst, (void *) src, N); 
...dst->... 
flush((void **) &dst, (void *) src, N); 
dealloc(dst); // csak ha alloc is volt  
9. ábra: A scratchpad műveletek átalakítása ሺcsomagol�k nélkülሻ 
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A következ� példában kétszintű csomagolást alkalmazunk. Az els� szint elrejti a 
void pointer által generált szintaktikus zajt, így a kód könnyebben olvashatóvá válik. A 
második szint segítségével pedig demonstrálható, hogyan változik a szignatúra 
egymásba ágyazott csomagolók használatakor. Ilyenkor a következ� m�dosításokat 
alkalmazzuk. 
T *dst = __ppa_alloc(N); // opcionális 
wrapper1_fetch(dst, src, N); 
...dst->... 
wrapper1_flush(dst, src, N); 
 
static void wrapper1_fetch(struct T __spad * dst, struct T * src, size_t N) { 
  wrapper2_fetch(dst, src, N); 
} 
static void wrapper1_flush(struct T __spad * dst, struct T * src, size_t N) { 
  wrapper2_flush(dst, src, N); 
} 
 
static void wrapper2_fetch(struct T __spad * dst, struct T * src, size_t N) { 
  fetch((void *) dst, (void *) src, N); 
} 
static void wrapper2_flush(struct T __spad * dst, struct T * src, size_t N) { 





T *dst = alloc(N); // opcionális 
wrapper1_fetch(&dst, src, N); 
...dst->... 
wrapper1_flush(&dst, src, N); 
dealloc(dst); // csak ha alloc is volt 
 
static void wrapper1_fetch(struct T * __spad * dst, struct T * src, size_t N) { 
  wrapper2_fetch(dst, src, N); 
} 
static void wrapper1_flush(struct T * __spad * dst, struct T * src, size_t N) { 
  wrapper2_flush(dst, src, N); 
} 
 
static void wrapper2_fetch(struct T * __spad * dst, struct T * src, size_t N) { 
  fetch((void **) dst, (void *) src, N); 
} 
Static void wrapper2_flush(struct T * __spad * dst, struct T * src, size_t N) { 
  flush((void **) dst, (void *) src, N); 
}    




- A csomagol� függvények szignatúrája megváltozik, a másolás célját jelz� mutat�t cím szerint adjuk át a legküls� csomagol�nak. 
- Az els� m�dosításhoz alkalmazkodva, a további csomagol� függvények els� 
paraméterében is újabb indirekciós szintet kell bevezetni.  Az átalakítások végs� célja olyan univerzálisan használhat� függvénykészletet 
biztosítani, amely bármely architektúrával kompatibilis. Ezek az alábbi függvények: 
- void __spad *alloc(size_t N): A paraméterben megadott méretű 
memóriaterületet allokál a scratchpad-en. Amennyiben a cél platform non-copy műveletként val�sítja meg a fetch instrukciót, akkor ez egy no-operation. 
- void dealloc(T __spad *dst): Felszabadítja a paraméterben megadott 
változóhoz tartozó scratchpad memóriát. Amennyiben a cél platform non-copy műveletként val�sítja meg a fetch instrukciót, akkor ez egy no-operation. 
- void fetch(T * __spad *dst,T *src,size_t N): N bájt méretű adatot átmásol a második mutat� által jelölt mem�riacímb�l a célmutat� által jelölt területre. 
Megvalósíható non-copy műveletként. 
- void flush(T * __spad *dst,T *src,size_t N): N bájt méretű adatot visszaír 
a második mutató által jelölt memóriacímb�l a célmutat� által jelölt területre. 
Megvalósíható non-copy műveletként. 
- void __spad *force_alloc(size_t N): Lefoglalja a paraméterben megadott méretű mem�riát a scratchpad-en, amennyiben van még elegend� szabad 
tárhely. Mindenképp végrehajtja az allokációt, nem lehet nop. 
- void force_fetch(T * __spad *dst,T *src,size_t N): Átmásolja a második paraméter által mutatott tárterületr�l az N által jelölt méretig az adatot a scratchpad mem�riába, melyet az els� paraméter reprezentál. Mindenképp 
másol, nem valósítható meg non-copy műveletként. 
3.3 Forráskód transzformációk A következ�kben bemutatásra kerül� forrásk�d transzformáci�k célja, hogy a már meglév� programot könnyebb legyen m�dosítani. A bemutatott m�dszerek egy része a 
forráskódban elhelyezett annotáció esetén önállóan módosítja a program adott 
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szakaszát, a többi megoldás pedig automatikusan felismeri, hogyan tehet� a program 
scratchpad használat szempontjából optimálisabbá. Az els� kateg�ria esetén tehát, a 
forráskód szemantikáján nem változtat a programozó, csupán annotációk használatával 
vezérli a szükséges transzformációkat. 
3.3.1 Indirekció alkalmazása 
Léteznek olyan esetek, hogy egy struktúrát gyakran használ egy program adott része, 
ezért a scratchpad-re mozgatják, azonban a struktúra nem minden mez�jét használja a forrásk�d sz�ban forg� része. Ekkor az adott mez�, esetleg mez�k kiválthatók egy 
mutatóval.  
 
struct S { 
    T1 field1; 
    T2 field2; // nagy méretű 
} 
... 
S s; // scratchpad-en tároljuk 
... 
if(...) { 
    ... 
    s.field2.x; // field2-t ritkán érjük el 





struct S { 
    T1 field1; 
    T2 *field2; // csak egy mutató 
} 
... 
S s; // scratchpad-en tároljuk 
s.field2 = alloc(sizeof(T2)); 
... 
if(...) { 
    ... 
    s.field2->x; // field2-t ritkán érjük el 
    .. 
} 
dealloc(s.field2);  
11. ábra: Indirekció bevezetése példa kód 
 A transzformáció végrehajtása után jól látható, hogy az eddigi Ŷagyŵéretű adattagot 
már nem másoljuk át a scratchpad-re, csak egy arra mutató pointert. Ezáltal az elérése 
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lassabb lesz, de miután ez ritkán történik meg, a felszabadított helyre értékesebb adatot 
másolhatunk a jobb eredmény elérése érdekében. 
3.3.2 Struktúra mozgatása scratchpad-re (Bulk Transfer) 
A Bulk Transfer program blokkokra alkalmazható transzformáció. Az említett 
blokkokat mesterségesen kell létrehoznunk, ez fogja jelölni a program azon részét, 
amelyen a transzformáció dolgozni fog. A blokk elején elhelyezend� annotáci�ban megadhat�, hogy a műveletet mely struktúrára (1. paraméter), milyen adattagokra 
alkalmazzuk ሺʹ. paraméter, az adattagok mérete bájtban megadva, a struktúra elejét�l 
számítva), továbbá azt, hogy szükséges-e visszaírni a memóriába az adatot a blokk 
végén (3. paraméter, Flush vagy No Flush). Amennyiben csak olvassuk az objektumot, 
akkor a visszaírás mell�zésével futási id� sp�rolhat� meg, azonban ha a felhasznál� az adatok írása esetén sem kéri a flush művelet beszúrását, a program figyelmeztetni fogja 
annak szükségességére. Az annotációban egy negyedik, opcionális paraméteres is elhelyezhet�; amennyiben a program adott részén rendelkezésre áll már egy 
scratchpad-re mutat�, megfelel� méretű pointer, akkor az felhasználhat� ezen 
paraméter használatával, ellenkez� esetben a program allokálja a szükséges 
tárterületet. 
 Az alábbi leegyszerűsített példán látható egy eset, ahol nincs megadva az 
említett pointer, így automatikusan allokál egyet a transzformáció. Ezután a struktúrát 
áthelyezi a scratchpad mem�riába. Az is megfigyelhet�, hogy a korábban meglév� műveletek szintaktikáját a mutat�k használata miatt m�dosítani kellett. Az 
annotációban megadott objektum utolsó hivatkozásra után, amennyiben szükséges, 
visszaírjuk a memóriába a jelenlegi értéket. 
struct point { int x; int y; } point1; 
     
/// BulkTransfer (point1, 8, Flush) 
{ 
    point1.x = 30; 
    point1.y = 2; 
}  
12. ábra: Bulk Transfer bemeneteként használt programkód részlet 
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struct point { int x; int y; } point1; 
 
/// BulkTransfer (point1, 8, Flush) 
point(__spad *spad_point1) = (point __spad *)spad_alloc(8); 
fetch(spad_point1, point1, 8); 
spad_point1->x = 30; 
spad_point1->y = 2; 
flush(spad_point1, point1, 8);  
13. ábra: A Bulk Transfer eredménye 
3.3.3 Struktúra másolása a lassú memóriába (Reverse Bulk Transfer) Az el�z� alfejezetben tárgyalt eset ellentétes irányú kezelése is szükséges lehet, amikor 
egy scratchpad-re mozgatott kódblokkról úgy döntünk, a program adott részét�l 
kezdve mégsem kell a gyors memóriában futnia. Ebben az esetben is mesterséges 
kódblokk létrehozásával és annotálásával végezhet� el a transzformáci�. Mindössze egy kötelez� paramétert kell megadni, a scratchpad-re mozgatott változó nevét (14. ábra). 
 Ezután a transzformáció megszünteti az allokáló, illetve a fetch és az opcionális 
flush utasításokat (15. ábra), továbbá figyelmezteti a felhasználót, amennyiben a flush utasítás hiányzik vagy az egyes műveletek eltér� méret konstanssal 
dolgoznak.  Amennyiben nem található alloc vagy flush utasítás a megadott változóhoz, a 
fordító hibát dob és nem végzi el a transzformációt. 
/// ReverseBulkTransfer (spad_data) 
{ 
    T __spad *spad_data = spad_alloc(8); 
    fetch(spad_data, &nonSpad, 8); 
    spad_data->a = d; 
    d = spad_data->b; 
    flush(spad_data, &nonSpad, 8); 
}  
14. ábra: Reverse Bulk Transfer bemeneteként használt programkód részlet 
/// ReverseBulkTransfer (spad_data) 
(&nonSpad)->a = d; 
d = (&nonSpad)->b;  




3.3.4 Másolatok megszüntetése Gyakran el�fordul az az eset, hogy a scratchpad-re mozgatott adatot több helyen is 
használjuk a programkódban. A példában két egymás után végrehajtott függvény fog 
szerepelni, melyek ugyanazt a tárterületet használják és másolják át a gyors 
memóriába.  A többszörös adatmozgatás elkerülése érdekében érdemes a fetch műveletet a függvényhívások el�tt végre hajtani. A transzformáci� meg�rzi a függvény eredeti működését is. A függvényhívások el�tt allokált scratchpad területre mutató pointer paraméterként kerül átadásra és 
amennyiben nem rendelkezik valós értékkel (például sikertelen volt a tárterület foglalásሻ, a program továbbra is működni fog, az eredeti megoldás szerint (a függvény törzseken belül lév� esetleges flush utasítások csak akkor futnak leሻ. Sikeres allokáció 






f(T x) { 
    T* m = fetch(x); 
    m->… = …; 
    flush(m, x); 
} 
// és g f-hez hasonló  
16. ábra: Példa bemenet a másolások megszüntetéséhez 





f(T x, T* m = 0) { 
    bool copy = !m; 
    if (copy) m = fetch(x); 
    m->… = …; 
    if (copy) flush(m, x); 
}  




3.3.5 Struktúra felbontása 
A dolgozat korábbi részeiben már említettünk olyan eseteket, amikor egy scratchpad-
re mozgatott programblokknak (például függvénynek) csak egy bizonyos része fut 
gyakran, vagy hosszú ideig. Ebben az esetben csak a függvény szükséges részét, mint 
blokkot mozgattuk át a gyors mem�riába, a megfelel� ugr� utasítások elhelyezésével 
együtt. Adatszerkezetek esetén azonban más megoldás szükséges. 
 A példánkban egy olyan struktúrát vizsgálunk, amely a program futása során a 
scratchpad memóriába kerül, azonban tudjuk, hogy ez id� alatt csak bizonyos mez�it szeretnénk elérni, a többi, esetlegesen nagyméretű adattagot feleslegesen másoltuk át. 
 A nem használt mez�k helyére egy új, általunk generált struktúrára mutat� 
pointer fog kerülni, így valóban csak a szükséges adatmennyiséget mozgatjuk át a 
scratchpad-re. 
struct S { 
    T1 field1; 
    T2 field2; 
    T3 field3; 
    T4 field4; 
};  
18. ábra: Struktúra felbontás bemeneteként használt adatszerkezet 
struct S { 
    T1 field1; 
    S23 *field23; 
    T4 field4; 
}; 
 
struct S23 { 
    T2 field2; 
    T3 field3; 
};  




3.3.6 Struktúra tömbre váltása Az el�z� transzformáci�hoz hasonl�an struktúrákkal foglalkozunk, azonban most a 
másik esetet vizsgáljuk, amikor is a gyakran használt adattagokat emeljük ki, a ritkán 
használtak helyett. 
 A példánkban a deklarált struktúrából egy tömböt készítünk, majd egy hosszú, vagy gyakran fut� ciklusban a struktúra egy bizonyos mez�jét gyakran olvassuk, esetleg írjuk. Ekkor érdemes ezt a mez�t kiemelni a struktúráb�l, egy az eredetivel megegyez� méretű tömböt készíteni és a ciklusban már ezt az adatszerkezetet használni. Az 
eddigiekhez hasonlóan itt is a scratchpad-re való optimális mozgatás szempontjából 
végezzük az átalakítást, az eredeti struktúra helyett csak az újonnan létrejött tömböt 
szükséges átmásolni. 
struct S { 
    T1 field1; 
    T2 field2; // gyakran használt 





for (…) { 
    … data[i].field2 … 
}  
20. ábra: Struktúráról tömbre váltás bemeneteként használt programkód részlet 
struct S { 
    T1 field1; 






for (…) { 
    … field2[i] … 
}  





4 A futási idő legrosszabb esetének optimalizálása 
Az eddig vizsgált algoritmusok a programok átlagos futási idejét (Average Case 
Execution Time) javították. Ahogy arról korábban már szó volt, val�s idejű rendszerek 
esetén azonban fontosabb mér�szám a legrosszabb eset futási ideje ሺWorst Case 
Execution Time). A [11]-ben olyan scratchpad allokációs technikákat ismertetnek, 
melyek prioritása a ܹܥܧܶ csökkentése. A módszer három lépését fogjuk megvizsgálni. Az els� megoldás a teljes programot figyelembe véve állítja el� az optimális megoldást, egészértékű lineáris programozás alkalmazásával. A következ� lépésben elágazás és korlátozás ሺbranch and boundሻ algoritmust használva felismerhet�k a programban nem elérhet� utak és ezzel az informáci�val még tovább javíthat� az eredmény. 
Azonban az algoritmus túlságosan id�igényes, így harmadik lépésként egy olyan 
heurisztika kerül ismertetésre, amely a második lépéshez nagyon hasonló eredményeket, sokkal rövidebb id� alatt produkál. 
 A dolgozatban korábban említett algoritmusok a változókhoz való hozzáférések száma alapján keresték az optimális megoldást. Azonban a legrosszabb futási id� 
javításának esetén csak azon változók eléréseinek száma érdekel minket, melyek a 
program futása során érintve lesznek. Az ilyen változókból, ha néhány átkerül a 
scratchpad mem�riába, az adott út futási ideje jelent�sen javul és várhat�an egy másik 
végrehajtási ág lesz az aktuálisan legrosszabbnak ítélt. Ez tehát azt jelenti, hogy nem 
elég lokálisan vizsgálódni, a legrosszabb utakat együtt kell vizsgálni és a megszerzett profiling informáci�b�l el�állítani az optimális adathalmazt, amit a gyors mem�riába 
szeretnénk mozgatni. 
4.1 Egészértékű lineáris programozás Az els� megoldás egészértékű lineáris programozási feladatra ሺInteger Linear 
Programming) vezeti vissza a problémát. Ezek olyan optimalizálási feladatokat 
jelentenek, melyekben a döntési változó csak egész szám lehet. Ebben a megoldásban a 
program minden végrehajtását figyelembe vesszük.  
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 Az algoritmus fordítási id�ben elérhet� informáci�kkal dolgozik, statikusan 
mozgatja át az adatot a scratchpad memóriába. Skaláris változókat és tömböket is 
mozgatunk, azonban az utóbbit csak abban az esetben, ha a teljes adatszerkezet elfér a 
memóriában. A változók közül a globálisok és stack változók (paraméterek, lokálisok, 
függvény visszatérési értékek) vizsgálandók, azonban rekurzív függvényekkel továbbra 
sem foglalkozunk, mivel az ilyen függvények stack változóiból több példány is létezhet 
egyszerre a program futása alatt. Miután statikus allokációt használ a program, a stack 
változók a globálisokhoz hasonlóan, a program teljes életciklusa alatt a scratchpad mem�rián lesznek elérhet�k. 
 Vizsgáljuk meg tehát, hogyan is építhet� az egészértékű lineáris programozásra egy, a problémára megoldást ad� algoritmus. A formulákban nagybetűvel kezd�d� nevek fogják jelölni az ILP változ�kat, hogy azok elkülöníthet�k legyenek a kisbetűs konstansokt�l. El�ször csak egy program ciklusra alkalmazzuk a technikát, kés�bb azonban a teljes programra kiterjesztjük a működését. 
 Egy ilyen ciklus ábrázolásához irányított körmentes gráfot (DAG) fogunk 
használni, melyben csak a ciklus törzse szerepel, visszaugrás nélkül. Feltesszük, hogy a 
gráf rendelkezik egyedi forrás és nyel� csúcsokkal, ha az ut�bbi nem létezik, akkor 
generálunk egyet. Ekkor a gráfban minden egyes körmentes út a forrást�l a nyel�be a 
ciklus egy lehetséges lefutását reprezentálja.  
 Minden változóhoz deklarálunk egy bináris ܵ௩   értéket, amely azt jelöli, hogy az 
adott változó át kerül-e a gyors memóriába. Ekkor teljesülnie kell, hogy ∑ ܵ௩ ∗ ܽݎ݁ܽ௩ ൑  ݏܿݎܽݐܿℎ݌ܽ݀_ݏ݅ݖ݁௩ ∈�௟௟௩�௥௦  
ahol ܽ ݈݈ݒܽݎݏ a program összes változójának halmaza, ܽ ݎ݁ܽ௩  az adott változó által foglalt 
tárterület és ݏܿݎܽݐܿℎ݌ܽ݀_ݏ݅ݖ݁ a teljes elérhet� scratchpad mem�ria méret. 
 Ezután minden egyes bázis blokkhoz ሺ݅ሻ ሺolyan egybefügg� forrásk�d részek, 
melyek nem tartalmaznak elágazást, ha igen, akkor ezt tovább bontva megkapjuk a 
bázis blokkokat) hozzárendelünk egy ௜ܹ értéket, amely az adott blokkból kiinduló - az 
34 
 
ܵ௩ változó allokációk mellett – utak költségének maximuma. Ekkor minden ݅ → ݆ kimen� élre igaz, hogy 
௜ܹ  ൒  ௝ܹ + ሺܿ݋ݏݐ௜ −  ∑ ܵ௩ ∗ �ܽ݅݊௩ ∗  ݊௩,௜௩ ∈௩�௥௦ሺ௜ሻ ሻ 
ahol ܿ݋ݏݐ௜  az adott blokk végrehajtási idejét (processzor ciklusokban mérve) jelöli, 
scratchpad allokációk nélkül, ݒܽݎݏሺ݅ሻ a blokkban el�fordul� változ�k halmaza, �ܽ݅݊௩ a 
nyereség hozzáférésenként (szintén processzor ciklusban mérve), amit a ݒ változó 
gyors memóriába mozgatása eredményezne, illetve ݊௩,௜ a v változ� el�fordulásainak 
száma az ݅ blokkban. 
 A nyel� csúcsnak nincsenek kimen� élei, ezért ebben az esetben az alábbi 
definíció érvényes. 
௦ܹ௜௡௞ = ܿ݋ݏݐ௦௜௡௞ −  ∑ ܵ௩ ∗ �ܽ݅݊௩ ∗  ݊௩,௦௜௡௞௩ ∈௩�௥௦ሺ௦௜௡௞ሻ  
 A megadott képletek, definíciók segítségével belátható, hogy ௦ܹ௥௖ (a gráf forrás 
csúcsához rendelt érték) a legrosszabb körmentes utat jelöli, ܵ௩ változó halmaz 
scratchpad-re mozgatása esetén. Figyelembe kell még azonban venni a ciklus 
lefutásának lehetséges maximumát ሺ݈ܾሻ. A definiált döntési változókat használva egy 
ILP megoldó algoritmus minimalizálja a ciklus legrosszabb végrehajtási idejét, a megfelel� ܵ௩halmaz kiválasztásával. 
 A tárgyalt m�dszer kiterjeszthet� a teljes programra is. Ehhez el�ször a legbels� 
ciklusokhoz meg kell határozni a fenti értékeket, majd blokk-ként tekintve �ket, a megfelel� költséggel ellátva ሺ ௦ܹ௥௖ ∗  ݈ܾሻ, egy szinttel fentebb léphetünk, és a további 
ciklusokhoz is kiszámoljuk az értéket. Miután elértük a legküls� szintet és a program minden részéhez el�állítottuk a költséget, a ௘ܹ௡௧௥௬ függvényt kell minimalizálni, amely 




4.2 Optimális kereső algoritmus 
4.2.1 Változók hozzájárulása a legrosszabb futási időhöz Ebben a fejezetben olyan keres� algoritmusokr�l lesz sz�, melyek közel optimális 
eredményt adnak, figyelembe véve a program által biztosan nem érintett részeket. Az el�z� fejezethez hasonl�an, most is a szükséges formulák ismertetése az els� lépés. 
 Legyen ܸ ∈  ʹ�௟௟௩�௥௦  hatványhalmaz, melyre teljesül, hogy ∑ ܽݎ݁ܽ௩ ൑௩ ∈�  ݏܿݎܽݐܿℎ݌ܽ݀_ݏ݅ݖ݁ 
ekkor ܹܥܧ �ܶ legyen a legrosszabb idejű végrehajtás, amennyiben ܸ halmaz változóit 
mozgatjuk a scratchpad-re. A legoptimálisabb allokációt keressük, tehát azt a ܸ  halmazt, 
mely esetén ܹܥܧ �ܶ minimális. 
 Ahhoz, hogy megtaláljuk az optimális változók halmazát, ismernünk kell minden 
változó hozzájárulását a ܹܥܧܶ-hez. Ez azonban nem egy konstans érték, függ egyrészt 
az aktuális legrosszabbnak választott úttól, másrészt a többi változótól is.  
 Az el�z� két állítás illusztrálásához vegyük ݌ és ݌′ utakat, ܹ és ܹ′ végrehajtási id�vel, feltéve, hogy a scratchpad mem�ria még nem tartalmazza az utak által érintett 
változók egyikét sem. Legyen ܹܥܧܶ = ܹ = ܹ′ +  �, illetve két változó ݒ és ݒ′, ahol ݒ 
csak a ݌ úton, ݒ′ pedig a ݌′ úton szerepel és ܿ݋ݏݐ௩ሺ݌ሻ = ܿ݋ݏݐ௩′ሺ݌′ሻ >  �. Itt a ܿ݋ݏݐ 
függvény a változó hozzájárulása az adott út legrosszabb futási id�jéhez. Az említett ݒ 
változót allokálva a scratchpad memóriába, ܹ értéke ܿ݋ݏݐ௩ሺ݌ሻ-vel csökken, de ekkor ݌′ lesz a legrosszabb futási id�vel rendelkez� út, így ܹܥܧܶ valójában nem ܿ݋ݏݐ௩ሺ݌ሻ-vel 
csökken, hanem �-al (ܹ és ܹ′ különbségével). Amennyiben mindkét változót átmozgatjuk a gyors mem�riába, beláthat�, hogy a legrosszabb futási id� ܹ − ܿ݋ݏݐ௩ሺ݌ሻ 
lesz, azaz ݒ′ gyakorlatilag nem is csökkenti az értéket.  
 Ezen összefüggések ismeretében belátható, hogy nem tudunk konstans 
értékeket adni, ez kizárja, hogy hátizsák problémaként kezeljük a feladatot. Több 
változó együttes allokációjának haszna sem adódik össze, így a dinamikus programozás 
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alkalmazása is kizárhat�. A következ� alfejezetben ismertetett elágazás és korlátozás keres� algoritmus segítségével kaphatunk optimális megoldást. 
4.2.2 Elágazás és korlátozás keresés 
Az algoritmus problémateréül szolgáló változók halmazát fa adatszerkezettel 
reprezentálhatjuk, melyben minden egyes levél csúcs és a gyökér közötti út egy-egy 
scratchpad-re mozgatható részhalmaza az összes változónak. A keresés garantáltan 
optimális eredményt ad, azonban a változók hatványhalmazából felépített fa ʹ௡௨௠ሺ௩ሻ 
levéllel rendelkezik, ahol ݊ݑ݉ሺݒሻ a program összes változóinak száma, így a futási id� komplexitása hatványozottan n� a változ�k számával. 
 A fa minden ݇. szintje azt jelöli, hogy a ݒ௞ változó benne van-e a ܸ megoldás 
halmazban. Tehát a ݇. szint minden ݉ csúcsa egy parciális allokációt jelöl, melybe a {ݒ1, … , ݒ௞} változók részhalmaza tartozhat bele. A gyökérb�l kiindulva, minden egyes 
levél elérése egy lehetséges allokációt jelent a változók teljes halmazára tekintve. 
Minden ilyen úthoz kiszámolható, hogy a változók allokációja mennyivel csökkentené a legrosszabb futási id�t, ami az aktuális, scratchpad használat nélküli eredmény és a változ�k átmozgatásával kapott id� különbsége. 
 A keresés ideje jelent�sen rövidíthet�, ha a már bejárt utak legnagyobb mértékű ܹܥܧܶ csökkentését eltároljuk ሺܤሻ és ezután minden ݉, nem levél csúcs esetén egy – az 
alábbiakban leírt - heurisztika segítségével kiszámolhat� a maximálisan elérhet� javítás ሺܷܤሻ. Amennyiben ez kisebb, mint a jelenlegi eredmény, akkor az adott utat nem kell 
tovább vizsgálni. 
 Az említett heurisztika definíci�ja a következ�. El�ször meghatározzuk az 
aktuális ݉ csúcshoz tartoz� változ� részhalmaz másolásával elérhet� ܹܥܧܶ 
csökkentést (ݎ݁݀ݑܿݐ݅݋݊ሺ݉ሻ). A lehetséges javítás fels� korlátja - ܷܤ – a ݎ݁݀ݑܿݐ݅݋݊ሺ݉ሻ 
és a még nem érintett változók, {ݒ௞+1, … , ݒ|�௟௟௩�௥௦|} által maximálisan elérhet� javítás 
összege. Az utóbbira adható becslés felírható egy hátizsák problémaként, melyet 




- ݒ௞+1, … , ݒ|�௟௟௩�௥௦| változók. 
- A változók méretei: {ܽݎ݁ܽ௩ೖ+1 , … , ܽݎ݁ܽ௩|�೗೗��ೝೞ|}. 
- A scratchpad-en még elérhet� hely: ݏݐݎܽܿℎ݌ܽ݀_ݏ݅ݖ݁ − ∑ ܽݎ݁ܽ௩௩ ∈�௟௟௢௖�௧௜௢௡ሺ௠ሻ . 
- Az egyes változ�k által elérhet� ܹܥܧܶ javítás fels� korlátja, az összes lehetséges 
utat figyelembe véve: ܾ݋ݑ݊݀௩ೖ+1 , … , ܾ݋ݑ݊݀௩|�೗೗��ೝೞ| . Emlékezzünk, hogy az el�bb vázolt hátizsák probléma, mindössze a heurisztikus 
függvény kiszámolásához szükséges, aminek menete ezek után a következ�.  
Minden levélcsúcs elérésekor az adott út maximális ܹܥܧܶ redukcióját elmentjük a ܤ fels�korlát változ�ba. A korábbi meghatározás szerint ܤ értéke a mindenkori 
maximális javítással egyezik meg. A bejárás kezdetekor az els� utat mindenképpen 
végig követjük és ennek az értékét kapja meg ܤ. Ezután a következ� utak bejárásakor minden nem levélcsúcs esetén, az el�bb vázolt algoritmus segítségével kiszámíthat� ܷܤ, az adott csúcsb�l elérhet� utak maximális ܹܥܧܶ redukciója. Amennyiben ݉ csúcs 
esetén ܷܤሺ݉ሻ < ܤ már nincs értelme tovább folytatni az adott út vizsgálatát.  
Mindez pszeudó kóddal az alábbiak szerint írható le. 
 
A folyamat még tovább gyorsítható, ha az egyes utakon a változókat a potenciális ܹܥܧܶ javítás szerinti növekv� sorrendben helyezzük el. Ez az érték a már korábban 
említett ܾ݋ݑ݊݀௩ , melynek értéke a ݒ változó scratchpad-re másolásával elérhet� 
maximális redukció, minden utat figyelembe véve. 
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Az elágazás és korlátozás algoritmusa optimális változó allokációt ad a globális ܹܥܧܶ csökkentésére, azonban nagyon id�igényes, a változ�k számával exponenciálisan n� a futási ideje. Abban az esetben, ha a scratchpad mem�ria mérete 
kicsi, akkor jól használható, hiszen ez a feltétel már önmagában rengeteg változó allokáci�t kizárna a keresésb�l. 
4.3 Mohó heurisztika Az el�z� megoldáshoz hasonl� heurisztikát lehet adni, amely nagyon gyors, azonban csak közel optimális eredményt képes elérni. A moh� heurisztika lényege, hogy el�ször 
kiválasztjuk a ܹܥܧܶ csökkentés szempontjáb�l legjobb utat, majd az ezen az úton lév� 
változók közül azt mozgatjuk a scratchpad-re, amelynek a legnagyobb része van az út 
redukciós értékében. Ezután újra kiértékelünk minden utat és újra végrehajtjuk a 
kiválasztást. Egészen addig ismételjük a módszert, amíg van hely a gyors memóriában.  
4.4 A legrosszabb futási idejű út megkeresése Az el�z� alfejezetekben többször is hivatkoztunk a ܹܥܧܶ szempontjából legrosszabb 
útra, most nézzük meg röviden, miként található meg ez az út. 
 Els� lépésben a lehet� legtöbb elérhetetlen utat kizárjuk, hiszen az ezeken 
található változók átmásolása a scratchpad-re csak elméletben javítaná a program 
futási idejét. Elérhetetlen útnak azon kódrészeket nevezzük a gyakorlatban, amelyek 
semmilyen bemenet esetén nem futnak le a kódban, például soha meg nem hívott függvények, nem teljesíthet� feltételű elágazások. Minden ilyen utat úgy deríthetnénk 
fel, hogy a programot minél több bemenettel futtatjuk, és közben megfigyeljük, mely 
részei hajt�dnak végre. Ez azonban nagyon sok id�t venne igénybe, illetve nincs is 
szükségünk arra, hogy minden egyes ilyen utat felismerjünk. 
 Egy sokkal gyorsabb, de mégis hatékony módszert alkalmazunk. Az alábbi szerkezetű kifejezéseket vizsgáljuk. 
- ݒá݈ݐ݋ݖ� ݎ݈݁áܿ݅�ݏ_݋݌݁ݎáݐ݋ݎ ݇݋݊ݏݐܽ݊ݏ 
- ݒá݈ݐ݋ݖ� ∶= ݇݋݊ݏݐܽ݊ݏ 
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Az ilyen alakú, egymást követ� kifejezések konfliktusa alapján tudunk kizárni egyes ágakat a keresésb�l. Például az ݔ ≔ ʹ értékadás kizárja az ݔ >  ͵ feltétellel 
ellátott kódrészlet lefutását, amennyiben ݔ értéke nem módosul a két utasítás 
kiértékelése között. 
 A következ� lépés a ܹܥܧܶ kiszámolása. Most csak a ciklusokra vizsgáljuk meg a m�dszert, az adott úton találhat� ciklusok összegéb�l egy j� közelítés kaphat� a várhat� 
futási id�re. Egy cikluson belül a ciklustörzsb�l felépített gráfot vizsgálva megkeressük 
a leglassabb, körmentes utat a levelekt�l a gyökér csúcs irányába. Azonban a bels� 
csomópontoknál nem elég figyelembe vennünk azt az utat, amit éppen bejártunk (a 
jelenlegi mélységnél ez az aktuálisan legnagyobb javítást eredményez� útሻ, minden 
ilyen csomópontnál tárolnunk kell további lehetséges utakat. Ezek olyan utak, 
amelyeken szintén eljuthatunk az aktuális csúcsba, ugyanabból a levél csúcsból és 
potenciálisan elérhetnek legalább akkora javítást, mint az aktuális út. Minden ilyen úthoz hozzárendeljük az els� lépésben ismertetett, esetleges konfliktust el�idéz� 
utasítások halmazát. Amennyiben két útnak azonosak a felismert utasításai, az 
aktuálisan nagyobb ܹܥܧܶ redukci�val rendelkez� út marad a halmazban. Erre a 
lépésre azért van szükség, hogy ha egy út bejárása végén vennénk észre, hogy ez egy elérhetetlen út az utasítások konfliktusáb�l ad�d�an, el�re elkerülhetjük a költséges 
visszalépéseket, hiszen minden lehetséges idevezet� utat számon tartottunk. 
4.5 Az algoritmusok összehasonlítása 
Néhány teljesítménytesztel� program futási idejét el�ször scratchpad használat nélkül lemérjük, ezután három különböz� konfiguráci�n - a teljes memória mérethez 
viszonyítva 5, 10, illetve 15%-nyi scratchpad memóriával - futtatjuk. 
 Mindhárom algoritmusról elmondható, hogy a scratchpad memória méretének növelése csak akkor jár jelent�s el�nnyel, ha a program nem rendelkezik túl nagyméretű adatszerkezetekkel, amiket jelen esetben nem tudunk felbontani. Továbbá az is megfigyelhet� a mérések alapján, hogy a vártnak megfelel�en, az elágazás és korlátozás keresés éri el a legjobb eredményt minden esetben. Ez annak köszönhet�, hogy az algoritmus figyelembe veszi, hogy nem minden út érhet� el a program futása 
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során, és minden lehetséges utat megvizsgál. Ezzel szemben a mohó algoritmus 
heurisztikát használva megbecsüli az egyes utak maximális ܹܥܧܶ redukcióját, az 
esetleges tévedések miatt a hatékonysága valamivel elmarad a teljes bejárással 
szemben. Az egészértékű lineáris programozás ugyan a legoptimálisabb megoldást találja meg, azonban nem vizsgálja, hogy az egyes utak val�ban elérhet�k-e a program 
futása során, így nem használt adatok is kerülnek a gyors memóriába.  
 A mérések alapján elmondható, hogy 20 és 80% közötti ܹܥܧܶ csökkenés érhet� el az algoritmusok használatával. Az egyes megoldások között azonban jelent�s futási id�beli különbség figyelhet� meg. A lineáris programozás m�dszere a leggyorsabb, 
azonban a hatékonysága nagyban függ az adott programkód karbantartottságától. A 
mohó algoritmus nagyjából 7-szer tovább dolgozik ugyanazon a programon, mint az LP, 
az elágazás és korlátozás algoritmusa pedig ugyanilyen nagyságrenddel lassabban 





A dolgozat els� fejezetében összehasonlítottuk a scratchpad és cache memóriákat. 
Ahogyan azt már ott is kijelentettük, az átlagos felhasználásra a cache alkalmasabb, a legfontosabb el�nye, hogy az adott hardver kezeli, a fejleszt�knek nem kell külön 
figyelmet fordítani rá. 
 Azonban a val�s idejű beágyazott architektúrák esetén nagyon fontos, hogy gyorsan, méghozzá egy garantált id�n belül reagáljon a rendszer. A scratchpad 
alkalmazásával nem csak az energia fogyasztást (és ezzel együtt a rendszer méretét), 
de a platformon futó programok végrehajtási idejét is csökkenthetjük. 
 Az utóbbihoz azonban nagyon fontos a megfelel� konfiguráci�. A dolgozat 
második fejezetében arra kerestük a választ, hogyan lehetséges a program egyes részeit 
a scratchpad-re mozgatni, statikus, majd dinamikus allokáció esetén, végül pedig azt, hogyan kezelhet�k ezek egyszerre. 
 A következ� fejezetben a platform függetlenítés kérdését, illetve a programozó által manuálisan elvégezhet� transzformáci�kat vizsgáltuk. Az utóbbi segítségével 
bonyolultabb adatszerkezeteket is a scratchpad-re tudunk mozgatni, amelyeket a 
fordítóprogram nem tudott volna magától, például méret korlátok miatt. Az itt 
ismertetett megoldásokhoz készült implementáció is, melyek fejlesztésben én magam 
is részt vettem. A fejlesztés az itt ismertetett állapotában áll jelenleg, miután a projekt 
elkerült az ipari partnert�l. 
 A negyedik fejezetben végül bemutattuk azokat a módszereket, amelyek a 
program futási idejének legrosszabb eseteit javítják. Valójában a scratchpad használatának ez a legf�bb célja val�s idejű rendszerekben, azonban ennek az 
algoritmusnak a megfelel� működéséhez az el�z� fejezetben ismertetett m�dszerek is 
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