Principle component analysis (PCA) is commonly used to compute a bounding box of a point set in R d . The popularity of this heuristic lies in its speed, easy implementation and in the fact that usually, PCA bounding boxes quite well approximate the minimum-volume bounding boxes. In this paper we give a lower bound on the approximation factor of PCA bounding boxes of convex polytopes in arbitrary dimension, and an upper bound on the approximation factor of PCA bounding boxes of convex polygons in R 2 .
INTRODUCTION
Substituting sets of points or complex geometric shapes with their bounding boxes is motivated by many applications. For example, in computer graphics, it is used to maintain hierarchical data structures for fast rendering of a scene or for collision detection. Additional applications include those in shape analysis and shape simplification, or in statistics, for storing and performing range-search queries on a large database of samples.
Computing a minimum-area bounding box of a set of n points in R 2 can be done in O(n log n) time, for example with the rotating caliper algorithm [Tou83] . O'Rourke [O'R85] presented a deterministic algorithm, a rotating caliper variant in R 3 , for computing the exact minimum-volume bounding box of a set of n points in R 3 . His algorithm requires O(n 3 ) time and O(n) space. Barequet and Har-Peled [BHP99] have contributed two (1+ε)-approximation algorithms for computing the minimum-volume bounding box for point sets in R 3 , both with nearly linear comPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Copyright UNION Agency -Science Press, Plzen, Czech Republic.
plexity. The running times of their algorithms are O(n + 1/ε 4.5 ) and O(n log n + n/ε 3 ), respectively.
Numerous heuristics have been proposed for computing a box which encloses a given set of points. The simplest heuristic is naturally to compute the axis-aligned bounding box of the point set. Twodimensional variants of this heuristic include the well-known R-tree, the packed R-tree [RL85] , the R * -tree [BKSS90] , the R + -tree [SRF87] , etc.
A frequently used heuristic for computing a bounding box of a set of points is based on principal component analysis. The principal components of the point set define the axes of the bounding box. Once the axis directions are given, the dimension of the bounding box is easily found by the extreme values of the projection of the points on the corresponding axis. Two distinguished applications of this heuristic are the OBB-tree [GLM96] and the BOXTREE [BCG + 96], hierarchical bounding box structures, which support efficient collision detection and ray tracing. Computing a bounding box of a set of points in R 2 and R 3 by PCA is quite fast, it requires linear time. To avoid the influence of the distribution of the point set on the directions of the PCs, a possible approach is to consider the convex hull, or the boundary of the convex hull CH(P) of the point set P. Thus, the complexity of the algorithm increases to O(n log n). The popularity of this heuristic, besides its speed, lies in its easy implementation and in the fact that usually PCA bounding boxes are tightfitting (see [LKM + 00] for some experimental results).
Given a point set P ⊆ R d we denote by BB pca (P) the PCA bounding box of P and by BB opt (P) the bounding box of P with smallest possible volume.
The ratio of the two volumes λ d (P) = Vol(BB pca (P))/Vol(BB opt (P)) defines the approximation factor for P, and 
PRINCIPAL COMPONENT ANALY-SIS
The central idea and motivation of PCA [Jol02] (also known as the Karhunen-Loeve transform, or the Hotelling transform) is to reduce the dimensionality of a point set by identifying the most significant directions (principal components 
The most significant direction corresponds to the unit vector v 1 such that var(X, v 1 ) is maximum. In general, after identifying the j most significant directions 
where C is the covariance matrix of X. C is a sym-
The procedure of finding the most significant directions, in the sense mentioned above, can be formulated as an eigenvalue problem. If λ 1 > λ 2 > · · · > λ d are the eigenvalues of C, then the unit eigenvector v j for λ j is the j-th most significant direction. All λ j s are non-negative and λ j = var(X, v j ). Since the matrix C is symmetric positive definite, its eigenvectors are orthogonal. If the eigenvalues are not distinct, the eigenvectors are not unique. In this case, an orthogonal basis of eigenvectors is chosen arbitrary. However, we can achieve distinct eigenvalues by a slight perturbation of the point set.
The following result summarizes the above background knowledge on PCA. For any set S of orthogonal unit vectors in R d , we use var(X, S) to denote ∑ v∈S var (X, v) . 
iii) var(X, B j ) ≥ var(X, S) for any set S of j orthogonal unit vectors.
Since bounding boxes of a point set P (with respect to any orthogonal coordinate system) depend only on the convex hull of CH(P), the construction of the covariance matrix should be based only on CH(P) and not on the distribution of the points inside. Using the vertices, i.e., the 0-dimensional faces of CH(P) to define the covariance matrix C we obtain a bounding box BB pca(d,0) (P). We denote by λ d,0 (P) the approximation factor for the given point set P and by
the approximation factor in general. The example in Figure 1 shows that λ 2,0 (P) can be arbitrarily large if the convex hull is nearly a thin rectangle, but with a lot of additional vertices in the middle of the two long sides. Since this construction can be lifted into higher dimensions we obtain a first general lower bound.
To overcome this problem, one can apply a continuous version of PCA taking into account (the dense set of) all points on the boundary of CH(P), or even all points in CH(P). In this approach X is a continuous set of d-dimensional vectors and the coefficients of the covariance matrix are defined by integrals instead of finite sums.
Note that for for d = 1 the above problem is trivial, because the PCA bounding box is always optimal, i.e., λ 1,0 and λ 1,1 are 1.
Continuous PCA
Variants of the continuous PCA, applied on triangulated surfaces of 3D objects, were presented by Gottschalk et. al. [GLM96] , Lahanas et. al.
[LKM + 00] and Vranić et. al. [VSR01] . In what follows, we briefly review the basics of the continuous PCA in a general setting.
Let X be a continuous set of d-dimensional vectors with constant density. Then, the center of gravity of X is
Here, dx denotes either a line integral, an area integral, or a volume integral in higher dimensions. For
The covariance matrix of X has the form
with its (i, j)-th component
where x i and x j are the i-th and j-th component of the vector x, and c i and c j i-th and j-th component of the center of gravity. It can be verified that relation (2) is also true when X is a continuous set of vectors. The procedure of finding the most significant directions, can be also reformulated as an eigenvalue problem and consequently Lemma 1 holds.
For point sets P in R 2 we are especially interested in the cases when X represents the boundary of CH(P), or all points in CH(P). Since the first case corresponds to the 1-dimensional faces of CH(P) and the second case to the only 2-dimensional face of CH(P), the generalization to a dimension d > 2 leads to a se- 
Vol(BB opt (P)) , and
LOWER BOUNDS
We start with straightforward conclusion from Proposition 2.
Proof. We can use a lifting argument to establish λ k,i ≤ λ k+1,i+1 , and thus 
Its characteristic polynomial is
where f (λ ) is a polynomial of degree d − 1, with coefficients determined by the elements of the
From this it follows that c 11 is a solution of the characteristic equation, i.e., it is an eigenvalue of C and the vector (1, 0, ...,0) is its corresponding eigenvector (principal component), which is orthogonal to the assumed hyperplane of symmetry.
Lower bounds in R 2
The result obtained in this subsection can be seen as special case of the result obtained in the subsection 3.3. To gain a better understanding of the problem and the obtained results, we consider it separately.
Theorem 5 λ 2,1 ≥ 2 and λ 2,2 ≥ 2.
Proof. Both lower bounds can be derived from a rhombus. Let the side length of the rhombus be 1. Since the rhombus is symmetric, its PCs coincide with its diagonals. On the right side in Figure 2 its optimalarea bounding boxes, for 2 different angles, α > 90 • and β = 90 • , are shown, and on the left side its corresponding PCA bounding boxes. As the rhombus' angles in limit approach 90 • , the rhombus approaches a square with side length 1, i.e., the vertices of the rhombus in the limit are (
) and
) (see the left side in Figure 2) , and the dimensions of its PCA bounding box are √ 2 × √ 2. According to Lemma 4, the PCs of the rhombus are unique as long its angles are not 90 • . This leads to the conclusion that the ratio between the area of the bounding box on the left side in Figure 3 , and the area of its PCA bounding box, on the right side in Figure 3 , in limit goes to 2.
Alternatively, to show that the given squared rhombus fits into a unit cube, one can apply the following rotation matrix
It can be verified easily that all coordinates of the vertices of the rhombus transformed by R 2 are in the interval [−0.5, 0.5]. We use similar arguments when we prove the lower bounds in higher dimensions.
Lower bounds in R 3
Theorem 6 λ 3,2 ≥ 4 and λ 3,3 ≥ 4.
Proof. Both lower bounds are obtained from a dipyramid, having a rhombus with side length √ 2 as its base. The other sides of the dipyramid have length √ 3 2 . Similarly as in R 2 , we consider the case when its base, the rhombus, in limit approaches the square, i.e., the vertices of the square dipyramid are (1, 0, 0), (−1, 0, 0), (0, 1, 0), (0, −1, 0), (0, 0, 2 ) (see the left side in Figure 3 ). The dimensions of its PCA bounding box are 2 × 2 × √ 2. Now, we rotate the coordinate system (or the square dimension R R 2 R 3 R 4 R 5 R 6 R 7 R 8 R 9 R 10 lower bound 1 2 4 16 16 32 64 4096 4096 8192 dipyramid) with the rotation determined by the following orthogonal matrix
It can be verified easily that the square dipyramid, after rotation with R 3 fits into the box [−0.5, 0.5] 3 (see the right side in Figure 3) . Thus, the ratio of the volume of the bounding box, on the left side in Figure 3 , and the volume of its PCA bounding box, on the right side in Figure 3 , in limit goes to 4.
Lower bounds in R d

Theorem 7 If d is a power of two, then
2 and a i j = 0 for i = j, and let
It is easy to check that the hyperplane normal to a i is a hyperplane of reflective symmetry, and as consequence of Lemma 4, a i is an eigenvector of the covariance matrix of P d . To ensure that all eigenvalues are different (which implies that the PCA bounding box is unique), we add ε i > 0 to the i-th coordinate of a i , and −ε i to the i-th coordinate of 
where we start with the matrix R 2 (10) defined above for d = 2. A straightforward calculation verifies that We can combine lower bounds from lower dimensions to get lower bounds in higher dimensions by taking Cartesian products. If l d 1 is a lower bound for the ratio between the PCA bounding box and the optimal bounding box of a convex polytope in R d 1 , and l d 2 is a lower bound in
This observation together with the results from this section enables us to obtain lower bounds in any dimension. For example, for the first 10 dimensions, the lower bounds we obtain are given in Table 1 .
AN UPPER BOUND FOR λ 2,1
Given a point set P ⊆ R 2 and an arbitrary bounding box BB(P) we will denote the two side lengths by a and b, where a ≥ b. We are interested in the side lengths a opt (P) ≥ b opt (P) and a pca (P) ≥ b pca (P) of BB opt (P) and BB pca(2,1) (P), see Figure 4 . The parameters α = α(P) = a pca (P)/a opt (P) and β = β (P) = b pca (P)/b opt (P) denote the ratios between the corresponding side lengths. Hence, we have λ 2,1 (P) = α(P) · β (P). If the relation to P is clear, we will omit the reference to P in the notations introduced above.
Since the side lengths of any bounding box are bounded by the diameter of P, we can observe that in 1 A Hadamard matrix is a ±1 matrix with orthogonal columns. 
, and in the special case when the optimal bounding box is a square λ 2,1 (P) ≤ 2. This observation can be generalized, introducing an additional parameter η(P) = a opt (P)/b opt (P).
Lemma 8 λ 2,1 (P) ≤ η + 1 η and λ 2,2 (P) ≤ η + 1 η for any point set P with fixed aspect ratio η(P) = η.
Proof. We have for both a pca and b pca the upper bound
Unfortunately, this parametrized upper bound tends to infinity for η → ∞. Therefore we are going to derive another upper bound that is better for large values of η. In this process we will make essential use of the properties of BB pca(2,1) (P). In order to distinguish clearly between a convex set and its boundary, we will use calligraphic letters for the boundaries, especially P for the boundary of CH(P) and BB opt for the boundary of the rectangle BB opt (P). Furthermore, we denote by d 2 (P, l) the integral of the squared distances of the points on P to a line l, i.e., d 2 (P, l) = x∈P d 2 (x, l)ds. Let l pca be the line going through the center of gravity and parallel to the longer side of BB pca(2,1) (P) and l 1 2 be the bisector of BB opt(P) parallel to the longer side. By Lemma 1, part ii) l pca is the best fitting line of P and therefore
Proof. If a segment of P intersects the line l 1 2 , we split this segment into two segments, with the intersection point as a split point. Then, to each segment f of P flush with the side of the PCA bounding box, we assign a segment identical to f . To each remaining segment s of P, with endpoints (x 1 , y 1 ) and (x 2 , y 2 ), with |y 1 | ≤ |y 2 |, we assign two segments: a segment s 1 , with endpoints (x 1 , y 1 ) and (x 1 , y 2 ), and a segment s 2 , with endpoints (x 1 , y 2 ) and (x 2 , y 2 ). All these segments form the boundary BB S of a staircase polygon (see Figure 5 for illustration). Two straightforward consequences are that
), which is bounded from above
Figure 6: The convex polygon P, its PCA bounding box, and a construction for a lower bound for
: Two polylines P ′ upp and P ′ low (depicted dashed) formed from P.
Now we look at P and its PCA bounding box (Figure 6) . The line l pca divides P into an upper and a lower part, P upp and P low . l upp denotes the orthogonal projection of P upp onto l pca , with U 1 and U 2 as its extreme points, and l low denotes the orthogonal projection of P low onto l pca , with L 1 and L 2 as its extreme points. T upp = △(U 1 U 2 U 3 ) is a triangle inscribed in P upp , where point U 3 lies on the intersection of P upp with the upper side of the PCA bounding box. Anal-
Lemma 10
Proof. Let Q denote a chain of segments of P, which does not touch the longer side of the PCA bounding box, and whose one endpoint lies on the smaller side of the PCA bounding box, and the other endpoint on the line l pca . We reflect Q at the line supporting the side of the PCA bounding box touched by Q. All such reflected chains of segments, together with the rest of P, form two polylines: P ′ upp and P ′ low (see Figure 7 for illustration). As a consequence, to each of the sides of the triangles T low and T upp , L 1 L 3 , L 2 L 3 , U 1 U 3 , U 2 U 3 , we have a corresponding chain of segments R as shown in the two cases in Figure 8 . In both cases d 2 (t, l pca ) ≤ d 2 (R, l pca ). Namely, we can parametrize both curves, R and t, starting at the common endpoint A that is furthest from l pca . By comparing two points with the same parameter (distance from A along the curve) we see that the point on t always has a smaller distance to l pca than the corresponding point on R. In addition t is shorter, and some parts of R have no match on t.
Consequently, d 2 (P ′ , l pca ) ≥ d 2 (T upp T low , l pca ) = d 2 (T upp , l pca ) + d 2 (T low , l pca ), and since, d 2 (P ′ , l pca ) = d 2 (P, l pca ) = d 2 (P upp P low , l pca ), the proof is completed. Since P is convex, the following relations hold: 
