Abstract. Several methods for a calculation of derivatives of eigenvectors
INTRODUCTION
A good finite element (FE) or analytical model of a mechanical structure is important for structural integrity analysis. In practice, a high degree of confidence can be placed on such a FE/analytical model when the dynamic response of that model closely resembles experimental data. However, updating the FE model or inetifying the analytical model directly is usually not the main objective of structural vibration analysis because there are many situations when the dynamic response of the mechanical structure does not satisfy the requirement set by the structural analyst (designer). In such situations, the dynamic response of the mechanical structure has to be altered either (i) by controlling the forcing inputs to the structure, or (ii) by changing the dynamic characteristics of the structure. The forcing inputs often results from interaction with the structure's environment and so cannot easily be controlled at will. When this is the case, it is important to be able to alter the structural response by redesigning the dynamic characteristics of the structure. The use of structural reanalysis techniques to obtain the optimum condition of an FE model of a mechanical structure has grown considerably in recent years. The optimal design of structures with frequency constraints is extremely useful in manipulating the dynamic characteristics in a variety of ways. For example, in most low-frequency vibration problems, the response of the structure to dynamic excitation is primarily a function of its fundamental frequency and mode shape. In such cases, the ability to manipulate the selected frequency can significantly improve the performanse of the structure. Similarly, the aeroelastic characteristics of an aircraft wing the governed primarily by its torsional and bending properties, which can best be studied by the lower torsional and bending modes. A number of techniques exist that can be applied to the dynamic reanalysis of mechanical structures. One of the most popular of these is sensitivity analysis which has been developed and applied by several workers to the general eigenvalue problem [1] [2] [3] [4] [5] [6] [7] and, more specifically, to applications of structural dynamic modification analysis in references [8] [9] . Some of the areas where sensitivity analysis has been applied include (i) system identification, (ii) development of insensitive control systems, (iii) use in gradient-based mathematical programming methods, (iv) approximation of system response to a change in a system parameter, and (v) assessment of design changes on system performance [19] . In this area, both first-and higher-order eigenvalue and eigenvector sensitivities have been investigated with a view to predicting the response of a modified structure from knowledge of its spatial and modal properties in the original, or unmodified, state. The sensitivity analysis of a mechanical structure is based on a Taylor expansion of eigenvalues and eigenvectors of the unmodified structure. Traditionally, a truncated Taylor or matrix power series evaluated at a nominal design point is used to approximate the eigen parameters of modified structures [21, 22] . Earlier studies [20] indicated that the computation of the higher-order terms of this series is difficult and time consuming, the effectiveness of this method is limited to small modifications. Even the use of higher-order terms in the local approximation series cannot guarantee convergence for moderate to large perturbations in the structural parameters. The implication of this observation in the context of structural optimization is that severe move limits have to be imposed in line searches to ensure convergence to a feasible design. Very few studies in the literature have addressed the structural dynamic reanalysis problem for moderate to large modifications in the structural parameters. The approach currently in use can be broadly classified into direct and iterative approaches. The objective of most direct approaches is to increase the range of validity of local approximation techniques. Inamura [25] proposed an approximation procedure in which the eigenpair perturbation equations are interpreted as differential equations in terms of the perturbation parameters. A procedure using the eigensensitivity equations was developed by Pritchard and Adelman [26] based on a similar line of approach. The sensitivity method [24] is a prime representative of the updating approach which allows selection of updating parameters but does not require full experimental mode shapes and as such this method seems to be suitable for updating of large models. Also, it is worth noting that model updating methods based on control methods, such as eigenstructure assignment method proposed by Minas and Inman [22, 23] are quite promising sinse they can be defined in such a way that they do not require full experimental mode shape matrix. The general perturbation procedure followed in major papers is diagrammatically shown in Fig. 1 . It is becoming widely accepted that sensitivity analysis can be a valuable tool in structural reanalysis where (enough of) the modal properties are known, either through theoretical or experimental analysis. Modal sensitivities are the derivatives of the modal properties of a dynamic system with respect to chosen structural variables. In the modal analysis literature there have been two primary applications. In the first case sensitivity data are used solely as a qualitative indicator of the location and approximate scale of design changes to achieve a desired change in structural properties. The consequences of candidate design changes would then be evaluated using exact methods. The second strategy uses the design sensitivities directly to predict the effect of proposed structural changes. The use of sensitivities in this fashion relies on the Matrix Taylor Series expansion, with the usual implications of convergence and truncation errors. Use only of first order design sensitivities assumes implicitly that the second (and higher) order derivatives are negligible. The use of these second order sensitivities as suitable criteria for the acceptability of first order sensitivities for predictive analysis can be interested in some detail. Sensitivity analysis may be applied to candidate design modifications distributed across a number of degrees of freedom of the structure but is limited in scale.
Modal design sensitivities are the derivatives of the eigensystem of a dynamic system with respect to those variables which are available for modification by the designer. A typical modification would be the change in diameter of a circular section. This would affect both the mass of the section, proportional to the square of the diameter, and its stiffness, which depends on the second moment of area of the section. A change in length would have a mass effect directly proportional to length, but a stiffness change depending on the cube of length. Changing material would similarly affect mass, stiffness and damping. Shape sensitivity analysis of physical systems under dynamic loads may be important from different points of view (i) to understand and model the system's behavior better with respect to shape, (ii) to optimize the physical shapes of the desired systems responses in a prescribed time interval, or (iii) to identify shapes by utilizing the system's measured response in time.
Problem Statement. Derivation
The matrix form of the equation of undamped motion of an FE model is:
The free-vibration natural frequencies and mode shapes of a linear structural system can be computed by solving the above eigenvalue problem
are the structural stiffness and mass matrix, respectively. The system matrices are considered to be a general function of the design variables denoted by } ,..., ,..., , { } { 
be the corresponding perturbation in the stiffness and mass matrices. The perturbed eigenvalue problem can be written as 
Often it is found that, even for small to moderate perturbations in the stiffness and mass matrices, significant alterations in the modal characteristics of the structure may occur. Hence, an exact reanalysis becomes necessary to compute the perturbed eigenparameters with sufficient accuracy. The objective of approximate reanalysis procedures is the computation of the perturbed eigenparameters using the results of exact analysis for the baseline system without recourse to solving Eq. (3) in its exact form. Typically, the perturbations in the eigenparameters are calculated using first-order sensitivity information as
where
are the sensitivities of the eigenvalues and eigenvectors with respect to the structural parameters, respectively. The eigenvalue and eigenvector derivatives can be calculated by performing partial differentiation of the equation (2) to an updating structural parameter v j :
This is an equation for the eigenvector sensitivity. It can seen from Eq. (5) that the computation of the eigenvalue sensitivities involves a simple and straightforward calculation. Left-multiplying with the transpose of the eigenvector gives
λ λ (7) This is the formula for the eigenvalue sensitivity of the i th mode to the j th design parameter. From this formula, it can be seen that the sensitivity of an eigenvalue to an design parameter can be calculated from the eigenvalue, the corresponding eigenvector, and the sensitivities of the stiffness and mass matrices to the design parameter (variable).
Equations (2-7) have been derived under the assumption that the baseline eigenvectors have been mass normalized.
Description of the Sensitivity Methods
There mainly exist three categories in the literature: the modal method, the direct method, and the iterative method. Several methods for calculating eigenvector derivatives,
, are described. Every method, exept the finite-difference method, requires the mass matrix and stiffness matrix derivatives,
Finite-Difference Method
The most straightforward approach for calculating the derivatives is the finite-difference method. In the finite-difference method, Eq. (2) 
Modal Method
The modal method expresses the derivative of an eigenvector as a series expansion of the system eigenvectors. Because this method is based on the series expansion of the eigenvalues and eigenvectors of the modified (perturbed) system, the efficiency of this method is limited. The approximate derivative is expressed as [34] :
where the coefficients A ijk are calculated using
Considering the orthogonality property of the eigenvector,
, and partial-differentiating this equation with respect to the updating parameter, v j , for i k ≠ , it can be obtained that:
from Eq. (9) is substituted into Eq. (11), and using the
, the coefficients A ijk are obtained:
Modified Modal Method
The modified modal method uses a pseudostatic solution of Eq (6) as an initial approximation to the mode shape derivative. This is similar in principle to the modeacceleration method used in transient structural analysis [29] . Equation (6) is solved by neglecting the quantity { } ( ) 
This pseudostatic solution is added to Eq. (9) to obtain
where ijk A are coefficients for the modified modal method. To obtain the coefficients 
The relative convergence of the modified modal method vs the modal method for a given number of eigenvectors can be anticipated by dividing Eq. (15) 
The particular solution is found by identifying the component of the eigenvector {Q i } with the largest absolute value and constraining the derivative of that component to zero. Combining equations (18) and (11), it is shown that
The coefficient c ij can be obtained by the following formula:
Improved First-Order Approximation of Eigenvalues and Eigenvectors
A method based on reduced basis approximation concepts is presented for improved first-order approximation of eigenvalues and eigenvectors of modified structural dynamic systems [33] . The approximation procedure involves the use of the baseline eigenvector and the first-order approximation term as basic vector for Ritz analysis of the perturbed eigenvalue problem. An assumption is made that the eigenvector of the perturbed system can be approximated in the subspace spanned by { } i Q and { } i Q ∆ , which is computed using Eqs. (5-7) , i.e., an approximation for the perturbed eigenvector can be written as
where ζ 1 and ζ 2 are undetermined scalar quantities in the approximate representation of the perturbed eigenvector. The assumption implicit in this proposition is that, even for moderate to large perturbations in the structural parameters, the first-order approximation 
After matematical transformation, the mass normalized perturbed eigenvector can be written as [33] :
The following inequality relationship can be estabilished as criteria for selection of the best approximation max 0 minˆi rqa i i λ λ λ ≤ ≤ (27) where 0 rqa i λ is the zero order Rayleigh quotient approximation which is defined below as
Hence, criteria for selection of the best approximation are (i) maximum value of 
Iterative Method for Calculating Eigenvectors Derivatives
The calculation of the eigenvector derivatives involves extensive computational effort. The direct method is one of the most efficient methods that produces exact solutions and does not need eigenvectors more than those whose derivatives are to be computed. But because its amount of computational effort is proportional to the number of eigenvector derivatives required, the application of the method becomes expensive when many eigenvector derivatives are demanded. On the other hand, the truncated modal method has an insuperable efficiency but suffers a serious accuracy problem. To improve the accuracy of the modal method, Wang [35] proposed a modified modal method, which was extended by Liu et al. [36] and Zhang and Zerva [37] to an iterative algorithm that can be used as an exact method as well as an approximate method and, just like the direct method, does not require additional eigenvalues and eigenvectors. The method assumes that the inverse stiffness matrix exists. Recently, Lin and Lim [38] and Zeng [39] presented an approach to deal with singular stiffness matrices. The convergence rate of the iterative method depends mainly on the ratio of the specified eigenvalue to the lowest unavailable one, and when the ratio approaches 1, the convergence rate of the corresponding eigenvector derivative will reduce quickly and the method becomes more expensive than the direct method. The iterative method used here was derived originally in Ref. [37] 
CONCLUDING REMARKS
This paper reviewed several methods for eigensensitivity analysis with respect to design variables. These were the finite-difference method, the modal method, a modified modal method, Nelson's method, an improved first-order approximation of eigenvalues and eigenvectors and an iterative method. Nelson's method was the least computationally intensive, and since it is an exact method, it is the method recommended. When the original mode shapes were used as initial approximations to the subspace eigensolution of the perturbed problem, the finite-difference method was competitive with Nelson's method. The modified modal method always converged faster than the modal method when at least as many modes were used in the approximation as the number of the mode shape being differentiated. The modified modal method can compete with Nelson's method for the first mode shape derivative when the number of modes needed in the summation was known before the eigensolution was performed. Detailed comparasion an improved first-order approximation [33] 
