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Abstract
We develop a numerical method for the solution of convection–diffusion problems with a nonlinear convection and a quasilinear
diffusion. We employ the so-called incomplete interior penalty Galerkin (IIPG) method which is suitable for a discretization
of quasilinear diffusive terms. We analyse a use of the IIPG technique for a model scalar time-dependent convection–diffusion
equation and derive hp a priori error estimates in the L2-norm and the H1-seminorm. Moreover, a set of numerical examples
verifying the theoretical results is performed. Finally, we present a preliminary application of the IIPG method to the system of the
compressible Navier–Stokes equations.
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1. Introduction
Our goal is to develop a sufficiently robust, accurate and efficient numerical method for the solution of the system
of the compressible Navier–Stokes equations, which describes a motion of viscous compressible fluids. This system
can be written in the form
∂w
∂t
+∇ · Ef (w) = ∇ · ER(w,∇w) in (0, T )× Ω ,Ω ⊂ Rd , (1)
where w : (0, T ) × Ω → Rd+2, Ef = (f1, . . . , fd), fs : Rd+2 → Rd+2, s = 1, . . . , d and ER = (R1, . . . ,Rd),Rs :
R(d+2)×(d+1) → Rd+2, s = 1, . . . , d are nonlinear functions of their arguments, for their form see, e.g., [17,27].
Symbols ∇ and ∇· mean the gradient and divergence operators, respectively.
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In order to simplify a numerical analysis, we consider a model nonstationary convection–diffusion equation
∂u
∂t
+∇ · Ef (u) = ∇ · ER(u,∇u)+ g, (2)
where u : (0, T ) × Ω → R, Ef : R → Rd and ER : R × Rd → Rd are nonlinear functions of their arguments. The
quasilinear diffusion ∇ · ER(u,∇u) represents a generalization of the diffusive term
−∇ · (a(u)∇u), a : R→ R (3)
analysed in [21] and also a generalization of the diffusive term
−∇ · (µ(|∇u|)∇u) , µ : R→ R (4)
analysed in [19].
The class of discontinuous Galerkin (DG) methods seems to be one of the most promising candidates to construct
high order accurate schemes for solving partial differential equations of types (1) and (2). For a survey on DG methods,
see [7] or [8]. There exist several DG techniques for the discretization of linear elliptic boundary value problems
(see [2]). Among them two approaches, SIPG (symmetric interior penalty Galerkin, [1]) and NIPG (nonsymmetric
interior penalty Galerkin [22]), are very popular. They were applied to problems with a linear or a nonlinear diffusion
of types (3) or (4) in many papers, see, e.g., [12,14,19–21].
The main idea of an application of SIPG and NIPG methods to a linear diffusion is the following. Let Γ be an inner
face and En a unit normal vector to Γ . Then to each integral∫
Γ
〈∇u · En〉[v]dS (5)
arising from the use of Green’s theorem, we add an integral over Γ given by a formal exchange of the solution u and
the test function v in the form
θ
∫
Γ
〈∇v · En〉[u]dS, (6)
where θ = 1 for SIPG and θ = −1 for NIPG. Symbols 〈·〉 and [·] denote an average value and jump of a function
on face Γ , see (25). The integrals (6) vanish for a regular solution u and ensure a symmetry of the discrete problem
(SIPG) or a coercivity of the corresponding bilinear form (NIPG). This approach can be easily extend to nonlinear
diffusion of types (3) and (4) where the face integrals corresponding to (5) and (6) look like∫
Γ
〈a(u)∇u · En〉[v]dS,
∫
Γ
〈µ(|∇u|)∇u · En〉[v]dS (7)
and
θ
∫
Γ
〈a(u)∇v · En〉[u]dS, θ
∫
Γ
〈µ(|∇u|)∇v · En〉[u]dS, (8)
respectively.
However, SIPG as well as NIPG methods are not suitable for the discretization of the quasilinear diffusive term
∇ · ER(u,∇u) from (2). Applying Green’s theorem as for the linear case, the face integral of type (5) and/or (7) is∫
Γ
〈 ER(u,∇u) · En〉[v]dS. (9)
Then it is not possible to exchange the arguments u and v of (9) in such a way that the resulting integral is linear
with respect to v. Therefore we employ the so-called incomplete interior penalty Galerkin (IIPG) method studied in
[9,24,25]. We obtain a nonsymmetric and non-coercive diffusive form but we avoid troubles related to the choice of
integrals of type (6) or (8).
In this paper we analyse a use of the IIPG method for the solution of (2), derive a priori hp-error estimates and
verify these estimates by a set of numerical experiments. The contents of the rest of the paper are the following. In
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Section 2 we introduce the scalar nonstationary nonlinear convection–diffusion equation and in Section 3 we discretize
it by the IIPG technique. A priori error estimates are derived in Sections 4 and 5. Numerical verifications of theoretical
results and a preliminary application of the IIPG method to the compressible Navier–Stokes equations are given in
Section 6. We finish with a summarisation of the results in Section 7.
2. Problem formulation
Let Ω ⊂ Rd , d = 2, 3, be a bounded open polygonal (if d = 2) or polyhedral (if d = 3) domain with Lipschitz-
continuous boundary ∂Ω = ∂ΩD ∪ ∂ΩN , ∂ΩD ∩ ∂ΩN = ∅, and T > 0. We are concerned with the following
nonstationary quasilinear convection–diffusion problem: Find u : QT = Ω × (0, T )→ R such that
(a)
∂u
∂t
+∇ · Ef (u) = ∇ · ER(u,∇u)+ g in QT ,
(b) u|∂ΩD×(0,T ) = u D, (10)
(c) ER(u,∇u) · En|∂ΩN×(0,T ) = gN ,
(d) u(x, 0) = u0(x), x ∈ Ω ,
where g : QT → R, u D : ∂ΩD × (0, T ) → R, gN : ∂ΩN × (0, T ) → R and u0 : Ω → R are given functions,
En = (n1, . . . , nd) is a unit outer normal to ∂Ω , Ef = ( f1, . . . , fd) : R → Rd and ER = (R1, . . . , Rd) : Rd+1 → Rd
(i.e., Rs = Rs(ζ ) = Rs(ζ0, ζ1, . . . , ζd)) are prescribed functions representing convection and diffusion fluxes,
respectively.
We assume that
(i) function Ef is Lipschitz-continuous with constant C f , i.e.∣∣∣ Ef (v)− Ef (w)∣∣∣ ≤ C f |v − w|, (11)
(ii) the functions Rs = Rs(ζ0, ζ1, . . . , ζd) are continuous in Rd+1 and there exists a constant c1 > 0 such that
|Rs(ζ0, . . . , ζd)| ≤ c1
(
1+
d∑
k=0
|ζk |
)
∀ζ ∈ Rd+1, s = 1, . . . , d, (12)
(iii) there exists continuous and bounded derivatives ∂Rs
∂ζk
(ζ ), i.e, there exists a constant c2 > 0 such that∣∣∣∣∂Rs(ζ )∂ζk
∣∣∣∣ ≤ c2 ∀ζ ∈ Rd+1, s = 1, . . . , d, k = 0, . . . , d, (13)
(iv) there exists a constant c3 > 0 such that
d∑
s=1
k=0
∂Rs(ζ )
∂ζk
ψsψk ≥ c3
d∑
k=1
ψ2k ∀ζ, ψ ∈ Rd+1. (14)
Remark 1. The assumptions (11) and (12) guarantee a sense of the definition of the discrete problem which is carried
out in Section 3. On the other hand, assumptions (13) and (14) need not to be valid for the discrete formulation but
they are important for the error analysis presented in Sections 4 and 5.
The assumption (11) is widely used for the solution of nonlinear conservation laws, see, e.g., [17] and the references
therein. Moreover, the assumptions (12)–(14) are used in the theory of monotone operators, they ensure monotonicity
and continuity on the corresponding nonlinear diffusive forms, see, e.g., [28]. Such a type of quasilinear elliptic
operator was analysed in [18].
In what follows, we shall assume that problem (10) has a unique sufficiently regular solution u. Its regularity,
necessary for the theoretical error estimates, will be specified later in (87).
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Fig. 1. Example of elements Kl , l = 1, . . . , 5 and faces Γl , l = 1, . . . , 7 with the corresponding EnΓl .
3. Discretization
3.1. Triangulations
Let Th (h > 0) be a partition of the domain Ω into a finite number of open d-dimensional mutually disjoint
simplexes and/or parallelograms K i.e., Ω = ⋃K∈Th K . We call Th = {K }K∈Th a triangulation of Ω and do not
require the conforming properties from the finite element method, see [6,26]. By ∂K we denote the boundary of
element K ∈ Th and set hK = diam(K ), h = maxK∈Th hK . By ρK we denote the radius of the largest d-dimensional
ball inscribed into K and by |K | we denote the d-dimensional Lebesgue measure of K .
By Fh we denote the smallest possible set of all open (d − 1)-dimensional faces (open edges when d = 2 or open
faces when d = 3) of all elements K ∈ Th , see Fig. 1. Further, we denote by F Ih the set of all Γ ∈ Fh that are
contained in Ω (inner faces), by FDh the set of all Γ ∈ Fh that Γ ⊂ ∂ΩD and by FNh the set of all Γ ∈ Fh that
Γ ⊂ ∂ΩN . Obviously, Fh = F Ih ∪FDh ∪FNh . For a shorter notation we put F I Dh ≡ F Ih ∪FDh and FDNh ≡ FDh ∪FNh .
Moreover, for each Γ ∈ Fh we define a unit normal vector EnΓ . We assume that EnΓ ,Γ ∈ FDh ∪ FNh has the same
orientation as the outer normal of ∂Ω . For EnΓ ,Γ ∈ F Ih the orientation is arbitrary but fixed for each edge, see Fig. 1.
We assume that the triangulation is
• locally quasiuniform, i.e., there exists a constant CQ > 0 such that
hKi ≤ CQhK j ∀Ki , K j ∈ Th sharing face Γi j ∈ F Ih , (15)
• shape-regular, i.e., there exists a constant CS > 0 such that
hK ≤ CSρK ∀K ∈ Th . (16)
The assumption (15) means that the diameters of two neighbouring elements do not differ too much.
3.2. Discontinuous finite element spaces
To each K ∈ Th , we assign a positive integer sK (local Sobolev index) and positive integer pK (local polynomial
degree). Then we define the vectors
s ≡ {sK , K ∈ Th}, p ≡ {pK , K ∈ Th}. (17)
Over the triangulation Th we define the so-called broken Sobolev space corresponding to the vector s
Hs(Ω , Th) ≡ {v; v|K ∈ H sK (K )∀K ∈ Th} (18)
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Fig. 2. Inner edge Γ , elements K p and Kn and the orientation of EnΓ .
with the norm
‖v‖Hs(Ω ,Th) ≡
(∑
K∈Th
‖v‖2H sK (K )
)1/2
(19)
and the seminorm
|v|Hs(Ω ,Th) ≡
(∑
K∈Th
|v|2H sK (K )
)1/2
, (20)
where ‖ · ‖H sK (K ) and | · |H sK (K ) denote the norm and seminorm of the Sobolev space H sK (K ) ≡ W sK ,2(K ),
respectively. If sK = q∀K ∈ Th, q ∈ N then we use the notation Hq(Ω , Th) = Hs(Ω , Th). Obviously,
H s¯(Ω , Th) ⊂ Hs(Ω , Th) ⊂ H s(Ω , Th), (21)
where s¯ = max{sK , sK ∈ s} and s = min{sK , sK ∈ s}.
Furthermore, we define the space of discontinuous piecewise polynomial functions associated with the vector p by
Shp ≡ {v; v ∈ L2(Ω), v|K ∈ PpK (K )∀K ∈ Th}, (22)
where PpK (K ) denotes the space of all polynomials on K of degree≤ pK , K ∈ Th . In order to derive a priori hp-error
estimates we assume that there exists a constant CP ≥ 1 such that
pK
pK ′
≤ CP ∀K , K ′ ∈ Th such that K , K ′ have a common face. (23)
The assumption (23) may seem to be rather restrictive. However, we suppose that an application of hp-methods to
practical problems is efficient and accurate when the polynomial degrees of approximation on neighbouring elements
do not differ too much. Moreover, to each K ∈ Th we define the parameter
d(K ) ≡ hK
p2K
, K ∈ Th . (24)
For each Γ ∈ F Ih there exists two elements K p, Kn ∈ Th such that Γ ⊂ K p ∩ K n . We use a convention that Kn
lies in the direction of EnΓ and K p in the opposite direction of EnΓ , see Fig. 2. Then for v ∈ H1(Ω , Th), we introduce
the following notation:
v |(p)Γ ≡ the trace of v|K p on Γ , (25)
v |(n)Γ ≡ the trace of v|Kn on Γ ,
〈v〉Γ ≡ 12
(
v |(p)Γ +v |(n)Γ
)
,
[v]Γ ≡ v |(p)Γ −v |(n)Γ .
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The value [v]Γ depends on the orientation of EnΓ of course but the value [v]Γ EnΓ does not. Further, we put
d(Γ ) ≡ min(d(K p), d(Kn)), Γ ∈ F Ih . (26)
For Γ ∈ FDNh there exists element K p ∈ Th such that Γ ⊂ K p ∩ ∂Ω . Then for v ∈ H1(Ω , Th), we introduce the
following notation:
v |(p)Γ ≡ the trace of v|K p on Γ , (27)
〈v〉Γ ≡ [v]Γ ≡ v |(p)Γ .
By v |(n)Γ ,Γ ∈ FDh ∪ FNh we formally denote the trace of v on Γ from the exterior of Ω given either by a boundary
condition or by an extrapolation from the interior of Ω . For simplicity, we put v |(n)Γ := v |(p)Γ ,Γ ∈ FDNh . Additionally,
we associate with the face Γ ∈ FDNh the unit normal vector En = EnΓ which points from K p to the exterior of Ω . In
virtue of (26), we put
d(Γ ) ≡ d(K p), Γ ∈ FDNh . (28)
In the case that [·]Γ and 〈·〉Γ are arguments of
∫
Γ . . . dS, Γ ∈ Fh we omit the subscript Γ and write simply [·] and〈·〉, respectively.
Finally, we introduce the following property.
Lemma 2. Let K ∈ Th and Γ ∈ Fh such that Γ ⊂ K . Then
d(Γ ) ≤ d(K ), 1
d(Γ )
≤ C2PCQ
1
d(K )
, (29)
where CQ and CP are constants from assumptions (15) and (23), respectively.
Proof. These properties are a direct consequence of definitions (26) and (28) and assumptions (15) and (23). 
3.3. Discrete problem
In order to derive a discrete solution, we multiply (10) by a function v ∈ H2(Ω , Th), integrate over K ∈ Th , use
the Green’s theorem, sum over K ∈ Th and add the penalty terms vanishing for a continuous solution u. Then the
incomplete interior penalty Galerkin (IIPG) formulation reads(
∂u
∂t
, v
)
+ ah(u, v)+ b˜h(u, v)+ Jσh (u, v) = lh(v), (30)
where
ah(u, v) =
∑
K∈Th
∫
K
ER(u,∇u) · ∇vdx −
∑
Γ∈F I Dh
∫
Γ
〈 ER(u,∇u) · En〉[v]dS, (31)
Jσh (u, v) =
∑
Γ∈F I Dh
∫
Γ
σ [u] [v]dS, (32)
`h(v)(t) =
∫
Ω
g(t)vdx +
∑
Γ∈F Nh
∫
Γ
gN (t)vdS +
∑
Γ∈F I Dh
∫
Γ
σu D(t)vdS, (33)
b˜h(u, v) = −
∑
K∈Th
∫
K
Ef (u) · ∇vdx +
∑
K∈Th
∫
∂K
Ef (u) · En∂K vdS, (34)
and En∂K is the unit outer normal to K ∈ Th on ∂K . The penalty parameter function σ in (32) is defined by
σ |Γ = CWd(Γ ) , Γ ∈ F
I D
h , (35)
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where d(Γ ) is given either by (26) or (28) and CW > 0 is a suitable constant, its value will be specified by (69) in
Section 4.
The integrand of the face integral (34) is approximated by the so-called numerical flux well known from the finite
volume method (see, e.g., [17], Section 3.2) by
Ef (u) · En∂K v|∂K ≈ H
(
u |(in)Γ , u |(out)Γ , En∂K
)
v|∂K , (36)
where u |(in)Γ , u |(out)Γ are the traces of u on ∂K from the interior and the exterior of element K ∈ Th , respectively. We
shall assume that the numerical flux has the following properties:
Assumptions (H):
(1) H(u, v, En) is defined in Rd × B1, where B1 = {En ∈ Rd; |En| = 1}, and Lipschitz-continuous with respect to u, v:
|H(u, v, En)− H(u∗, v∗, En)| ≤ CH (|u − u∗| + |v − v∗|), u, v, u∗, v∗ ∈ R, En ∈ B1. (37)
(2) H(u, v, En) is consistent:
H(u, u, En) =
d∑
s=1
fs(u)ns, u ∈ R, En = (n1, . . . , nd) ∈ B1. (38)
(3) H(u, v, En) is conservative:
H(u, v, En) = −H(v, u,−En), u, v ∈ R, En ∈ B1. (39)
Using the conservativity problem (39) we define the discrete convective form
bh(u, v) = −
∑
K∈Th
∫
K
Ef (u) · ∇vdx +
∑
Γ∈Fh
∫
Γ
H
(
u |(p)Γ , u|(n)Γ , EnΓ
)
[v]Γ dS, (40)
which is consistent with the b˜h(·, ·) by
bh(u, v) = b˜h(u, v) ∀u ∈ H2(Ω),∀v ∈ H1(Ω , Th) (41)
in virtue of (34), (36), (38) and (39).
Now we can introduce the discrete problem.
Definition 3. Let u0h ∈ Shp be the L2(Ω)-projection of the initial condition u0 into Shp, i.e. a function defined by
(u0h − u0, vh) = 0 ∀vh ∈ Shp. (42)
We say that uh is a DGFE solution of (10), if
(a) uh ∈ C1([0, T ]; Shp),
(b)
(
∂uh(t)
∂t
, vh
)
+ bh(uh(t), vh)+ ah(uh(t), vh)+ Jσh (uh(t), vh) = `h(vh)(t)∀vh ∈ Shp,∀t ∈ (0, T ),
(c) uh(0) = u0h .
(43)
It is possible to show that a sufficiently regular exact solution u satisfies condition (43), (b):(
∂u(t)
∂t
, vh
)
+ bh(u(t), vh)+ ah(u(t), vh)+ Jσh (u(t), vh) = `h(vh)(t)
for all vh ∈ Shp and for a.a. t ∈ (0, T ), (44)
which implies the Galerkin orthogonality property of the error.
4. Error analysis
Within this section, we derive auxiliary results which will be employed in Section 5.
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4.1. Properties of diffusive fluxes
We prove the following properties of the diffusive fluxes.
Lemma 4. Let functions Rs = Rs(ζ0, ζ1, . . . , ζd), s = 1, . . . , d satisfy assumptions (12)–(14). Then there exist
constants CK > 0 and CL > 0 such that( ER(v,∇v)− ER(w,∇w)) · (∇v −∇w) ≥ CK |∇v −∇w|2 (45)
and ∥∥∥ ER(v,∇v)− ER(w,∇w)∥∥∥
L2(K )
≤ CL‖v − w‖H1(K ), K ∈ Th (46)
for all v,w ∈ H1(Ω , Th).
Proof. We partly follow the approach from [18]. Let ψ = (ψ0, . . . , ψd), φ = (φ0, . . . , φd) ∈ Rd+1 and χ =
(χ1, . . . , χd) ∈ Rd . We define real functions
ρs(t) = Rs(φ + t (ψ − φ)), s = 1, . . . , d. (47)
The assumption (13) implies that ρs(t) is continuously differentiable and
ρ′s(t) =
d
dt
ρs(t) =
d∑
k=0
∂Rs
∂ζk
(φ + t (ψ − φ))(ψk − φk), s = 1, . . . , d. (48)
Since ρs(1)− ρs(0) =
∫ 1
0 ρ
′
s(t)dt we have from (48) the identity
Rs(ψ)− Rs(φ) =
∫ 1
0
d∑
k=0
∂Rs
∂ζk
(φ + t (ψ − φ))(ψk − φk)dt. (49)
Multiplying (49) by χs and summing over s, we obtain
d∑
s=1
(Rs(ψ)− Rs(φ))χs =
d∑
s=1
d∑
k=0
∫ 1
0
∂Rs
∂ζk
(φ + t (ψ − φ))(ψk − φk)χsdt. (50)
Putting χ := ψ − φ in (50) and using assumption (14), we have
d∑
s=1
(Rs(ψ)− Rs(φ))(ψs − φs) ≥ c3
d∑
k=1
(ψk − φk)2, (51)
which immediately implies (45) with CK = c3.
Furthermore, relation (50) and assumption (13) implies∣∣∣∣∣ d∑
s=1
(Rs(ψ)− Rs(φ))χs
∣∣∣∣∣ ≤ c2 d∑
s=1
d∑
k=0
|(ψk − φk)χs |
≤ c2(d + 1)
(
d∑
s=1
χ2s
)1/2 ( d∑
k=0
(ψk − φk)2
)1/2
. (52)
Putting χs := Rs(ψ) − Rs(φ), ψ := (v,∇v), φ := (w,∇w) in (52), integration over K ∈ Th and using the Cauchy
inequality, we have∥∥∥ ER(v,∇v)− ER(w,∇w)∥∥∥2
L2(K )
≤ c2(d + 1)
∥∥∥ ER(v,∇v)− ER(w,∇w)∥∥∥
L2(K )
‖v − w‖H1(K ) , (53)
which proves (46) with CL = c2(d + 1). 
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4.2. Fundamental lemmas
Let us consider a system {Th}h∈(0,h0), h0 > 0, of partitions of the domain Ω (Th = {K }K∈Th ) satisfying
assumptions (15) and (16). We show some fundamental properties of discontinuous approximated spaces.
Lemma 5 (Multiplicative Trace Inequality). There exists a positive constant CM independent of v, h and K such
that
‖v‖2L2(∂K ) ≤ CM
(
‖v‖L2(K )|v|H1(K ) + h−1K ‖v‖2L2(K )
)
, K ∈ Th, v ∈ H1(K ), h ∈ (0, h0). (54)
Proof. See [13], Lemma 3.1, where we showed that CM = dCS .
Lemma 6 (Inverse Inequality). There exists a constant C I > 0 independent of v, h and K such that
|v|H1(K ) ≤ C I
p2K
hK
‖v‖L2(K ), v ∈ PpK (K ), K ∈ Th, h ∈ (0, h0). (55)
Proof. Let Kˆ be a reference triangle or square and FK : Kˆ → K , K ∈ Th be an affine mapping such that
FK (Kˆ ) = K . From [6], Theorem 3.1.2 it follows that if the function v ∈ Hm(K ), m ≥ 0 is an integer then
vˆ(xˆ) = v(FK (xˆ)) ∈ Hm(Kˆ ) and
|v|Hm (K ) ≤ cch
d
2−m
K |vˆ|Hm (Kˆ ), (56)
|vˆ|Hm (Kˆ ) ≤ cch
m− d2
K |v|Hm (K ), (57)
where cc > 0 depends on CS but not on K and v. From [23], Theorem 4.76 we have
|vˆ|H1(Kˆ ) ≤ cs p2K ‖vˆ‖L2(Kˆ ), v ∈ PpK (Kˆ ), (58)
where cs > 0 depends on d but not on vˆ and pK . A simple combination of (56)–(58) proves (55) with C I = csc2c . 
Lemma 7 (Approximation Properties). There exist a constant CA > 0 independent of v and h and a mapping
piKp : H s(K )→ Pp(K ), s ≥ 1 such that ∀v ∈ H s(K ), K ∈ Th, h ∈ (0, h0) the following inequality is valid
‖piKp v − v‖Hq (K ) ≤ CA
hµ−qK
ps−q
‖v‖H s (K ), (59)
where µ = min(p + 1, s), 0 ≤ q ≤ s.
Proof. See Lemma 4.5 in [4] for the case d = 2, when d = 3 the arguments are completely analogous. 
Definition 8. Let s and p be the vectors introduced by (17). We define the mapping Πhp : Hs(Ω , Th)→ Shp by(
Πhpu
) |K ≡ piKpK (u|K ) ∀K ∈ Th, (60)
where piKpK : H sK → PpK (K ) is the mapping introduced in Lemma 7.
Lemma 9. Let s and p be the vectors introduced by (17) and Πhp : Hs(Ω , Th) → Shp the corresponding mapping
given by (60). Let v ∈ Hs(Ω , Th) then
∥∥Πhpv − v∥∥2Hq (Ω ,Th) ≤ C2A ∑
K∈Th
h2µK−2qK
p2sK−2qK
‖v‖2H sK (K ), (61)
where µK = min(pK + 1, sK ), K ∈ Th and 0 ≤ q ≤ minsK∈s sK .
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Proof. Using definition (60), the Cauchy inequality, the approximation problem (59) we obtain (61) and CA is given
by Lemma 7. 
Lemma 10. Let vh ∈ Shp, then there exists a constant CC > 0 such that∑
K∈Th
d(K )‖vh‖2L2(∂K ) ≤ CC‖vh‖2L2(Ω), (62)
where d(K ) is given by (24).
Proof. From (54) and (55) we obtain∑
K∈Th
d(K )‖vh‖2L2(∂K ) ≤ CM
∑
K∈Th
hK
p2K
(
‖vh‖L2(K )|vh |H1(K ) + h−1K ‖vh‖2L2(K )
)
≤ CM
∑
K∈Th
hK
p2K
(
C I
p2K
hK
‖vh‖2L2(K ) +
1
hK
‖vh‖2L2(K )
)
≤ CM (C I + 1)‖vh‖2L2(Ω), (63)
since p−1K ≤ 1, which proves the lemma with CC = CM (1+ C I ). 
Lemma 11. Let u ∈ Hs(Ω , Th), Πhp : Hs(Ω , Th) → Shp be given by (60). Then there exists a constant CD > 0
such that∑
K∈Th
d(K )q‖u −Πhpu‖2L2(∂K ) ≤ CD
∑
K∈Th
h2µK+q−1K
p2sK+2q−1K
‖u‖2H sK (K ), (64)
where q ∈ R, d(K ) is given by (24) and µK = min(pK + 1, sK ).
Proof. We have from (54) and (59)∑
K∈Th
d(K )q‖u −Πhp‖2L2(∂K ) ≤ CM
∑
K∈Th
hqK
p2qK
(
‖u −Πhp‖L2(K )|u −Πhp|H1(K ) + h−1K ‖u −Πhp‖2L2(K )
)
≤ CM C2A
∑
K∈Th
hqK
p2qK
(
h2µK−1K
p2sK−1K
+ h
2µK−1
K
p2sKK
)
‖u‖2H sK (K )
≤ 2CM C2A
∑
K∈Th
h2µK+q−1K
p2sK+2q−1K
‖u‖2H sK (K ). (65)
The last inequality follows from the fact that p−1K ≤ 1, K ∈ Th . Putting CD ≡ 2CM C2A we prove the lemma. 
4.3. Properties of the form ah
In what follows we define the form
Ah(v,w) ≡ ah(v,w)+ Jσh (v,w), v,w ∈ Hs(Ω , Th), (66)
where the forms ah(·, ·) and Jσh (·, ·) are given by (31) and (32). Moreover, we introduce the norm
|||v|||2 ≡ |v|2H1(Ω ,Th) + J
σ
h (v, v), v ∈ Hs(Ω , Th). (67)
Lemma 12. We set
Cm ≡ min
(
1
2
,
CK
2
)
(68)
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and
CW ≡ 14
CC CL
(CK − Cm)(1− Cm) . (69)
Let Ah(·, ·) be the form given by (66) with the penalty parameter σ given by (35) and (69). Then
Ah(vh, vh − wh)− Ah(wh, vh − wh) ≥ Cm |||vh − wh |||2 − (CK − Cm)‖vh − wh‖2L2(Ω), vh, wh ∈ Shp. (70)
Proof. From definitions (31), (32) and (66), Cauchy and Young’s inequalities and the assumption (45) we have
Ah(vh, vh − wh)− Ah(wh, vh − wh) =
∑
K∈Th
∫
K
( ER(vh,∇vh)− ER(wh,∇wh)) · ∇(vh − wh)dx
−
∑
Γ∈F I Dh
∫
Γ
(
〈 ER(vh,∇vh) · En〉 − 〈 ER(wh,∇wh) · En〉
)
[vh − wh]dS + Jσh (vh − wh, vh − wh)
≥ CK |vh − wh |2H1(Ω ,Th) + J
σ
h (vh − wh, vh − wh)
−
∑
Γ∈F I Dh
∫
Γ
∣∣∣〈 ER(vh,∇vh) · En〉 − 〈 ER(wh,∇wh) · En〉∣∣∣ |[vh − wh]| dS
≥ CK |vh − wh |2H1(Ω ,Th) + J
σ
h (vh − wh, vh − wh)− ω1/2
δ ∑
Γ∈F I Dh
∫
Γ
1
d(Γ )
[vh − wh]2dS
1/2
≥ CK |vh − wh |2H1(Ω ,Th) + J
σ
h (vh − wh, vh − wh)− ω −
δ
4CW
Jσh (vh − wh, vh − wh), (71)
where
ω ≡ 1
δ
∑
Γ∈F I Dh
∫
Γ
d(Γ )|〈 ER(vh,∇vh)− ER(wh,∇wh)〉|2dS. (72)
Moreover, using (46) and (62), we obtain
ω ≤ 1
δ
∑
K∈Th
∑
Γ∈∂K
d(Γ )
∫
Γ
| ER(vh,∇vh)− ER(wh,∇wh)|2dS
≤ 1
δ
∑
K∈Th
d(K )
∫
∂K
| ER(vh,∇vh)− ER(wh,∇wh)|2dS
≤ 1
δ
CC‖ ER(vh,∇vh)− ER(wh,∇wh)‖2L2(Ω) ≤
1
δ
CC C
2
L‖vh − wh‖2H1(Ω ,Th). (73)
Therefore, from (71)–(73) we obtain
Ah(vh, vh − wh)− Ah(wh, vh − wh) ≥
(
CK − CC C
2
L
δ
)
|vh − wh |2H1(Ω ,Th) −
CC C2L
δ
‖vh − wh‖2L2(Ω)
+
(
1− δ
4CW
)
Jσh (vh − wh, vh − wh). (74)
Putting
δ = CC CL
CK − Cm , (75)
we obtain together with (69) the equalities
CK − CC CL
δ
= 1− δ
4CW
= Cm, (76)
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which imply
Ah(vh, vh − wh)− Ah(wh, vh − wh) ≥ Cm |||vh − wh |||2 − (CK − Cm)‖vh − wh‖2L2(Ω).  (77)
4.4. Properties of the form bh
Lemma 13. Let assumptions (H) in Section 3.3 and assumptions (15) and (16) be satisfied. Then there exist constants
C1 > 0,C2 > 0,C3 > 0 such that
|bh(u, v)− bh(u¯, v)| ≤ C1|||v|||
(
‖u − u¯‖2L2(Ω) +
∑
K∈Th
d(K )‖u − u¯‖2L(∂K )
) 1
2
, u, u¯, v ∈ H1(Ω , Th), (78)
|bh(uh, vh)− bh(u¯h, vh)| ≤ C2|||vh |||‖uh − u¯h‖L2(Ω), uh, u¯h, vh ∈ Shp, (79)
|bh(u, vh)− bh(Πhpu, vh)| ≤ C3|||vh |||
(∑
K∈Th
h2µKK
p2sK+1K
‖u‖2H sK (K )
) 1
2
u ∈ Hs(Ω , Th), vh ∈ Shp, (80)
where Πhp is the Shp-interpolant from Definition 8 and µK = min(pK + 1, sK ), K ∈ Th .
Proof. (i) By (40), for u, u¯, v ∈ H1(Ω , Th),
bh(u, v)− bh(u¯, v) = −
∑
K∈Th
∫
K
( Ef (u)− Ef (u¯)) · ∇vdx︸ ︷︷ ︸
:=ω1
+
∑
Γ∈Fh
∫
Γ
(
H(u |(p)Γ , u|(n)Γ , EnΓ )− H(u¯ |(p)Γ , u¯|(n)Γ , EnΓ )
)
[v]dS︸ ︷︷ ︸
:=ω2
. (81)
From the Lipschitz-continuity of the function Ef , we have
|ω1| ≤ L f
∑
K∈Th
∫
K
|u − u¯| |∇v| dx ≤ L f ‖u − u¯‖L2(Ω)|v|H1(Ω ,Th). (82)
The Lipschitz-continuity (37) of H , the Cauchy inequality, (26) and (28) imply that
|ω2| ≤ 2CH
∑
Γ∈Fh
∫
Γ
〈|u − u¯|〉[v]dS
≤ 2CH
∑
Γ∈Fh
(∫
Γ
[v]2
d(Γ )
dS
)1/2 (∫
Γ
d(Γ )〈|u − u¯|〉2dS
)1/2
≤ 2CH√
CW
Jσh (v, v)
1/2
(∑
K∈Th
d(K )‖u − u¯‖2L2(∂K )
)1/2
. (83)
Now from (82) and (83) and Cauchy inequality we get (78) with
C1 = max(L f , 2CH/
√
CW ).
(ii) Further, let uh, u¯h, vh ∈ Shp. We set u := uh, u¯ := u¯h and v := vh into (83). Using (62), we obtain
|ω2| ≤ 2CH
√
CC
CW
Jσh (vh, vh)
1/2‖uh − u¯h‖L2(Ω). (84)
From (81), (82) and (84) we get
|bh(uh, vh)− bh(u¯h, vh)| ≤ C2|||vh |||‖uh − u¯h‖L2(Ω) (85)
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with C2 = max(L f , 2CH√CC/CW ), which proves (79).
(iii) We start from (78) with u ∈ Hs(Ω , Th), u¯ := Πhpu and v := vh ∈ Shp. Then using (61) with q := 0 and (64)
with q = 1, we obtain
|bh(u, vh)− bh(Πhpu, vh)| ≤ C1|||v|||
(
‖u −Πhpu‖2L2(Ω) +
∑
K∈Th
d(K )‖u −Πhpu‖2L(∂K )
) 1
2
,
≤ C1|||vh |||
(
C2A
∑
K∈Th
h2µKK
p2sKK
‖u‖2H sK (K ) + CD
∑
K∈Th
h2µKK
p2sK+1K
‖u‖2H sK (K )
)1/2
≤ C1(C2A + CD)1/2|||vh |||
(∑
K∈Th
h2µKK
p2sKK
‖u‖2H sK (K )
)1/2
, (86)
which proves (80) with C3 ≡ C1(C2A + CD)1/2. 
5. A priori hp-error estimates for the method of lines
Our goal is to derive a priori error estimates of the approximate solution uh obtained by the method of lines (43)
under regularity assumptions of the exact solution u = u(x, t). Namely, we need that
∂u
∂t
∣∣∣∣
K
∈ L2(0, T ; H sK (K )), u|K ∈ L∞(0, T ; H sK (K )) ∀K ∈ Th . (87)
It can be ensured, e.g., by
∂u
∂t
∈ L2(0, T ; H s¯(Ω)), u ∈ L∞(0, T ; H s¯(Ω)), (88)
where s¯ = max{sK , sK ∈ s}.
Let Πhpu(t) be the Shp-interpolation of u(t) (t ∈ [0, T ]) from Lemma 7. We set
ξ = uh −Πhpu ∈ Shp, η = Πhpu − u ∈ Hs(Ω , Th). (89)
Then the error eh can be expressed as
eh = uh − u = ξ + η. (90)
Subtracting (44) from (43) and substituting vh := ξ , it follows that(
∂ξ
∂t
, ξ
)
+ Ah(uh, ξ)− Ah(Πhpu, ξ) = bh(u, ξ)− bh(uh, ξ)−
(
∂η
∂t
, ξ
)
+ ah(u, ξ)
− ah(Πhpu, ξ)+ Jσh (η, ξ), (91)
where we used (66). (Of course, ξ = ξ(t), η = η(t) for t ∈ [0, T ], but we do not emphasise the dependence on t by
our notation, if it is not necessary.) In what follows, we estimate the individual terms on the right-hand side of (91).
The Cauchy inequality implies that∣∣∣∣(∂η∂t , ξ
)∣∣∣∣ ≤ ∥∥∥∥∂η∂t
∥∥∥∥
L2(Ω)
‖ξ‖L2(Ω), (92)
Jσh (η, ξ) ≤ (Jσh (η, η))1/2(Jσh (ξ, ξ))1/2. (93)
Lemma 14. Let s and p be the vectors (17) and Πhp : Hs(Ω , Th)→ Shp the corresponding mapping given by (60).
Then, for h ∈ (0, h0), we have
‖η‖2Hq (Ω ,Th) ≤ C2A
∑
K∈Th
h2µK−2qK
p2sK−2qK
‖u‖2H sK (K ), (94)
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∥∥∥∥2
L2(Ω)
≤ C2A
∑
K∈Th
h2µKK
p2sKK
∥∥∥∥∂u∂t
∥∥∥∥2
H sK (K )
, (95)
Jσh (η, η) ≤ CJ
∑
K∈Th
h2µK−2K
p2sK−3K
‖u‖2H sK (K ), (96)
where µK = min(pK + 1, sK ), K ∈ Th , 0 ≤ q ≤ minsK∈s sK , CA > 0 is the constant from Lemma 9 and CJ > 0 is
given in the proof.
Proof. The relation (94) follows form (61). The relation (95) is a consequence of (94) and the equality
Πhp(∂u/∂t) = ∂(Πhpu)/∂t, (97)
following from the construction of the interpolation operator pihp in [4]. Finally, from (32), (35), (29) and (64) with
q = −1, we have
Jσh (η, η) =
∑
Γ∈F I Dh
CW
d(Γ )
∫
Γ
[η]2dS ≤ 4
∑
K∈Th
CW C2PCQ
d(K )
‖η‖2L2(∂K )
≤ 4CW C2PCQCD
∑
K∈Th
h2µK−2K
p2sK−3K
‖u‖2H sK (K ), (98)
which proves (96) with CJ ≡ 4CW C2PCQCD . 
Lemma 15. For h ∈ (0, h0) we have
|bh(u, ξ)− bh(uh, ξ)| ≤ Cb|||ξ |||
(∑
K∈Th
h2µKK
p2sK+1K
‖u‖2H sK (K )
) 1
2
+ ‖ξ‖L2(Ω)
 , (99)
where Cb > 0 is a constant independent of h and ξ .
Proof. We can write
bh(u, ξ)− bh(uh, ξ) = (bh(u, ξ)− bh(Πhpu, ξ))+ (bh(Πhpu, ξ)− bh(uh, ξ)). (100)
From (79) and (80) we find that
|bh(Πhpu, ξ)− bh(uh, ξ)| ≤ C2|||ξ |||‖Πhpu − uh‖L2(Ω), (101)
|bh(u, ξ)− bh(Πhpu, ξ)| ≤ C3|||ξ |||
(∑
K∈Th
h2µKK
p2sK+1K
‖u‖2H sK (K )
) 1
2
.
By (89), (100) and (101),
|bh(u, ξ)− bh(uh, ξ)| ≤ max(C2,C3)|||ξ |||
(∑
K∈Th
h2µKK
p2sK+1K
‖u‖2H sK (K )
) 1
2
+ ‖ξ‖L2(Ω)
 , (102)
which is (99) with Cb = max(C2,C3). 
Lemma 16. There exists a constant Ca > 0 independent of u, h, ξ, ε such that for h ∈ (0, h0)
∣∣ah(u, ξ)− ah(Πhpu, ξ)∣∣ ≤ Ca |||ξ |||(∑
K∈Th
h2µK−2K
p2sK−2K
‖u‖2H sK (K )
)1/2
. (103)
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Proof. In view of (31), we can write
ah(u, ξ)− ah(Πhpu, ξ) = χ1 + χ2, (104)
χ1 ≡
∑
K∈Th
∫
K
( ER(u,∇u)− ER(Πhpu,∇Πhpu)) · ∇ξdx,
χ2 ≡ −
∑
Γ∈F I Dh
∫
Γ
〈 ER(u,∇u)− ER(Πhpu,∇Πhpu)〉 · En[ξ ]dS.
The Cauchy inequality, (46) and estimates (94) imply that
|χ1| ≤
∑
K∈Th
∥∥∥ ER(u,∇u)− ER(Πhpu,∇Πhpu)∥∥∥
L2(K )
|ξ |H1(K )
≤ CL‖η‖H1(Ω ,Th)|ξ |H1(Ω ,Th)
≤ CLCA|ξ |H1(Ω ,Th)
(∑
K∈Th
h2µK−2K
p2sK−2K
‖u‖2H sK (K )
)1/2
. (105)
Moreover, Cauchy inequality, (46), (26), (28), (35), (62), (89) and (94) yield the estimates
|χ2| ≤
 ∑
Γ∈F I Dh
d(Γ )
∥∥∥〈 ER(u,∇u)− ER(Πhpu,∇Πhpu)〉∥∥∥2
L2(Γ )
1/2 ∑
Γ∈F I Dh
1
d(Γ )
‖[ξ ]‖2L2(Γ )
1/2
≤
(∑
K∈Th
d(K )
∥∥∥ ER(u,∇u)− ER(Πhpu,∇Πhpu)∥∥∥2
L2(∂K )
)1/2 (
1
CW
Jσh (ξ, ξ)
)1/2
≤ CL
(
CC‖η‖2H1(Ω ,Th)
)1/2 ( 1
CW
Jσh (ξ, ξ)
)1/2
≤ CLCA
(
CC
CW
)1/2 (∑
K∈Th
h2µK−2K
p2sK−2K
‖u‖2H sK (K )
)1/2
Jσh (ξ, ξ)
1/2. (106)
Finally, (105) and (106) and the inequality a + b ≤ √2(a2 + b2), a, b ∈ R imply (103) with Ca = √2CACL
max(1,
√
CC/CW ). 
In the proof of the main theorem the following version of Gronwall’s lemma will be applied:
Lemma 17. Let y, q, z, r ∈ C([0, T ]), q ≥ 0, r ≥ 0 and let
y(t)+ q(t) ≤ z(t)+
∫ t
0
r(s)y(s)ds, t ∈ [0, T ]. (107)
Then
y(t)+ q(t) ≤ z(t)+
∫ t
0
r(ϑ)z(ϑ) exp
(∫ t
ϑ
r(s)ds
)
dϑ, t ∈ [0, T ]. (108)
Proof. The proof can be carried out in a similar way as in [16], Par. 8.2.29. 
Now, we are ready to formulate the main result of this paper. For a shorter notation, we define the “element-norm”
‖u‖2K ≡‖u‖2L2(0,T ;H sK (K ))+‖∂u/∂t‖2L2(0,T ;H sK (K ))+‖u‖2L∞(0,T ;H sK (K )), (109)
for K ∈ Th , which makes sense for u satisfying regularity assumption (87).
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Theorem 18. Let u be the exact solution of (10) satisfying (87) and Th a partition of the computational domain
satisfying (15) and (16). Let uh be the approximate solution given by (43), where the penalty parameter σ satisfies
(35) with (69). Let assumptions (11)–(14), (23) and (37)–(39) be valid. Then the discretization error eh ≡ uh − u
satisfies the estimate
max
t∈[0,T ]
‖eh(t)‖L2(Ω) + Cm
∫ T
0
|||eh(ϑ)|||2dϑ ≤ Q(T )
∑
K∈Th
h2µK−2K
p2sK−3K
‖u‖2K , (110)
where µK = min(pK + 1, sK ), K ∈ Th and Q(T ) is a function depending on T and constants from assumptions but
independent of hK , pK , sK , K ∈ Th .
Proof. From (70) and (91) and the identity(
∂ξ
∂t
, ξ
)
= 1
2
d
dt
‖ξ‖2L2(Ω) (111)
we get
1
2
d
dt
‖ξ‖2L2(Ω) + Cm |||ξ |||2 − (CK − Cm)‖ξ‖2L2(Ω) ≤ |bh(u, ξ)− bh(uh, ξ)| +
∣∣∣∣(∂η∂t , ξ
)∣∣∣∣
+ ∣∣ah(u, ξ)− ah(Πhpu, ξ)∣∣+ ∣∣Jσh (η, ξ)∣∣ . (112)
Using (92)–(96), (99) and (103) and the Cauchy inequality, we obtain
1
2
d
dt
‖ξ‖2L2(Ω) + Cm |||ξ |||2 − (CK − Cm)‖ξ‖2L2(Ω) ≤ Cb|||ξ |||
(∑
K∈Th
h2µKK
p2sK+1K
‖u‖2H sK (K )
)1/2
+ ‖ξ‖L2(Ω)

+CA
(∑
K∈Th
h2µKK
p2sKK
∥∥∥∥∂u∂t
∥∥∥∥2
H sK (K )
)1/2
‖ξ‖L2(Ω) + Ca |||ξ |||
(∑
K∈Th
h2µK−2K
p2sK−2K
‖u‖2H sK (K )
)1/2
+
(
CJ
∑
K∈Th
h2µK−2K
p2sK−3K
‖u‖2H sK (K )
)1/2
Jσh (ξ, ξ)
1/2
≤ Cb|||ξ |||‖ξ‖L2(Ω) + CA
(∑
K∈Th
h2µKK
p2sKK
∥∥∥∥∂u∂t
∥∥∥∥2
H sK (K )
)1/2
‖ξ‖L2(Ω) + (hCb + Ca + CJ ) |||ξ |||
×
(∑
K∈Th
h2µK−2K
p2sK−3K
‖u‖2H sK (K )
)1/2
≡ RHS. (113)
Applying Young’s inequality to the right-hand side of (113) we obtain
RHS ≤ Cm
4
|||ξ |||2 + C
2
b
Cm
‖ξ‖2L2(Ω) +
Cm
4
‖ξ‖2L2(Ω) +
C2A
Cm
∑
K∈Th
h2µKK
p2sKK
∥∥∥∥∂u∂t
∥∥∥∥2
H sK (K )
+ Cm
4
|||ξ |||2 + (hCb + Ca + CJ )
2
Cm
∑
K∈Th
h2µK−2K
p2sK−3K
‖u‖2H sK (K ), (114)
which together with (113) imply
d
dt
‖ξ(t)‖2L2(Ω) + Cm |||ξ(t)|||2 ≤
(
2C2b
Cm
+ Cm
2
+ CK − Cm
)
‖ξ(t)‖2L2(Ω)
+ C4
Cm
∑
K∈Th
h2µK−2K
p2sK−3K
(
‖u(t)‖2H sK (K ) +
∥∥∥∥∂u(t)∂t
∥∥∥∥2
H sK (K )
)
, (115)
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where C4 ≡ 2 max
(
(hCb + Ca + CJ )2,C2Ah2
)
. From assumption (87) it follows that the right-hand side of (115)
is integrable over (0, T ). In virtue of (43), c) we find that ‖ξ(0)‖L2(Ω) ≤ ‖η(0)‖L2(Ω) and thus, using estimate
(94),
‖ξ(0)‖2L2(Ω) ≤ C2A
∑
K∈Th
h2µKK
p2sKK
‖u(0)‖2H sK (K )
≤ C2Ah2
∑
K∈Th
h2µK−2K
p2sK−3K
‖u(0)‖2H sK (K ). (116)
Then the integration of (115) from 0 to t ∈ [0, T ] yields
‖ξ(t)‖2L2(Ω) + Cm
∫ t
0
|||ξ(ϑ)|||2dϑ ≤
(
2C2b
Cm
+ CK − Cm2
)∫ t
0
‖ξ(ϑ)‖2L2(Ω)dϑ
+C2Ah2
∑
K∈Th
h2µK−2K
p2sK−3K
‖u(0)‖2H sK (K )
+ C4
Cm
∫ t
0
∑
K∈Th
h2µK−2K
p2sK−3K
(
‖u(ϑ)‖2H sK (K ) +
∥∥∥∥∂u(ϑ)∂t
∥∥∥∥2
H sK (K )
)
dϑ. (117)
Now the application of Gronwall’s Lemma 17, where we set
y(t) = ‖ξ(t)‖L2(Ω), (118)
q(t) = Cm
∫ t
0
|||ξ(ϑ)|||2dϑ,
r(t) = 2C
2
b
Cm
+ CK − Cm2 ,
z(t) = C5
Cm
∑
K∈Th
h2µK−2K
p2sK−2K
‖u‖2K , C5 ≡ max(CmC2Ah2,C4)
and the relations∫ t
ϑ
r(s)ds =
(
2C2b
Cm
+ Cm
2
)
(t − ϑ), (119)
∫ t
0
r(ϑ)z(ϑ) exp
(∫ t
ϑ
r(s)ds
)
dϑ = C5
Cm
{
exp
(
t
(
2C2b
Cm
+ CK − Cm2
))
− 1
} ∑
K∈Th
h2µK−2K
p2sK−3K
‖u‖2K
imply that
‖ξ(t)‖2L2(Ω) + Cm
∫ t
0
|||ξ(ϑ)|||2dϑ ≤ C5
Cm
exp
{
t
(
2C2b
Cm
+ CK − Cm2
)} ∑
K∈Th
h2µK−2K
p2sK−3K
‖u‖2K . (120)
Moreover, since eh = ξ + η, we can write
‖eh‖2L2(Ω) ≤ 2
(
‖ξ‖2L2(Ω) + ‖η‖2L2
)
, (121)
|||eh |||2 ≤ 2
(
|||ξ |||2 + |||η|||2
)
.
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Using assumptions (87) and (67), from (94), (95), (120) and (121) we deduce that
‖eh(t)‖2L2(Ω) + Cm
∫ t
0
|||eh(ϑ)|||2dϑ ≤ 2C5Cm exp
{
t
(
2C2b
Cm
+ CK − Cm2
)} ∑
K∈Th
h2µK−2K
p2sK−3K
‖u‖2K
+ 2C2A
∑
K∈Th
h2µKK
p2sKK
‖u(t)‖2H sK (K ) + 2(C2A + CJ )t
∑
K∈Th
h2µK−2K
p2sK−3K
‖u(t)‖2H sK (K )
≤ 2C5
Cm
exp
{
t
(
2C2b
Cm
+ CK − Cm2
)} ∑
K∈Th
h2µK−2K
p2sK−2K
‖u‖2K + 2(C2Ah2 + t (C2A + CJ ))
∑
K∈Th
h2µK−2K
p2sK−3K
‖u‖2K ,
≤ Q(t)
∑
K∈Th
h2µK−2K
p2sK−3K
‖u‖2K , (122)
where
Q(t) ≡ 2C5
Cm
{
exp
{
t
(
2C2b
Cm
+ 2CK − Cm
2
)}
+ 2(C2Ah2 + t (C2A + CJ ))
}
.
Since (122) is valid for t ∈ [0, T ] we prove (110). 
Remark 19. We observe that the term Q(t) diverges for Cm → 0 and so the estimate (110) cannot be used. The
case Cm → 0 corresponds to a vanishing diffusion term ER(u,∇u), see (14), (45), (51) and (68). The blow up of the
estimate is caused by the presence of the nonlinear convective term and the use of Gronwall’s lemma.
Remark 20. We observe that the error estimate (110) is
(i) h-suboptimal in the L∞(0, T, L2(Ω))-norm, namely O(h p),
(ii) h-optimal in the L2(0, T, H1(Ω))-seminorm, namely O(h p),
(iii) p-suboptimal in the L∞(0, T, L2(Ω))-norm and the L2(0, T, H1(Ω))-seminorm, namely O(p−(s−3/2)).
6. Numerical examples
6.1. Computational order of convergence
In this section we verify theoretical results presented in the previous section by numerical experiments. We consider
the nonlinear convection–diffusion equation
∂u
∂t
+
2∑
s=1
u
∂u
∂xs
=
2∑
s=1
∂
∂xs
(ν(|∇u|)∇u)+ g in Ω × (0, T ), (123)
where ν(w) : (0,∞)→ R is chosen in the form
ν(w) = ν∞ + ν0 − ν∞
(1+ w)γ , γ > 0. (124)
Obviously, fs(u) = u2/2 and Rs(u) = ν(|∇u|) ∂u∂xs for s = 1, 2. It is possible to show that the problems (123) and
(124) satisfy (45) and (46) with CK = ν∞ and CM = ν0. We set ν0 = 0.15, ν∞ = 0.1, γ = 1/2, Ω = (0, 1)2,
T = 80, and define the function g and the initial and boundary conditions in such a way that the exact solution has
the form
u(x1, x2, t) =
(
1− e−10t
)
uˆ(x1, x2), (125)
where
uˆ(x1, x2) = 2rαx1x2(1− x1)(1− x2)
= rα+2 sin(2ϕ)(1− x1)(1− x2), (126)
V. Dolejsˇı´ / Journal of Computational and Applied Mathematics 222 (2008) 251–273 269
Fig. 3. The exact solution (125) at t = 80 for α = 2 (left) and α = −3/2 (right).
where (r, ϕ) (r ≡ (x21 + x22)1/2) are the polar coordinates and α ∈ R is a constant. For t = T = 80 the solution u
differs very little from the “steady state” solution uˆ. The function uˆ is equal to zero on ∂Ω and its regularity depends
on the value of α, namely (cf. [5])
uˆ ∈ Hβ(Ω) ∀β ∈ (0, α + 3), (127)
where Hβ(Ω) denotes (in general) the Sobolev–Slobodetskii space of functions with “noninteger derivatives”.
In the presented numerical tests we use the values α = 2 and α = −3/2. The value α = 2 gives function uˆ
sufficiently regular (∈ Hβ(Ω) for β < 5), whereas the value α = −3/2 gives uˆ ∈ Hβ(Ω), β < 3/2. Fig. 3 shows
functions uˆ for both values of α.
The above problem is discretized by method (43). For the solution of the resulting system of ordinary differential
equations we use a three step backward differential formula, which is formally of the third order, see [10]. In definition
(40) of the form bh the following numerical flux is used:
H(u1, u2, En) =

2∑
s=1
fs(u1)ns if A > 0,
2∑
s=1
fs(u2)ns if A ≤ 0,
(128)
where
A =
2∑
s=1
f ′s (u¯)ns, u¯ =
1
2
(u1 + u2) and En = (n1, n2). (129)
Numerical experiments are carried out with the use of piecewise linear (P1), quadratic (P2), and cubic (P3)
elements on 6 triangular meshes having 128, 288, 512, 1152, 2048 and 4608 elements. Fig. 4 shows the coarsest
mesh and the finest one.
The time step τ was chosen according to the formula τ ≤ 7hl , where hl is the corresponding mesh size. Numerical
experiments indicate that this choice is sufficient. In our computations, smaller values of τ do not cause any further
decrease of computational errors.
Tables 1–4 show computational errors in the L2(Ω)-norm and in H1(Ω)-seminorm at time t = T = 80 and the
corresponding experimental orders of convergence (EOC) for α = 2 and α = −3/2. These values together with the
marked EOC are shown in Figs. 5 and 6. We observe the following:
(i) For a sufficiently regular exact solution (case α = 2) we observe the optimal order of convergence O(h p+1) for
p = 1, 2, 3 in the L2-norm. (A small decrease of the experimental order of convergence for P3 approximation
on the finest grid is caused by rounding off errors.) So that we obtain better EOC than the theoretical results. It is
a rather surprising fact that the IIPG variant gives (almost) optimal order of convergence also for even degree of
polynomial approximation, i.e., P2.
(ii) For a sufficiently regular exact solution (case α = 2) we observe the optimal order of convergence O(h p) for
p = 1, 2, 3 in the H1-seminorm which is in a good agreement with the theoretical results.
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Fig. 4. The coarsest and the finest grids used for the computations.
Table 1
Computational errors and the corresponding experimental orders of convergence (EOC) of P1, P2 and P3 approximations for α = 2 in the
L2-norm
Grid h P1 P2 P3
‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC
1 0.177E+00 0.1036E−02 – 0.4985E−04 – 0.2300E−05 –
2 0.118E+00 0.4846E−03 1.87 0.1552E−04 2.88 0.4681E−06 3.93
3 0.884E−01 0.2785E−03 1.93 0.6724E−05 2.91 0.1508E−06 3.94
4 0.589E−01 0.1261E−03 1.95 0.2052E−05 2.93 0.3042E−07 3.95
5 0.442E−01 0.7155E−04 1.97 0.8767E−06 2.96 0.9763E−08 3.95
6 0.295E−01 0.3205E−04 1.98 0.2669E−06 2.93 0.2003E−08 3.91
Table 2
Computational errors and the corresponding experimental orders of convergence (EOC) of P1, P2 and P3 approximations for α = 2 in the
H1-seminorm
Grid h P1 P2 P3
|eh |H1(Ω) α |eh |H1(Ω) α |eh |H1(Ω) α
1 0.177E+00 0.3024E−01 – 0.3098E−02 – 0.1962E−03 –
2 0.118E+00 0.2061E−01 0.95 0.1415E−02 1.93 0.5843E−04 2.99
3 0.884E−01 0.1561E−01 0.96 0.8074E−03 1.95 0.2468E−04 3.00
4 0.589E−01 0.1051E−01 0.98 0.3640E−03 1.96 0.7314E−05 3.00
5 0.442E−01 0.7925E−02 0.98 0.2063E−03 1.97 0.3084E−05 3.00
6 0.295E−01 0.5309E−02 0.99 0.9239E−04 1.98 0.9133E−06 3.00
(iii) For the case α = −3/2, we obtain EOC equal to 3/2 in the L2-norm and EOC equal to 1/2 in the H1-seminorm
for p = 1, 2, 3. Using the result from [15], for any β ∈ (1, 3/2) we get
‖v − Ihv‖L2(Ω) ≤ C(β)hµ‖v‖Hβ (Ω), v ∈ Hβ(Ω), (130)
where Ihv is a piecewise polynomial Lagrange interpolation to v of degree ≤ p, µ = min(p + 1, β) and C(β)
is a constant independent of h and v. The exact approximation of order O(h3/2) in the L2-norm, corresponding
precisely to our experimental results, can be obtained with the use of the interpolation in the so-called Bessov
spaces. See [3], Section 3.3∗ and the references therein.
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Table 3
Computational errors and the corresponding experimental orders of convergence (EOC) of P1, P2 and P3 approximations for α = −3/2 in the
L2-norm
Grid h P1 P2 P3
‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC
1 0.177E+00 0.3916E−02 – 0.1413E−02 – 0.6157E−03 –
2 0.118E+00 0.2161E−02 1.47 0.7447E−03 1.58 0.3530E−03 1.37
3 0.884E−01 0.1408E−02 1.49 0.4765E−03 1.55 0.2352E−03 1.41
4 0.589E−01 0.7654E−03 1.50 0.2577E−03 1.52 0.1315E−03 1.43
5 0.442E−01 0.4943E−03 1.52 0.1682E−03 1.48 0.8659E−04 1.45
6 0.295E−01 0.2651E−03 1.54 0.9297E−04 1.46 0.4772E−04 1.47
Table 4
Computational errors and the corresponding experimental orders of convergence (EOC) of P1, P2 and P3 approximations for α = −3/2 in the
H1-seminorm
Grid h P1 P2 P3
|eh |H1(Ω) α |eh |H1(Ω) α |eh |H1(Ω) α
1 0.177E+00 0.2068E+00 – 0.7954E−01 – 0.3507E−01 –
2 0.118E+00 0.1699E+00 0.48 0.6488E−01 0.50 0.2988E−01 0.40
3 0.884E−01 0.1475E+00 0.49 0.5622E−01 0.50 0.2650E−01 0.42
4 0.589E−01 0.1206E+00 0.50 0.4598E−01 0.50 0.2220E−01 0.44
5 0.442E−01 0.1045E+00 0.50 0.3987E−01 0.50 0.1947E−01 0.46
6 0.295E−01 0.8534E−01 0.50 0.3262E −01 0.50 0.1607E−01 0.47
Fig. 5. Computational errors and the corresponding experimental orders of convergence of P1, P2 and P3 approximations for α = 4 (left) and
α = −3/2 (right) in the L2-norm.
6.2. Application to the Navier–Stokes equations
We show first preliminary numerical result corresponding to the application of the IIPG method (43) to the system
of the compressible Navier–Stokes equation (1). It is quite difficult to decide if the inviscid and viscous fluxes Ef and ER
appearing in (1) satisfy assumptions corresponding to (11)–(14). It is possible to show (see, e.g., [16]) that the Euler
fluxes Ef = (f1, . . . , fd) are continuously differentiable and fs(w) = As(w)w, s = 1, . . . , d , where As(·), s = 1, . . . , d
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Fig. 6. Computational errors and the corresponding experimental orders of convergence of P1, P2 and P3 approximations for α = 4 (left) and
α = −3/2 (right) in the H1-seminorm.
Fig. 7. Flow around NACA0012 profiles, the triangulation (left) and the corresponding isolines of Mach number (right).
are the Jacobi matrices of fs(·). Furthermore, viscous fluxes ER = (R1, . . . ,Rd) satisfies
Rs(w,∇w) =
d∑
k=1
Ks,k(w)
∂w
∂xk
, s = 1, . . . , d, (131)
where Ks,k(·), s, k = 1, . . . , d are (d + 2) × (d + 2) matrices depending on w. Therefore, an investigation of the
properties of fluxes Ef and ER, namely the validity of assumptions corresponding to (11)–(14), means the investigation
of properties of matrices As(·), s = 1, . . . , d and Ks,k(·), s, k = 1, . . . , d. This is a quite difficult task which is out of
the scope of this paper.
We consider a flow around NACA 0012 profile with the following problem data: inlet Mach number 0.8,
angle of attack = 10◦ and the Reynolds number = 500. Fig. 7 shows an anisotropically adapted triangular grid
and the corresponding isolines of Mach number obtained by P2 polynomial approximation. More detailed description
of the application of the IIPG method and more numerical experiments will be given in [11].
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7. Conclusion
This paper deals with the analysis of the discontinuous Galerkin space semidiscretization of a nonstationary
convection–diffusion problem with a quasilinear diffusion and nonlinear convection, equipped by mixed
Dirichlet–Neumann boundary conditions and an initial condition. We employed the IIPG variant of the DG methods
which perfectly suits quasilinear problems and we derived hp a priori error estimates. Theoretical results were justified
by a set of numerical experiments.
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