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Abstract
We prove that every polynomial vector field on C2 that is complete on a transcendental (proper
and non-algebraic) trajectory is complete in C2.
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1. Introduction
Let X be a holomorphic vector field on C2. Associated to X there exists a first order
differential equation that can be locally integrated around any point z ∈ C2. That is, there
is a (unique) holomorphic map ϕz :Dr → C2 defined on a disk in C of center 0 and radius
r > 0 such that
ϕ′z(t) = X
(
ϕz(t)
)
and ϕz(0) = z ∈ C2,
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with origin at t = 0, to a maximal connected Riemann surface which is spread as a Riemann
domain over C (see [4, p. 402]). The map ϕz :Ωz → C2 thus obtained is said to be the
solution of X through z, and its image ϕz(Cz) is the trajectory of X through z. When
Ωz = C we say that X is complete on Cz or that the solution ϕz is entire. Each trajectory Cz
on which X is complete is a Riemann surface uniformized by C, and as C2 is a Stein
manifold, analytically isomorphic to C or C∗. Obviously, X is complete if and only if it is
complete on each trajectory Cz for all z ∈ C2.
In this work we are interested in polynomial vector fields on C2 with isolated singu-
larities which are complete on a transcendental (proper and non-algebraic) trajectory. Our
main result is the following theorem:
Theorem 1.1. A polynomial vector field on C2 with a complete transcendental trajectory
is complete.
1.1. Completeness and transcendental trajectories (see [2])
Let us suppose that X is a polynomial vector field on C2 with (at most) isolated sin-
gularities which is complete on a transcendental trajectory Cz. As Cz defines a leaf of the
foliation FX induced by X in C2 analytically isomorphic to C∗ or C, it has a planar iso-
lated end Σ which is transcendental and properly embedded in C2 (see [2, Lemma 4.1]).
Recall that a proper Riemann subsurface Σ of a leaf L of FX analytically isomorphic to
{z: r < ‖z‖ 1}, with r > 0, defines a planar isolated end of L, and that when moreover
Σ is properly embedded in C2 and its limit set in CP2 contains the line at infinity then it
is said to be transcendental. Thus we can apply Brunella’s results on the proper leaves of
algebraic foliations on C2:
Theorem 1.2. (Brunella [3]) If a leaf L of an algebraic foliation FX in C2 has a planar
isolated end Σ , which is transcendental and properly embedded in C2, there exists a poly-
nomial P with generic fiber biholomorphic to C or C∗ (that we will call of type C or C∗,
respectively) such that FX is P -complete. Moreover, FX is holomorphically conjugated
to the foliation generated by a constant vector field, or Σ is at infinity with respect to P .
These two possibilities are not mutually exclusive.
Remark 1.1. We recall from [3] that FX is P -complete if there exists a finite set Q ⊂ C
such that for all t /∈ Q: (i) P−1(t) is transverse to FX , and (ii) there is a neighbourhood
Ut of t in C such that P :P−1(Ut ) → Ut is a holomorphic fibration and the restriction of
FX to P−1(Ut ) defines a local trivialization of this fibration. This way gluing together the
local identifications between close fibres of P over the values in C \Q we obtain a group
representation
π1(C \Q) ρ−→ Aut(S)
called monodromy map of FX that defines the global holonomy ρ(π1(C \ Q)) of FX
around P−1(Q). We also remark that if for a sufficiently large closed cycle γ in C that
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finite covering map onto the exterior of γ in C and Σ is said to be at infinity with respect
to P (see [2, p. 651]).
Remark 1.2. As noted in [3, p. 1229] (see also [2, Remark 2.2]) the set Q associated to
P consists of the critical values of P together with the regular values of P in which some
of the components of the corresponding fiber are not transversal to FX , and then they are
invariant by FX .
If one considers the geometry of the polynomial P associated to FX without using the
completeness of X on Cz there are two possibilities:
P of type C. As P is unique and equal to x after a polynomial automorphism (see [1]
or [9]) it then follows from [3, p. 1230], that X defines a Riccati equation of the form:
a(x)
∂
∂x
+ [b(x)y + c(x)] ∂
∂y
, with a(x), b(x), c(x) ∈ C[x]. (1)
P of type C∗. The situation is completely different from the previous one, since in this
case there are many distinct polynomials of type C∗ after a polynomial automorphism, that
can be written as
P = xm(x	y + p(x))n, where m,n ∈ N∗, 	 ∈ N (2)
and p ∈ C[x] of degree < 	 such that p(0) = 0 if 	 > 0, or p ≡ 0 if 	 = 0 (see [7,10]).
However, one can also obtain an explicit normal form for a foliation FX that is P -complete
with P of type C∗ (see [2, Section 3]): it is enough to take the polynomial P in the form (2)
and a rational map H from u = 0 to x = 0 defined as
H :
{
x = un,
y = u−(n	+m)[v − ump(un)] (3)
in order to prove:
Proposition 1.1. (Bustinduy [2]) Let FX be a P -complete foliation with P as in (2). Then,
the pull-back H ∗FX by the rational map H defined as in (3) is the foliation generated by
a vector field of the form
a(v)u
∂
∂u
+ c(v) ∂
∂v
with a, c ∈ C[v]. (4)
Remark 1.3. If we denote the horizontal line C × {v} by Lv , the rational map H given
by (3) is defined according to the relations
x = un, x	y + p(x) = vu−m and P ◦H = umn(vu−m)n = vn (5)
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so that the inverse image of a given fiber P−1(k), with k = 0, is defined by the family of
the n punctured lines
Lξ1k \
{
(0, ξ1k)
}
, . . . ,Lξnk \
{
(0, ξnk)
}
,
where ξjk with j = 1, . . . , n are the nth roots of k (see Fig. 1). This way Proposition 1.1
shows that H ∗FX is in fact a v-complete foliation that leaves invariant the line u = 0.
Using the completeness of X on Cz, the classification of the polynomial vector fields on
C2 which are complete on a transcendental trajectory follows essentially from the study of
the two cases above along with some estimates in the sense of Nevalinna (as can be seen
in [2]). If one wants to know when such an X is complete, the previous classification is
not absolutely satisfactory: we do not know if the vector fields of (ii) in [2, Theorem 1.1]
are complete. Nevertheless we can say that X is complete whenever Cz is analytically
isomorphic to C [2, Theorem 1.2], or Cz is analytically isomorphic to C∗ and X has an
invariant line (cases (i.1), (i.2) and (i.3) of [2, Theorem 1.1]). For this reason we addressed
in [2] the following question: if X is a polynomial vector field on C2 that is complete on a
transcendental trajectory, is X complete?
1.2. Sketch of the proof of Theorem 1.1
We reduce the proof of our theorem to see that for a polynomial vector field with a
trajectory Cz of type C∗ the case (ii) of [2, Theorem 1.1] cannot occur. This vector fields
appears when there exists no algebraic line invariant by X, and then for a rational map H
defined as in (3)
H ∗X = uk
{
a(v)u
∂
∂u
+μvj (vn − s)r ∂
∂v
}
, (6)
where a ∈ C[v], j ∈ N, n, r ∈ N∗, k ∈ Z, and s,μ ∈ C∗.
To describe these vector fields better, we need to parametrize the two ends of Cz. Tak-
ing the one-form ω = [a(v)/c(v)]dv defined by the polynomials a(v) and c(v) that appear
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metrizations of the two ends using the local normal forms of ω around its poles and the
point at infinity. We prove that the form ω has all its poles of order one, including the
point at infinity. That is equivalent to see that the equation du/u = ω belongs to the Fuch-
sian class (Corollary 4.1). Once this is done, the partial fractional expansion of ω implies
the existence of a multivaluated (meromorphic) first integral for H ∗FX . This leads to the
rationality of this first integral using that Cz is proper and a theorem of M. Suzuki.
The main difficulty is to prove that the form ω has all its poles of order one, including
the point at infinity. We see that in the opposite case there always exists a sequence of paths
contained in Cz with one fixed extreme (x0, y0) and the other one (xq, yq) converging to
a point in the line at infinity L∞ = CP2 \ C2 when q → ∞ such that the modulus of the
complex time required by the flow of X to travel from (x0, y0) to (xq, yq) along these paths
tends to a finite number when q → ∞, thereby contradicting the completeness of X on Cz
(Lemmas 4.2 and 4.3).
2. Parametrization of the transcendental end of a leaf
In this section we will suppose that L is a leaf ofFX with a planar isolated end Σ , which
is transcendental and properly embedded in C2, and that the polynomial P associated
to FX (by Theorem 1.2) is of type C∗.
2.1. Local parametrization of Σ
Given a point (x0, y0) in Σ , we can ask ourselves if Σ can be explicitly parametrized
around (x0, y0). As noted in [3, p. 1230], whenever P is of type C∗ then Σ is at infinity
with respect to P . Therefore we can always assume that Σ ∩{P = 0} = ∅, and thus (x0, y0)
is not in the singular fiber P−1(0) of P . Let us consider (u0, v0) ∈ H−1(x0, y0), that is,
u0 = n√x0 and v0 =
(
n
√
x0
)m(
x	0y0 + p(x0)
)
, (7)
and the leaf C of H ∗FX which contains it. Instead of (4), we can take a convenient multiple
of it
1
c(v)
{
a(v)u
∂
∂u
+ c(v) ∂
∂v
}
, (8)
that we can integrate. As c(v0) = 0, the foliation defined by (8) and H ∗FX coincide in a
cylinder C × Dr (v0), for a disk Dr (v0) of center v0 and radius r > 0 sufficiently small.
Thus the solution (u(t), v(t)) of (8), with the initial conditions u(v0) = u0 and v(v0) = v0,
and t ∈ Dr (v0), gives us the parametrization of a neighborhood of (u0, v0) in the leaf C of
H ∗FX . To obtain (u(t), v(t)) we have to solve the two following differential equations:
(a) du = a(v(t))u(t), u(v0) = u0 and (b) dv = 1, v(v0) = v0. (9)
dt c(v(t)) dt
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du
u
= a(t)
c(t)
dt, with v(v0) = v0, (10)
whose solution is
u(t) = u0e
∫ t
v0
a(z)
c(z)
dz
. (11)
If we project (u(t), v(t)) via H , the local parametrization of Σ is obtained:
Lemma 2.1. Given a point (x0, y0) ∈ Σ and the rational map H as in (3), for any
(u0, v0) ∈ H−1(x0, y0), there exists a disk Dr (v0) of center v0 and radius r > 0 such that
the injective map γ :Dr (v0) → Σ defined by
γ (t) = H
(
u0e
∫ t
v0
a(z)
c(z)
dz
, t
)
(12)
parametrizes a neighborhood of (x0, y0) in Σ .
This is only a local parametrization of Σ , but one can choose a global parametrization.
2.2. Global multivaluated parametrization of Σ
Let us consider the set T = {t | c(t) = 0} = {c1, . . . , cr} of zeroes of the second compo-
nent of the vector field (4) that generates the normal form H ∗FX . Let us take a disk DR
in C of center 0 and radius R > 0 such that ‖cj‖ < R for any j = 1, . . . , r , and one point
(x0, y0) in Σ such that its corresponding (u0, v0) verifies ‖v0‖ > R. Note that without
loss of generality we can assume that all the points of Σ satisfy this last condition. Since
T ⊂ DR , the local parametrization γ of a neighborhood of (x0, y0) in Σ obtained in (12)
can be extended by analytic continuation along paths in C \DR from v0 as a multivaluated
holomorphic function (see Fig. 2). If we now take the biholomorphism
p :D1/R \ {0} → C \DR, s → 1/s = t (13)
and compose it with γ we obtain a (multivaluated) parametrization of Σ . Explicitly:
Definition 2.1. Given a point (x0, y0) in Σ , for each (u0, v0) ∈ H−1(x0, y0) there exists
R > 0 such that
γ¯ := γ ◦ p = H
(
u0e
∫ s
s0
− a(1/z)
c(1/z)
dz
z2 ,1/s
)
, with s0 = 1/v0, (14)
defines a multivaluated map from D1/R \ {0} to Σ , that we will call the multivaluated
parametrization of Σ .
Remark 2.1. All the points of Σ are taken by γ¯ . Moreover, although the parametriza-
tion (14) initially depends on the points (x0, y0) and (u0, v0) considered, all the calcula-
tions that we will make later do not depend on these choices.
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2.3. Normal form for the parametrization of Σ
Let us consider the meromorphic one-form ω on C defined by
ω = a(z)
c(z)
dz, (15)
where a(z) and c(z) are the same polynomials that appear in (4). This one-form ω is said
to be the meromorphic one-form associated to Σ , and it obviously can be extended to CP1
(i.e. ω is rational). It is enough to take the inversion p on CP1 and define ω near at ∞ as
ω¯ = p∗ω = −a(1/z)
c(1/z)
dz
z2
(16)
on any disk in C of center 0. Indeed, we observe that the one-form in (14) is equal to (16).
We therefore start by studying the normal forms for meromorphic forms at poles and zeroes
in order to express (14) more accurately.
Lemma 2.2. Let ω = f (z) dz be a meromorphic one-form in a neighborhood W ⊂ C of 0.
Then, up to a biholomorphism that fixes 0, there are the following possibilities for ω:
(a) If ω has a zero of order l  0,
ω = zl dz.
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ω = λdz
z
,
where λ ∈ C∗ is the residue of ω at 0.
(c) If ω has a pole of order l  2 at 0, then
ω = 1 + λz
l−1
zl
dz,
where λ ∈ C is the residue of ω at 0.
Proof. For (b) and (c) we refer to [6]. Case (a) can be easily proved: we want to find a holo-
morphic map z = κ(t) with κ(0) = 0 and κ ′(0) = 0 such that f (z) dz = f (κ(t))κ ′(t) dt =
t ldt, that is, κ ′(t) = t l/f (κ(t)). As f (z) has a zero of order l at 0 it is enough to define
κ(t) =
∫
ct
sl/f
(
κ(s)
)
ds,
with ct a smooth path from 0 to t in a sufficiently small neighborhood of 0. 
According to Lemma 2.2 there exists a biholomorphism φ :V ⊂ C → D1/R with
φ(0) = 0 such that the parametrization γ¯ of Σ can be rewritten as
γ¯ ◦ φ(w) = H
(
u0e
∫ w
w0
φ∗ω¯
,1/φ(w)
)
, (17)
with φ(w) = s, φ(w0) = s0 and φ∗ω¯ is as (a), (b) or (c) of Lemma 2.2. To be more con-
crete:
Proposition 2.1. Given the parametrization γ¯ of Σ obtained in (14), there is a biholomor-
phism φ :V ⊂ C → D1/R with φ(0) = 0 such that γ¯ ◦ φ(w) is equal to
1. H
(
u0e
−w0l+1/(l+1)ewl+1/(l+1),1/φ(w)
)
,
if ω has a zero of order l  0 at ∞, (18)
2. H
(
u0e
−λ logw0eλ logw,1/φ(w)
)
,
if ω has a pole of order l = 1 at ∞, and (19)
3. H
(
u0e
(−w0−l+1/(−l+1)−λ logw0)e(w−l+1/(−l+1)+λ logw),1/φ(w)
)
,
if ω has a pole of order l  2 at ∞, (20)
with φ(w) = s and φ(w0) = s0. These equations are the normal forms of the parametriza-
tion of Σ .
290 Á. Bustinduy / J. Differential Equations 227 (2006) 282–3003. The global one-form of times
Let us suppose that X is a polynomial vector field on C2 and that Cz is a transcendental
trajectory on which X is complete. We will continue assuming that the polynomial P asso-
ciated to FX (by Theorem 1.2) is of type C∗ and that P can be written as in (2). According
to [2, Lemma 4.3], we know that in this case the set of values Q (see Remarks 1.1 and 1.2)
consists of at least one point: the critical point of P , that is, 0; and of at most two points:
0 together with the unique value s = 0 that could define a fiber P−1(s) invariant by FX .
Therefore if we remove the singular locus of dP (x, y), the one-form
η = [(m+ n	)x	y +mp(x) + nxp′(x)]dx + nx	+1 dy
is such that
η(X) = xα(x	y + p(x))β[xm(x	y + p(x))n − s]γ ,
for  ∈ C, α, β and γ ∈ N, and thus
τ = 1
xα · (x	y + p(x))β [xm(x	y + p(x))n − s]γ · η (21)
verifies that
τ(X) ≡ 1.
This meromorphic one-form τ has the following property: for any path c : [0,1] → Cz
from p = c(0) to q = c(1) contained in Cz that avoids the set of poles
xα · (x	y + p(x))β · [xm(x	y + p(x))n − s]γ = 0
of τ it holds that
∫
c
τ =
1∫
0
c∗τ
is the complex time (up to periods) required by the flow of X to travel from p to q . In other
words, since X is complete on Cz, τ restricted to Cz coincides with the differential of times
given by the flow of X. We call τ the global one-form of times.
4. Transcendental trajectories of type C∗
Let us suppose that X is a polynomial vector field on C2 and that Cz is a transcendental
trajectory analytically isomorphic to C∗ on which X is complete. Then we know that Cz
is the union Σ ∪ Δ of two ends, one Σ that is transcendental and the other one Δ that is
algebraic (see [2, Lemma 4.1]). The existence of Σ implies that FX is P -complete with
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is of type C∗ and that X is as (6), or equivalently, there exists no algebraic line invariant
by X: this is the last case we have to deal with to determine if a vector field X complete
on a transcendental trajectory is complete (see Introduction). For such a X we know that
the transcendental end Σ is parametrized by one of the forms of Proposition 2.1. But still
more, the parametrization of the algebraic end Δ of Cz can also be obtained using ideas
similar to the ones in Section 2, as we will see in the proof of Proposition 4.1.
4.1. Improvement of the expression of H ∗FX
Our aim is to prove that the expression of the normal form H ∗FX of such a FX can
be improved. For later calculations we first need to express the global one-form (21) of
times τ in terms of u and v. Let us observe that τ can be rewritten as
τ = x(x
	y + p(x))
xα(x	y + p(x))β [xm(x	y + p(x))n − s]γ ·
dP
P
. (22)
If we use the rational change (3) and relations (5), a simple calculation allows us to express
(22) in coordinates u and v as
H ∗τ = u
n−mv
unα(vu−m)β(vn − s)γ ·
d(vn)
vn
= nu
m(β−1)−n(α−1)
vβ(vn − s)γ dv. (23)
Since we are assuming that {x = 0} is not invariant by FX , in our case α = 0 and thus (23)
is indeed equal to
num(β−1)+n
vβ · (vn − s)γ dv. (24)
Proposition 4.1. For a vector field X as in (6), the normal form H ∗FX ofFX is represented
by
a(v)u
∂
∂u
+μvj (vn − s) ∂
∂v
, (25)
where a ∈ C[v], j ∈ {0,1}, n ∈ N∗, and s,μ ∈ C∗.
Proof. According to [2, Theorem 1.1] the normal form H ∗FX of FX is defined by the
vector field u−k · H ∗X, with H ∗X as in (6). Considering now that c(v) of (4) is equal to
μvj (vn − s)r (observe that j = β, r = γ ), we can solve the differential equation defined
by (8) as in Section 2 and obtain a local parametrization for Δ:
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H−1(x0, y0), there exists a disk Dr (v0) of center v0 and radius r > 0 such that the injective
map δ :Dr (v0) → Σ defined by
δ(t) = H
(
u0e
∫ t
v0
(a(z)/(μzj (zn−s)r )) dz
, t
)
(26)
parametrizes a neighborhood of (x0, y0) in Δ.
What we need in order to show Proposition 4.1 is that j ∈ {0,1} and r = 1. Let us
remark that the set of poles (without multiplicities) of the one-form ω (15) in C (that is, the
set T defined in Section 2) is given by the nth roots of s: {ξ1s , . . . , ξns}, along with ξ0s = 0
if {v = 0} is invariant by H ∗FX (that is, if j = 0).
Let us take a point (u0, v0) ∈ H−1(Δ). We can assume that v0 is contained in a disk
Dr1(ξ1s) which center is a point of T , for instance ξ1s , and radius r1 > 0 sufficiently
small so that T \ {ξ1s} ⊂ C \ Dr1(ξ1s). The local parametrization δ of a neighborhood
of (x0, y0) = H(u0, v0) in Δ obtained in (26) can be extended by analytic continuation
along paths in Dr1(ξ1s) from v0 as a multivaluated holomorphic function.
We will suppose that ω has a pole at ξ1s of order r = l  2 and derive a contradiction.
This way, transforming Dr1(ξ1s) in a disk Dr1 of center 0 by a translation, we can apply
Lemma 2.2 and conclude that there exists a biholomorphism ψ :V ⊂ C → Dr1(ξ1s) with
ψ(0) = ξ1s and ψ(w0) = v0 such that
δ ◦ψ(w) = H
(
u0e
∫ w
w0
ψ∗ω¯
,ψ(w)
)
= H
(
u0e
∫ w
w0
((1+λzl−1)/zl) dz
,ψ(w)
)
= H
(
u0e
(−w0−l+1/(−l+1)−λ logw0)e(w−l+1/(−l+1)+λ logw),ψ(w)
)
, (27)
for l  2 and λ ∈ C, is a multivaluated parametrization of Δ. If we consider the global
one-form of times τ obtained in (21) we have the following property:
Lemma 4.2. Let X be a polynomial vector field on C2 and Cz a transcendental trajectory
analytically isomorphic to C∗ on which X is complete. If there exists no line invariant
by X and the one-form ω (15) has a pole at ξ1s of order r = l  2 there exist a sequence
{(xq, yq)}q∈N of different points in Δ which converges to the unique point θ of the boundary
of Δ in CP2, that, in fact, is a singular point of FX in the line at infinity L∞, and paths
cq : [0,1] → Δ from (x0, y0) = cq(0) to (xq, yq) = cq(1) such that
lim
q→∞
∥∥∥∥
∫
cq
τ
∥∥∥∥< ∞.
Proof. Let us consider the order l of ω at ξ1s , that we are assuming 2, and the exponent β
that appears in the global one-form of times τ . Since the polynomial P , that it is supposed
to be written as in (2), is primitive, m = n, and then [m(β − 1)+ n](−l + 1) = 0.
Let us take a sequence {wq}q∈N of different points in V ∗ = V \ {0}, the domain of the
parametrization δ ◦ ψ of Δ given by (27), that tends to 0 and such that {wq}q∈N ⊂ R+ if
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1) > 0; and paths dq : [0,1] → V from w0 to w1 given by dq(t) = tw1 + (1 − t)w0.
For any q ∈ N we define the point (xq, yq) in Δ as (xq, yq) = δ ◦ ψ(wq) and the path
cq as δ ◦ ψ ◦ dq . Since H is a finite map, we can assume that each (xq, yq) is different.
On the other hand, we know from [2, Lemma 4.2], that the unique point θ of the boundary
of Δ in CP2, which, in fact, is a singular point of FX in the line at infinity L∞ (see [2,
Corollary 5.2]), is contained in the projective closure of P−1(s). Since, by (27) and the
polynomial relations (5), we have
lim
q→∞P(xq, yq) = limq→∞ψ(wq)
n = ψ(0)n = ξn1s = s,
then
lim
q→∞(xq, yq) = θ.
According to (24) and (27) we see that
∫
cq
τ =
∫
δ◦ψ◦dq
τ =
∫
dq
(δ ◦ψ)∗τ =
∫
dq
Ce[m(β−1)+n]·(w−l+1/(−l+1)+λ logw)
ψ(w)β · [ψ(w)n − s]γ ·ψ
′(w)dw,
(28)
with C ∈ C∗. Let us take the multivaluated function
F(w) = Ce
[m(β−1)+n]·(w−l+1/(−l+1)+λ logw)
[ψ(w)n − s]γ (29)
defined on V ∗. We recall that ψ(0) = ξ1s and ψ ′(0) = 0, so we can put wg(w) with
g ∈ O(V ) such that g(0) = 0 instead of ψ(w)n − s in the expression (29) of F . There
are two cases:
1. If [m(β − 1) + n] · (−l + 1) < 0, we consider the restriction of F to V ∩ R+, that
will be denoted by G, and see that its modulus ‖G(w)‖ can be extended as a continuous
function on (V ∩R+)∪ {0}: obviously ‖G(w)‖ is continuous on V ∩R+ because G(w) is
continuous on V ∩R+. On the other hand,
log
∥∥G(w)∥∥= log‖C‖ + m(β−1)+n(−l+1)
wl−1
+ [m(β − 1)+ n] · Re(λ) logw
− γ (log‖w‖ + log∥∥g(w)∥∥)
=
wl−1 · log( ‖C‖‖g(w)‖γ )+ m(β−1)+n−l+1
wl−1
+ {[m(β − 1)+ n] · Re(λ)− γ } ·w
l−1 logw
,
wl−1
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lim
w→0+
wl−1 log
( ‖C‖
‖g(w)‖γ
)
= lim
w→0+
wl−1 logw = 0,
then
lim
w→0+
log
∥∥G(w)∥∥= lim
w→0+
[m(β − 1)+ n]/(−l + 1)
wl−1
= −∞.
Therefore
lim
w→0+
∥∥G(w)∥∥= lim
w→0+
elog‖G(w)‖ = e−∞ = 0,
and hence ‖G(w)‖ extends to (V ∩ R+)∪ {0} as a continuous function.
According to (28) we know that
∥∥∥∥
∫
cq
τ
∥∥∥∥
∥∥∥∥G(dq(t)) · ψ ′(dq(t))[ψ(dq(t))]β
∥∥∥∥
1∫
0
∥∥d ′q(t)∥∥dt

∥∥∥∥G(dq(t)) · ψ ′(dq(t))[ψ(dq(t))]β
∥∥∥∥d1(0). (30)
Since ‖G(w) ·ψ ′(w)/ψ(w)β‖ is continuous on [0, d1(0)] ⊂ (V ∩R+)∪{0}, it is bounded.
This way, from (30), there is a constant M such that for every q ∈ N∥∥∥∥
∫
cq
τ
∥∥∥∥Md1(0), (31)
and hence we can suppose that
lim
q→∞
∥∥∥∥
∫
cq
τ
∥∥∥∥< ∞. (32)
2. If [m(β − 1) + n](−l + 1) > 0, we consider the restriction of F to V ∩ ζR+, where
ζ l−1 = −1, that will be denoted by S, and see that its modulus ‖S(w)‖ can be extended
as a continuous function on (V ∩ ζR+) ∪ {0}: clearly ‖S(w)‖ is continuous on V ∩ ζR+
because S(w) is continuous on V ∩ ζR+. Now, if we put w = ζx,
log
∥∥S(ζx)∥∥= log‖C‖ + −m(β−1)+n(−l+1)
xl−1
+ [m(β − 1)+ n] · Re(λ) logx
+ [m(β − 1)+ n] · Re(λ log ζ )− γ (log‖ζx‖ + log∥∥g(ζx)∥∥)
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xl−1 log( ‖C‖‖g(ζx)‖γ )+ m(β−1)+n−l+1
xl−1
+ {[m(β − 1)+ n] · Re(λ)− γ }x
l−1 logx
xl−1
+ {[m(β − 1)+ n] · Re(λ log ζ )− γ log‖ζ‖}x
l−1
xl−1
.
Since
lim
x→0+
xl−1 log
( ‖C‖
‖g(ζx)‖γ
)
= lim
x→0+
xl−1 logx = lim
x→0+
xl−1 = 0,
we have
lim
x→0+
log
∥∥S(ζx)∥∥= lim
x→0+
−[m(β − 1)+ n]/(−l + 1)
xl−1
= −∞,
and as
lim
x→0+
∥∥S(ζx)∥∥= lim
x→0+
elog‖S(ζx)‖ = e−∞ = 0,
‖S(w)‖ extends as a continuous function on (V ∩ ζR+) ∪ {0}. This fact implies that
‖S(w)ψ ′(w)/ψ(w)β‖ is a bounded continuous map on [0, d1(0)] ⊂ (V ∩ ζR+)∪ {0} and,
as before (see (30) and (31)), we can obtain (32). 
Lemma 4.2 means that the modulus of the complex time required by the flow of X to
travel from (x0, y0) to the unique point θ of the boundary of Δ in CP2 along the paths cq
as q → ∞ is finite, which contradicts clearly the completeness of X on Cz. This proves
that ω has a pole at ξ1s of order r = l = 1. The same proof works to show that also the
other poles of ω: ξ2s , . . . , ξns , along with ξ0s = 0 (if {v = 0} is invariant by H ∗FX), have
order one. Therefore j ∈ {0,1}, r = 1, and this concludes the proof of the proposition. 
4.2. Meromorphic one-form associated to Σ around ∞
Proposition 4.2. Let X be a polynomial vector field on C2 and Cz a transcendental trajec-
tory analytically isomorphic to C∗ on which X is complete. If there exists no line invariant
by X (or equivalently, if the normal form H ∗X is as (25) after Proposition 4.1), then the
one-form ω associated to the transcendental end Σ of Cz, (15), has a pole of order one
at ∞, and thus the normal form of the parametrization of Σ is given by (19).
Proof. We study the cases of Proposition 2.1 for the normal form γ¯ ◦ φ(w) of the para-
metrization of the transcendental end Σ of Cz, and try to exclude that ω has a zero of
order  0 or a pole of order  2 at ∞.
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finite covering map from V ∗ to Σ , and thus it can be extended to V as a finite ramified
covering according to Riemann’s Extension Theorem. This way, if we consider the global
one-form of times τ obtained in (21), as X is complete on Cz, from (24), we can conclude
that the meromorphic one-form on V :
(γ¯ ◦ φ)∗τ = Ce
[m(β−1)+n]·(wl+1/(l+1))[ 1
φ(w)
]β · [ 1
(φ(w))n
− s]γ ·
φ′(w)
[φ(w)]2 dw
= Ce
[m(β−1)+n]·(wl+1/(l+1)) · φ′(w) · [φ(w)]nγ+β−2
[1 − s(φ(w))n]γ dw, (33)
where C is a constant, has a pole of order one at w = 0. But this means that nγ + β − 2
= −1 in (33) because φ(0) = 0 and φ′(0) = 0. There are two possibilities:
(a) nγ = 0 and β = 1. But as n ∈ N∗, this implies that γ = 0, what is impossible, and
(b) β = 0 and n = γ = 1. In this case, due to (5), the fact that β = 0 implies j = 0 in (25).
This is impossible, since
w = a(v)
μ(v − s) dv
never has a zero at ∞.
Case of pole. If ω has a pole of order l  2 at ∞, γ¯ ◦ φ(w) is given by (20). If we now
take the global one-form of times τ , we can try to proceed as in Lemma 4.2 in order to
estimate the integral of τ .
Lemma 4.3. There exist a sequence {(xq, yq)}q∈N of different points in Σ which converges
to a point  of the boundary of Σ in CP2, that, in fact, is a point in L∞ (maybe not
singular), and paths eq : [0,1] → Σ from (x0, y0) = eq(0) to (xq, yq) = eq(1) such that
lim
q→∞
∥∥∥∥
∫
eq
τ
∥∥∥∥< ∞.
Proof. Let us take a sequence {wq}q∈N of different points in the domain V ∗ = V \ {0}
of the parametrization γ¯ ◦ φ(w) of Σ , (20), defined attending to the sign of [m(β − 1) +
n](−l + 1) as in the proof of Lemma 4.2. Let us also consider paths dq : [0,1] → V from
w0 to w1 given by dq(t) = tw1 + (1 − t)w0. For any q ∈ N, we define the point (xq, yq) =
γ¯ ◦φ(wq) in Σ and the path cq = γ¯ ◦ψ ◦ dq . Since H is a finite map, we can suppose that
each (xq, yq) is different, and using again the relations (5) as in Lemma 4.2 we clearly see
that {(xq, yq)}q∈N tends to a point  of the boundary of Σ in CP2 contained in L∞.
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eq
τ =
∫
γ¯ ◦φ◦dq
τ =
∫
dq
(γ¯ ◦ φ)∗τ
=
∫
dq
Ce[m(β−1)+n]·[w−l+1/(−l+1)+λ logw][ 1
φ(w)
]β · [ 1
(φ(w))n
− s]γ ·
φ′(w)
[φ(w)]2 dw
=
∫
dq
Ce[m(β−1)+n]·[w−l+1/(−l+1)+λ logw] · φ′(w)[φ(w)]nγ+β−2
[1 − s(φ(w))n]γ dw, (34)
where C ∈ C∗. Let us consider the multivaluated function
F(w) = Ce[m(β−1)+n]·[w−l+1/(−l+1)+λ logw] · [φ(w)]nγ+β−2 (35)
defined on V ∗. As φ(0) = 0 and φ′(0) = 0, we can write φ(w) = wg(w) with g ∈O(V )
such that g(0) = 0 in the expression (35) of F . Now it is enough to repeat the cases 1 and 2
of Lemma 4.2 replacing γ by 2 − nγ − β and lemma follows. 
From this lemma we derive a contradiction, because the modulus of the complex time
required by the flow of X to travel from (x0, y0) to the point  of the boundary of Σ in
CP2 along the paths eq as q → ∞ is finite, what contradicts the completeness of X on Cz.
Therefore ω has a pole of order one at ∞ and γ¯ ◦ φ(w) is given by (19). This finishes the
proof of the proposition. 
Example 4.1. The fact that there exists no line invariant by X is a necessary condition to
conclude that ω has a pole of order one at ∞ in Proposition 4.2. Let us analyze the cases
(i.1) and (i.2) of [2, Theorem 1.1]. These vector fields can be expressed explicitly in terms
of H as those ones such that
H ∗X = [f (vn)+ α/n]u ∂
∂u
+ (αm/n − β)v ∂
∂v
,
with m,n ∈ N∗, f (z) ∈ z ·C[z], α,β ∈ C such that αm−βn ∈ C∗, and where β/α ∈ Q∗ if
	 = 0 or β = 0 if 	 > 0. As H ∗X is a holomorphic vector field with isolated singularities, it
generates H ∗FX . Thus the polynomials a(v) and c(v) which appear in the normal form (4)
of Proposition 1.1 are
a(v) = f (vn)+ α/n,
c(v) = (αm/n− β)v, (36)
and the one-form ω associated to Σ , (15), is equal to
ω = [f (v
n)+ α/n]
dv. (37)
(αm/n − β)v
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ω¯ = −[f (1/v
n)+ α/n]
(αm/n− β)
dv
v
. (38)
If we denote the degree of f by d and suppose that f = a1z + a2z2 + · · · + adzd , we can
develop (38) explicitly and obtain
ω¯ = −a1v
n(d−1) + a2vn(d−2) + · · · + ad + (α/n)vnd
(αm/n − β)vnd+1 dv. (39)
We see that ω¯ has a pole of order nd + 1 2 at ∞.
Moreover, by a simple inspection in (39) we obtain that the residue of ω¯ at ∞ is equal
to
Res(ω¯,∞) = α/n
αm/n− β =
1
m− (β/α)n ∈ Q
∗,
and according to Proposition 2.1, this means that the normal form γ¯ ◦φ(w) of the parame-
trization of Σ is defined by
H
(
u0e
(−w0−nd−nd + 1m−(β/α)n logw0)e(−
w−nd
−nd + 1m−(β/α)n logw),1/φ(w)
)
(40)
in this case.
4.3. The Fuchsian class and ω
We recall that the one-form ω associated to the transcendental end Σ , (15), occurred
when we wanted to integrate explicitly (8) in order to obtain a parametrization of Σ (see
Section 2). Indeed, of the two equations we had to integrate, only the first one (10) was not
trivial and had the solution (11). This equation can be also defined in terms of ω as
d logu = du
u
= ω, (41)
and its singularities, which are the poles of ω, have been one of the main topics studied in
the classical theory of differential equations in the complex domain (as can be seen in [5,
Chapter 5]). Propositions 4.1 and 4.2 allow us to know how ω is in our situation:
Corollary 4.1. Let X be a polynomial vector field on C2 and Cz a transcendental trajectory
analytically isomorphic to C∗ on which X is complete. If there exists no line invariant by X
then, Eq. (41) defined by the one-form ω associated to the transcendental end Σ of Cz,
(15), belongs to the Fuchsian class, that is, it has a finite number of singularities, each of
which has order one (regular–singular point) including the point of infinite.
Á. Bustinduy / J. Differential Equations 227 (2006) 282–300 2995. Proof of Theorem 1.1
Let us suppose that X is as in the case (ii) of [2, Theorem 1.1], that is, as in (6). We
know from Proposition 4.1 that the one-form ω associated to the transcendental end Σ is
given by
ω = a(z)
μzj (zn − s) dz =
a(z)
μzj
∏n
i=1(z − ξis)
dz, (42)
with j ∈ {0,1}. Let us note that in order that the point at infinity ∞ also has order one by
Proposition 4.2, the degree of a(z) cannot exceed n+ j − 1. This way we can consider the
partial fraction expansion of (42),
ω =
{
jr0
z
+
n∑
i=1
ri
(z − ξis)
}
dz, with r0, ri ∈ C∗, (43)
and obtain a (multivaluated) meromorphic first integral of H ∗FX: given (u0, v0) /∈
{μvj ∏ni=1(v − ξis) = 0}, we know from (9)–(11) that the solution (u(t), v(t)) of (8), with
the initial conditions u(v0) = u0 and v(v0) = v0, is given by
u(t) = u0e
∫ t
v0
(a(z)/(μzj
∏n
i=1(z−ξis ))) dz, v(t) = t. (44)
If we use the expansion (43), the integral that appears in (44) is equal to
∫
a(z)
μzj
∏n
i=1(z − ξis)
dz = log
(
zjr0 ·
n∏
i=1
(z − ξis)ri
)
,
and hence (44) can be expressed as
u(t) = u0
(
tjr0 ·∏ni=1 (t − ξis)ri
v
jr0
0 ·
∏n
i=1 (v0 − ξis)ri
)
, v(t) = t. (45)
Then it follows from (45) that
f = u
vjr0 ·∏ni=1 (v − ξis)ri (46)
is a (multivaluated) meromorphic integral of H ∗FX .
Let us take the transcendental trajectory Cz of X analytically isomorphic to C∗ and
the finite set of points X in which Cz (maybe) meets {x = 0}. As H is a finite covering
map from u = 0 to x = 0, it is proper. Thus the inverse image H−1(Cz \X ) consists of a
finite disjoint union L1 ∪ · · · ∪Lh of transcendental trajectories of H ∗X, which moreover
are parabolic because Cz \ X is parabolic (see, for example, [8, Lemma 1.8]). Let us fix
one of them, for instance L1. We then know that L1 is the Riemann surface defined by a
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and f−1(b) of f on values a, b ∈ C∗ the linear automorphism T (u, v) = (ab−1u,v) of C2
transforms f−1(a) in f−1(b), all the trajectories of H ∗X are transcendental and parabolic.
In particular, H ∗FX is a proper foliation in C2 such that all its leaves are parabolic, which
is a sufficient condition, according to the work of M. Suzuki (see [11, Théorème II]), for
the existence of a (non-constant) single-valued meromorphic first integral of H ∗FX . This
means that the numbers jr0 and ri (for any i) of (46) are in Q, which contradicts the fact
that Cz is transcendental.
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