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ABSTRACT
Our understanding of Personality and its structure is rooted in linguistic studies
operating under the assumptions made by the Lexical Hypothesis: personality
characteristics that are important to a group of people will at some point be codified in
their language, with the number of encoded representations of a personality characteristic
indicating their importance. Qualitative and quantitative efforts in the dimension
reduction of our lexicon throughout the mid-20th century have played a vital role in the
field’s eventual arrival at the widely accepted Five Factor Model (FFM). However, there
are a number of presently unresolved conflicts regarding the breadth and structure of this
model (c.f., Hough, Oswald, & Ock, 2015). The present study sought to address such
issues through previously unavailable language modeling techniques. The Distributional
Semantic Hypothesis (DSH) argues that the meaning of words may be formed through
some function of their co-occurrence with other words. There is evidence that DSH-based
techniques are cognitively valid, serving as a proxy for learned associations between
stimuli (Günther et al., 2019). Given that Personality is often measured through selfreport surveys, the present study proposed that a Personality measure be created directly
from this source data, using large pre-trained Transformers (a type of neural network that
is adept at encoding and decoding semantic representations from natural language). An
inventory was constructed, administered, and response data was analyzed using partial
correlation networks. This exploratory study identifies differences in the internal
structure of trait-domains, while simultaneously demonstrating a quantitative approach to
item creation and survey development.
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CHAPTER ONE
PERSONALITY THEORY AND METHODOLOGY
The use of language as a means for studying personality has long been of interest to
researchers, with the earliest known attempt being Francis Galton’s Measurement of
Character (1884), wherein he documented all words that were “expressive of character”. Our
understanding of personality has come a long way since then, as have the technology and
methods we have used to refine our understanding. The work done by Galton as well as
many of his predecessors in the century that followed were heavily influenced by the Lexical
Hypothesis, a thesis comprised of two arguments: (1) personality characteristics that are
important to a group of people will at some point be codified in their language, and (2), the
number of encoded representations of a personality characteristic is indicative of its
importance (John, Angleitner, & Ostendorf, 1988). The assertions made by the Lexical
Hypothesis were guiding principles for early Personality researchers (c.f., Allport & Odbert,
1936; Cattell, 1946; Fiske, 1949; Tupes & Christal, 1958; 1961, Norman, 1963) who relied
upon qualitative and quantitative dimension reduction strategies to develop measures which
targeted broad groups of behavioral patterns and characteristics.
Goldberg (1993) notes that the Lexical Hypothesis is foundational to The Big Five, or
the Five Factor Model (FFM) of Personality (c.f., McCrae & John, 1989), which is far and
away the most widely accepted model of personality at the time of writing. Most
contemporary studies of personality are centered around this framework, with some
theoretical extensions being made to either include additional factors (e.g., HPI, Hogan,
1986; HEXACO, Lee & Ashton, 2004) or more narrowly focused facets (e.g., NEO-PI-R,
Costa & McCrae, 1992; IPIP NEO-PI-R, Johnson, 2014). These more granular frameworks
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of Personality have recently come under greater scrutiny, however, as there has yet to have
been a convergence toward some taxonomy of Personality that is more comprehensive.
Hough, Oswald, & Ock (2015) review and critique current Personality research and offer
recommendations for improving the literature. Specifically, they argue that studies of
Personality have heavily relied on Factor Analysis, and that the emergent structure we have
come to accept may be to some extent be a methodological artifact. Additionally, they argue
that the FFM is not exhaustive, highlighting a number of known personality traits that are not
adequately represented by any individual FFM factor. They also discuss inconsistent findings
regarding criterion validity estimates between established traits and job-related outcomes and
behaviors, as well as concerns of construct validity that arise from the inclusion of narrower
trait-facets under the assumption that they relate to their parent trait in a hierarchical manner.
Of particular interest to the present study are their criticisms that, although trait-facets
appear important to different job outcomes, there is little agreement in how many there truly
are and how they relate to one another internally as personality traits. The authors note that
the number of facets included in most measures appear to be selected arbitrarily, as many
analysts have settled on a different number of facets overall but have chosen to include the
same number of trait-facets for every trait-domain. Also, many of these measures are
constructed under a hierarchical assumption, wherein trait-facets are not related with other
trait-domains or their sub-facets. Hough, Oswald, & Ock (2015) argue that an assumption has
already been falsified by Circumplex models, which allow trait facets to correlate with one
another. On a more conceptual level, the authors note that similar conclusions may be
reached when considering the fact that conceptually similar or identical trait-facets have been
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differentially assigned to trait-domains by separate researchers (e.g., Warmth, Costa &
McCrae, 1992; Saucier & Ostendorf, 1999).
In an attempt to address the first of these concerns, the present study conducted an
exploratory study that sought to identify more narrowly defined personality trait-facets
relevant to broader trait-domains by circling back to the original source material that
informed Personality theory with the information encoded in language. In the time since the
early to mid-20th century, when many influential lexical studies of Personality were
conducted, a number of methodological and computational advances have made it possible
for researchers to go beyond qualitative examinations of individual trait descriptors and study
the usage of words in everyday speech (i.e., natural language). Methods used in Natural
Language Processing (NLP) have been used extract latent information about the speaker, like
their personality characteristics (c.f., Mehta, Majumder, Gelbukh, & Cambria, 2018). In
particular, Distributional Semantic Models are a class of statistical language models which
form quantitative semantic representations of words in the form of high dimensional vectors,
known as word-embeddings, through their usage with other words. Different dimensions of
these word-embeddings represent syntactic and semantic characteristics of a word, and their
values are determined through some function of their co-occurrence with other words.
The present study proposes the use of language modelling techniques which use
learned associations from the semantic information encoded in word-embedding vectors and
attention-head weight matrices to develop new personality items. This was done in the
present study by first creating items with the generative language model, GPT-2, a pretrained Transformer which dynamically uses learned representations for words to generate
sequences of text when given a prompt. By supplying the model with items from human
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written scales, GPT-2 generates items that are unique, yet semantically related to the preexisting measures targeted. Once a sufficient number of candidate items were generated, they
were passed as inputs to a second Transformer network, Sentence RoBERTa (Reimers &
Gurevych, 2019), which is capable of encoding text sequences as sentence-embeddings (as
opposed to word-embeddings), such that the Semantic Textual Similarity (STS) between
items could be estimated by calculating their cosine similarity. These similarity estimates
were used in a cluster analysis to identify potential trait-facets from the clusters produced.
The specific method used in this study, Affinity Propagation, was particularly advantageous
for the task at hand, as it identifies cluster exemplars, which are the most “central”
observations in a given cluster. These cluster exemplars were used to further refine the list of
candidate items down to a subset of exemplars. From this list, a Personality Inventory was
built. A content validation study was performed following the approach proposed by Hinkin
& Tracey (1999) to gather feedback and modify the inventory of six distinct trait-domains as
needed. The present study collected response data from a survey of MTurk workers and
American undergraduate students. This data was used to assess the psychometric properties
of the inventory, and inductively analyze the internal structure of trait-domain scales as well.
In summary, the present study addresses two issues in personality literature identified
by Hough, Ock, & Oswald (2015): (1) our current taxonomy of Personality is not
comprehensive, and (2) the structural relationship of known Personality variables remains
unclear. The former issue was addressed by first conducting an exploratory study which
generated new personality measures by targeting the linguistic characteristics of pre-existing
broad measures of personality, such that semantically similar items were produced and
subsequently clustered to identify trait-facet items and construct a new personality inventory.
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The latter issue was addressed by collecting response data for the survey, estimating
psychometric properties of the measure, and analyzing the apparent internal structure of the
trait-domains targeted. Given the concerns raised by Hough, Oswald, & Ock (2015)
regarding previous findings in Personality being method-bound, Factor Analysis was not
used in this assessment of internal structure. Instead, the present study assessed the
relationships between different items for a given personality trait with partial correlation
networks, as they model trait relationships without making a priori assumptions of structure
(hierarchical or otherwise).
Although there are undoubtedly limitations to the methods proposed and the
interpretations that may be made from its results, this study offers a number of unique
contributions to the literatures of Personality as well as survey development methodologies.
Given the previous insights in Personality gained through lexical analyses, it was expected
that new items may be created that similarly map to the latent traits represented in preexisting items when passed to a generative language model. Moreover, it was expected that
this approach would provide some insight into different facets and how they relate to oneanother within these broad domains. With respect to survey development, the demonstrated
approach to item development represents an approach that does not rely exclusively on the
intuition of either laypeople or trained psychologists. That is, while a number of quantitative
techniques in scale refinement exist, this technique is unique in that it provides a quantitative
approach to item creation.
The Five Factor Model of Personality
Personality Psychology seeks to understand the emotional, motivational, and
interpersonal styles that persist throughout peoples’ lives (McCrae & John, 1992). One model
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that has proven useful in doing so is The Five Factor model (or the Big Five), which explains
inter-individual differences in personality through five distinct trait domains:
Conscientiousness, Emotional Stability (or Neuroticism), Agreeableness, Extraversion, and
Openness to Experience. These domains are definitionally broad and are thought to subsume
a plurality of more narrowly defined trait facets that covary with one another (c.f., Costa &
McCrae, 1992; Hough, Ock, & Oswald, 2015). In fact, it is difficult to find a definition of
these factors without listing some of their hypothesized facets. Mount, Barrick, & Stewart
(1998) provide behavioral characterizations for each of the Five Factors: “…Extraversion
(talkative, assertive, adventurous, energetic); Agreeableness (good-natured, flexible,
cooperative, caring, trusting, tolerant); Conscientiousness (responsible, careful, persevering,
orderly, hardworking, planful); Emotional Stability (secure, stable, relaxed, self-sufficient,
not anxious, tolerant of stress); and Openness to Experience (intellectual, curious,
imaginative, cultured, broad-minded)” (p.3). These Personality traits are often viewed as
being distal, stable, motivational constructs, and have been linked with a number of
organizational behaviors and job outcomes like Leadership Emergence and Effectiveness
(Judge, Bono, Ilies, & Gerhardt, 2002), prosocial and helping behaviors (Batson & Ahmad,
2009), teamwork (Barrick, Mount & Stewart, 1998), training proficiency, and job
performance (Barrick & Mount, 1991).
Despite the apparent utility of the FFM, there have been some looming issues with
the framework as it stands, and Hough, Ock, & Oswald (2015) argue that common
approaches to studying personality have stymied progress. Briefly, they list an over-reliance
upon Factor Analytic approaches, an adherence to hierarchical hypotheses in the face of
disconfirming evidence, a pre-mature acceptance of a non-exhaustive taxonomy, as well as
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theoretical and empirical inconsistencies between measured trait facets. The authors argue
that there is evidence that trait-facets are important to organizational behaviors, and we must
expand and refine our present taxonomy toward one that is more comprehensive, and more
reflective of the true internal relationship of these constructs.
The present study addresses some of these criticisms regarding our current
understanding (or lack thereof) toward trait facets and their true structure. As mentioned in
the introduction, Hough et al. (2015) take issue with the seemingly arbitrary assignment of
specific trait-facets to trait domains and highlight a number of conceptually similar facets in
popular scales being mapped to different trait domains. Given the lack of clarity in how many
trait-facets there are to begin with, let alone, how they relate to one another, the present study
sees value in conducting a study that is exploratory in nature, and does not make any a priori
assumptions of the number or structural relationships amongst trait-facets. Importantly,
Hough, Ock, & Oswald (2015) point out that it is not just trait-facets we may be ignoring, but
additional broad trait-domains as well. What we do seem to know, however, is that a number
of suspected traits are related in some extent with one or more FFM trait-domains. The
present study thus saw it worth-while to make use of what is known about the FFM traits
through an analysis of the contents in Personality inventories. In doing so, the present study
is proposing a novel approach to survey development as well.
In order to clarify why we may be able to expect to gain unique insights from such
linguistic information, or how such an approach would even be feasible, the first section of
this literature review discusses the lexical research which underlies contemporary models of
personality. Afterward, the methodologies used in the identification of personality traits, and
the creation of personality surveys are reviewed. The section that follows makes some
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considerations regarding Natural Language Processing and Personality by reviewing prior
studies and methodologies germane to this field that may be applied presently in the
identification of personality-relevant relationships encoded in language and use these
relationships to create new measures.
Lexical Origins of the Big Five
The field’s arrival at the FFM structure came about from separate camps of
personality research, whose findings ultimately converged. One of these groups took a
lexical-oriented approach to understanding personality, while the other took a questionnairebased approach (McCrae & John, 1992). The former based their research on the natural
language used by individuals to describe themselves and the latter drew from similarities in
constructs of interest to Social and Clinical Psychologists. Both approaches worked toward
creating Personality taxonomies, or “…a systematic framework for distinguishing, ordering,
and naming types and groups within a subject field” (John, Angleitner, Ostendorf, & 1988,
p.172). The arrival at similar taxonomies by these two separate camps, with their distinct
rationale and methodologies, brought some much-needed structure and agreement to the
field. McCrae & John (1992) argue that the Questionnaire approach’s largest contribution to
the FFM was their focus on theoretical constructs that were already of interest to
Psychologists, however, they acknowledge that the lexical approach provided critical
guidance early on. Regardless of the individual contributions made by either approach, there
is a shared consensus that around the Five Factor Model, with the Lexical Hypothesis as its
foundation (Goldberg, 1993).
The first instance of a lexical study of Personality is found roughly a century before
the Five Factor Model’s conception, in Sir Francis Galton’s Measurement of Character
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(1884) wherein the renowned Victorian empiricist documented every word in a dictionary
that he determined was expressive of character. The work done by Galton, as well as his
successors in the century that followed, were heavily influenced by the Lexical Hypothesis.
This thesis is defined by two arguments: (1) personality characteristics that are important to a
group of people will at some point be codified in their language, and (2) the number of
encoded representations of a personality characteristic is indicative of its importance (John,
Angleitner & Ostendorf, 1988). According to the Lexical Hypothesis, personality
characteristics may be identified by first creating an exhaustive list of words within a lexicon
that describe human behavior, then grouping the words together on the basis of their
definition, such that more definitionally similar words refer to more similar (presumably
covarying) personality characteristics.
While the arguments made by the Lexical Hypothesis are straightforward, putting the
hypothesis to the test has proven to be an arduous task. Allport & Odbert (1936) tried to
expand on the Galton’s work by gathering a much larger list of 17,953 terms they deemed
unique to the description of personality behaviors and binned each term into one of four
“Columns” which represent distinct concepts related with personality: Personality Traits
(Column I), Stable Dispositions (Column II), Social Evaluations of Character (Column III),
and Miscellaneous (Column IV). However, the authors had difficulty with rater agreement in
assigning terms to columns and ultimately viewed their work as incomplete. Despite the
confusion and inconsistencies in their study, some semblance of order began to emerge in the
work that followed by Cattell (1946), who created synonym clusters from Allport and
Oddbert’s terms to develop scales for opposing adjectives. Response data on this scale and
others like it were collected and factor analyses (discussed below) were conducted by
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researchers like Fiske (1949), Tupes & Christal (1958, 1961) and Norman (1963), each of
whom arrived at a five-factor structure.
Despite their progress, there would not be a coalescence around this structure by
personality researchers for decades to come, as the notion of trait-based theories of
personality were called into question and were momentarily abandoned in favor of more
situation-based perspectives of personality (McCrae & John, 1992). The revival of this line
of research came about only after cross-cultural replications were conducted (Bond,
Nakazato, & Shiraishi, 1975; Bond, 1979) and additional analyses provided strong
supporting evidence of common, enduring characteristics in personality (c.f., Goldberg,
1981). From this renewed interest came another wave of studies that likewise found
supporting evidence. By the end of the 1980s, a coalescence around a five-trait structure had
formed amongst personality researchers.
Dimension Reduction in Personality Research
The aforementioned studies were able to make inroads in Personality research using a
mix of qualitative and quantitative methodologies. Examples of the former are found in the
Columns produced by Allport & Odbert (1936), where groups were formed by hand-coded
classifications made by multiple judges. Similarly, the first stages of Cattell’s (1946)
clustering study entailed a hand-coding procedure on the basis of similarity and dissimilarity
to reduce the initial number of personality-relevant terms to a more reasonably sized set of
synonym clusters. These simplification efforts were utilized by later studies (c.f., Fiske,
1949; Tupes & Christal, 1961; Norman, 1963), which used these groupings to collect
response data from participants and quantitatively assess similarities in trait-cluster
endorsements. Specifically, these researchers used Factor Analysis to measure communality
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in response data for items related to qualitative groupings (Kline, 2015). Factor Analysis
does not refer one single technique but a class of techniques (e.g., Exploratory Factor
Analysis (EFA), Confirmatory Factor Analysis (CFA)) that are implemented to represent
something unobservable like latent personality traits through factors, which account for
shared variance among similar indicators (in this context, survey-response data).
According to Kline (2015) EFA models are unrestricted, meaning they do not require
a set number of Factors in a model (unless otherwise specified by the modeler) and do not
allow specific indicators to be mapped to specific factors. Instead, a model with optimal fit
indices is produced in an exploratory manner, using only the data provided. Conversely, CFA
models are restricted, meaning they must be specified by the modeler, both in terms of the
number of factors, as well as the mappings of indicators to said factors. EFA was
predominantly used in these early studies, as there was no consensus on the exact structure of
personality. However, CFA has since become the preferable mode of analysis in personality
research, as there is now a theoretical consensus around the Big Five model of personality.
While qualitative and factor analytic strategies are highly distinct from one another
and are used under different circumstances, they are similar to one another in that they both
share a common goal in dimension reduction. Dimension reduction generally refers to any
quantitative analysis that seeks to reduce the number of dimensions in a dataset, without the
losing any potentially meaningful information that may be unique to a subset of the original
dimensions (James, Witten, Hastie & Tibshirani, 2017). To be clear, qualitative methods are
by definition, non-statistical. However, they are effectively dimension reduction strategies
given their motive, which is to take a large quantity of words or categories (i.e., high
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dimensional data) and reduce them to a smaller set of categories, while still capturing the
majority of personality-relevant information contained in the initial set of words.
Regardless of the exact methods used, the need for dimension reduction is persistent
throughout early studies of personality, as the broad scope of data and ill-defined conceptual
boundaries made the formulation of a parsimonious, robust, model of personality a bear of a
task. Qualitative strategies were generally used early on for the purpose of identifying
potential Personality traits, and more Quantitative strategies were later used to empirically
assess surveys targeting said traits. For example, even though the Questionnaire camp used a
different form of source data than the Lexical camp, their approach was similar in that they
qualitatively identified common themes from a larger pool of information (i.e., research from
Clinical, Social, and other applied fields of Psychology), and developed items that broadly
targeted the similar constructs they identified (McCrae & John, 1992). Questionnaire
researchers investigated the personality traits they identified by creating measures of these
traits and performing factor analyses on the response data. Questionnaire researchers further
refined their theoretical structure of Personality by iteratively analyzing what was left
unexplained by their analyses, identifying commonalities, and targeting them in future
measures (e.g., Tellegen & Atkinson, 1974, Costa & McCrae, 1980). It was through these
qualitative and quantitative efforts in dimension reduction from both the Lexical and
Questionnaire based approaches that a coalescence around the FFM began to form; after both
camps had begun to arrive at convergent results independently from one another (McCrae &
John, 1992).
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Epistemic Distinctions
There are some important philosophical distinctions between some of the
aforementioned studies worth highlighting so as to better understand how they contributed to
the development and refinement of theory over time. Both of the camps’ earlier studies,
analyses of trait-descriptors or known psychological constructs, exemplify induction, a form
of reasoning that promotes knowledge discovery through the inspection of more granular
levels data, with the goal of identifying broad patterns across observations (Mahootian &
Eastman, 2009). From these early observations of their respective source data, both camps
were able to develop formative theories regarding the structure of personality which they
later tested through the development and subsequent analysis of Personality Inventories.
These latter studies conversely exemplify deduction, a distinct form of reasoning where prior
knowledge of general trends is used to extrapolate what one would expect to observe under
specific circumstances. For example, when a Confirmatory Factor Analysis is performed on
response data from a Personality survey, a model is first specified before it is fit, so that the
analyst may check whether the observed patterns in their data corroborate (or more precisely,
fail to contradict) their a priori expectations.
While deductive approaches are useful toward the extension and refinement of
existing theory, Mahootian & Eastman (2009) argue that they can become problematic when
invalid theories gain support. In order for deduction for to be effective, hypotheses must be
formed that subject a theory (or some component of a theory) to falsification, where
competing hypotheses are tested (c.f., Popper, 1934; Platt, 1964). In light of what has been
dubbed The Replication Crisis (Pashler, & Wagenmakers, 2012), it seems that some invalid
theories have indeed taken hold, with some laying blame at reward structures in academia
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where studies with novel findings have historically been published more often than
replication studies (Colquitt, & Zapata-Phelan, 2007). In other words, researchers have
worked to extend research far more than they have worked to refine it by perpetually
proposing novel theory with supporting evidence while largely neglecting to efforts to falsify
what had been done before.
Cucina, Hayes, Walmsley, & Martin (2014) recommend that I-O Psychology shift
toward adopting more inductive methodologies favored in other scientific disciplines in order
to develop more robust findings. The present study shares this view, and argues that more
inductive (i.e., exploratory) research may help resolve the inconsistencies, ambiguities, and
unjustified assumptions outlined by Hough et al. (2015) in their assessment of facet-level
personality, which largely stem from contemporary studies relying on deductive approaches.
The lack of a coalescence around some facet-level taxonomy would suggest that some
aspects of the existing theory are invalid. Similarly, it would be ill-advised to address the
non-exhaustive nature of current taxonomies through further theoretical extensions if they
are not being adequately met with falsification efforts to begin with. Instead, this study
attempts to form some understanding of personality at the facet level by adopting a more
inductive approach and avoid some of the pitfalls associated with deductive methodologies,
as they currently appear to be hindering modern Personality research.
Constructing Personality Surveys
Today, researchers often follow what McCrae & John (1992) refer to as the
Questionnaire approach in developing Personality measures, whereby researchers start with
existing theory on a construct and develop scales to measure the construct. Typically, though
not always, these surveys are administered as self-report measures wherein the respondent
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indicates the degree to which a self-reflective statement corresponds with their own view of
themselves (Boyle, Matthews, & Saklofske, 2008). They are not without some serious
limitations (e.g., subjectivity, response bias, limitations of one’s own awareness), but they are
nonetheless useful in that they provide a standardized, more reliable, approach to
measurement. Accordingly, this section reviews some of the more common survey
development strategies that have been previously used to measure differences betweensubjects along specific Personality trait domains.
Johnson (2014) outlines three general approaches in scale construction that are
applied in the development of personality measures: External, Internal, and Intuitive.
External strategies utilize empirical evidence for item responses with respect to other types of
respondent information beyond the measure itself. External strategies seek to identify items
that yield response patterns with separately measured constructs that correspond with their
theoretical relationships. Internal strategies are those which seek items for an individual
construct that produce similar response patterns. Johnson (2014) emphasizes the importance
of Factor Analysis in this approach, as it facilitates a winnowing of candidate items and
further informs researchers of the structural characteristics of latent factors. For example,
some items may appear to map onto broad factors (i.e., trait-domains) alongside a number of
items, but only will only covary with a subset of these items. Often times, such item subsets
are more conceptually similar to one-another than others (e.g., trait facets). Lastly, Johnson
(2014) discusses Intuitive approaches, which rely on one’s knowledge of the construct being
measured, as well as their ability to assess the relative fit of different candidate items with the
content domain of the construct intended for measurement. Intuitive approaches are further
distinguished by the relative knowledge base or training that the analyst uses to make
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decisions. Rational-Intuitive approaches rely on common sense judgments by laypeople, such
that there is no expectation for the analyst to possess any formal training in Psychology.
Conversely, Theoretical-Intuitive approaches place an outsized emphasis on expertise held
by psychologists, as they are better equipped in making judgments for items that may appear
irrelevant or counterintuitive at face value.
Johnson (2014) emphasizes that these approaches are often discussed as if they are
independent techniques in literature, when in fact they are often hybridized and used
concomitantly in practice. For example, the 300-item IPIP-NEO inventory that Goldberg
(1999) had developed, began with an External approach by using the 1,252 items found in
the International Personality Item Pool (IPIP) and correlating them with the 30-Facets
identified by Costa & McCrae (1992). Then, Goldberg used a Rational-Intuitive approach
with the reduction of redundant or seemingly irrelevant items. Finally, Goldberg
implemented an internal approach by iteratively removing and inserting different items and
re-calculating each scale’s reliability coefficients in order to identify the exact scale with
optimal reliability estimates. Johnson (2014) likewise hybridized Internal and RationalIntuitive strategies in their development of the truncated, 120-item version of Goldberg’s
(1999) 300 item IPIP-NEO measure. They first started by reducing items with the lowest
corrected item-total correlation for facet-level measures, before removing items which
appeared to overlap conceptually. They then concluded by calculating reliability coefficients
for domain-level measures to ensure the minimum requirements for reliability had been met.
Creating Personality Items
This review has thus far outlined the commonly used techniques in Personality
research for the identification of traits, as well as the development and refinement their
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measures. Some additional considerations are made here with respect to the processes in
which the items themselves are developed. The process of item creation involves the use of
Intuitive strategies, which was previously described as a more qualitative approach that relies
on either the researcher’s insights on the content domain of the trait being measured with
Theoretical Intuitive strategies, or common-sense interpretations from laypeople with
Rational-Intuitive strategies (Johnson, 2014).
Both techniques have already proven themselves effective with respect to Personality
research. The Questionnaire approach evidently implements a more Theoretical-Intuitive
approach to item generation, while the Lexical approach indirectly follows a more RationalIntuitive approach through its use of natural language to identify and define constructs. As
previously mentioned in this literature review, McCrae & John (1992) emphasize the value of
the deductive, theory-driven, approach provided by Questionnaire-based studies, while also
acknowledging the unique contributions that Lexical studies offer through exploratory
investigations of personality. With the goal of creating new Personality items, the inductive
nature of Lexical studies ought to prove more useful in creating new items through the
identification of personality-relevant themes from different source-material.
However, there are a number of criticisms frequently directed at Lexical studies. For
example, critics of Lexical studies are wary of the notion that the descriptors used by
laypeople have the capacity to represent personality traits with the level of granularity
required (Ashton & Lee, 2005). This criticism is arguably a single example of a much
broader debate between Rational-Intuitive and Theoretical-Intuitive approaches, and the
question of whether one needs to be a formally trained psychologist in order to understand
psychological constructs (Johnson, 2014). Beyond the issue of using lay definitions of trait
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descriptors, Ashton & Lee (2005) review a number of additional criticisms directed at lexical
studies, including the issue of ambiguity in adjective definitions, which critics argue make it
impossible to neatly categorize every descriptor (e.g., Allport & Odbert, 1937). A similar
issue is polysemy, or the potential for words to have multiple meanings, could arguably lead
to differential categorizations of a given term, depending on the context in which it is used.
Moreover, it has also been argued that the use of individual adjectives alone, and no other
part of speech, are insufficient in precisely characterizing Personality.
Ashton & Lee (2005) note that the Lexical Hypothesis does not necessarily constrain
the parts of speech relevant to personality to being adjectives exclusively. Rather, researchers
have historically chosen to focus on them because they are the most insightful words when in
isolation. The reason for this limitation in scope is more so because expanding it would
drastically increase resource demands. Thus, expanding the purview of personality relevant
terms to include more types of speech is a justifiable, albeit daunting, means for improving
the quality of lexical research. However, this could potentially increase the number of
definitional ambiguities to arise, and further obfuscate personality-relevant patterns and
relationships as a result.
To address this issue, an approach must be used that does not rely on one or multiple
raters’ definitions for individual words. Instead, word meanings should be disambiguated by
taking into consideration the context of their usage. Some Linguistics researchers hold that a
word’s meaning may be understood by considering the situations where it is used, and the
situations where it is not used. The origins of this perspective in Linguistic theory began with
the work of John Firth (1957), who famously stated “You shall know a word by the company
it keeps” (p.11). This assertion became the foundation for a field of research within
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linguistics known as Distributional Semantics (Günther, Rinaldi, & Marelli, 2019). Its
namesake is earned through the use of word frequencies (Distributional) to form an
understanding of a word (Semantics). While a more detailed overview of Distributional
Semantics is provided below, it is presently noted that this discipline has facilitated the
development of statistical models that are capable of forming quantitative representations for
words through their co-occurrence with other words in everyday speech, and that these
representations may be used to interpret the semantic relationships between different words
in a given lexicon.
The present study uses specific language models, which are capable of producing
sequences of text using these quantitative representations, for the purpose of item-generation.
These models are appealing because they retain the potential for discovery that is similarly
held by other Lexical studies, and because they reduce the level of subjectivity and potential
for rater biases that was suspected in previous qualitative Lexical studies. In other words,
statistical language models make a more quantitative approach to item creation possible.
Whereas estimates of validity and reliability are useful options for identifying existing items
that either perform well or poorly as a means of survey refinement, there is no empirical
approach for producing the items themselves. Because generative language models are
capable of encoding similarities between pre-existing items and identifying similar words
and phrases, novel items may be thus developed that map to the same content domain. Stated
differently, the present study exploits the fact that the medium used to understand
personality, is the very same as that which is used to measure personality.
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CHAPTER TWO
NATURAL LANGUAGE PROCESSING RESEARCH IN PERSONALITY
Such an approach is quite a departure from what is typically done from a survey
development perspective, as well as what is typically done in lexical studies of personality. It
is reasonable to question whether there is any evidence that such an approach would work for
the development of a Personality measure. Afterall, the need for lexical studies in Personality
research were largely driven by the uncertainty surrounding the general structure of
Personality (c.f., John, Angleneiter, & Ostendorf, 1988), and they largely used linguistic data
in a much more limited manner. Because Distributional Semantic models define words
through their use, they fit within the broader domain of Natural Language Processing (NLP).
Natural language is defined by Pennebaker, Mehl, & Neiderhoffer, (2003) as any speech or
text that is generated from natural interactions, as well as from responses to open ended
questions. NLP studies of Personality offer some insight into the capacity of such
methodologies in extracting personality-relevant patterns from word co-occurrences in
natural language.
Pennebaker et al. (2003) consider methods used by Psychology as well as other Social
Scientists, and highlight findings which demonstrate their ability to infer the psychological
characteristics of an individual through their speech. These methods generally differ from
those used by Allport & Odbert (1936) and Cattell (1946), in that the former used the words
themselves as the foundational data for clustering using the analysts’ understanding of their
underlying meaning. The latter takes their use into consideration by analyzing the cooccurrence of words within a statement or document, as well as the underlying meaning
conveyed by said statement or document.
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Pennebaker et al. (2003) describe a number of techniques that reflect one of three
types of methodologies. The first type of technique is a judge-based thematic content
analysis, which most closely resembles the techniques used in the previously discussed
Lexical studies of Personality. Here, judges identify the critical themes in text using
empirical coding procedures. The second type of technique is the word pattern analysis,
which originated from Artificial Intelligence research. In word pattern analyses, word
patterns are detected inductively by assessing the covariance of individual words across a
corpus, or a large body of textual data with a similar source or origin. The final type of
analysis highlighted by Pennebaker et al. (2003) is a word count strategy, which assumes that
a person’s overall word use reflects psychologically relevant information beyond the literal
meaning of each word individually to assess the content and style of text data (i.e., what is
being said, and how it’s being said). These approaches may use simple word counts or counts
of categories related to each word like a word’s part of speech, or the sentimental valence of
the word.
Psychological Inferences Using Natural Language
In addition to reviewing common research methods in NLP, Pennebaker et al. (2003)
also addresses skepticism towards their value as psychometric tools, first highlighting
evidence that word choice is stable across brief time periods for speakers and authors, citing
Gleser, Gottschalk, & Watkins (1959). Gleser et el. (1959) Collected five-minute speeches
from participants about their life-experiences and used split-half reliability indices across 21
language categories to produce correlation estimates of .51 between two-minute intervals.
Similar findings were generated using different methodologies over one-week intervals in a
study by Schnurr, Rosenberg, Oxman, & Tucker (1986) using The General Inquirer, one of
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the first known computerized word count strategies, which collects word counts within
specific contexts (Stone, Dunphy, Smith, & Ogilvie, 1966).
Pennebaker et al. (2003) additionally cites two articles by himself and other
researchers that are relevant to the lexical study of Personality. In the studies presented by
Pennebaker & King (1999), the authors collected diary entries, essays from college students,
and article abstracts from Psychology journals and assessed the internal consistency in word
use across documents from the same author. Of particular interest to the present study, is the
authors’ investigation of different language variable, scored using a word count strategy, and
their relation to Personality variables. Fifteen different language variables (which themselves
belonged to one of four distinct factors: Immediacy, Making Distinctions, Social Past,
Rationalization) were calculated for each author’s documents using the LIWC dictionary
(Pennebaker, Francis, & Booth, 2001), which contained pre-coded mappings of terms with
multiple language-based variables. Correlational analyses of participant scores were
conducted along a myriad of language variables and their respective scores on a survey of
FFM personality traits. Most significant correlations were modest, ranging from r = -.07
(p<.05) for Causation and Conscientiousness, to r = .16 (p<.01) for Negative Emotion and
Neuroticism. In a separate study by Mehl & Pennebaker (2002), found word choice in
naturalistic observations of student conversations across different social contexts to be
consistent over time, reporting test-retest correlations of .41 for standard linguistic variables
and .24 for psychological processes. These results suggest that differences in speech are
somewhat stable within individual speakers, and that the differences in style of speech
between speakers correspond with measured differences in personality traits.
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In recent years, researchers have begun to make use of available natural language data
on social media platforms by testing the accuracy of Personality estimates using trace data
from user profiles. A meta-analysis by Settani, Azucar, and Mangengo (2018) investigated
the types of data collected from profiles and conducted a meta-analysis on the validity
coefficients from natural language as well as other sources of user trace data, finding that
estimates from digital trace data were comparable to those derived through conventional
methods. Reported correlation coefficients ranged from r=.29 for Agreeableness, to r=.40
for Extraversion. Of particular relevance to the present study, however, are studies which use
textual data in their estimation of differences in personality traits. Schwartz, Eichstaedt,
Kern, Dziurzynski, Ramones, & Agrawal (2013) compared different language modeling
approaches for the measurement of Personality, including what they call Closed-Vocabulary
approaches like LIWC, (Pennebaker, 2001) where words are matched with categories in a
predefined lexicon, to different Topic Modelling techniques that they describe as being
Open-Vocabulary, which are not limited to predefined word lists, and instead define
categories algorithmically.
Schwartz et al. (2013) compared the predictive power of both methods by feeding
both models text, collecting their output, and using them as features in multiple regression
models. Their results indicated that the addition of features from the Open-Vocabulary
techniques resulted in a significant change in incremental validity from what was found using
LIWC categories across all five of the FFM personality traits. Correlation coefficients
between Personality traits and Open-Vocabulary features ranged in their best fitting model
from r=.31 for Agreeableness to r=.42 for Openness.
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It is also worth noting that their study used a very large sample of social media data;
the authors stated that their corpus consisted of posts from nearly 75,000 volunteers. While it
is certainly helpful to have that many observations, it is not necessarily a requirement. A later
study by Liu, Preotiuc-Pietro, Samani, Moghaddam, & Ungar (2016) collected Twitter posts
from a much smaller sample of 142 participants after they measured their personality
differences with a conventional Personality survey. Liu et al. (2016) reported correlation
coefficients between survey-based measures and predictions made from text that were
slightly lower than those reported by Schwartz et al. (2013), with estimates ranging from
r=.15 (Agreeableness) to r=.22 (Conscientiousness). Though unrelated to the present study,
the authors notably were able to detect significant differences in the characteristics of users’
profile pictures with respect to their estimated Personality levels.
The Distributional Hypothesis and Vector-Space Language Models
In the field of Natural Language Processing, there are a class of language models
which operate under the assumptions made by the Distributional Hypothesis. The
Distributional Hypothesis posits that the meaning of words may be derived by their context,
such that words with similar definitions occur in similar contexts (Günther, et al., 2019). The
use of context is essential to resolving the issue of polysemy, where a single word can have
multiple meanings. A commonly used example of how context can disambiguate the
intended meaning of a word is with the word “bank”, which refers to one thing when it is
preceded by the word “teller” that is conceptually distinct from when it is succeeded by the
word “river”. Insights offered by context ameliorate the previously discussed issue of
definitional ambiguities in personality relevant terms, where a given term could relate to a
specific personality characteristic in one context but be related to another trait in different
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contexts. The only way to resolve such an issue when making inferences with toward the
meaning of “bank” would be to take into account the other words in which it co-occurs with.
Günther et al. (2019) define Distributional Semantic Models as a class of language
models which operate under the assumptions made by the Distributional Semantic
Hypothesis and form quantitative representations that convey the meaning of different words
in a lexicon by measuring their co-occurrences with other words and encoding this
information using high-dimensional vectors, often referred to as word embeddings. These
word embedding vectors may be used to measure the semantic relationships between
different words, as vectors with similar values along more dimensions indicate greater a
similarity between the words they represent. Different dimensions of these vector are thought
to correspond with some syntactic or semantic characteristic of the context in which a word
is used, meaning subsets of these dimensions may collectively capture the nuanced
differences in a word’s meaning across different contexts. Word embeddings are formed
using massive bodies of text data, or corpora, which consist of individual documents that
often have some overarching topic, theme, or similarity (e.g., Political News, Fictional
Novels), but individually differ in terms of the exact words used. Distributional Semantic
Models apply some function to the co-occurrence data for every word encountered in a
corpus and generate vectors which occupy a common semantic space. Although this may be
more exactly understood as a mathematical space (in the case of vectors using raw count data
specifically, Euclidean space), Günther et al. (2019) explain that the use of the word semantic
is in reference to the Distributional Hypothesis, where positions along some dimension
within this space corresponds to something relevant to a word’s meaning. These vectors are
said to exist in a common space because words need not occur in the same document for their
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similarity to be understood. For example, Günther et al. (2019) note that one might not
expect words that are synonymous to appear with one another in the same sentence. One
would however expect to see them be used in similar contexts appearing in separate
documents. Thus, words like doctor and physician would likely have low frequency counts
with one another but would nonetheless have word embedding vectors that are in close
proximity to one another.
Given the importance of context in these models, the way in which context is
operationalized has a heavy impact on the subsequent word embeddings a model produces.
Günther et al. (2019) define context as the span of text used when measuring word cooccurrences; context windows range from entire documents to paragraphs, sentences, and
even word-pair sequences. Another important consideration is how a model uses cooccurrence information to form word embeddings. While some distributional models use raw
counts to form word embeddings (e.g., HAL, Lund & Burgess, 1996; LSA, Landauer &
Dumais, 1997), others apply weighting schemes to word co-occurrences (e.g., Word2Vec,
Mikolov, Chen, Corrado, & Dean, 2013; GloVe; Pennington, Socher, & Manning, 2014).
Günther et al. (2019) argue that this is not only useful in overcoming the issue of highfrequency stop-words, but that it is also a closer representation to how associations are
learned in the human brain. Distributional models often implement dimension reduction
strategies in order to simplify the number of dimensions used to represent word similarities.
For example, Latent Semantic Analysis (Lund & Burgess, 1997) utilizes Singular Value
Decomposition, while Topic Modelling (Griffiths, Steyvers, & Tenenbaum, 2007) uses
Latent Discriminant Analysis. Günther et al. (2019) note that these dimension reduction
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strategies have been critical to improvements in performance, as they make word-vector
representations more generalizable across different contexts.
Importantly, because word embeddings are ultimately quantitative representations of
words, various mathematical operations may be performed on them to uncover the semantic
relationships between individual words. A classic illustration of this property is presented in
the study by Mikolov, Yih, and Zweig (2013), where the authors performed the operation
king – man + woman on the word embeddings generated from a Word2Vec model and found
the word with the nearest word-embedding to their result: queen. In practice, however,
similarity metrics like cosine similarity are more commonly used to mathematically represent
the extent to which two distinct word embedding vectors relate to one another (Günther et al.,
2019). The cosine of two vectors yields a coefficient between -1 and 1, such that vectors with
identical orientations (0º) have a cosine of 1, vectors that are perpendicular to one another
(90º) have a cosine of 0, and vectors that are diametrically opposed (180º) have a cosine of 1.
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Figure 1
An Example of Distributional Vectors Encode Semantic Similarity from Lenci (2019).

Note. Words that are semantically similar to one another are encoded as vectors that are more proximal to one another in
Distributional Semantic Models. The word-embedding vector for dog would thus have a smaller angle with the wordembedding vector for cat, corresponding with a larger cosine, than with the word-embedding vector car or van.

Lastly, it is worth mentioning that word embeddings need not be entire words per-se.
Before distributional models form word embeddings, they must identify the words to embed
through a process known as tokenization. Tokenization takes sequences of text and splits
them to form tokens, which may be added to a dictionary by some unique ID (Rao &
McMahon, 2019). Distributional Semantic Models then assign random embeddings to these
token IDs and adjust their values through some function of their co-occurrence in text. At the
most granular level, tokenization may split text down to the character level. However, this
tokenization more commonly splits text at the word level or at the level of character groups
through the application of different rules. For example, stemitization attempts to take the
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root, or stem, of a word, such that the word for “runner” would result in two tokens, “run”,
and “ner” (Kurdi, 2016). This would mean however, that “run” and “ran” are still treated as
separate tokens. To address this issue, lemmatization is a process which would result in
identical tokens. These different rules are useful for handling syntactic issues that often arise
in NLP but embedding vectors may also be formed from a wider range of text than individual
words. For example, the present study uses a language modelling approach to form sentence
level embeddings from Personality survey items to infer their semantic similarities with other
items.
A Note on Similarity Metrics
While cosine similarity may at first seem like a foreign concept to I-O Psychologists,
it is a close cousin to some distance metrics that ought to feel more familiar (e.g., Euclidean
distance and Mahalanobis distance). Broadly speaking, similarity measures like the cosine
are an inverse of distance (or “dissimilarity”) measures (Lee, 1997). Simply put, as the
distance between two points in space increases, the cosine of the angle between their
corresponding vectors from the origin would decrease, meaning that more distant points are
less similar.
Importantly, there is not a 1:1 correspondence between Euclidean distance and cosine
similarity, as only the former incorporates the magnitude of vectors. However, this loss of
information is seen as a feature more so than a bug when it comes to NLP tasks, as text data
suffers from the sparse-data problem. This problem refers to the skew often found in word
co-occurrence data, where many words in a lexicon seldom appear together, if at all, across
all documents in a corpus. As a consequence, it is common for the vast majority of elements
in a co-occurrence matrix to be 0. Because magnitude is captured by Euclidean distance, it
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means that outliers in distributional vectors (i.e., stop words) will be very influential towards
distance estimates.
By ignoring magnitude, cosine similarity is more robust and consequently more
effective in comparing distributional vectors. Indeed, multiple studies have compared such
similarity measures and found Euclidean distance to perform more poorly than cosine
similarity on tasks involving textual data (Strehl, Ghosh, & Mooney, 2000; Thompson,
Panchev, & Oakes, 2015). This is not to say that cosine similarity is an infallible measure of
similarity between word-embedding vectors (c.f., Faruqui, Tsvetkov, Rastogi, & Dyer, 2016).
Rather, cosine similarity has historically been preferred for its robustness and computational
efficiency relative to alternatives like Euclidean distance.
Language Modelling Techniques in The Present Study
The goal of the present study was to extract information relevant to
Personality through natural language text and utilize this information in the generation of text
that distills such relevant information into item statements so that they may be used in a
Personality survey. Thus, the language modelling approach chosen had to be capable of both
creating vectorized representations of text, detecting linguistic patterns from these
representations, and producing text that reflects associations between these representations.
At the time of writing, state-of-the-art performance is achieved on each of these tasks using
Neural Networks which implement a Transformer architecture (Vaswani, Shazeer, Parmar,
Uszkoreit, Jones, Gomez, & Polosukhin, 2017). This study used two Transformer Networks
specifically, OpenAI’s Generative Pre-Trained Transformer 2 (GPT-2; Radford, Wu, Child,
Luan, Amodei, & Sutskever, 2019), and Sentence-RoBERTa, a Siamese Encoder proposed
by Reimers & Gurevych, (2019), which is itself a variant of RoBERTa (Robust Bidirectional
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Encoder Representations from Transformers) (Liu, Ott, Goyal, Du, Joshi, Chen, Levy, Lewis,
Zettlemoyer, & Stoyanov, 2019). The former network is used in this study to generate
candidate items, while the latter is used to evaluate the items by their semantic similarities
and differences with one another. Before a more detailed explanation of these specific
models and their present implementation may be provided, however, brief summaries of
Neural Networks, Transformers, Multi-Head Attention, and Transfer Learning are first
required.
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CHAPTER THREE
DEEP LEARNING
Neural Networks
Neural Networks are a class of statistical models capable of solving problems using
unstructured data (i.e., text, images, video), through a process that is (loosely) analogous to
the biological processes responsible for cognition (Chollet, 2018). Neural Networks achieve
such feats by feeding numeric representations of the data like RGB values of each pixel in a
picture, or in the case of the present study, numeric tokens which represent individual words
or characters in a sentence, at its input layer and passing them through multiple hidden layers
that apply mathematical transformations before returning some prediction at its output layer
(LeCun, Bengio, & Hinton, 2015). The most basic hidden layer is what is commonly referred
to as a dense layer, or a fully connected layer (Chollet, 2018), and consists of an array of
“nodes” that perform simple binary predictions. Each node within a given dense layer is
connected to each of the nodes in the layer before and the layer after (hence, being fully
connected), taking the previous layer’s output as its input, making a prediction (i.e., 0 or 1),
and passing that output to the following layer for its input. The interconnectedness of
individual nodes allow for complex patterns in the input data to gradually be detected, such
that the model is able to “learn” different patterns of node activations across hidden layers
relate to the output, often times using a supervised learning approach. In supervised learning,
the accuracy of such predictions are assessed by pairing labels for the correct prediction with
the input data so that the model may iteratively be fed data-label pairs, make predictions,
evaluate the accuracy of those predictions with respect to the labels provided, and adjust its
parameters to improve prediction accuracy on the input dataset it was provided. The
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parameters being adjusted in the case of a fully connected layer are each of the nodes’
weights and biases (i.e., slopes and intercepts).
According to LeCun et al. (2015), prediction error is most commonly minimized
using Stochastic Gradient Descent. Stochastic Gradient Descent is a procedure whereby
predictions are first generated using a random observation in a dataset (or a sample of
observations in the case of Mini-Batch SGD; c.f., James, Witten, Hastie, & Tibshirani, 2013),
and the second derivative is calculated for the final layer with respect to some error (or loss)
metric to find the gradient, a vector which represents the overall change in error that results
from the adjustments made to any individual weight or bias in the model. By taking the
negative gradient and adjusting a model’s parameters accordingly across many batches of
training data, prediction error is gradually reduced until it reaches some (usually local)
minima, where model performance cannot be improved any further. Because predictions
made by the final layer are contingent on the output of the directly preceding layer and that
layer’s results are itself contingent on the output of the layer before it, adjustment to each
parameter in the network cannot feasibly be performed simultaneously. Instead, an algorithm
known as backpropagation is applied, which utilizes the chain rule to minimize errors
throughout a network by calculating gradient vectors at each layer. The algorithm works by
starting at the output of the final layer, computing the gradient, and propagating it backwards
to the initial input layer so that information regarding errors may flow through the network
and efficiently optimize every trainable parameter.
While many of the neural network architectures in practice add additional layers that
perform some specialized operations or implement some modified version the training
regime described above, these concepts are nonetheless present in some form or another
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across all neural networks and offer a generalized approach to solving a wide range of
problems. The section that follows delves into a specific type of network stemming from this
general framework that has proven particularly effective in the field of Natural Language
Processing in recent years: the Transformer. Also discussed are attention layers, the defining
feature of the Transformer, which are used to learn linguistic patterns from word cooccurrences.
Transformers
Within the field of Deep Learning, there exist a few common Neural Networks
architectures with unique characteristics in some or all of their hidden layers which make
them more well-suited for problems involving specific types of data (Chollet, 2018). For
example, Convolutional Neural Networks have historically been preferred for problems
involving image processing, whereas Recurrent Neural Networks have been more heavily
favored for problems involving sequential data, like text and speech. However, Recurrent
Neural Networks have become less popular in recent years within NLP and Deep Learning
communities, as the Transformer architecture, first proposed by Vaswani et al. (2017), has
proven to be more effective in retaining information across larger spans of text, resulting in
performance gains across a range of NLP tasks (Chaudhari, Mithal, Polatkan, & Ramanath,
2020). Additionally, these models improve upon the often-criticized opacity of their
predecessors, as their predictions are more interpretable.
What distinguishes the Transformer from other network architectures is their reliance
on self-attention, or multi-head attention layers, to learn representations from text (discussed
below). The original Transformer model by Vaswani et al. (2017) was designed for the
purpose of machine translation, where text from one language is translated to another. The
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network (Figure 2) consists of two blocks: an encoder (left) and a decoder (right). The
encoder is designed to take in text as input and create word-embedding vector representations
of that text. Those representations are then fed to the decoder block, which generates
predictions of translated words. The authors found this approach highly effective, breaking
pre-existing records for the BLEU machine translation benchmark on translations between a
number of different languages.
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Figure 2
“Attention is All You Need”: The Encoder-Decoder Transformer Proposed by Vaswani et al.
(2017)

Note. The Encoder-Decoder Transformer proposed by Vaswani et al.(2017). On the left is an encoder block
which is implemented in BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019). On the right is a decoder
block, which is implemented in GPT-2 (Radford et al., 2019).

Since then, the largest gains for text-processing tasks have come by making
modifications to Vaswani et al.’s (2017) Encoder-Decoder Transformer. Most of the highest
performing models presently are those that use only the encoder or the decoder (a decision
that depends on the task at hand) and repeats this block multiple times to produce a deeper
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network. For example, BERT (Bidirectional Encoder Representations from Transformers)
(Devlin, et al., 2019) and RoBERTa (Robust optimized Bidirectional Encoder
Representations from Transformers pretraining approach) (Liu et al., 2019) both utilize
stacks of encoder blocks for tasks like Sequence Classification, Named Entity Recognition,
Question Answering, Text Summarization, whereas GPT-2 (Radford et al., 2019), uses stacks
of decoder blocks for the purpose of text generation.
Multi-Head Attention
Transformers use a set of linear-algebraic operations known as Self-Attention in order
to learn how vectorized representations of words relate to one another. The concept of SelfAttention was first proposed in a 2014 study by Bahdanau, Cho, & Bengio for the purpose of
resolving a limitation of RNN-based machine translation models, where all the information
from an input sentence needed to be encoded into a single fixed-length vector. As sequence
length increases, more and more information must be retained and integrated, and RNNs had
proven themselves ineffective in retaining these “long-term dependencies”. The attention
mechanism proposed by the authors allow RNN-based decoders to consider every word in a
sequence and how they related to one another, in order to form weighted sums that determine
each word’s relevance to the next prediction.
By allowing the model to “attend to” a subset of words in a given sequence when
making predictions, their RNN model was more capable in handling long-term dependencies,
meaning information that was relevant to the word being predicted could occur across a
larger span of text without getting washed out by the rest of the information being retained in
a given vector like with RNNs. Attention mechanisms began appearing as a tool for
improving performance in RNN models in the years immediately following the study by
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Bahdanau et al. (2014). However, Vaswani et al.’s (2017) study, aptly titled “Attention is All
You Need”, demonstrated that a network exclusively reliant on Attention could not only
achieve state-of-the-art performance in a language modelling task, but that it could be done
without any of the sequential data processing bottlenecks inherent to RNNs.
While a more precise description of this function is provided below, beginning with
linear algebra is unlikely to be helpful primer for readers with a Psychology background.
Intuitively, Self-Attention allows a language model to take in a static word-embedding and
make dynamic interpretations of that embedding’s meaning by learning how to weigh
different dimensions of a word-embedding with respect to its surrounding context. Referring
to the earlier example of “bank”, a model tasked with completing the sentence “The bank
teller…” would be more likely to make the prediction “…accepted their deposit”, whereas
the sentence “The river-bank…” would more likely be completed “…is covered in rocks and
sticks.” While this example emphasizes semantic relationships, it should be noted that
Attention is also responsible for creating a sequence of text that is syntactically correct.
The notation used to describe Attention originates from recommendation systems,
like Google’s search engine. When a user enters a Google search, they submit a query, which
is matched with keys (i.e., different websites) on the basis of the relevance of key’s values
(i.e., the website’s contents) to the user’s query. The queries, keys, and values used in selfattention are matrices of weights that word embeddings are multiplied by to make
predictions. One of the more popular variants of this mechanism, Scaled Dot-Product
Attention, is presented in the formula below using the notation seen in Vaswani et al. (2017).
𝑆𝑐𝑎𝑙𝑒𝑑 𝐷𝑜𝑡 𝑃𝑟𝑜𝑑𝑢𝑐𝑡 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 <
𝑤ℎ𝑒𝑟𝑒 𝑄 = 𝑊# 𝑥$ , 𝐾 = 𝑊" 𝑥$ , 𝑉 = 𝑊% 𝑥$
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Before a sequence of text may be passed through the initial Attention layer in a
network, it must first be tokenized, and each token must be converted into a word embedding
(xi). Often times, these embeddings are concatenated into a single matrix, X, so that the
operations that follow may be performed across every word in a sequence, simultaneously.
Query (Q), Key (K), and Value (V) matrices are created by multiplying X by its associated
weight matrices (𝑊# , 𝑊" , 𝑎𝑛𝑑 𝑊% ), which represent the trainable parameters in a selfattention layer. The operations in scaled-dot product attention are as follows: first, a
sequence’s Query matrix is multiplied by the transpose of its Key matrix, resulting in raw
weights for each word’s relationship. To improve model performance, these weights are then
scaled by the square root of the number of vector dimensions (k) before normalizing them
using a SoftMax function, which converts each of the weights into values ranging from 0 to
1, with a cumulative sum of 1. This results in seemingly trivial words having weights closer
to 0, and more relevant words being weighted closer to 1. The resultant weights are then
multiplied by the Value matrix, (V) and summated together to create an output vector for a
given word in the sequence.
To perform Multi-Head Attention, separate attention heads (h) are produced from
some subset of the dimensions from the input vectors, so that self-attention can be performed
separately on each head in parallel. For example, if input vectors with 512 dimensions were
passed to a Multi-Head Attention layer with 8 heads, there would be eight separate 𝑛 × 64 Q,
K, and V matrices, 24 in total. Although this modification may at first seem arbitrary,
splitting the subspaces of the input vectors allows the model to better attend to the different
contexts in which words are used, theoretically allowing words to have different
representations for different usages. Once attention weights have been calculated for each

39

head, they are concatenated back into a single matrix and multiplied by 𝑊& , a matrix which
provides the model an additional source of trainable parameters. Specifically, 𝑊& gives the
model a means of altering how information from different attention heads are integrated with
one another. The product of this final transformation is the output of the attention layer:
output vectors with encoded information from a given input vector with every other input
vectors in the sequence, weighted by their relevance to the next prediction.
Transfer Learning
An important trend in deep learning that has coincided with the rise of Transformer,
is the practice of pre-training and fine-tuning (Erhan, Bengio, Courville, Manzagol, Vincent,
2010). This practice, commonly referred to as Transfer Learning, refers to the training of a
model over massive amounts of unlabeled training data with a broad objective, before finetuning it on data that is (usually) labelled, and more directly related to the task at hand. Not
only does pre-training strengthen network performance across a wide array of downstream
tasks, but it also makes the model quicker and more effective at recognizing more nuanced
linguistic patterns contained within a smaller fine-tuning dataset. Simply put, in order for a
language model to solve the problem of encoding different linguistic patterns with respect to
the speaker’s personality traits, it must first solve the problem of language. A language
model that has been pre-trained on a large corpus of text is capable of recognizing and
generating text that respects the syntactic rules of a language and reflects the semantic
relationships between a wide array of terms within its library.
Note that both the data and the training objectives used in pre-training often differ
from those that are implemented in fine-tuning. Like the data used for pre-training, the
objectives chosen for pre-training are intended to guide the model towards parameters that
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generalize well to a wide range of down-stream tasks. For example, BERT (Devlin et al.,
2019) is pre-trained on two corpora, the Toronto Book Corpus and Wikipedia (English pages
specifically) using two distinct objectives: Masked Language Modelling (MLM), and NextSentence Prediction (NSP). In MLM, random words are either replaced with a [MASK]
token, replaced with another random token, or left unchanged before being targeted by the
model for prediction. In NSP, sentences are passed to BERT as pairs. Half of the time,
sentence B is the sentence that immediately follows sentence A in the corpus, while the other
half of these sentence pairs are random sentences drawn from the corpus. While BERT is not
necessarily expected to perform well on either of these tasks, their generality aids the
model’s learning of syntactic representations that transfer well to other tasks. In practice, this
hand off from one task to another is done by taking a pre-trained model and simply attaching
a “head” (not in reference to an attention head, but alternative output layer(s)) that is
designed for a specific task and fine-tuning its parameters on training data that are more
relevant to the task at hand (c.f., Hugging Face, 2021).
Although a fine-tuning strategy was originally planned, it was determined that the
present study would actually benefit from relying on pre-trained models with no fine-tuning.
This decision was motivated by a number of reasons. For one, fine-tuning requires a dataset
that closely reflects the task at hand. The best option may initially seem to be the repository
of Personality items found in the IPIP. However, the issue of passing all personality items en
masse for fine-tuning without regard to the targeted construct would effectively lead to
contamination of the model’s learned relationships between personality relevant words. If
one were to alternatively train separate models with training sets containing measures for
only one construct, the resultant dataset would likely be too small to be effective. Also, the
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present study seeks to create items with novel contents, not mere paraphrases of pre-existing
items.
A training set that uses actual natural language would thus seem most preferable. The
present study conducted pilot tests using natural language data from Pennebaker & King’s
(1999) linguistic study of personality, which was originally collected to test hypotheses
linking styles of speech in student diary entries with their FFM personality trait estimates.
More recently, however, the dataset has become popular as a benchmark for prediction
methods using text to estimate personality traits (c.f., Mehta et al., 2019). Fine-tuning with
this data meant that smaller models needed to be used, as this process is very computationally
intensive. The larger size of these models and the computing requirements they entailed also
meant that smaller batch sizes of training data had to be used, meaning only a handful of
diary entries could be passed at a time. Also, the difference between the style of writing in
the diary entries and the desired format of text generated meant that only some of the
sequences produced were viable. Many of the sequences generated were reflective of their
context (i.e., an American college-student from the 1990’s),
Aside from reducing the generalizability of candidate items, there were issues with
the overall quality of the data (many of the diary entries were from students that didn’t
“know what to write”). More importantly, it should be known that some of diary entries were
overtly racist and/or misogynistic. While this sort of language does not represent a
meaningful proportion of the text entries, and no such predictions were observed in any of
the pilot tests which used models fine-tuned with this data, it would not have necessarily
been impossible for this sort of language to have impacted results in some way.
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These characteristics are obviously not desirable for producing valid, generalizable,
personality items. However, there is also a theoretical argument for why pre-trained models
are more desirable for the task at hand. Because pre-trained models are intentionally shown
massive, well-varied sets of text data so that they may learn linguistic patterns that generalize
to a range of down-stream tasks, it may be argued that pre-trained models already have an
idea of how personality-relevant linguistic patterns relate to one another, and that any finetuning on a smaller, more narrowly focused, training set would likely reduce the
generalizability of these representations. Thus, while fine-tuning is typically recommended,
the learned representations of language in pre-training are likely as close as the present study
could possibly get to modeling true semantic relationships between lexical terms for
personality.
Generating Items with GPT-2
GPT-2 (an acronym for Generative Pre-Trained Transformer-2) is a generative
decoder-based network which produces sequences of text through an objective known as
Causal Language Modeling (CLM), where a prompt is given and the model autoregressively
predicts the next word in the sequence until an End of Sequence token ([EOS]) is predicted
(Radford, et al., 2019). GPT-2 uses maximum likelihood to identify the token, whether it be a
letter, group of letters, or word, at some point in a sequence of text (sn), given the preceding
symbols in the text sequence. GPT-2’s developer, OpenAI, trained their model over the
WebText corpus, a dataset containing 40GB of text, gathered by scraping links for 45 million
documents shared on Reddit. To be included, posts containing these links had to have
received at least 3 Karma (something that can only be attained through a number of positive
engagements from other users), and as a result, the corpus contained text that span a vast
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array of contexts. To make the most of this training data, the authors use a large number of
decoder-blocks (ranging from 12 layers in the smallest model to 48 layers in the largest) and
implement Byte-Pair Encoding (Sennrich, Haddow, & Birch, 2015), a tokenization strategy
which tokenizes some words entirely while simultaneously tokenizing common sub-word
fragments. GPT-2’s total vocabulary consists of 50,257 byte-pair tokens, each of which have
corresponding pre-trained embedding vectors.
An emergent phenomenon from this unsupervised, computationally intensive, pretraining strategy is something that Radford et al. (2019) refer to as zero-shot learning. They
define zero-shot learning as the ability of a pre-trained model to perform a domain specific
task without being first fine-tuned to learn what the task is. By simply phrasing the text
prompt correctly, GPT-2 is capable of performing tasks like machine translation, question
answering, and text summarization (albeit, not with record-setting accuracy).
This characteristic is vital to the present study, as there is not an appropriate corpus of
Personality items for fine-tuning a language model (discussed in the Transfer Learning
section above). It was expected that GPT-2 has learned high-dimensional representations for
terms that relate to Personality from its pre-training corpus, such that when presented with
pre-existing Personality items, it could perform a task that is akin to text summarization in
that it would return a sequence of text that is semantically similar to both of the original
items. From a survey development perspective, this additionally means that the model is
simultaneously solving the lower-level problem of writing an appropriately structured item.
While specific words were banned to avoid double-barreling (e.g., and, also, either), or
ambiguities arising from references to the prompt (e.g., he, she, they, them), GPT-2 often did
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the lifting on its own by recognizing patterns in word choice across two brief, self-reflective
statements, and producing a third statement that was likewise, brief, and self-reflective.
Encoding Item-Embeddings with Sentence RoBERTa
Like GPT-2, Sentence RoBERTa (Reimers & Gurevych, 2019), is a pre-trained
transformer. Unlike GPT-2, which is a decoder used for item creation, Sentence RoBERTa is
an encoder, meaning it used to create embeddings vectors from text. These embeddings are
used in the present study to assess the semantic similarities and overall quality of the
candidate items generated. The network is itself a variant of a RoBERTa network, (Liu et al.,
2019), a transformer that stacks encoder layer blocks to take in sequences of text and return
context-sensitive word-embeddings. RoBERTa is an optimized version of BERT, which uses
only uses MLM for its pre-training objective and omits NSP. Reimers & Gurevych (2019)
used pre-trained copies of RoBERTa and modified them to return sentence-level embeddings
by training them on a different objective, Semantic Textual Similarity (STS). STS seeks to
estimate the semantic similarities of two separate sequences of text much in the same way
semantic similarities may be assessed with individual word-embedding pairs. That is, the
network creates sentence-embeddings from two sequences of text and calculates their cosine.
Vectors with a cosine closer to 1 are more semantically similar, while vectors with a cosine
near 0 are less similar. Because their network is modified to accept two separate inputs for
encoding, the authors refer to these networks as siamese encoders.
The embeddings produced by Sentence RoBERTa were primarily be used for a
cluster analysis in order to identify potential trait facets. At first, an agglomerative (i.e.,
bottom-up) approach was used, whereby items begin in their own cluster, and are iteratively
paired into clusters, using some distance or similarity metric for comparing individual
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observations, and some linkage-criteria that is minimized by the algorithm to determine the
distance between clusters (James et al., 2013). However, another clustering method, Affinity
Propagation, was instead used for this same purpose, because it was additionally capable of
identifying items which were most central to specific clusters, which facilitated the selection
of items for inclusion.
From a survey development perspective, the similarity scores drawn from sentence
embeddings may be used to make direct comparisons between individual items through their
cosine. Notably, summary statistics may also be formed from these individual similarity
scores to estimate an item’s overall similarity with a group of items, effectively serving as an
automated, though imprecise, index of content validity. While this technique was not used to
make any decisions regarding which items to keep or omit, it may nonetheless prove useful
in gaining some understanding of how generated items relate to the items that were used as
prompts. For example, the cosines for a single candidate item may be calculated with a scale
for a targeted trait and aggregated to gauge how similar a given item is to the scale as a
whole. In pilot tests for the item generation and screening procedures proposed, the median
of cosine similarity score appeared more informative than the mean, as it was not uncommon
for an item to be highly similar to one of the pre-existing items in particular (i.e., a generated
item paraphrased a prompt item) and receive a higher rank as a result. Although a more
thorough investigation of such strategies would be required before any recommendations are
made, the median of cosine-similarity indices presently appears to serve as a robust
descriptive statistic for an item’s relevance to a given construct, as well as its direction,
which may be inferred by taking the difference of median cosines from positively and
negatively keyed item sets.
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CHAPTER FOUR
PRESENT STUDY
The present study proposes a means for procedural item generation in order to
produce FFM Personality scales. Like the lexical studies found in early Personality research,
the present study leverages the assertion made by the Lexical Hypothesis that personality
characteristics are encoded in our natural language. Unlike these lexical studies, however, the
present study additionally leverages the assertion made by the Distributional Semantic
Hypothesis that a word’s meaning may be understood by investigating the word’s cooccurrences. The present study proposes the use of statistical language models which create
vectorized representations through a function involving word co-occurrences. Specifically,
the present study proposes the use of Transformers, a type of neural network that is currently
the most performant across most Natural Language Processing tasks.
This technique of item generation through statistical language modelling represents
an Internal approach to item creation as opposed to an Intuitive approach, which is how
psychological measures are typically created. The advantage of this approach goes beyond
convenience and reduced resource demands for survey development; qualitative lexical
studies of Personality were criticized for the limited scope of information deemed eligible for
analysis (i.e., trait adjectives exclusively). Additionally, because some of the terms they
examined had definitions that were ambiguous, there were discrepant categorizations
between raters at times. Distributional Semantic Models offer a solution to these critiques, as
they incorporate all types of speech, and disambiguate the meaning of words by forming
frequency-based definitions from the contexts in which they are used. By supplying a
generative network that has been pre-trained to recognize relationships between word-
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embeddings, sequences of text may be supplied which convey behavioral tendencies
consistent with a specific personality trait (i.e., scale items), and semantically similar
sequences may be produced. Repeating this process with different items allows for an array
of items to be generated that vary in terms of their content and context, and potentially allow
for different trait facets to emerge.
Selecting a Target Measure for Item Generation
Because pre-existing items serve as the basis for text generation, the specific items
that are used and the means with which they are presented to the model have a direct impact
on the items produced. It is therefore imperative that some considerations be made regarding
the specific measure to sample. The IPIP publicly hosts popular personality measures, many
of which are measures which target FFM traits with some form of variation that distinguishes
each measure from the others. For example, some are nearly identical surveys varying only in
length (e.g., Costa & McCrae, 1992; Johnson, 2014; Maples et al., 2014), while others
include additional factors (e.g., HPI, Hogan, 1986; 16PF, Cattell & Mead, 2008; HEXACO,
Lee & Ashton, 2004). Among measures that exclusively focus on FFM traits, there are
additional differences with respect to the trait facets measured.
Hough, Oswald, & Ock (2015) review the merits and the limitations of each of these
variations in Personality models in an effort to guide and strengthen future Personality
research. Their review is used to guide the present study’s rationale towards selecting an
appropriate inventory for item generation. With respect to measures that include additional
factors, the authors note that there is ample evidence supporting the factors identified by the
FFM, but there is also evidence to suggest they are insufficient in describing the totality of
variation in human Personality. They argue that any claim of the Five Factor Model being a
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comprehensive taxonomy of Personality traits was premature, and provide numerous
examples of additional traits, each with varying degrees of specificity. Notably, these traits
do not neatly align definitionally with any individual FFM trait or facet.
Similarly, Hough et al. (2015) note that, while trait facets have provided gains in
criterion validity for job constructs, the exact number and structure of facets subsumed by
each trait remains unclear. For example, the authors find it dubious that many facet-level
measures often present an identical number of facets for each trait. For example, Costa &
McCrae’s (1992) 30-facet measure contains exactly 6 facets for each factor. More
empirically, they note that tests for these structural hypotheses have yielded mixed results, as
a handful of facets often correlated with facets belonging to different factors. Such
correlations provide disconfirming evidence of a hierarchical structure of personality, another
characteristic of the Five Factor Model that the authors argue is a limitation and is worthy of
reconsideration. The authors argue that the lack of a comprehensive model for Personality
and a lack of any definitive structure amongst the trait facets identified warrants further
exploratory research.
Given the nature of the proposed text generation procedure, the present study was
expected to be more capable in providing enhancements in the latter than the former. This is
because the generative model ultimately needs a prompt of some kind, which in this case is
text that is semantically relevant to a known construct. While this approach is consequently
limited in its capacity to make lateral (i.e., trait-domain level) explorations, it was thought
that it would nonetheless allow for more depth-wise, trait-facet explorations by generating
items from a pre-existing measure and performing a cluster-analyses on the resulting output
(see Method for further detail). This is because the language used to describe specific
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behaviors collectively represent a broader distributional semantic space, such that generated
items with higher cosine-similarity scores across multiple pre-existing items would represent
items that fell somewhere within that sub-space. In other words, Facet-level measures were
thought to represent as a smaller area of semantic space, such that the generated items with
higher cosine similarity scores similarly fit within that narrower space and would be
clustered together as a result. Following this rationale, the current study relied upon a broad
measure available through the IPIP for item generation.
In light of these considerations, the present study adopted another recommendation
by Hough, Oswald, & Ock (2015) by using Lee & Ashton’s (2018) 100-item HEXACO PI-R
measure of personality, as it ensured a wider breadth of trait domains would be sampled. The
authors contend that, despite sharing a number of weaknesses with other FFM measures (it
assumes a hierarchical structure, and its structural was determined from factor analyses), they
point out that HEXACO PI-R notably contains a sixth factor (Honesty-Humility), as well as a
trait-facet scale for Altruism, which is uniquely separate from HEXACO’s six trait domains.
This measure offers a greater level of breadth than other FFM-oriented measures, but there
are some additional differences with most other FFM measures worth noting. For example,
items referring to a proneness to anger are associated with (low) Agreeableness in HEXACO
but are often associated with (low) Emotional Stability in FFM. The inventory itself is
reported to have acceptable reliability indices across most sub-trait scales, with the lowest
observed scores being Greed Aversion (α=.69) and the highest being Patience (α=.88) (Lee
& Ashton, 2018).
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CHAPTER FIVE
METHOD
To construct a FFM measure, items were first generated with GPT-2 by passing to the
model by first randomly sampling 30 different item-pairs with replacement from a given trait
domain scale in the 100-item HEXACO measure (Lee & Ashton, 2004). The item generation
procedure used a beam sampling approach to generate 50 text sequences for each of the 30
prompts. After all item sequences had been generated, duplicate items were removed, and
some manual and automated screening was performed to remove items which were
unambiguously unfit as items for a Personality measure, without consideration to the content
of the item (details on screening criteria provided below).
After generating and screening out some of the candidate items, a cluster analysis was
performed to aid in the identification of candidate items for the inventory. Initially, a
Hierarchical Cluster Analysis was the technique planned for this step, however, it was later
determined that Affinity Propagation would be more effective (rationale provided below). In
order to perform this analysis, sentence embeddings were obtained using SentenceRoBERTa, and a square matrix was produced which contained the cosine-similarity for each
of the item-pairs’ sequence embeddings. This matrix was then used to perform the cluster
analysis, using cosine as the affinity metric.
An initial list of candidate items was then given to raters for a content validation
study, using the methodology outlined by Hinkin & Tracey (1999) and later modified by
Colquitt, Sabey, Rodell, & Hill (2019) (see the Content Validation Study section below for
further information). The initial plan for this study was to identify the items for a given
personality trait-domain with the highest htc and htd indices and select those for inclusion in
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a scale for their respective trait-domain. Unfortunately, there were not enough participants
for the results of this exercise to be informative, and the survey was administered without
alterations.
This study assessed the performance of this inventory by administering a survey to
Amazon Mechanical Turk (MTurk) workers (n=121) and undergraduates at Clemson
University (n=218). For MTurk workers, a Human Intelligence Task (HIT) was posted with
a link to the Qualtrics survey. Participants were required to be at least 18 years old, and U.S.
citizens as well (this latter requirement was placed to ensure English proficiency). Those that
completed the survey and passed embedded attention checks received $1.00 in compensation.
A near identical version of this survey was administered to Clemson University students
enrolled in an introductory Psychology course, through SONA. Instead of monetary
compensation, the students were incentivized to participate by offering research credit hours,
which are required as a part of their Psychology course.
Response data was then analyzed by first calculating estimates of internal consistency
to gauge each of the scale’s reliability (see the Scale Validation section for more detail).
Next, bivariate relationships were assessed between individual items to inspect response
patterns within scales. Following the recommendations made by Hough, Oswald, & Ock
(2015), the internal structure of the traits measured were not assessed using a Confirmatory
Factor Analysis, but a psychological network-based approach instead. Specifically, a Partial
Correlation Network was estimated using the Graphical Lasso approach. This was done so
that the relationships between individual item pairs could be assessed after accounting for
their covariance with other traits. By performing this process across every item pair, an
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inductive estimation of each trait-domain’s structure could be formed without making any
assumptions of hierarchy.
Item Generation
A pre-trained GPT2-XL model (Layers = 48, Parameters = 1.5x109) was downloaded
from the Hugging Face Transformer library to generate new personality items, using items
from the HEXACO measure by Lee & Ashton, 2004 as prompts. Prompts were created by
randomly sampling 30 different item pairs, without replacement, from each trait domain
individually. Items were first appended to be self-reflective sentences (e.g., “I criticize
others’ shortcomings.” instead of “criticize others’ shortcomings.”), then they were
concatenated together. A third sentence is initiated with the token for “ I” being appended to
the end of the second item in order to guide the prompt toward creating another statement
framed in the first person. It was expected that sampling items and passing them separately
would promote more variety in content for the items produced, compared to if they were
passed all at once, as more recent items in the prompt are attended to more heavily and more
influential compared to more distal items as a result. Given this recency effect, it would seem
most sensible to pass individual items as prompts instead. However, this would limit the
amount of Trait-relevant information that the generator is exposed to, which would increase
the likelihood of items being generated that are relevant to one specific prompt, but not the
targeted trait. By providing item pairs instead, it was expected that the model would generate
text sequences that are relevant to both items and thus have more relevance to the trait
without being overly similar to any individual item. Note that the potential for sampled itempairs to be differentially keyed is intentional, as the semantic similarity of the two items has
more to do with the construct itself rather than some other pattern or idiosyncrasy found
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between item-pairs in the same key. Many pairs were expected to have matching keys,
nonetheless, as the scales included are mostly imbalanced.
For each item pair, the network generated 50 candidate items using a beam sampling
approach, such that 50 different word sequences were generated using a sampling strategy for
a CLM objective, such that the model randomly selected a token from the top p predictions
as the next token until an EOS token was predicted. Note that this choice for the number of
items produced was not rooted in some statistical theory or best practice recommended by a
previous researcher. Rather, it was determined by the technical limits in the GPU runtime
instance provided through Google’s Colaboratory service (Google, 2021), which is used to
run the text generation script.
The beam sampling method implemented was preferred over the alternative methods,
greedy searches, and beam searches, because they often lead to invariance in the text
sequences generated. Greedy searchers select the term which maximizes the likelihood of the
overall sentence at every prediction occasion, producing the same item every time (assuming
every RNG involved has had their seed specified beforehand). Similarly, a beam search
selects the top k tokens at every prediction occasion which maximizes the likelihood of the
overall sentence, producing sequences that begin similarly, but “splinter” apart as more
predictions are made. While there is greater variance in this approach compared to a greedy
approach, it was found to lead to highly repetitive sequences when tested in the present
study. Beam sampling appeared to ameliorate these issues by generating text in the same
autoregressive fashion, but randomly selecting from the top p terms at each prediction step.
To further promote variability in the candidate items generated, the model’s temperature
tuning parameter was set to 0.7. Recall that, at every prediction occasion, a softmax is
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performed across a given model’s dictionary, such that each token is assigned a value, p,
where 0 ≤ 𝑝 ≤ 1, and the sum of all values across the dictionary is equal to 1. If this
dictionary and associated probabilities are thought of as a density distribution, Temperature
effectively increases the kurtosis of the density distribution for the output sequence, such that
the estimated probabilities for terms near the peak, and probabilities for terms near the tail
are increased. Every optional argument modified for GPT-2’s generation function, as well as
the user defined variables created to shape model predictions, are provided in Appendix E.
Running the item generation script was roughly half an hour using an accelerated GPU
runtime with Google’s Colab Pro service.
Clustering with Semantic Textual Similarity
After a large number of candidate items had been generated for a specific trait
domain, they were passed as inputs to a siamese sentence encoder (Sentence-RoBERTa), and
a square matrix containing cosine similarities (4,991 × 4,991) for all item pairs was created.
An Agglomerative Hierarchical Cluster Analysis had initially been planned but was
abandoned in favor of Affinity Propagation. While the HCA appeared capable of bucketing
semantically items into semantically similar clusters, there were a handful of issues with this
method which made this data reduction strategy less helpful in grouping items by their
contents and identifying the most preferable items for the inventory. First, the analysis had
produced imbalanced clusters, such that some clusters had hundreds of observations, while
others had less than ten. Additionally, these larger clusters appeared to contain multiple
distinct themes that were similar to one another, sometimes semantically but other times
superficially (e.g., some items appeared grouped by similarities in their word choice). This
made it even more difficult to select a single item that adequately represented all of the
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themes present. Even in the cases where clusters were small and items were effectively
paraphrases of one another, the general problem remained that the analyst is forced to make a
subjective decision by choosing one item as the “best” item.
To address the issue of cluster imbalance, and further reduce the need for subjective
decisions, Affinity Propagation was instead used. It should be noted that other algorithms
were considered (e.g., k-means) but were not preferred as they require the number of clusters
to be specified. Affinity propagation is a clustering technique like hierarchical clustering in
that it does not require a pre-specified number of clusters, and instead attempts to find the
best number of clusters inductively (Dueck, 2009). Although this method is more commonly
used for biostatistics and computer vision, it has a unique property that was invaluable for
item selection. In addition to forming clusters of similar data, Affinity propagation is
designed to identify items within these clusters that best serve as “exemplars” for the rest of
the items from their respective clusters.
Affinity Propagation operates in a two-step fashion, where items are likened to nodes
in a network, and each step involves these nodes sharing specific messages with one another.
In the first step, each node sends a message to all other nodes indicating how well they would
serve as an exemplar of themselves, compared to other nodes in the network. Once these
“messages” have been sent, scores for each node, xi, are calculated which indicate the ability
of xk to serve as an exemplar for xi, with respect to the other candidate exemplars for xi.
These calculations are performed and added to the Responsibility matrix, R. The second step
involves a message being sent that indicates the acceptability of item xi selecting xk as its
exemplar, given the preference that other items have for xk as their exemplar. Scores from
this step are added to the Availability matrix, A.
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Not only did Affinity Propagation yield clusters of semantically similar items, but the
identification of Exemplar observations made it possible to select candidate items from an
empirical justification. While this approach was indeed helpful, it was not expected that this
clustering approach would somehow identify exemplars that perfectly map a specific traitfacet’s content domain when response data are collected. Thus, a content validation study
was conducted in order to assess the worthiness of the items selected for inclusion in the final
survey.
Content Validation Study
Prior to administering the survey to participants, a content validation study was
conducted over the screened pool of candidate items to identify those that best fit within the
content domain of the Personality trait they target for inclusion into the survey created. This
was done using the method introduced by Hinkin & Tracey (1999), calculating the validity
coefficients they proposed with the modifications recommended by Colquitt, et al., (2019).
Raters were recruited to indicate the extent to which an item was relevant to the targeted trait
as well as other orbiting constructs (i.e., HEXACO trait facets) using a Likert scale. Unlike
Hinkin & Tracey (1999) and like Colquitt et al. (2019), this study relied upon subject matter
experts (i.e., I-O Psychology graduate students) as raters, as opposed to naïve raters, as they
were expected to have a deeper, more nuanced, understanding of the Personality traits
targeted. Nonetheless, definitions of each trait from were provided as a reference as raters as
they completed this exercise.
The average rating of a given item was referred to by Hinkin & Tracey (1999) as
content adequacy and represents a basic metric towards gauging an item’s correspondence
with the targeted construct. Because calculations of this index are heavily influenced by the
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number of points in the Likert scale used, Colquitt et al. (2019) recommend that this average
be standardized by dividing by it by the number of anchor points and thereby make the
results more interpretable across studies. They refer to this index as Hinkin-Tracey
Correspondence (htc). Additionally, a coefficient of distinctiveness is presented by Colquitt
et al. (2019) that first averages the difference scores between an item’s mean intended
correspondence rating of the targeted construct and the mean correspondence rating of
orbiting (i.e., unintended) construct. This average of difference scores is then divided by the
number of total anchor points used in the Likert scale, minus 1. This yields what Colquitt et
al. (2019) refer to as the Hinkin-Tracey Distinctiveness (htd) index, which ranges from -1, to
1, such that 1 would represent an item with perfect correspondence to the target construct,
that is also distinct from all orbiting constructs considered, and -1 would represent an item
that did not correspond whatsoever with the targeted construct and was not distinct from any
of the orbiting constructs included. Thus, an htc index of 0 would represent an item whose
degree of correspondence with the intended construct is equivalent to its distinctiveness from
orbiting constructs. A more intuitive interpretation of this index is as Colquitt et al. (2019)
plainly state, “higher is better” (p.7).
Scale Validation
Validity is defined by the APA (2021) as “the degree to which empirical evidence and
theoretical rationales support the adequacy and appropriateness of conclusions drawn from
some form of assessment.” According to Furr & Bacharach (2014), validity does not directly
concern the measure itself, but rather the interpretations and uses made from the test. The
goal of any validation study is to provide evidence that a measure is representative of the
construct as it is defined and when applicable, that the measure’s intended use is justifiable
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(e.g., as a diagnostic tool for clinical assessments, as a selection tool for personnel decisions).
The present study focused on the former goal, as the primary concern was whether the
proposed technique for item generation would ultimately yield scales that measure the same
theorized trait domains and facets as they are defined in the extant literature, and not whether
this scale would predict some outcome thought to be related to some Personality trait. Should
this scale be used in future research or somewhere in practice with the purpose of prediction,
evidence must be gathered to affirm that such uses are justifiable.
There are three common forms of evidence that may be used to determine the
validity of interpretations of measures. First, content validity refers to the tests’ item contents,
and requires that they only target the cognitive, affective, or behavioral characteristics that
are theorized to define a given construct. If the generative Transformer used for item creation
had learned accurate representations for word meanings, it would be expected to produce text
sequences that are semantically similar to the items provided as prompt text. To ensure this
form of evidence, additional safeguards were taken by planning a content validation study,
after developing the inventory (further detail provided below).
Second, empirical evidence for criterion validity can be collected through the
estimation of covariance between a given measure and measurements of some outcome of
interest, such that their relationship aligns with expectations informed by existing theory.
Again, the present study focused on the development of a measure of Personality, not the
implementation of the measure toward a specific application or to test a hypothesized
relationship with non-Personality constructs. This form of evidence is important to justify
different uses for the measure, however, it is not necessarily required to validate the present
study’s interpretation of the scale as a measure of the targeted Personality trait-domains.
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The third form of evidence gathered in survey development, construct validity,
represents the collective evidence gathered for a measure, subsuming content and criterion
validity, as well as other forms of evidence like the correspondence between the internal
structure of the test with the theorized internal structure of the construct. For example,
because the HEXACO (Lee & Ashton, 2004) is a facet-level measure of Personality, one
would expect facet-level measures to map onto their respective trait-domains and not others.
The internal structure of the new measure will be assessed through the use of Partial
Correlation Networks (detailed below).
A prerequisite for these forms of evidence, however, is the internal consistency, or
reliability, of a measure. Reliability refers to the relative degree of precision a scale has in its
measurements, regardless of what is being measured (Furr &Bacharach, 2014). The
reliability of each trait-facet’s measure will be assessed using Cronbach’s coefficient α
(Cronbach, 1951), which estimates the average correlation of all item-pairs. Recommended
cutoffs used in determining the adequacy of scale reliability using Cronbach’s coefficient α
generally range from of α ≥.70 (Cortina, 1993; Kline, 2015) to α ≥ .80 (Cohen, 1988). While
Cronbach’s α indicates the overall performance of a scale, other techniques may be more
useful in understanding each individual item’s performance. To that end, Item-total
correlations and corrected item-total correlations may be used to investigate measures
exhibiting poor reliability estimates for the purpose of scale refinement (Furr and Bacharach,
2014). The item-total correlation is an item’s correlation with the test score, while corrected
item-total correlation reflects an item’s correlation with the test score after removing that
item. If resulting coefficients are weak, or in the opposite direction than anticipated, it
suggests it should be removed. Decisions to add and remove items from a facet are made
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with respect to changes in the measure’s coefficient α. That is, if the previously mentioned
criteria suggest poor reliability for an item, and the a coefficient for each subscale increases
by excluding that item, it suggests that the reliability of the scale will be improved by
removing that item.
Partial Correlation Network Estimation
Once concerns of internal consistency had been reviewed, evidence of the measure’s
validity was gathered by examining the internal structure of the test. On the most basic level,
may be done by estimating bivariate relationships between each trait-facet using Pearson’s r
coefficient (Furr & Bacharach, 2014). Historically, more in-depth analyses of the internal
structure of Personality measures have implemented Factor Analytic strategies, but the
present study opted for an alternative approach in light of the recommendations made by
Hough, Oswald, & Ock (2015). In lieu of an SEM-oriented approach, the present study
created partial-correlation networks from the trait-facets measured using the methods
outlined by Epskamp & Fried (2018). With this approach, observed variables are not
assumed to be caused by common latent variable(s), but a network of variables that directly
influence one another. Partial correlation coefficients, known as edge weights, are estimated
for every item pair in a precision matrix (i.e., the inverse of a covariance matrix), and
represent the degree to which two variables, or nodes, covary after accounting for all other
variables in the network. These edge weights can then be graphed as connections between
individual items, or nodes.
To reduce the likelihood of spurious edge weights being estimated across all the
potential connections between nodes (i.e., Type I errors), regularization techniques were
implemented. Following recommendations made by Epskamp & Fried (2018), the LASSO
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regularization technique was applied. LASSO penalizes model complexity and overfit by
guiding coefficients toward 0, allowing for relationships to be removed from a network and
yield a more parsimonious model. The extent to which an edge weight is penalized depends
on its initial magnitude, as well as the user defined tuning-parameter, λ. This parameter may
be set to 0 at the lowest to promote discovery and be increased to promote model parsimony.
𝐸𝐵𝐼𝐶 = −2𝐿 + 𝐸 𝑙𝑜𝑔(𝑁) + 4𝛾𝐸 𝑙𝑜𝑔(𝑃)
The authors note that the optimal value of this hyperparameter may be found for a model,
where the risk of overfit is reduced without increasing the risk of underfit, by selecting the λ
hyperparameter value which best minimizes the model’s Extended Bayesian Information
Criterion (EBIC) index (shown above). The EBIC itself is a modified version of the Bayesian
Information Criterion (BIC), where an additional term is included to account for model
complexity. This term includes a hyperparameter, γ, which allows the user to adjust the
extent to which a penalty is imposed on model complexity (i.e., number of parameters
estimated), such that more complex models inflate. It is generally recommended that users
test models with multiple γ values ranging from 0 to .5 (c.f., Foygel & Drton, 2010), where 0
imposes no penalty for complexity and reduces the EBIC to the BIC. The optimization of
LASSO regularization with EBIC indices was expected to promote model parsimony and aid
in the identification of robust pairwise relationships across all partial correlation networks
generated.
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CHAPTER SIX
RESULTS
Inventory Generation
A total of 7,118 items were initially generated using GPT-2 with the user-defined
settings outlined in the tables shown in Appendix E. Before clustering the items, some
cleaning was done to reduce a number of junk items. To be clear, items were not flagged on
the basis of their apparent quality as a measure of some personality trait. Rather, items were
flagged if they were unequivocally unusable. First, some filters were applied in R using
regular expressions to drop items which referred to specific relationships to others (e.g.,
mom, brother, children), third-person possessive pronouns, proper nouns, as well as other
character sequences that otherwise indicated that the item was dependent on its prompt to be
meaningful (e.g., “I think I'm too practical for that.”). A total of 1,264 items were removed,
and the remaining 5,854 items were manually reviewed and flagged for removal if they met
one of the three criteria: 1) syntactic or semantic characteristics of the item statement
rendered it unintelligible (ex. “I set my goal for a week to write a book in a month.”), 2) the
item statement made references to the prompt (ex. “I wouldn't accept one from a child.”), or
3) the item mentioned a proper noun or some specific event or experience that otherwise
rendered the item too narrowly contextualized to be viable in a personality measure for the
general population. An additional 862 items were manually flagged for removal using these
criteria, most of which for either the second reason (400 items) or the third reason (408
items). Only 54 items were removed for being nonsensical. While this cleaning process was
performed in part to assess the overall quality of the items produced by GPT-2, it was also
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done to improve the performance of subsequent cluster analyses, as such items would only
add noise to the overall item set and obfuscate potentially noteworthy patterns.
Cluster Analyses
Initially, a Hierarchical Cluster Analysis was performed using this screened list of
4,991 items. Although the approach appeared capable of bucketing semantically items into a
total of 277 clusters, there were a handful of issues with this method which made this data
reduction strategy less helpful in differentiating items by their contents. By instead using
Affinity Propagation (see Method for more detail), the list of candidate items had been
reduced from 4,991 items to 500 item exemplars, which were identified by the algorithm as
observations that best represented their respective clusters. Table 1 (shown below) lists the
number of clusters/item-exemplars found. Note that the total number of clusters is relatively
consistent across five of the six factors, with the one outlier being Agreeableness.
Table 1
Counts of Each Factor’s Items Before Screening, After Screening, and Their Cluster
Exemplars.
Factor
Honesty-Humility
Emotionality
Extraversion
Agreeableness
Conscientiousness
Openness
Total

Items Generated
1,302
1,265
1,201
1,011
1,119
1,220
7,118

Items After
Screening
797
927
987
590
795
895
4,991

Item Exemplars
81
98
97
55
81
88
500

While it is not entirely clear why this had occurred, there are two possible explanations that
immediately come to mind. One explanation is that Agreeableness items were more likely to
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overlap semantically with other traits, resulting in fewer clusters forming that were more
unique to Agreeableness. Another is that Agreeableness items were more likely to be flagged
for removal, meaning there were fewer Agreeableness items overall before clustering had
even occurred. Both explanations do seem plausible, as Agreeableness had the lowest item
counts both before and after screening (Note – initial item counts differ because duplicate
items were removed immediately after merging item generation batches together, before any
screening had begun).
Item Selection
A scale was built for each trait domain from these candidate items in a way that
mirrored the structure of the 100-item HEXACO Inventory (excluding the Altruism scale),
such that the final inventory contained 96-items, with a total of 16 for each of the six trait
facets. Despite the numbered efforts made in this study to winnow the list of items down
quantitatively, this final phase was qualitative and relied on the best judgments of the author.
Individual items were selected that 1) were relevant to the targeted trait domain and 2) had
minimal overlap with another item that had already been chosen. Items were only considered
for a particular trait domain if they had been generated by prompt items from that respective
HEXACO scale. No modifications were made to the items from this list; they were added to
the final survey exactly as they appeared when they were generated. A table for the Inventory
Items, as well as their HEXACO prompt items, is provided in Appendix A. A copy of the
survey that was administered to participants is included in Appendix B1.
Content Validation Study
Following the creation of the survey, a content validation study was conducted
(survey shown in Appendix B2). Graduate students in Clemson University’s I-O Psychology
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department were recruited via GroupMe to complete a survey that would aid in the
development of a new Personality inventory. In this survey, respondents were asked to rank
individual items based on their relevance to a specific trait domain or construct. While
participants were provided definitions for each of the trait facets as they appeared in Lee &
Ashton (2004), they were also encouraged to rely on their own understanding of a given
construct whenever they felt necessary.
Unfortunately, there was not a great enough level of participation for insights to be
gained from this exercise, as a total of four students had completed the survey. Although
these four respondents were presumed to be knowledgeable in Personality research, there
simply was not a great enough level of rater agreement amongst the rankings that received a
low rank for any individual item to be deemed definitively irrelevant. Thus, the initial
inventory was administered to participants as it originally stood.
Data Collection
Response data were collected from mTurk workers (n=121), as well as students
enrolled in an introductory Psychology course at Clemson University (n=218). Two attention
checks were used to screen out inattentive responses; participants were screened out if they
failed either one of the checks. A total of 47 failed at least one check (mTurk=22, CU=25)
and were flagged for omission. Thus, there were a combined total of 292 attentive
participants eligible for analysis. Because there are ongoing concerns regarding mTurk’s data
quality, however, (c.f., Ahler, Roush, & Sood, 2020; Hauser, Moss, Rosenzweig, Jaffe,
Robinson, & Litman, 2021) additional checks were performed for the respondents that had
passed attention checks to ensure the fidelity of the data used in subsequent analyses. Before
any formal procedures for additional screening were implemented, two peculiarities were
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noticed in a cursory review of the data. First, several respondents appeared to respond
insincerely by selecting the same one or two Likert-scale options across the entire inventory
(other than the attention checks). Second, over half of the attentive mTurk workers (59 out of
99) reported that they completed the survey from a U.S. State that differed from what was
indicated by their IP address. While only one IP Address corresponded with a non-U.S.
location, the potential use of VPNs by workers limits this study’s ability to determine with
certainty the true location of these respondents, or if seemingly different responses were truly
coming from unique workers and not a single entity with multiple mTurk accounts, for that
matter.
Regardless, it is worth noting that a sizeable proportion of the mTurk workers with
discrepant locations came from one of two locations. Out of the 59 participants in question,
12 had IP addresses that appeared to be in very close proximity, if not the same location in
Philadelphia, PA. An additional 13 participants had IP addresses which similarly pointed to
the town of Cheney, KS. While Philadelphia is a larger metropolitan city with an estimated
population of 1.5 million, Cheney had a reported population of 2,181 as of 2020 (U.S.
Census). Given prior reports on mTurk’s U.S. sampling pool (Huff & Tingley, 2015), it is
highly unlikely that approximately 10% of the data collected would be from individuals
working independently from one another, in a town that represents 6.61e-6 percent of the U.S
population. While these observations were bizarre, there was no definitive evidence beyond
geolocation data that indicated these HITs were indeed coming from individual entities and
the aforementioned responses were retained for analyses. However, there is reason to suspect
that some of these responses may have been insincere, unfortunately. Table 2 contains
reliability estimates for all trait domain level scales in the inventory, both with and without
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the response data from MTurk. With the exception of a slight decrease for Extraversion, all
other reliability estimates saw an increase after removing data from the MTurk respondents.
Table 2
Personality Inventory Reliability Estimates by Trait Domain.
Scale Reliability Estimate (raw α)
Factor
Honesty/Humility
Emotionality
Extraversion
Agreeableness
Conscientiousness
Openness

CU & MTurk (n=292)

CU Only (n=193)

0.56
0.68
0.8
0.52
0.7
0.49

0.59
0.7
0.76
0.65
0.77
0.59

Questions of data quality notwithstanding, half of the scales included fail to meet
minimum standards for adequacy (i.e., 𝛼 ≥ .70; Cohen, 1988). Some scales did see improved
reliability estimates following the removal of an item or two, however, most changes were
negligible, and none resulted in an improvement great enough to meet Cohen’s minimum
cutoff of 0.7. However, some notable improvements were observed in estimates among the
poorest performing scales. Openness saw the greatest improvements in reliability when items
10 and 12 were removed (𝛼 = 0.59, 𝑛 = 292; 𝛼 = .64, 𝑛 = 193), while Honesty-Humility
similarly saw some improvement when item 9 was removed, albeit to a lesser extent 𝛼 =
0.64, 𝑛 = 292; 𝛼 = .61, 𝑛 = 193)., item 3 (“I don’t like to be cheated by anyone”) was
unsurprisingly subject to extreme invariance, with 93% percent of responses being a 4 or 5
out of 5. However, it was interpreted more so as a negatively keyed item and reduced the
scale’s overall reliability estimates as a result. Removing the item only led to an
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improvement for the complete dataset, however (𝛼 = 0.56, 𝑛 = 292; 𝛼 = .65, 𝑛 = 193),
further indicating that there were likely some insincere responses included in the MTurk
sample.
On a related note, there is one additional explanation worth mentioning, as it is
unique to this method of scale development. Normally, items are created with a specific key
in mind, meaning the analyst is attempting to measure high or low levels of a trait using a
priori knowledge of what constitutes high or low levels of said trait. Because items are
presently generated however, the analyst must infer the appropriate key for a given item.
While this was generally a clear-cut process, there were some items wherein response
patterns did not correspond with the expected key of the item, to the detriment of reliability
estimates. For example, the aforementioned Openness item 12 (“I don’t really care about
anything.”) was interpreted as being negatively keyed, most closely reflecting low
Inquisitiveness. However, flipping it to a positive key increased the scale’s reliability
estimates, particularly in the complete dataset (𝛼 = 0.57, 𝑛 = 292; 𝛼 = .60, 𝑛 = 193). Given
that these values approach the reported estimates when items 10 and 12 are removed, it
would appear that item 10 is in fact related to the rest of the items, just not in the direction
that was expected.
Partial Correlation Networks
Partial correlation networks were fit from the response data for each trait domain,
using the technique outlined by Epskamp et al. (2018). Thirty different networks were fit for
each factor with different values assigned to the λ hyperparameter for LASSO regularization,
with the exact values being dictated within the EBICglasso function in the qgraph library
(Epskamp, Cramer, Waldorp, Schmittmann, & Borsboom, 2012), which spaces parameter
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values apart logarithmically across a range of values where the minimum applies no
regularization, and maximum reduces all partial correlations to 0.
Per the recommendations made by Epskamp et al. (2018), the best fitting model was
identified through the minimization of the Extended Bayesian Information Criterion (EBIC;
Chen & Chen, 2018), which itself contains a hyperparameter, γ. This parameter increases the
severity of a penalty term for the number of edges being estimated in the model to improve
model specificity. A value of 0 imposes no additional penalty and EBIC reduces to BIC,
while a greater value increases the extent to which model complexity is penalized. It is
generally recommended that γ be assigned to a value between 0 to 0.5 for optimal results
(c.f., Foygel & Drton, 2010). Accordingly, three separate EBIC indices were calculated for
each of the 30 different models produced for each network, with γ values of 0, 0.25, and 0.5.
Graphical representations of the networks generated for each Trait Domain are provided in
Appendix D1, along with the λ and γ values applied for each model, and their resulting EBIC
values. As expected, higher γ values corresponded with a preference for more sparse
networks, as the EBIC was generally minimized with greater regularization. The optimal
network for every γ value tested is shown below as well in Appendix D2. Note that for every
graph shown, the edges depicted are those that were significant at an α < .05, after applying a
Bonferroni correction.
While the EBIC is helpful in providing a sense of model fit on a global level, network
analysis coefficients for centrality and clustering were used in conjunction with individual
edge weights to better understand and interpret local patterns within each network. Such
indices include Closeness, Strength, and Betweenness node-centrality, as well as the signed
Zhang clustering coefficient. Indices for each are provided for all best fitting models in
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Appendix D3. Unless otherwise stated, any mention of a specific centrality or clustering
coefficient, should be assumed to be referring to the most conservative model where γ = 0.5.
Honesty-Humility
Given that the Honesty-Humility scale (M=53.95, SD=7.12) appeared to have poor
reliability (α=0.56), it is not much of a surprise that the resulting networks appear sparser
than networks for other scales in the inventory. While every item possessed at least one
significant edge weight when γ = 0 and γ = 0.25, item 3 (“I would be happy to buy expensive
goods for myself.”) and item 12 (“I’m a bit of a showoff.”) had no significant connections
when γ = 0.5 (networks shown below in Figure 3). This does not necessarily mean that these
items were irrelevant, more so that they were redundant and did not contribute enough
unique information for their connections to remain significant with greater regularization.
Additionally, it should be noted that social desirability biases could have impacted some of
the observed response patterns, as some items that referred to more deviant behavior
possessed heavily skewed response patterns. For example, 84% of responses were Agree or
Strongly Agree for Item 4 (“I wouldn’t buy a stolen car.”).
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Figure 3
Honesty-Humility Networks Where EBIC Had Been Minimized.

Note. The most optimal networks for Honesty-Humility, identified by EBIC with the γ hyperparameter assigned to 0 (left),
0.25 (middle), and 0.5 (right). All edges shown are those that are statistically significant at an α of 0.05. Green connections
indicate a positive weight, while red connections indicate a negative weight; their thickness corresponds with their relative
magnitude.

There are some notable patterns that become apparent after reviewing these three
networks. First of which are the connections between items 1, 2, 9, 10, 11, 14, and 15, and
their robustness to penalties for model complexity. There are two distinct themes that appear
amongst these seven items: four refer to money or wealth (items 2, 10, 11, and 14), while the
other three generally relate to a concern with the evaluations from others (items 1, 9, and 15).
It would seem safe to assume that the first four items were produced by sampling items from
HEXACO’s Greed Avoidance facet, however, only two of the eight prompts used were
actually Greed Avoidance items. Among the other six prompt used, three came from
Fairness, two came from Modesty, and one came from Sincerity. The contents of the items 1,
9, and 15 correspond more closely with their prompts, as four of the six prompts were from
the Sincerity facet.
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Taken together, it appears that attitudes and perceptions toward wealth are not only
relevant to Greed Avoidance, but to Modesty and Fairness as well. These attitudes and
perceptions appear related with Sincerity, or more specifically, the degree to which they are
concerned with what others think of them. One possible interpretation of these relationships
is that the perceptions of others are important to one’s relative desire for wealth. For
example, a greater concern with one’s self-image (low-Sincerity) may increase their desire to
be viewed with high-regard (low-Modesty) and heighten one’s desire for wealth (low-Greed
Avoidance), so much so that they are willing to exploit others (low-Fairness).
These items represent roughly half of the scale. The other half of the scale is
comparatively sparse, and less robust to increases in the EBIC γ hyperparameter. Broadly
speaking, however, there are some common themes among the nodes with more stable
connections, in that many of them relate to a desire to treat others, and be treated themselves,
fairly (e.g., “I would do what I thought was right.”, “I don’t think I’m better than anyone
else.”, “I do not want to be a joke”, “I think I deserve to be treated with respect”, “I’m very
honest”). The lone edge which consistently connected the two emergent item-clusters was
between item 1 (“I have no desire to be liked”) and item 4 (“I wouldn’t buy a stolen car”).
This pattern would support the previous suggestion that a greater preoccupation with one’s
self-image could erode moral standards in the pursuit of wealth (or in this example, the status
symbol of a car they could not otherwise afford).
Emotionality
Like Honesty-Humility, the Emotionality response data (M = 54.53, SD = 6.58)
(α=0.68), appeared to have two clusters of interconnected items, with very few edges
spanning the two item-clusters across the three best-fitting models. Unlike the prior trait
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domain, however, Emotionality had an item which never appeared to have a significant edge
weight amongst all the best fitting models (item 8; “I’m very sensitive to others’ emotions”).
Item 6 (“I get nervous when I’m in a new environment”) and item 13 (“I’m very selfcritical”) also had no significant edges in the most conservative network (the right-most
model shown in Figure 4). Note that the left two networks are the same, as the EBIC was
minimized when λ = 0.068 in both scenarios where EBIC’s γ = 0 and γ = 0.25.
Figure 4
Emotionality Networks Where EBIC Had Been Minimized.

Note. The most optimal networks for Emotionality, identified by EBIC with the γ hyperparameter assigned to 0 (left), 0.25
(middle), and 0.5 (right). All edges shown are those that are statistically significant at an α of 0.05. Green connections
indicate a positive weight, while red connections indicate a negative weight; their thickness corresponds with their relative
magnitude.

The two item-clusters appear separated by item key: one of the clusters (items 2, 3, 5,
7, 10, 11, and 16) corresponds with Emotionally Stable statements, while the other (items 1,
4, 9, 12, 14, and 15) corresponds with Neurotic statements. Items in the former cluster were
primarily produced with HEXACO items from the Anxiety and Dependence facets, yielding
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items indicative of high self-esteem or self-efficacy (e.g., “I’m very comfortable in my own
skin.”, “I have a strong sense of self-worth”, “I have a good sense of direction in my life”,
I’m not worried about the future”). Some of the items in the latter cluster were similarly
generated with prompt items from HEXACO’s Anxiety and Dependence facets, and describe
difficulties with coping (e.g., “I‘m very sensitive to criticism”, “I have a low tolerance for
stress”, “I get angry easily”). The other items were primarily produced using prompt items
from the Sentimentality facet and characterize a hesitancy in being vulnerable with others
(e.g., “I don’t like to talk about my feelings.”, “I don’t trust anyone”).
Notably, the two item-clusters are connected by a negative edge weight between item
9 (“I don’t feel like I have control over my emotions”) and item 10 (“I’m able to deal with
my emotions on my own”) across all models and appear critical to the flow of information
between the two clusters. Indeed, these two nodes have the highest Betweenness Centralities
in the network by a wide margin (item 9 = 41; item 10 = 36). This observed pattern suggests
that one’s ability to regulate their emotions (or more precisely, perceived ability) is central to
the trait domain itself and plays an important role in other affective and behavioral
characteristics associated with the trait.
It is also worth noting that the two clusters were additionally connected through two
items which were ultimately removed in the most conservative model – items 6 and 13.
However, their removal under the strictest circumstances should not warrant an outright
dismissal of this potential relationship; at the very least it is worth considering the implied
relationships by their edges with other nodes. In the less conservative model (recall that the
EBIC was minimized in both of the two less conservative models by the same λ value), Item
13 (“I am very self-critical.”) had a significant positive edge with item 6 (“I get nervous
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when I’m in a new environment.”), and a significant negative edge with item 2 (“I’m not
worried about the future”). That is, hypercriticality toward oneself appears closely related
with anxiety regarding new and unfamiliar situations. If this is the case, it is not clear which
direction the causal path would go necessarily. However, it is not unfathomable that someone
who holds exceptionally high expectations towards themselves is made uncomfortable in
situations where the expectations of others may be unclear.
Extraversion
The Extraversion scale (M=55.34, SD=6.69) had the strongest evidence of reliability
amongst all the scales produced (α=0.80). Given its greater internal consistency, it is not
surprising that the best fitting networks for this trait domain appeared denser than the others.
Like the Emotionality networks analyzed above, similarly keyed Extraversion items appeared
closer to one another with positive edge weights, and more distantly connected with opposite
keyed items through negative edge weights. Across all three networks where the EBIC was
minimized, item 15 (“I don’t like to be told what to do”) had been removed. The items that
had the highest Betweenness Centrality (Item 4 – 14; Item 13 – 30) are arguably those that
are more central to the definition of Extraversion (Item 4 – “I enjoy meeting new people”,
Item 13 – “I’m a bit of an Introvert”). In general, positively keyed nodes were the most
influential, as they had the greatest Strength-Centrality, and were more densely connected in
comparison to the negatively keyed nodes. The reason for this apparent asymmetry may only
be a function of the items that were included in this specific scale, but it may nonetheless be
worth reviewing in later studies with other measures.
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Figure 5
Extraversion Networks Where EBIC Had Been Minimized.

Note. The most optimal networks for Extraversion, identified by EBIC with the γ hyperparameter assigned to 0 (left), 0.25
(middle), and 0.5 (right). All edges shown are those that are statistically significant at an α of 0.05. Green connections
indicate a positive weight, while red connections indicate a negative weight; their thickness corresponds with their relative
magnitude.

An additional asymmetry worth noting is the way in which opposite keyed items were
related with one another. The negatively keyed items 8 and 13 were interconnected with
nearly every positively keyed item and accounted for all but two significant edges that
spanned the two item-clusters. Notably, the other negatively keyed items appeared somewhat
related with HEXACO’s Social Boldness facet (i.e., Item 6 – “I am not a great speaker.”,
Item 11 – “I have trouble making eye contact.”, Item 16 – “I don’t like to speak on behalf of
the whole group.”). In addition to public speaking, Lee & Ashton (2004) specifically mention
that low scorers on this facet tend to feel uncomfortable in positions of leadership, a known
covariate of Extraversion (Judge, Bono, Ilies, Gerhardt, 2002). Lastly, items 6, 11, and 14
uniquely appear to be framed as a (lack of) perceived abilities, as opposed to some preference
or innate quality. This may have been a chance occurrence in the items selected, but it may
an interesting exercise (although beyond the scope of the present study) to analyze every item
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generated for Extraversion for relative differences in item framing. In other words, do the
negatively keyed items made by a language model appear to be framed as an ability more
often than with positively keyed items, and if so, would it be meaningful in some way?
Perhaps there are cohorts who view themselves as Introverts, but not because they prefer to
be.
Agreeableness
The Agreeableness scale (M=57.8, SD=6.83) had a poor reliability estimate
(α=0.52), and yielded networks that were sparser by comparison to most of the other trait
domain’s networks. While the most conservative model contained multiple item-clusters that
are disconnected from one another, there was only one item (item 4 – “I don’t like being told
that I’m wrong.”) which had no significant edge-weights after a penalty for model
complexity was introduced with the EBIC. Items 7, 10, 11 were almost entirely generated
using items from HEXACO’s Flexibility facet, while items 14, and 15 were generated by a
combination of Gentleness and Patience items. More precisely, these items reflect low levels
of the facets sampled (e.g., item 11 – “I can be very stubborn”, item 14 – “I can be a little
harsh at times”).
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Figure 6
Agreeableness Networks Where EBIC Had Been Minimized.

Note. The most optimal networks for Agreeableness, identified by EBIC with the γ hyperparameter assigned to 0 (left), 0.25
(middle), and 0.5 (right). All edges shown are those that are statistically significant at an α of 0.05. Green connections
indicate a positive weight, while red connections indicate a negative weight; their thickness corresponds with their relative
magnitude.

Surprisingly, item 6 (“I tend not to give up easily”) did not coalesce with the above
items, after the EBIC penalty term was applied. Instead, it appeared more closely related with
items 1, 2, 3, and 16. The contents of these items suggest that item 6 is so to be an indicator
of Perseverance (i.e., high Patience) more so than Stubbornness (i.e., low Flexibility). Items
5, 6, 9, 12, and 13 generally describe personality characteristics more someone high in
Agreeableness. Items 5, 8, and 12 correspond with high levels of the Forgiveness HEXACO
facet, while items 9 and 13 seem to reflect high levels of the flexibility facet.
The last group of nodes – Items 1, 2, and 3 – positively correlate with one another and
possess the three largest edge-weights in each of three of the networks. Arguably, these
nodes depict a need for reciprocity or some form of interpersonal justice, as the more
someone doesn’t “like to let people down” (Item 1), or “…hurt anyone’s feelings” (Item 2),
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the more they also “don’t like being cheated by anyone” (Item 3). This is interesting, given
that previous studies have found Agreeableness to be positively related with all forms of
Organizational Justice (Shi, Lin, Wang & Wang, 2009). One could conceivably argue that
these items actually represent a separate construct that is itself, a covariate of Agreeableness.
If this were the case, it would suggest that the method used to generate the scale is not
mapping out behavioral characteristics for the specific construct targeted, but instead
mapping out behavioral characteristics for the construct targeted and other adjacent
constructs in its nomological network as well. While this property would not be desirable
from a psychometric perspective, this would support the argument in using this approach for
exploratory purposes.
Conscientiousness
The Conscientiousness scale (M=53.7, SD=7.75) had an adequate reliability
coefficient (α=0.70). The optimal networks identified by the EBIC all appear to have a
tightly clustered set of nodes (Items 1, 2, 8, 9, 10, and 15) that remain densely connected
across all models. This cluster of items depict lower levels of Conscientiousness, with most
statements describing an inability or disinterest in planning (e.g., items 1, 9, 10, 15).
Additional topics found amongst these items include disorganization (e.g., item 8), and
difficulties with decision making (e.g., item 1). As model parsimony becomes increasingly
favored, items 8 and 10 appear increasingly central to the flow of information throughout the
network, possessing some of the network’s largest measures of Betweenness-Centrality (18
and 44 respectively), and Strength-Centrality (2.23 and 2.11, respectively).
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Figure 7
Conscientiousness Networks Where EBIC Had Been Minimized.

Note. The most optimal networks for Conscientiousness, identified by EBIC with the γ hyperparameter assigned to 0 (left),
0.25 (middle), and 0.5 (right). All edges shown are those that are statistically significant at an α of 0.05. Green connections
indicate a positive weight, while red connections indicate a negative weight; their thickness corresponds with their relative
magnitude.

This scale appears to contain far more negatively keyed items than positively keyed
items, as there are more positive edge weights spanning outward from the aforementioned
item cluster than there are negative edge weights. However, a closer inspection of the outermost nodes in these networks paint a picture that is not so clear-cut. For example, items 6 and
12 describe impulsive tendencies (i.e., low Prudence). However, Item 12 is also consistently
related with item 11 (“I’m very competitive”), which is itself consistently related with item
16 (“I’m always trying to improve myself”), which seem to describe high levels of
HEXACO’s Diligence facet. This interpretation is somewhat supported by the edge-weights
found in the models where the EBIC model complexity penalty was set to γ = 0 and γ = 0.25,
where item 11 was positively related with item 4 (“I’m a workaholic.”).
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Although these connections were not present when γ = 0.5, it does imply that if one
were to take a simple sum of responses from this scale as a score of conscientiousness, some
of these measured characteristics would get washed out. From a more conceptual perspective,
it suggests that high levels for one facet may not necessarily correspond with high levels of
another facet, something that one would expect if both were influenced by a common latent
trait of Conscientiousness.
Openness to Experience
The Openness to Experience scale (M = 52.17, SD = 7.62) had the poorest index of
reliability out of the six scales produced in the inventory (α=0.49). Like Agreeableness,
which had a comparably low coefficient α, the partial correlation networks for Openness
were also sparse. Unlike Agreeableness, however, the networks produced are fully connected
across all three models.
First, there were two items which did not appear to maintain significant edge-weights
with other nodes under greater penalties for model complexity (item 1 – “I have a good eye
for detail.”, item 13 – “I have a low tolerance for boredom.”). Many of the items seen on the
left-hand side of these networks seem to reflect low levels of HEXACO’s Inquisitiveness
facet. The node for item 12 (“I don’t really care about anything”) appears highly influential
given its centrality indices (Betweenness = 53, Strength = 1.88). From a more qualitative
perspective, it would seem most appropriate that most of its immediate connections are with
items that express apathy towards more specific things (e.g., item 16 – “I’m not interested in
the past”). Some of these items appear to blend lower Inquisitiveness with other facets of
Openness like Aesthetic Appreciation (e.g., item 9 – “I have no interest in art.”), and
Unconventionality (e.g., item 10 – “I’m not a fan of the mainstream”). Notably, item 11
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touches on a known covariate of Openness (“I’m not a religious person”) (c.f., Saroglou,
2002).
Figure 8
Openness Networks Where EBIC Had Been Minimized.

Note. The most optimal networks for Openness to Experience, identified by EBIC with the γ hyperparameter assigned to 0
(left), 0.25 (middle), and 0.5 (right). All edges shown are those that are statistically significant at an α of 0.05. Green
connections indicate a positive weight, while red connections indicate a negative weight; their thickness corresponds with
their relative magnitude.

The nodes on the right-hand side of the network appear to express high levels in
multiple Openness facets. The most central among these nodes is item 6 (Betweenness - 50,
Strength – 1.10), which seems to best reflect high Creativity. While item 8 is also plausibly
an indicator of Creativity, items 3 and 7 both appear to convey high levels of
Unconventionality (item 3 – “I like to do things that are different.”, item 7 – “I like to think
I’m very open-minded.”). Also, Items 5 and 15 best represent high levels of Inquisitiveness
(item 5 – “I’m fascinated by how the world works.”, item 15 – “I like to learn about other
cultures.”).
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Although this summary discusses groups of items as if they are separated from one
another, it is important to note that this is not actually the case. Like the observed patterns in
Conscientiousness, Openness to Experience appears to have pockets of items which tend to
represent one level of one or multiple facets, that are themselves positively related with
opposing levels of differing facets. In this case, items 12 (low Inquisitiveness) and 6 (high
Creativity) are positively related with one another as well as item 14, which itself reflects
high Unconventionality. Again, an aggregate score from this scale could arguably mask some
important details captured by these individual items, as some facets from seemingly the same
“pole” appear to be negatively correlated with one another.

84

CHAPTER SEVEN
DISCUSSION
In the two centuries since Galton first proposed what is now known as The Lexical
Hypothesis (1884), the field of Personality Psychology has seen both periods of stagnation
and rapid progress. The eventual development of the FFM as a framework for Personality is
owed in part to the Lexical Studies conducted throughout the 20th century that were
predicated on this thesis. Another major contributor to progress has come through the
development Factor Analytic methods, which allowed researchers from both the Lexical and
Clinical camps to detect communalities in the measures they had independently developed.
Some researchers argue that the field of Personality Psychology has once again fallen into a
state of stagnation (c.f., Hough et al., 2015). The present study sought to address some of the
alleged causes for stagnation by conducting an exploratory study that inspects some of the
proposed trait facets for established trait domains. Moreover, the present study attempted to
make use of what is known with respect to broader trait domains, without imposing a priori
assumptions toward what is unknown in their respective trait facets.
In an effort to satisfy these criteria, a method of scale development was proposed that
combined the fruits of two separate, time-tested, linguistic hypotheses. Specifically, an
established Personality measure (100-item HEXACO PI-R; Lee & Ashton, 2018) was used to
seed the generation and facilitate the screening of a new Personality Inventory through
publicly available pre-trained language models (GPT-2; Radford et al., 2019; Sentence
RoBERTa, Reimers & Gurevych, 2019). It was expected that the tokenized content of the
HEXACO items, which themselves encode meaningful information regarding latent
personality traits, would allow a generative model to produce text that exists proximally in
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some distributional semantic subspace and likewise encodes information regarding similar or
adjacent personality traits.
Before any interpretation of the present study’s results may be made, however,
questions regarding the quality of the generated inventory must be addressed. More precisely,
does the inventory produced appear to be a valid measure of the trait domains targeted by the
HEXACO? Given that only half of scales included in the study possess acceptable reliability
indices, it would appear that the evidence for such a claim is, at best, mixed. There are a few
suspected reasons for the poor performance amongst some of the scales which are discussed
at greater length in the Limitations section below. That being said, the shortcomings of this
first attempt should not be viewed as an indication that any future attempt toward automated
item generation would be done in vain, but the opposite. Not only did some of the scales
generated by GPT-2 meet minimum requirements for reliability, but they also contained
items which clearly reflected their targeted content domains and additionally possessed
significant partial correlation coefficients with other items in their scale under very
conservative modeling circumstances. While there are some recommendations that are made
below for any interested researcher in improving upon the approach demonstrated in the
present study, it must be emphasized that the type of language models used here have shown
a great amount of potential as a tool for scale development.
Beyond the practical implications of automated scale development, some theoretical
insights may be drawn from the partial correlation networks estimated for each trait domain.
This study inspected the items produced for each trait domain and assessed the apparent trait
facets were measured in order to determine the extent to which HEXACO’s trait facets were
represented, or if any new facet traits had been uncovered. Beyond the mere presence of
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these trait facets, this study additionally sought to understand how they relate to one another,
as previous Personality measures had been criticized for assuming that there existed an
identical number of nested trait facets that were structurally identical across every trait
domain (Hough et al., 2015).
With respect to the presence of trait facets in the study, it does appear that the facets
targeted by the HEXACO were generally represented within their respective trait domain
scales. While it does not necessarily appear that there were any new facets that were entirely
distinct from what was already captured by the HEXACO, it is worth noting that some trait
facets appear more heavily represented than others. Of course, this may only be an artifact of
one or both of the language models used, or of the clustering algorithm implemented as well.
However, this finding justifies the suspicions of Hough et al. (2015); it does not appear that
all facets are created equally. Similarly, there do not appear to be many structural similarities
when comparing the networks of different trait domains, falsifying the assumption that trait
facets relate to their respective trait domains in a structurally identical manner. Of course, it
must be emphasized that some of these scales appear unreliable and should not be viewed as
a valid measure for each of the trait domains targeted. However, it may be a worthwhile
venture to conduct follow-up studies to see what sort of patterns are uncovered with Partial
Correlation Networks and how they compare with those found in the present study.
An interesting pattern was observed amongst some of the networks produced that was
somewhat unexpected. Some of the items, often those at the outermost regions of the plotted
networks, appeared to overlap in content with different traits. For example, item 16 on the
Agreeableness scale (“I have a very positive outlook on life.”) could arguably serve as an
item for an Emotional Stability scale, while item 14 on the Emotionality scale (“I have a
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tendency to get angry easily.”) is highly similar to Agreeableness’s item 15 (“I have a lot of
anger in me.”). This pattern is interesting, given that the authors of the HEXACO had a
slightly different definition from Emotional Stability with their Emotionality trait domain, as
components relating to Irritability were removed from Emotionality and were instead found
in Agreeableness. Unfortunately, an omnibus network including every scale could not be
constructed in the present study, as an insufficient number of responses were collected
relative to the number of parameters estimated by such a model (i.e., the required covariance
matrix was non-positive definite). Thus, there was no empirical way to test any suspicion of
where or how separate trait domains might have correlated with one another.
Table 3
Every item generated by GPT-2, which contained the word “leader”, and the Factor
sampled.
Item
I'm not a good leader.
I'm not a natural leader.
I have to be the leader.
I'm not sure I'd be a good leader in a group setting.
I am a natural-born leader.
I think that is a good trait for a leader.
I think that's what makes me a good leader.
I'm a natural-born leader.
I have to learn to act like a leader.

Factor
Extraversion
Extraversion
Extraversion
Extraversion
Extraversion
Agreeableness
Agreeableness
Conscientiousness
Conscientiousness

Additionally, there were some instances where constructs external to Personality may
have been represented to some extent through some of the scales in the inventory. In the
results section, it was mentioned that items 1, 2, and 3 in the Agreeableness network
appeared relevant to Interpersonal Justice (c.f., Colquitt, Greenberg, & Zapata-Phelan, 2005).
While this similarity was only recognized after data had been collected and their
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intercorrelations with one another had been calculated, there were other candidate items that
had been screened out, that overtly described known covariates of particular personality
traits. For example, nine items were generated in total which contained the word “leader”
(shown above in Table 3). Five of these items were generated for the Extraversion facet,
while two were for Conscientiousness, and another two were for Agreeableness. A metaanalysis by Judge et al. (2002) found both Extraversion and Conscientiousness were reliably
with Leadership Emergence (Ext. = .24, Cons. = .33) and Leadership Effectiveness (Ext. =
.24, Cons. = .16). While Agreeableness was not related with Leadership, neither of the items
produced for that factor are exactly statements about one’s own perceived abilities per se (in
fact, they were screened out as they required their prompts to have meaning). Regardless, it is
worth noting that Leadership is not mentioned in anywhere in the 100-item version of the
HEXACO inventory used for item generation. While this example may only be a fluke, it
would seem that GPT-2 had determined that statements about one’s relative Leadership
abilities are semantically similar to statements about one’s relative Extraversion and
Conscientiousness.
Limitations
Recall that only some of the scales exhibited adequate indices of reliability. Without
this fundamental criterion being satisfied, it cannot be recommended that this inventory be
used as-is with the intention of measuring personality traits as one would with a scale like the
HEXACO. However, the fact that roughly half of the inventory did meet this criterion and
that some of the others were not far off, suggests a more reliable survey could be possible
after some revisions are made. If this is in fact true, future efforts should benefit from the

89

identification of the choices made in the present study which may have resulted in poorer
performance for some of the scales.
In the author’s opinion, there are four major components of the present study that
could have impacted the inventory’s performance. However, before delving into what they
are, it is worth mentioning here that efforts were made to improve the quality of the survey
prior to administration with the validation study. If poor reliability had been the result of
irrelevant content being included, it may have been flagged and removed before
administering the inventory to participants. However, a lack of participation rendered the
exercise uninformative. While this study was unable to strengthen the inventory through this
approach, future studies may find Validation Studies helpful if they are able to gather
sufficient responses from SMEs.
Data Quality
First, this study found apparent differences in reliability estimates amongst the two
populations sampled, such that nearly every scale saw improved coefficients when calculated
using only response data from the University Student sample. These findings corroborate
recent reports of a degradation in data quality from MTurk workers that does not seem to be
resolvable with basic attention checks like those that were used in the present study (c.f.,
Ahler et al., 2020; Hauser et al., 2021). Thus, one means for improving reliability estimates
may simply be to seek out better quality sources of response data, and take additional
precautions when using MTurk (c.f., Littman, et al., 2015, Hauser et al., 2021).
Item Prompts
Besides the respondents sampled, there were also data collection procedures
regarding the Personality items to use as prompts. Specifically, the present study limited the
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source of candidate prompts to the 100-item HEXACO in order to avoid criterion
contamination, as there were a number of measures available through the IPIP that were not
measures of FFM traits. Among those that were, there existed definitional differences that
would have required some additional design decisions to be made. As discussed in the
literature review, the HEXACO was selected because it was more comprehensive than other
FFM based inventories and possessed a wealth of evidence from other studies to support its
validity. However, there are some apparent idiosyncrasies in the HEXACO that could have
impacted predictions in the present study. For example, items in the HEXACO are generally
longer than items from inventories like the NEO-PI. Although this may seem entirely
superficial to a person taking either of the surveys, language models like GPT-2 that perform
zero-shot learning are heavily influenced by things like writing style. Indeed, the items that
were produced using the HEXACO in the present study appeared similarly verbose when
compared to items that were generated in an earlier pilot study that used the NEO-PI. If items
are more verbose, it means that there will likely be more prediction occasions required to
form a complete and coherent statement (while there are optional arguments for minimum
and maximum sequence lengths, they currently function more so as a means to cut-off GPT2, rather than to guide it towards sequences of a certain length). However, more prediction
occasions also means that a wider range of subsequent sequence embeddings would need to
be analyzed because there would be a greater number of probable statements produced.
Aside from writing style, the contents of certain scale items in the HEXACO may
have favored specific themes. Specifically, the Honesty Humility scale references money or
other terms associated with money in facets other than Greed Avoidance. As a result, a
disproportionate number of items contained references to money, wealth, and status symbols.
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While these concepts may be relevant to the construct, it seems that the subtle recurrence of
this theme may have led to it being over-represented, and other potentially relevant themes
being under-represented. Issues like the two mentioned may be ameliorated through the
integration of multiple distinct Personality measures into a vetted item pool, as it would
reduce the odds of idiosyncrasies in one particular measure having an outsized effect on the
survey generated. However, it is advised that any such effort be made with sensitivity to the
structural and definitional differences between the HEXACO and other personality measures.
Transformer Performance
While the contents of the HEXACO may in part be responsible for the quality of the
items generated, the generative model itself likely played a large role. In manually reviewing
the initial output generated, it appeared that certain themes from prompt items appeared
overrepresented compared to others. This may have been because some words were more
salient to GPT-2 than others in the prompt, or that Sentence RoBERTa exhibited similar
biases when generating sequence embeddings from the generated items. This could be in part
due to a limitation of the specific Transformers used, and that different models (discussed in
greater depth in the Future Studies section) could have yielded better quality items.
It should be noted that some of the choices made by the author could have also caused
the generative model to perform sub-optimally in the present study, as there are a number of
optional arguments capable of having a major impact on the model’s performance (see
Appendix E for a list of all User Defined Arguments for GPT-2’s generation function as well
as other user-defined variables used in the generation procedure). Because there was no
clear, quantifiable, method for optimizing sequence “quality”, the present study instead tested
the effects of different values for some of the more influential options (e.g., temperature) and
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stuck with the combination that appeared to perform “best” across all prediction occasions
(“best” meaning more of the items were consistently intelligible and were not clear
paraphrases of their prompts). Further efforts to improve item quality were instead made
after generation, through data cleaning and clustering exercises. However, it may be that
better results would have been attained after testing different optional settings for each of the
individual scales first. Because these settings were instead held constant, the settings may
have only been optimal for some of the scales. In other words, the settings chosen may have
simply been better for producing Extraversion items than Openness items.
A separate issue regarding item quality is suspected to be caused by GPT-2’s
tokenizer, and the model’s optional ‘bad_words_idx’ argument. In an effort to curtail the
production of items which were unusable, specific token IDs in GPT-2’s dictionary were
banned from prediction. The list of banned tokens (see Appendix F) consisted of tokens that
had been used to generate items that were not independent clauses, not self-referencing, or to
use explicit language. However, it appears that this effort had backfired, as it is suspected to
have caused some of the items generated to contain word fragments or symbols. This
argument is the suspected culprit because GPT-2 uses byte-pair encoding, meaning it’s
tokenizer contains tokens that represent words and sub-word character sequences. For
example, the word “that” can be encoded/decoded with a single token for “that”, or two
separate tokens, “th” and “at”. This feature is suspected to have resulted in a “whack-a-mole”
situation when attempting to ban specific words, in that the model would attempt to work
around banned characters and convey the same or similar ideas in a sequence generated and
replace banned tokens with something similar, or something completely meaningless in the
process.
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Concerns with WebText
Perhaps the most important determinant of either model’s performance are the pretraining data and strategies used. As mentioned in the literature review, there are some
limitations inherent to pre-trained language models for item generation, however, there are
some concerns that are specific to GPT-2. The model’s creator, OpenAI, has not publicly
released a copy of the WebText corpus, so we can only know as much about what went into
this model as they were willing to disclose in the original white paper (Radford et al., 2019).
From this source, we know that they scraped outbound Reddit links before December 2017
with at least 3 Karma as the preliminary barrier for text content (Radford et al., 2019), and
that they performed some manual cleaning on the initial corpus. They note that this cleaning
process involved the removal of duplicate documents, as well as texts that appear in other
corpora (e.g., Wikipedia articles) to get a more accurate comparison the model’s performance
against other generative models on various language modeling benchmarks. Beyond that,
Radford et al. (2019) provide little information on how the corpus was cleaned; going only as
far as to describe the process as “some heuristic-based cleaning” (pg. 3). In their defense,
they also state that the final corpus consisted of roughly 8 million documents, meaning a
detailed analysis of its contents would truly be infeasible. However, without greater detail on
these “heuristics” were, or a copy of the corpus itself being made public, there will always be
unknowns regarding what this language model has been exposed to and how it may impact
downstream implementations like the present study.
Until a public copy is released, one of the only options for gauging the
generalizability of WebText is thus to go back to the source. In a review of Reddit users that
was published around the same time WebText was scraped, Shatz (2017) reported Reddit
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users skewing younger, with mean user age of 24.5 years. Shatz (2017) also noted
inconsistent findings in terms of Gender representation, with studies conducted earlier in the
decade reported greater Male representation, and later studies reported minimal differences in
representation, if any. A study of U.S. reddit users conducted by Pew found Reddit users to
be more left leaning politically than the general U.S. population, and more educated (Barthel
et al. 2016). Additionally, the study also reports ethnic representation that is comparable to
the U.S. population. With respect to nationality, the U.S. accounted for half of Reddit’s
traffic in August of 2015, out of a total of 200 million unique uses from 208 countries (Shatz,
2017).
In light of this, one could argue that the content shared by Reddit users at the time
when WebText was created best represents the interests of a subset people that is not wholly
representative of the (English speaking) human population. As a consequence, this difference
could indirectly impact the predictions made by GPT-2. In other words, if GPT-2 was pretrained on text that was more likely to appeal to younger, more well educated, liberal, U.S.
based users, it may likewise be biased to generate text that is more likely to appeal to those
demographics than others. Thus, it could be that the items generated for the present study had
differential validity across the aforementioned sub-groups.
Affinity Propagation Performance
The last major portion of this study which could have impacted the eventual quality
of the inventory involves decisions made from the output of the clustering algorithm. While
it is maintained that Affinity Propagation yielded a higher quality survey than what would’ve
resulted from the Hierarchical Clustering Analysis, it is not guaranteed that the exemplar
items found at the centroid of a given cluster are also the items that exhibit the best reflect the
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construct of interest. It may have been that other items were nearly qualified to serve as an
exemplar and were better worded but were instead discarded in favor of a poorly worded
item which better aligned with other items along some subset of sequence embedding
dimensions. Furthermore, some of the judgments made in constructing the scale from this set
of exemplars could have been suboptimal. The identification of exemplar items greatly
reduced the number of individual judgments necessary, but there were nonetheless times
when determinations were difficult and reliant upon the author’s intuition. Thus, while
choosing 96 items out of 500 exemplars involved far fewer subjective decisions than handcoding trait-adjectives from a dictionary, there is likely room for improvement in this part of
the process in order to ensure that the best items are ultimately chosen.
Implications
Despite the mixed results, there are still some insights that may be drawn from the
present study with respect to Personality theory, as well as measurement in the era of deep
learning. Modern Personality research began with the study of semantically similar traitdescriptors in our vernacular, where individual words served as a proxy for the latent
characteristics they describe (c.f., John, Angleitner, & Ostendorf, 1988). The proposed study
tests and extends this notion, by searching for semantic patterns in pre-existing personality
measures so that they may be used to generate new items. Given the performance of some of
the trait-domain scales developed, it would seem that the goal of developing a valid measure
from this Compositional Distributional Semantic approach is indeed attainable. While this
would require further revision to the scale generated, language models like GPT-2 and
RoBERTa seem capable of encoding and decoding meaningful information about the
common behavioral tendencies that we define as personality through text. If this is indeed
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true, these massive pre-trained language models could allow for new and different types of
lexical studies to be conducted and prove useful as a vehicle for knowledge discovery in
Personality research.
Of course, this comes with some caveats. Generative models require a prompt, and
what you provide as a prompt heavily influences what the model returns. Thus, it would be
difficult to use such an approach if one were starting from scratch and did not have a valid
Personality measure to build off of. In other words, the value of this approach as an
exploratory method is found by looking for things that are adjacent to what is known. For
example, this study sought out more depth-wise (i.e., facet level) insights than lateral (i.e.,
domain level) insights, because items were generated by shuffling HEXACO items together
for a given trait domain. Envisioning this process spatially, the goal was to point the model at
a region in space for it to sample embedding vectors from. By providing the model
statements that theoretically represent a broader area, it was expected to generate text from
embeddings somewhere within that subspace.
Beyond the novel scale development method, Partial Correlation Networks were used
in subsequent analyses, because they too supported this study’s exploratory interests. This is
because they allowed for the internal structure of the personality traits measured by the
survey to be assessed inductively in a more “hands-off” approach. This approach was chosen
in order to address a common weakness Hough et al. (2015) identified in previous studies
where a seemingly arbitrarily number of facets were chosen to use across each domain.
Similarly, the choice to use a Partial Correlation Network as opposed to a factor analytic
strategy to assess the internal structure of these traits is motivated by Hough et al.’s call to
analyze personality data with no a priori assumptions of model structure, including hierarchy.
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Furthermore, the implementation of LASSO and EBIC for network estimation encouraged
parsimony in estimates, with the hope that any patterns found in the present study would be
more replicable and thereby aid in resolving current fragmentations in Personality literature
at the facet-level.
Theoretical contributions aside, the demonstrated method for item generation poses to
very direct benefit to practitioners by potentially reducing the time and resources for scale
construction. While this implication likewise comes with some caveats, it is expected that a
similar approach could be used, at the very least, to create parallel forms for pre-existing
measures with greater ease. Of course, this does not make the analyst obsolete: one cannot
expect a valid measure to be generated without the input and judgement of an expert (as
evidenced by this study). Rather, this method should be viewed more a sort of brainstorming
tool that the analyst may work from and build off of, using their knowledge of the targeted
construct as their guide. Additionally, it is worth noting that there was a theory-based
rationale towards creating a Personality survey with a language model, and that it may not be
safe to assume that information regarding any given construct would be available for
extraction via text. Theoretical considerations and due diligence are strongly recommended
when considering any approach towards automated item generation. However, under the
appropriate circumstances, and under the careful supervision from a knowledgeable analyst,
the automated item generation could serve as a useful tool in the creation of new measures
and additionally reduce resource requirements.
Recommendations for Future Studies
Future studies could extend upon this work in ways which were previously discussed
in the above sections. Before discussing additional recommendations, a summary is provided
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on some key areas that have already been discussed. First, improvements may be found using
alternative data sources to MTurk, or by taking additional steps to ensure data quality (e.g.,
Squared Discrepancy Principle; Litman, Robinson, & Rosenzweig, 2015). Also, a generation
approach using a pool of multiple, theoretically aligned, Personality measures instead of a
single measure may help reduce some of the observed idiosyncrasies in generated items.
Next, it was recommended that different settings for optional arguments like Temperature be
tested and fine-tuned for each scale individually to ensure maximal performance.
Additionally, it is recommended that different Transformers be tested altogether.
Specifically, greater interpretability of results may be attained by using a generative model,
whose pre-training data and strategy is open-sourced.
With respect to some of the concerns more germane to I-O Psychology, it was
mentioned in the literature review that this study placed most of its focus on the internal
structure of Personality, at the expense of neglecting its relation to external constructs. While
it would have been untenable to include measures of known or suspected covariates for each
of the six factors scales were created for in this study, the collection of criterion related
evidence of validity would be an important step in gauging this measures efficacy as a
personality measure. Additionally, those with a deeper background in measurement may
recognize some areas where Item Response Theory may be helpful in refining the scale
developed. For example, item information functions may be helpful in determining the items
worth keeping when building a new measure, as they indicate how an item relates with the
specific level of a construct. Utilizing this information should improve differentiation
between different levels of a given trait with more granularity, improving the scale’s overall
performance as a result.
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Perhaps the simplest way to improve upon this study and some of the aforementioned
limitations in the process, is by using a more current generative model. When this study first
began, GPT-2 XL was the largest, most powerful, generative model that was publicly
available at that time. At the time of writing, however, this is no longer the case, as GPT-2
has been surpassed by publicly available models that are several times larger. The most
promising options seem to be those that have been developed by EleutherAI, a team of
volunteer researchers devoted to advancement of Open-Sourced AI. For example, their GPTneoX model (Black et al., 2022) is an open-sourced Generative Pretrained Transformer with
20 billion trainable parameters (for comparison, GPT-2 XL has roughly 1.6 billion
parameters). Not only is this model open-source, but the dataset it was trained on, The Pile, is
open-source as well (Gao et al., 2020), making the model more auditable when reckoning
with potential biases in its predictions. Given the rapid rate of progress currently being made
in this field, it may be worth mentioning that this model may soon be dwarved by yet an even
larger model as well in the near future. On their website, EleutherAI (2022) state that they
plan on producing a similar open-source model whose size rivals that of the largest version of
OpenAI’s GPT-3 model, GPT-3 DaVinci, which contains over 150 billion trainable
parameters. Regardless, any such a model would almost certainly produce higher quality
items (or at the very least, fewer junk items), as the number of trainable parameters is known
to be one of the biggest determinants of a language model’s performance (c.f., Raffel et al.,
2019).
However, even if one were to stick with the models used in the present study, there
may still be room for improvement. It was mentioned that this study had initially attempted
to fine-tune the text generator, but it proved ineffective as it required the use of a smaller
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version of the model to be used due to high computational requirements, and the data used –
The Pennebaker (2003) Dataset – yielded serious biases in performance. While it may be that
the present study was unable to find a fine-tuning regime that improved performance, that
does not mean that one does not exist. It may be a difficult balance to strike, however, as the
intentionally broad corpora that these networks are trained on may arguably possess more
generalizable representations of personality-relevant language. If one were to find data that
wouldn’t limit the generalizability of predictions, researchers would again need to have
access to sufficient computational resources required for fine-tuning. More modest
modifications would be more tenable using free or low-cost services like Google’s Colab
platform. For example, fine-tuning attempt made in this study was done by “freezing” lower
layers of a distilled (i.e., smaller) GPT-2 model, such that their parameters couldn’t be
adjusted, and adding a new LM “head”, or network layer designed for the purpose of text
generation. This final layer is the only layer that was modified by the fine-tuning data from
Pennebaker & King (2003). The choice of whether to fine-tune, and if so, the appropriate
implementation strategy to use, should ultimately be made on a case-by-case basis with
respect to the task at hand and the underlying theory. However, a method for training (or
even simply constraining) a generative model to produce sequences that meet the simplest
criteria in terms of item structure, not item content, would represent a massive improvement
for any future efforts in automated item generation.
It is worth noting that fine-tuning generally requires that user accept many of the
design choices made by a model’s original architects (e.g., number dimensions of for
embedding-vectors, number of attention heads used, maximum sequence length). However,
multiple versions of large language models are often published that vary in their size so that
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they may satisfy requirements for different use cases (e.g., prediction speed vs. prediction
accuracy). While this constraint may not be ideal for Psychology researchers, most would be
hard pressed to source the computational resources required to pre-train large language
models with their own desired specifications from scratch. This is because neural networks
are generally trained using GPUs, which allow for parallel computation and drastically
reduce the time that would otherwise be required to train a model. GPUs have a limited
amount of memory, which the entire model must be stored in for training. BERT-large
requires over 16GB of memory at a minimum in order to be trained (c.f., Hui, 2020), which
immediately eliminates most consumer grade GPUs available at the time of writing from use.
Note that BERT-large is 330 million parameters (Devlin, et al., 2019), most state-of-the-art
models at the time of writing are multiple orders of magnitude larger (c.f., Switch
Transformer; Fedus, Zoph, & Shazeer, 2021). Looking forward, participation in this part of
the training process will require access to clusters of many GPUs, or some other special
purpose hardware for the foreseeable future. While this is not an ideal situation, there is not
likely to be much demand from Psychology researchers at least to participate in this process,
as pre-training procedures are designed with generalizability in mind. This step is largely
executed to improve performance on some lower-level task requisite (i.e., syntax, basic
semantic concepts) for performance on a more specific downstream task (i.e., generating a
Personality Inventory). Whatever would be gained by taking on this task as a Psychology
researcher, it would unlikely be worth the exorbitant cost in computational resources.
For studies more interested in furthering Personality theory than measurement
practices, there are two additional recommendations that may be made. First, there were a
number of methodological decisions that were made in this study that may be forgone in
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future studies. While sampling personality inventories offers a great starting point, it may be
that other forms of natural language may likewise offer insights, and moreover allow for
more knowledge discovery than what was observed in this study. Similarly, many of the
settings and constraints placed on the generative model were made with the intention of
producing sequences that met the syntactic and semantic characteristics of a decent survey
item (i.e., brief statements that are self-referential, broad in scope, and framed in the present
tense). Without this added constraint on what a generative model produces, they may yield
more noteworthy results. Regardless, the unexpected observation of items being generated
that better represented known covariates of targeted Personality traits would suggest that we
may be able to learn more about a traits nomological network from a generative model’s
output alone. Lastly, it should be noted that a number of publicly available language models
have been pre-trained on different languages. Such models may be useful in future studies
that may want to replicate a study such as this one, where the models used were trained on
natural language generated by WEIRD populations. By accounting for idiosyncrasies in
western, English-speaking cultures, more culturally invariant insights to Personality may be
drawn.
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Appendix A
Generated Personality Survey and HEXACO Prompt Items
Item

Targeted
Factor
Agreeablenes
s

Prompt 1 Facet

Prompt 2 Facet

Prompt 1

Prompt 2

Gentleness

Flexibility

When people tell
me that I’m
wrong, my first
reaction is to
argue with them.

I don't want
to hurt
anyone's
feelings.

Agreeablenes
s

Gentleness

Forgiveness

Even when
people make a
lot of mistakes,
I rarely say
anything
negative.
I generally
accept people’s
faults without
complaining
about them.

I don't like
to be
cheated by
anyone.

Agreeablenes
s

Flexibility

Forgiveness

People
sometimes tell
me that I'm too
stubborn.

I don't like
being told
that I'm
wrong.

Agreeablenes
s

Gentleness

Flexibility

I'm a very
forgiving
person.

Agreeablenes
s

Patience

Forgiveness

Even when
people make a
lot of mistakes,
I rarely say
anything
negative.
Most people
tend to get
angry more
quickly than I
do.

I tend not
to give up
easily.

Agreeablenes
s

Patience

Gentleness

I can't
change my
personality.

Agreeablenes
s

Flexibility

Forgiveness

I don't get
angry when
people
make
mistakes.

Agreeablenes
s

Gentleness

Forgiveness

I generally
accept people’s
faults without
complaining
about them.

I think I'm
a very
reasonable
person.

Agreeablenes
s

Flexibility

Patience

I am usually
quite flexible in
my opinions
when people

I don't like
to let
people
down.
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Most people
tend to get
angry more
quickly than I
do.
People
sometimes tell
me that I'm too
stubborn.

My attitude
toward people
who have treated
me badly is
"forgive and
forget".
If someone has
cheated me
once, I will
always feel
suspicious of
that person.
When people tell
me that I’m
wrong, my first
reaction is to
argue with them.
I find it hard to
fully forgive
someone who
has done
something mean
to me.
I generally
accept people’s
faults without
complaining
about them.
If someone has
cheated me
once, I will
always feel
suspicious of
that person.
My attitude
toward people
who have treated
me badly is
"forgive and
forget".
People think of
me as someone
who has a quick
temper.

disagree with
me.
I find it hard to
compromise
with people
when I really
think I’m right.

I'm not a
big fan of
compromis
e.

Agreeablenes
s

Flexibility

Flexibility

I can be
very
stubborn.

Agreeablenes
s

Flexibility

Flexibility

I don't hold
grudges
against
people.

Agreeablenes
s

Gentleness

Forgiveness

I have a
very high
tolerance
for
disagreeme
nt.
I can be a
little harsh
at times.

Agreeablenes
s

Flexibility

Flexibility

Agreeablenes
s

Gentleness

Patience

I have a lot
of anger in
me.

Agreeablenes
s

Gentleness

Patience

I have a
very
positive
outlook on
life.

Agreeablenes
s

Flexibility

Gentleness

I have a
hard time
keeping
track of
what I want
to do.
I'm not
always sure
what I
want.

Conscientious
ness

Prudence

Perfectionism

I don’t allow
my impulses to
govern my
behavior.

Conscientious
ness

Diligence

Prudence

I like to
keep things
neat.

Conscientious
ness

Organization

Perfectionism

Often when I
set a goal, I end
up quitting
without having
reached it.
I clean my
office or home
quite
frequently.
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When people
tell me that I’m
wrong, my first
reaction is to
argue with
them.
Even when
people make a
lot of mistakes,
I rarely say
anything
negative.
When people
tell me that I’m
wrong, my first
reaction is to
argue with
them.
I tend to be
lenient in
judging other
people.
I tend to be
lenient in
judging other
people.
I find it hard to
compromise
with people
when I really
think I’m right.

I am usually
quite flexible in
my opinions
when people
disagree with
me.
I am usually
quite flexible in
my opinions
when people
disagree with
me.
My attitude
toward people
who have treated
me badly is
"forgive and
forget".
I am usually
quite flexible in
my opinions
when people
disagree with
me.
People think of
me as someone
who has a quick
temper.
People think of
me as someone
who has a quick
temper.
Even when
people make a
lot of mistakes, I
rarely say
anything
negative.
When working
on something, I
don't pay much
attention to
small details.
I make a lot of
mistakes
because I don't
think before I
act.
When working
on something, I
don't pay much

I'm a
workaholic.

Conscientious
ness

Prudence

Diligence

I have to
think about
what I'm
going to
say before
speaking.
I like to
make my
decisions
on instinct.

Conscientious
ness

Organization

Prudence

Conscientious
ness

Perfectionism

Prudence

I always
have a plan.

Conscientious
ness

Perfectionism

Diligence

I'm not
very
organized.

Conscientious
ness

Organization

Organization

I'm very
prone to
procrastinat
ion.

Conscientious
ness

Diligence

Prudence

I'm not the
type of
person to
follow a
schedule.
I'm very
competitive
.

Conscientious
ness

Perfectionism

Prudence

People often
call me a
perfectionist.

Conscientious
ness

Organization

Diligence

I have a
tendency to
take risks.

Conscientious
ness

Diligence

Prudence

People often
joke with me
about the
messiness of
my room or
desk.
When working,
I often set
ambitious goals
for myself.

I'm not
afraid of
failure.

Conscientious
ness

Perfectionism

Diligence
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I don’t allow
my impulses to
govern my
behavior.
When working,
I sometimes
have
difficulties due
to being
disorganized.
When working
on something, I
don't pay much
attention to
small details.
I always try to
be accurate in
my work, even
at the expense
of time.
People often
joke with me
about the
messiness of
my room or
desk.
When working,
I often set
ambitious goals
for myself.

I always try to
be accurate in
my work, even

attention to
small details.
I do only the
minimum
amount of work
needed to get by.
I make a lot of
mistakes
because I don't
think before I
act.
I make decisions
based on the
feeling of the
moment rather
than on careful
thought.
Often when I set
a goal, I end up
quitting without
having reached
it.
I clean my office
or home quite
frequently.

I make decisions
based on the
feeling of the
moment rather
than on careful
thought.
I prefer to do
whatever comes
to mind, rather
than stick to a
plan.
I often push
myself very hard
when trying to
achieve a goal.
I make decisions
based on the
feeling of the
moment rather
than on careful
thought.
Often when I set
a goal, I end up
quitting without

at the expense
of time.
I don’t allow
my impulses to
govern my
behavior.

I focus on
the big
picture.

Conscientious
ness

Prudence

Perfectionism

I often
forget to do
things that I
need to.

Conscientious
ness

Organization

Prudence

I'm always
trying to
improve
myself.

Conscientious
ness

Perfectionism

Prudence

I don't trust
anyone.

Emotionality

Sentimentality

Fearfulness

I'm not
worried
about the
future.
I'm very
comfortabl
e in my
own skin.

Emotionality

Anxiety

Anxiety

Emotionality

Dependence

Dependence

I don't like
to talk
about my
feelings.

Emotionality

Sentimentality

Sentimentality

I have a
very strong
sense of
right from
wrong.
I get
nervous
when I'm in
a new
environmen
t.

Emotionality

Dependence

Anxiety

I rarely discuss
my problems
with other
people.

Emotionality

Anxiety

Sentimentality

I get very
anxious when
waiting to hear
about an
important
decision.
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When working,
I sometimes
have
difficulties due
to being
disorganized.
When working
on something, I
don't pay much
attention to
small details.
I feel strong
emotions when
someone close
to me is going
away for a long
time.
I sometimes
can't help
worrying about
little things.
When I suffer
from a painful
experience, I
need someone
to make me
feel
comfortable.
When someone
I know well is
unhappy, I can
almost feel that
person's pain
myself.

having reached
it.
When working
on something, I
don't pay much
attention to
small details.
I make a lot of
mistakes
because I don't
think before I
act.
I make decisions
based on the
feeling of the
moment rather
than on careful
thought.
When it comes
to physical
danger, I am
very fearful.
I worry a lot less
than most people
do.
I can handle
difficult
situations
without needing
emotional
support from
anyone else.
I remain
unemotional
even in
situations where
most people get
very
sentimental.
I worry a lot less
than most people
do.
I feel strong
emotions when
someone close
to me is going
away for a long
time.

I have a
strong
sense of
self-worth.

Emotionality

Sentimentality

Dependence

I feel strong
emotions when
someone close
to me is going
away for a long
time.

I'm very
sensitive to
others'
emotions.

Emotionality

Anxiety

Sentimentality

I don't feel
like I have
control
over my
emotions.

Emotionality

Anxiety

Sentimentality

I'm able to
deal with
my
emotions
on my own.

Emotionality

Dependence

Dependence

I have a
good sense
of direction
in my life.

Emotionality

Anxiety

Anxiety

I'm very
sensitive to
criticism.

Emotionality

Dependence

Anxiety

I'm very
self-critical.

Emotionality

Anxiety

Anxiety

I get very
anxious when
waiting to hear
about an
important
decision.
I get very
anxious when
waiting to hear
about an
important
decision.
When I suffer
from a painful
experience, I
need someone
to make me
feel
comfortable.
I rarely, if ever,
have trouble
sleeping due to
stress or
anxiety.
I can handle
difficult
situations
without
needing
emotional
support from
anyone else.
I rarely, if ever,
have trouble
sleeping due to
stress or
anxiety.

I have a
tendency to
get angry
easily.

Emotionality

Anxiety

Anxiety

I rarely, if ever,
have trouble
sleeping due to
stress or
anxiety.

I have a
very low
tolerance
for stress.

Emotionality

Dependence

Anxiety

I rarely discuss
my problems
with other
people.
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I can handle
difficult
situations
without needing
emotional
support from
anyone else.
I feel like crying
when I see other
people crying.

I feel strong
emotions when
someone close
to me is going
away for a long
time.
I can handle
difficult
situations
without needing
emotional
support from
anyone else.
I worry a lot less
than most people
do.
I get very
anxious when
waiting to hear
about an
important
decision.
I get very
anxious when
waiting to hear
about an
important
decision.
I get very
anxious when
waiting to hear
about an
important
decision.
I worry a lot less
than most people
do.

I'm very
good at
reading
people.

Emotionality

Sentimentality

Sentimentality

When someone
I know well is
unhappy, I can
almost feel that
person's pain
myself.

I don't like
to talk
about my
personal
life.

Extraversion

Sociability

Sociability

I avoid making
"small talk"
with people.

I love to
share my
thoughts
with others.
I like to
work with
others.

Extraversion

Social_Self_Estee
m

Sociability

I feel that I am
an unpopular
person.

Extraversion

Liveliness

Sociability

Most people
are more
upbeat and
dynamic than I
generally am.

I enjoy
meeting
new
people.

Extraversion

Liveliness

Sociability

On most days, I
feel cheerful
and optimistic.

I like to
make
people
laugh.

Extraversion

Social_Self_Estee
m

Sociability

I think that
most people
like some
aspects of my
personality.

I'm not a
great
speaker.

Extraversion

Liveliness

Social_Boldness

Most people
are more
upbeat and
dynamic than I
generally am.

I have a lot
of energy.

Extraversion

Liveliness

Social_Self_Estee
m

I don't like
to be the
center of
attention.

Extraversion

Liveliness

Social_Boldness

Most people
are more
upbeat and
dynamic than I
generally am.
Most people
are more
upbeat and
dynamic than I
generally am.

I like to be
involved in

Extraversion

Liveliness

Sociability
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On most days, I
feel cheerful
and optimistic.

I remain
unemotional
even in
situations where
most people get
very
sentimental.
I prefer jobs that
involve active
social interaction
to those that
involve working
alone.
I enjoy having
lots of people
around to talk
with.
I prefer jobs that
involve active
social interaction
to those that
involve working
alone.
I prefer jobs that
involve active
social interaction
to those that
involve working
alone.
I prefer jobs that
involve active
social interaction
to those that
involve working
alone.
I tend to feel
quite selfconscious when
speaking in front
of a group of
people.
I feel reasonably
satisfied with
myself overall.
I tend to feel
quite selfconscious when
speaking in front
of a group of
people.
I prefer jobs that
involve active
social interaction

my
community.

to those that
involve working
alone.
I enjoy having
lots of people
around to talk
with.
I avoid making
"small talk" with
people.

I like to go
to a lot of
parties.

Extraversion

Social_Self_Estee
m

Sociability

I feel that I am
an unpopular
person.

I have
trouble
making eye
contact.
I have a lot
of friends.

Extraversion

Social_Self_Estee
m

Sociability

Extraversion

Social_Self_Estee
m

Social_Self_Estee
m

I'm a bit of
an
introvert.

Extraversion

Liveliness

Social_Boldness

I sometimes
feel that I am a
worthless
person.
I think that
most people
like some
aspects of my
personality.
Most people
are more
upbeat and
dynamic than I
generally am.

I have a
hard time
getting
along with
people.
I don't like
to be told
what to do.

Extraversion

Social_Self_Estee
m

Social_Boldness

I feel that I am
an unpopular
person.

I tend to feel
quite selfconscious when
speaking in front
of a group of
people.
I rarely express
my opinions in
group meetings.

Extraversion

Social_Self_Estee
m

Social_Boldness

I don't like
to speak on
behalf of
the whole
group.
I have a
good eye
for detail.

Extraversion

Social_Self_Estee
m

Social_Boldness

I think that
most people
like some
aspects of my
personality.
I feel that I am
an unpopular
person.

In social
situations, I'm
usually the one
who makes the
first move.
I rarely express
my opinions in
group meetings.

Openness to
Experience

Creativity

Creativity

I don't think of
myself as the
artistic or
creative type.

I don't like
to read.

Openness to
Experience

Creativity

Aesthetic_Apprec
iation

I like to do
things that
are
different.

Openness to
Experience

Inquisitiveness

Unconventionalit
y

I would enjoy
creating a work
of art, such as a
novel, a song,
or a painting.
I'm interested
in learning
about the
history and
politics of other
countries.

I would like a
job that requires
following a
routine rather
than being
creative.
I would be quite
bored by a visit
to an art gallery.
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I sometimes feel
that I am a
worthless
person.

I think of myself
as a somewhat
eccentric person.

I'm more of
a technical
type of
person.

Openness to
Experience

Creativity

Creativity

I'm
fascinated
by how the
world
works.

Openness to
Experience

Inquisitiveness

Unconventionalit
y

I just like
making
things.

Openness to
Experience

Creativity

Creativity

I like to
think I'm
very openminded.

Openness to
Experience

Inquisitiveness

Unconventionalit
y

I enjoy
playing
games.

Openness to
Experience

Creativity

Inquisitiveness

I have no
interest in
art.

Openness to
Experience

Creativity

Creativity

I'm not a
fan of the
mainstream
.

Openness to
Experience

Aesthetic_Apprec
iation

Unconventionalit
y

I'm not a
religious
person.

Openness to
Experience

Aesthetic_Apprec
iation

Unconventionalit
y

I don't
really care
about
anything.

Openness to
Experience

Inquisitiveness

Unconventionalit
y

I have a
low
tolerance
for
boredom.

Openness to
Experience

Creativity

Aesthetic_Apprec
iation
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I would enjoy
creating a work
of art, such as a
novel, a song,
or a painting.
I'm interested
in learning
about the
history and
politics of other
countries.
I would enjoy
creating a work
of art, such as a
novel, a song,
or a painting.
I would be very
bored by a
book about the
history of
science and
technology.
I would enjoy
creating a work
of art, such as a
novel, a song,
or a painting.
I would enjoy
creating a work
of art, such as a
novel, a song,
or a painting.
Sometimes I
like to just
watch the wind
as it blows
through the
trees.
Sometimes I
like to just
watch the wind
as it blows
through the
trees.
I would be very
bored by a
book about the
history of
science and
technology.
I would enjoy
creating a work
of art, such as a
novel, a song,
or a painting.

I don't think of
myself as the
artistic or
creative type.
I think of myself
as a somewhat
eccentric person.

I don't think of
myself as the
artistic or
creative type.
I think of myself
as a somewhat
eccentric person.

I'm interested in
learning about
the history and
politics of other
countries.
I don't think of
myself as the
artistic or
creative type.
I like people
who have
unconventional
views.
I like people
who have
unconventional
views.
I think of myself
as a somewhat
eccentric person.

I would be quite
bored by a visit
to an art gallery.

I'm a bit of
a rebel.

Openness to
Experience

Inquisitiveness

Unconventionalit
y

I like to
learn about
other
cultures.

Openness to
Experience

Inquisitiveness

Unconventionalit
y

I'm not
interested
in the past.

Openness to
Experience

Inquisitiveness

Creativity

I have no
desire to be
liked.

Honesty_Hu
mility

Sincerity

Sincerity

I'm not
interested
in money.

Honesty_Hu
mility

Fairness

Greed_Avoidance

I would be
happy to
buy
expensive
goods for
myself.
I wouldn't
buy a
stolen car.

Honesty_Hu
mility

Greed_Avoidance

Modesty

Honesty_Hu
mility

Fairness

Modesty

I don't
think I'm
better then
anyone
else.

Honesty_Hu
mility

Modesty

Modesty

I don't want
to be a
joke.

Honesty_Hu
mility

Sincerity

Modesty

113

I'm interested
in learning
about the
history and
politics of other
countries.
I'm interested
in learning
about the
history and
politics of other
countries.
I would be very
bored by a
book about the
history of
science and
technology.
I wouldn't use
flattery to get a
raise or
promotion at
work, even if I
thought it
would succeed.
I would never
accept a bribe,
even if it were
very large.
I would get a
lot of pleasure
from owning
expensive
luxury goods.
I would be
tempted to buy
stolen property
if I were
financially
tight.
I think that I
am entitled to
more respect
than the
average person
is.
If I want
something from
someone, I will
laugh at that
person's worst
jokes.

I think of myself
as a somewhat
eccentric person.

I think of myself
as a somewhat
eccentric person.

I would enjoy
creating a work
of art, such as a
novel, a song, or
a painting.
If I want
something from
a person I
dislike, I will act
very nicely
toward that
person in order
to get it.
Having a lot of
money is not
especially
important to me.
I am an ordinary
person who is no
better than
others.
I want people to
know that I am
an important
person of high
status.
I am an ordinary
person who is no
better than
others.
I want people to
know that I am
an important
person of high
status.

I have a
good sense
of humor.

Honesty_Hu
mility

Fairness

Sincerity

I would
always do
what I
thought
was right.

Honesty_Hu
mility

Fairness

Sincerity

I have no
sense of
shame.

Honesty_Hu
mility

Fairness

Sincerity

I wouldn't
accept
money
from
anyone.

Honesty_Hu
mility

Modesty

Fairness

I don't need
to be rich.

Honesty_Hu
mility

Greed_Avoidance

Modesty

I'm a bit of
a showoff.

Honesty_Hu
mility

Greed_Avoidance

Modesty

I think I
deserve to
be treated
with
respect.

Honesty_Hu
mility

Modesty

Sincerity

I wouldn't
take a job
just for the
money.

Honesty_Hu
mility

Fairness

Sincerity

I would never
accept a bribe,
even if it were
very large.

I don't care
what
people
think about
me.

Honesty_Hu
mility

Sincerity

Modesty

If I want
something from
someone, I will
laugh at that
person's worst
jokes.
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If I knew that I
could never get
caught, I would
be willing to
steal a million
dollars.
I would never
accept a bribe,
even if it were
very large.
If I knew that I
could never get
caught, I would
be willing to
steal a million
dollars.
I wouldn’t
want people to
treat me as
though I were
superior to
them.
I would get a
lot of pleasure
from owning
expensive
luxury goods.
I would like to
be seen driving
around in a
very expensive
car.
I think that I
am entitled to
more respect
than the
average person
is.

If I want
something from
someone, I will
laugh at that
person's worst
jokes.
I wouldn't
pretend to like
someone just to
get that person
to do favors for
me.
If I want
something from
someone, I will
laugh at that
person's worst
jokes.
I would never
accept a bribe,
even if it were
very large.
I am an ordinary
person who is no
better than
others.
I am an ordinary
person who is no
better than
others.
If I want
something from
a person I
dislike, I will act
very nicely
toward that
person in order
to get it.
I wouldn't
pretend to like
someone just to
get that person
to do favors for
me.
I want people to
know that I am
an important
person of high
status.

I'm very
honest.

Honesty_Hu
mility

Fairness

Sincerity
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If I knew that I
could never get
caught, I would
be willing to
steal a million
dollars.

If I want
something from
someone, I will
laugh at that
person's worst
jokes.

Appendix B1
mTurk HIT – Personality Survey
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Appendix B2
Validation Study Survey
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Appendix C
100-Item HEXACO PI-R, Excluding the Altruism Sub-Scale (Lee & Ashton, 2018)
Key
Item
Honesty-Humility
I wouldn't use flattery to get a raise or promotion at work, even if I thought it
+ keyed
would succeed.
+ keyed
I wouldn't pretend to like someone just to get that person to do favors for me.
+ keyed
I would never accept a bribe, even if it were very large.
+ keyed
Having a lot of money is not especially important to me.
+ keyed
I am an ordinary person who is no better than others.
+ keyed
I wouldn’t want people to treat me as though I were superior to them.
If I want something from a person I dislike, I will act very nicely toward that
- keyed
person in order to get it.
- keyed
If I want something from someone, I will laugh at that person's worst jokes.
- keyed
If I knew that I could never get caught, I would be willing to steal a million dollars.
- keyed
I would be tempted to buy stolen property if I were financially tight.
- keyed
I’d be tempted to use counterfeit money, if I were sure I could get away with it.
- keyed
I would like to live in a very expensive, high-class neighborhood.
- keyed
I would like to be seen driving around in a very expensive car.
- keyed
I would get a lot of pleasure from owning expensive luxury goods.
- keyed
I think that I am entitled to more respect than the average person is.
- keyed
I want people to know that I am an important person of high status.
Emotionality
+ keyed
I would feel afraid if I had to travel in bad weather conditions.
+ keyed
When it comes to physical danger, I am very fearful.
+ keyed
I sometimes can't help worrying about little things.
+ keyed
I get very anxious when waiting to hear about an important decision.
When I suffer from a painful experience, I need someone to make me feel
+ keyed
comfortable.
Whenever I feel worried about something, I want to share my concern with another
+ keyed
person.
+ keyed
I feel like crying when I see other people crying.
+ keyed
When someone I know well is unhappy, I can almost feel that person's pain myself.
+ keyed
I feel strong emotions when someone close to me is going away for a long time.
- keyed
I don’t mind doing jobs that involve dangerous work.
- keyed
Even in an emergency I wouldn't feel like panicking.
- keyed
I worry a lot less than most people do.
- keyed
I rarely, if ever, have trouble sleeping due to stress or anxiety.
I can handle difficult situations without needing emotional support from anyone
- keyed
else.
- keyed
I rarely discuss my problems with other people.
- keyed
I remain unemotional even in situations where most people get very sentimental.
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Extraversion
+ keyed
I feel reasonably satisfied with myself overall.
+ keyed
I think that most people like some aspects of my personality.
+ keyed
In social situations, I'm usually the one who makes the first move.
When I'm in a group of people, I'm often the one who speaks on behalf of the
+ keyed
group.
+ keyed
I enjoy having lots of people around to talk with.
I prefer jobs that involve active social interaction to those that involve working
+ keyed
alone.
+ keyed
The first thing that I always do in a new place is to make friends.
+ keyed
I am energetic nearly all the time.
+ keyed
On most days, I feel cheerful and optimistic.
- keyed
I feel that I am an unpopular person.
- keyed
I sometimes feel that I am a worthless person.
- keyed
I rarely express my opinions in group meetings.
- keyed
I tend to feel quite self-conscious when speaking in front of a group of people.
- keyed
I avoid making "small talk" with people.
- keyed
People often tell me that I should try to cheer up.
- keyed
Most people are more upbeat and dynamic than I generally am.
Agreeableness
+ keyed
I rarely hold a grudge, even against people who have badly wronged me.
+ keyed
My attitude toward people who have treated me badly is "forgive and forget".
+ keyed
I generally accept people’s faults without complaining about them.
+ keyed
I tend to be lenient in judging other people.
+ keyed
Even when people make a lot of mistakes, I rarely say anything negative.
+ keyed
I am usually quite flexible in my opinions when people disagree with me.
+ keyed
I rarely feel anger, even when people treat me quite badly.
+ keyed
Most people tend to get angry more quickly than I do.
- keyed
If someone has cheated me once, I will always feel suspicious of that person.
- keyed
I find it hard to fully forgive someone who has done something mean to me.
- keyed
People sometimes tell me that I am too critical of others.
- keyed
People sometimes tell me that I'm too stubborn.
- keyed
When people tell me that I’m wrong, my first reaction is to argue with them.
- keyed
I find it hard to compromise with people when I really think I’m right.
- keyed
People think of me as someone who has a quick temper.
- keyed
I find it hard to keep my temper when people insult me.
Conscientiousness
+ keyed
I clean my office or home quite frequently.
+ keyed
I plan ahead and organize things, to avoid scrambling at the last minute.
+ keyed
When working, I often set ambitious goals for myself.
+ keyed
I often push myself very hard when trying to achieve a goal.
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+ keyed
I often check my work over repeatedly to find any mistakes.
+ keyed
I always try to be accurate in my work, even at the expense of time.
+ keyed
People often call me a perfectionist.
+ keyed
I don’t allow my impulses to govern my behavior.
- keyed
People often joke with me about the messiness of my room or desk.
- keyed
When working, I sometimes have difficulties due to being disorganized.
- keyed
Often when I set a goal, I end up quitting without having reached it.
- keyed
I do only the minimum amount of work needed to get by.
- keyed
When working on something, I don't pay much attention to small details.
- keyed
I make decisions based on the feeling of the moment rather than on careful thought.
- keyed
I make a lot of mistakes because I don't think before I act.
- keyed
I prefer to do whatever comes to mind, rather than stick to a plan.
Openness to Experience
+ keyed
If I had the opportunity, I would like to attend a classical music concert.
+ keyed
Sometimes I like to just watch the wind as it blows through the trees.
+ keyed
I'm interested in learning about the history and politics of other countries.
+ keyed
I enjoy looking at maps of different places.
+ keyed
I would enjoy creating a work of art, such as a novel, a song, or a painting.
+ keyed
People have often told me that I have a good imagination.
+ keyed
I like people who have unconventional views.
+ keyed
I think of myself as a somewhat eccentric person.
- keyed
I would be quite bored by a visit to an art gallery.
- keyed
I wouldn't spend my time reading a book of poetry.
- keyed
I would be very bored by a book about the history of science and technology.
- keyed
I’ve never really enjoyed looking through an encyclopedia.
- keyed
I would like a job that requires following a routine rather than being creative.
- keyed
I don't think of myself as the artistic or creative type.
- keyed
I think that paying attention to radical ideas is a waste of time.
- keyed
I find it boring to discuss philosophy.
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Appendix D1
Every Network Generated for Every Trait Scale
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Appendix D2
Network Edge Weights Where EBIC Had Been Minimized for Every Trait Scale
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1
1

0.17

1

0.1

0.09

1

0.23**

1

0.05

-0.03

1

0.17

1
1

11

1

1

0.01
0.2

0.06

0

-0.03

10

1

-0.08

0.37**

0.18

-0.09

9

Item

0.44**

-0.09

0

-0.04

0.17

-0.02

8

1. I have no desire to be liked.

-0.04

0.1

0.21*

0.11

-0.01

7

2. I'm not interested in money.

-0.24**

-0.06
0.17

-0.17

6

3. I would be happy to buy expensive goods for myself.

0.02

0.03

-0.04

5

4. I wouldn't buy a stolen car.

-0.16

0

-0.03

0

4

5. I don't think I'm better then anyone else.

-0.07

-0.02

3

6. I don't want to be a joke.

-0.05
0.3**

2

7. I have a good sense of humor.

0.25**

Honesty-Humility Edge Weights (λ = 0.114 , EBIC γ = .5)

8. I would always do what I thought was right.
0.39**

12

13

14

15

1

0.25**

1

9. I have no sense of shame.

1

-0.05

10. I wouldn't accept money from anyone.

0.02

-0.07

1

-0.03

-0.03

0.35**

0.03
-0.05

0.24**

0.26**

1

0.15

-0.11

0.12

0.18

0.21*

0.1

0.26**

0.05

0.15

0.07

-0.13

-0.07

0.02

0

0.06

-0.01

0

0.3**

0.05

0.21*

-0.02
0.18

0.05

0.24**

0.02

-0.02

0.04

0.33**

-0.14
0.06

0

-0.21*

0.09

0.13

0.27**

-0.04

0.29**

-0.02

0.02

0.09

0.27**

-0.24**

-0.04

0.02

-0.07

0.15

-0.1

0.04

-0.09

0.42**

0.04

0.04

-0.21*

0.04

-0.11

0.42**

0.24**

0.04

-0.03

0.1

13. I think I deserve to be treated with respect.

0.06

0.32**

0.21*

14. I wouldn't take a job just for the money.

0.04

0.44**

11. I don't need to be rich.

15. I don't care what people think about me.

12. I'm a bit of a showoff.

16. I'm very honest.

Note. Edge weights were estimated with EBICglasso on survey response data (n=292). Results are from the optimal model when the maximum penalty on model complexity had been imposed.
* = p<.05; ** = p<.01
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1
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1

Emotionality Edge Weights (λ = 0.129 , EBIC γ = .5)
Item

2

3

1
1

-0.04

-0.06

1

0.14

0.04

1

0.02

1
1

15

1

-0.27**

-0.08

0.33**

-0.04

14

0.04

-0.15

-0.03

13

1

0

0.29**

-0.06

12

1

0.02

0

0.03

11

1

-0.13

-0.19

0.12

0.23**

10

1

-0.02

0.09

0.29**

0.1

9

-0.01

0.26**

0.19

-0.07

0.46**

0.02

8

0.02

0.14

-0.1

-0.05

1

7

0.13

-0.02

-0.05

0.17

-0.15

-0.05

0.24**

-0.01

6

0.5**

-0.16

0.05

-0.04

0.11

0.19

0.02

0.01

5

0.02

0

0

0.13

0.06

0.12

0.02

4

-0.02

0.11

-0.05

-0.15

-0.02

0.03

-0.04

-0.01

1

1

0.06

0.21*

0.03

-0.01

-0.01

-0.07

0.15

0.08

1. I don't trust anyone.

5. I have a very strong sense of right from wrong.

-0.07

0.04

-0.01

0.3**

0.01

0.26**

0.15

2. I'm not worried about the future.

6. I get nervous when I'm in a new environment.

0.01

0.05

-0.06

0.03

0.02

-0.06

1

7. I have a strong sense of self-worth.

0.21*

0.07

-0.1

-0.05

0.04

-0.01

8. I'm very sensitive to others' emotions.

0.01

-0.05

0.08

0.27**

0.01

9. I don't feel like I have control over my emotions.
-0.06

-0.2

-0.01

-0.03

0.23**

10. I'm able to deal with my emotions on my own.

0.15

-0.04

0.01

0.02

0.13

0.17

11. I have a good sense of direction in my life.

0

-0.05

-0.01

-0.06

12. I'm very sensitive to criticism.

0.18

0.01

0.14

3. I'm very comfortable in my own skin.

14. I have a tendency to get angry easily.

0.08

0.03

4. I don't like to talk about my feelings.

15. I have a very low tolerance for stress.

-0.02

13. I'm very self-critical.

16. I'm very good at reading people.

Note. Edge weights were estimated with EBICglasso on survey response data (n=292). Results are from the optimal model when the maximum penalty on model complexity had been imposed.
* = p<.05; ** = p<.01
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Extraversion Edge Weights (λ = 0.107 , EBIC γ = .5)
3

4

1

2

1

1

0.31**

1

-0.15

-0.34**

Item

2. I love to share my thoughts with others.

1. I don't like to talk about my personal life.

3. I like to work with others.
1

5

6

7

8

9

10

11

1

0.48**
1

0.35**

-0.14

-0.19

-0.2

0.4**

1

4. I enjoy meeting new people.

-0.13

0.24**

1

0.17

-0.32**

-0.13

-0.18

0.16

0.29**

1

-0.12

-0.14

0.27**

1

5. I like to make people laugh.

0.44**

0.25**

6. I'm not a great speaker.

-0.24**

-0.18

-0.17

-0.27**

0.32**

0.41**

0.3**

0.41**

-0.19

-0.13

0.16

-0.14

-0.16

0.18

0.44**

7. I have a lot of energy.

0.44**

8. I don't like to be the center of attention.

0.37**

0.34**

1

0.25**

-0.07

0.19

-0.11

0.21*

0.13

-0.12

9. I like to be involved in my community.

-0.12

-0.15

0.25**

-0.1

-0.15

-0.11

10. I like to go to a lot of parties.
0.17

-0.1

11. I have trouble making eye contact.

12

13

14

15

1

-0.3**

0.44**

1

0.41**

-0.37**

-0.25**

-0.12
0.31**

-0.24**

0.23**

0.49**

1

-0.35**

1

-0.17

0.03

0.31**

0.51**

0.18

-0.21*

-0.39**

0.01

0.27**

0.43**

-0.16

-0.25**

0.24**

-0.22*

12. I have a lot of friends.

0.27**

13. I'm a bit of an introvert.

0.02

0.04

-0.03

-0.12
0.01

-0.15

0.03

0.09

0.4**
-0.01

0.12

0.01

0.02

-0.28**

0.15

-0.12

-0.2

0.24**

0.23**

-0.12

0.15
0.01

-0.1

0.03

0.01

0.17

-0.11

0.01

0

14. I have a hard time getting along with people.

-0.11

15. I don't like to be told what to do.

-0.09

0.21*

0.37**

-0.11

-0.1

-0.13

-0.14

0.18

-0.09

16. I don't like to speak on behalf of the whole group.

Note. Edge weights were estimated with EBICglasso on survey response data (n=292). Results are from the optimal model when the maximum penalty on model complexity had been imposed.
* = p<.05; ** = p<.01
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1

Agreeableness Edge Weights (λ = 0.123 , EBIC γ = .5)
Item

2

3

1

0.27**

1

0.01

0.02

1

0.17

0.06

1

0.02

0.01

1

0.02

0.26**

1

0.05

1
1

15

1

0.07

0.12

0.25**

14

1

0.03

0

0.02

0.01

0.08

13

0.05

0.08

0.23**

0.27**

0.21*

12

1

-0.03

0.07

0.04

0.13

11

0.01

0.2

0.13

0.06

-0.02

10

0.06

0.1

0.03

0.28**

0.03

0

0.23**

9

0.19

0.02

0

0.07

0.02

1

8

0.1

0.01

0.01

-0.02

0.06

0.4**

-0.06

7

0.17

0.03

0.21*

0.15

0.12

-0.02

6

0.01

0.1

0.09

0.14

0.03

0.04

0.05

5

0.1

0.17

0.03

0.01

0.11

0.11

0.05

4

5. I'm a very forgiving person.

0.02

0.25**

0.11

0.12

-0.11

0.14

0

1

1

6. I tend not to give up easily.

0.12

0.02

0.04

0.01

-0.01

0.02

0.58**

1. I don't like to let people down.

7. I can't change my personality.

0.12

0.06

0.04

0.01

0.16

2. I don't want to hurt anyone's feelings.

8. I don't get angry when people make mistakes.

0.03

0.06

0.05

0.04

0.08

1

9. I think I'm a very reasonable person.

0.1

0.06

0.01

0

0.09

10. I'm not a big fan of compromise.

0.05

0

0.06

-0.04

0.21*

0.07

11. I can be very stubborn.

0.06

0.02

0.06

0.47**

12. I don't hold grudges against people.

0.03

0

0.01

0.12

13. I have a very high tolerance for disagreement.

-0.06

0.05

0.56**

14. I can be a little harsh at times.

-0.02

0.06

3. I don't like to be cheated by anyone.

15. I have a lot of anger in me.

0.07

4. I don't like being told that I'm wrong.

16. I have a very positive outlook on life.

Note. Edge weights were estimated with EBICglasso on survey response data (n=292). Results are from the optimal model when the maximum penalty on model complexity had been imposed.
* = p<.05; ** = p<.01
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1

Conscientiousness Edge Weights (λ = 0.149 , EBIC γ = .5)
Item
1. I have a hard time keeping track of what I want to1 do.

2

3

6

7

8

9

10

1

1

5

1

1

4

1

0

-0.16

1

1

0

0.02

0.15

-0.02

1

0.05

1

0

0

0.01

0.3**

0.08

0.21*

-0.15

-0.07

-0.09

0.33**

-0.22*

0.03

0.43**

-0.17

0.21*

0.1

0.03

-0.09

0.42**

0.08

-0.47**
0

0.11

0.21*

2. I'm not always sure what I want.

-0.1

0

3. I like to keep things neat.

0.11

0.29**
-0.07

0

0.14

-0.09

-0.17

0.14

-0.07

-0.04

6. I like to make my decisions on instinct.

0.35**
0.32**

0.01

-0.24**

-0.04

7. I always have a plan.

0.19

4. I'm a workaholic.

8. I'm not very organized.
0.28**

0.03

0.09
0.04

0.06
-0.04

-0.05

0.04

0

0.03

0

0

0

0

0

0.07

0.18

0.09

0.12

0.4**

0.06

-0.09

0.06

0.02

-0.01

-0.03

0.36**

0

0.08

0.13

0

0.31**

0

0.04

0.09

0

0.22*

0.04

0.19

0.2

0.21*

0.05

0.06

0.04

0.26**

1

0.09

0.13

0.16

0.15

1

0.02

0.05

0.12

1

0.1

0.02

1

0

1

15

11. I'm very competitive.

0.06

0.05

0.15

-0.04

14

12. I have a tendency to take risks.

0

0.1

-0.17

13

13. I'm not afraid of failure.
0.01

-0.01

0.24**

12

14. I focus on the big picture.

-0.01

0.42**

11

15. I often forget to do things that I need to.

5. I have to think about what I'm going to say before0 speaking. 0

9. I'm very prone to procrastination.

0.03

10. I'm not the type of person to follow a schedule.
0.28**

16. I'm always trying to improve myself.

Note. Edge weights were estimated with EBICglasso on survey response data (n=292). Results are from the optimal model when the maximum penalty on model complexity had been imposed.
* = p<.05; ** = p<.01
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1

0.02

1

0.01

0

1

0.1

0.15

-0.02

1

0.03

-0.09

-0.22*

-0.16

1

0.13

0.03

0.43**

0.3**

1

0.09

0.08

0.21*

1

0.19

0.2

0.05

1

0.06

0.04

0.26**

1

0.16

0.15

1

0.12

1

1

15

1

0.14

0

0

0.21*

-0.01

0.04

14

-0.15

0.33**

0

0.11

0

0.04

13

0.42**

-0.04
0

-0.09

0

0.4**

0

0.08

1

12

-0.17

-0.07

-0.07

0

0.02

0.02

0

11

-0.04
0

0.21*

-0.07

0

0.06

0.05

0.1

10

2. I'm not always sure what I want.

0

-0.1

0.08

-0.17

-0.47**

0.14

0.12

0.13

0.02

9

3. I like to keep things neat.

0.11

0.29**

-0.24**

0.03

0.09

0.05

0.09

8

4. I'm a workaholic.

-0.09

0.32**

0.01

0

0.22*

0.21*

7

6. I like to make my decisions on instinct.

0.35**

0.19

-0.05

0

0.31**

0

6

7. I always have a plan.

0.28**

0.03

0

0.36**

0

5

8. I'm not very organized.

0.28**

0.06

0.04

-0.09

-0.03

4

9. I'm very prone to procrastination.

0.03

0.05

-0.04

0.18

0.06

3

10. I'm not the type of person to follow a schedule.

0.09

0

0.04

0

0.07

2

11. I'm very competitive.

0.06

-0.04

0

1

Conscientiousness Edge Weights (λ = 0.149 , EBIC γ = .5)

12. I have a tendency to take risks.

0.01

-0.17

0.15

Item

13. I'm not afraid of failure.

0.24**

0.1

1

14. I focus on the big picture.

0.42**

-0.01

1. I have a hard time keeping track of what I want to do.

15. I often forget to do things that I need to.

-0.01

5. I have to think about what I'm going to say before speaking.

16. I'm always trying to improve myself.

Note. Edge weights were estimated with EBICglasso on survey response data (n=292). Results are from the optimal model when the maximum penalty on model complexity had been imposed.
* = p<.05; ** = p<.01
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Openness Edge Weights (λ = 0.105 , EBIC γ = .5)

0.26**

1

0.25**

0.14

1

0.24**

1

0.01

-0.07

1

0.09

0.17

1

0.05

0.4**

0.15

1

0.14

0.04

0.36**

1

0.41**

-0.03

0.23**

0.09

1

0.08

-0.01

0.18

1

0.14

0.06

1

-0.16

1

15

0.2

-0.19

0.03

0.15

0.29**

0.1

14

1
1

0.18

-0.1

0.01

-0.02

0.04

0.1

0.14

13

1

0.2

0.15

-0.09

0.1

0.08

0.01

-0.04

12

0.02
0.08

0.1

0.05

0.01

0.01

-0.03

0.06

0.34**

11

0.1

-0.02

0.02

0.23*

0.25**

0

0.06

0.2

-0.17

10

0.14

0

-0.01

0.13

0.28**

0.06

0.03

0.06

0.35**

9

0.09

-0.04

-0.08

0.06

0.05

0.05

0

0.08

8

4. I'm more of a technical type of person.

0.07

-0.01

0.01

0.01

0.17

7

5. I'm fascinated by how the world works.

0.07

0.24**

0.06

0.15

0.19

-0.07

6

6. I just like making things.

0.12

0.09

0.03

0.11

5

7. I like to think I'm very open-minded.

-0.12

0.04
0.05

0.1

0.08

4

8. I enjoy playing games.

-0.03

0.03

0.08

-0.04

0.27**

3

9. I have no interest in art.

-0.03
0.11

0.04

2

10. I'm not a fan of the mainstream.

0.04

0.18

0.06

1

11. I'm not a religious person.

0.05

-0.06

0.04

-0.02

0.28**

1

12. I don't really care about anything.

0.02

0.17

-0.04

Item

13. I have a low tolerance for boredom.

0.05

1. I have a good eye for detail.

14. I'm a bit of a rebel.

-0.05

2. I don't like to read.

15. I like to learn about other cultures.

16
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3. I like to do things that are different.

16. I'm not interested in the past.

Note. Edge weights were estimated with EBICglasso on survey response data (n=292). Results are from the optimal model when the maximum penalty on model complexity had been imposed.
* = p<.05; ** = p<.01

Appendix D3
Centrality and Clustering Indices for all Partial Correlation Networks

Item

Honesty-Humility Centrality and Clustering Indices (λ = 0.114 , EBIC γ = .5)
I have no desire to be liked.
I'm not interested in money.
I would be happy to buy expensive goods for myself.
I wouldn't buy a stolen car.
I don't think I'm better then anyone else.
I don't want to be a joke.
I have a good sense of humor.
I would always do what I thought was right.
I have no sense of shame.
I wouldn't accept money from anyone.
I don't need to be rich.
I'm a bit of a showoff.
I think I deserve to be treated with respect.
I wouldn't take a job just for the money.
I don't care what people think about me.
I'm very honest.

23.00
6.00
0.00
14.00
5.00
0.00
8.00
2.00
6.00
0.00
9.00
5.00
10.00
1.00
4.00
0.00

Betweenness

0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01

Closeness

2.89
2.72
0.84
2.23
1.60
1.50
1.47
1.32
2.20
1.77
2.16
1.37
1.89
2.12
2.38
1.08

Strength

0.17
0.19
0.07
0.12
0.09
0.15
0.10
0.11
0.19
0.21
0.18
0.11
0.12
0.21
0.19
0.09

Signed Zhang
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Emotionality Centrality and Clustering Indices (λ = 0.129 , EBIC γ = .5)
Item

I don't trust anyone.
I'm not worried about the future.
I'm very comfortable in my own skin.
I don't like to talk about my feelings.
I have a very strong sense of right from wrong.
I get nervous when I'm in a new environment.
I have a strong sense of self-worth.
I'm very sensitive to others' emotions.
I don't feel like I have control over my emotions.
I'm able to deal with my emotions on my own.
I have a good sense of direction in my life.
I'm very sensitive to criticism.
I'm very self-critical.
I have a tendency to get angry easily.
I have a very low tolerance for stress.
I'm very good at reading people.

0.00
0.00
10.00
0.00
0.00
0.00
19.00
0.00
33.00
30.00
0.00
0.00
0.00
0.00
0.00
0.00

Betweenness

0.008
0.008
0.012
0.009
0.014
0.013
0.014
0.013
0.009
0.009
0.009
0.009

Closeness

0.21
0.23
1.25
0.00
0.26
0.00
1.79
0.00
1.26
1.11
1.10
0.29
0.00
0.47
0.50
0.27

Strength

0.10
0.10
0.15
0.10
0.17
0.12
0.14
0.04
0.11
0.16
0.17
0.12
0.08
0.13
0.14
0.20

Signed Zhang
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Extraversion Centrality and Clustering Indices (λ = 0.107 , EBIC γ = .5)
Item
I don't like to talk about my personal life.
I love to share my thoughts with others.
I like to work with others.
I enjoy meeting new people.
I like to make people laugh.
I'm not a great speaker.
I have a lot of energy.
I don't like to be the center of attention.
I like to be involved in my community.
I like to go to a lot of parties.
I have trouble making eye contact.
I have a lot of friends.
I'm a bit of an introvert.
I have a hard time getting along with people.
I don't like to be told what to do.
I don't like to speak on behalf of the whole group.

Betweenness Closeness
0.00
0.01
6.00
0.013
0.00
0.014
7.00
0.018
7.00
0.014
2.00
0.012
3.00
0.017
0.00
0.013
0.00
0.015
0.00
0.014
5.00
0.011
0.00
0.017
29.00
0.018
1.00
0.01
0.00
0.00
0.011

Strength Signed Zhang
0.58
0.23
2.00
0.26
2.62
0.28
3.62
0.25
2.10
0.26
1.23
0.22
3.31
0.26
1.89
0.25
2.75
0.27
2.29
0.28
1.11
0.21
3.43
0.26
3.67
0.24
0.68
0.22
0.00
0.05
1.06
0.20
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Agreeableness Centrality and Clustering Indices (λ = 0.123 , EBIC γ = .5)
Item
I don't like to let people down.
I don't want to hurt anyone's feelings.
I don't like to be cheated by anyone.
I don't like being told that I'm wrong.
I'm a very forgiving person.
I tend not to give up easily.
I can't change my personality.
I don't get angry when people make mistakes.
I think I'm a very reasonable person.
I'm not a big fan of compromise.
I can be very stubborn.
I don't hold grudges against people.
I have a very high tolerance for disagreement.
I can be a little harsh at times.
I have a lot of anger in me.
I have a very positive outlook on life.

Betweenness Closeness
4.00
0.061
0.00
0.05
0.00
0.049
0.00
0.00
3.00
0.049
0.00
2.00
1.00
3.00
0.00
1.00
0.00
5.00
0.00
0.00
0.029

Strength Signed Zhang
1.39
0.16
1.05
0.18
1.03
0.18
0.00
0.13
0.49
0.11
0.46
0.13
0.23
0.08
0.77
0.13
0.55
0.13
0.44
0.08
0.25
0.10
0.74
0.11
0.49
0.11
0.85
0.06
0.40
0.07
0.21
0.11

163

Conscientiousness Centrality and Clustering Indices (λ = 0.149 , EBIC γ = .5)
Item
Betweenness Closeness
I have a hard time keeping track of what I want to do.
0.00
0.011
I'm not always sure what I want.
0.00
0.01
I like to keep things neat.
12.00
0.011
I'm a workaholic.
0.00
0.006
I have to think about what I'm going to say before speaking.
0.00
I like to make my decisions on instinct.
27.00
0.009
I always have a plan.
11.00
0.008
I'm not very organized.
9.00
0.012
I'm very prone to procrastination.
6.00
0.011
I'm not the type of person to follow a schedule.
32.00
0.012
I'm very competitive.
11.00
0.006
I have a tendency to take risks.
20.00
0.008
I'm not afraid of failure.
0.00
I focus on the big picture.
0.00
I often forget to do things that I need to.
0.00
0.01
I'm always trying to improve myself.
0.00
0.005

Strength Signed Zhang
1.75
0.21
1.28
0.23
0.92
0.18
0.33
0.10
0.00
0.11
0.61
0.15
0.76
0.14
2.20
0.18
1.65
0.20
1.61
0.18
0.47
0.09
0.66
0.12
0.00
0.15
0.00
0.10
1.55
0.21
0.21
0.09
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Openness to Experience Centrality and Clustering Indices (λ = 0.105 , EBIC γ = .5)
Item
Betweenness Closeness
I have a good eye for detail.
0.00
I don't like to read.
0.00
0.018
I like to do things that are different.
4.00
I'm more of a technical type of person.
0.00
I'm fascinated by how the world works.
1.00
I just like making things.
1.00
I like to think I'm very open-minded.
2.00
I enjoy playing games.
0.00
I have no interest in art.
5.00
0.031
I'm not a fan of the mainstream.
0.00
0.028
I'm not a religious person.
0.00
0.026
I don't really care about anything.
9.00
0.04
I have a low tolerance for boredom.
0.00
I'm a bit of a rebel.
0.00
0.021
I like to learn about other cultures.
0.00
I'm not interested in the past.
2.00
0.035

Strength Signed Zhang
0.00
0.08
0.22
0.17
0.96
0.11
0.00
0.11
0.72
0.11
0.69
0.09
0.49
0.11
0.46
0.12
0.82
0.09
0.70
0.18
0.35
0.13
1.60
0.10
0.00
0.11
0.21
0.10
0.51
0.10
1.05
0.13
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Appendix E1
Item Generation Parameters
User-Defined Arguments for GPT2.generate()
Argument
Definition
Assigned Value
max_length,
Upper and lower bounds,
Determined before each
min_length
respectively for the
generation call using the
permitted length of the
lengths of each input item;
sequence generated
the smaller and larger
item lengths are
assigned to min_length
and max_length,
respectively.
early_stopping
Determines whether the
True
beam search should stop
when at least ‘num_beams’
have been generated
(num_beams set to default
of 1).
No_repeat_ngram_size
Prevents n-grams of a
2
given length from
reoccurring in the output
sequence.
num_return_sequences
The number of
50
independently computed
sequences to return.
do_sample
top_k
top_p

temperature

repetition_penalty

Whether to use a sampling,
or a greedy search when
predicting the next token.
Only sample from the top k
tokens for every prediction
occasion.
Only sample from the
tokens with probabilities
that sum up to top_p or
higher.
Modifies the kurtosis of
the next word’s softmax
distribution; higher values
yield a more platykurtic
distribution.
Penalty for repeated
sequences
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True
30
.85

.7

5

bad_words_ids

List of token IDs to drop
from the model vocabulary
when generating
predictions.

Banned Token IDs are
listed separately in
Appendix F.

Appendix E2
Additional Variables Used for Item Generation

N_item_pairs
Fluff
Stem_txt

Additional Settings for Item Generation
Number of random pairs to
30
create for every factor.
Adjusts the maximum
-1
permitted length of the
output sequence.
Character string appended to “I”
the end of the input
sequence
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Appendix F
Tokens and Token IDs Which Were Banned for Item Generation
Banned Tokens
Tokenizer ID
Word
14508
'also'
635
' also'
392
'and'
290
' and'
18855
'them'
606
' them'
780
' because'
13893
'because'
31336
'either'
2035
' either'
270
'it'
340
' it'
273
'or'
393
' or'
14108
'your'
534
' your'
5832
'you'
345
' you'
1
'"'
366
' "'
198
\n'
11
','
553
',"'
42911
',"'
33526
' slut'
562
'ass'
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21551
19317
29836

' bitch'
' dick'
' asshole'
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Appendix G
Figure 1
An Example of Distributional Vectors Encode Semantic Similarity from Lenci (2019).

Note: Words that are semantically similar to one another are encoded as vectors that are more proximal to one
another in Distributional Semantic Models. The word-embedding vector for dog would thus have a smaller
angle with the word-embedding vector for cat, corresponding with a larger cosine, than with the wordembedding vector car or van.

Figure 2
Attention is All You Need: The Encoder-Decoder Transformer Proposed by Vaswani et al.
(2017)
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Note: The Encoder-Decoder Transformer proposed by Vaswani et al.(2017). On the left is an encoder block
which is implemented in BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019). On the right is a decoder
block, which is implemented in GPT-2 (Radford et al., 2019).

Appendix H
Table 1
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Counts of Each Factor’s Items Before Screening, After Screening, and Their Cluster
Exemplars.
Items After
Factor
Items Generated
Item Exemplars
Screening
Honesty-Humility
1,302
797
81
Emotionality
1,265
927
98
Extraversion
1,201
987
97
Agreeableness
1,011
590
55
Conscientiousness
1,119
795
81
Openness
1,220
895
88
Total
7,118
4,991
500
Table 2
Personality Inventory Reliability Estimates by Trait Domain.
Scale Reliability Estimate (raw α)
Factor
CU & MTurk (n=292)
CU Only (n=193)
Agreeableness
Conscientiousness
Emotionality
Openness
Extraversion
Honesty/Humility

.52
.70
.68
.49
.80
.56

.65
.77
.70
.59
.76
.59

Table 3
Every item generated by GPT-2, which contained the word “leader”, and the Factor
sampled.
Item
Factor
I'm not a good leader.
Extraversion
I'm not a natural leader.
Extraversion
I have to be the leader.
Extraversion
I'm not sure I'd be a good leader in a group setting.
Extraversion
I am a natural-born leader.
Extraversion
I think that is a good trait for a leader.
Agreeableness
I think that's what makes me a good leader.
Agreeableness
I'm a natural-born leader.
Conscientiousness
I have to learn to act like a leader.
Conscientiousness
Note. All items containing the word "leader", from the original item pool before screening or clustering
(n=7,116).
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