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Abstract
Let K be a field of characteristic 2. We give natural presentations of the subgroups In(K) of the Witt
ring W(K) of K and the subgroups InWq(K) of the Witt group Wq(K) of K . Our results generalize the
results of Arason and Elman in [J.K. Arason, R. Elman, Powers of the fundamental ideal in the Witt ring,
J. Algebra 239 (2001) 150–160], where the characteristic is assumed to be different from 2.
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1. Introduction
Let K be a field of characteristic 2. We denote by W(K) the Witt ring of symmetric bilin-
ear forms over K , by I (K) the fundamental ideal of W(K) and by Wq(K) the Witt group of
quadratic forms over K . (See [B] or [MH] for the definitions of these.)
For every n  1 the subgroup In(K) of W(K) is generated by the classes of n-fold bilin-
ear Pfister forms and the subgroup InWq(K) of Wq(K) is generated by the classes of n-fold
quadratic Pfister forms. A natural question to ask is whether there are simple sets of relations
between these generators giving nice presentations of In(K) and InWq(K). In this note we give
a positive answer to this question.
In the case of a field of characteristic not 2, where one only has to study the In, this was
done by Arason and Elman in [AE]. The treatment there was based on the then recent results of
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case, corresponding presentations for the quotients were given by Kato in [K] much earlier.
Our approach here is very similar to that of [AE]. There are, of course, some complications
caused by the characteristic of the field being 2. But there are also some simplifications due to
the absence of orderings of the field.
Our results are the following two theorems:
Theorem 1. Let n  1. Then In(K) is the additive group generated by the Witt equivalence
classes α of n-fold bilinear Pfister forms α over K subject only to the relations
(0) α = 0 if the form α is metabolic,
(1) 〈〈a〉〉⊗β +〈〈b〉〉⊗β = 〈〈a + b〉〉⊗β +〈〈ab(a + b)〉〉⊗β for any (n− 1)-fold bilinear Pfister
form β and any a, b ∈ K∗ such that a + b = 0,
(2) 〈〈ab, c〉〉⊗ γ −〈〈a, c〉〉⊗ γ = 〈〈ac, b〉〉⊗ γ −〈〈a, b〉〉⊗ γ for any (n− 2)-fold bilinear Pfister
form γ and any a, b, c ∈ K∗, provided n > 1,
and their consequences.
Theorem 2. Let n 1. Then InWq(K) is the additive group generated by the Witt equivalence
classes ϕ of n-fold quadratic Pfister forms ϕ over K subject only to the relations
(0q ) α ⊗ [1, d1 + d2] = α ⊗ [1, d1] + α ⊗ [1, d2] for any n-fold bilinear Pfister form α and any
d1, d2 ∈ K ,
(1) 〈〈a〉〉 ⊗ χ + 〈〈b〉〉 ⊗ χ = 〈〈a + b〉〉 ⊗ χ + 〈〈ab(a + b)〉〉 ⊗ χ for any (n − 1)-fold quadratic
Pfister form χ and any a, b ∈ K∗ such that a + b = 0,
and their consequences.
Note that we are following the bad habit of people working in this area to use the same symbol
for a form and its Witt equivalence class, relying on context to make it clear what is meant. This
is particularly dangerous when dealing with symmetric bilinear form in characteristic 2.
The choice of the relations used stems from two elementary equalities holding in W(K). The
first one is:
〈〈a〉〉 + 〈〈b〉〉 = 〈〈a + b〉〉 + 〈〈ab(a + b)〉〉 for any a, b ∈ K∗ such that a + b = 0.
This is a simple consequence of the elementary fact that 〈a, b〉 is isomorphic to 〈a+b, ab(a+b)〉.
The second one is:
〈〈ab, c〉〉 − 〈〈a, c〉〉 = 〈〈ac, b〉〉 − 〈〈a, b〉〉 for any a, b, c ∈ K∗.
In fact, both sides are simply two different ways of expressing 〈a〉〈〈b, c〉〉 as an element in the
additive group generated by the 2-fold Pfister forms.
In InWq(K) we do have relations
(2) 〈〈ab, c〉〉 ⊗ ψ − 〈〈a, c〉〉 ⊗ ψ = 〈〈ac, b〉〉 ⊗ ψ − 〈〈a, b〉〉 ⊗ ψ for any (n − 2)-fold quadratic
Pfister form ψ and any a, b, c ∈ K∗, provided n > 1.
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We shall also see that in both theorems relations of type (1) are not needed if n > 1.
We remark that Theorem 1 makes it possible to extend Morel’s constructions in [Mo] to
the case of a field of characteristic 2. One can also use Theorem 2 in a similar way to con-
struct a quadratic Witt K-theory KWq∗ (K) of K having the same relations to the InWq(K) and
the K-theory groups hn(K) of [AB] as Morel’s KW∗ (K) has to the In(K) and the K-theory
groups kn(K).
2. The In(K)
As done in [AE], we let I n(K) be the additive abelian group generated by the equivalence
classes α	 of n-fold bilinear Pfister forms α over K subject to the relations
(0) α	 = 0 if α = 0 in W(K).
(1) 〈〈a〉〉 ⊗ β	 + 〈〈b〉〉 ⊗ β	 = 〈〈a + b〉〉 ⊗ β	 + 〈〈ab(a + b)〉〉 ⊗ β	 for any (n − 1)-fold bi-
linear Pfister form β and any a, b ∈ K∗ such that a + b = 0.
(2) 〈〈ab, c〉〉 ⊗ γ 	− 〈〈a, c〉〉 ⊗ γ 	 = 〈〈ac, b〉〉 ⊗ γ 	− 〈〈a, b〉〉 ⊗ γ 	 for any (n− 2)-fold bilin-
ear Pfister form γ and any a, b, c ∈ K∗.
From the equalities in W(K) explained in the introduction it follows that there is a canonical
epimorphism I n(K) → In(K). To prove Theorem 1 we have to show that it is an isomorphism.
We remark that if n = 1 then (2) has no meaning and is to be ignored. On the other hand, if
n > 1 then, as we shall see, (1) follows from (2) and, hence, (1) can be left out.
It might not be clear what we mean by ‘the equivalence class’ of α. In our case, the Witt
equivalence class and the isomorphy class might differ. But that only happens for metabolic
forms α, so, in view of the relations (0), the difference does not matter.
We begin by noting that I n(K) is a 2-torsion group. Indeed, let α be an n-fold bilinear
Pfister forms over K . Write α = 〈〈a〉〉 ⊗ β with an (n − 1)-fold bilinear Pfister form β and
a ∈ K∗. If a = 1 then α	 = 0 by the relations (0). Else we get 〈〈a〉〉 ⊗ β	 + 〈〈1 + a〉〉 ⊗ β	 =
〈〈1〉〉 ⊗ β	 + 〈〈a + a2〉〉 ⊗ β	 = 〈〈a + a2〉〉 ⊗ β	 by first using the relations (1) and then (0).
Using the relations (1) again, it follows that 2 · 〈〈a〉〉 ⊗ β	 + 〈〈1 + a〉〉 ⊗ β	 = 〈〈a〉〉 ⊗ β	 +
〈〈a + a2〉〉 ⊗ β	 = 〈〈a2〉〉 ⊗ β	 + 〈〈a4 + a5〉〉 ⊗ β	. But 〈〈a2〉〉 ⊗ β	 = 0 by the relations (0)
and 〈〈a4 + a5〉〉 ⊗ β	 = 〈〈1 + a〉〉 ⊗ β	 so, by canceling 〈〈1 + a〉〉 ⊗ β	, we get 2 · 〈〈a〉〉 ⊗
β	 = 0.
Using this, we can prove the following generalization of (1):
(1+) 〈〈a〉〉 ⊗ β	 + 〈〈ars〉〉 ⊗ β	 = 〈〈ar〉〉 ⊗ β	 + 〈〈as〉〉 ⊗ β	 for any (n − 1)-fold bilinear
Pfister form β and any a, r, s ∈ K∗ such that 〈〈r, s〉〉 = 0 in W(K).
Indeed, 〈〈r, s〉〉 = 0 in W(K) means that there are x, y ∈ K such that rx2 + sy2 = 1 or that r
and s have the same square class in K . In the first case letting b = a sy2
rx2
, we see that the equation
in (1+) follows from the equation in (1) after getting rid of some squares. (The cases where x = 0
or y = 0 are trivial.) In the second case the equation in (1+) follows from the fact that I n(K) is
a 2-torsion group.
Let a, b ∈ K∗ such that a + b = 0. Clearly, 〈a(a + b), b(a + b)〉 represents (a + b)2, hence 1
too. In particular, 〈〈a(a+b), b(a+b)〉〉 = 0 in W(K). Letting r = a(a+b) and s = b(a+b) and
getting rid of some squares, we thus get, conversely, the relations (1) from the relations (1+).
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I n+1(K) → I n(K) making the diagram
I n+1(K) I n(K)
In+1(K) In(K)
commutative. Here, the vertical arrows are the canonical morphisms. One then compares the
cokernels of the horizontal morphisms.
The natural way to construct the morphism I n+1(K) → I n(K) is to say what it should do
with the generators of I n+1(K) and then show that the defining relations of I n+1(K) map to
valid relations in I n(K). As we want the diagram above to be commutative, this means the
following.
Let ω be an (n + 1)-fold bilinear Pfister form. Write ω = 〈〈a, b〉〉 ⊗ β with an (n − 1)-fold
bilinear Pfister form β and a, b ∈ K∗. Then map ω	 to 〈〈a〉〉 ⊗ β	+〈〈b〉〉 ⊗ β	−〈〈ab〉〉 ⊗ β	.
It is easy to see that such a map would map the defining relations of I n+1(K) to valid relations
in I n(K) and, hence, give rise to a morphism I n+1(K) → I n(K), satisfying our conditions. It
remains, though, to show that the image of ω	 does not depend on the choice of a, b and β . We
shall do that later.
After having established the existence of the natural morphism In+1(K) → I n(K) it is easy
to check that its cokernel is naturally isomorphic to the Milnor K-theory group Kn(K)/2Kn(K)
modulo 2. Using the morphism Kn(K)/2Kn(K) → In(K)/In+1(K), defined by Milnor, we then
can extend the diagram above to the commutative diagram
I n+1(K) I n(K) Kn(K)/2Kn(K) 0
0 In+1(K) In(K) In(K)/In+1(K) 0
with exact rows.
The right hand vertical morphism is an isomorphism by Kato’s Theorem. The other two are
epimorphisms. It easily follows that if the left hand vertical morphism is an isomorphism then
the middle one is also an isomorphism.
This means that if the canonical epimorphism I n+1(K) → In+1(K) is an isomorphism then
the canonical epimorphism I n(K) → In(K) is also an isomorphism. By induction, it follows
that if I m(K) → Im(K) is an isomorphism for some m  1 then I n(K) → In(K) is also an
isomorphism for all n < m.
Proof of Theorem 1. We have to show that the canonical epimorphism I n(K) → In(K) is an
isomorphism.
We first note that if In(K) = 0 then also I n(K) = 0, so in this case I n(K) → In(K) is
trivially an isomorphism.
Now assume that K is finite-dimensional over the subfield K2 of squares. Then there is an
m 1 such that In(K) = 0 for every nm. In particular, I n(K) → In(K) is an isomorphism
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every n < m. So in this case the theorem holds.
Let us now look at the general case. We have to show that if ξ is in the kernel of I n(K) →
In(K) then ξ = 0. The hypothesis on ξ can be expressed using only finitely many elements in K .
It therefore already holds over a subfield K0 of K which is finitely generated over the prime field.
But then K0 is finite-dimensional over K02 so that, by the special case already proved, ξ = 0
already in K0.
There remains to prove that the natural morphism I n+1(K) → I n(K) is well defined. As
explained above, this means that we have to prove the following lemma:
Lemma 3. Let β1 and β2 be (n − 1) fold-bilinear Pfister forms and let a1, b1, a2, b2 ∈ K∗ be
such that
〈〈a1, b1〉〉 ⊗ β1 ∼= 〈〈a2, b2〉〉 ⊗ β2.
Then the elements
⌊〈〈a1〉〉 ⊗ β1
⌋ + ⌊〈〈b1〉〉 ⊗ β1
⌋ − ⌊〈〈a1b1〉〉 ⊗ β1
⌋
and
⌊〈〈a2〉〉 ⊗ β2
⌋ + ⌊〈〈b2〉〉 ⊗ β2
⌋ − ⌊〈〈a2b2〉〉 ⊗ β2
⌋
are equal in I n(K).
To prove this lemma, we shall use the notion of chain p-equivalence of n-fold bilinear Pfister
forms. In the case that the characteristic is not 2 this was introduced in [EL]. We shall consider
our case of the characteristic being 2 in Appendix A. Here we only note that the idea is to describe
the equivalence of n-fold Pfister forms in steps, each step involving only equivalences of 2-fold
Pfister forms.
To exploit the chain p-equivalence, shall also need the following ‘common slot’ lemma, which
is well known in characteristic not equal 2.
Lemma 4. Let a1, a2, b1, b2 ∈ K∗ such that 〈〈a1, a2〉〉 ∼= 〈〈b1, b2〉〉. Then there is a c ∈ K∗ such
that 〈〈a1, a2〉〉 ∼= 〈〈a1, c〉〉 and 〈〈b1, b2〉〉 ∼= 〈〈b1, c〉〉.
Proof. Looking at differences, we see that the hypothesis implies that the 6-dimensional form
〈−a1,−a2, a1a2, b1, b2,−b1b2〉 has a trivial class in W(K). So it has a 3-dimensional to-
tally isotropic subspace. It follows that the 4-dimensional subspace 〈−a2, a1a2, b2,−b1b2〉 is
isotropic. If 〈1,−a1〉 and 〈1,−b1〉 are both anisotropic it follows that the forms 〈a2〉 ⊗ 〈1,−a1〉
and 〈b2〉 ⊗ 〈1,−b1〉 represent a common element c ∈ K∗ and we are through.
There remains the case that a1 or b1 is a square. It suffices to consider the case that a1 is a
square. Then we may assume that a1 = 1. From the fact that 〈1,1, a2, a2〉 = 〈〈1, a2〉〉 represents b1
it then follows that 〈1, a2〉 represents b1. But then 〈〈1, a2〉〉 ∼= 〈〈b1, a2〉〉, so we can take c = a2. 
We now can prove Lemma 3. Recall that it is the only thing remaining to do to establish
Theorem 1.
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p-equivalent. By the very notion of chain p-equivalence, and by the symmetry in the a-terms
and the b-terms in the statement, it therefore suffices to show that the conclusion holds in the
following two cases:
(i) 〈〈a1, b1〉〉 ∼= 〈〈a2, b2〉〉 and β1 = β2.
(ii) a1 = a2 and β1 = 〈〈c1〉〉 ⊗ γ , β2 = 〈〈c2〉〉 ⊗ γ , such that 〈〈b1, c1〉〉 ∼= 〈〈b2, c2〉〉.
We first consider the case (i). By the ‘common slot’ lemma and the symmetry in the a-terms
and the b-terms, it suffices to do the subcase where a1 = a2. We write a = a1 = a2 and β = β1 =
β2. We then have to show that 〈〈b1〉〉 ⊗ β	 − 〈〈ab1〉〉 ⊗ β	 and 〈〈b2〉〉 ⊗ β	 − 〈〈ab2〉〉 ⊗ β	
are equal in I n(K). If a is a square in K then this is clear. If a is not a square in K then
〈〈a, b1〉〉 ∼= 〈〈a, b2〉〉 implies that b2 = rb1 with some r ∈ K∗, represented by 〈〈a〉〉, so this follows
from the relations (1+), because 〈〈a, r〉〉 = 0 in W(K).
We next consider the case (ii). We write a = a1 = a2. By the ‘common slot’ lemma it suffices
to consider the subcase b1 = b2 and the subcase c1 = c2.
In the former subcase we write b = b1 = b2. The condition 〈〈b, c1〉〉 ∼= 〈〈b, c2〉〉 means that
c2 = sc1, where s is represented by 〈〈b〉〉. We then have to show that the elements 〈〈a, c1〉〉 ⊗ γ 	+
〈〈b, c1〉〉 ⊗ γ 	 − 〈〈ab, c1〉〉 ⊗ γ 	 and 〈〈a, sc1〉〉 ⊗ γ 	 + 〈〈b, sc1〉〉 ⊗ γ 	 − 〈〈ab, sc1〉〉 ⊗ γ 	 in
I n(K) are equal. Using the relations (2), we can rewrite 〈〈a, c1〉〉 ⊗ γ 	 − 〈〈ab, c1〉〉 ⊗ γ 	
as 〈〈a, b〉〉 ⊗ γ 	 − 〈〈ac1, b〉〉 ⊗ γ 	 and rewrite 〈〈a, sc1〉〉 ⊗ γ 	 − 〈〈ab, sc1〉〉 ⊗ γ 	 as
〈〈a, b〉〉 ⊗ γ 	 − 〈〈asc1, b〉〉 ⊗ γ 	. The desired conclusion then follows from the fact that
〈〈sx, b〉〉 = 〈〈x, b〉〉 for any x ∈ K∗.
In the latter subcase we write c = c1 = c2. We have b2 = rb1, where r ∈ K∗ is repre-
sented by 〈〈c〉〉. We have to show that 〈〈b1, c〉〉 ⊗ γ 	 − 〈〈ab1, c〉〉 ⊗ γ 	 and 〈〈rb1, c〉〉 ⊗ γ 	 −
〈〈arb1, c〉〉 ⊗ γ 	 are equal. But this is trivial because 〈〈rb1, c〉〉 ∼= 〈〈b, c〉〉 and 〈〈arb1, c〉〉 ∼=
〈〈ab1, c〉〉. 
We now shall show, as promised, that the relations (1) are not needed if n > 1.
So assume that n > 1 and that the relations (2) hold. Let a, r, s ∈ K∗ such that 〈〈r, s〉〉 = 0
in W(K). Let β be an n−1 fold bilinear Pfister form over K . As n > 1 we can write β = 〈〈c〉〉⊗γ
with a n − 2 fold bilinear Pfister form γ over K . By the relations (2) we have
⌊〈〈as, c〉〉 ⊗ γ ⌋ − ⌊〈〈a, c〉〉 ⊗ γ ⌋ = ⌊〈〈ac, s〉〉 ⊗ γ ⌋ − ⌊〈〈a, s〉〉 ⊗ γ ⌋
and
⌊〈〈ars, c〉〉 ⊗ γ ⌋ − ⌊〈〈ar, c〉〉 ⊗ γ ⌋ = ⌊〈〈arc, s〉〉 ⊗ γ ⌋ − ⌊〈〈ar, s〉〉 ⊗ γ ⌋.
Now, 〈〈r, s〉〉 = 0 implies that 〈〈ar, s〉〉 = 〈〈a, s〉〉 and 〈〈arc, s〉〉 = 〈〈ac, s〉〉, so the right-hand sides
of both equations are equal. We therefore get
⌊〈〈ars, c〉〉 ⊗ γ ⌋ − ⌊〈〈ar, c〉〉 ⊗ γ ⌋ = ⌊〈〈as, c〉〉 ⊗ γ ⌋ − ⌊〈〈a, c〉〉 ⊗ γ ⌋.
Rearranging the terms and recalling that β = 〈〈c〉〉 ⊗ γ , we can write this as
⌊〈〈a〉〉 ⊗ β⌋ + ⌊〈〈ars〉〉 ⊗ β⌋ = ⌊〈〈ar〉〉 ⊗ β⌋ + ⌊〈〈as〉〉 ⊗ β⌋.
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It is remarkable that, in the case n > 1, only the relations of type (0) are really about symmetric
bilinear forms. The relations of type (2) are of a general type.
3. The InWq(K)
Let us now turn to the InWq(K). We note that there are, in the literature, results that might
give presentations of the groups InWq(K). They do not, however, give the relations between
the obvious generators of this group. In [A] there is a description of Wq(K) as a W(K)-module
in terms of generators and relations. In theory, this should give a description of InWq(K) as a
W(K)-module. In praxis, this is not so clear. In [K] there is, close to the end of Section 2, an
exact sequence giving a presentation of InWq(K). It is, however, not at all clear how to describe
this presentation in terms of the obvious generators of InWq(K) as a group.
We imitate the bilinear case but have to make some adjustments. We define Iq n(K) for n 1
as the additive abelian group generated by the equivalence classes ϕ	 of n-fold quadratic Pfister
forms ϕ over K subject to the relations
(0q ) α ⊗ [1, d1 + d2]	 = α ⊗ [1, d1]	 + α ⊗ [1, d2]	 for any n-fold bilinear Pfister form α
and any d1, d2 ∈ K .
(1) 〈〈a〉〉 ⊗ χ	 + 〈〈b〉〉 ⊗ χ	 = 〈〈a + b〉〉 ⊗ χ	 + 〈〈ab(a + b)〉〉 ⊗ χ	 for any (n − 1)-fold
quadratic Pfister form χ and any a, b ∈ K∗ such that a + b = 0.
We note that (0q ) implies that α ⊗ [1,0]	 = 0 for any n-fold bilinear Pfister form α. From
this it follows that
(0) ϕ	 = 0 if ϕ = 0 in Wq(K)
as in the previous section. Clearly, (0q ) also implies that Iq n(K) is a 2-torsion group.
Corresponding to the relations (2) in the previous section we also have
(2) 〈〈ab, c〉〉 ⊗ ψ	 − 〈〈a, c〉〉 ⊗ ψ	 = 〈〈ac, b〉〉 ⊗ ψ	 − 〈〈a, b〉〉 ⊗ ψ	 for any (n − 2)-fold
quadratic Pfister form ψ and any a, b, c ∈ K∗
if n > 1. To prove that we write ψ = γ ⊗ [1, abce] with an (n − 2)-fold bilinear Pfister form
γ and an element e ∈ K . Because of the relation (0) we may assume that e = 0. We also may
assume that b = c.
We have
⌊〈〈a, b + c〉〉 ⊗ γ ⊗ [1, a(b + c)2e]⌋
= ⌊〈〈a, b + c〉〉 ⊗ γ ⊗ [1, ab(b + c)e]⌋ + ⌊〈〈a, b + c〉〉 ⊗ γ ⊗ [1, ac(b + c)e]⌋
by the relations (0q ). As [1, ab(b + c)e] represents ab(b + c)−1e, we have 〈〈a, b + c〉〉 ⊗ γ ⊗
[1, ab(b + c)e]	 = 〈〈a, abe〉〉 ⊗ γ ⊗ [1, ab(b + c)e]	. In the same way 〈〈a, b + c〉〉 ⊗ γ ⊗
[1, ac(b + c)e]	 = 〈〈a, ace〉〉 ⊗ γ ⊗ [1, ac(b + c)e]	. Using the relations (0q ) again, we there-
fore get
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= ⌊〈〈a, abe〉〉 ⊗ γ ⊗ [1, ab2e]⌋ + ⌊〈〈a, abe〉〉 ⊗ γ ⊗ [1, abce]⌋
+ ⌊〈〈a, ace〉〉 ⊗ γ ⊗ [1, abce]⌋ + ⌊〈〈a, ace〉〉 ⊗ γ ⊗ [1, ac2e]⌋.
In the same way we have
⌊〈〈e, b + c〉〉 ⊗ γ ⊗ [1, a(b + c)2e]⌋
= ⌊〈〈e, abe〉〉 ⊗ γ ⊗ [1, ab2e]⌋ + ⌊〈〈e, abe〉〉 ⊗ γ ⊗ [1, abce]⌋
+ ⌊〈〈e, ace〉〉 ⊗ γ ⊗ [1, abce]⌋ + ⌊〈〈e, ace〉〉 ⊗ γ ⊗ [1, ac2e]⌋.
Now [1, a(b + c)2e] represents a−1e, so that the left-hand sides in the last two equations
are equal, hence also the right-hand sides. Also, [1, ab2e] represents a−1e, so 〈〈a, abe〉〉 ⊗
γ ⊗ [1, ab2e]	 = 〈〈e, abe〉〉 ⊗ γ ⊗ [1, ab2e]	. In the same way 〈〈a, ace〉〉 ⊗ γ ⊗ [1, ac2e]	 =
〈〈e, ace〉〉 ⊗ γ ⊗ [1, ac2e]	. We can therefore cancel these terms from the right-hand sides and
get
⌊〈〈a, abe〉〉 ⊗ γ ⊗ [1, abce]⌋ + ⌊〈〈a, ace〉〉 ⊗ γ ⊗ [1, abce]⌋
= ⌊〈〈e, abe〉〉 ⊗ γ ⊗ [1, abce]⌋ + ⌊〈〈e, ace〉〉 ⊗ γ ⊗ [1, abce]⌋.
Using that [1, abce] represents abce, we can rewrite this as
⌊〈〈a, c〉〉 ⊗ γ ⊗ [1, abce]⌋ + ⌊〈〈a, b〉〉 ⊗ γ ⊗ [1, abce]⌋
= ⌊〈〈abc, c〉〉 ⊗ γ ⊗ [1, abce]⌋ + ⌊〈〈abc, b〉〉 ⊗ γ ⊗ [1, abce]⌋
after getting rid of some squares. Recalling our definitions, we see that this means that
⌊〈〈a, c〉〉 ⊗ ψ⌋ + ⌊〈〈a, b〉〉 ⊗ ψ⌋ = ⌊〈〈abc, c〉〉 ⊗ ψ⌋ + ⌊〈〈abc, b〉〉 ⊗ ψ⌋.
As 〈〈abc, c〉〉 ∼= 〈〈ab, c〉〉 and 〈〈abc, b〉〉 ∼= 〈〈ac, b〉〉, this can also be written as
⌊〈〈a, c〉〉 ⊗ ψ⌋ + ⌊〈〈a, b〉〉 ⊗ ψ⌋ = ⌊〈〈ab, c〉〉 ⊗ ψ⌋ + ⌊〈〈ac, b〉〉 ⊗ ψ⌋.
As Iq n(K) is a 2-torsion group, the last equation above is equivalent to the equation in (2).
Note that this proof of the relations (2) does not use the relations (1).
As in the previous section, we also have the following generalization of (1):
(1+) 〈〈a〉〉 ⊗ χ	 + 〈〈ars〉〉 ⊗ χ	 = 〈〈ar〉〉 ⊗ χ	 + 〈〈as〉〉 ⊗ χ	 for any (n − 1)-fold quadratic
Pfister form χ and any a, r, s ∈ K∗ such that 〈〈r, s〉〉 = 0.
The proof is the same as there.
In exactly the same way as in the previous section, we also get that the relations (1+), and
hence also the relations (1), are implied by the relations (2) if n > 1.
The choice of the relations (0q ) stems from the fact that [1, d1 + d2] = [1, d1] + [1, d2]
in Wq(K) for any d1, d2 ∈ K .
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in Wq(K). As in the proof of Theorem 1, we have to show that there is a natural morphism
Iq n+1(K) → Iq n(K) making the diagram
Iq n+1(K) Iq n(K)
In+1Wq(K) InWq(K)
commutative. Here, the vertical arrows are the canonical morphisms.
This is done in the same way as in the previous section. We only need the following lemma:
Lemma 5. Let χ1 and χ2 be n − 1 fold quadratic Pfister forms and let a1, b1, a2, b2 ∈ K∗ be
such that
〈〈a1, b1〉〉 ⊗ χ1 ∼= 〈〈a2, b2〉〉 ⊗ χ2.
Then the elements
⌊〈〈a1〉〉 ⊗ χ1
⌋ + ⌊〈〈b1〉〉 ⊗ χ1
⌋ − ⌊〈〈a1b1〉〉 ⊗ χ1
⌋
and
⌊〈〈a2〉〉 ⊗ χ2
⌋ + ⌊〈〈b2〉〉 ⊗ χ2
⌋ − ⌊〈〈a2b2〉〉 ⊗ χ2
⌋
are equal in Iq n(K).
In the proof of Lemma 5 we need the following quadratic ‘common slot’ lemma.
Lemma 6. Let a, b ∈ K∗ and d, e ∈ K such that 〈〈a〉〉 ⊗ [1, d] ∼= 〈〈b〉〉 ⊗ [1, e]. Then there is a c
in K∗ such that 〈〈a〉〉 ⊗ [1, d] ∼= 〈〈c〉〉 ⊗ [1, d] and 〈〈b〉〉 ⊗ [1, e] ∼= 〈〈c〉〉 ⊗ [1, e].
Proof. If one of 〈〈a〉〉⊗ [1, d] and 〈〈b〉〉⊗ [1, e] is hyperbolic then the other one is hyperbolic too.
We then can let c = 1. In particular, we may assume that [1, d] and [1, e] are both anisotropic.
The hypothesis implies that [1, d] ⊕ −[1, e] ∼= 〈a〉[1, d] ⊕ 〈−b〉[1, e]. As the left-hand side is
isotropic, the right-hand side is isotropic too. This means that there are non-zero elements r
represented by [1, d] and s represented by [1, e] such that ar = bs. Writing c = ar = bs, we get
〈〈a〉〉 ⊗ [1, d] ∼= 〈〈c〉〉 ⊗ [1, d] and 〈〈b〉〉 ⊗ [1, e] ∼= 〈〈c〉〉 ⊗ [1, e]. 
Proof of Lemma 5. We shall use the theorem on chain p-equivalence of quadratic Pfister forms
proved in [AB]. By this theorem, and the symmetry in a and b in the statement, it suffices to
prove the lemma in the following cases:
(i) 〈〈a1, b1〉〉 ∼= 〈〈a2, b2〉〉 and χ1 = χ2.
(ii) a1 = a2 and χ1 = 〈〈c1〉〉 ⊗ ψ , χ2 = 〈〈c2〉〉 ⊗ ψ , such that 〈〈b1, c1〉〉 ∼= 〈〈b2, c2〉〉.
(iii) a1 = a2 and χ1 = γ ⊗ [1, d1], χ2 = γ ⊗ [1, d2] such that 〈〈b1〉〉 ⊗ [1, d1] ∼= 〈〈b2〉〉 ⊗ [1, d2].
904 J.Kr. Arason, R. Baeza / Journal of Algebra 314 (2007) 895–911The cases (i) and (ii) are handled exactly as in the proof of Lemma 3 in the previous section.
Here we therefore only consider the case (iii). We write a = a1 = a2.
The hypothesis says that 〈〈b1〉〉⊗[1, d1] ∼= 〈〈b2〉〉⊗[1, d2]. It follows, by Lemma 6, that there is
an element b in K∗ such that 〈〈b1〉〉⊗[1, d1] ∼= 〈〈b〉〉⊗[1, d1] and 〈〈b2〉〉⊗[1, d2] ∼= 〈〈b〉〉⊗[1, d2].
Then 〈〈b〉〉⊗ [1, d1] ∼= 〈〈b〉〉⊗ [1, d2]. It therefore suffices to do two subcases, the subcase b1 = b2
and the subcase d1 = d2.
In the former subcase we write b = b1 = b2. From 〈〈b〉〉 ⊗ [1, d]1 ∼= 〈〈b〉〉 ⊗ [1, d2] we get
that d2 = d1 + t with 〈〈b〉〉 ⊗ [1, t] = 0 in Wq(K). Using the relations (0q ), we then see that we
only have to show that 〈〈a〉〉 ⊗ γ ⊗ [1, t]	+〈〈b〉〉 ⊗ γ ⊗ [1, t]	−〈〈ab〉〉 ⊗ γ ⊗ [1, t]	 = 0. But
〈〈b〉〉 ⊗ [1, t] = 0, which also implies that 〈〈ab〉〉 ⊗ [1, t] = 〈〈a〉〉 ⊗ [1, t], so this clearly holds.
In the latter subcase we write d = d1 = d2. From 〈〈b1〉〉 ⊗ [1, d] ∼= 〈〈b2〉〉 ⊗ [1, d] it fol-
lows that b2 = rb1, where r = 0 is represented by [1, d]. We have to show that the ele-
ments 〈〈b1〉〉 ⊗ γ ⊗ [1, d]	−〈〈ab1〉〉 ⊗ γ ⊗ [1, d]	 and 〈〈rb1〉〉 ⊗ γ ⊗ [1, d]	−〈〈arb1〉〉⊗γ ⊗
[1, d]	 are equal in Iq n(K). But this is trivial, because 〈〈rx〉〉 ⊗ [1, d] ∼= 〈〈x〉〉 ⊗ [1, d] for any
x ∈ K∗. 
Having established the existence of the natural morphism Iq n+1(K) → Iq n(K), the next
task is to determine its cokernel.
We shall see that the cokernel is naturally isomorphic to the group Hn+12 (K) defined in [K]. To
do that we shall use the following presentation of Hn+12 (K) in terms of generators and relations:
Hn+12 (K) is (naturally isomorphic to) the quotient of K ⊗ (K∗)⊗n by the subgroup generated
by elements of the following types:
(
a2 − a) ⊗ a1 ⊗ · · · ⊗ an,
a1 ⊗ a1 ⊗ · · · ⊗ an,
a ⊗ a1 ⊗ · · · ⊗ an if ai = aj for some i = j.
This representation is an easy consequence of the definition of Hn+12 (K). It can be found
in [I].
Lemma 7. The cokernel of the natural homomorphism Iq n+1(K) → Iq n(K) is naturally iso-
morphic to Hn+12 (K).
Proof. This cokernel is the additive abelian group generated by the equivalence classes ϕ of
n-fold quadratic Pfister forms ϕ over K subject only to the relations
(0q ) α ⊗ [1, d1 + d2] = α ⊗ [1, d1] + α ⊗ [1, d2] for any n-fold bilinear Pfister form α
and any d1, d2 ∈ K ,
(1+) 〈〈a〉〉 ⊗ χ + 〈〈ars〉〉 ⊗ χ = 〈〈ar〉〉 ⊗ χ + 〈〈as〉〉 ⊗ χ for any (n − 1)-fold quadratic
Pfister form χ and any a, r, s ∈ K∗ such that 〈〈r, s〉〉 = 0,
(2) 〈〈ab, c〉〉 ⊗ ψ − 〈〈a, c〉〉 ⊗ ψ = 〈〈ac, b〉〉 ⊗ ψ − 〈〈a, b〉〉 ⊗ ψ for any (n − 2)-fold
quadratic Pfister form ψ and any a, b, c ∈ K∗,
(3) 〈〈ab〉〉 ⊗ χ = 〈〈a〉〉 ⊗ χ+〈〈b〉〉 ⊗ χ	 for any (n− 1)-fold quadratic Pfister form χ and
any a, b ∈ K∗,
and their consequences.
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the relations (1+) and (2). The remaining relations (0q ) and (3) simply imply multilinearity. We
therefore can describe this cokernel as the quotient of K ⊗ (K∗)⊗n by the subgroup generated
by the following elements:
a ⊗ a1 ⊗ · · · ⊗ an − b ⊗ b1 ⊗ · · · ⊗n if the quadratic Pfister forms
〈〈a1, . . . , an〉〉 ⊗ [1, a] and 〈〈b1, . . . , bn〉〉 ⊗ [1, b] are equivalent.
But this is like the presentation of Hn+12 (K), except that here we have more relations. But the
additional relations are known to hold in Hn+12 (K), so we get that this cokernel is isomorphic
to Hn+12 (K). 
Using the morphism Hn+12 (K) → InWq(K)/In+1Wq(K), defined by Kato, we now can ex-
tend the diagram above to the commutative diagram
Iq n+1(K) Iq n(K) Hn+12 (K) 0
0 In+1Wq(K) InWq(K) InWq(K)/In+1Wq(K) 0
with exact rows. Furthermore, the right hand vertical morphism is an isomorphism by Kato’s
Theorem.
Using this, we can prove Theorem 2 in exactly the same way as we proved Theorem 1 in the
previous section.
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Appendix A
In this appendix we study chain p-equivalence of bilinear Pfister forms in characteristic 2. As
before, K is a field of characteristic 2. All forms are symmetric bilinear forms over K .
Note that this appendix has its own numbering system.
Let n  1. Following [EL], we say that two n-fold bilinear Pfister forms α = 〈〈a1, . . . , an〉〉
and β = 〈〈b1, . . . , bn〉〉 are simply p-equivalent if
there are indices i and j , i = j , such that 〈〈ai, aj 〉〉 ∼= 〈〈bi, bj 〉〉, but ak = bk for k = i, j
or
there is an index i such that 〈〈ai〉〉 ∼= 〈〈bi〉〉, but ak = bk for k = i.
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We then say, following [EL] further, that α and β are chain p-equivalent if there is a chain
α = α0, α1, . . . , αr = β of n-fold bilinear Pfister forms such that αl−1and αl are p-equivalent for
l = 1, . . . , r .
Clearly, chain p-equivalence is an equivalence relation ≈ on the set of n-fold bilinear Pfister
forms. It is also clear that if α ≈ β then α ∼= β . In [EL] it is proved that the converse holds in the
case of a field of characteristic not equal 2. In [AB] a corresponding result is proved for quadratic
Pfister forms in characteristic 2. Here we prove it for bilinear Pfister forms in characteristic 2.
We state the result as a theorem:
Theorem A.1. Let α and β be two n-fold bilinear Pfister forms. Assume that α ∼= β . Then α ≈ β .
Remark. In the definition of p-equivalence we could have used the condition that 〈〈ai, aj 〉〉 and
〈〈bi, bj 〉〉 have the same class in W(K) instead of being isomorphic. In characteristic not 2 there
is no difference. But, in our case of characteristic 2, there is a difference if the forms are isotropic.
Using this definition, the theorem still holds if the hypothesis α ∼= β is changed to the hypothesis
that α and β have the same class in W(K).
The proof we are going to present is more or less the same as in [EL]. (See also Lam’s
book [L].) In [AB] the same approach is used. However, some difficulties arise in our case if the
forms in question are isotropic. We shall deal with these at the end of our exposition.
Before we begin with the proof we shall fix some notations and recall some elementary facts.
Let α = 〈〈a1, . . . , an〉〉 be an n-fold bilinear Pfister form. We then denote by α′ the bilinear
form gotten by leaving out the ‘first’ component 〈1〉 of α. So α = 〈1〉 ⊕ α′. It does not matter
for our treatment here, because we are working with the Pfister forms themselves, not only the
isomorphism classes, but we note that α ∼= β implies α′ ∼= β ′. If α and β are anisotropic then this
follows from Witt Cancellation. In the general case this is proved in [B].
We shall use the following two elementary facts about 2-fold bilinear Pfister forms:
The former one is that 〈〈a, b〉〉 ∼= 〈〈a, bd〉〉 if d = 0 is represented by 〈〈a〉〉. The latter one is that
〈〈a, b〉〉 ∼= 〈〈a + b,−ab〉〉 if a + b = 0.
In fact, the latter one is a consequence of the former one: As −a is represented by 〈〈a〉〉, we
have 〈〈a, b〉〉 ∼= 〈〈a,−ab〉〉. Then, as a−1(a + b) = 1 + aba−2 is represented by 〈〈−ab〉〉, we have
〈〈a,−ab〉〉 ∼= 〈〈a + b,−ab〉〉.
We start with a lemma:
Lemma A.2. Let α = 〈〈a1, . . . , an〉〉 be an n-fold bilinear Pfister form. Let b1 = 0 be represented
by −α′. Then there are b2, . . . , bn ∈ K∗ such that α ≈ 〈〈b1, b2, . . . , bn〉〉.
Proof by induction on n. The case n = 1 is trivial. So assume n > 1 and write β =
〈〈a1, . . . , an−1〉〉.
We begin with a sublemma: If d = 0 is represented by β then α ≈ 〈〈a1, . . . , an−1, and〉〉.
To see this write d = x2 − d1, where x ∈ K and d1 is represented by −β ′. If d1 = 0,
hence d = x2, then our claim is trivial. So assume that d1 = 0. Then there are, by the induc-
tion hypothesis, d2, . . . , dn−1 ∈ K∗ such that β ≈ 〈〈d1, . . . , dn−1〉〉. By one of our elementary
formulas for isomorphisms of 2-fold bilinear Pfister forms, we have 〈〈d1, an〉〉 ∼= 〈〈d1, an(x2 −
d1)〉〉 = 〈〈d1, and〉〉. It follows that 〈〈a1, . . . , an〉〉 ≈ 〈〈d1, . . . , dn−1, an〉〉 ≈ 〈〈d1, . . . , dn−1, and〉〉 ≈
〈〈a1, . . . , an−1, and〉〉.
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c1 is represented by −β ′ and d is represented by β . If d = 0 the statement follows by
the induction hypothesis. So we may assume that d = 0. By the sublemma, we then have
α ≈ 〈〈a1, . . . , an−1, and〉〉. If c1 = 0, hence b1 = and , then we are clearly through. So we may
also assume that c1 = 0. By the induction hypothesis we then have β ≈ 〈〈c1, . . . , cn−1〉〉 with
some c2, . . . , cn−1 ∈ K∗. It follows that α ≈ 〈〈a1, . . . , an−1, and〉〉 ≈ 〈〈c1, . . . , cn−1, and〉〉. By
one of our elementary formulas for isomorphisms of 2-fold bilinear Pfister forms, we have
〈〈c1, and〉〉 ∼= 〈〈−c1and, c1 + and〉〉. As c1 + and = b1, the statement follows. 
There is a corollary (of the proof):
Corollary A.3. Let α = 〈〈a1, . . . , an−1, an〉〉 be an n-fold bilinear Pfister form where n > 1. Let
d ∈ K∗ be represented by 〈〈a1, . . . , an−1〉〉. Then α ≈ 〈〈a1, . . . , an−1, dan〉〉.
Proof. This is simply the sublemma in the proof of Lemma A.2. 
Lemma A.2 also gives a proof of the fact that bilinear Pfister forms are ‘round.’ (In our case
of characteristic 2, this was first proved in [B].)
Corollary A.4. Let α be a bilinear Pfister form. Let d ∈ K∗ be represented by α. Then 〈d〉α ∼= α.
Proof. Write d = x2 − d1, where x ∈ K and d1 is represented by −α′. If d1 = 0 then there is
nothing to prove. So assume that d1 = 0. By Lemma A.2 we can then write α ∼= 〈1,−d1〉 ⊗ β
with a bilinear Pfister form β . As we know that 〈x2 − d1〉〈1,−d1〉 ∼= 〈1,−d1〉, the statement
follows. 
There is another corollary of the lemma in the isotropic case:
Corollary A.5. Let α be an n-fold bilinear Pfister form. Assume that α is isotropic. Then −α′
represents 1 and there is an (n − 1)-fold bilinear Pfister form β such that α ≈ 〈〈1〉〉 ⊗ β .
Proof by induction on n. The case n = 1 is clear. (Here, β is to interpreted as 〈1〉.) So assume
that n > 1. Let α = γ ⊗ 〈〈a〉〉 with an (n − 1)-fold bilinear Pfister form γ . So α = γ ⊕ 〈−a〉γ
and −α′ = −γ ′ ⊕ 〈a〉γ . If γ is isotropic then the statements follow at once from the induction
hypothesis. So we assume that γ is anisotropic. Then α being isotropic means that there are
d0, d1 ∈ K∗ represented by γ such that d0 − ad1 = 0, i.e., ad1 = d0. From the fact that γ is
‘round’ it then follows that 〈a〉γ ∼= γ . In particular, −α′ ∼= −γ ′ ⊕ γ , hence −α′ represents 1
because γ does. It then follows from Lemma A.2 that there is an (n − 1)-fold bilinear Pfister
form β such that α ≈ 〈〈1〉〉 ⊗ β . 
The next step is another lemma:
Lemma A.6. Let α = 〈〈a1, . . . , an〉〉 be an n-fold bilinear Pfister form and let β = 〈〈b1, . . . , bm〉〉
be an m-fold bilinear Pfister form. Let c1 ∈ K∗ be represented by the form α ⊗ −β ′. Then there
are c2, . . . , cm ∈ K∗ such that α ⊗ β ≈ α ⊗ 〈〈c1, . . . , cm〉〉.
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〈〈b1, . . . , bm−1〉〉. Then c1 = d1 + bmd , where d1 is represented by α ⊗ −γ ′ and d is represented
by α ⊗ γ .
If d1 = 0 then c1 = bmd , so α ⊗ 〈〈bm〉〉 ≈ α ⊗ 〈〈c1〉〉 by Corollary A.3. The statement clearly
follows by taking the tensor product with γ .
So we may assume that d1 = 0. By the induction hypothesis we then have α ⊗ γ ≈ α ⊗
〈〈d1, . . . , dm−1〉〉 for some d2, . . . , dm−1 ∈ K∗. If d = 0, so c1 = d1, then the statement follows by
taking the tensor product with 〈〈bm〉〉.
So we may also assume that d = 0. Then α ⊗ γ ⊗〈〈bm〉〉 ≈ α ⊗ γ ⊗〈〈bmd〉〉 by Corollary A.3.
So α⊗β ≈ α⊗γ ⊗〈〈bmd〉〉 ≈ α⊗〈〈d1, . . . , dm−1〉〉⊗〈〈bmd〉〉. By one of our elementary formulas
for isomorphisms of 2-fold bilinear Pfister forms, we have 〈〈d1, bmd〉〉 ∼= 〈〈−d1bmd,d1 + bmd〉〉.
As d1 + bmd = c1, the statement follows. 
The next step might be the following lemma.
Lemma A.7. Let α = 〈〈a1, . . . , an〉〉 and β = 〈〈b1, . . . , bn〉〉 be two anisotropic n-fold bilinear
Pfister forms. Assume that α ∼= β . Let 1  m  n. Then there are cm+1, . . . , cn ∈ K∗ such that
α ≈ 〈〈b1, . . . , bm, cm+1, . . . , cn〉〉.
Proof by induction on m. The case m = 1 is Lemma A.2. So assume m > 1. By the induction
hypothesis there are dm, . . . , dn ∈ K∗ such that α ≈ 〈〈b1, . . . , bm−1, dm, . . . , dn〉〉. As α ∼= β , we
then have
〈〈b1, . . . , bm−1, dm, . . . , dn〉〉 ∼= 〈〈b1, . . . , bm−1, bm, . . . , bn〉〉.
As α and β are assumed to be anisotropic, we can cancel the summand 〈〈b1, . . . , bm−1〉〉 and get
〈〈b1, . . . , bm−1〉〉 ⊗ 〈〈dm, . . . , dn〉〉′ ∼= 〈〈b1, . . . , bm−1〉〉 ⊗ 〈〈bm, . . . , bn〉〉′.
In particular, bm is represented by the form 〈〈b1, . . . , bm−1〉〉 ⊗ −〈〈dm, . . . , dn〉〉′. By Lemma A.6
it follows that there are cm+1, . . . , cn ∈ K∗ such that α ≈ 〈〈b1, . . . , bm, cm+1, . . . , cn〉〉. 
Remark. This is the only place where a problem arises because of the characteristic being 2. If
the characteristic is not 2 then we have Witt Cancellation in any case.
That Witt Cancellation holds in the anisotropic case is because of the rigidity of anisotropic
symmetric bilinear spaces in characteristic 2: Let (V ,α) be a symmetric bilinear space over K .
Then the corresponding (singular) quadratic form on V is additive. If (V ,α) is anisotropic it
follows that the quadratic form is injective. By induction on the dimension of the subspaces, we
get that two isometric subspaces must be equal. In particular, their orthogonal complements must
be equal, hence isometric.
In the case that the forms are anisotropic, Theorem A.1 is simply the case m = n of
Lemma A.7. As mentioned above, the same holds in general if the characteristic is not 2. Ac-
tually, we have deliberately made the exposition independent of the characteristic of K . In our
case, there remains to prove the theorem in the isotropic case. To do that we need some facts
about bilinear forms of the type 〈〈1〉〉 ⊗ α in our case of characteristic 2.
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We begin by recollecting the fact that if α is a symmetric bilinear form on the vector space V
over K then the corresponding (singular) quadratic form qα :V → K , u → α(u,u), is semilinear
with the respect to the Frobenius morphism K → K2, a → a2. In particular, qα is additive and
its image Q(α) is a K2-subspace of K . We note that, as every sum of squares in K is a square
in K , the image Q(〈〈1〉〉 ⊗ α) is the same as Q(α).
Proposition A.8. Assume that α = 〈a1, . . . , an〉 and β = 〈b1, . . . , bn〉 are anisotropic. Then
〈〈1〉〉 ⊗ α ∼= 〈〈1〉〉 ⊗ β if and only if Q(α) = Q(β).
Proof. This can be deduced from [Mi], by first proving that 〈〈1〉〉 ⊗ α and 〈〈1〉〉 ⊗ β have no
hyperbolic summands. We shall, instead, give an elementary proof.
That 〈〈1〉〉 ⊗ α ∼= 〈〈1〉〉 ⊗ β implies Q(α) = Q(β) is clear. We prove the other implication by
induction on n. The case n = 1 is clear. So assume n > 1.
By our hypothesis, bn ∈ Q(α). It follows that there are c1, . . . , cn−1 ∈ K∗ such that α ∼=
〈c1, . . . , cn−1, bn〉. Looking at the value sets, we see that this implies that we may assume that
bn = an. We shall do that. We also write α− = 〈a1, . . . , an−1〉 and β− = 〈b1, . . . , bn−1〉. Then
α = α− ⊕ 〈an〉 and β = β− ⊕ 〈an〉.
For each k, 0  k  n − 1, we write bk = ck + anx2n with ck ∈ Q(α−). Then 〈ck, an〉 repre-
sents bk , hence 〈ck, an〉 ∼= 〈bk, bkckan〉, therefore 〈ck, ck, an, an〉 ∼= 〈ck, bk, bkckan, an〉. But we
also have ck = bk + anx2n so that, in the same way, 〈bk, bk, an, an〉 ∼= 〈bk, ck, ckbkan, an〉. From
this it follows that 〈bk, bk, an, an〉 ∼= 〈ck, ck, an, an〉, i.e., that 〈〈1〉〉 ⊗ 〈bk, an〉 ∼= 〈〈1〉〉 ⊗ 〈ck, an〉.
As this holds for every k = 1, . . . , n − 1, we have 〈〈1〉〉 ⊗ 〈b1, . . . , bn−1, an〉 ∼= 〈〈1〉〉 ⊗
〈c1, . . . , cn−1, an〉. This shows that, in our proof, we may assume that bk ∈ Q(α−) for every
k = 1, . . . , n − 1. Comparing dimensions over K2, it follows that Q(α−) = Q(β−). By the in-
duction hypothesis we are then through. 
Note that without the factor 〈〈1〉〉 the proposition does not hold. Of course, α ∼= β implies
Q(α) = Q(β). But the converse does not even hold for 2-dimensional forms α = 〈1, a〉 and
β = 〈1, b〉.
The proposition holds, however, with positive powers 〈〈1〉〉k instead of 〈〈1〉〉. This is because
the value sets do not change by increasing the exponent of 〈〈1〉〉 and because 〈〈1〉〉⊗α ∼= 〈〈1〉〉⊗β
implies, of course, that 〈〈1〉〉k ⊗ α ∼= 〈〈1〉〉k ⊗ β .
Using Corollary A.5 we see that any isotropic n-fold bilinear Pfister form α is chain p-
equivalent to a form of the type 〈〈1〉〉k ⊗ α0, where α0 an anisotropic (n− k)-fold bilinear Pfister
form. The exponent k is uniquely determined by the isomorphism class of α because n − k is
determined by the dimension of Q(α) as a vector space over K2.
Now let α and β are two isotropic n-fold bilinear Pfister forms. Assume that α ∼= β . Write
α ≈ 〈〈1〉〉k ⊗α0 and β ≈ 〈〈1〉〉k ⊗β0 with anisotropic α0 and β0, as described above. From α ∼= β it
follows that Q(α) = Q(β). But Q(α) = Q(α0) and Q(β) = Q(β0), so this means that Q(α0) =
Q(β0). By Proposition A.8, it follows that 〈〈1〉〉 ⊗ α0 ∼= 〈〈1〉〉 ⊗ β0.
We conclude that to finish the proof of Theorem A.1 it suffices to prove the following:
Let α = 〈〈a1, . . . , an〉〉 and β = 〈〈b1, . . . , bn〉〉 be two anisotropic n-fold bilinear Pfister forms.
Assume that 〈〈1〉〉 ⊗ α ∼= 〈〈1〉〉 ⊗ β . Then 〈〈1〉〉 ⊗ α ≈ 〈〈1〉〉 ⊗ β .
We begin with a lemma, similar to Lemma A.2.
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represented by α. Then there are b2, . . . , bn ∈ K∗ such that 〈〈1〉〉 ⊗ α ≈ 〈〈1〉〉 ⊗ 〈〈b1, b2, . . . , bn〉〉.
Proof. Write b1 = x2 + c1 with c1 represented by α′. As b1 /∈ K2, then c1 = 0. By Lemma A.2,
there are c2, . . . , cn ∈ K∗ such that α ≈ 〈〈c1, c2, . . . , cn〉〉. As 〈〈1, b1〉〉 ∼= 〈〈1, c1〉〉, we conclude
that 〈〈1〉〉 ⊗ α ≈ 〈〈1〉〉 ⊗ 〈〈b1, c2, . . . , cn〉〉. 
Then there is another lemma, this one similar to Lemma A.7.
Lemma A.10. Let α = 〈〈a1, . . . , an〉〉 and β = 〈〈b1, . . . , bn〉〉 be two anisotropic n-fold bilinear
Pfister forms. Assume that 〈〈1〉〉⊗α ∼= 〈〈1〉〉⊗β . Let 1m n. Then there are cm+1, . . . , cn ∈ K∗
such that 〈〈1〉〉 ⊗ α ≈ 〈〈1〉〉 ⊗ 〈〈b1, . . . , bm, cm+1, . . . , cn〉〉.
Proof by induction on m. The case m = 1 follows from Lemma A.9. So assume m >
1. By the induction hypothesis there are dm, . . . , dn ∈ K∗ such that 〈〈1〉〉 ⊗ α ≈ 〈〈1〉〉 ⊗
〈〈b1, . . . , bm−1, dm, . . . , dn〉〉. As 〈〈1〉〉 ⊗ α ∼= 〈〈1〉〉 ⊗ β , we then have
〈〈1〉〉 ⊗ 〈〈b1, . . . , bm−1, dm, . . . , dn〉〉 ∼= 〈〈1〉〉 ⊗ 〈〈b1, . . . , bm−1, bm, . . . , bn〉〉.
In particular, bm is represented by 〈〈b1, . . . , bm−1, dm, . . . , dn〉〉. Write bm = e + cm, where e is
represented by 〈〈b1, . . . , bm−1〉〉 and cm is represented by 〈〈b1, . . . , bm−1〉〉 ⊗ 〈〈dm, . . . , dn〉〉′. As
β is anisotropic, bm is not represented by 〈〈b1, . . . , bm−1〉〉. Therefore, cm = 0. By Lemma A.6 it
follows that there are cm+1, . . . , cn ∈ K∗ such that
〈〈1〉〉 ⊗ 〈〈b1, . . . , bm−1, dm, . . . , dn〉〉 ≈ 〈〈1〉〉 ⊗ 〈〈b1, . . . , bm−1, cm, . . . , cn〉〉.
If e = 0, hence bm = cm, then we are through. So assume that e = 0. By Corollary A.3 we then
have 〈〈b1, . . . , bm−1, cm〉〉 ≈ 〈〈b1, . . . , bm−1, cme〉〉 and 〈〈b1, . . . , bm−1, bm〉〉 ≈ 〈〈b1, . . . , bm−1,
bme〉〉. As bme = e2 + cme, hence 〈〈1, cme〉〉 ∼= 〈〈1, bme〉〉, we conclude that 〈〈1〉〉 ⊗ 〈〈b1, . . . ,
bm−1, cm〉〉 ≈ 〈〈1〉〉 ⊗ 〈〈b1, . . . , bm−1, bm〉〉. This finishes the proof. 
The case m = n of Lemma A.10 is exactly what we need to finish the prof of Theorem A.1.
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