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Abstract
In engineering ﬁelds such as automobile design, optimisation of functional performance properties
often conﬂicts with aesthetic optimisation. Functional performance feedback into the aesthetic
design software may therefore improve the convergence of the design process. Unfortunately,
many functional performance scores such as aerodynamic drag require intensive computational
eﬀort. We consider the use of machine learning approaches to instead provide estimates of
these functional performance scores. We study the problems encountered when developing such
an estimation function. The use of a historically accumulated data set of STereoLithography-
format designs and their performance scores is suggested. We ﬁrst look at preparing such a data
set as training data for a machine learning task. Our ﬁrst major novel contribution combats this
problem in a manner similar to voxelisation. We next look at generating the regression function,
seeking to achieve good generalisation across a large space of possible designs and for a problem
where dimensionality reduction is challenging. Our second major novel contribution deals with
this problem using an ensemble regression framework incorporating multiple data representations.
Finally, we look at strategies of combining these two novel systems into a complete system. Upon
evaluation, we conclude that our original aims have been met by this complete system.
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Chapter 1
Introduction
In many engineering disciplines a number of performance goals may exist at any one time. These
can be very generally grouped into either functional or aesthetic goals.
Functional goals involve the design meeting some quantitative performance target, such as a
physical property like aerodynamic drag and lift; stability; security; and energy-eﬃciency. Often
these goals require some physical experiment to be carried out, although with advancements in
computer technology we have seen computers being able to generate high-ﬁdelity estimations
of these functional performance properties using complex models of physical processes (such as
Computational Fluid Dynamics (CFD) simulations in the case of aerodynamic performance, or
Finite Element Modelling (FEM) in the case of stability).
Aesthetic goals, relating to the human-perceived appearance of the engineering design, are
qualitative and subjective. It is important to note that because of this human-subjectivity, it is
unfeasible to expect a computer to evaluate aesthetic design quality to a useful level of ﬁdelity,
especially in a domain that is seeking strictly novel designs.
This distinction in goals leads to a distinction between the types of human designer assigned
to each task. In the case of optimising functional performance, a talented engineer with an
understanding of the underlying functional process is usually required. He/she should be able to
make a reliable assessment of the design changes required to make improvement to the particular
functional performance goal. On the other hand, aesthetic optimisation is carried out by a
talented artist, able to make artistic changes which will improve the design's quality the most
according to their personal and subjective view.
Under the popular Concurrent Engineering design methodology, the preference is to build
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integrated design teams that are as cross-functional as possible [83, 73]. In practice, some
divisions may always remain, such as the separation between artists and engineers (as artists will
prefer not to have engineers watching over and directing their work) which then causes separate
teams to emerge, and the concurrent engineering design process becomes iterative [83]. We then
understand that:
• These teams are in practice mutually exclusive.
• Each team does not possess the knowledge needed in order to fully understand the work
of the other team.
• Each team may perform design modiﬁcations which conﬂict with the other team's design
goals and modiﬁcations.
According to researchers at the Honda Research Institute, these frictions lead to a slower en-
gineering design optimisation process, with the changing design being passed back and forth
between the aesthetic and engineer teams many times. With management pushing for shorter
design-to-market time-frames, this inevitably leads to some compromise on the part of each
team's objectives.
A question then arises from this problem: can we aid the engineering design process, speeding
it up, reducing the design-to-market time-frame, and also reducing the need for design compro-
mise from the design teams?
An obvious solution is the integration of some useful functional performance feedback into
the design software of the aesthetic designer, indicating the eﬀect that particular design decisions
may have on the design's functional performance (and thus, the functional performance team's
goals).
As an example, with this system in place, the engineering team may pass a design to the artist
team for aesthetic optimisation, with the guiding instruction that a given functional performance
score is to be only preserved or improved, and under no condition worsened.
The functional performance feedback system could then indicate to the artist the functional
performance of the design in its current form, and hence they can judge whether this constraint
has been maintained. Further this data could be embedded into the design representation within
the aesthetic design software, indicating which regions of an engineering surface design could be
modiﬁed for the optimal functional performance change.
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The main problem we will encounter with this, is that for many functional performance
properties there exists no evaluation that can be performed so fast that it wouldn't result in a
large slow-down in the aesthetic designer's progress. For example, a typical CFD simulation can
take hours or days depending on the ﬁdelity sought, during which the aesthetic designer would
have to wait in order to assess properly their current modiﬁcations.
We will see in the following chapter that in the ﬁelds of automated optimisation it is common
to use the output of a machine learned function, such as a neural network, as an estimate of the
functional performance value. This machine learned function bases its estimate on a training
data set of inputs and outputs from the same problem domain.
In this thesis we will look at the major challenges found in generating an estimation function
for this purpose and attempt to resolve these problems using novel approaches.
1.1 Guiding questions
Here we will list ﬁve core questions that will be answered during the course of this thesis.
1. Question: How can we generate estimations of functional performance for use in the
aesthetic design process of an engineering ﬁrm, with minimal computational cost? Guiding
principle: In the next chapter, we will break this over-arching question into the following
four sub-questions.
2. Question: What problems are encountered when attempting to apply an oﬀ-the-shelf ma-
chine learning algorithm to the problem of estimating functional performance of engineer-
ing surface designs for use in guiding the aesthetic design process? Guiding principle:
When trying to implement a system like this using machine learning techniques, what kind
of problems can we expect to encounter, if any. The answer to this question will lead to
the next two questions.
3. Question: How do we acquire a strong data set of training samples for use in this ma-
chine learning task, containing relevant knowledge for guiding the aesthetic design process?
Guiding principle: Machine learning algorithms typically assume some bank of training
data is available from which to learn the input to output relationship. Sampling plans
can often lead to data sets that are informative, but not necessarily ﬁt for purpose. In
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engineering surface design it is not unreasonable to assume that such a wealth of train-
ing data does indeed exist and also contains knowledge regarding previously interesting
designs from an aesthetic perspective. Unfortunately, this training data usually takes on
a variety of representations which makes it impossible to learn from without some careful
preprocessing.
4. Question: How do we generate a regression function with good generalisation for a highly-
non-linear and non-uniformly sampled problem with multiple sub-spaces of interest? Guid-
ing principle: Human designers are diﬃcult to predict and may radically alter a design,
transforming it into a completely diﬀerent subspace of the design space. This means that we
must be ready to estimate functional performance across a large space of possible designs.
Fortunately, only a subset of design features aﬀect functional performance [34, 48, 42]. For
a given artist or design-style we can then expect that a further reduced subset of these
features may be modiﬁed by a human designer [56, 125]. Unfortunately, the exact subset
changes throughout the space of possible designs, making dimensionality reduction and
regression diﬃcult.
5. Question: How can we provide a system which human designers can place trust in and
extract the most utility? Guiding principle: Many machine learning methods from
computer science result in an function which is somewhat mysterious and black-box like
(i.e. from the user's perspective it is merely presented with an input and an output is
produced: the inner workings are not seen). Such a system can be diﬃcult for a human
who is expert in a particular ﬁeld (such as aerodynamics) to place trust in. Further,
they cannot easily acquire any meaningful information from the learned system. We are
interested in methods which maximise the potential for a human engineer to acquire some
information, and in methods which they can trust due to some level of transparency in the
system.
1.2 Contributions
1. The problem. A novel problem is described and a method of generating an experimental
data set exhibiting the problem's properties is provided. The solution to the problem is
4
divided into two sub-problems handled in separate chapters.
2. A novel representation conversion approach suitable for manifold-learning ap-
proaches of dimensionality reduction. We present a novel method of preprocessing
the varied data set in order to generate a representation suitable for machine learning.
We give an example of a problem under-researched in the literature and demonstrate the
power of manifold learning techniques in solving this particular problem. This involves a
novel study of the application of a particular manifold learning technique to an engineering
problem.
3. Ensemble of expert regression functions with expert-speciﬁc representations.
A novel framework is described for dealing with the core problem described. It is shown
through experimental analysis to be the best option considered from a selection of ensemble
regression approaches. We justify why this may be the case and suggest compelling reasons
why this method may be the best choice for somebody considering setting up the system
described in this thesis.
4. A complete framework for generating a functional performance estimation func-
tion based on a non-uniformly sampled data set of diverse designs in varying
representations. After conﬁrming that the novel solutions to the two sub-problems work
well in isolation, we demonstrate how they may be combined eﬀectively in order to take a
varied data set and generate from it a functional performance estimation function which can
be reliably used in engineering tasks. We take the opportunity to make some suggestions
regarding the actual integration of the system into the aesthetic design process.
1.3 Thesis layout
The structure of the remainder of this thesis is as follows:
Chapter 2 describes the problem central to this thesis in more rigour. We put forward a
motivating example of a real-world engineering surface design task demonstrating the problems
central to this thesis and review the literature related to this top. In particular we take inspiration
from the ﬁeld of surrogate assisted evolutionary optimisation in dealing with this task. Following
this inspiration we look at machine learning and formulate the problem in terms of a machine
5
learning task. We describe the key properties of the problem described thus far, answering
in particular the second guiding question mentioned above. We round oﬀ the chapter with a
mathematical formulation of the problem and a description of the performance evaluation scores
used throughout this thesis's experimental studies.
Chapter 3 outlines known approaches for the problem of preprocessing the data set (such
that it is in a uniform representation) and subsequently performing dimensionality reduction on
it. We discuss the synergy between these two tasks and the beneﬁt of using a particular family of
dimensionality reduction techniques (manifold techniques). We then describe the generation of
two test data sets used in particular experiments within this thesis: a realistic automobile data set
and an artiﬁcial data set featuring a property we are interested in. We present a novel method of
generating a uniform data representation with low computational eﬀort and compare two families
of dimensionality reduction on this data representation, answering the third guiding question and
paying attention to the ﬁfth guiding question. Empirical results using the experimental data sets
are provided and key comparisons are made in order to draw conclusions regarding this novel
method.
Chapter 4 outlines known approaches towards solving the problem of machine learning a
regression function for the problem central to this thesis. We pay particular interest to ensemble
methods. We then present a novel ensemble framework combining dimensionality reduction and
clustering as an answer to the fourth guiding question but also paying attention to the ﬁfth
guiding question. We justify the use of our framework and perform empirical experiments using
our novel framework and the experimental automobile data set.
Chapter 5 demonstrates how the novel solutions to sub-problems in chapters 3 and 4, proven
to work in isolation, can be combined with dimensionality reduction methods in a framework.
We perform empirical experiments using multiple methods of combination and the experimental
data sets in order to draw conclusions. We also suggest methods of integrating the system into
the aesthetic design process. This chapter seeks to answer ﬁrst guiding question, while, like its
predecessors, paying attention to the ﬁfth.
Chapter 6 concludes this thesis and summarises the novel contributions and signiﬁcance
of the work. We then describe the limitations of this work and suggest some further research
directions which could be taken to further the research in this ﬁeld.
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Chapter 2
Integrating Functional
Performance into Aesthetic Design
In this chapter we will consider how we can include functional performance information in the
aesthetic design process, drawing inspiration from surrogate assisted design optimisation. A real-
world motivating example is provided and the particular challenges that make our task diﬃcult
are described, setting us up for the following chapters where solutions to these challenges are
developed.
2.1 A motivating example
For an example of an engineering surface design task such as that described in the chapter 1, we
look at the domain of automobile design. All of the claims in this section regarding automobile
design have been accumulated through interactions with the researchers tackling related problems
at the Honda Research Institute Europe, Oﬀenbach, Germany.
Automobile design optimisation can be very broadly grouped into functional and aesthetic
objectives. The functional performance of an automobile design can have major impacts on
the experience of the user (for example its speed; acceleration; handling; safety; and energy
consumption). A prominent and speciﬁcally interesting functional property is the aerodynamic
drag of a design, which acts as a frictional force, aﬀecting (amongst others things) speed and
energy consumption. Typically, designers will seek to minimise this force. The aesthetic quality
of an automobile is self explanatory and totally subjective.
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Optimally, aesthetics and functional performance should go hand in hand. Unfortunately
the two design teams optimising for these objectives almost never share designers, assuming an
automobile company has sought the most talented individuals to be in these teams. Seemingly,
they each optimise very diﬀerent properties of the design, but being teams of very diﬀerent
designers it should be expected that they show very little regard for the work of the other (a
rivalry could even develop) [92].
In such a situation, a number of options exist:
1. Implement an iterative design cycle, where the design is passed between the teams for
optimisation. Assume that some converged design which is satisfactory to both design
teams will be met.
2. Have teams rank and inform each other of features which they believe are important to
their particular goal.
3. Have the teams supervise each other during optimisation.
4. Integrate performance information into the design software in order to either/both:
(a) Inform designers of the eﬀect of their changes on the other team's optimisation goals.
(b) Suggest to designers features of the design which have little eﬀect on the other team's
optimisation goals (similar to the second option, feature ranking).
The ﬁrst option is what is performed in practice. Each team works eﬀectively in isolation from
the other, waiting on the other to perform their next iteration of design optimisation (aesthetic or
functional). Some information from a team such as please preserve feature x may be supplied
to the other team but such an approach can severely stiﬂe the progress and novel creativity of
a team, which has a direct eﬀect on the length of the design-to-market phase of the product
development and the quality of the ﬁnal product.
The second option tries to relieve this stiﬂing eﬀect by being less restrictive and giving the
other team some indication of which features they should try adjusting before other features.
Unfortunately human designers are prone to focusing on only a small subset of features which
they know are important, and thus may be over-defensive of a small set of the most important
features, while less caring of other features. Further we cannot feasibly expect a human designer
to rank every single feature of a design.
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For human designers the third option can be an irritating prospect. Especially as it is
likely that, for example, a designer from one team may be very defensive about design decisions
they made previously and try to preserve these through the supervision of the other team's
optimisation.
The fourth option appears best as:
1. It succeeds in introducing the optimisation goals of the other team into the design process
of one team.
2. It avoids human bias towards particular features, giving a balanced appraisal of the eﬀect
each feature has.
3. It is far less invasive than having another human designer supervise you and its advice can
be more easily disregarded allowing creative freedom.
4. Automobile designers working with the Honda Research Institute have requested such a
system.
A computational design assessment system is thus a good solution for us to investigate.
The beneﬁts of introducing the performance information relating to other team's goals into
the design process of a particular team impact on both industry and consumer:
• From an industry standpoint, improving on the iterative design cycle method would im-
prove the proﬁtability of a design by bringing it to market sooner.
• From a consumer standpoint, if both teams can work with greater respect to the others
goals, then automobile designs of superior quality can be found.
Assessing the aesthetic quality of an automobile is not a trivial task and it is unfeasible to expect
that a computational system capable of doing this will be available in the near future, although
work has been conducted in this area [26, 78, 88]. This is simply due to the subjective nature of
aesthetic quality. Diﬀerent artists often favour vastly diﬀerent designs, and even if that were not
the case, aesthetic quality is a challenging function to understand and a very diﬃcult property
to quantify.
Fortunately, for assessing functional performance of an automobile (e.g. the aerodynamic
properties) systems often already exist. Computational Fluid Dynamics (CFD) is the name
9
given to the family of particle simulation software which can be used for, amongst other things,
estimating to a high ﬁdelity the aerodynamic performance of a design (which otherwise must
be measured using a physical experiment such as a `wind tunnel' experiment as shown in ﬁgure
2.1). In the second image of ﬁgure 2.2, we see the rendering of the airﬂows around a vehicle
design, with the velocity at each point in each ﬂow being indicated by the heat-map colour.
A popular open-source CFD suite is OpenFOAM [36], although many high quality commercial
options exist.
Despite CFD being a simulation-based approximation of a physical process, the results are
very good, although they depend on a number of parameters. Of particular importance is the
construction of the cell-mesh used for the simulation of the particle movements and pressures etc.
In the top half of ﬁgure 2.3 we can see the 2D mesh around a vehicle design. Another important
issue aﬀecting CFD ﬁdelity is that is is an iterative process which requires the simulation to
converge, which can often push the time required for a single modest-ﬁdelity simulation into
hours, and for a high-ﬁdelity simulation days may be required, perhaps weeks.
The artistic designer (and the organisation they are working for) cannot aﬀord to wait an
hour after each change to see what the predicted aerodynamic eﬀect is. Nor can they aﬀord to
wait n hours while the eﬀects of n modiﬁcations on aerodynamic performance are assessed.
Shortly we will learn of surrogate assisted design optimisation. From this, we will conclude
that a good option is to create an approximation of the functional performance (e.g. aerodynamic
drag) which is computationally quick to perform. We will expect to trade accuracy for speed
and so the approximation we aim for will be considered an even lower level approximation of the
physical process than CFD itself is.
Many automobile manufacturers have a long history of design and have in recent years been
accumulating designs and their functional performance scores during iterative design processes.
We will consider using these to discover the knowledge required by our approximation.
2.2 Solutions for automated design processes
We have identiﬁed that the nature of aesthetic optimisation implies that that the process is
human-driven. Despite this, it is of interest to look towards automated design optimisation
systems and see whether a similar problem is encountered in that ﬁeld, and if so, how it is dealt
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Figure 2.1: Photo of a wind-tunnel experiment involving a scale model of an aeroplane (source:
"Windkanal" by JeLuF - http://en.wikipedia.org/wiki/Image:Windkanal.jpg. Licensed under
Creative Commons Attribution-Share Alike 3.0 via Wikimedia Commons).
with eﬀectively.
In the ﬁeld of automated design optimisation, evolutionary optimisation techniques [8] (in-
cluding genetic algorithms, evolution strategies, genetic programming) are some of the most
studied and used for complex functional objectives with multiple modalities.
Assuming some `ﬁtness' function to be minimised, evolutionary algorithms generally involve
searching through a solution space using some stochastic perturbation of a population of solutions
and evaluating each solution by this ﬁtness function.
While powerful methods, evolutionary optimisation techniques tend to require a large number
of iterations (termed generations) before they converge. The speed of the overall process therefore
depends heavily on the computational speed of the ﬁtness function [60]. A slow ﬁtness function
results in a slow convergence, as the optimiser eﬀectively pauses at each ﬁtness evaluation, waiting
for ﬁtness functions to compute.
Non-evolutionary optimisation methods such as stochastic gradient descent [130] and simu-
lated annealing [69], which eﬀectively work on a single solution, have been successfully applied
to aerodynamic optimisation problems (including others with computationally intensive ﬁtness
functions). Evolutionary optimisation methods have also been successfully applied to such prob-
lems [98] but these are typically seen as unsuitable for more complex problems because of the
extra computational overhead required for optimising populations of multiple solutions.
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Figure 2.2: Graphical renderings of simulated airﬂow around the Honda Civic (European) design.
In the ﬁrst image, the airﬂows have been visualised such that the viewer can better understand
what is meant by the term. In the second image, facing the rear of the design, heat-map
colours indicate the velocity of particles at each point of the airﬂow following the results of a
CFD simulation (source: kindly provided by the Honda Research Institute Europe, Oﬀenbach,
Germany).
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2.2.1 Surrogate assisted design optimisation
Driven by this problem, research has been directed in recent years towards measures that can
be taken in order to reduce the time required for the whole evolutionary optimisation process.
The most popular approach is the use of a computationally cheap `surrogate' ﬁtness function in
place of the true ﬁtness function [60, 61].
Usually, this involves ﬁnding a function (often through Machine Learning methods) which
approximates as closely as possible, the true ﬁtness function. So long as this surrogate function
can eﬀectively rank the ﬁtness of designs, it will be useful [119]. Then this surrogate can be
used instead of the true ﬁtness function in some proportion of the ﬁtness calculations during
the optimisation. This approach of using a surrogate function has been successfully applied to
engineering design optimisation problems [126, 138, 34, 68]. The main eﬀect of deploying the
surrogate is a speed-up of convergence in terms of computational time.
Incorporating surrogates in the evolutionary optimisation process
The proportion and regularity of ﬁtness calculations to be estimated via the surrogate has been
termed model-management [45, 62, 32]. Broadly speaking, there are two schemes to this: individ-
ual and generational. Under generational model management, whole generations are evaluated
by the surrogate for some proportion of the generations (i.e. it is determined on a generational
basis), whereas under individual model management, it is determined on an individual basis,
independent of the other individuals. In [45, 62, 32] the authors adapt the proportion of indi-
viduals evaluated by the surrogate according to the estimated accuracy of the surrogate. The
results are positive, seeing an improvement in convergence speed.
A popular approach is to build local surrogates as they are needed depending on the spatial
location of the individual to be evaluated [146, 101, 102, 32]. This can be realised by non-
parametric methods with fast training phases such as nearest-neighbour regression (as in [32])
or radial basis functions (as in [99]). In [146] the authors combine a global Gaussian Process
surrogate with local radial basis function surrogates. At each stage of the evolutionary algorithm,
the global surrogate ﬁlters the population to ﬁnd the most promising individuals which then each
undergo gradient-descent optimisation using the local surrogates. This approach has been more
recently integrated into a memetic algorithm framework where individuals of the population are
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optimised individually using local surrogate functions but later collaborate with other individuals
to form solutions which are then evaluated by the original ﬁtness function [55].
The authors of [63] generate surrogates in an interesting manner on each iteration. They
apply k-means clustering to the individuals at each generation, clustering the data. Then they
evaluate the k individuals closest to each cluster centre by the original ﬁtness function. Using the
k individuals and with their now-known ﬁtness scores, they construct an artiﬁcial neural network
ensemble and evaluate the remaining individuals using this as a surrogate. They associate areas
of high error in the ensemble with samples for which there exists high variance between artiﬁcial
neural network predictions.
Using multiple surrogates
In [41, 80] the authors demonstrate the power of combining multiple surrogates into an ensemble-
surrogate. In particular, in [41] an ensemble is constructed of a polynomial response surface, a
Kriging model and a Radial Basis Neural Network. By looking at the variance between estimated
outputs of each of the three surrogates they are then able to assess the relative accuracy of the
surrogates and generate weights for each (for example, if a surrogate produces output very
diﬀerent from the other two, it can be judged to have poor accuracy). The weighted sum of the
surrogates is then used as the ensemble output.
In [80] the authors use a simple average of surrogate outputs for their ensemble output
achieving good results. They also develop what they call a `multi-surrogate' framework, where
each individual is optimised locally in a generation according to each surrogate independently
(so withM surrogates, a generation involvesM local optimisations of each individual). The best
solution is then carried forward through the optimisation process.
Optimising surrogates for the optimisation process
Optimisation of surrogates is investigated in [57] where neural networks are employed as surro-
gates in evolutionary design optimisation tasks. The optimisation of the surrogates' architectures
is performed such that the neural networks are capable of being able to learn diﬀerent problems
of a common domain fast and with high accuracy. Application of the framework to a turbine
blade optimisation demonstrates signiﬁcant improvement over neural networks which have not
had their structures optimised.
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In [123] the authors investigate the impact of co-evolving the surrogates along with the
evolutionary optimisation. Their framework consists of three components which each evolve
independently: 1) the solutions to the overall optimisation problem; 2) the surrogates themselves;
and 3) the trainers of the surrogates. Importantly, the surrogate trainers are evolved to cause
the most variance between the surrogates functions. The results on randomly generated test
functions are encouraging.
CFD speciﬁc examples of surrogate deployment
It is worth noting that there exist some CFD speciﬁc approaches to surrogacy [100, 35, 77]. In [77]
the authors use as surrogate a low-ﬁdelity physics based function to approximate the aerodynamic
function of the design. In [35] they take a diﬀerent and very interesting approach. As CFD is
an iterative process, they are able to interrupt the process after a low-number of iterations. By
training surrogate functions on these partially converged results, and then giving as input the
partially converged results, they are able to cut the computational cost of optimisation algorithms
substantially.
Alternative uses of surrogates
Surrogate functions aren't always used solely for the task of estimating ﬁtness during the evo-
lutionary search. In [66] the authors perform mathematical analysis on artiﬁcial neural network
surrogate trained during the optimisation process in order to determine the sub-space with the
greatest impact on the ﬁtness function. They restrict the optimisation to this subspace reducing
the computational eﬀort required. The authors of [112] look at surrogates of CFD in optimisa-
tion, but interestingly one of the main uses of the surrogate is to perform sensitivity analysis on
the design attributes.
The authors of [109] suggest using a surrogate as part of a probing technique, allowing them
to generate a huge number of oﬀspring in each generation and carry only those who are most
promising according to the surrogate over to the next generation. In [114, 113] the authors suggest
`informed operators' as augmented versions of the standard evolutionary operators mutation and
crossover/combination. These suggested operators very generally involve performing a large
number of the original operations, and then selecting the best individual constructed according
to a surrogate.
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Side-eﬀects of using surrogates
Negative side eﬀects do occur, and depend largely on the level of dependence upon and accuracy
of the surrogate. For example, over-reliance on a surrogate function which ranks the ﬁtness of
design incorrectly could lead to poor solutions and result in a slow down in convergence and an
increase in computational time. The authors of [80, 79] term this the curse of uncertainty.
Interestingly, a surrogate function with incorrect ranking isn't always a bad idea. Some-
times the errors can cause a search to enter interesting regions of the design space which it
may have otherwise not encountered, resulting in the discovery of potentially novel solutions.
The authors of [79] term this the bless of uncertainty. They utilise a separate surrogate (along-
side an ensemble-surrogate) constructed of a low-order polynomial regression model termed the
`smoothing' surrogate. This smoothing surrogate is designed to take advantage of the bless as its
simplicity makes it inaccurate and this causes optimisations to enter new areas from which the
main ensemble-surrogate is to learn from and improve. These new areas may contain interesting
designs and help the optimisation to ﬁnd global minima/maxima faster.
2.3 Related problems in the literature
We now describe other pieces of research relevant to the problem central to this thesis.
2.3.1 Building a regression function to aid engineering surface design
There currently exists no single method of generating a surrogate regression function suitable for
guiding the design choices of a human aesthetic designer. Indeed, the designers at the automobile
ﬁrm Honda do not currently use such a system, largely because no system has proven to be
accurate enough to be of use in this manner. Despite this, and its possible beneﬁts, research into
methods of data mining from engineering design data for the purpose of aiding human design is
very scarce.
The authors of [42] look at a related problem where they use a data set of engineering
surface designs in order to generate a human readable decision tree of rules that can be used to
make design decisions. Their approach, which we shall return to in the next chapter, involves
a reference model and representing samples as oﬀsets from this reference model. We will later
see that this approach to converting a data set of surface designs is not suitable to our problem.
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The authors also show how the knowledge extracted can be embedded into the surface design
representation in order to convey useful information to the human designer. In [44] they have
extended this work to allow for the discovery and assessment of `design concepts', demonstrating
their approach on an automobile design problem in order to learn about the relationship between
design concepts and aerodynamic properties.
2.3.2 Guiding human design decisions
Of particularly high relevance to our work is [92] in which the authors build on the ﬁeld of
surrogate assisted design optimisation in order to develop a `designer assistance system'. The
aim of the paper is to show how the designer assistance system may help convergence speed in
the human driven design process. They opt for a simple experimental setup: a shape matching
task where the user is given a rectangle made up of 16 control points and is given the task of
increasing a performance score. The performance score involves a hidden and unknown shape,
and is calculated as the overall similarity of the users shape to this target shape. When the
user selects any control point, the eﬀect on performance of moving that particular point in a
discretised set of possible directions is generated via an artiﬁcial neural network and displayed
to the user visually. The user can then make local modiﬁcations based on this. It is shown
that human designers produce better designs using this information feedback than they would if
simply being shown the design performance after each design change.
The ﬁndings support the signiﬁcance of our work as they show potential for our approximation
to speed-up the engineering surface design process through guidance of aesthetic design decisions.
Although clearly this task is very simpliﬁed and avoids the challenges of real world engineering
surface design problems that we will have to deal with.
2.3.3 Feature analysis
On a more general front, some more works can be found which look at the problem in terms of
ﬁnding the most relevant features in the design data.
The authors of [97] use self organising maps in order to ﬁnd groups of similar designs and
gain insight into the relationship between attributes and performance, and the trade-oﬀs in
the domain. A second self organising map is built based on the ﬁrst which clusters the design
variables such that their purpose with regards to the functional performance may be understood.
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They demonstrate their approach on supersonic wing and supersonic fuselage designs. In [22]
the authors extended this research by also applying the analysis of variance technique in order
to identify the most important design parameters (with each approach making up for the others
disadvantages). Again, the research was applied to a supersonic wing design.
In [33] the authors investigate the discovery of free-form features on surface designs for easier
feature-based manipulation (here the authors deﬁne a feature as a group of geometric attributes
which combined have some kind of semantic design meaning). Their approach involves then
classifying these features by functional meaning. They later extend their approach to classifying
features by aesthetic meaning.
These themes of representation generation and feature extraction return later in this thesis.
We will look at the challenging properties of our data set and suggest novel solutions to these
tasks which build upon the failings of approaches already in the literature.
2.3.4 Knowledge management in engineering
Since the early nineties, Knowledge Management (KM) has become a research ﬁeld with strong
implications for engineering design. KM has become a broad term covering processes of exploiting
an organisations knowledge resources to achieve its objectives [4, 90]. Amongst the organisational
objectives of KM are improved performance and innovation [46], which can lead to shorter design
cycles and superior designs. Interviews, collaboration and the sharing of knowledge are key to KM
approaches. Computational KM approaches include tools that facilitate knowledge accumulation
and distribution, such as intranets/wikis, discussion forums, expert systems, knowledge-bases and
decision support systems [25].
The application of some KM approaches to engineering is known as Knowledge Based Engi-
neering (KBE) [120, 67]. A typical KBE systems may be a database of previous product parts
that can be retrieved and used in future design cycles. Thus KBE approaches diﬀer in how they
encode engineering data in a way that it can be usefully retrieved later. The authors of [120]
suggest that incorporation of KM into these KBE work-ﬂows is a topic that requires careful
consideration, suggesting a framework for this purpose. A number of established KBE solutions
now exist on the market and many are currently listed at [140].
The authors of [10] focus on the reuse of engineering design knowledge, in particular process-
knowledge, product-knowledge and task-knowledge, rather than geometrical data. They suggest
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a framework for reusing knowledge, incorporating best practice, design rationale, and knowledge-
based support. Key to their approach is a `common design data model', which is used both for
storing knowledge and also reusing knowledge. More recently this approach has been extended
to Product-Service systems design [11].
An important topic in KM is that of knowledge representation. The authors of [21] review
the development of this ﬁeld with regards to product design and suggest the trends that may
continue into the future.
2.3.5 Concurrent engineering design
Brieﬂy mentioned in the introduction of chapter 1, concurrent engineering is a product develop-
ment methodology based on concurrency of development tasks [73]. It represents an alternative
method to the traditional sequential development method (the `waterfall' method),whereby each
development task is performed in isolation from the previous and next tasks, and no task is ever
revisited without winding back all the tasks that occurred since its completion.
Concurrent engineering design employs cross-functional teams; concurrent design of parallel
subsystems; sharing of new design information; and project eﬀective project management [73].
The core motivations behind concurrent engineering design are that all development processes
should be taken into account, and design issues should be identiﬁed as early as possible so that
their impacts are mitigated.
Through the use of concurrent engineering, ﬁrms can expect to see such advantages as reduced
time-to-market[111]; reduced development costs [111]; and improved product quality. [73].
Concurrent engineering has now become popular in engineering [83], with the European Space
Agency being amongst the methodology's proponents [2]. Presently, much of the active research
goes into tools to aid concurrent engineering such as the modelling tool described in [27] for use
in space mission design tasks.
2.3.6 Interactive evolutionary optimisation
It is worth noting a family of evolutionary optimisation approaches described as interactive. Inter-
active approaches represent evolutionary optimisation algorithms designed with ﬁtness functions
in mind that could be not be modelled or evaluated by computer (such as aesthetic quality) [133].
The idea is simple: the standard evolutionary operators are applied to a population of solutions
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in order to arrive in new generations, but rather than evaluating solutions by a ﬁtness function,
they are presented to a human user who must then evaluate them and choose the parents of the
next generation. The problem with these approaches is that they quickly, and understandably,
lead to human fatigue [133] which in turn degrades their eﬀectiveness.
Also important are the group of interactive multi-objective optimisation approaches [94].
Under this approach, the automated optimisation is usually optimised against a set of objective
ﬁtness functions. The human's user can then be guide the optimisation through modiﬁcation
of `preferences', at certain intervals in the optimisation process [86, 127]. These preferences
determine how strongly each of the objectives should be weighted during automated optimisation
and this method is shown in [9] to result in superior multi-objective optimisation when compared
to a totally automated process based on ﬁxed preferences.
2.4 Machine learning for estimating functional performance
Inspired by surrogate assisted design optimisation and its deployment of a computationally cheap
surrogate function, we consider using a computationally cheap `approximation' function of the
true functional performance evaluation function, using its output to inform the aesthetic designer.
A major diﬀerence between our intended deployment of an approximation function and the
deployment of a surrogate in optimisation, is that we will seek to use our approximation function
at all times: constantly estimating the current design's performance and analysing the estimated
eﬀects of individual attribute changes. Contrast this to surrogate assisted design optimisation,
where the use of the surrogates can be sparse and never replaces all ﬁtness evaluations.
The generation of such an approximation function will require the selection of some suitable
function generating process, such as those from Machine Learning, including: response-surface-
methodology; Support Vector Machine; Gaussian Process; Neural Networks etc.
Very generally, machine learning [13, 95] is concerned with a group of algorithms which, given
a data set of some input patterns and their respective output patterns sampled from a function,
are expected to learn rules which apply well to input and output patterns not contained in the
input set. We call this latter set the `unseen' samples.
How well the machine learning algorithm does this can be termed its level of `generalisation'.
Generalisation of an algorithm is problem dependent and so we might say a particular machine
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learning algorithm has good generalisation for a particular problem. This means that it can
predict the output patterns for unseen input patterns well for this particular problem. Good
generalisation is a desirable property of any machine learning algorithm.
This raises the issue of how one assesses the performance of a machine learning algorithm. In
section 2.6 we will look at some common approaches of empirically assessing the performance of
the generated approximation function, but for now we look at formulating the machine learning
problem.
We denote the approximation function as fˆ : a function which maps input pattern x to
output pattern yˆ; fˆ : x→ yˆ. Under this notation, fˆ is assumed to be an approximation of some
observable function f , which itself maps x to an output pattern y; f : x → y. Thus fˆ outputs
an approximation of y, yˆ = y + ε where ε is some error value (which may itself be a function of
x).
The machine learning algorithm is the process through which fˆ is generated. A machine
learning algorithm which arrives at some approximation fˆ of the observable function f , invariably
requires a set of N sample patterns, D, from which to learn.
Each sample pattern consists of a tuple {xi, yi}Ni=1. Within D we denote all N input patterns
by X = {xi}Ni=1, and all N output patterns by Y = {yi}Ni=1.
There are many machine learning algorithms and some are deterministic while others are not.
In both cases, but especially the non-deterministic case, it is good practice to run the machine
learning algorithm a number of times and evaluate its performance using a set of data put aside
earlier prior to training. This `unseen' set of samples can then be used to evaluate the resulting
approximation fˆ . For this reason it is common practice to divide D into a training set DTR of
NTR pattern tuples and a testing set DTE of N −NTR pattern tuples.
It is important that the machine learning algorithm never encounters any of the testing set
tuples in DTR. Providing this holds and DTE spans the space of possible patterns well, the
level of generalisation of the approximation fˆ can be estimated (which is dependent on the
generalisation quality of the machine learning algorithm).
2.4.1 Diﬀerences between our approximation and a surrogate
Our desired approximation is particularly distinguishable from surrogate assisted design opti-
misation when we consider the training set D. For surrogate assisted design optimisation, it is
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possible to generate D using a space-ﬁlling sample plan scheme such as Latin Hyper Squares
(LHS) [34]. Because optimisations will occur locally to the initial design, it is logical to spec-
ify this sampling in a spatially local area, knowing that a stochastic optimisation will generate
samples along any direction in the space of possible designs for evaluation.
Contrast that with our task, where a non-stochastic human designer will have certain aims
with regards to aesthetic design and it will be clear that it is hard to predict where estimations
will be required in a large space of possible designs. One technique that can be used in surrogate
assisted design optimisation is to regenerate a sample plan and retrain the estimation function
when a design leaves a high-accuracy region of the space of possible designs. This is unfeasible
for us, as this would cause the design assistance system to be unavailable for hours, maybe days,
when the designer causes the design to leave such a local region and triggers this retraining
process.
Another diﬀerence to consider, is that the stochastic optimisation is likely to approach unfea-
sible or unrealistic designs. This means that a uniformly sampled D (e.g. using LHS) may prove
quite useful for an evolutionary optimisation problem. A human designer is far less likely to
approach these forms of design, and so such a D would contain a high proportion of unimportant
samples and thus wasted functional performance evaluations.
2.4.2 Machine learning applied to our problem
When applying machine learning to the task of generating an approximation to act as our
functional performance estimation system, we encounter a number of obstacles:
1. Large design representations. Engineering surface designs can be very complex geo-
metric structures. In domains such as automobile design they can vary in many, many ways
and each of these ways is associated with one or multiple features. These truths mean that
each design's input pattern must be large enough to correctly represent the small vari-
ations in surface design. At a minimum, for any two diﬀerent designs there must exist
some attribute that distinguishes them suﬃciently and in a way that a machine learning
algorithm can learn from. This property makes dimensionality reduction of the surface
design's representation challenging.
2. Available training data. Machine learning algorithms generally suﬀer from the curse of
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dimensionality [12, 99]. The curse broadly states that as the dimensionality of an input
domain increases, the number of training data samples required by a machine learning
algorithm increases exponentially. As previously noted for our motivating example, it is
a slow process to generate training data by virtue of the computationally costly CFD
function. It is unfeasible to imagine we will ever have enough training data for a problem
with the original design representation.
3. Appropriateness of training data. As noted in section 2.4.1, a uniform sampling plan
is inappropriate and even wasteful. Somehow we need to generate a sampling plan that
samples only in regions of the design space which will be useful to our machine learning
algorithm and approximation use. This implies that we somehow ﬁnd design space regions
which are interesting to the aesthetic designer.
4. Learning a large domain. Our approximation is expected to be trained and ready to
aid the aesthetic designer regardless of whatever changes they make. It is possible that
the designer will make substantial changes to a design which almost completely transform
it, taking it into a distant region of the space of possible designs. This implies that our
computational design assessment system needs to be able to estimate for designs across
a very large domain. Coupled with the fact that functional performance is often highly
non-linear, this task becomes very challenging for machine learning algorithms.
2.4.3 Finding a suitable source of training data
At the end of our motivating example in section 2.1, we noted that many automobile manufac-
turers have a long history of design and may have in recent years been accumulating designs and
their functional performance scores. To elaborate, the automobile manufacturer may have digital
representations of many previously considered designs with their associated aerodynamic perfor-
mance scores. These designs may have resulted from a mixture of human driven optimisation
and computer-driven optimisation and could be deemed as historically interesting.
In this thesis we consider using such an accumulated data set of previously interesting designs.
By deploying such a data set, we greatly reduce the impact of the second obstacle in section 2.4.2
because we have a large source of data to hand. We also greatly reduce the impact of the third
obstacle because each sample in this data set was previously interesting to the design process
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and therefore likely to be, by inference, potentially interesting to the aesthetic designer in future
design processes.
Also, obstacle 4 is somewhat alleviated as this data set, while still spanning a large space of
designs, will be more concentrated into the areas of interest, meaning that the machine learning
algorithm need only learn a smaller subspace of the design space.
Unfortunately, such a data set, while helping obstacles 2 and 3, also has problematic proper-
ties.
Non-uniform surface representation
As we will discuss in chapter 3, engineering surface designs are usually represented, in their
rawest form, as a collection of geometric primitives. Common formats will reduce the geometry
to 3D faces, often triangles. One very common format like this is the STereo Lithography (STL)
format, which almost all engineering surface design software is able to output. It is possible to
extract the 3D points from all the faces and remove redundant points to form a `point cloud'.
Formats such as STL are very ﬂexible, and provide very few rigid format constraints. This
means that the number of faces (and thus 3D points in the point cloud) can vary between surface
designs. Further, the order of faces (and again the 3D points) in the surface design can also vary.
In practice, these formats vary massively. For example, some automobile designs have features
such as rear-spoilers which other automobile designs lack entirely (and so the geometric primitives
required for this feature is also lacking). Further, it is common for the number and order of
primitives to change during the design process: an artist may decide that more detail is required
in a speciﬁc surface region, and increase the resolution of geometric primitives in that region.
We cannot use such data easily because machine learning algorithms generally assume that
every input sample has the same number of attributes and they also expect that the ith attribute
in any two design representations describes the same information (in our case the same location
on the automobile's surface).
We need to deal with these problems through some layer of preprocessing in order to prepare
our data set so that it is usable with machine learning algorithms.
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Large design representations
This property of the data set is an aggravation of the ﬁrst obstacle in section 2.4.2. Engineering
surface designs stored as geometric primitives (like in STL) tend to consist of a huge number of
geometric primitives. One of the driving forces behind this is that these formats can never truly
represent a curve, and must discretise the curve into a number of tiny segments.
To illustrate the size of the design representation, let us consider a concrete example: in the
next chapter we will generate a data set based on an automobile surface design in STL format.
This formatted surface design consists of 1, 129, 239 individual triangular faces. If we strip this
surface design down to its 3D points only, we are given 555, 397 3D points (1, 666, 191 individual
attributes).
The size of this representation is indicative of the size that many designs in the automobile
domain will have (and this also applies to other engineering surface domains). Of course, any
machine learning algorithm we use is therefore susceptible to the curse of dimensionality.
The curse of dimensionality is a common problem in machine learning, and as a result there
has been a lot of research activity in the direction of reducing dimensionality. Dimensionality
reduction will be given greater focus in the next chapter. But for now we must make some note
that for our problem we can expect the state of the art approaches to dimensionality reduction
to struggle with our data set. The reasoning behind this is thus:
• The aesthetic designer will seek a high degree of design ﬂexibility. Any representation with
reduced dimensionality must be able to represent the relevant (i.e. those with impact on
functional performance) diﬀerences between designs in this representation.
• Given the space of possible designs S: for some subspace A ⊆ S we can expect that a
particular subset of attributes will be commonly modiﬁed by the aesthetic designer. In
another subspace of B ⊆ S it may be another entirely exclusive subset of attributes which
are commonly modiﬁed. Any representation with reduced dimensionality would need to
contain the attributes relevant in each of these subspaces, resulting in a representation
larger than that needed for each subspace A or B.
• A logical approach to dimensionality reduction could restrict our representation with re-
duced dimensionality to only those attributes with some eﬀect on the functional perfor-
mance. But for many functional performance scores, including aerodynamic scores, we
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would run into a very similar problem: for some subspace A ⊆ S one set of attributes
may aﬀect functional performance while in another subspace B ⊆ S a completely diﬀerent
set of attributes aﬀect the functional performance (this is due to the presence of attribute
interactions [59, 43], attributes with diﬀerent eﬀects depending on other attributes). Yet
again, this means that the resulting representation would be larger than that needed for
each subspace A or B.
Lack of a single design space focus
This property of the data set builds on the fourth obstacle in section 2.4.2. As described earlier in
this chapter, surrogates have been used in computational optimisation frameworks successfully.
Key to their successful deployment is the understanding that the surrogate ﬁtness function need
only be called in the subspace of S which is being searched within [34]. This space is usually quite
limited when compared to the size of the space of possible designs and is usually contiguous.
Should the optimisation enter into completely unsampled subspaces of S, a new sample plan in
the unknown subspace could be generated and used to update the surrogate [60, 62].
Generating a regression function to act as a surrogate in this way requires a relatively small
and concentrated data set of training samples. This process is made easier because the more
concentrated sample set can be taken from a smaller region of the space of possible designs
and thus is able to represent a smaller `window' of the function being learned. In this `smaller
window' of the function it is easier for a machine learning algorithm to learn the relationships
between inputs and outputs and thus more accurately estimate the function's outputs [146, 34].
In generating our approximation, we do not have this advantage, as we seek to build a
regression function which performs well across the whole space of designs which may possibly be
encountered, E ⊆ S, which is unknown. Our choice of data set gives some indication towards E
in the previously interesting designs it contains, but it also contains many relatively small and
highly sampled regions of the design spaces (resulting from diﬀerent optimisation and design
processes) and is non-contiguous.
Across the space of possible automobile designs the relationship between aerodynamic drag
and each attribute can vary quite wildly, with some attributes having a positive eﬀect in one re-
gion and a negative eﬀect in another. This is quite a common problem for functional performance
functions used in engineering [34].
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In eﬀect, the `window' of the function being learned is broken into many disjoint windows
which each have very diﬀerent input to output relationships. This will make the task of learning
a regression function to act as our approximation challenging.
2.5 Mathematical formulation of the problem
We now take the opportunity to build on the notation provided so far. We assume that we have
a data set D consisting of:
• N STL-format surface designs, X = {xi}Ni=1, where the ith sample xi = {xi,1, xi,2, ..., xi,d},
di is the number of 3D triangles forming the ith design's surface (which can diﬀer for
diﬀerent i), and the jth trianglexi,j = {~xi,j,1, ~xi,j,2, ~xi,j,3} is represented as 3 3D points,
such that 1 ≤ k ≤ 3 and ~xi,j,k ∈ R3.
 The order of the 3 points forming each triangle indicates the front of that triangular
face such that the cross-product ~a × ~b where ~a = ~xi,j,2 − ~xi,j,1 and ~b = ~xi,j,3 −
~xi,j,1 produces a vector ~c which when normalised equals the normal vector of the jth
triangular face of the ith design, ~ni,j .
 The order of triangles in each surface design can diﬀer: attributes xi,j and xk,j , where
k 6= j, do not necessarily refer to the same piece of surface design information.
• N functional performance values, Y = {yi}Ni=1, where yi ∈ R, and yi = f(xi) where f(xi)
is the functional performance function of the ith design (we focus only on one functional
performance score in this work).
X consists of designs:
• taken from the space of possible designs S.
• which have not been continuously and uniformly sampled from S.
• which have been taken from an interesting subset of S, the encounterable subspace E ⊂ S.
Y consists of values
• dependent on the input designs X by way of f : xi → yi.
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• non-linearly dependent on the attributes of input designs.
• which depend on a subset of the attributes making up each design.
We seek to construct a regression function fˆ(x) = y+ε where ε is some error term, to approximate
f(x) based only on our data set D.
Our primary objective is to arrive at a regression function fˆ(x) which can be used as an
approximation function to guide the decisions of a human designer. This should ultimately
reduce the time-to-market time required for a engineered product and/or improve the quality of
the marketed product. Our second objective is to minimise ε across the space of possible designs
S, and in particular across the encounterable subspace of possible designs E ⊆ S.
The regression function fˆ(x) should compute in a small amount of time (seconds) so as to
not severely interrupt the human designer's design process.
2.6 Assessing approximation function performance
In this section we look at the performance metrics which we will be using in this thesis to evaluate
and compare regression functions for use as our approximation.
2.6.1 Accuracy metrics
Here we describe three very common performance metrics which focus on the accuracy of the
regression function in terms of the diﬀerence between estimated and true, target output values.
Mean squared error
This is the average of the squared error, where error is the diﬀerence between the estimated
output for the test set and its target output. This is one of the most well established metrics
when optimising as its interpretation is simple: the lower it is, the better.
Unfortunately it isn't easy to assess what good mean squared error really is as there is no
upper-bound on the metric. The mean squared error score can thus only be used to compare
regression functions where the same training and testing data is being used with each regression
function (as is the case here). It becomes easier to interpret in a normalised data set, but is still
not as easy to interpret as the other measures we will look at.
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Mean squared error: MSE(fˆ) = 1NTE
∑NTE
i=1 (fˆ(xi)− yi)2
where NTE is the number of samples in the testing data set DTE , and xi and yi are the ith
input and output in DTE respectively.
r2 correlation coeﬃcient
This is the correlation between the estimated outputs for the test set and its the target outputs.
This score is particularly useful when one considers that error isn't as important for our problem
as ensuring that if design xi is worse than design xj , then the estimation results in the same
conclusion (the Ranking score in section 2.6.2 will focus more on this property).
The higher this score is, the better and it is easy to assess good correlation coeﬃcient as it
is upper-bounded by 1 and lower-bounded by 0.
Correlation coeﬃcient: r2(fˆ) =
( ∑NTE
i=1 (fˆ(xi)−f¯(x))(yi−y¯)√∑NTE
i=1 (fˆ(xi)−f¯(x))2
√∑N
i=1(yi−y¯)2
)2
where f¯(x) is the average output of fˆ over all the samples in DTE and y¯ is the average
functional performance in DTE .
Percentage error
This is the squared error as a percentage of the range of target output values in the data. Clearly,
it is easier to assess good percentage error in comparison to MSE as it is a percentage.
Percentage error: PCE(fˆ) = 100NTE∗(ymax−ymin)
∑NTE
i=1 (fˆ(xi)− yi)2
where ymax and ymin are the largest and smallest functional performance value in DTE ,
respectively.
2.6.2 The ranking metric
For a speciﬁc problem like this it is important to evaluate algorithmic approaches not only in
terms of accuracy but also in terms of how correctly they rank. We already hinted on the
logic behind this when discussing the r2 correlation coeﬃcient score: an aesthetic designer is
more generally interested in whether a design modiﬁcation worsens, betters, or does not aﬀect
performance than what the exact performance value is.
For this purpose we propose a simple ranking metric: Prediction of Performance Change.
This score computes the percentage of such predictions (worsens, betters or no-eﬀect) correctly
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assessed:
Prediction of performance change: PPC(fˆ) = 1
N2TE
∑NTE
i=1
∑NTE
j=1 pii,j
where pii,j =

1 fˆ(xi) > fˆ(xj); yi > yj
1 fˆ(xi) < fˆ(xj); yi < yj
1 fˆ(xi) = fˆ(xj); yi > yj
1 fˆ(xi) > fˆ(xj); yi = yj
0 otherwise
The third and fourth conditions are specially chosen such that if the user is given an incorrect
`does not aﬀect performance' prediction for a particular design change, but the change results in
a performance improvement (here minimising the functional performance score as is the case
with aerodynamic drag), then this is not penalised in the score.
Clearly it is easy to assess good PPC as it is bound between 0 and 1 with one being the
best score.
2.6.3 Evaluating approximation function performance scores
At many points in this thesis we will be comparing results from competing experimental ap-
proaches. Usually these results will be in the form of the above numerical scores, but averaged
over a large number of runs.
All claims that approach X out-performs approach Y are statistically proven using appropri-
ate techniques. Sometimes though, this `out-performance' may appear quite small, and so the
questions:
• What small diﬀerences are worth taking notice of?
• Is the best result found `good enough'?
need to be addressed.
Firstly, this author takes the opinion that any statistically signiﬁcant improvement is worth
noticing. If it means the diﬀerence between 88% accuracy and 89% accuracy, then that is still
a beneﬁcial improvement to the aesthetic design process. In industry, time often translates
into proﬁt and therefore even a small improvement can translate into an increase in proﬁt.
When that industry commands as much money as the automobile industry does, then a small
31
improvement can easily equate to large amounts of money. Further, from a research perspective,
such improvements are always worth noticing because they can often point in the direction of
further research that could potentially increase these small improvements dramatically.
Secondly, the notion of good enough is a diﬃcult concept. Optimally, we would want to
achieve a PPC ranking score of 1, but this appears highly unlikely to be achieved for many prob-
lems, especially those addressed in this thesis. Therefore, taken with the statistical signiﬁcance
of the results, I recommend to the reader that they view all of these results of being signiﬁcant
for the reasons given above, but that they understand that there is likely to always be room for
improvement with regards to this problem.
2.7 Conclusion
In this section we conclude the chapter with a summary of its most important contents and novel
contributions.
2.7.1 Summary
In this chapter we looked at the problem central to this thesis in greater detail. As a motivating
example we took automobile design: a real-world domain where aesthetic quality and functional
performance are both given high value. As this is an under-researched problem, we looked
at computational design processes for inspiration; speciﬁcally evolutionary optimisation. In
this ﬁeld we discovered surrogate assisted design optimisation were being employed for similar
purposes.
We also gave an overview of other research areas related to our problem. One piece of related
literature, found in [92], is very signiﬁcant as provides encouraging evidence that providing the
human designer with information during the visual design process can speed up convergence and
result in improved solutions.
Inspired by surrogate assisted design optimisation, we looked at transferring this technique
to our problem: in particular, we considered using machine learning techniques to create an
approximation function for use in the aesthetic design process.
Following this we described our problem formally and discussed the problems that arise
when applying oﬀ-the-shelf machine learning techniques. It was suggested that one of the
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major problems, acquiring a training data set, could be solved by using the data bank of designs
and performance scores accumulated at an engineering surface design ﬁrm. Simultaneously this
gives us the opportunity to learn about previously interesting regions of the space of possible
designs. But while this decision solves a few of the problems, it aggravates and accentuates some
of the other problems. These problems will be tackled in the remaining chapters of this thesis.
Towards the end of the chapter we formulated the problem mathematically and described
the four performance metrics using these terms which will be used throughout this thesis.
2.7.2 Novel contributions
The major contributions of this chapter include an analysis of an under-researched problem with
real world signiﬁcance, coupled with a motivating example to demonstrate its signiﬁcance. By
suggesting an accumulated training data set to solve one of the problems, we develop the original
problem such that another deeper analysis of the problem must be given. This involves a novel
analysis of a data set with particular properties that is previously unseen in the literature.
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Chapter 3
Preprocessing Surface Design
Descriptions for Machine Learning
In this chapter we look at the challenge of taking our data set, consisting of varied surface designs
in a ﬂexible format, and preparing it to function as input into the machine learning process. We
will look at the challenges of the data set relevant to this chapter in more detail, leading onto
a discussion of surface design representation conversion and dimensionality reduction. During
this discussion we will encounter the `bump problem' and suggest how it may be dealt with. We
will then discuss the generation of a test data set of automobile surface designs exhibiting the
properties previously described in section 2.4.3 which will be used throughout future experiments
in this thesis. Following this we will discuss the generation of toy test data set that exhibits the
previously mentioned `bump problem'. Finally, we will discuss a novel and computationally
fast method of converting surface design representations into a single format, and apply this to
our data sets. We will also pay particular attention to a promising dimensionality reduction
approach and how well it performs in synergy with this conversion process with regards to the
`bump problem'.
3.1 Problem introduction
In the previous chapter we described some challenges of the data set that we would need to
overcome in order to solve the problem of generating a regression function exhibiting good per-
formance from this data set. Our task is to take our accumulated data set of engineering surface
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designs, D, and arrive at a version, DU , suitable for machine learning a regression function to
perform as our approximation. We refer to this as the preprocessing of D. In the following three
subsections we look in detail at three challenges of the data set relevant to this chapter.
3.1.1 Engineering surface design representations
When engineers design the surface of an object, such as that of an automobile, they typically
use some computer aided design (CAD) software such as Maya.
As previously described, ﬂexible surface design representations typically involve discretisation
of the surface into primitives: either curved surfaces, faces or a mixture of both. Curved surfaces
(such as NURBS surfaces) consist of a number of control points, while faces consist of a ≥ 3
edges (with a vertices; 2 per edge and each vertex being shared by two edges).
With there being a variety of commercial and non-commercial CAD software suites, and
also a variety of functional performance evaluation suites, formats have been developed for easy
geometry exchange between independent software suites. These formats can include a range
of information, such as colour intensities and texture coordinates which we do not need for
functional estimation. The most prevalent format designed with a focus on the geometry is
STereoLithography (STL) due to its simple and easily parsed format [116, 20].
STereoLithography (STL) representation
An STL ﬁle for a single design consists of a number of triangular `facet' descriptions, in no
particular order. Each facet is itself described by a list of 3 vertices, describing the points of
the triangular facet, which are themselves ordered in a speciﬁc manner. The vertices are ordered
such that they indicate the side of the triangular facet which we would designate as the `front',
i.e. the side which the triangular facet's normal vector faces away from: given the 3D vertices
of a triangular facet in the order v1, v2, v3; the cross product vector formed of vectors
−−→v1v2 and
−−→v1v3 would be in the same direction as the normal vector −→n of the surface. As the cross product
is anti-commutative, reversing the operands such that we calculate the cross product of vectors
−−→v1v3 and −−→v1v2 , would result in a vector pointing in exactly the opposite direction. In computer
rendered graphics processing, this ordering rule can be used to indicate when a triangular facet
is facing away from the viewer and therefore when the facet need not be drawn.
Figure 3.1 shows an automobile design in the STL representation, with the edges of triangular
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Figure 3.1: Wire-frame view of an automobile design showing how the surface of the Honda Civic
(European) is constructed from triangular facets in the STL representation. The design consists
of 555,397 unique 3D points which use used to describe 1,129,308 triangular faces.
facets visible. Note the increase in triangular face resolution in regions of the surface which are
designed to appear curved.
STL is a great example of a `complete' representation, i.e. it can feasibly be used to represent
any geometry as long as curves are discretised into enough facets. STL is also well established
format supported by virtually all CAD, 3D design software and functional performance suites
(such as CFD), so it won't be challenging to generate STL representations from a historic and
accumulated data set consisting of a mixture of diﬀerent formats.
Problems with STL
STL formats can be very large and take time to parse if they are stored as ASCII text ﬁles.
Fortunately, a binary format exists which reduces the size substantially and removes the need to
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parse a text ﬁle.
For machine learning purposes, the STL format poses a number of problems. Firstly, as
previously mentioned, the triangular faces are unordered. There are no rules on the ordering
and since there is no linear connectivity between facets (i.e. each facet shares edges with three
other facets, and each facet can share vertices with more than 3 facets) there is no method of
generating a linear ﬁle format. It is therefore impossible to associate the ﬁrst facet across the
data set with any particular surface detail.
Secondly, the resolution of the STL format is variable, meaning that the number of facets
is variable. Clearly, the STL format does not represent curves directly. Any curves must be
discretised (although most CAD software applies smoothing to its geometry and so this discreti-
sation need not be high resolution) and the surface designer is free to increase the resolution of
a region of the design in order add more detail there. Fixing the design resolution is not feasible
as designers need ﬂexibility to implement their goals. It is therefore even harder to associate
facets with functional change since some facets (and the vertices that form them) will exist in
some designs and not in others.
3.1.2 Dimensionality reduction for a high dimensional non-linear problem
Surface design data formats, such as STL, often consists of a massive number of attributes
(millions). This huge number of attributes renders the generation of a machine learned regression
function either unfeasible or computationally very expensive (which may still render it still
unfeasible for many situations).
We therefore seek a dimensionality reduction function g(x) : x −→ x′ where x ∈ Rd, x′ ∈ Rd′
and d
′  d. We will review dimensionality reduction techniques shortly, but here we will describe
the problems of our data set which a suitable dimensionality reduction technique will need to
overcome, which have already been mentioned in sections 2.4.2 and 2.4.3.
Firstly, we have a very high dimensional data set taken from a large design space. This means
considerable dimensionality reduction will need to be applied and yet we want to maintain as
much information as is relevant to the functional performance.
Secondly, the aesthetic designer will expect a high degree of artistic freedom across the entire
space of possible surface designs, and functional performance measures are easily aﬀected by
surface changes. This indicates that a truly compact representation will be non-trivial to ﬁnd
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because our low-dimensional reduced representation will need to be able to represent these surface
changes when they are relevant to the functional performance.
Thirdly, let us consider two non-exclusive sets of attributes:
• Attributes which are likely to be changed by the aesthetic designer, which we denote subset
A.
• Attributes which aﬀect the functional performance, which we denote subset B.
then we will want to ﬁlter attributes out leaving us with just the intersection C of sets A and
B: C = A ∩ B. This will represent the smallest possible set of attributes needed for our
approximation. This is a good approach, but the problem identiﬁed previously is that some
attributes may be modiﬁed by the designer in one subspace of the space of possible designs S,
while a completely diﬀerent and exclusive set may be modiﬁed in another subspace, making A
quite large. Further, some attributes may have eﬀect on functional performance in one subspace
of S, while a completely diﬀerent and exclusive set has eﬀect in another subspace making B quite
large. Therefore C will itself be large, aﬀecting the method of dimensionality reduction that can
be applied. Because of this variation across S we consider the problem to be highly non-linear.
3.1.3 Synergising representation & dimensionality reduction for the bump
problem
The representation conversion process may be performed such that it applies a form of dimen-
sionality reduction to the data. Despite this, we will still aim for a rather complete converted
representation of the surface data and apply a true dimensionality reduction technique to this.
This means that when considering the ﬁrst problem of surface data representation conversion, we
should consider a representation conversion process which synergises well with the dimensionality
reduction technique subsequently applied. Clearly, a chosen dimensionality reduction technique
needs to deal with the problems mentioned in the previous subsection and work with a surface
data representation.
An important issue involving both the data representation and dimensionality reduction,
is that surface design formats such as STL are not particularly eﬀective for machine learning
problems, as illustrated with the `bump problem'. In ﬁgure 3.2 we see an illustration of the
`bump problem' concept. In the ﬁrst two plots of the ﬁgure, we see a set of points deﬁned (in
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Figure 3.2: Illustration of the bump problem.
2D) on the x and y-axes. We imagine that these points constitute a connected surface (with a
non-illustrated facet in between).
In each of the three plots we see there is a feature of the surface, a bump. The bump problem
exists because for many formats, STL included, diﬀerent attributes (points) are required to
represent the bump depending on where the bump is along the x-axis. Assuming that this bump
aﬀects our functional performance, a regression function would require as input any point that
may be involved in the bump at any time: for our illustrated example that could easily be every
point, if the bump could be positioned at any location along the x-axis.
But, as illustrated in the ﬁnal plot, we only need a single attribute to represent the x-axis
position of the bump. Expecting a machine learning algorithm to infer the performance rules
for each position of the bump (and thus every possible subset of points involved in the bump at
each point) is not totally unreasonable, but certainly not as trivial as associating performance
rules with a single x-axis value.
The challenge of dimensionality reduction for the bump problem is then ﬁnding this x-axis
feature from the data set. Later on we will describe a dimensionality reduction approach that
may deal well with this problem.
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3.2 Generating a single representation from varied surface design
representations
In this section we will review existing methods of generating a single representation of varied
surface design representations.
This is a ﬁeld within which there is not much research. This is possibly because accumulated
data sets of varied historical designs are only now beginning to gain enough size to be of use to
some machine learning task.
As previously mentioned, when faced with a similar problem (i.e. using diverse surface designs
in some machine learning process) the authors of [42] approach the problem using the idea of a
reference model and oﬀsets. Their end goal is a system of decision-tree based rules which can
be used to guide some design process (human or computer driven). Their method assumes the
selection of some surface design which we refer to as the reference design, xR. This need not be
a real design and can be fabricated and even optimised for purpose. The designs in the data set
are then calculated as oﬀsets from xR:
1. For each point in the surface xR we seek a matching point in the surface being converted,
x. This is done through a novel similarity score incorporating point distance and surface
normals similarity.
2. Then an oﬀset is be calculated between the matched points in order to arrive at a repre-
sentation of x constructed of these oﬀsets.
This is a good approach, and the similarity calculation based on both distance and surface
normal helps ensure that point matching is done more eﬀectively than if were solely based on
distance. Also, a level of dimensionality reduction can be incorporated into the process by choice
of a reference model with fewer points to be matched. The authors are able to demonstrate the
eﬀectiveness of their methods on a turbine blade design.
Clearly, a turbine blade design is a relatively simple shape compared to that of an automobile.
Most notably, their method will only work for designs within some threshold of similarity to the
reference model, xR, as it is not hard to perceive cases where a shape substantially diﬀerent from
xR will cause problems. We can conclude that this method will not perform well for data sets of
highly diverse designs.
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For example, the previously mentioned example in automobile design where some designs
have a spoiler and others do not. A spoiler on an automobile can have dramatic eﬀect on the
functional performance of a design. Clearly, if xR does not feature a spoiler, this cannot be
modelled in the representation. On the other hand, if it does feature a spoiler, designs without
spoilers could exhibit unexpected behaviour when matched in this way.
Another approach employed in [14] involves the voxelisation of the designs. Voxelisation is
the process of building a 3D representation of a surface through the division of the encompassing
space into equally sized voxels. It is eﬀectively the 3D extension of pixelisation. In [52] the
authors demonstrate a method of generating a voxelised representation of a surface from point-
cloud data (i.e. a set of points found on the surface). They demonstrate their approach on aerial
and terrestrial data sets.
Canonical voxelisation with a surface design involves projecting 3D `rays' (a line segment
with an origin and direction) for each voxel on each axis [107]. So for an x× y × z voxelisation,
we must generate x× y+ z× y+x× z rays. Each of these rays must then be tested against each
of the N facets in the surface. This can be quite costly as the triangle intersection tests are not
cheap, requiring computation of barycentric coordinates for each one.
Finally, all x × y + z × y + x × z voxels must be processed, each using the results of three
ray tracings in order to determine whether the voxel lies inside or outside of the surface. In
order to ease computation, this is typically performed under canonical voxelisation in a binary
fashion (inside our outside of surface) leaving us with a binary representation highly dependent
on the original x , y, and z parameters. Extending it to a continuous representation (indicat-
ing the amount of intersection with a surface that a given voxel has) naturally requires extra
consideration and computation.
Clearly, a x×y+z×y+x×z representation can be very large and some level of dimensionality
reduction must be applied before the data is suitable for machine learning.
Another fairly simple approach could be to place sensor points in 3D space and to have these
measure the closest distance to the surface, and whether they are inside or outside of the surface.
This therefore builds a level of dimensionality reduction into the process through the choice of a
low number of sensor points.
To save computational eﬀort, it may be enough to record the distance to the nearest point,
and avoid ﬁnding the nearest point on the face of the nearest triangle (an operation which would
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be considerably more expensive to perform).
This approach depends heavily on the number and placement of such sensor points in the 3D
space. To this end, both these parameters may need to be optimised using some computational
optimisation system (e.g. gradient decent, evolutionary optimisation). Unfortunately this makes
the approach non-deterministic and also adds considerable computational complexity to the
process.
3.3 Dimensionality reduction for machine learning of engineering
problems
As this and future chapters employ dimensionality reduction in their experiments, this section
will brieﬂy review existing methods of dimensionality reduction which can be used for building an
approximation of functional performance. Particular focus will be given to two well-established
approaches which we will use later on.
A dimensionality reduction algorithm is itself a form of machine learning and must ultimately
result in a dimensionality reduction function g : x → x′ which can map an input x ∈ Rd into
a lower-dimensional input x
′ ∈ Rd′ where d′  d. The dimensionality reduction function g can
generally be described as either a feature selection or a feature extraction method [110, 70, 31].
In this sense, `feature' is used in a sense synonymous with our use of `attribute' so far in this
thesis.
One of the great challenges in ﬁnding g is to balance the trade-oﬀ between compactness and
completeness [64]. Compactness is self explanatory and relates to the how small the reduced
dimension representation is (the smaller is typically the better for combating the curse of dimen-
sionality). Completeness on the other hand refers to how capable the reduced representation
is in capturing all of the information required for describing each sample. On one end of the
completeness scale, the non-reduced representation will allow for all diﬀerences between samples
to be represented (i.e. it is totally complete). At the other extreme, a reduced representation
may allow for only one attribute to represent the diﬀerences between samples, eﬀectively putting
the samples on a linear scale. Clearly, completeness is problem dependent: for functional perfor-
mance scores such as aerodynamic drag, the colour of the surface is irrelevant and can be ignored
without any loss of completeness towards our task.
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3.3.1 Feature selection methods
Feature selection methods of dimensionality reduction generally discard the d− d′ attributes in
the data assessed to be the least important with regards to the function being learned. Feature
selection, it should be noted, can happen at the human level using domain knowledge. For
example, aerodynamic performance of engineering surfaces is not aﬀected by the colour of that
surface. This attribute can then be discarded by the human engineer.
Computational methods of feature selection can be broadly categorised into one of three
categories: wrapper, ﬁlter and embedded methods [48].
Wrapper methods
Wrapper methods eﬀectively search for the optimal set of attributes by evaluating diﬀerent
subsets of attributes for the desired task. In our case, that would mean evaluating a regression
function using each subset in order to evaluate that subset. The available data is divided into
training and testing data, and a regressor would be built on the training data. The testing
data is then run through the model and its accuracy is recorded as that subsets performance on
the testing data. Clearly, we seek to optimise this performance. In this way, we search for the
dimensionality reduction function g that results in the most accurate model.
This approach is applied to surrogate-assisted optimisation of an aerofoil shape in [135] and
the beneﬁts of this dimensionality reduction on the surrogate used in an optimisation process
are shown.
Clearly, this approach is computationally intensive, as many models must be regenerated
with diﬀerent data and then tested. Further, it is dependent on the testing data set. If this is
too small or chosen poorly then the converged solution may not be suitable to the broader task.
Filter methods
Under ﬁltering we perform our search for a reduced dimensionality representation through the
scoring of attributes with an easy to compute metric. We simply remove the d − d′ attributes
with the `worst' scores (or where d
′
is unknown, we use some threshold score). Filtering can be a
simple unsupervised approach (meaning it does not take the functional performance value into
account) such as :
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• Removing the attributes with the least variance in the data set.
• Removing the attributes with the least range throughout the data set.
• Consolidating attributes which correlate highly throughout the data set.
A supervised approach (meaning it does take the functional performance value into account)
may remove input attributes which have the least correlation with the output variables, making
the assumption that they have little eﬀect on the output variables [49] (we will apply such an
approach later in section 3.4.3). This has been applied to an engineering task in [42] with a
correlation threshold of ±0.3 and for a regression problem the approach is intuitive, taking into
account the eﬀect of attributes on the output value.
Aside from correlation, another common metric for determining whether attributes are useful
to a regression task is to calculate their Mutual Information score. This approach has been used
for feature selection in [74, 85].
In order for ﬁltering methods to function well for a high-dimensional problem, there needs to
be a large amount of data available. This is a luxury that many real world problems, including our
own, do not have. Another problem that ﬁltering methods exhibit is that they can easily ignore
the presence of interacting features (features which on their own have no direct eﬀect on the
functional performance, but when combined with other features, do have an eﬀect). Interacting
features are common in engineering surface domains and the search and discovery of them is
covered in [59, 145].
Embedded methods
This ﬁnal group is quite limited but includes all methods that perform feature selection as part
of the model training process. A good example of such an approach is LASSO [137], an approach
to linear regression via least-squares which attempts to drive as many of the linear regression
coeﬃcients as possible to zero, thus acting as a form of dimensionality reduction.
3.3.2 Feature extraction methods
Extraction methods map the data into a lower-dimensional representation with a dimension of
d
′  d while trying to maintain as much information in the data as possible. The resulting
representation rarely resembles the original representation and the resulting attributes cannot
45
be directly linked to any single attributes in the original representation. In this sense, feature
extraction is very similar to compression.
There are a number of ways of performing feature extraction and we will look in detail at
two approaches which we will use later on. We can generally group feature extraction methods
into linear and non-linear approaches.
Linear
This family of approaches includes Principal Component Analysis, Independent Component
Analysis, and Linear discriminant analysis. These methods involve linear algebra such as the
highly popular unsupervised method Principal Component Analysis (PCA) [65, 128] which we
will now take time to describe in detail.
Under PCA the covariance of all attributes is used to ﬁnd the eigenvectors best describing the
variance and covariance of the data set. By mapping the data onto the d
′  d eigenvectors with
the greatest eigenvalues, PCA eﬀectively embeds the data in a representation which captures the
greatest variance in the data.
Under PCA we assume a set of sample data, X, where C is the covariance matrix for the
attributes of X (containing the variance and covariance of attributes in X). We compute the
eigenvectors and eigenvalues for C as V and w respectively. Where d
′
is the target dimensionality
of the PCA process, we order the vectors of V by their eigenvalues w and retain only the ﬁrst d
′
eigenvectors (as columns) in matrix W .
Then a single sample x is embedded as a d
′
dimensional design representation x
′
by perform-
ing:
g(x) = x
′
= (Wx>)>
PCA eﬀectively compresses the data into a representation of speciﬁed dimensionality, while
aiming to retain as much of the variance in the data set as possible. It is possible to reverse this
PCA embedding function g so that g←− : x
′ → xˇ where xˇ ∈ Rd but some information will be lost
in the process. In this way PCA behaves similarly to lossy compression techniques.
One disadvantage of linear approaches like this is that they don't take the functional perfor-
mance term into account. As mentioned, the embedding process aims to embed the data in a
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representation capturing the greatest variance in the data. This is sensible if all the attributes
generally have the same strength of eﬀect on the functional performance, but for problems such
as ours this can be quite ineﬀective. For example, it is entirely possible that the attributes with
the most variance in the data set have only a small eﬀect on the functional performance, while
the other attributes with less variance, aﬀect the functional performance more strongly.
Another disadvantage of linear approaches such as PCA is that they are linear approaches
and therefore may not perform well on some classes of problems. The eﬀects of surface changes
on functional performance are typically non-linear and thus our problem falls into this troubling
class of problems.
To reiterate, given a d-dimensional representation in our problem domain, it is possible that
any attribute xi, where 1 ≤ i < d, has a very strong eﬀect on functional performance in some
subspace of the design space, but no eﬀect whatsoever in most of the design space. If most of
the d attributes behave in this manner, linear dimensionality reduction will be sub-optimal. A
non-linear approach that is able to ﬁt these changes in attribute sensitivity across the design
space would be better suited to such a task.
Non-linear
This family of approaches to dimensionality reduction contains Kernel-PCA (a non-linear im-
plementation of PCA using kernels), the manifold techniques (e.g. Locally Linear Embedding
(LLE) and ISOmap), and Semideﬁnite Embedding [76]. Of these technique groups, the most
prominent are the `manifold learning' techniques.
Manifold learning approaches assume that the most important variation of the data exists
on some low-dimensional non-linear manifold in the design space. The dimensionality reduction
problem involves ﬁnding this manifold and embedding all data on it in a lower-dimensional
representation.
A real world example of a manifold can be considered to be the planet upon which we live.
Our world is three-dimensional. The cities of the world lie in a variety of 3D positions (some are
elevated high above sea level, others are closer to sea level). For an arbitrary set of orthogonal
three-dimensional axes, each city can be given some position.
When a map of the worlds cities is drawn up, the tendency is to recognise that the cities lie
on a 2D manifold (longitude and latitude) on the earths surface and that the true 3D nature
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of the world can be ignored as most of the 3D data (the uninhabited inside of the planet and
the atmosphere above ground level) is not interesting to us. This, in eﬀect, is manifold-based
dimensionality reduction in practice, taking us from a 3D positioning system, to a 2D system.
The key is to recognise that a 2D manifold exists on which the data of interest (e.g. city locations)
can be positioned.
For arbitrary data sets, manifold learning then involves uncovering such a low-dimensional
structure in a high-dimensional data set through the analysis of the data set. The two most
prominent approaches to manifold learning are Locally Linear Embedding (LLE) and ISOmap.
LLE involves ﬁnding the set of k nearest neighbours for each point x and ﬁnding the set of
weights for the neighbours which, once the k nearest neighbours are combined in a weighted sum,
best recreates the original point x [118]. A low dimensional embedding of the points is found
via eigenvector-based optimisation with the aim that each point can be recreated with the set of
weights calculated previously.
LLE has been shown to be faster to compute than its main rival in the manifold family,
ISOmap, and also to perform better on many problems. But, unfortunately, LLE has been
shown to perform more poorly with data sets which have not been uniformly sampled, as is the
case with our data set.
ISOmap consists of the following steps [134], given an input data set D = {x1, ..., xN} ∈ Rd
where xi ∈ Rd, a nearest neighbour function (i.e. k-nearest neighbours or -distance threshold
method) and a shortest paths function (e.g. Floyd's or Dijkstra's):
1. Form the a nearest-neighbour graph with edge weights Wi,j = ‖xi − xj‖ for neighbouring
samples xi and xj .
2. Compute the shortest path distances between all pairs of samples. Store these distances in
Z.
3. Return Y = MDS(Z, b).
where Y is the embedded data, and the functionMDS is a Multi-Dimensional Scaling algorithm
which takes as input the geodesic distance matrix Z and the target dimensionality b < d.
The ‖xi − xj‖ distance function can be chosen to be the euclidean distance between xi and
xj :
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‖xi − xj‖ =
√
(xi,1 − xj,1)2 + ...+ (xi,d − xj,d)2
where xi,j is the jth attribute of the ith sample in the data set.
As opposed to LLE, ISOmap can be used in conjunction with a non-uniformly sampled data
set, and therefore will be more appropriate for our work.
In [134] and since, ISOmap has been shown to perform well for pixel images. Looking at
ﬁgures 3.3 and 3.4 we can gain a bit more understanding of what ISOmap does. For both ﬁgures
the original data sets were pixel images containing many pixels and thus many attributes at one
per pixel (64x64 in the case of ﬁgure 3.4). ISOmap was able to ﬁnd a low-dimensional manifold
embedding where the low-dimensional (i.e. most-signiﬁcant) attributes appear to have signiﬁcant
meaning to the human eye (we can say that these attributes have semantic meaning).
To date, there are no studies employing ISOmap for dimensionality reduction in engineering
problems like our own. This is largely owing to the fact that ISOmap is heavily dependent on the
distance measure used in calculating the nearest neighbourhood graph, and that for very high-
dimensional problems based on 3D points in euclidean space (such as engineering problems) a
good distance measure is diﬃcult to ﬁnd. This then leads to ISOmap having diﬃculty extracting
the spatial information from a data set containing raw attributes (such as the coordinate values
of the points on an STL surface).
But, importantly, there are good reasons to think that ISOmap may be a suitable way of
dealing with the previously mentioned `bump problem' described in section 3.1.3 if given a
suitable representation from which to learn. Later on in this chapter we will elaborate on this
and then try to prove this using experimental studies.
3.4 Generating an experimental data set
In this section we describe the generation of an experimental data set exhibiting the properties
described in section 2.4.3. This data set will be used in this thesis to evaluate the novel solutions
put forward.
Generating an experimental data set gives us control over the data, in particular:
• We can enforce properties we are interested in.
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Figure 3.3: Two-dimensional ISOmap embedding of a handwritten number `2' taken from [134].
The axes are labelled with an interpretation of their meaning.
Figure 3.4: Three-dimensional ISOmap embedding of pixel-images of a rendered face taken from
[134]. The axes are labelled with an interpretation of their meaning. A third dimension Lighting
direction is illustrated with the slider bar under each magniﬁed sample.
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• We know that the points in each surface design representation are actually match-able
and which points match between designs. This unrealistic property will allow us to make
comparisons with a theoretically perfect solution.
• We can make the designs diﬀerent enough that they are interesting, but similar enough
that a machine learning algorithm can learn from them.
The properties we want to enforce in the data set (summarised from the discussion in section
2.4.3) are namely:
1. Samples are taken non-uniformly from a large space of designs.
2. Each sample is a high-dimensional surface description with an associated functional per-
formance score.
3. The number of attributes (triangular facets and their points) in each surface varies, and
the order of these attributes varies too.
4. The optimal compact representation in one location of the design space diﬀers from that
in another (due to the functional performance score).
5. The data set has a comparatively small sample size (compared to the average number of
attributes in a sample).
At this point, the reader should be made aware that due to a limitation of the research, there is
one important property missing from this list. We will elaborate on that property in the next
section and generate a separate experimental data set exhibiting this property, albeit a highly
artiﬁcial one.
When generating our experimental data set we use two technologies, Free-form Deformation
and OpenFOAM.
OpenFOAM is an open source CFD software suite which can be used, amongst other func-
tions, for estimating the aerodynamic performance of a 3D design. For a full reference see [36].
Like most CFD software suites, OpenFOAM does not work on the surface data itself but
rather on a mesh representation of the space surrounding the object, broken down into cells. The
mathematical model behind most CFD approaches involves the simulation of particle ﬂow on a
per-cell basis, calculating the particle ﬂow interaction between the neighbouring cells. Typical
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for a CFD simulation is a preprocessing step where a human engineer must either completely
construct or reﬁne this CFD mesh; itself a costly process requiring human intervention.
Free-form Deformation (FFD [124, 24]) is a control-point based method of making design
deformations and lends itself well to sculpting. Unfortunately it is quite restrictive (i.e. restricted
by the control point layout) and so tends to be useful for only very general design tasks.
One of the most attractive elements of FFD is that it can be used not only to modify a
design, but also the previously mentioned CFD cell mesh, allowing us to eﬀectively automate
this mesh generation for any design modiﬁed by FFD [93] (providing a CFD mesh was provided
for the original surface design being deformed). As it is a deformation approach, it maintains
the structure of both the deformed surface and the deformed mesh.
Inspired by the motivating example given in section 2.1, we took the Honda Civic (European)
automobile design in STL format as a base engineering surface design (previously seen in ﬁgure
3.1 and provided by the Honda Research Institute Europe, Oﬀenbach, Germany). This design
consists of 555, 397 3D points arranged into 1, 129, 239 triangle faces. Looking at the unique 3D
points alone, we note that we have a total of d = 1, 666, 191 real-number attributes describing
points on the surface of the design.
Considering that each triangle is made up of three 3D points, one can say that expanded,
the design is represented by 1, 129, 239 × 3 × 3 = 10, 163, 151 real-number attributes. However
due to the redundancy of shared points this can be reduced to an array of the 555, 397 3D points
and a set of three integers for each triangle indexing an entry of the array of 3D points, totalling
1, 129, 239 × 3 = 3, 387, 717 integer attributes. By modifying the 555, 397 3D points alone, we
can modify the design while the triangle-face structure stays the same.
We chose to generate eight groups of 150 `similar' designs, with the members of each group
being considerably diﬀerent from the other seven groups. This gave us a total of 1200 designs.
The ﬁrst step in applying FFD is to construct the control-point lattice in which the designs
will be embedded. Our 3-dimensional lattice was constructed with the following control point
dimensions: 9 on the x-axis, 7 on the y-axis and 9 on the z-axis, giving a total of 567 control-
points.
Eleven exclusive subsets of adjacent FFD and symmetrical control points were assigned `con-
trol group' names G1, .., G11. In ﬁgure 3.5 these groups have been labelled. The eﬀect of this is
that making modiﬁcation to control group G1 has a linear eﬀect on geometry which is strong on
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Figure 3.5: Regions of the vehicle design most strongly associated with each control group.
the front-centre of the vehicle, and has no eﬀect elsewhere.
In order to achieve our eight groups of designs, we modiﬁed control groups according to
Gaussian distributions N ji = N(~µi
j ,Σji ), where i = 1...8 is the index of the design group;
j = 1...11 is the control group index. In order to ensure the designs of each design group
i = 1...8 were substantially diﬀerent, a diﬀerent ~µji and Σ
j
i was used for each i. By using
Gaussian distributions we ensure there is an average design in each design group and all other
designs in the design group are similar to this. In ﬁgure 3.6 we can see example designs from
each generated group.
As a further element of realism we made sure that not all design groups vary in the same
surface design regions. We did this by freezing modiﬁcations of certain control groups for each
design group. Table 3.1 indicates which control groups were frozen and for which design group.
Using these Gaussian distributions we were then able to generate the modiﬁed designs in
our data set, and also automatically generate their matching CFD meshes. The designs were
evaluated by a the OpenFOAM CFD solver in order to estimate their aerodynamic drag values
as functional performance (these are real numbers in the region of 230.0 - 280.0).
We then have the base version of our accumulated data set D. In the following subsections
we discuss some slight modiﬁcations which we were able to make.
3.4.1 Adding realism
In this thesis we are looking at taking a data set of diverse engineering surface design repre-
sentations and creating a single data set of uniﬁed representations for use in machine learning
tasks.
Interestingly, because of the way in which this experimental data set was generated (i.e.
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Figure 3.6: Example classes for each of the 8 design groups in the automobile data.
Design group Frozen control groups
1 5,4,6,7
2 8,9,10,11
3 3,10,11
4 2,3,4,5
5 1,2,3,10,11
6 3,7
7 1,3,6,8,9,10,11
8 4,6
Table 3.1: Frozen control groups per design group.
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through FFD) we have a data set where each surface design consists of the same number of
points, and the ith point on each surface design conveys information about the same geometric
part of the surface across all the designs. This is of course unrealistic (as described in the
introduction to this chapter) and does not meet the third desired property mentioned above in
section 3.4.
This unrealistic `matched' representation will be beneﬁcial when evaluating approaches to-
wards regression in chapter 4, but eﬀectively solves this chapters problem with regards to unifying
varied engineering surface designs.
In order to prepare our experimental data set D for experiments involving representation
uniﬁcation, we need to modify the data set to make it more realistic and therefore to exhibit this
more realistic property.
The process for doing this is quite simple: for each sample xi in D:
1. Split a randomly chosen number of the triangles that make up xi into three smaller triangles.
2. Reorder the triangles that make up xi by randomly swapping pairs of triangles.
The ﬁrst step is designed to emulate the act of the aesthetic designer increasing resolution in
particular areas of the surface design representation. Often they will do this to realise a particular
surface shape that may not have been possible in the original surface design representation. As
the areas of the surface design being split diﬀer between stylistic approaches (i.e. between styles
and artists), it is hard to predict where these splits may be. Therefore, although this process is
not truly random, we feel it can be suﬃciently emulated by random selection in order to generate
a data set with the same properties that make the motivating problem so challenging.
The second step is important as in many engineering surface design descriptions, and in
particular STL, the order of the triangles is arbitrary, often determined by the exporting function
of the design software. For example, it could simply be the order in which the triangles were
created, the order in which the triangles are found on a particular axis, or ordered by size of
triangular face.
Once this entire process is completed, we have a more realistic data set D, denoted by DR,
which exhibits the challenging properties we are interested in.
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3.4.2 Taking FFD handles as input
Interested readers should note that after using FFD to generateD, we not only have the deformed
designs that form D but also the positions of the FFD control points which lead to each in design
in D.
So, based on our control point lattice's dimensions, we can form a 567×3 = 1701-dimensional
data set from these, DF . This data set is a by-product of our method and although not used in
this work, could be useful in future and related work.
3.4.3 Creating an ideal data set via feature selection
In this chapter we will seek to compare our novel solution with a data set which has been pre-
processed ﬂawlessly. We think of this as an unfeasible and ideal data set. In chapter 4, we will
also seek to use our novel solution with this in order to isolate the positive (or negative) eﬀects of
this chapters work. Clearly, this requirement is fulﬁlled by D as previously mentioned in section
3.4.1.
Unfortunately, the immense dimensionality of each sample in D, d = 1, 666, 191, makes D
unfeasible as a training set for a machine learning algorithm. Machine learning algorithms simply
will not successfully infer any rules from a data set of this dimension in a realistic time frame.
Further, the rules inferred will be less reliable (due to the curse of dimensionality), and a single
estimation may take many minutes to perform.
We can apply some dimensionality reduction to bring the number of points (and thus at-
tributes) in D down to a more acceptable number of points via feature selection. Speciﬁcally, a
simple correlation analysis was performed, replacing groups of 3D points which correlated highly
with one-another in the data set with a single representative point (the point in the group which
had the greatest range in 3D space of the geometry).
In [42] a correlation threshold of ±0.3 is used for a similar purpose based on psychological
research given in [23], where it is shown that a correlation coeﬃcient of less than 0.3 doesn't
deﬁne an observable correlation in practice. After performing the above process with a correlation
threshold of ±0.3 we were left with 508 3D points(508× 3 = 1524 attributes). Trials with values
greater than 0.3 were attempted but resulted in a rapid increase in the number of attributes.
Knowing that our data set had been generated based on 567 FFD handles, and given the support
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in the literature, we felt that the 508 3D points found using ±0.3 was appropriate. We refer to
this version of D as DC , and call it the `ideal' representation.
3.5 Generating a data set exhibiting the bump problem
In section 3.3 we placed particular emphasis on the manifold learning technique ISOmap. To-
wards the end of the ISOmap description we also suggested that manifold learning techniques
such as ISOmap may be able to deal with the `bump problem' (refer to section 3.1.3) in a way
superior to other dimensionality reduction approaches.
The reasoning behind this stems from the way in which ISOmap can generate a single at-
tribute based on an abstract feature which is represented by multiple attributes in the original
representation. For example, looking at the ﬁgures 3.3 and 3.4, we see that ISOmap has found
axis attributes which each depend on many of the pixels in the original images (and thus many
of the original attributes).
Unfortunately, a major limitation of this thesis' research is that the bump problem was
identiﬁed only after the experimental data set in section 3.4 had been generated, and proved
too late in the project to regenerate the automobile data with the bump problem. It is however
important that we are able to test our theories regarding ISOmap and the bump problem on a
data set that features this property. To this end, we create another data set which, although
perhaps featuring less real-world signiﬁcance, does feature the bump problem quite strongly, and
as previously stated, the bump problem is signiﬁcant for our motivating problem.
We are interested in enforcing the same properties as those in section 3.4, and so our method
is quite similar. The key diﬀerences are:
• instead of using a base automobile STL design and creating modiﬁcations of this design,
we use an STL sphere as our base design.
• our modiﬁcations are restricted to procedurally moving a bump along the top the design,
along the x-axis.
• we again create clusters of 150 samples each in our data set, but this time we create just
three via modiﬁcation of the `base design' for each cluster.
Once again, we use a OpenFOAM CFD solver to compute the drag values for the designs for
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Figure 3.7: Example classes for each of the 3 design groups in the spheres data. The examples
taken show the bump at its left-most, central and right-most positions.
the 450 designs generated (with the airﬂow direction being along the x-axis). In ﬁgure 3.7 we
show three of these STL designs for each of the three clusters in our data set. The images are
based on the samples where the bump is at its left-most position, centre position, and right-most
positions respectively.
For the remainder of this thesis, we shall refer to this data set as the sphere data set, DS .
We will be using this data set in chapters 3 and 5, where we have the opportunity to prove the
beneﬁts of using ISOmap to combat the bump problem.
3.6 A novel conversion framework: KGrid
In this section we suggest a novel approach to converting our data set of diverse STL format
engineering surface designs into a format suitable for machine learning. We begin by summarising
the aims of such a conversion system before describing the approach.
3.6.1 Aims of the approach
Our approach should address the following over-arching problem:
1. Given a data set D of N surface descriptions formed of triangular faces (as in STL format).
2. Where each surface description in D is non-standardised, i.e.:
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(a) Each of the N surface descriptions can feature a diﬀerent number of triangular faces.
(b) No standard order of faces exists across D.
3. Generate a representation of D suitable for use as input into a machine learning process
(either dimensionality reduction or generating a regressor).
In other words, take a data set of surface designs described by an arbitrary number of unordered
triangular faces, and produce a single representation for use in machine learning. This single
representation should:
1. Compute in as short a time as possible (seconds) for a given design.
2. Enable a machine learner which achieves comparable performance to other, more compu-
tationally intensive, approaches.
3. Improve the application of ISOmap to engineering problems in comparison to other ap-
proaches.
4. When coupled with ISOmap, be shown to deal with the `bump problem' for engineering
surface design data.
5. Perform the above across a broad space of possible surface designs.
3.6.2 The method
The methodology, which we term KGrid, involves generating a 3D grid of cells and approximating
the intersection of each cell with the surface design. In this way it is similar to canonical
voxelisation, but there are notable diﬀerences:
• The intersection value for a grid position is continuous, not binary, providing an estimate
of how much each cell intersects with the surface design.
• In order to facilitate a fast and eﬃcient computation, the surface intersection is approxi-
mated rather than explicitly computed.
• Canonical voxels are cuboid in 3D space. In KGrid we opt for spherical cells as the inter-
section test is simpler than with cuboid cells. Also, as the spheres overlap at their closest
points the representation may be more suitable for ISOmap, as a surface feature will rarely
intersect just one spherical cell.
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Algorithm 3.1 Construction phase for KGrid.
1. Given the parameter τ , the number of sphere-cells on the x-axis; and data set D containing
N STL designs, xi ∈ Rdxi×3×3.
2. Find minx, miny, minz as the minimum value on each axis in D.
(a) Subtract some padding, ε, from each of these.
3. Findmaxx, maxy and maxz as the maximum value on each axis in D.
(a) Add some padding, ε, to each of these.
4. Calculate the partition width p = (maxx −minx)/τ .
5. The number of sphere-cells on the x-axis, Kx = τ .
6. The number of sphere-cells on the y and z-axis, Ky and Kz, can then be determined such
that:
(a) p×Ky ≥ maxy −miny.
(b) p×Kz ≥ maxz −minz.
7. Calculate the radius r =
√
3p2 such that each sphere touches its grid neighbour in each
direction.
8. Initialise the KGrid as a grid of Kx ×Ky ×Kz spheres with radius r:
(a) si,j,k is sphere at the ith position on the x-axis, jth on the y-axis and kth on the
z-axis.
(b) The centre point of sphere si,j,k,
ci,j,k = {minx + (p/2) + ip, miny + (p/2) + jp, minz + (p/2) + kp} ∈ R3.
(c) The radius of sphere si,j,k, ri,j,k = r.
The KGrid method involves a grid construction phase shown in algorithm listing 3.1.
The padding, ε, is chosen such that it is likely that future previously unseen surface designs
will ﬁt within the extremes of the KGrid. The τ parameter eﬀectively deﬁnes the resolution of
the KGrid and will likely be problem speciﬁc.
In ﬁgure 3.8 we can see a 2D visualisation of KGrid's layout. The key notions to take from
this ﬁgure are that the centres of the sphere-cells are computed such that there is no space
between any sphere-cells. The eﬀect of this is that each sphere-cell overlaps with its neighbours
at the closest point (shaded in grey).
We then use the initialised KGrid to convert surface design x into xˆ as shown in algorithm
listing 3.2.
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Algorithm 3.2 Converting design x into xˆ via KGrid.
1. Initialise an array, xˆ, containing Kx × Ky × Kz entries where xˆ ∈ RKx×Ky×Kz and xˆi,j,k
represents the entry in xˆ corresponding to sphere si,j,k.
2. For each sphere si,j,k, where 1 ≤ i ≤ Kx, 1 ≤ j ≤ Ky, 1 ≤ k ≤ Kz:
(a) Find the closest point v to ci,j,k in the triangular surface description x.
(b) Find the list of triangles L which involve v as lm where 1 ≤ m ≤ M and M is the
number of triangles in L.
(c) Project ci,j,k onto the plane of each triangle in L as c
m
i,j,k, where 1 ≤ m ≤M , and use
barycentric coordinates to determine if cmi,j,k is in that triangle.
i. If so, store the cmi,j,k in list M .
(d) For each triangle in L, 1 ≤ m ≤M :
i. Project ci,j,k onto the plane of each triangle in L as c
m
i,j,k.
ii. Determine via barycentric coordinates if cmi,j,k is the mth triangle.
A. If so, store cmi,j,k in list M .
B. Else, discard cmi,j,k.
(e) If M is empty,
i. Set u = v.
ii. Set ~n as the average normal of the faces including v.
(f) Else if M is non-empty
i. Set u to be the point in M closest to ci,j,k.
ii. Set ~n as the normal of the triangle on which it was found.
(g) Compute Q as the plane intersecting point u with normal ~n.
(h) If Q intersects with si,j,k, set xˆi,j,k to be a value in [0...1] representing the intersection
of Q with si,j,k as a fraction of 2ri,j,k.
(i) If Q does not intersect with si,j,k, then compute which side of Q that si,j,k is in. If in
front, xˆi,j,k = 0; else if behind, xˆi,j,k = 1.
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The result of this process is a representation which approximates the volume of the 3D space
within the grid being intersected by the surface design. To aid conceptualisation, in ﬁgure 3.9
we go through the generation of the attribute value for one of the sphere-cells in a design (refer
to the ﬁgure caption).
We consider it an approximation of this because we spare ourselves costly triangle intersection
tests across the whole design (as with canonical voxelisation), at the cost of some accuracy, instead
performing a computationally simpler search for the nearest 3D point. This computational speed-
up is further facilitated by the use of overlapping spherical cells (meaning that the grid need not
be so granular as a voxelisation grid). In ﬁgure 3.10 is a 2D visualisation of KGrid operating on
a surface design which shows how accuracy errors manifest (refer to ﬁgure for caption).
As with canonical ray-based voxelisation, KGrid can be made more eﬃcient through use of
space-partitioning techniques. For example, using a binary space partitioning (BSP) tree, one
can avoid a number of unnecessary distance checks and observe a substantial computational
speed up.
It is recommended that some dimensionality reduction technique then be applied to this
representation before training of a regressor.
Immediate beneﬁts
So what have we gained against other approaches? Making comparisons to the approaches in
section 3.2, we see that KGrid:
1. Can be used on an arbitrary range of designs (compare to the reference model approach).
2. Is an approximation and so does not require exhaustive computation (compare to the
canonical voxelisation approach).
3. Is non-stochastic and does not require a costly learning process.
3.7 Empirical analysis of KGrid
In this section we empirically analyse the performance of KGrid in a set of experiments. First we
will discuss the application of ISOmap to clustered data, as this is slightly problematic and will
require some careful thought. We then perform some useful experimental comparisons, using the
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Figure 3.8: 2D visualisation of a uniform KGrid. Each sphere-cell has the same radius, the
position of its centre is merely diﬀerent. Note that each sphere overlaps with all of its neighbours
(overlaps have been shaded grey). This also happens in the third dimension, such that there
exists no space that is not within at least one sphere-cell.
results of these to draw conclusions regarding the eﬀectiveness of our solution. Finally we will
evaluate the method by the aims originally summarised in section 3.6.1.
3.7.1 Applying ISOmap to clustered data
Shortly we will perform experiments involving KGrid in order to evaluate its suitability to the
task. Our experiments will involve PCA and ISOmap as dimensionality reduction techniques.
We look at PCA because it is well established and understood, while we look at ISOmap for the
reasons previously mentioned in section 3.5. Before we can do this though, we must ﬁrst discuss
how one applies ISOmap to data which is clustered, such as our data sets DR and DS .
Canonical ISOmap uses a nearest neighbourhood graph where each sample has k edge-
connections, or conversely an  value can be used to deﬁne the maximum distance at which
two samples may be given an edge-connection in the graph. This nearest-neighbourhood graph
is then used as basis for the generation of a shortest paths graph.
Reasonable values of either k or  on a clustered data set such as ours will result in a shortest
paths graph where the clusters are not inter-connected and so shortest paths aren't calculated
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Figure 3.9: 2D visualisation of representation generation for a surface. Here, the intersection
value for cell i, j, k is being calculated given a surface (represented as a black line with shading
on the inside). In the ﬁrst image, the nearest point to ci,j,k is identiﬁed, v. Following this, in the
second image, we list all the primitives that share v in list L = {l1, l2}. Finally, given the planes
(in 3D) formed of the each primitive in L, l1, l2, we project ci,j,k onto each (using the plane's
normal), giving c1i,j,k and c
2
i,j,k respectively. A primitive intersection test with each of these shows
that only c2i,j,k is inside its respective primitive (l2) and is thus goes into list M . As this is the
only entry in list M , the plane Q is set to be the plane on which l2 sits. The intersection of Q
with the i, j, kth sphere-cell (shaded light-red) is then used to determine the value for cell i, j, k
(here it might be ≈ 0.6).
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Figure 3.10: 2D visualisation showing how a surface is represented under KGrid. Each number
(determined by eye) represents how much of the sphere (from one side to the other, rather than
area) is intersected by the surface design (black outline, shaded grey inside). The values in the
top image are what we might expect from an ideal approach. In saving computation, KGrid
estimates these using just one face intersecting each primitive. Thus, the values in the bottom
image are what KGrid would likely ﬁnd (the coloured & dashed lines indicate the overlap of
the plane used as Q in the calculation for that sphere, where applicable). Note the error in the
fourth sphere along, top row.
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between the members of two separate clusters. On the other hand, making k or  large enough
that all clusters connect under canonical ISOmap will damage the overall eﬀectiveness of ISOmap.
Canonical implementations of ISOmap allow the user to choose one of the shortest path graph
clusters and to discard the other clusters along with their samples.
For this reason, canonical ISOmap is clearly not designed for use on clustered data sets such
as our own. In fact, applying canonical ISOmap to DC , a KGrid representation of DR/DS , or a
voxelised representation of DR results in eight shortest path graph clusters (one for each cluster
generated in the data set). If we select a single cluster, clearly we discard the other 1050 samples:
too many samples to lose.
In the literature there is no clear way of dealing with this in a way that would enable ISOmap
to function eﬀectively. In our tests we have looked at three ways of dealing with this cluster
bridging problem. To reiterate, the problem is how to ensure that shortest-paths exist between
all pairs of points, given a clustered data set for which the graph has been found using the k
nearest neighbours approach:
• Option 1: After generating the initial shortest path graph, look for any pairs of points
with no shortest path between them calculated (i.e. the default distance). Of these pairs
of points, ﬁnd the pair with shortest distance. Then make k connections from each of these
two points to other points for which they have no shortest path (thus connecting their
clusters).
• Option 2: After generating the initial shortest path graph, look for pairs of points with
no shortest path between them calculated. Of this set of pairs without a shortest path
between them, connect the k pairs of points which are closest to each other.
• Option 3: A combination of options 1 and 2.
Once one of these processes has been performed, the shortest path algorithm must be re-run
based on the current state of the shortest-path graph. If at the end, we again ﬁnd that there
are pairs without a shortest path between them, we repeat the above (either variations 1, 2 or
3 depending on what was chosen). The process ﬁnishes when all pairs of points have a shortest
path between them calculated.
We conducted experiments comparing each of the above cluster bridging approaches across
a range of k values and ISOmapped dimensionalities. The experiments involved measuring
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d
′
MSE r2 PCE PPC
1 0.421 0.581 1.524 0.762
2 0.292 0.710 1.057 0.818
3 0.271 0.732 0.981 0.830
4 0.262 0.740 0.949 0.835
5 0.250 0.752 0.906 0.841
6 0.246 0.756 0.890 0.844
7 0.242 0.761 0.875 0.846
8 0.238 0.764 0.862 0.847
9 0.226 0.776 0.816 0.851
10 0.217 0.785 0.787 0.853
11 0.196 0.806 0.709 0.857
12 0.193 0.809 0.699 0.858
13 0.193 0.809 0.699 0.858
14 0.194 0.808 0.702 0.858
15 0.191 0.811 0.690 0.861
16 0.192 0.811 0.693 0.861
17 0.194 0.808 0.703 0.860
18 0.196 0.807 0.709 0.860
19 0.192 0.811 0.695 0.861
20 0.194 0.808 0.704 0.860
Table 3.2: Cluster bridging variation 1 performance scores. Results are averaged over 1000 runs.
evaluation scores of a regressor trained on the reduced dimensionality ISOmap representation of
the KGrid representation of the realistic automobile data set DR (τ = 30). Through trial and
error we found the best ISOmap k value for this data set to be k = 5. The results for each
approach, averaged over 1000 runs for each value of 1 ≤ d′ ≤ 20, are shown in tables 3.2, 3.3 and
3.4 respectively.
Variation 1 is seen to perform best in general, and this conclusion is supported by the statis-
tical Wilcoxon Signed-Rank Test with p-values of <0.0001 given for all d. Therefore variation 1
is used in future experiments. Statistically, the diﬀerence between variations 2 and 3 were less
clear sometimes and so conclusions cannot be made when comparing these.
We suggest that its formulation and application to the task of using ISOmap with clustered
data is a novel contribution of this thesis.
3.7.2 Comparing the KGrid representation with the ideal representation DC
For the ﬁrst experiment we use the unfeasible `ideal' automobile data set DC as a benchmark,
and assess the performance of the KGrid representation of the automobile data set DR, denoted
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d
′
MSE r2 PCE PPC
1 0.503 0.499 1.822 0.743
2 0.323 0.679 1.169 0.812
3 0.288 0.715 1.042 0.827
4 0.255 0.747 0.924 0.837
5 0.243 0.759 0.880 0.845
6 0.215 0.787 0.777 0.851
7 0.212 0.790 0.768 0.852
8 0.216 0.786 0.783 0.850
9 0.221 0.781 0.801 0.849
10 0.211 0.791 0.765 0.852
11 0.216 0.787 0.780 0.851
12 0.217 0.785 0.788 0.850
13 0.209 0.793 0.758 0.853
14 0.210 0.792 0.762 0.853
15 0.212 0.791 0.766 0.853
16 0.211 0.792 0.765 0.853
17 0.214 0.789 0.773 0.853
18 0.213 0.790 0.770 0.853
19 0.212 0.791 0.767 0.854
20 0.215 0.788 0.779 0.853
Table 3.3: Cluster bridging variation 2 performance scores. Results are averaged over 1000 runs.
d
′
MSE r2 PCE PPC
1 0.443 0.559 1.603 0.758
2 0.319 0.683 1.156 0.814
3 0.298 0.705 1.076 0.821
4 0.258 0.744 0.936 0.836
5 0.247 0.755 0.896 0.843
6 0.215 0.787 0.778 0.851
7 0.213 0.789 0.773 0.852
8 0.209 0.793 0.756 0.853
9 0.208 0.794 0.751 0.853
10 0.211 0.791 0.764 0.852
11 0.215 0.787 0.777 0.850
12 0.218 0.784 0.791 0.849
13 0.212 0.791 0.765 0.851
14 0.211 0.791 0.766 0.852
15 0.212 0.791 0.766 0.852
16 0.215 0.788 0.777 0.851
17 0.217 0.786 0.787 0.851
18 0.217 0.786 0.788 0.851
19 0.214 0.789 0.778 0.853
20 0.214 0.789 0.776 0.855
Table 3.4: Cluster bridging variation 3 performance scores. Results are averaged over 1000 runs.
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DK , in comparison. The experimental setup is as follows:
1. We perform some dimensionality reduction technique on the data set, taking the dimen-
sionality of the original data from d down to d
′
.
2. We split the 1200 samples with uniform selection into a training and testing set of 600
samples each.
3. Of the 600 training data we take 150 samples to one side as a validation set (leaving 450
samples for training).
4. We train an artiﬁcial neural network with a single hidden layer of 3 neurons for 400 itera-
tions using back-propogation.
(a) For each iteration we record the artiﬁcial neural network and its accuracy on the
validation set of 150 samples.
5. We retain the artiﬁcial neural network which was shown to perform best on the 150 vali-
dation samples.
6. We record the performance of the artiﬁcial neural network in terms of the scores from
chapter 2 with the testing data set.
7. We repeat steps 2 to 6 for 1000 runs and average the performance scores. These score
averages are then indicative of each approach's performance.
We perform this experiment for various values of d
′
and as previously mentioned we use PCA
and ISOmap in separate experiments as dimensionality reduction techniques.
For all experiments presented in this thesis we ﬁnd that 3 hidden neurons suﬃce: in table
3.5 we see the experimental results when testing an artiﬁcial neural network using DC . Al-
though accuracy does increase slightly with each increase in hidden neurons, it is a very small
change. Further, it was found that these small changes were consistent and proportional across
all approaches presented throughout this thesis. Thus we regard it as acceptable to perform
experiments with three hidden neurons, extrapolating our results for higher numbers of hid-
den neurons. Finally, keeping the number of hidden layer neurons low reduces computational
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eﬀort required to train the networks. Similarly, we choose to perform 400 iterations of back-
propogation throughout this thesis because it was found experimentally that in all cases the best
weights had been found (using the validation set) by the 300th iteration, and usually before the
200th iteration.
The τ parameter of KGrid is set to 30 when generating DK from DR, as this results in a
representation that performs well (in comparison with τ values between 10 and 75) and consists of
a reasonable number of attributes (i.e. a number which can be worked with in 8GB of computer
memory). The data is split into equal sized training and testing sets (600 samples each) as is
common in machine learning literature. The number of runs performed is maintained at 1000
for all of this thesis, as it results in a large-enough sample set of results from highly statistically
signiﬁcant observations and conclusions can be made.
In table 3.6 we see the results where PCA has been used (theMSE, r2 and PPC columns are
plotted in the second diagram of ﬁgures 3.11, 3.12 and 3.13 respectively). All results were tested
for signiﬁcance with the Wilcoxon Signed-Rank test, with boldface indicating p < 0.0001. As
expected, the ideal representationDC performs best, but encouragingly, the KGrid representation
is seen to perform quite well despite lacking the advantages of DC (consider that we might
expect a much higher discrepancy from the ideal representation). It should be noted that d
′
= 2
seems to have been a sweet-spot resulting in a similar performance in both approaches with
0.001 < p < 0.1 across the scores.
It is interesting to create scatter plots of estimated-output against target-output for assessing
machine learning tasks like this. Since it is seen at d
′
= 2 that neither has a statistically signiﬁcant
score we choose to do this here. We generated scatter plots for the ﬁrst three runs and looked
for the best correlation in them. The scatter plots from the two best of these runs are shown in
ﬁgure 3.14 (with KGrid at the top and DC at the bottom). We see positive correlations with
similar strength in both, but note that the correlation in the KGrid plot is stronger between -3
and 0, as it has managed to reach the lower values.
In table 3.7 we see a slightly diﬀerent pattern when ISOmap is used instead of PCA (the
MSE, r2 and PPC columns are plotted in the ﬁrst diagram of ﬁgures 3.11, 3.12 and 3.13
respectively). We found that for this data set, k = 5 resulted in the most accurate results.
Interestingly, KGrid with ISOmap performs comparatively well for all samples, with the KGrid
with ISOmap combination even outperforming DC with ISOmap very slightly from d
′
= 11 to
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Hidden neurons MSE r2 PCE PPC
3 0.15 0.851 0.542 0.885
5 0.146 0.854 0.53 0.886
7 0.145 0.856 0.526 0.887
9 0.145 0.856 0.524 0.888
Table 3.5: Comparison of accuracy scores for artiﬁcial neural networks with varying numbers
of hidden neurons in their single hidden layers. Data generated based on DC .
d
′
= 19. At d
′
= 20 the performances were interestingly quite similar, with p-scores of 0.0074,
0.1676 and 0.0308 for MSE, r2 and PCE respectively.
Although the comparison being made is between KGrid and the ideal representation (i.e. DK
and DC) we should also compare the results under PCA and ISOmap. When we do this, we
see that for this automobile data set, the approach involving PCA clearly outperforms all other
approaches. The failings of ISOmap to perform well are likely due to the automobile data set
being unsuitable for ISOmap, i.e. it contains no bump-like features to exploit and its samples
cannot be easily placed on a low-dimensional manifold.
Despite this, we can conclude from both tables that KGrid is forming a representation that
is indeed useful to the machine learning process, performing comparatively well to DC when
ISOmap was used, and noticeably worse when PCA was used (and yet, still achieving scores
useful to the machine learning process). Based on table 3.7 it can also be argued that KGrid
generates a representation which is more useful to ISOmap than even the ideal representation is
able to.
3.7.3 Comparing the KGrid representation with the voxelised representation
The second experiment compares the KGrid representation of the automobile data set DR,
denoted DK , with a voxelised representation. KGrid can be perceived as a continuous approxi-
mation of canonical voxelisation, and so this comparison is particularly interesting.
KGrid sets up its sphere-cells equidistant from one another based on a single parameter, τ
(which we set to 30 as in the last experiment). This results in a KGrid resolution of 30×18×11.
The extremes of the voxelised space along each axis are also set to those used for the KGrid
(such that all samples ﬁt within the voxelised space).
Utilising the same experimental setup as in the previous experiment (section 3.7.2) we com-
pare voxelisation and KGrid via the accuracy scores of a regressor. As in the previous experiment
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KGrid with PCA DC with PCA
d
′
MSE r2 PCE PPC MSE r2 PCE PPC
1 0.768 0.237 2.783 0.667 0.513 0.491 1.858 0.752
2 0.437 0.563 1.583 0.761 0.433 0.568 1.570 0.761
3 0.271 0.731 0.978 0.834 0.236 0.764 0.856 0.850
4 0.240 0.761 0.869 0.848 0.174 0.826 0.632 0.875
5 0.218 0.783 0.791 0.855 0.153 0.848 0.554 0.884
6 0.197 0.803 0.714 0.865 0.145 0.856 0.526 0.889
7 0.197 0.804 0.714 0.866 0.147 0.854 0.534 0.886
8 0.202 0.799 0.733 0.863 0.144 0.857 0.520 0.886
9 0.185 0.816 0.670 0.872 0.129 0.872 0.468 0.891
10 0.176 0.825 0.638 0.874 0.123 0.878 0.444 0.893
11 0.180 0.821 0.651 0.872 0.121 0.879 0.440 0.894
12 0.176 0.825 0.637 0.875 0.123 0.878 0.444 0.893
13 0.173 0.829 0.624 0.877 0.125 0.876 0.452 0.892
14 0.165 0.836 0.599 0.880 0.119 0.882 0.429 0.895
15 0.158 0.843 0.573 0.881 0.113 0.888 0.410 0.898
16 0.158 0.843 0.571 0.881 0.112 0.889 0.405 0.899
17 0.153 0.848 0.554 0.884 0.113 0.888 0.409 0.898
18 0.151 0.850 0.547 0.885 0.114 0.887 0.413 0.898
19 0.145 0.856 0.525 0.886 0.115 0.886 0.417 0.897
20 0.146 0.855 0.529 0.886 0.116 0.885 0.419 0.897
Table 3.6: Comparison of representations for use with PCA. τ = 30. Averaged over 1000
runs.Boldface indicates best score for that d
′
with a statistical signiﬁcance of p < 0.0001.
d
′
is the dimensionality of the PCA embedding.
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KGrid with ISOmap DC with ISOmap
d
′
MSE r2 PCE PPC MSE r2 PCE PPC
1 0.421 0.581 1.524 0.762 0.438 0.564 1.586 0.754
2 0.291 0.709 1.055 0.817 0.284 0.718 1.027 0.826
3 0.271 0.731 0.980 0.830 0.258 0.742 0.937 0.837
4 0.262 0.739 0.948 0.834 0.245 0.756 0.889 0.840
5 0.250 0.751 0.905 0.840 0.241 0.760 0.873 0.844
6 0.246 0.755 0.889 0.843 0.232 0.769 0.841 0.848
7 0.242 0.760 0.875 0.845 0.231 0.770 0.837 0.849
8 0.238 0.763 0.861 0.846 0.215 0.787 0.778 0.852
9 0.225 0.776 0.815 0.850 0.213 0.789 0.770 0.853
10 0.217 0.784 0.786 0.852 0.213 0.789 0.771 0.854
11 0.196 0.805 0.708 0.856 0.211 0.791 0.763 0.856
12 0.193 0.808 0.698 0.857 0.210 0.792 0.759 0.857
13 0.193 0.808 0.698 0.857 0.207 0.795 0.750 0.858
14 0.194 0.807 0.701 0.857 0.199 0.802 0.721 0.863
15 0.191 0.811 0.689 0.860 0.196 0.806 0.708 0.864
16 0.191 0.810 0.693 0.860 0.198 0.803 0.718 0.862
17 0.194 0.808 0.702 0.859 0.199 0.803 0.721 0.861
18 0.195 0.806 0.708 0.859 0.202 0.801 0.729 0.861
19 0.191 0.810 0.694 0.860 0.202 0.799 0.732 0.861
20 0.194 0.808 0.703 0.860 0.196 0.806 0.710 0.866
Table 3.7: Comparison of representations for use with ISOmap. K = 5 and τ = 30. Averaged over
1000 runs. Boldface indicates best score for that d
′
with a statistical signiﬁcance of p < 0.0001.
d
′
is the dimensionality of the ISOmap embedding.
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Figure 3.11: Plots comparing KGrid with the ideal representation DC in terms of MSE.
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Figure 3.12: Plots comparing KGrid with the ideal representation DC in terms of r2.
75
Figure 3.13: Plots comparing KGrid with the ideal representation DC in terms of PPC.
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Figure 3.14: Scatter plots of estimated-output against the target-output values. Top image:
KGrid with PCA at d
′
= 2. Bottom image: DCwith PCA at d
′
= 2.
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we use ISOmap and PCA as dimensionality techniques in separate experiments.
The results of the comparison where ISOmap has been used are in table 3.8 (the MSE, r2
and PPC columns are plotted in the ﬁrst diagram of ﬁgures 3.15, 3.16 and 3.17 respectively).
We see that generally they start oﬀ similarly, with each approach doing well for roughly half of
the cases where d
′
< 11. The signiﬁcance tests (performed via the Wilcoxon signed-rank test)
show that, while in terms of accuracy scores (MSE, r2, PCE) it is hard to distinguish the
two approaches for these lower d
′
values, in terms of the ranking metric, PPC, the voxelisation
generally performs signiﬁcantly better for a larger range of d
′
values. Things change considerably
when d
′ ≥ 11. From this point onwards the KGrid representation results in a consistently and
signiﬁcantly more accurate (i.e. in terms of MSE, r2, PCE) regression function. Although for
11 ≤ d′ ≤ 14 the PPC score of neither approach is signiﬁcantly better, at d′ ≥ 15 the KGrid
approach comes out on top for all scores, including PPC.
Again we look at some scatter plots. This time we ran the experiments for d
′
= 3 (since no
statistical signiﬁcance was seen for either r2 score). Both plots are quite similar but the plot for
the voxelisation data set appears to have a slightly stronger correlation.
The results of the comparison where PCA has been used are in table 3.9 (the MSE, r2 and
PPC columns are plotted in the second diagram of ﬁgures 3.15, 3.16 and 3.17 respectively).
Curiously for d
′
= 1, KGrid achieves a signiﬁcantly better PPC score, while voxelisation proves
signiﬁcantly better in terms of r2. Then for 2 ≤ d′ ≤ 3, the voxelisation approach proves sig-
niﬁcantly better. From this point onwards though, the voxelisation approach never performs
signiﬁcantly better than the KGrid approach for any score. Where 6 ≤ d′ ≤ 11, KGrid signiﬁ-
cantly takes the upper hand in at least one of the scores for ﬁve values of d
′
. Then at d
′
= 12 the
KGrid approach takes a consistent and signiﬁcant lead through to d
′
= 20. Note that the eﬀec-
tiveness of PCA as dimensionality reduction for machine learning problems means that it gets
considerably lower than the results in table 3.8. Further, the performance continues to improve
as d
′
increases (whereas for the ISOmap comparison the scores seemed to ﬂatten at d
′ ≈ 15).
The scatter plots for these results show that both approaches perform similarly. In ﬁgure
3.19 we can see the scatter plots for d
′
= 11 and they appear very similar (although perhaps the
correlation seems stronger in the -3 and 0 again).
This data seems to conﬁrm that KGrid can compete well with voxelisation, and out-perform
it at dimensions past a threshold (here d
′ ≈ 10). We note that KGrid, Voxelisation, ISOmap
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KGrid with ISOmap Voxelisation with ISOmap
d
′
MSE r2 PCE PPC MSE r2 PCE PPC
1 0.421 0.581 1.524 0.762 0.388 0.615 1.404 0.772
2 0.291 0.709 1.055 0.817 0.310 0.692 1.121 0.815
3 0.271 0.731 0.980 0.830 0.269 0.732 0.975 0.834
4 0.262 0.739 0.948 0.834 0.255 0.746 0.924 0.840
5 0.250 0.751 0.905 0.840 0.262 0.739 0.950 0.836
6 0.246 0.755 0.889 0.843 0.254 0.747 0.920 0.840
7 0.242 0.760 0.875 0.845 0.236 0.765 0.856 0.848
8 0.238 0.763 0.861 0.846 0.230 0.771 0.833 0.850
9 0.225 0.776 0.815 0.850 0.230 0.771 0.834 0.850
10 0.217 0.784 0.786 0.852 0.214 0.788 0.773 0.854
11 0.196 0.805 0.708 0.856 0.206 0.795 0.747 0.856
12 0.193 0.808 0.698 0.857 0.204 0.797 0.739 0.857
13 0.193 0.808 0.698 0.857 0.205 0.797 0.742 0.856
14 0.194 0.807 0.701 0.857 0.203 0.798 0.733 0.857
15 0.191 0.811 0.689 0.860 0.205 0.796 0.742 0.857
16 0.191 0.810 0.693 0.860 0.205 0.797 0.741 0.857
17 0.194 0.808 0.702 0.859 0.205 0.796 0.744 0.857
18 0.195 0.806 0.708 0.859 0.206 0.795 0.747 0.857
19 0.191 0.810 0.694 0.860 0.207 0.794 0.750 0.856
20 0.194 0.808 0.703 0.860 0.210 0.792 0.760 0.855
Table 3.8: Comparison of KGrid and voxelisation for ISOmap with K = 5 and τ = 30 and a
voxelised data set of 30×18×11 binary voxels. Averaged over 1000 runs. d′ is the dimensionality
of the ISOmap embedding. Boldface indicates best score for that d
′
with a statistical signiﬁcance
of p < 0.0001.
and PCA are each non-stochastic processes and the variation in the data comes from the the
regression model and splitting of data into training and testing sets. It would seem then, that
KGrid is indeed a good alternative to voxelisation for higher dimensionalities.
The beneﬁt is further highlighted when one considers the computational simplicity of KGrid
compared to voxelisation and that for our problem the end goal is a designer-assistance system,
which must take as input the designer's current draft and return functional performance as
quickly as possible.
3.7.4 Comparing ISOmap and PCA for dealing with the bump problem
The third experiment involves the comparison of the KGrid representation of the sphere data
set DS with a voxelised representation of this data set. Experimental parameters were changed
accordingly to reﬂect the size of DS (225 testing samples and 225 training, with 56 validation
samples taken from this) and the number of clusters in DS (three).
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KGrid with PCA Voxelisation with PCA
d
′
MSE r2 PCE PPC MSE r2 PCE PPC
1 0.768 0.237 2.783 0.667 0.761 0.245 2.757 0.665
2 0.437 0.563 1.583 0.761 0.315 0.686 1.142 0.813
3 0.271 0.731 0.978 0.834 0.256 0.745 0.927 0.841
4 0.240 0.761 0.869 0.848 0.240 0.760 0.873 0.848
5 0.218 0.783 0.791 0.855 0.216 0.785 0.781 0.855
6 0.197 0.803 0.714 0.865 0.201 0.800 0.727 0.864
7 0.197 0.804 0.714 0.866 0.200 0.801 0.725 0.864
8 0.202 0.799 0.733 0.863 0.209 0.792 0.757 0.861
9 0.185 0.816 0.670 0.872 0.184 0.817 0.666 0.870
10 0.176 0.825 0.638 0.874 0.185 0.817 0.669 0.868
11 0.180 0.821 0.651 0.872 0.179 0.822 0.649 0.872
12 0.176 0.825 0.637 0.875 0.180 0.822 0.651 0.874
13 0.173 0.829 0.624 0.877 0.178 0.823 0.646 0.874
14 0.165 0.836 0.599 0.880 0.174 0.827 0.629 0.877
15 0.158 0.843 0.573 0.881 0.172 0.830 0.621 0.878
16 0.158 0.843 0.571 0.881 0.168 0.833 0.607 0.879
17 0.153 0.848 0.554 0.884 0.167 0.834 0.606 0.879
18 0.151 0.850 0.547 0.885 0.169 0.832 0.612 0.878
19 0.145 0.856 0.525 0.886 0.161 0.841 0.581 0.880
20 0.146 0.855 0.529 0.886 0.160 0.841 0.581 0.880
Table 3.9: Comparison of KGrid and voxelisation for PCA with τ = 30 and a voxelised data set
of 30 × 18 × 11 binary voxels. Averaged over 1000 runs. d′ is the dimensionality of the PCA
embedding. Boldface indicates best score for that d
′
with a statistical signiﬁcance of p < 0.0001.
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Figure 3.15: Plots comparing KGrid with the voxelised representation in terms of MSE.
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Figure 3.16: Plots comparing KGrid with the voxelised representation in terms of r2.
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Figure 3.17: Plots comparing KGrid with the voxelised representation in terms of PPC.
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Figure 3.18: Scatter plots of estimated-output against the target-output values. Top image:
KGrid with ISOmap at d
′
= 3. Bottom image: Voxelisation with ISOmap at d
′
= 3.
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Figure 3.19: Scatter plots of estimated-output against the target-output values. Top image:
KGrid with PCA at d
′
= 11. Bottom image: Voxelisation with PCA at d
′
= 11.
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For this experiment we set up our spheres with τ = 130. To arrive at this value, we tested the
process with τ values ranging from 30 to 200, in increments of 10. Through this method, 130 was
found to perform best, even better than tests at τ = 125 and τ = 135 performed. This resulted
in a very large grid resolution 130×105×94, but noting that (i) the designs are symmetrical, and
(ii) design changes (`bumps') stretch over the z-axis with no variation, we were able to reduce
the z-width of the KGrid-contained-space and thus achieve a KGrid resolution of 130× 105× 1
without losing any information relevant to machine learning of the problem. This same KGrid
resolution will be used in the experiments coming up in chapter 5.
Utilising the same experimental setup as in the previous experiments (sections 3.7.2 and 3.7.3)
we compare voxelisation and KGrid via the accuracy scores of a regressor. As in the previous
experiments we use ISOmap and PCA as dimensionality techniques in separate experiments. For
this data set, the best k parameter for ISOmap was found to be 2.
Tables 3.10 and 3.11 show the performance scores where ISOmap and PCA have been used
respectively. We see again that KGrid seems capable of competing well with voxelisation, sup-
porting our earlier claim that it oﬀers a good alternative to KGrid. We note in particular that
in terms of accuracy, the regression functions it results in clearly outperform the voxelisation
approach at d = 1...2. We note than when used with PCA, there ends up being little signiﬁ-
cant diﬀerence between either approach, while with ISOmap the voxelisation approach ends up
performing a little better. These comparisons are illustrated in ﬁgures 3.20 through 3.22.
When we compare the two tables, 3.10 and 3.11, we see that ISOmap seems signiﬁcantly more
capable of generating a representation of the spheres data set for use in machine learning, leading
to a dramatic increase in our performance metrics. This is what we had hoped to observe when
we generated the spheres data set in section 3.5. These comparisons are illustrated strongly in
ﬁgures 3.23 through 3.25.
In the top image of ﬁgure 3.21 we see the r2 scores for the voxelised and KGrid representations
both reach similar high-points (at d = 6 and d = 8 respectively). It is therefore interesting to
perform a scatter plot of at these points for each approach. These are generated similarly to our
previous scatter plots and we show the two `best' plots (of three generated) in ﬁgure 3.26. We
see generally see strong positive correlations, particularly from about 0 onwards. Certainly, in
this ﬁgure the voxelisation approach seems to have achieved a slightly stronger plot.
It seems then, that the experiments with the spheres data set support the claims of the
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KGrid with ISOmap Voxelisation with ISOmap
d
′
MSE r2 PCE PPC MSE r2 PCE PPC
1 0.335 0.667 2.268 0.763 0.420 0.586 2.846 0.756
2 0.254 0.749 1.721 0.801 0.334 0.671 2.262 0.774
3 0.244 0.758 1.652 0.815 0.264 0.740 1.785 0.816
4 0.236 0.768 1.595 0.827 0.232 0.773 1.571 0.838
5 0.238 0.765 1.612 0.831 0.225 0.778 1.524 0.846
6 0.207 0.798 1.399 0.848 0.152 0.881 1.029 0.890
7 0.194 0.812 1.312 0.860 0.145 0.880 0.978 0.889
8 0.123 0.883 0.835 0.886 0.150 0.869 1.016 0.885
9 0.141 0.873 0.953 0.885 0.154 0.879 1.046 0.898
10 0.171 0.850 1.156 0.881 0.193 0.852 1.309 0.891
11 0.178 0.839 1.205 0.876 0.193 0.849 1.305 0.889
12 0.195 0.826 1.316 0.873 0.209 0.840 1.415 0.887
13 0.221 0.806 1.497 0.867 0.210 0.832 1.424 0.884
14 0.233 0.793 1.577 0.863 0.226 0.816 1.532 0.881
15 0.242 0.784 1.634 0.862 0.219 0.815 1.484 0.879
16 0.289 0.767 1.960 0.859 0.233 0.804 1.575 0.876
17 0.315 0.735 2.137 0.851 0.272 0.783 1.841 0.872
18 0.412 0.711 2.789 0.845 0.277 0.774 1.878 0.869
19 0.347 0.708 2.351 0.843 0.296 0.760 2.005 0.864
20 0.314 0.746 2.127 0.861 0.302 0.745 2.043 0.860
Table 3.10: Comparison of KGrid and voxelisation representations of the spheres data set for
ISOmap with K = 2 and τ = 130 and a voxelised data set of 130 × 105 × 1 binary voxels.
Averaged over 1000 runs. d
′
is the dimensionality of the ISOmap embedding. Boldface indicates
best score for that d
′
with a statistical signiﬁcance of p < 0.0001.
previous subsection: KGrid is a suitable alternative to voxelisation. But more importantly,
they show that non-linear dimensionality reduction approaches such as ISOmap are considerably
superior to linear approaches such as PCA for handling problems exhibiting the bump problem.
Curiously we also note that KGrid is superior to voxelisation for both dimensionality reduction
approaches where d < 3.
3.7.5 Evaluation of KGrid by the original aims
In section 3.6.1 we listed some properties that our solution should aim to exhibit. In this section
we will evaluate whether our solution, KGrid, has suitably demonstrated that it exhibits these
properties.
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KGrid with PCA Voxelisation with PCA
d
′
MSE r2 PCE PPC MSE r2 PCE PPC
1 0.647 0.360 4.384 0.724 0.649 0.358 4.397 0.724
2 0.648 0.364 4.384 0.723 0.650 0.363 4.398 0.722
3 0.650 0.363 4.399 0.725 0.650 0.362 4.400 0.725
4 0.648 0.359 4.387 0.723 0.650 0.358 4.399 0.723
5 0.649 0.360 4.392 0.725 0.652 0.357 4.409 0.727
6 0.650 0.360 4.400 0.726 0.652 0.358 4.412 0.727
7 0.650 0.357 4.405 0.727 0.649 0.359 4.395 0.725
8 0.650 0.361 4.400 0.725 0.646 0.365 4.375 0.721
9 0.651 0.359 4.409 0.725 0.650 0.361 4.400 0.724
10 0.650 0.360 4.398 0.725 0.650 0.360 4.402 0.724
11 0.644 0.362 4.363 0.722 0.645 0.362 4.370 0.720
12 0.652 0.359 4.412 0.726 0.655 0.356 4.433 0.729
13 0.651 0.358 4.406 0.727 0.648 0.361 4.385 0.723
14 0.650 0.361 4.399 0.726 0.650 0.361 4.400 0.724
15 0.648 0.360 4.385 0.723 0.648 0.360 4.387 0.722
16 0.654 0.356 4.423 0.728 0.649 0.361 4.390 0.723
17 0.651 0.360 4.406 0.726 0.647 0.364 4.378 0.721
18 0.650 0.361 4.397 0.725 0.649 0.362 4.391 0.723
19 0.652 0.359 4.415 0.725 0.649 0.361 4.398 0.722
20 0.656 0.357 4.439 0.727 0.656 0.357 4.443 0.727
Table 3.11: Comparison of KGrid and voxelisation representations of the spheres data set for
PCA with τ = 130 and a voxelised data set of 130× 105× 1 binary voxels. Averaged over 1000
runs. d
′
is the dimensionality of the PCA embedding. Boldface indicates best score for that d
′
with a statistical signiﬁcance of p < 0.0001.
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Figure 3.20: Plots comparing KGrid with the voxelised representation in terms of MSE for the
spheres data set.
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Figure 3.21: Plots comparing KGrid with the voxelised representation in terms of r2 for the
spheres data set.
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Figure 3.22: Plots comparing KGrid with the voxelised representation in terms of PPC for the
spheres data set.
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Figure 3.23: Plots comparing ISOmap with PCA in terms of MSE for the spheres data set.
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Figure 3.24: Plots comparing ISOmap with PCA in terms of r2 for the spheres data set.
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Figure 3.25: Plots comparing ISOmap with PCA in terms of PPC for the spheres data set.
94
Figure 3.26: Scatter plots of estimated-output against the target-output values for the sphere
data set. Top image: KGrid with ISOmap at d
′
= 8. Bottom image: Voxelisation with ISOmap
at d
′
= 6.
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A single representation from multiple triangle-based surface representations
The results of sections 3.7.2 through 3.7.4 show that KGrid was able to ﬁnd a representation
suitable for machine learning tasks.
Fast computation
Both canonical voxelisation and KGrid are dependent on a potentially costly search procedure,
although the former's can be considered far more exhaustive.
Canonical voxelisation traces an axis-aligned ray through the 3D space for each cell. Each
ray is then tested against all the triangles in the data set for an intersection. Every point along
the ray where it intersects with a triangle (it may intersect multiple times) is marked and later
used, through intersecting of the rays, to compute whether a given cell is inside or outside the
surface.
This means, for an m × n × o voxelisation, we have m × o + n × o + m × n rays, each of
which must run an intersection test against N triangles. This can be quite costly as the triangle
intersection tests are not very cheap, requiring computation of barycentric coordinates for each
one. Finally, all m× n× o voxels must be processed, each using the results of three ray tracings
in order to determine whether the voxel lies inside or outside of the surface.
In comparison, KGrid, with m×n×o cells, must search all N˜ points in the surface (typically
N˜  N) in order to ﬁnd the closest point v before doing a triangle intersection test against the
M  N˜  N triangles which share v. This is the extent of the searching.
It should be clear that speed up will be observed for both approaches if we employ spatial
partitioning techniques such that only a subset of triangles or points need be evaluated.
A single machine learner comparable to more computationally intensive approaches
The results of section 3.7, comparing KGrid with the unfeasible ideal representation of the
automobile data set, showed that it performed comparably when used with ISOmap and did not
perform terribly when used with PCA. This is very encouraging.
The results of section 3.7.3 show that for the automobile data set, KGrid was more suitable
than canonical voxelisation for higher dimensional machine learning tasks and did not perform
much worse in lower dimensions.
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Finally, the results of section 3.7.4 show that for the spheres data set, KGrid was able to
compete very eﬀectively with the voxelisation approach (particularly where PCA was used).
Where ISOmap was used, it lost moderate accuracy in comparison.
The single representation improves application of ISOmap to engineering problems
when compared to voxelisation.
We note that canonical voxelisation, being binary, requires a high resolution voxel grid in order
to enable ISOmap to solve the problem. To illustrate this, consider the case where the bump is
about the same size as a voxel, and that the vector {1,0,0,0} has the same euclidean distance
from {0,1,0,0} as it is from {0,0,0,1}. ISOmap won't be able to correctly compute the distances
of these two samples eﬀectively. Clearly KGrid has a beneﬁt in being continuous and this also
means that it isn't needed in such a high resolution as the canonical voxelisation.
The results of section 3.7.3 where the automobile data set was used, showed that KGrid was
a better choice than voxelisation for higher dimensional machine learning tasks. The results
of section 3.7.4, where the spheres data set was used, showed this was true at low dimensions
(d < 3), otherwise performing very similarly. The reasons behind this apparent contradiction
are likely due to the very diﬀerent natures of the two data sets, since the former experiment
represents an engineering problem without the bump problem, and the latter represents a data
set with the bump problem but minimal engineering similarities.
The single representation coupled with ISOmap solves the bump problem
The results of section 3.7.4 where the spheres data set is used, show a highly signiﬁcant improve-
ment where ISOmap is used in place of PCA. A similarly strong improvement is seen regardless
of whether KGrid or voxelisation is used. Thus, the single representation coupled with ISOmap
appears to solve the bump problem.
The single representation should function across a broad space of possible designs
Some approaches (such as the design-oﬀset approaches) are based on a single surface design used
for reference. The eﬀect of this is that representations are more accurate in the design space
immediately surrounding this reference design, while they are less accurate further away outside
this design.
97
KGrid (and voxelisation also) does not suﬀer from this, and could, theoretically, take any
design as input.
3.8 Analysis of the ISOmap representation of the automobile
data set
One of the aims of KGrid is to create a representation better suited to ISOmap than other
approaches. Sections 3.7.2 through 3.7.4 show that KGrid is a good choice when an ISOmap
representation is sought. We have also seen that in section 3.7.4 ISOmap is highly capable
of dealing with problems exhibiting the bump problem, such as data set DS . Unfortunately
our experimental automobile data set DR is not a good data set for demonstrating ISOmap's
suitability for the bump-problem (as it contains no bump features) and so we also see in sections
3.7.2 and 3.7.3, that for machine learning tasks, PCA is a better option than ISOmap for building
an accurate regressor for the automobile data set.
But accuracy aside, there is another reason why we might be interested in using ISOmap:
being a manifold technique, ISOmap may generate a representation whose attributes are easier
for a human to associate some meaning with. We've seen an example of this working in the
literature, speciﬁcally in the images shown in section 3.3. These meaningful features may then
be useful to a human designer and thus the design process.
To test this idea, we can simply plot the automobile data set samples according to their
2D ISOmap and PCA representations respectively and see if we can identify some human inter-
pretable meaning of the axes. For the reader, we embellish the plots with images of randomly
chosen designs (two per cluster) and indicate where they are located on the plot. In ﬁgure 3.27
we see this plot for ISOmap, and in ﬁgure 3.28 for PCA.
Comparing the two, we ﬁrst notice how ISOmap manages to spread out the data clusters
in 2D space far more eﬀectively than PCA does, with the eight ISOmap clusters being easily
distinguishable, but with some cluster overlap in the clusters of the PCA plot.
The next observation is that in ﬁgure 3.27 the vertical axis of the ISOmap representation
(corresponding to the second attribute) seems to correlate with the width of the central region
of the design. Then, looking at the horizontal axis (the ﬁrst attribute), it would seem that this
correlates with the length of the design. It would seem that some human interpretable meaning
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could indeed be identiﬁed.
Looking now to ﬁgure 3.28, we notice that there is no such clear feature-to-axis relationship
as could be seen in ﬁgure 3.27. This is largely because of the way in which the diﬀerent design
clusters are clustered and overlapping in the 2D space when PCA has been used. Indeed, it
seems much harder to apply some human interpretable meaning to the axes.
Feature extraction approaches to dimensionality reduction such as PCA involve compressing
data in a method similar to lossy compression. In the case of PCA, the covariances and variances
of the attributes are used to ﬁnd a low-dimensional compression of the data. While PCA performs
very well for machine learning tasks, it results in a representation which proves diﬃcult for a
human designer to associate with clear geometrical changes in the surface designs.
In contrast, ISOmap has been shown to take the data and reduce it to two attributes which
can be associated with particular design features (and we have seen this in other ISOmap studies
in section 3.3). Despite the artiﬁcial construction of our data set, these ﬁndings have of real world
relevance as we can expect an historically accumulated data set engineering surface designs to
also contain clusters of data (clusters may be formed of: design classes (hatchback, saloon etc.);
style groups; and designs resulting from independent optimisation processes) throughout which
certain global manifold features can be found, such as the two seen in ﬁgure 3.27.
We therefore conclude that the ﬁrst two features generated via ISOmap certainly seem to
be more meaningful to human interpretation than those generated via PCA. This could, for
example, be useful in enabling the human designer to visualise the extremely high-dimensional
design space more easily and to understand how very general design changes aﬀect performance
scores. Further attributes in the ISOmap representation not shown here (i.e. three or more) may
also convey geometric meaning that a human designer can interpret and learn from.
3.9 Conclusion
3.9.1 Summary
This chapter looked at the task of converting an accumulated data set of diverse engineering
surface design descriptions into data ready for machine learning processes. We discussed the
particular challenges involved with using the STL format, as well as additional problems that
stem from using a very high dimensional data set for learning a highly non-linear regression
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function. The machine learned function should be able to estimate the functional performance
of an unseen design as accurately as possible and as quickly as possible.
We further identiﬁed that dimensionality reduction will play an important role and that could
be chosen to work in synergy with the conversion of the diverse engineering surface designs into
a single representation. We also described the `bump problem' with illustration.
Following this, we discussed some established methods in the literature which have been
used for similar purposes to representation conversion and also discussed their shortcomings
given our accumulated data set of diverse engineering surface designs. Next we brieﬂy discussed
dimensionality reduction techniques and focused especially on a linear approach, PCA, and a
non-linear approach, ISOmap.
For upcoming experimental purposes we then described the generation of a realistic experi-
mental data set of automobile designs exhibiting properties which we are interested in, describing
in the process several versions of the data set which might be useful to us. Identifying that our
automobile data set did not feature the bump problem property, we then described the generation
of an artiﬁcial data set involving modiﬁcations of spheres and exhibiting the bump problem.
Following this we listed some aims of a desired conversion process described in the intro-
duction and suggested a novel approach to achieving these aims: KGrid. KGrid is designed to
be a computationally faster approximation of a continuous voxelisation. We evaluated KGrid
using our experimental data sets, making comparisons with voxelisation and an unfeasible `ideal'
representation of the automobile data set, and further making comparisons between PCA and
ISOmap using the spheres data set. Evaluating the KGrid method and these results we concluded
that KGrid was seen to meet our aims. Certainly, KGrid functions in its purpose, performing as
well as and faster than voxelisation.
For the automobile data set we also found that basing a high-dimensional ISOmap repre-
sentation on a KGrid representation results in an embedding that is better suited to machine
learning tasks than both voxelisation and an ideal representation. For the spheres data set we
saw clear evidence that ISOmap is superior to PCA when dealing with the bump problem.
Finally we analysed the 2D representation produced by each ISOmap and PCA and saw
that the ISOmap features separated the automobile data better into its known clusters and also
appeared to have a human interpretable meaning on each of the axes. This is encouraging as it
indicates that an ISOmap representation could be of more utility to a human designer than a
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PCA representation.
3.9.2 Novel contributions
The major contributions of this chapter include: a suggested method of generating an experimen-
tal data set with the properties described in chapter 2; a method of generating an artiﬁcial data
set with those properties and also exhibiting the bump problem; a method of applying ISOmap
to clustered data without discarding samples; a description of a problem we call the bump
problem; a method of approximating the voxelisation of an STL surface design (KGrid) for use
in machine learning with particular beneﬁts to ISOmap and reduced computational burden; a
study of ISOmap for an engineering problem including an illustration of its beneﬁts over PCA
for ﬁnding very low-dimensional human interpretable representations; and experimental results
showing that a manifold technique such as ISOmap is a superior method to a linear-algebra
based method such as PCA for solving the bump problem.
3.9.3 Future work
With regards to KGrid, an interesting work direction may involve looking at optimisation of the
KGrid cells (placement and radius) as they need not be uniformly sized or distributed. It can
easily be imagined, that some regions of the surface design (and thus the 3D space encompassing
designs) beneﬁt more from very ﬁne KGrid cells than other regions.
Since the ISOmap experimental results using the spheres data set are almost the inverse of
those using the automobile data set, it would be interesting why this exactly this. This could
require an in-depth parameter study to uncover the relationship. Similarly, there will probably
of KGrid/Voxelisation resolution where KGrid outperforms Voxelisation for the reasons given in
the fourth sub-subsection of subsection 3.7.5.
Another area of research would be to look at eﬃciency impacts in terms of spatial partition-
ing. For example, by partitioning the 3D space such that all the surface points are sorted into
partitions, we can substantially speed up the the nearest point search of KGrid. Although it
can be argued that the same approaches can be applied to voxelisation through the sorting of
the triangles into partitions, we note that it is a far less trivial task than for KGrid. Firstly,
there are usually substantially more triangles than points, so for the performance boost we would
need more partitions. Secondly, surface design triangles vary in size considerably and so triangles
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would often end up in multiple partitions, unless partitions were made large enough to encompass
any triangle, and then once again, we would end up with partitions containing many triangles
for testing.
With regards to ISOmap for engineering purposes, we can consider supervision of the ISOmap
process. ISOmap has been often used in literature to create low-dimensional embeddings where
the features capture some human-perceivable change in the data. It is less commonly used for
dimensionality reduction in engineering problems like this (i.e. where there is some performance
value to be estimated by a regression function). It is possible that inclusion of the performance
value in the distance calculation, which is used to generate the nearest-neighbourhood graph,
may be of beneﬁt to ﬁnding a low-dimensional embedding of the data which better captures
design changes with impact on performance.
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Chapter 4
Functional Estimation across a
Large Unfocused Input Space
This chapter looks at the task of ﬁnding a suitable regression function to act as our approxima-
tion. We will ﬁrst introduce the problem and highlight the challenges that make our problem
unique. Following this we will take a high-level look at regression approaches in the literature
before focusing on ensemble regression techniques in more detail. Having evaluated the state of
the art, we suggest a novel ensemble framework suited to our problem before evaluating it against
competing ensemble frameworks using our test set. We pay particular attention to generating a
regression function that oﬀers the human designer some utility.
The aim of chapter 3 was to pre-process an historically accumulated data set into a data set
with a representation that best captures the data within, i.e. a representation which accurately
and adequately encodes all the design variations required to build the most accurate approxima-
tion function possible. In this chapter we are concerned with the separate process of generating
a regression function, which we would like to develop in a representation-agnostic manner. In
this chapter we assume that the optimal representation has been found using an arbitrary ap-
proach and therefore only use and refer to the unfeasible `ideal' automobile data set DC . Thus
the ﬁndings in this chapter can apply to another problem regardless of the data pre-processing
performed.
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4.1 Problem introduction
In section 2.4.2 we listed some of the general issues that make applying machine learning to this
task challenging. Through use of the historically accumulated data set of previously interesting
designs, we managed to alleviate some of the initial challenges, but some challenges remain that
make applying machine learning to our task challenging. Two broad groups of challenges emerge
and we will now look at these challenges.
4.1.1 Large design representations and available training data
As described in section 2.4.2, machine learning algorithms suﬀer highly from the curse of dimen-
sionality. To repeat: the curse states that as the dimensionality of an input domain increases,
the number of training data samples required by a machine learning algorithm increases expo-
nentially.
In section 2.4.3, having discussed our source of training data (and its format) we also described
how a truly compact representation will be highly challenging to ﬁnd, as any representation
chosen needs to be complete enough to represent any changes that the designer makes which
aﬀect the functional performance. As mentioned previously, ﬁnding a complete yet compact
representation for our data set is highly challenging. This is speciﬁcally because the set of
attributes likely to be modiﬁed by the human designer, and the set of attributes which have
eﬀect on the functional performance, will likely change throughout the space of possible designs.
The problem we then have at the point of machine learning a regression function, is that we
have a high-dimensional data set, but with still relatively few training samples. For example,
consider that DC , the `ideal' data set, has 1524 attributes, but we only have 1200 samples.
Clearly, some dimensionality reduction technique such as PCA, discussed in the previous chapter,
is needed, but depending on the strength of the dimensionality reduction applied (i.e. how great
d− d′ is) we run the risk of losing valuable information. This trade-oﬀ is diﬃcult to manage and
in this chapter, we will suggest a novel way of dealing with this.
4.1.2 Learning a large domain without a local design space focus
As described in sections 2.4.2 and particularly section 2.4.3, machine learning approaches are
more robust when applied to smaller sub-domains of a larger non-linear problem domain. This
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is simply because it is easier for a machine learning algorithm to learn the necessary rules in a
smaller region of a non-linear function. Widening this `window' can in eﬀect lead to confusion
of the machine learning algorithm as it struggles to learn the relationship between input design
and functional performance.
Despite knowing this, we must be aware that a regression function, when functioning as
our approximation, needs to be prepared to estimate the functional performance for any design
that the human designer needs evaluated. For the motivating example in chapter 2, automobile
design, this can be a very large domain from which the user might need to make an estimate
anywhere.
Fortunately, for engineering surface design tasks such as automobile design, the human de-
signer will not request functional performance estimates from the whole domain with uniform
distribution. As identiﬁed in section 2.4.3, the use of an historically accumulated data set of pre-
viously interesting designs gives us some information about the nature of human design and thus
the sub-domains from which we can expect the user to request estimates. The challenge of learn-
ing a regression function for a large domain therefore simpliﬁes somewhat. Unfortunately, the
nature of functional performance functions and the lack of contiguity between sub-domains that
the user is sampling means that the learning of single regression function may be made more
diﬃcult, as important sub-domains may appear to have completely diﬀerent input to output
relationships.
4.1.3 Utility to the human designer
Finally, we must always consider what utility we can oﬀer the designer when choosing a system.
We saw in section 2.2 that one use for surrogate functions in engineering optimisation is analysis
of the function being modelled. For example, an engineer can use such a function to study surface
design attribute interactions and their eﬀect on functional performance. We should ensure that
a competent user of our system is able to get such information out of our regression function
when required.
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4.2 Regression functions in machine learning
In this section we will take a general look at approaches to generating regression functions,
followed by a more detailed look at ensemble regression techniques, as these exhibit good potential
as solutions to our challenging task.
4.2.1 Overview of regression approaches
In chapter 2 we saw that regression functions take the form fˆ(x) = y + ε, where y is the output
of the original function being modelled f(x) = y, and ε is some error term. In this section we
will talk more generally about how one goes about forming a regression function.
Generation of a regression function must typically be performed using some regression analysis
method (such as those methods in machine learning). The key task of any regression analysis
method is to ﬁnd a relationship between x (the independent variable(s)) and y (the dependent
variable). The relationship found can be used to ﬁnd E(y|x).
Regression analysis approaches and their resultant regression functions can be broadly cat-
egorised as being either parametric or non-parametric. Non-parametric approaches tend to use
functions of the N samples in the data set, D = {X,Y }. Such methods are often kernel based
such as kernel regression [96, 139]: fˆ(x) =
∑N
i=1Kh(x−Xi)Yi∑N
i=1Kh(x−Xi)
, where Kh is a kernel function with
bandwidth h taking as input x−Xi (for example, euclidean distance could function as a kernel
function).
Non-parametric methods like this can be considered to be interpolators of the data. In this
(and similar approaches) the parameters of the kernel function (in this case just h) are all that
need estimating for the data set, the kernel functions themselves combine to generate fˆ(x).
Gaussian Process regression, or Kriging, is a popular kernel-based method incorporating
Gaussian Processes and using prior covariances to interpolate rather than a polynomial. This
approach is heavily supported for use in engineering by the authors of [34] and has been shown
to work well in a surrogate-assisted framework in [55], where it is used for the optimisation of
an engine turbine disk.
Another prominent non-parametric method is the Classiﬁcation and Regression Tree (CaRT)
[18]. This method is based on a decision tree structure where each interior node in the tree
represents a decision and a chosen branch is traversed depending on the outcome of that decision
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(for example, if attribute xi > 0.5 branch 1 is traversed, otherwise branch 2). The traversal
ﬁnishes on output nodes which instead of representing a decision, give a ﬁnal estimated output
value.
Clearly, non-parametric methods, often interpolating, are not learning the relationship be-
tween input attributes and the output value being estimated. Rather they are just basing their
estimate on the `similarity' to previously observed samples in the most direct sense. Any param-
eters in non-parametric methods (such as h in kernel regression) can be tuned to the problem but
are not strictly ﬁt to the problem. Non-parametric approaches can thus be robust and eﬀective,
and their deterministic nature can make them better than some of the parametric approaches
we will see shortly.
Parametric methods typically involve ﬁnding (or learning) a set of parameters which can be
used with the input x in order to calculate the predicted output fˆ(x) = yˆ. Linear regression is
such a method [29]. For the general case, linear regression for a d-dimensional input involves
a function like yˆ = β0 + x1β1 + x2β2 + ... + xdβd, where
−→
β = β0, β1, β2...βd is the vector of
parameters learnt for the particular problem.
Learning, under parametric regression approaches, requires a set of training data from which
to learn the relationship between x and y. For example, in the case of general linear regression,
if we take X ∈ RN×d+1 to be our sample data set of inputs (with the ﬁrst entry corresponding
to x0 set to 1) and Y ∈ RN×1 to be the respective outputs, then −→β = (X>X)−1X>Y (clearly,
the constraint N ≥ d must hold for this to be eﬀective). Least squares analysis is best applied
for ﬁtting
−→
β to diﬃcult data.
Polynomial regression [40] adds more ﬂexibility to linear regression through the extension of
linear regression to contain polynomials, such that yˆ = β0 + x1β1 + x
2
2β2 + ...+ x
d
dβd. Fitting
−→
β
can be done again via least squares.
A popular parametric model used in regression is the Artiﬁcial Neural Network (ANN).
There has been copious research surrounding ANNs in the latter half of the 20th century and
since the turn of the 21st century research has begun to wane, but mostly as ANNs have been
so thoroughly researched. The Multi-Layer-Perceptron (MLP) [47, 51, 75] is the most popular
form of artiﬁcial neural network with an input layer of `neurons', a hidden layer of neurons each
activating according to a logistic function (e.g. sigmoid), and then an output layer with, in
the case of regression, a single node outputting a value via a linear combination function. An
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ANN such as MLP is typically trained using the backpropagation method, where the error of the
ANN for a given input is propagated backwards through the layers, and their weights adjusted
accordingly.
Extreme Learning Machine (ELM) [54] has a very similar architecture to an MLP, but instead
of training the hidden-layer weights, chooses these at random. The weights for the output layer
are all that is trained and this is performed using linear algebra, incorporating the outputs of
the randomly-generated hidden layer and the target outputs of the data set.
Support Vector Machine (SVM), an approach used for classiﬁcation, was modiﬁed in [129],
producing the Epsilon-Support Vector Machine (E-SVM) algorithm which is designed for regres-
sion tasks.
As a broad interpretation of the diﬀerence between non-parametric and parametric ap-
proaches, it can be then understood that non-parametric approaches to regression perform well
locally to previously seen samples. On the other hand, parametric approaches focus on learn-
ing the relationship between inputs and outputs such that the output for samples substantially
diﬀerent from previously seen training samples can be better estimated.
Clearly, choice of regression or machine learning function is not a trivial issue. Diﬀerent
approaches work best for diﬀerent problems and some approaches can work very poorly for
other problems. In this review we mentioned only the most common approaches which appear
repeatedly in the literature, but note, for a given problem it is entirely reasonable to expect a
speciﬁc and optimal solution to exist, often being found only through testing and evaluation.
A number of problems occur speciﬁcally with parametric regression approaches. The ﬁrst
problem to mention is over-ﬁtting [136]. Over-ﬁtting describes the case where the parameters of
the regression function are found such that the regression function performs excellently on the
training samples, but will perform poorly for future unseen samples, sometimes giving wildly
incorrect values. This can be caused by an overly complex model (such as one with more
parameters than samples are available or use of polynomial regression for a linear problem) or
by the training algorithm (such as gradient decent methods minimising the error on the training
set so strongly that the regression function ceases to generalise well).
Popular techniques for dealing with over-ﬁtting are: regularisation [5], which typically in-
volves applying a penalty to the number of parameters such that simpler regression functions are
preferred; early stopping of the training algorithm when an iterative approach such as gradient
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descent is used; and validation/cross-validation [71, 28]. Validation approaches generally involve
reserving a subset of the training data (called the validation set) to test for the generalisation of
the regression function. Then, if competing parameter sets are available, the one that performs
best on the validation set should be chosen. For example, during an iterative training process, the
performance of the regression function at each iteration could be checked and the best parameter
set recorded. Cross-validation extends the validation technique to involve multiple training sets
and validation sets in the search for the best parameters.
Another reason why a validation approach may be needed to compare and evaluate competing
parameter sets would be due to reliance on stochastic values. For example, the initial hidden layer
weights in an MLP are usually initialised to random values, which means that the parameters
learnt through gradient descent are highly dependent on this initialisation.
4.2.2 Ensemble regression approaches
Overview of ensemble regression approaches
For an excellent introduction to ensembles please see [19]. For a recent survey including the most
recent developments refer to [91].
As the authors of [91] note, much of the ensemble modelling in the literature focuses on
the classiﬁcation task, with less emphasis on the task of regression, despite its high signiﬁcance.
They broadly deﬁne ensemble learning as a process that uses a set of models, each of them
obtained by applying a learning process to a given problem. This set of models (ensemble) is
integrated in some way to obtain the ﬁnal prediction. Following this, they suggest that the
ensemble construction process consists of (i) ensemble generation (ii) ensemble pruning and (iii)
ensemble integration.
In the ﬁrst step the set of regression functions is generated. The second step, pruning, then
seeks to remove regression functions which oﬀer little to the process, often by assessing diversity
within the ensemble, and removing regression functions whose error correlates highly with others.
The ﬁnal step, integration, is the description of how one takes this set of regression functions
and arrives at a single predicted value for the ensemble.
The most basic ensemble technique could therefore be seen as the simple averaging of predic-
tors. Here, the ensemble generation consists of generating K regression functions independently
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of one another. Ensemble pruning can then be optionally applied in order to remove regression
functions whose error correlates highly with another regression function. This leaves us with a
revised number of regression functions, K˙ ≤ K. Finally the ensemble output is calculated via a
general integration function:
fˆ(x) =
K˙∑
i=1
αifˆi(x)
where fˆ(x) is the predicted output of the ensemble for input x; fˆi(x) is the predicted output of
the ith regression model for input x; and αi is the weight associated with the ith model. In this
case of simple averaging αi = α =
1
K˙
. While integration step weights based on simple averaging
are most common, some ensemble generation approaches lead to diﬀerent weight generation (as
with Boosting [30]). Generally
∑K˙
i=1 αi = 1 and if the weights aren't chosen uniformly then they
can be chosen to reﬂect the conﬁdence in each regression function. This can be done just once
during ensemble generation based on the training data as in [30, 108] (in [1] weight generation
is tackled as an optimisation problem), or dynamically (on the ﬂy) for each unseen input by
assessing each regression function's accuracy on similar samples in the training data [141]. The
authors of [105] demonstrate that non-uniform and optimised weightings result in the surrogates
with better accuracy and identify that diﬀerent surrogates perform better in diﬀerent design
space regions.
Diversity is prized within an ensemble, such that the main diﬀerences between ensemble
generation approaches tend to simply involve diﬀerent methods of achieving diversity. The
authors of [91] divide ensemble generation approaches into data manipulation and regression
algorithm manipulation.
Data manipulation approaches
This group of approaches is subdivided into (i) sub-sampling from training set; (ii) manipulating
input features; and (iii) manipulating output features.
Sub-sampling is the method which has attracted the most research attention. Its premise
is that, assuming the regression algorithm is unstable (highly sensitive to training data as with
decision trees and neural networks), then regression functions trained on diﬀerent subsets of the
training set will exhibit diversity.
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One of the most popular of these methods is bootstrap aggregating, or bagging [15], which
is a very similar method to the simple averaging ensemble described above. The diﬀerence is
that for each model a training set of N˙ ≤ N samples is uniformly and randomly selected, with
replacement, from the training set D. If N is large and N˙ = N then we can expect ≈ 63.2%
of the N˙ samples to be unique, the rest being duplicates [6].
Another approach to generating multiple training sets can be found in [106]. Here the authors
suggest dividing the training set in a v-fold cross-validation inspired way, creating a neural
network regression function for each of the v folds, such that K = v, using the rest of the
samples for model-selection purposes according to the traditional validation method.
A very important approach developed for classiﬁcation problems is AdaBoost [121], a member
of a class of algorithms described as boosting. Like bagging, boosting relies on a random
selection of a subset of training samples for each model. The big diﬀerence is that samples are
not chosen uniformly, but rather weighted according to how well previous models in the ensemble
were able to predict for them. In AdaBoost this is realised by giving uniform probability to all
samples at the initial classiﬁcation function generation stage. Then the classiﬁcation error for
each sample is used to modify the probability of this sample being chosen in the next iteration,
such that if it was correctly classiﬁed, the probability of it being chosen would drop slightly,
whereas if it was incorrectly classiﬁed, the probability would increase.
This method has been then modiﬁed for regression tasks [38, 7]. The former study involves
converting the regression data set into a classiﬁcation data set, while the latter involves using
an error threshold to determine when a sample has been incorrectly classiﬁed in the AdaBoost
algorithm. A well performing application of AdaBoost to regression has been seen in [30], where
errors are normalised to the [0...1] range and a more rigorous and mathematical approach is
applied to the task of adapting weights.
The approach of manipulating input features broadly involves replacing the original data
set with another where the input features have been changed in some way. In [53] the authors
generate an ensemble of decision trees where each decision tree sees only a randomly selected
subset of the inputs (a random subspace). The authors of [122] replace this ﬁltering of fea-
tures with generation of new features based on random combinations of features, noting a slight
improvement.
An alternative, but computationally costly approach, is eﬀectively to optimise (through gra-
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dient search or evolutionary approaches) the chosen subsets in order to maximise model accuracy
and diversity, as in [103, 143].
In [37] the authors suggest the addition of Gaussian noise to the inputs in order to manipulate
input features. Their results are shown to be comparable to bagging.
Another interesting approach is Rotation Forest [115]. For the generation of each regression
function, this approach ﬁrst partitions the input features into κ disjoint subsets, then Principal
Component Analysis is applied to each subset in order to generate a new set of features. This
method has been studied with regards to regression in [144] where its performance was better
than random forest ensembles, and comparable to bagging.
There is little work on manipulating output features to date, with [16] being the most notable
example. Here the author simply adds Gaussian noise to the output values in a similar way to
that seen with input features in [53].
Regression algorithm manipulation approaches
The second group of ensemble generation approaches involves manipulating the regression func-
tion learning algorithm itself. In [91] the authors identify three groups of methods, amongst
which are: (i) manipulating parameter sets; and (ii) manipulating the learning algorithm.
In the simple-averaging ensemble we originally gave, we didn't immediately explain why this
works. In truth, it will only work with regression function learning algorithms which involve a
stochastic element. For example, if our simple-averaging ensemble consisted of neural networks
we could expect each one to be generated with a set of randomly chosen, and thus diﬀerent,
initial weights, similar to the approach in [117]. This is an example of manipulating parameter
sets and has been extended to the random selection of hidden layer nodes and numbers of hidden
layers [108, 50].
Manipulation of the learning algorithm is by its nature learning algorithm speciﬁc and there-
fore there are no general approaches to this. Manipulation of the learning algorithm can be
performed either sequentially (only previous regression functions have an impact on the current
function's learning) or in parallel (each regression function takes into account the error of the
overall ensemble and the error of each of the other regression functions).
These approaches are often performed with neural network ensembles, where the error value
used for learning the neural network is modiﬁed to include some penalty for the correlation of
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the neural network with others in the ensemble. This is performed in a sequential ensemble
generation framework in [117] and indeed our simple averaging ensemble example would be seen
as sequential.
This approach is extended in [58] where models are added to the ensemble sequentially, and
then trained in parallel at each iteration. This work can therefore be perceived as a mixture of
sequential and parallel approaches. In this work, further diversity was achieved by adding hidden
nodes to each network.
Another interesting approach is ADDEMUP [104]. In ADDEMUP the error function involved
in training each neural network takes into account both the accuracy of that neural network and
the contribution this neural network makes to the diversity of the ensemble according to the
well established bias/variance decomposition [72]. When adding to the ensemble, new initial
neural networks are generated through the genetic operators of mutation and crossover, and
then trained using a weighted sample scheme similar to AdaBoost.
A truly parallel approach is Negatively Correlated Learning [81]. It diﬀers largely from
previous works through the use of the negative correlation term rather than the bias/variance
decomposition. An extension to this work, [82], uses genetic operator of mutation to optimise
the neural network weights.
In [39] the authors also use this mutation operator to evolve an ensemble of neural net-
works alongside another operator which can modify neural network structure. In particular
their approach invokes diversity through the use of independently-evolving sub-populations and
a multi-objective ﬁtness function combining both ensemble accuracy and individual neural net-
work ﬁtness. This approach has only been applied to classiﬁcation and it is not clear how well
it may suit regression problems.
Random Forests [17] is an ensemble of decision trees using a randomly selected feature subset
at each node. This approach is combined with bagging [15] in the ﬁnal algorithm and has been
shown to generalise well for a range of problems.
Ensemble generation techniques can be problem dependent and this makes it impossible to
draw general conclusions towards the best technique, hence our resistance to claim shows of
superiority in any of these studies. Also, many ensemble generation methods are dependent on
certain parameters and this makes it diﬃcult to compare experimental results from diﬀerent
pieces of research. The authors of [91] show this in particular by looking at two pieces of
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conﬂicting research.
4.2.3 Improving regression performance for DC
We have seen an overview of regression approaches and looked in detail at ensemble regression
techniques. Ensemble regression techniques typically improve upon the generalisation of stand-
alone regression methods, while still suﬀering from the same problems as stand-alone regression
methods (although arguably mitigating the negative eﬀects of these problems). Similar to stand-
alone regression approaches, ensemble regression is best chosen in a problem speciﬁc manner.
For ensembles, this implies that the choice of base regressors and ensemble architecture requires
care.
Driven by our particular problem, we note that DC is a non-uniform and clusterable data
set taken from a large space of designs with diﬀerent low-dimensional representation mapping
functions in each cluster. Each cluster diﬀers in terms of:
• The attributes most likely to be varied in that sub-space of the design space.
• The eﬀects and interactions that attributes have on the output in that sub-space of the
design space.
None of the ensemble techniques mentioned previously are speciﬁcally designed to deal with such
a data set, and we suggest that observing and taking advantage of these speciﬁc properties in
our problem could be key to improving accuracy of an ensemble regressor.
We also note that all of these ensemble approaches are very much black-box approaches: the
algorithm performs some process and the resulting ensemble is output with no comprehensible
meaning. Maintaining some semantic value in the ensemble's regression functions may improve
utility for the engineer/artist using the system oﬀering:
• Attribute/feature analysis for particular classes of design.
• The opportunity to study subsets of the ensemble's regressor's functionality.
• Greater conﬁdence in the ensemble's inner workings and therefore its estimations.
• The ability to sense weakness in areas of the ensemble regressor and reinforce these areas
using knowledge from the ensemble.
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4.3 A novel ensemble framework
In this section we will propose a novel ensemble framework, listing its aims, additional technolo-
gies that are involved and ﬁnally its methodology.
4.3.1 Aims of the framework
In development of the novel ensemble framework we have looked at the properties of the data
set mentioned thus far. These lead us to aim to create an ensemble which:
1. Has good generalisation across a large space of possible designs.
2. Incorporates multiple low-dimensional representations of the data (through multiple di-
mensionality reduction mapping functions).
3. Focuses constituent regression functions on individual subspaces of the design space based
on the geometric similarity of designs in the data set.
4. Can interpolate smoothly between the subspaces.
5. Is internally modularised in a meaningful way to enable designer utility and promote trust.
4.3.2 Clustering techniques
Our methodology relies on a probabilistic clustering algorithm in order to determine subspaces
of the design space in which each of the ensemble's constituent regression functions should focus.
For this reason it is important to brieﬂy give the reader some background of clustering algorithms.
Clustering is another prominent ﬁeld of Machine Learning. Clustering is tasked with taking
a data set and ﬁnding within it `clusters' of data. This is typically done ignoring the output
term, and hence termed unsupervised.
For our framework we are seeking a Machine Learning technique for ﬁnding, unsupervised,
the clusters in our training data set. The algorithm chosen must be able to assign an input with
probabilities of belonging to each data set.
The most well-known and commonly employed clustering approach is K-means clustering
[84]. When using common distance metrics such as euclidean distance, this can be described as
a spherical clustering algorithm. This means that the cluster's shapes can only be spherical (i.e.
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the cluster covers the same distance in every possibly direction): ellipsoids and arbitrary shapes
are ruled out. The K-means algorithm also requires the user to set the number of clusters K
before execution.
While this is the most common clustering algorithm, and can be useful in a number of
applications, several other clustering themes do exist.
Fuzzy clustering [3] embellishes typical clustering algorithms by allowing fuzzy membership
of samples to clusters. Hierarchical clustering [132] is an approach where the clusters fall into
a treelike structure, where multiple clusters can become members of other clusters, until all the
data can be said to be within one cluster.
Probabilistic clustering [89, 131] is similar to fuzzy clustering, in that samples can be assigned
to multiple clusters to varying degrees. But instead of fuzzy memberships, probabilistic clustering
is a statistical method whereby samples are assigned to clusters according to a probability, where
all probabilities sum to 1.
Gaussian Mixture Model (GMM), is a popular probabilistic clustering process where the
clusters are modelled as a set of multivariate Gaussian distributions. This allows the clusters to
take on a non spherical shape, and the whole data set is seen conceptually as a mixture of these
Gaussian distributions.
One can ﬁt GMM to a set of n sample points, D = {~xi}ni=1, where each ~xi is a vector of d
values. We consider each x˜i as an observation of the random variable x˜. The aim of the GMM
is to estimate the probability distribution function of D and we assume that this distribution is
composed of an mixture of k = 1, ...,K Gaussian distributions, each with mean µk and variance-
covariance matrix Σk. That is to say, the probability distribution of x˜, p(−→x ) is assumed to be
of the following form:
p(x˜) =
K∑
k=1
αk.pk(x˜)
where
pk(x˜) = N(µ
k,Σk)
and N(µk,Σk) is the Gaussian probability distribution function with the parameters µk and Σk.
The αk are mixing weights and these sum to 1, i.e.
∑K
k=1 αk = 1. Often, the kth mixing weight
118
Algorithm 4.1 Generation of the ensemble of expert regressors.
1. Given a training set D of ND samples, each consisting of some inputs ~xi and output yi, and
a candidacy-threshold γ, create a probabilistic clustering C on the inputs ~x1, ...,~xi, ...,~xND
to ﬁnd K clusters and associate ~xi with a probability, ρ
k
i , of belonging to each cluster,
1, ..., k, ...,K.
2. For each cluster, j = 1...K:
(a) Apply a dimensionality reduction approach Gj on all those ~xi where ρ
j
i ≥ γ.
(b) Train a suitable regressor, Rj , on all inputs in D after Gj has been applied, weighting
their contribution by their ρji .
is set to the prior probability for the kth Gaussian to have generated x˜, i.e. αk = p(k|D) =∑n
i=1 p(k|~xi).
The training of GMM therefore requires that suitable µk, Σk and αk of the K Gaussian
distributions are found for the sample data.
The most popular approach to ﬁtting these parameters is Expectation-Maximisation (EM).
Under the EM process we seek to ﬁnd the µk, Σk and αk that maximise the likelihood of the
GMM's parameters being correct. That is, where Θ = {µ1, ..., µk,Σ1, ...,Σk, α1, ..., αk}, we wish
to maxΘ L(Θ|D), which is equivalent to maxΘ p(D|Θ).
In our experimental studies of the framework to follow we employ GMM as our clustering
mechanism, with justiﬁcations to be given.
4.3.3 The method
Here we describe our novel ensemble framework. The framework depends on three core compo-
nent technologies:
1. A probabilistic clustering method.
2. A dimensionality reduction method.
3. A regression function which can be trained via a weighted training algorithm.
The conceptual framework of these is indicated in ﬁgure 4.1. The choice of technology for each
component will be problem dependent although later in this chapter we oﬀer some suggestions.
We generate our ensemble of experts as shown in algorithm listing 4.1.
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Algorithm 4.2 Estimation for an unseen sample ~x.
1. Cluster ~x using C acquiring ρk for k = 1...K.
2. Estimate the output for ~x as yˆ =
∑K
j=1 ρ
jRj(Gj(~x)).
This process will generate our expert regressors independent of each other, with the aim of
an ensemble of regression functions with de-correlated predictions and speciﬁc dimensionality-
reduction functions. Step 1 simply performs the splitting of our data based on each samples
design information. Step 2(a) will generate an embedding of reduced dimensionality for this
cluster. Step 2(b) creates each expert regressor function using all the data but weighting each
samples contribution by the probability that it belongs to this experts cluster.
The estimation for an unseen sample ~x is performed as shown in algorithm listing 4.2.
Summarised, the ensemble contains one probabilistic clustering algorithm operating on the
whole of D ⊆ S. This is done speciﬁcally with the aim of exploiting the known clusterable nature
of the data set. Using the clustering algorithm, the data can be weighted as belonging to each
of the clusters to some degree of probability.
For each cluster, a pairing of one dimensionality reduction function and one regression func-
tion, will be generated. These are generated such that they are speciﬁc to only the samples which
belong to that cluster with high probability.
Firstly, a simple threshold (e.g. γ = 0.9) restricts the samples which are used for each
cluster's dimensionality reduction function, Gj . This is a novel part of the framework because
this is precisely where we attempt to exploit the knowledge that Gj may diﬀer for diﬀerent
values of j, and that the resulting low-dimensional representation will be more useful than if a
representation based on the whole data set were used.
Secondly, the continuous probability values themselves can be used with the ensemble to
perform weighted sample training. This can vary between diﬀerent algorithms but the basic
notion is that through weighted sample training, the regression function Rj focuses more on
samples that belong to it, and less on other samples. This results in smoothing between clusters
as they all see the whole data set but focus particularly in the subspace encompassing their
cluster.
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The framework described bears striking similarity to the mixtures of experts approach [19,
142, 87], where individual neural networks specialise in a subset of the data. There are important
diﬀerences between the mixtures of experts approach and the framework described here though.
Firstly, mixtures of experts canonically use a gating function (usually a classiﬁcation network)
to select a single expert to estimate the output for a particular input. Our framework instead
combines the output of all of its expert regressors using a weighted sum that is derived from a
probabilistic clustering algorithm. Secondly, our framework features a separate dimensionality
reduction function for each expert regressor. This is a particularly novel component of the
framework described and it is not found in mixtures of experts.
It may seem obvious that the per-expert dimensionality reduction should be beneﬁcial for our
problem. Few pieces of research look into problems like ours where the data falls into clusters
for which the optimal reduced-dimensionality representation can diﬀer strongly for each of these
clusters. Thus, although it makes sense for our problem domain, it doesn't seem beneﬁcial
for most other problem domains. Because of this, it remains untested, and there has been no
framework described which explicitly incorporates expert regression functions with their own
specialised dimensionality reduction functions.
4.4 Empirical analysis of the ensemble framework
In this section we will set up our novel ensemble framework with a selection of technologies and
give justiﬁcations for these choices. We will then look at empirical results in terms of the four
performance scores of interest given in section 2.6. We then attempt to convince the reader of
the validity and signiﬁcance of our ﬁndings using some analyses of the framework. Finally we
evaluate the ensemble framework by the original aims.
4.4.1 Choice of three component technologies
We have aimed for an ensemble framework which makes few assumptions regarding the three
component technologies: clustering; regression function; and dimensionality reduction. Despite
this there are some modest restrictions on the clustering and regression function used.
In this section we will describe the technologies we used for each component with reasoning.
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Figure 4.1: Diagram of the framework architecture. Notation follows that in section 3.
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Clustering method
For our framework we are seeking a clustering technique for ﬁnding, unsupervised, the clusters
in our training data set. The algorithm chosen must be able to assign an input with probabilities
of belonging to each cluster.
As we seek a clustering mechanism capable of clustering the data set using probability assign-
ments, GMM seems like a logical choice. Although we should note that any clustering approach
can be made psuedo-probabilistic. K-means for example could assign probabilities based on
distances to each centroid over the summed distances to all centroids.
Other considerations to make include the expected shape of the clusters in the data set. Since
we generated the experimental data set to reﬂect a realistic data set containing design clusters
(i.e. clusters of: design class (hatchback, saloon etc); style groups; or designs resulting from
independent optimisation processes) we know that it contains clusters that follow combinations
of trivariate Gaussian distributions. Gaussian cluster shapes like these are an entirely plausible
property of a real data set and this rules out centroid approaches such as K-means for our
experimental data set. On the other hand, hierarchical and hybrid approaches can deal with
clusters of any shape (an L-shaped cluster for example). Such approaches are quite attractive
but as we are aware of the cluster shapes in our data set, GMM will suﬃce.
For any real-world implementation it could be argued that by breaking an L-shaped cluster
into two Gaussian clusters (as GMM would do) the design space would be further granularised,
aiding the regression ensemble's performance.
So for these reasons we chose GMM as our clustering component. Our ﬁndings were that
when the number of clusters K = 8, GMM was able to cluster the data set without error.
Regression function
When looking for a suitable machine learned regression function for our problem we considered
a number of `oﬀ-the-shelf' machine learning algorithms. Amongst them: MLP (the Multi-
Layer Perceptron single-layer Feed-forward Network) [47, 51, 75]; Linear Regression [29]; ELM,
the extreme learning machine [54]; E-SVM Regression, the Epsilon-Support Vector Machine
algorithm [129]; CaR-Tree, the classiﬁcation and regression-tree [18] ; and NN-Regression, the
nearest-neighbour regression algorithm.
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A major factor in the choice of regression function for use in the suggested framework is
its ability to accept sample weights during the model parameter ﬁtting process. We therefore
choose MLP for future experiments because: it is easily modiﬁed to accept sample weights
during training (through weighting of the error terms used in the backwards propagation); we
consider it to be exemplar of a reliable machine learning algorithm that is well researched and
understood; and in simple experimental comparisons with the other algorithms mentioned above
it had resulted in a regression function with good accuracy on the testing set.
Dimensionality reduction
The ﬁnal piece of the framework which is open to choice is the dimensionality reduction algorithm.
Such an algorithm must ultimately result in a function g : x˜→ x˜′ which can map an input x˜ ∈ Rd
into a lower-dimensional input x˜
′ ∈ Rd′ where d′ < d. The dimensionality reduction function g
is generally classed as either a ﬁltering or extraction method [31].
Principal Component Analysis (PCA) [65] is a simple and eﬀective extraction method. As
described in section 3.3, under PCA the covariance of all attributes is used to ﬁnd the eigen-
vectors describing the data set. By mapping the data onto the d
′
eigenvectors with the greatest
eigenvalues, PCA eﬀectively embeds the data in a representation which captures the greatest
variance in the data.
In trials PCA was shown to outperform manifold techniques such as ISOmap [134] and Locally
Linear Embedding [118] for DC . The sensitivity method suggested in [42] was also trialled but
resulted in representations too large to use.
4.4.2 Experimental studies using the ideal data set DC
For our experiments we divided the 1200 samples of automobile data set DC into 400 training
data and 800 testing data, with uniformly distributed selection (without replacement). For just
this chapter we use a split of 400:800 (instead of the 600:600 split seen elsewhere) in order to
better demonstrate that our suggested ensemble framework performs well for problems with
comparatively small data sets. We built each ensemble with eight MLP models (one MLP per
cluster found) using the same parameters given in section 3.7.2 and for the same reasons given
in that section. Convergence of each MLP was tested using a 120 sample validation subset taken
from the training data without replacement (leaving 280 samples for training).
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For each clusters PCA process we automatically selected the target dimensionality d
′
for each
cluster by setting it to select the ﬁrst d
′
eigenvectors whose eigenvalues summed up to >99% of
the sum of all eigenvalues (this results in representation that is compact enough to work with
with, but still large enough to include much of data variance).
The results for the framework using the aforementioned core components averaged over
1000 runs are given in table 4.1. These results have been tested for signiﬁcance using the
non-parametric Wilcoxon signed rank statistical test. A p value of 0.001 was used with the
HolmBonferroni method of performing multiple comparisons in order to determine whether hy-
potheses should be rejected or accepted. Comparisons were drawn with a selection of ensemble
techniques:
• Average-ensemble (simple averaging of eight independent regression function outputs).
• Bagging (using a bootstrap of 400 samples, selected with replacement) [15].
• Druckers AdaBoost [30].
• Random Forest [17].
• Negatively Correlated Learning (with two inner-iterations and λ = 0.7 as in [81]).
We see that for this problem the suggested framework performs best on average, achieving notably
better scores than all competitors. Looking at PPC, the score of most interest to us, we see that
it is almost at 0.9, while others are closer to 0.88.
Looking at the box-plot graphs of this data, in ﬁgures 4.2 and 4.3, we get a more solid
impression of the performance of the suggested framework. In the box-plots: the red line through
the middle indicates the position of the median sample; the box itself represents 50% coverage of
the data, with its lower and upper edges at the 25% and 75% quantile of the data respectively;
the maximum whisker/error-bar length is 1.5 times the height of the box (roughly equal to ±2.7σ
and 99.3% coverage); and all samples outside of these maximum whisker lengths are then plotted
as outliers (red crosses).
We see that the suggested framework performs best in terms of all the data shown in the
graphs. Notably, the outliers of Random Forest for the r2 are very strong and of the run
performed, these out perform the suggested framework. But the mere fact they are outliers casts
doubt on the performance of Random Forest.
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Focusing on the PPC box chart, we see that the lower quartile of the suggested framework's
data is above the upper quartile of all other methods tested. This is an encouraging result.
Druckers AdaBoost seems to perform poorly but this can be attributed to the limitation on
ensemble size (eight models) which doesn't allow a good Boosting ensemble to form. The other
ensemble methods tested all perform very similarly to one another.
In order to try and demonstrate the validity of these results we also test on two further splits
of the data (considering the ﬁrst split to be all the samples). Split two, containing clusters A,
F, G, and H is chosen as these designs are somewhat similar (see ﬁgure 3.6). The other clusters,
B, C, D and E form a third split. For both splits the 600 training data were divided into 200
training and 400 testing data, and the eight MLP models were reduced to four to match the
expected clusters in the data set. Results for these splits are in tables 4.2 and 4.3 respectively.
In these tables we see that the average performance of the suggested framework is better
than that of the comparative ensemble methods. The split represented in table 4.3 seems to
have contained data which was particularly diﬃcult to learn from or estimate for correctly. We
see that in this table Random Forest achieves a comparable average r2 score to the suggested
framework, while Druckers AdaBoost has particular trouble learning.
Studying the box plots in ﬁgures 4.4 through 4.5 we see that for the table 4.2 split of the data,
the suggested framework again exhibits good performance with its PPC score again showing a
lower quartile which is above the upper quartiles of all other approaches.
For the seemingly diﬃcult table 4.3 split of the data, in ﬁgures 4.6 and 4.7 we clearly see
that while the suggested framework generally performs best, it has produced some outliers which
distort the graphs considerably. This highlights a possible issue with the suggested framework: by
focusing regression functions on individual clusters we eﬀectively make each regression function
more susceptible to outliers in the data set.
Despite this, we reiterate that our approach is a more transparent modelling approach than
that of the other `black box approaches' such as Random Forest: a very complicated modelling
structure which is challenging to understand from the outside. The suggested framework is
an example of a far more transparent approach, which may instil conﬁdence in designers and
engineers alike, with each ensemble-member having a logical meaning. In the case where one of
the regressors has been substantially aﬀected by outliers (as is the case in table 4.3), it would
be reasonable to remove that regressor or supply it with more training data local to its cluster.
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Averages MSE r2 PCE PPC
Average-ensemble 0.144 0.857 0.517 0.887
Bagging 0.145 0.856 0.517 0.887
Druckers AdaBoost 0.169 0.834 0.603 0.876
Random Forest 0.152 0.859 0.541 0.885
NCL 0.142 0.859 0.509 0.889
Suggested framework 0.119 0.882 0.426 0.898
Table 4.1: Performance on split one of data: all 1200 samples. Bold indicates the best score for
that particular test. All results have been statistically tested and found to be signiﬁcant using a
combination of Wilcoxon signed rank tests and the HolmBonferroni method with p = 0.001.
Averages MSE r2 PCE PPC
Average-ensemble 0.118 0.884 0.586 0.905
Bagging 0.120 0.882 0.595 0.904
AdaBoost 0.136 0.867 0.688 0.896
Random Forest 0.137 0.889 0.671 0.899
NCL 0.137 0.866 0.683 0.896
Suggested framework 0.096 0.906 0.479 0.916
Table 4.2: Performance on split two of the data, Clusters AFGH. Bold indicates the best perfor-
mance for that score. All results have been statistically tested and found to be signiﬁcant using
a combination of Wilcoxon signed rank tests and the HolmBonferroni method with p = 0.001.
`Black box' methods do not allow this.
4.4.3 Analysis of the framework's performance on the ideal data set DC
In this subsection we run some further experiments to look at the functioning of the ensemble
framework for the experimental data set.
Averages MSE r2 PCE PPC
Average-ensemble 0.263 0.740 0.905 0.844
Bagging 0.270 0.734 0.930 0.842
Druckers AdaBoost 0.342 0.672 1.173 0.819
Random Forest 0.261 0.767 0.887 0.848
NCL 0.280 0.726 0.964 0.838
Suggested framework 0.237 0.768 0.811 0.856
Table 4.3: Performance on split three of the data, clusters BCDE. Bold indicates the best
performance for that score. All results have been statistically tested and found to be signiﬁcant
using a combination of Wilcoxon signed rank tests and the HolmBonferroni method with p =
0.001.
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Figure 4.2: Box charts for MSE and r2 scores to accompany the data in table 4.1.
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Figure 4.3: Box charts for PCE and PPC scores to accompany the data in table 4.1.
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Figure 4.4: Box charts for MSE and r2 scores to accompany the data in table 4.2.
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Figure 4.5: Box charts for PCE and PPC scores to accompany the data in table 4.2.
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Figure 4.6: Box charts for MSE and r2 scores to accompany the data in table 4.3.
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Figure 4.7: Box charts for PCE and PPC scores to accompany the data in table 4.3.
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Averages Models MSE r2 PCE PPC
Suggested framework 8 0.133 0.868 0.481 0.894
Table 4.4: Performance of the ensemble framework where γ = 0.
The eﬀect of per cluster dimensionality reduction
We have seen that our novel ensemble framework performs better than other ensemble frameworks
for this task. Throughout, we have suggested that this is due to a particularly novel component:
dimensionality reduction applied to each cluster individually.
We then wonder, are the performance beneﬁts really enhanced by this feature or is having
a regressor for each cluster mostly responsible for this? In order to answer this we set up an
experiment where the candidacy-threshold γ = 0, meaning that dimensionality reduction (here
PCA) for each cluster was identical (as it would include all candidates, all samples in D, in its
dimensionality reduction). The experiment was otherwise identical to the experiment producing
results in table 4.1.
The result from this experiment are in table 4.4. By comparing table 4.4 to table 4.1 we
can see that both of these components have a positive eﬀect, but that most of performance
improvement must be due to the cluster-speciﬁc dimensionality reduction.
Diﬀerences between each cluster's dimensionality reduction
If we look at table 3.1, we see a variation in the number of frozen FFD control-point groups
per design cluster. Since we implemented an automated selection of target dimensionality in the
PCA process of section 4.4.2 experiments, we expect variation between the selected target dimen-
sionality for each cluster, which should correlate with the frozen FFD control-point groups. I.e.
for a cluster with more frozen FFD control-point groups, we expect a lower target dimensionality
to be chosen (since fewer parameters are free).
Running the same experiments as those in table 4.1, table 4.5 shows the average selected
target dimensionality (with standard deviation) chosen for each cluster. A correlation can indeed
be observed, reinforcing our belief in the underlying function of the ensemble framework.
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Cluster Avg dimensionality [std-dev] Free CP-groups
A 7.101 [0.469] 7
B 5.81 [1.087] 6
C 6.81 [1.039] 8
D 5.481 [0.782] 7
E 4.19 [0.893] 6
F 6.747 [0.967] 9
G 3.899 [0.810] 4
H 7.848 [0.833] 9
Whole data 6.25 [0.73] 11
Table 4.5: Dimensionality after PCA for each cluster found (averaged over 100 runs with standard
deviation (`std-dev') given in square brackets). The number of free control-point groups is given
for each class for comparison.
Diﬀerences between clusters in terms of functional performance
One of the beneﬁts of the suggested framework is that it clearly partitions the design space in
a human-perceptible way. For a number of engineering problems, including the one described in
this chapter, we ﬁnd that this is very useful because the relationships between input attributes
and the functional performance vary quite strongly in the space of possible designs.
In order to demonstrate this, we look for an attribute in two clusters of our experimental
data set which behave in very diﬀerent ways owing to the subspace of possible designs which the
clusters inhabit. We were able to identify a single attribute in clusters D and G which behaved
in an interesting manner.
Examples of clusters D and G are repeated in ﬁgure 4.8 and a red dot on the image illustrates
the location of the point containing this attribute. This attribute represented the y-coordinate of
a point on the side. For cluster D, it emerged that increasing this attribute (bringing the red dot
closer to the camera in the side view) caused the automobile's drag to decrease (from -0.0745716
normalised drag value with a change of -0.2 meters to -1.06294 +0.2 meters). Conversely, for
cluster G, the same change would cause the automobile's drag to increase (from 0.256261 to
0.804465 respectively).
This simple demonstration shows how the clustering of data set in order to partition the
design space can allow for easier identiﬁcation of rules which can be used both in improving a
regression function, and for imparting knowledge on a human designer.
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Figure 4.8: Clusters D and G. The red spot along the side just below the wing mirror illustrates
the location on the surface of the interesting attribute.
Utility for the designer
When this system is available to the designer they have available a system which can quickly
determine similar designs according to its clustering algorithm. Then the system can be used,
rather than as an assessment tool, for:
• looking at the attributes with most variance in clusters similar to a design of interest in
order to help the designer consider popular modiﬁcations for this design.
• analysing the relationship between design attributes and the output for a particular design
cluster with little extra eﬀort.
For example, if we create a new sample by ~C = 0.5( ~A) + 0.5( ~B) where A and B are two samples
in diﬀerent clusters, then we have created a sample which doesn't totally fall into either of A's
or B's cluster. Doing this with a sample from cluster B and another from cluster C resulted in a
design which was clustered into cluster F with probability 0.809 and cluster H with probability
0.191. If this design had been the designer's initial impression then they could look at clusters F
and H (with more emphasis on F) and consider the sort of design changes that are popular for
these design clusters.
If then the designer was required to improve the functional performance of the design, they
could use the models associated with F and H (again, with more emphasis on F) in order to
rank attributes by the sensitivity of the functional performance towards these. They may ﬁnd
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surprising options emerge which improve the designs performance while having little eﬀect on
the subjective aesthetic quality of the design.
4.4.4 Evaluation of the ensemble framework by the original aims
In this section we refer to the original aims listed in section 4.3.1:
Has good generalisation across a large space of possible designs
This is partly dealt with through use of an ensemble to improve generalisation. In particular
though, we also deal with this by forcing each expert regressor to become specialist in a particular
sub-space of this large space of possible designs.
Incorporates multiple low-dimensional representations of the data (through multiple
dimensionality reduction mapping functions)
This is key to the framework and explicitly performed.
Focuses constituent regression functions on individual subspaces of the design space
based on the geometric similarity of designs in the data set
This is also key to the framework. The geometric similarity is calculated by the probabilistic
clustering algorithm, and an expert regressor is built for each cluster.
Can interpolate smoothly between the subspaces
The use of a probabilistic clustering function, assigning probabilities to each cluster (and their
expert) which must always sum to one, enables this property.
Is internally modularised in a meaningful way to enable designer utility and promote
trust
Geometric similarity of engineering surface designs is a property that can be seen and understood
by a human designer. That designs in a cluster behave more similarly than those outside is
also intuitive for a human designer. In creating per-cluster expert regressors, with their own
optimised representations, the ensemble framework attempts to tackle the problem in a way that
the designer knows what is going on internally. As thus, this property is met.
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4.5 Conclusion
4.5.1 Summary
This chapter looked at the task of learning a regression function which can be integrated into
the engineering surface design software, using a historically accumulated data set of previously
interesting surface designs.
This class of problem is therefore unusual as the training data set contains results from
discrete design processes, taken from a large design space. The data set covers only a narrow
subspace of this large design space, non-uniformly, and through this it contains knowledge re-
garding interesting subspaces of the design space. Further, the input attributes across this data
set aﬀect performance in a non-linear manner, such that their eﬀect varies strongly across the
design space, and the variance and covariance of the data is considerably diﬀerent in diﬀerent
sub-spaces of the design space.
We presented a novel ensemble framework for generating a regression function suitable to
this problem. Our framework uses the prior engineering knowledge about the problem and the
training data to ﬁnd interesting subspaces of the design space through the training set and to
improve accuracy by allowing individual design space regions their own low-dimensional mapping.
It also has the added beneﬁt of being transparent and easier to conceptualise, potentially being
of greater utility to designers than typical black-box approaches such as Random Forest.
We tested our novel ensemble framework using the `ideal' experimental automobile data set
DC . In comparison with other popular ensemble frameworks, our novel framework performed
tended to perform better for this regression problem, especially in terms of the PPC score which
is especially relevant to our problem.
We also tried to demonstrate that our framework performs as suggested through analysis of its
functioning on set tasks. We demonstrated the positive eﬀect of the particularly novel calculation
of cluster-speciﬁc dimensionality reduction functions, and further demonstrated that performing
this was important through analysis of each cluster's dimensionality reduction function.
4.5.2 Novel contributions
The major contributions of this chapter include a novel ensemble framework for generating a
regression function suitable to the problem central to this thesis; a demonstration on an experi-
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mental data set which exhibits these properties, showing the beneﬁts of the ensemble framework;
analysis of the framework; and proof that this framework is less of a black box and thus could
be of greater utility to a human designer.
4.5.3 Future work
Future research may look at the qualitative and/or quantitative beneﬁt of using this regression
framework in the real-world engineering design process. Another direction may focus on merging
clusters according to some functional similarity (e.g. the dimensionality reduction function is
very similar). This would simplify the ensemble while strengthening the sample support for the
resulting merged cluster, potentially improving its accuracy.
Already mentioned is that the historical data set we would be working with contains knowl-
edge about designs which were previously interesting to designers. This spares us having to
generate data using an automated design of experiments methodology, which would likely sam-
ple from regions of the design space which contain uninteresting designs. The topic of active
learning looks at strengthening a learned algorithm after it has been generated, using new data
as it is generated. As mentioned, the ensemble framework utilises the knowledge in the training
data set in order to determine the interesting subspaces of the large design space. We can use
this extracted knowledge (i.e. the clusters) along with their individual low-dimensional mapping
functions, in order to generate new data which may be of greater use to online learning for this
ensemble framework.
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Chapter 5
A Complete System for
Performance Estimation of Surface
Designs
So far in this thesis we have tackled two constituent challenges in creating our functional perfor-
mance estimation system: the preparation of our accumulated data set; and building an ensemble
regression function with improved performance for this data set. In this chapter we consider how
to combine these independently developed technologies, suggesting multiple methods of using
dimensionality reduction in between the two sub-systems.
This chapter aims to suggest and evaluate methods of combining the novel solutions of chap-
ters 3 and 4 in creation of a complete system for solving the problem of estimating functional
performance based on engineering surface design data. Thus, this chapter will assume that we
are working with the realistic automobile data set DR, and the spheres data set DS .
The complete system will be analysed empirically using the performance scores developed in
section 2.6 in order to assess its suitability for the task. We will also discuss ways this functional
performance estimation system could be integrated into the aesthetic design process.
5.1 Problem introduction
In this thesis we have presented a challenging task found in real world engineering, dividing this
single task into two challenging sub-problems. We have then put forward novel solutions for each
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of these two sub-problems, which have been analysed, solved and experimented with in isolation.
We are then faced with the question of how best to combine these two sub-systems to create
a complete functional performance estimation system for solving the core problem behind this
thesis. This is a non-trivial task as there are reasons why we may want to perform a layer of
dimensionality reduction in between the two independent systems:
1. We may wish to reduce the computational burden for the ensemble framework.
2. We may wish to reduce the eﬀects of the curse of dimensionality on the ensemble framework.
3. We may have reasons to believe that totally diﬀerent dimensionality reduction methods
will be optimal for the clustering and regression tasks in the ensemble framework.
The question arises: what diﬀerent methods are there, and which might perform best?
5.2 Combining KGrid with the ensemble framework
In this section we will begin by listing the aims of a complete system and then suggest several
ways in which the two systems may be combined with (or without) a layer of dimensionality
reduction in between.
5.2.1 Aims of a complete system
Our original motivation was to improve the convergence rate of engineering design processes
where both quantitative and qualitative optimisations are sought. In particular, we noted that
qualitative performance, being human subjective, must be optimised by a human hand (as is the
case with aesthetic quality). At the same time, quantitative objectives (such as functional per-
formance scores like aerodynamic drag) are also being maintained and improved. The qualitative
objectives, being optimised by human hand, could often have negative impacts on the quanti-
tative objectives. In order to mitigate this risk, we consider the integration of some functional
performance estimation system in the aesthetic design process.
In this thesis we focused on the implementation of this functional performance estimation
function, suggesting that it could learn from the data set of historically accumulated and previ-
ously interesting engineering surface designs and their known functional performance scores.
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Thus, our complete system should be able to take such a data set of surface designs with
diverse surface design representations (such as the STLs inDR andDS) coupled with their known
functional performance scores, and generate a functional performance estimation function with
the following properties:
• Must generalise well to future previously unseen designs in varied and previously unseen
representations, allowing their functional performance estimates to be output.
• Must deal well with a very large representation for which it is hard to ﬁnd a representation
that balances compactness and completeness well.
• Must generalise well based on a relatively small training data set taken non-uniformly from
a large design space, despite having a very large representation.
• Need not be particularly accurate in a single subspace of designs, but rather be fairly
accurate throughout the space of possible designs, and highly accurate in multiple areas of
interest from an aesthetic design perspective (determined from the training data set).
• Must be able to take any surface design and quickly (seconds) calculate an estimate of that
surface designs functional performance score.
• Oﬀers the human designer potential utility.
5.2.2 Methods of forming a complete system
In this section we will talk about methods of combining KGrid from chapter 3 with the ensemble
framework of chapter 4, to form a complete system for functional performance estimation of
engineering surface designs. Please note, that although dimensionality reduction happens inside
each expert regressor of the ensemble framework, KGrid is a necessary ﬁrst step in the system.
This is because if we are to use the suggested ensemble framework with DR or DS , then clearly
the samples must be pre-processed such that they can be used by the probabilistic clustering
algorithm of the ensemble framework. With this constraint, we can suggest the following ways
of combining both sub-systems into a single complete system:
1. KGrid converts the data into a uniﬁed representation DU with dimensionality dU . The
ensemble framework (which involves performing per-cluster dimensionality reduction) can
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then be used with DU but the probabilistic clustering central to the ensemble framework
may perform very slowly owing to the large dU .
2. KGrid converts the data into a uniﬁed representation DU with dimensionality dU . We
then apply a stronger dimensionality reduction gV to D
U that reduces the dimensionality
from dU to dV  dU (but still large enough to be a very complete representation of DU ) as
data set DV . The ensemble framework (which involves performing additional per-cluster
dimensionality reduction) can then be used with DV . This adds the computational burden
of ﬁtting a dimensionality reduction function gV but reduces computational burden in the
ensemble framework.
3. KGrid converts the data into a uniﬁed representation DU with dimensionality dU . We
then apply a stronger dimensionality reduction gV to D
U that reduces the dimensionality
from dU to dV  dU (but still large enough to be a very complete representation of DU )
as data set DV . The ensemble framework then uses DV just for clustering the data, but
then performs its per-cluster dimensionality reduction and regression on data set DU . This
also adds the computational burden of ﬁtting a dimensionality reduction function gV but
reduces computational burden only during clustering in the ensemble framework.
4. KGrid converts the data into a uniﬁed representation DU with dimensionality dU . We
then apply a stronger dimensionality reduction gV to D
U that reduces the dimensionality
from dU to dV  dU as data set DV . We then apply a stronger dimensionality reduction
gW to D
U that reduces the dimensionality from dU to dW  dU as data set DW . The
ensemble framework then uses DV for clustering the data, but then performs per-cluster
dimensionality on DW . This adds the computational burden of ﬁtting a dimensionality
reduction functions gV and gW but reduces computational burden optimally in the ensemble
framework for both cluster and regression.
Each of these four approaches is illustrated diagrammatically in ﬁgure 5.1 to help aid conceptual
distinction.
It is important to understand that before the completed system can be used, it must complete
an initial setup process such that the ensemble and dimensionality reduction functions are trained
and ready to receive data.
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The suggested ensemble framework requires speciﬁcation of:
1. Training data.
2. A probabilistic clustering algorithm and a number of clusters to ﬁnd (assuming these will
not be automatically derived).
3. A base regressor learning algorithm and its parameters.
4. A per-cluster dimensionality reduction learning function and its parameters.
Clearly each of these is arguably problem speciﬁc (refer to comments on choice of these com-
ponents in chapter 4.4.1). Of particular importance to the creation of one of these combined
systems is how one chooses the dimensionality reduction functions, as there exist multiple levels
of dimensionality reduction in the four combinations methods suggested above. The reasons
why multiple representations may be beneﬁcial for each combinations is tied closely to the di-
mensionality reduction method to be chosen. For each suggested combination option above,
respectively:
1. Here we only have each cluster's dimensionality reduction function gi2 for mapping D
U to
Di (for 1...i...K clusters) and so this need only be good for per-cluster regression purposes.
2. Here we ﬁrst want a balanced dimensionality reduction function g1 for mapping D
U to
DV which is suitable to clustering and forming Di from. Then we need a dimensionality
reduction function gi2 for forming each D
i (for 1...i...K clusters) from DV .
3. Similar to option 2, but now g1 can be specialised for forming a representation of D
U
suitable for clustering the data while gi2 must be able to form each D
i from DU .
4. Similar to option 3, but with an additional choice of dimensionality reduction g1′ for gener-
ating DW . Clearly g1 need only be suitable for forming a representation of D
U speciﬁcally
for clustering the data, while g1′ needs to be chosen optimally for forming a representation
of DU suitable for each cluster's gi2 function (which leads onto regression).
KGrid is a non-stochastic process and so does not necessarily require an initialisation phase (but
note, ﬁnding the initial grid dimensions or some form of grid optimisation can be considered part
of the system initialisation phase).
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We now take a closer look at each of the four suggestion combination methods, making a bit
clearer the unique properties of each and their advantages and disadvantages.
Option one: no dimensionality reduction between KGrid and the ensemble frame-
work
Under this approach we have 2 + K diﬀerent representations of the data set: DR/DS , DU and
Di for i = 1...K (where K is the number of clusters in the ensemble framework).
The system setup process for option one is presented in algorithm listing 5.1. Clearly, once
the system has been setup, an unseen input to be assessed by this system must pass through the
same representation conversion process. This entails the process listed in algorithm listing 5.2.
Advantages of this approach:
• Each cluster receives a very complete representation of the data and is better able to ﬁnd
its own optimal dimensionality reduction mapping.
• Assessment of an unseen input only requires K applications of dimensionality reduction
(compare this with the other options coming up).
Disadvantages of this approach:
• Clustering is performed on a very high-dimensional representation and thus could take
some time without prior dimensionality reduction.
• A large amount of computational eﬀort is required when (i) ﬁtting a dimensionality re-
duction function for each cluster and (ii) converting an unseen xU into each cluster's low-
dimensional representation.
Option two: a single dimensionality reduction between KGrid and the ensemble
framework
Under this approach we have 3 +K diﬀerent representations of the data set: DR/DS , DU , DV
and Di for i = 1...K (where K is the number of clusters in the ensemble framework).
The system setup process is presented in algorithm listing 5.3. The process of assessing a
previously unseen input is listed in algorithm listing 5.4. Advantages of this approach:
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Figure 5.1: Diagrammatic representation of each of the four options: (a) option one; (b) option
two; (c) option three; and (d) option four.
Algorithm 5.1 Option one system initialisation phase.
1. Given the training data D consisting of N samples, suggested framework parameters (K,
and regressor parameters), and the KGrid parameter τ .
2. Setup KGrid with the given τ value, taking the min and max in each axis from analysis of
the data set (plus the recommended ε padding).
3. Use the KGrid to generate data set DU of standardised K-Grid representations.
4. Train a suggested framework fˆens ensemble using D
U , and the given suggested framework
parameters.
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Algorithm 5.2 Option one assessment of a previously unseen input.
1. Given unseen input x.
2. Generate the KGrid representation xU .
3. Output the estimate fˆens(x
U ).
Algorithm 5.3 Option two system initialisation phase.
1. Given the training data D consisting of N samples, suggested framework parameters (K,
and regressor parameters), and the KGrid parameter τ .
2. Setup KGrid with the given τ value, taking the min and max in each axis from analysis of
the data set (plus the recommended ε padding).
3. Use the KGrid to generate data set DU of standardised K-Grid representations.
4. Perform dimensionality reduction on DU giving DV .
5. Train a suggested framework fˆens ensemble using D
V , and the given suggested framework
parameters.
• The ensemble framework must only operate on a lower-dimensionality version of the data,
for both clustering and per-cluster dimensionality reduction, saving computational eﬀort.
Disadvantages of this approach:
• Requires that an unseen input x be converted into representation xV , which could be costly.
• Assessment of an unseen input requires K + 1 applications of dimensionality reduction.
• Adds more computational burden to setup when ﬁtting the g : DU → DV dimensionality
reduction function.
Algorithm 5.4 Option two assessment of a previously unseen input.
1. Given unseen input x.
2. Generate the KGrid representation xU .
3. Generate a low-dimensional representation of xU , xV .
4. Output the estimate fˆens(x
V ).
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Algorithm 5.5 Option three system initialisation phase.
1. Given the training data D consisting of N samples, suggested framework parameters (K,
and regressor parameters), and the KGrid parameter τ .
2. Setup KGrid with the given τ value, taking the min and max in each axis from analysis of
the data set (plus the recommended ε padding).
3. Use the KGrid to generate data set DU of standardised K-Grid representations.
4. Perform dimensionality reduction on DU giving DV (a representation speciﬁcally for clus-
tering).
5. Train a suggested framework fˆens ensemble using D
V and DU , using DV for clustering,
DU as a pre-regression representation, with the given ensemble framework parameters.
Option three: a single dimensionality reduction is applied to the KGrid output but
only used for clustering in the ensemble framework, the output of KGrid is used for
regression
Under this approach we have 3 +K diﬀerent representations of the data set: DR/DS , DU , DV
and Di for i = 1...K (where K is the number of clusters in the ensemble framework).
The system setup process is presented in algorithm listing 5.5. The process of assessing a
previously unseen input is listed in algorithm listing 5.6. Advantages of this approach:
• The ensemble framework must only operate on a lower-dimensionality version of the data
for clustering, saving computational eﬀort.
• DV can be generated such that it is eﬀective for probabilistic clustering (i.e. its potential
for regression is unimportant). For example, DV could be generated via ISOmap, giving
the human designer a readily available human-interpretable view of the design space.
Disadvantages of this approach:
• Requires that each unseen input be converted into representation xV , which could be costly.
• Assessment of an unseen input requires K + 1 applications of dimensionality reduction.
• Requires the suggested framework to be modiﬁed to accommodate DV and DU .
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Algorithm 5.6 Option three assessment of a previously unseen input.
1. Given unseen input x.
2. Generate the KGrid representation xU .
3. Generate a low-dimensional representation of xU , xV .
4. Output the estimate fˆens(x
U , xV ).
Option four: two dimensionality reduction functions are applied to the KGrid out-
put, one for the clustering in the framework, and the other for regression
Under this approach we have 4 +K diﬀerent representations of the data set: DR/DS , DU , DV ,
DW and Di for i = 1...K (where K is the number of clusters in the ensemble framework).
The system setup process is presented in algorithm listing 5.7. The process of assessing a
previously unseen input is listed in algorithm listing 5.8. Advantages of this approach:
• The ensemble framework must only operate on a lower-dimensionality version of the data,
for both clustering and per-cluster dimensionality reduction, saving computational eﬀort.
• DV can be generated such that it is eﬀective for probabilistic clustering (i.e. its potential
for regression is unimportant). For example, DV could be generated via ISOmap, giving
the human designer a readily available human-interpretable view of the design space and
also being optimal for clustering, but may not be the best choice for learning regression
functions from.
• DW can be generated such that it is eﬀective for regression (i.e. its potential for proba-
bilistic clustering is unimportant). For example, DW could be generated via PCA, which
acts as a good form of compression but is not human-readable and may not be the best
choice for clustering the data set).
Disadvantages of this approach:
• Requires that each unseen input be converted into representation xV and xW , which could
be costly.
• Assessment of an unseen input requires K + 2 applications of dimensionality reduction.
• Requires the suggested framework to be modiﬁed to accommodate DV and DW .
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Algorithm 5.7 Option 4 system initialisation phase.
1. Given the training data D consisting of N samples, suggested framework parameters (K,
and regressor parameters), and the KGrid parameter τ .
2. Setup KGrid with the given τ value, taking the min and max in each axis from analysis of
the data set (plus the recommended ε padding).
3. Use the KGrid to generate data set DU of standardised K-Grid representations.
4. Perform dimensionality reduction on DU giving DV (a representation speciﬁcally for clus-
tering).
5. Perform dimensionality reduction on DU giving DW (a representation speciﬁcally for pre-
regression dimensionality reduction).
6. Train a suggested framework fˆens ensemble using D
V and DW , using DV for clustering,
DW as a pre-regression representation, with the given ensemble framework parameters.
Algorithm 5.8 Option 4 assessment of a previously unseen input.
1. Given unseen input x.
2. Generate the KGrid representation xU .
3. Generate a low-dimensional representation of xU , xV .
4. Generate a low-dimensional representation of xU , xW .
5. Output the estimate fˆens(x
W , xV ).
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5.3 Empirical analysis of the suggested systems
As there does not currently exist a single system for dealing with this problem we cannot make
comparisons against such a system. Instead, we can empirically test the four suggested frame-
works above and make comparisons between them. Although the automobile data set DR is
most relevant for these tests, we also test the options 2 and 4 using the spheres data set DS to
see if the ISOmap continues to outperform PCA for the bump problem (we omit option 1 and
3 as DS is a higher-dimensional data set and so it is computationally prohibitive to test any
approach without dimensionality reduction - see paragraph two of summary subsection 5.3.5).
For each experiment we used a very similar setup to previous experiments in this thesis:
• As in chapter 3, KGrid was setup with τ = 30 and τ = 130 for DR and DS experiments
respectively.
• Probabilistic clustering was again chosen for the suggested ensemble framework.
 The number of clusters K was set to 8 for DR, and 3 for Ds.
• MLP was chosen as the base regressor for each cluster in the ensemble framework, with
the same parameters as in previous chapters (and for the same reasons):
 Three hidden neurons per MLP.
 Back-propogation plus was again used for training the MLP weights.
• As in chapter 3, the DR data set was divided into 600 testing and 600 training data and
for the same reasons.
 150 training samples taken at random and without replacement to form a validation
set used for testing convergence.
• Similarly the DS data set was split into 225 testing and 225 training data.
 56 training samples taken at random and without replacement to form a validation
set used for testing convergence.
• For the same reasons given in chapter 3, 1000 runs were always performed and results were
tested for signiﬁcance using the non-parametric Wilcoxon signed rank statistical test.
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gi2 MSE r
2 PCE PPC
PCA 0.333 0.677 1.202 0.832
ISOmap 0.449 0.563 1.627 0.784
Table 5.1: Empirical results for the system without dimensionality reduction (option 1) using
the automobile data set.
• The performance of a regression function was measured according to the scores MSE, r2,
PCE and PPC as described in section 2.6.
• For the per-cluster dimensionality reduction functions, PCA again chooses the number of
components based on the sum of the eigenvalues (i.e. selecting the ﬁrst d¯ eigenvalues which
sum up to >99% of the entire eigenvalue sum) for the same reasons as given in section 4.4.2.
• For all uses of ISOmap with DR, k = 5 for the same reasons as those given in chapter
3. Similarly, when used with DS , k = 2 was used. ISOmap's shortest-path graph was
found incorporating the same cluster bridging technique as that was used in chapter 3's
experiments.
5.3.1 Option one experiment (no dimensionality reduction)
The ﬁrst approach is the simplest to set up and requires no modiﬁcation of the ensemble frame-
work. We test each method, ISOmap and PCA, for the role of gi2 using only the automobile data
set DR (for reasons given in the introductory paragraph of this section).
The average scores over 1000 runs, shown in table 5.1, represent the worst scores that either
of the approaches produces. The distribution of these results have been compared with the
other approaches using the non-parametric Wilcoxon Signed-Rank test, producing p-values of
p < 0.0001.
We note that PCA outperforms ISOmap as the dimensionality reduction method within each
cluster of the ensemble framework. This holds for all the comparisons we make in this chapter,
again with p-values of p < 0.0001 according to the non-parametric Wilcoxon Signed-Rank test.
As mentioned in chapter 3, where this is also the case, this is most likely due to D (and thus
DR) not containing the sort of variations for which we imagine ISOmap would outperform PCA.
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5.3.2 Option two experiment (with dimensionality reduction)
The second approach is also quite simple to set up and again requires no modiﬁcation of the
suggested ensemble framework. It does, though, require the selection of some dimensionality
reduction, g1 (which we test with each method, PCA and ISOmap). We set the reduced dimen-
sionality of g1's output to be 50, which should be large enough to form a complete representation,
but small enough that the compactness is beneﬁcial to machine learning processes. We will test
both DR and the spheres data set DS .
In table 5.2 we can see the average scores over 1000 runs for this approach using DR. Using
the non-parametric Wilcoxon Signed-Rank test, we conclude (to p < 0.0001) that the extra
layer of dimensionality reduction between KGrid and the ensemble framework improves accuracy
substantially against the option one framework. Similarly (and also to p < 0.0001) we can
conclude that PCA is also a better option for g1 in all cases.
Results generated using the spheres data set DS are presented in table 5.3. The diﬀerences
between each pair of rows are signiﬁcant to p < 0001. The ﬁrst thing we notice is that all three
accuracy scores are very poor, while the ranking metric, PPC, is fairly good. This consistently
happens throughout this section, to varying degrees, and appears to be an artefact of the data
set: each cluster contains samples that can be ranked linearly (depending on the location of the
bump). Now, the training and validation sets are chosen with uniform distribution, but they
may still sample poorly at the two extremes of the bumps position (in which case samples from
the two extremes will be found in the testing set instead). The result is `extreme' numbers being
returned by the regression functions at these (`out of bounds') points. Despite this, these extreme
numbers are usually in the correct `direction' (i.e. the most extreme samples in the training set
extrapolate in the correct direction) and so the PPC score doesn't suﬀer badly.
Given that this data set contains the bump problem, we see that the best results are found
where ISOmap has been used to generate the low-dimensional representation of the data set. We
further see that use of PCA for each expert regressor in the ensemble framework, gi2, results in
better performance (regardless of what approach is chosen for g1). These results are expected:
where PCA is used for g1 the representation is too poor for the ensemble framework to use
eﬀectively, while ISOmap results in a useful representation. Within the framework, despite
performing well, ISOmap loses out to PCA for the job of gi2. This is because in the case where
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g1 g
i
2 MSE r
2 PCE PPC
PCA
PCA 0.124 0.877 0.451 0.9
ISOmap 0.187 0.819 0.676 0.871
ISOmap
PCA 0.164 0.837 0.592 0.877
ISOmap 0.195 0.81 0.704 0.865
Table 5.2: Empirical results for the system with dimensionality reduction (option 2) using the
automobile data set.
g1 g
i
2 MSE r
2 PCE PPC
PCA
PCA 5.208 0.249 35.28 0.788
ISOmap 6.144 0.255 41.43 0.724
ISOmap
PCA 3.312 0.731 22.34 0.844
ISOmap 1.271 0.501 8.587 0.801
Table 5.3: Empirical results for the system with dimensionality reduction (option 2) using the
spheres data set.
PCA was used for g1 the data is too poor for ISOmap to work with, and where ISOmap has
been used for g1, PCA managed to leverage its own advantages upon those of ISOmap: a second
layer of ISOmap did not add anything to the data in comparison.
5.3.3 Option three experiment (with dimensionality reduction for clustering
only)
The third approach requires some slight modiﬁcation of the ensemble framework. Under the third
approach, g1 is used to generate a representation of D
U , DV designed speciﬁcally for clustering.
Then each cluster's gi2 is applied to D
U . We set the reduced dimensionality of g1's output to
be 20 in all cases under the understanding that less information is needed to successfully cluster
this data. This time only DR will be tested for the reasons given in this sections introductory
paragraph.
In table 5.4 we see that where PCA has been used as g1, the performance has dropped slightly
against the results in table 5.2 (although is still substantially better than the results in table
5.1). The p-value for these comparisons were all p < 0.0001.
On the other hand, where ISOmap has been used as g1, the average appears to have im-
proved. Indeed, where PCA is then used as gi2 , the improvement over option two is shown to be
statistically signiﬁcant to p < 0.0001, while where ISOmap was then used as gi2 , the signiﬁcance
is shown to be p < 0.01. This could be attributed to the ISOmap representation being easier
to cluster (recall ﬁgures 3.27 and 3.28 in chapter 3 which showed the clusters being more easily
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g1 g
i
2 MSE r
2 PCE PPC
PCA
PCA 0.155 0.848 0.561 0.883
ISOmap 0.201 0.803 0.727 0.864
ISOmap
PCA 0.16 0.844 0.579 0.881
ISOmap 0.201 0.802 0.727 0.864
Table 5.4: Empirical results for the system with dimensionality reduction for clustering only
(option 3) using the automobile data set.
distinguished under ISOmap than PCA).
5.3.4 Option four experiment (two separate dimensionality reductions)
The fourth approach requires some slight modiﬁcation of the ensemble framework. Under the
fourth approach, g1 is used to generate a representation of D
U , DV designed speciﬁcally for
clustering. Next, a representation of DU , DW , is generated via g1′ speciﬁcally for regression.
Each cluster's gi2 is applied to D
U while the training and estimation of performance is applied
to DW . The dimensionality of the representation output by g1 is set to 20 (again, this should
be enough for clustering). The dimensionality of the representation output by g1′ is set to 100
(which should be large enough to form a complete representation, but small enough that the
compactness is beneﬁcial to machine learning processes).
The results for this are in table 5.5. Looking at all cases where gi2 is performed using PCA,
the ﬁgures are very similar whichever approach was used for g1 with a small improvement where
PCA was used (statistical signiﬁcance calculated as p < 0.01). On the other hand, the approach
used for g1′ played a stronger role in these cases (signiﬁcance as p < 0.0001).
Then considering the results where gi2 is performed using ISOmap, we see no statistically
signiﬁcant diﬀerence between g1 implementations (p = 0.2891 and p = 0.1074 where g1′ is PCA
and ISOmap respectively). Seemingly PCA is deﬁnitely the better option for g1′ , with statistical
signiﬁcance of p < 0.0001 for all comparisons.
In table 5.6 we see the results for this experiments when using the spheres data set. As in
table 5.3 we see that some poor accuracy scores, but in general, there is a marked improvement.
Interestingly, we again see the best results where PCA and ISOmap have been used in conjunc-
tion, for gi2 and g1′ respectively. Using either PCA for the clustering dimensionality reduction,
g1, appears to result in a very small accuracy change, but with quite a large p-value of of 0.091.
These results support the observations made in experiment 2, and further support the claim
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g1 g1′ g
i
2 MSE r
2 PCE PPC
PCA
PCA
PCA 0.122 0.88 0.44 0.901
ISOmap 0.184 0.82 0.667 0.871
ISOmap
PCA 0.164 0.838 0.593 0.877
ISOmap 0.233 0.808 0.842 0.865
ISOmap
PCA
PCA 0.122 0.879 0.444 0.9
ISOmap 0.184 0.818 0.668 0.870
ISOmap
PCA 0.165 0.837 0.599 0.877
ISOmap 0.198 0.808 0.717 0.864
Table 5.5: Empirical results for the system with two dimensionality reductions (option 4) using
the automobile data set.
g1 g1′ g
i
2 MSE r
2 PCE PPC
PCA
PCA
PCA 0.83 0.553 5.626 0.806
ISOmap 2.838 0.423 19.51 0.764
ISOmap
PCA 0.116 0.892 0.783 0.888
ISOmap 3.707 0.774 25.43 0.863
ISOmap
PCA
PCA 0.321 0.7 2.178 0.804
ISOmap 41.93 0.489 284.3 0.759
ISOmap
PCA 0.126 0.886 0.851 0.888
ISOmap 0.42 0.82 2.895 0.844
Table 5.6: Empirical results for the system with two dimensionality reductions (option 4) using
the spheres data set.
that ISOmap is a good choice for tasks which exhibit the bump problem. It seems also, that in
comparison to the results in table 5.3, the lower dimensionality of the clustering representation
has had a positive eﬀect for all cases.
5.3.5 Summary of ﬁndings
The best results are clearly in tables 5.5 and 5.6, involving the ﬁnal system setup, and using
diﬀering strengths of PCA dimensionality reduction at each stage. Although at this point in time,
it is hard to draw up any strong conclusion regarding the best dimensionality reduction techniques
for each stage, as only two have been used. Despite this, there is now evidence to suggest that the
best system combination method is the fourth method, with diﬀerent dimensionality reduction
techniques feeding into the clustering and the regression sub-systems of the ensemble framework.
An important observation to note, is that the `training' of each PCA function took consider-
ably longer (several hours) than it did for ISOmap (minutes), depending on the dimensionality of
the data set. Although this is also dependent on the function used to calculate an inverse matrix,
it is always likely that an ISOmap function can be ﬁt faster than a PCA function. It was for this
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reason that options 1 and 3 were not tested with DS , as it had a very large dimensionality.
5.3.6 Evaluation of the suggested systems by the original aims
In section 5.2.1 we summarised the aims of a complete system, based on the aims in chapters 1
and 2. Here are those aims repeated and numbered:
1. Must generalise well to future previously unseen designs in varied and previously unseen
representations, allowing their functional performance estimates to be output.
2. Must deal well with a very large representation for which it is hard to ﬁnd a representation
that balances compactness and completeness well.
3. Must generalise well based on a relatively small training data set taken non-uniformly from
a large design space, despite having a very large representation.
4. Need not be particularly accurate in a single subspace of designs, but rather be fairly
accurate throughout the space of possible designs, and highly accurate in multiple areas of
interest from an aesthetic design perspective (determined from the training data set).
5. Must be able to take any surface design and quickly (seconds) calculate an estimate of that
surface designs functional performance score.
6. Oﬀers the human designer potential utility.
In this section we will evaluate the combined system by these aims.
The ﬁrst aim is to do with the broad variety of representations that engineering surface
design data can be in. This was a challenge dealt with by KGrid, and its incorporation into the
combined system thus deals with this. This is further supported empirically by the demonstrated
use of DR and DS in the experiments of this chapter.
The next aim is dealt with explicitly by the ensemble framework. Through the use of per-
cluster dimensionality reduction, the ensemble framework attempts to ﬁnd the best reduced
representation for the subspace that each cluster exists in. This aim is also dealt with in the
latter three system combination frameworks suggested in this chapter, where preliminary dimen-
sionality reduction has been applied prior to the ensemble framework.
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The third and fourth aims are also dealt with explicitly by the ensemble framework, which
divides the non-uniformly sampled design space across expert regression functions. They are also
not a problem for KGrid, which has been speciﬁcally designed to ﬁnd uniﬁed representations from
across a large space of possible designs. This is also supported empirically by the demonstrated
use of DR and DS in the earlier experiments of this chapter.
The ﬁfth aim is fulﬁlled by all the core components. Dimensionality reduction mapping
functions, clustering and regression functions, once trained, compute very fast. The generation of
a uniﬁed representation is the greatest chance for slow-down, and KGrid, being an approximated
approach to voxelisation, has been designed to compute fast (with opportunities for speed up
where e.g. spatial partitioning techniques are used).
The ﬁnal aim, oﬀering the human designer potential utility, is supported by the transparent
nature of the ensemble framework. This allows a human designer to extract expert regressors
in order to study a sub-space of the design space with ease. It also instils in the user a level of
trust in the way the system works.
Further, some of the combined system frameworks suggested earlier in this chapter allow for
multiple representations, and some of these might be useful to a human designer. For example,
in a combined system framework where a regression-speciﬁc dimensionality reduction mapping
function is needed, it may be reasonable to deploy ISOmap for this purpose. As shown in chapter
3, ISOmap generates low-dimensional attributes which may be more useful for the human user's
analysis of feature eﬀects.
We summarise therefore, that the combined system enabled by the novel solutions presented
in this thesis, is indeed capable of solving the challenging task originally put forward in chapter
1 and 2.
5.4 Integrating the system into the design process
The system behind this thesis has been suggested for the overall task of guiding the design
decisions made by a human designer. This is where the signiﬁcance of the suggested system
largely comes from and in this section we will consider diﬀerent ways of integrating the proposed
system into the design process. At this point in time, we do not know for sure if these approaches
would be eﬀective in the human-design process, although as described in section 2.3, the results
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in [92] are encouraging.
5.4.1 On request assessment
In this ﬁrst approach, the aesthetic designer working in CAD software (such as Maya) requests
the estimated performance score of their design. The result can be displayed to them as part of
a user-interface component.
This has the beneﬁt of being very unintrusive but allowing the aesthetic designer to make
assessments as-and-when they would like to. This is also an disadvantage, as it would be very
easy for the aesthetic designer to ignore this functionality if they wanted to.
5.4.2 Auto refreshing assessment
Another alternative is to have the estimated functional performance permanently shown in the
user interface. Each time the design is altered, the design can be processed and assessed by the
functional performance estimation system in order to update this ﬁgure.
This has the beneﬁt of being more obvious, and thus less likely to be a totally ignored facility
to the aesthetic designer. It also requires no action on the part of the aesthetic designer before
up-to-date information is provided.
It has the disadvantage that it depends heavily on the processing time required to generate an
estimation. If it takes more than seconds it may be required to be performed by an interruptible
thread so that the process can restart with the most up to date version of the surface design.
5.4.3 Embedding information into the visual surface representation
The ﬁnal alternative we consider is the most intrusive, and potentially the most useful. This ap-
proach involves embedding attribute sensitivity information in the surface design representation
of CAD software that the aesthetic designer is working in.
For example, with a design constructed of triangular faces, the individual vertices make up
the modiﬁable attributes of the design. These are typically what the designer works with. Each
vertex can be said to have some level of eﬀect on the functional performance of the design. This
can be positive, negative, or no-eﬀect. Further, the strength of the eﬀect (i.e. how strongly the
vertex aﬀects the performance within some distance of movement) can be placed on a linear scale
(0...1).
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The CAD software could use the functional performance estimation system proposed in this
thesis to investigate the aﬀect of individual vertices (or groups of vertices) on functional perfor-
mance. It could then overlay this estimated eﬀect information onto the vertices that constitute
the design, for example colouring:
• Vertices with roughly no-eﬀect green.
• Vertices with a strong positive eﬀect blue.
• Vertices with a strong negative eﬀect red.
Further, the strength of the eﬀect could be represented in the intensity of the appropriate colour
(although the above colour scheme is merely an aid to helping the reader understand the concept,
more complex `heat-map' ranges of colour may be more appropriate). The aesthetic designer is
then able to make informed choices about which attributes they would like to modify, and by
how much of a modiﬁcation.
This can be considered `optimal' in terms of the assistance it gives the designer. Encouraging
certain design alterations and discouraging others. The eﬀect of this could be much faster
convergence to a design which suits engineering constraints and aesthetic constraints, as well as
completely novel and superior designs.
The disadvantages though, are:
• The designer will ﬁnd it hard to ignore this system and may ﬁnd it too intrusive. An option
to disable it, may lead to it being permanently disabled and thus a pointless exercise.
• The designer may feel too restricted and that their `artistic freedoms' are being impinged
upon and therefore feel unhappy in their work.
• The error in the functional performance estimation function may lead to designers op-
timistically arriving at a design they ﬁnd extremely satisfying, but may turn out to be
unsuitable when the true functional performance function is used. This may cause disap-
pointment and frustration.
As mentioned in section 2.3, an implementation similar to this has been investigated in [92]. The
authors found that the system was eﬀective in guiding the human designer's design decisions for
their simple shape-matching design task.
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5.5 Conclusion
5.5.1 Summary
In this chapter we looked at how best to combine the novel solutions of previous chapters, KGrid
and the ensemble framework, in order to solve the problem central to this thesis.
We looked at the aims that such a system should have and suggested four diﬀerent system
topologies for the completed system. The complete system takes as input a data set of surface
designs in a form such as STL and produces a regression system suited to a problem which:
• Covers a large space of possible designs.
• Has available test data which is sampled non-uniformly and clustered.
• Features a performance function which is highly non-linear with regards to input attributes.
attaining a good level of generalisation and oﬀering some utility to the human designer.
With no competing systems to test against, we tested each of the four systems empirically
against one another. Comparing them, we drew preliminary conclusions that the most complex
approach, with two total dimensionality reduction layers between KGrid and the ensemble frame-
work, performs best as a combined system. We evaluated the resultant system by the original
aims and concluded that our system was indeed able to meet the requirements set out originally.
We then suggested several methods of integrating the system into the human guided design
process (i.e. design software) which could be used to inspire further work.
5.5.2 Novel contributions
The major contributions of this chapter include a demonstration that the systems developed in
isolation in the previous chapters combine to form a regression function with an improved level
of accuracy (better than or comparable to the `ideal' set DC being used with an `oﬀ-the-shelf'
machine learning algorithm), enabling the system to be used for its target purpose; suggestions
of how dimensionality reduction functions may be used in between these systems to improve
generalisation/accuracy; an demonstration of these four approaches allowing us to evaluate these
options; and a set of suggestions as to how one may best feed back the estimations of functional
design performance to the aesthetic surface designer to help inspire future work.
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5.5.3 Future work
The empirical studies comparing the four combination approaches require considerably more
investigation: ﬁrstly, in terms of the algorithms used (there may be some more obvious choices
for a `clustering speciﬁc dimensionality reduction approach', for example); and secondly in terms
of parameters (i.e. the level of dimensionality reduction applied at each stage).
There is also a need to actually test a system like this in the aesthetic design process, which
could be evaluated using a questionnaire approach. This could also be an opportunity to compare
the suggested approaches of integration of the functional performance estimation in the design
software.
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Chapter 6
Conclusion
In this chapter we conclude the thesis and subsequently summarise the main novel contributions,
highlighting the signiﬁcance of each. Next, following the knowledge acquired in the course of this
thesis, we summarise the answers to the guiding questions listed in section 1.1. We then discuss
the limitations of the research presented. Finally, we suggest several further research directions to
be taken with regards to estimating functional performance for use in, and integrating functional
performance into, the aesthetic design process.
6.1 Conclusion of the thesis
This thesis began by asking what methods could be employed to achieve tighter coupling between
human driven aesthetic optimisation and functional performance optimisation. Our suggestion
was that some estimate of functional performance could be introduced into the aesthetic design
process, giving the aesthetic designer feedback regarding the eﬀects of their proposed design
changes.
Inspired by surrogate assisted optimisation, we concluded that one option would be to use
machine learning techniques to develop a computationally fast estimate of the functional perfor-
mance in order for this to be integrated into the software of the aesthetic designer.
Realising that machine learning approaches must learn from a wealth of data, and that this
data can be diﬃcult to generate, we suggested the use of an historically accumulated data set of
surface designs and their known performance scores. In engineering surface design, this meant
that the data would likely consist of a set of diverse representations. We suggest that these could
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be converted with ease into STL representations, but that these would also come with a level of
diversity as STL is a ﬂexible surface format.
In chapter 3 we looked at the task of generating a low dimensional representation of this his-
torically accumulated data set consisting of diverse STL designs, suggesting the computationally
eﬃcient and voxelisation-inspired KGrid in the process and showing its potential to be used with
ISOmap to create representations that deal eﬀectively with the `bump problem'.
In chapter 4 we then looked at regression techniques, in particular ensemble regression tech-
niques, and we looked at the nuances of our problem domain in order to determine an ensemble
framework which would be appropriate to our problem, while being of maximal utility to a hu-
man engineer. One of the hallmark nuances of our problem was that the highly non-linear nature
of functional performance functions (such as aerodynamic drag) means that over a broad space
of possible designs, the optimal design representation at each location can vary substantially.
Similarly in diﬀerent regions of the design space, aesthetic designers will choose to modify dif-
ferent sets of attributes with greater frequency. These two truths lead us to create an ensemble
framework consisting of many design representations.
Finally, in chapter 5, with no existing system to compare against, we compared several ways of
combining the novel solutions from chapters 3 and 4 to create a complete system. We found that
the most complex method, incorporating multiple dimensionality reduction functions between
KGrid and the ensemble framework performed best. We ﬁnished by suggesting ways that this
complete system could then be actually integrated into the aesthetic design software.
6.2 A Summary of novel contributions presented and their sig-
niﬁcance
1. The problem. In chapter 2 a particular problem, not yet given particular attention in
the literature, was described and given focus with its real world embodiment and signiﬁ-
cance given. In chapter 3 we also demonstrated a method of generating experimental data
exhibiting the properties of the problem. The problem is signiﬁcant especially because:
• The decoupling of aesthetic and functional design optimisation is a known problem
at the Honda Research Institute and has recently become an active research area.
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• It has been shown on a toy problem in [92] that information can substantially improve
human-driven design convergence.
• This is a system that has been requested by designers.
2. A novel representation conversion approach suitable for manifold-learning ap-
proaches of dimensionality reduction. In chapter 3 we discussed representation conver-
sion of a data set of engineering surface designs (in a format such as STL). We also described
the bump-problem and suggested that manifold learning techniques such as ISOmap are
better at solving these problems than linear dimensionality reduction techniques. To this
end we sought a representation extraction method suitable for a data set of diverse STL
designs, computationally fast, and also suitable for performing manifold learning upon. We
suggested KGrid for this purpose and showed it's application to the experimental data sets.
We also saw that an ISOmap representation would be more useful to a human engineer
than a representation generated via PCA. This chapter's work is particularly signiﬁcant
for several reasons:
• STL designs are a common format and any 3D surface design can be typically con-
verted into an STL representation. This means that it is feasible for any engineering
ﬁrm to convert all their historical designs into STL format.
• There exist several approaches of representation conversion which are suitable for par-
ticular cases. For the case where a broad variety of design surfaces are in the data set,
only voxelisation seems appropriate and reliable. Voxelisation can be slow to compute
though, which is why KGrid, an approximation, trades accuracy for speed in arriving
at a representation similar to voxelisation, and potentially also be more suitable for
ISOmap (where the resolution of the KGrid matches that of the voxelisation).
• Manifold learning techniques such as ISOmap are an eﬀective way of dealing with
the `bump problem'. Unfortunately, ISOmap tends to show diﬃcultly in extracting
the spatial information from a data set containing raw attributes (such as the coor-
dinate values of the points on an STL surface). It's application towards pixel data is
show to be strong, and the same can be seen in its application to voxel-like KGrid
representations.
167
3. Ensemble of expert regression functions with expert-speciﬁc representations.
In chapter 4 we looked at the task of generating a regressor with good generalisation across
a large design space where the optimal design representation may be totally diﬀerent be-
tween two diﬀerent sub-spaces of the design space. We suggested an ensemble framework
of expert regression functions for spatially separate clusters where each expert regression
function generated its own dimensionality reduction function, seeking the optimal design
representation in its particular subspace of the design space. This chapter's work is par-
ticularly signiﬁcant for the following reasons:
• Typically regression functions need only be speciﬁc in a small design space region (such
is the case with surrogate assisted design optimisation). In contrast, our regression
function aims to be particularly accurate in a number of design space regions, with
these regions having been learned from the data set.
• Large and highly non-linear physics-based functions of surface designs often exhibit
input attributes which aﬀect the output strongly in one region of the design space,
and hardly at all in other regions. The suggested framework deals with this by using
multiple spatial-speciﬁc low-dimensional design representations.
• Aesthetic designers do not modify attributes uniformly across all regions of the design
space. Yet again, the suggested framework deals with this by using multiple spatial-
speciﬁc low-dimensional design representations.
• The vast majority of ensemble regression functions operate as a mysterious black-box
system, taking input and giving output. This suﬃces well for automated design and
optimisation, but in our case, where a human is involved, it beneﬁcial to add in some
transparency, clearing up the mystery so that (i) an engineer can extract meaningful
information and (ii) more trust can be placed in how the ensemble is working when a
human is using the system for guidance.
4. A complete framework for generating a functional performance estimation func-
tion based on a non-uniformly sampled data set of diverse designs in varying
representations. In chapter 5 we demonstrated how the two technologies from chapters
3 and 4 may be combined in order to take a varied data set (such as in STL format) and
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generate from it a function which can take any surface design and output an estimation of
its performance. Four approaches were given and each was demonstrated empirically. Also
provided were several suggestions for including this system in the surface design process.
The signiﬁcance of this work is made greater by the fact that currently no system such as
this is in use at Honda (and likely other automobile design companies) because no system
can be made that couples the necessary level of accuracy (i.e. a level upon which the de-
signer can put enough trust in order to guide their design process) with the required input
variations (both representation and range of designs).
6.3 Answers to the guiding questions
1. Question: How can we generate estimations of functional performance for use in the aes-
thetic design process at an engineering ﬁrm, with minimal computational cost? Answer
summary: In chapter 5 we showed a complete system for this. Assuming a data set of
accumulated and historically interesting engineering surface designs, we can process these
using KGrid and some dimensionality reduction to acquire our training data set. Then
these can be used with the suggested ensemble framework in order to learn the relation-
ship between input and output across a large space of possible designs, using multiple
dimensionality-reduction mapping functions to create the most compact representation in
each subspace of the design space.
2. Question: What problems are encountered when attempting to apply an oﬀ-the-shelf ma-
chine learning algorithm to the problem of estimating functional performance of engineering
surface designs for use in guiding the aesthetic design process? Answer summary: In
chapter 2 we discussed this topic. The largest problems were: acquiring a training data set
(and the steps that might be required as part of that); ensuring that this data set featured
relevant samples; machine learning from a small data set with large dimensionality; and
learning for a large and highly-nonlinear problem with non-uniform sampling.
3. Question: How do we acquire a strong data set of training samples for use in this machine
learning task, containing relevant knowledge for guiding the aesthetic design process? An-
swer summary: Following chapter 2's suggestion, chapter 3 began with the assumption
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that an accumulated historical data set of previously interesting designs is available. We
then needed to preprocess this data set containing varied engineering surface design repre-
sentations, and apply dimensionality reduction to it, in such a way that it would be useful
to the machine learning task. We suggest that the preprocessing could be performed using
the novel KGrid approach, which can be summarised as a fast computing approximation of
voxelisation. We then showed that PCA worked well for reducing the dimensionality of the
KGrid-format automobile data set, while also observing that using ISOmap as dimension-
ality reduction approach is superior to PCA for problems exhibiting the bump-problem, or
where human interpretation of features is important.
4. Question: How do we generate a regression function with good generalisation for a highly-
non-linear and non-uniformly sampled problem with multiple sub-spaces of interest? An-
swer summary: Good generalisation can often be associated with the use of ensemble
regressors. We note that the unique properties of this problem speciﬁcally indicate that
regression functions should ﬁnd the task of machine learning for sub-spaces of the design
space easier than for the whole space. Also, dimensionality reduction approaches should
prove to be more powerful when restricted to sub-spaces. From these observations we have
suggested a novel ensemble framework in chapter 4 which creates expert regression func-
tions for sub-spaces and also sub-space speciﬁc dimensionality reduction functions. The
latter reduces the eﬀects of the curse of dimensionality in each sub-space (creating the most
compact representation for that sub-space), while the use of the expert regressors makes
learning a highly non-linear functional performance function easier.
5. Question: How can we provide a system in which human designers can place trust and
extract the most utility? Answer summary: In chapters 3 through 5 this was a recurrent
theme. The most important suggestions that answer this question are (for each of those
chapters respectively): (i) using KGrid with a dimensionality reduction technique such
as ISOmap in order to create a representation that is human interpretable; (ii) using the
novel ensemble framework, the insides of which are modular and easy for the human user
to understand. The expert regressors can be extracted and analysed in isolation for further
utility; and (iii) using multiple representations in the overall system, e.g. for clustering, for
regression, and for human interpretation.
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6.4 Research limitations
The most striking limitation is that we have not been able to test the system in its intended
setting: as a guide for aesthetic design processes in engineering surface design tasks. This was
due to various constraints such as a lack of access to a suitable data set and aesthetic designer
subjects. Future research should address this.
A similar limitation was that a real historical data set of automobile designs taken from an
engineering ﬁrm's records was not available. We thus had to use some procedures based on
random number generation in order to generate an experimental data set of automobile designs
which exhibited a number of properties that we expect in the real data set. This research would
gain signiﬁcance if it could have been tested on a real data set of this nature.
Another striking limitation was that our realistic data set of automobile designs did not
feature the `bump problem', which caused us to rely on an artiﬁcial data set that did feature
this problem. It would have been better to use a single automobile data set that featured the
bump problem.
Pilot parameter studies were performed in order to generate suitable parameters for the
experiments in this thesis. Although suﬃcient for conclusions drawn in this thesis, there have
been no extensive parameter studies presented and these should be investigated and given in
future research.
A similar limitation is that the experimental comparisons and evaluations in this thesis merely
go to show advantages over other frameworks, but do not show what approaches work optimally
within these frameworks (this is most evident in chapter 5 where only two diﬀerent dimension-
ality reduction approaches are tested). More exhaustive research using diﬀerent technologies for
dimensionality reduction, regression and clustering could have enhanced the signiﬁcance of the
novel contributions presented in this thesis.
This research focused on the design process at a single ﬁrm, and did not investigate structured
design methods used at other ﬁrms. Investigation of this may uncover additional signiﬁcance for
the research presented and suggest new ways in which the research can be integrated into the
design process.
An interesting limitation to consider, is that throughout this thesis, the only data source
considered was historical data sets of design surfaces and their functional performance scores. Of
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course, many ﬁrms in engineering design domains also have design guidelines and rules at hand.
These could have been used to guide the generation of the experimental data set, or have even
been worked into the functional performance estimation process.
Finally, the design space limits for the novel approaches presented in this thesis are inten-
tionally very loose. There is thus scope to apply these approaches to problems outside of the
automobile design domain. A demonstration of this would have enhanced the signiﬁcance of this
work.
6.5 Further research directions
Ideas for further research have been presented at the end of each of chapters 3, 4 and 5. From a
more general viewpoint though, we consider the following research ideas:
We imagine that the system will be trained with data and then be permanently available for
use by the designer(s). This means the system may be idle for a lot of time and so we should
consider strategies for constantly improving the system's accuracy. This is closely related to the
ﬁeld of active learning (that is, learning after the initial training phase has been performed).
The key to this will be sampling in such a way that we are eﬀectively preempting the future
design choices of the human designers while also taking into account regions where our estimation
function can be said to be weak.
This leads naturally onto the idea of predicting human design decisions, which could be
large research topic in itself. Two levels of prediction may exist: (1) future design trends in the
automobile industry; (2) favourite design choices of a particular artist. In each case, this is a data
mining task, analysing the choices that a designer makes. The ﬁrst case can be perceived as an
extrapolation of the choices made by the total set of designers, although it may also emerge that
some designers carry a larger weight than others. This is currently a very much under-researched
topic.
Another simple idea is embellishing the input surface design data with more than just position
values. It might be a good idea to incorporate other surface data such as curvature and thickness
in order to improve the estimation function's performance.
Finally, there exists a lot of work to be done in assessing the impact of such a system on the
human driven aesthetic design process. It is entirely possible that the system is of limited use as
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it restricts the creativity of the designer. But it may also be true that the system helps inspire
creativity, such as has been seen in surrogate assisted design optimisation.
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