Abstract. We address the boundary value problem for the ellipsoidal BGK model of the Boltzmann equation posed in a bounded interval. The existence of a unique mild solution is established under the assumption that the inflow boundary data does not concentrate too much around the zero velocity, and the gas is sufficiently rarefied.
Introduction
In this paper, we are interested in the boundary value problem of stationary ellipsoidal BGK model:
on a finite interval [0, 1] associated with the boundary condition:
The velocity distribution function f (x, v) is the number density at x ∈ [0, 1] with velocity v = (v 1 , v 2 , v 3 ) ∈ R 3 . We have normalized the spatial domain for simplicity. τ is defined by τ = κ(1 − ν), where κ denotes the Knudsen number defined as the ratio between the mean free path and the characteristic length, and ν ∈ (−1/2, 1) is the relaxation parameter. The ellipsoidal Gaussian M ν (f ) reads
where the local density ρ, momentum U , temperature T and the stress tensor Θ are given by
and the temperature tensor T ν is defined as a linear combination of T and Θ:
(1 − ν)T + νΘ 11 νΘ 12 νΘ 13 νΘ 21 (1 − ν)T + νΘ 22 νΘ 23 νΘ 31 νΘ 32 (1 − ν)T + νΘ 33   = (1 − ν)T Id + νΘ.
A direct calculation gives the following cancellation property
leading to the conservation of following quantities along x ∈ [0, 1]:
Andries et al [2] derived
which gives the H-theorem for the time dependent problem (See also [10, 33] ).
The ellipsoidal BGK model is a generalized version of the original BGK model [7, 30] which has been widely used as a model equation of the Boltzmann equation. It was introduced by Holway [19] to overcome the well-known short-coming of the original BGK model: the incorrect Prandtl number in the Navier-Stokes limit. He introduced the relaxation parameter ν and generalized the local Maxwellian in the original BGK model into the ellipsoidal Gaussian by replacing the macroscopic temperature with a temperature tensor T ν parametrized by ν ∈ (−1/2, 1) (For the discussion of the range of ν, see [32] ). Through a Chapmann-Enskog expansion, it can be shown that the Prandtl number of the ES-BGK model is given by 1/(1 − ν), and the desired physical Prandtl is obtained by choosing the proper relaxation parameter, which is ν = 1 − 1/P r ≈ −1/2. Note that, in the case ν = 0, the ES-BGK model reduces back to the original BGK model. Therefore, any results for the ES-BGK model automatically holds for the original BGK model either. The ES-BGK model, however, has been somewhat neglected in the literature, due mainly to the fact that the H-theorem was not verified. This was done recently by Andries et al [2] and revived the interest on this model [1, 8, 15, 16, 21, 20, 25, 31, 32, 33, 34, 35] .
In this paper, we consider the ES-BGK model posed in a bounded interval with fixed inflow boundary conditions at both ends. Similar problem was considered by Ukai in [27] for the original BGK model (the case of ν = 0) using a version of the Schauder fixed point theorem to the macroscopic variables. No smallness assumption was imposed, but the uniqueness was not guaranteed. We develop here a Banach fixed point type approach for the ES-BGK model which works for the whole range of relaxation parameter (−1/2 < ν < 1), under the assumptions that the gas is sufficiently rarefied and the boundary inflow data does not concentrate too much near the zero velocity. The first assumption is a kind of smallness condition, which is typical for Banach fixed point type arguments. It is, however, not clear whether the second condition is of intrinsic nature, or mere a technicality that can be overcome by developing finer analysis. (See Remark (3) in Section 2.)
Brief reference check for related works is in order. In [3] , 1d stationary problem for the Boltzmann equation with Maxwellian molecules was studied in the frame work of measure valued solutions. In a series of paper [4, 5, 6 ], Arkeryd and Nouri studied the existence of weak solutions in L 1 . Extensions of these argument into the case of two component-gases were made in [8, 9] . Gomeshi obtained the existence and uniqueness for the Boltzmann equation when the gas is sufficiently rarefied [18] , which largely motivated our work. For nice survey of mathematical and physical aspects of the Boltzmann equation and BGK models, see [11, 13, 14, 17, 24, 26, 28, 29] .
1.1. Notations. To prevent confusion, we fix some notational conventions which we will keep throughout this paper.
• Every constant, usually denoted by C or C a,b,··· will be generically defined. The values of C may differ line by line, and even when the same C appears more than once in a line, they are not necessarily of the same value. But all the contants are explicitly computable in principle.
• We use C ℓ,u to denote a positive constant that can be explicitly computed using only the quantities in (2.1), γ ℓ in the Theorem 2.2 and the relaxation parameter ν. C ℓ,u is generic too in the above mentioned sense.
• We fix a u , a ℓ , a s , c u , c ℓ , c s and γ ℓ appearing in (2.1) and Theorem 2.2 for this use only.
• When there's no risk of confusion, we write
without explicitly showing the dependence on C ℓ,u for simplicity of notations.
• When there's no risk of confusion, we use v 1 > 0 to denote either {v 1 > 0} ⊂ R or {v 1 > 0} × R 2 according to the context.
This paper is organized as follows. The main result is stated in the following section 2. Some relevant issues are also discussed. In section 3, we reformulate the problem in the fixed point set up. Some useful technical lemmas are recorded. Then section 4 and 5 is devoted respectively to showing that the solution map is invariant and contractive in the solution space.
Main result
Before we state our main result, we need to define the following quantities (Recall that τ = κ(1 − ν)):
where we used abbreviated notation:
We define the mild solution of (1.1) as follows:
The main result of this paper is as follows: Theorem 2.2. Suppose that the mass of the inflow boundary data f LR ≥ 0 (not identically zero) is finite and does not concentrate too much around the zero velocity in the following sense:
so that the quantities defined in (2.1) are well-defined. Suppose further that
and there exists a constant γ ℓ > 0 such that
Then there exists a constant K > 0 depending only on the quantities defined in (2.1) and γ ℓ such that, if τ > K, then there exists a unique mild solution f ≥ 0 for (1.1) satisfying
Remark 2.3. (1) The last assertion of the above theorem guarantees the strict positivity of the temperature tensor for k ∈ R 3 . This is important since, otherwise, the ellipsoidal Gaussian is not well-defined. (See Lemma 3.2).
(2) The well-posedness of bulk velocity follows from the above estimates since [3, 4, 12] .) Our non-concentration condition (2.4) can be understood in some sense as a weak truncation of the boundary data near zero. This is good in that we are not imposing any restriction on the equation, but bad at the same time since it excludes Maxwellian boundary data, which is the most representative distribution function in the kinetic theory.
(4) Let us provide an explicit example of the boundary data which satisfies all the conditions above. Define f L and f R by
, with C L , C R > 0 and r 2 > r 1 > 0. Here 1 A is the characteristic function on A. Clearly, f LR satisfies (2.5). Moreover, since f LR decays sufficiently fast and vanishes near v 1 = 0, all quantities in (2.1) are well-defined. To check (2.6), we compute
which is strictly positive.
(5) At first sight, the definition of a ℓ , c ℓ and γ ℓ seems a little dangerous in that they contain τ inside the integral, which may leads to a kind of circular reasoning in the choice of τ . But, when τ is very large, (whose size is determined only by f LR ), we can treat a ℓ , c ℓ and γ ℓ as if they are independent of τ . We only consider c ℓ : Take r > 0 small enough such that
Then, we observe
Since we are going to take τ sufficiently large, and a u and r does not depend on τ , we can assume that τ is large enough such that e − au 2τ r 1 ≥ 1/2 which yields
That is,
a ℓ and γ ℓ can be treated similarly.
Fixed point Set-up
We will find the solution for (1.1) as a fixed point of a solution map defined on the following function space:
, where (A), (B) and (C) denote
• (B) The macroscopic field is well-defined:
• (C) The following lower bound holds:
In view of (2.2) and (2.3), we define our solution map by
Our main Theorem 2.2 then follows directly once we show that the solution map Φ is invariant and contractive in Ω. The remaining of this paper is devoted to the proof of these two properties, which is stated in Proposition 4.1 and Proposition 5.2 respectively. Before we move on to the existence proof, we record some technical lemmas that will be useful throughout this paper.
Proof. For the first inequality, we compute
Besides, we observe that T is represented as
We then ignore the last term on the numerator to get
For the lower bound, we recall the definition of γ ℓ in (2.6) to obtain
Now, the last assertion follows directly from this estimates on T and Lemma 3.1.
Lemma 3.3. Let f ∈ Ω. Then there exists positive constants C ℓ,u depending only on the quantities (2.1) and γ ℓ such that
Remark 3.4. The two C ℓ,u do not necessarily represent the same constant.
Proof. We only consider M ν |v| 2 since the estimate for M ν is similar and simpler. Since T ν is symmetric, it is diagonalizable. Let λ i (i = 1, 2, 3) denote the eigenvalues. Then, from Lemma 3.1, we can deduce that
On the other hand, Lemma 3.1 also implies
Therefore, we have
where we have used the boundedness:
Φ maps Ω into itself
The main result of this section is the following proposition, which says that the elements of Ω is mapped into Ω by our solution map Φ: Proposition 4.1. Let f ∈ Ω. Then, under the assumption of Theorem 2.2, we have
We divide the proof into Lemma 4.1,4.2,4.3, and Lemma 4.5.
Proof. From the proof of Lemma 3.3, we see that
Hence, we have M ν (f ) > 0. Therefore, we can ignore the second term in (3.1) to conclude
Similarly, we have
This completes the proof.
Lemma 4.2. Assume f ∈ Ω. Then we have
Proof. We only prove the second one. Recall from the previous proof that
Integrating with respect to |v| 2 dv, we obtain the desired lower bound:
Lemma 4.3. Let f ∈ Ω. Then we have
Proof. We only prove the second one. Consider
Using ρ f ≥ a ℓ , we estimate the first term of
By Lemma 3.3, we compute
Then divide the domain of integration into the following two regions
For I 1 , we carry out the integration on x first:
and decompose the integration further as
We use rough estimates 1 − e − a ℓ τ |v 1 | ≤ 1 and M 1 (v 1 ) ≤ 1 to control I 11 by 1 a ℓ |v1|<
On the other hand, we expand 1 − e 
In the last line, we used
which again is the consequence of (τ n − 1)/τ n < 1. Finally, I 2 is estimated as follows:
The above decomposition of velocity domain is largely motivated from [18] . In conclusion, we obtain the following estimate for I:
where C ℓ,u > 0 depends only on ν, quantities in (2.1) and γ ℓ . Finally, we gather these estimates to obtain
By an identical argument, similar estimate can be derived for Φ − (f ):
Summing up these estimates and recalling the definition of c u , we get
which gives the second estimate in (4.1) for sufficiently large τ .
Lemma 4.4. For i = 2, 3, we have
Proof. We only prove for i = 2. We integrate (3.1) with respect to v 2 dv 2 dv 3 to get
where
By our assumption on f L , we have
Using Lemma 3.3, we compute
Substituting this into (4.3),
Now, integrating on v 1 > 0 and recalling (4.2), we get
Applying the same type of argument to Φ − (f ), we can derive
We sum these up to obtain the desired result.
Lemma 4.5. Let f ∈ Ω. Then, for sufficiently large τ , we have
Proof. Since we have shown Φ(f ) ≥ 0 in Lemma 4.1, we can apply the Cauchy-Schwarz inequality as
In the last line, we have used |v| ≥ |v 1 |. Then we decompose the last term as
we see from Lemma 4.4 that R can be made arbitrarily small by taking τ sufficiently large:
For the estimate of I, we use the simple identity:
We then recall from (3.1) that
In view of (2.6), we see that the last term is bounded from below by 4γ ℓ . In summary, we have derived the following estimate:
Therefore, upon choosing sufficiently large τ , we can get the desired result.
Φ is contractive in Ω
The goal of this section is to show that the solution map Φ is contractive in Ω. First, we consider the continuity property of the ellipsoidal Gaussian.
Proposition 5.1. Let f , g be elements of Ω. Then the non-isotropic Gaussian M ν satisfies the following continuity property:
is a linear combination of macroscopic fields of f and g, all lemmas in the previous sections hold the same. Therefore, instead of restating the corresponding lemmas, we refer to them whenever such estimates are needed for (ρ θ , U θ , T θ ).
(a) Estimate for I 1 : Since we have
it follows directly from ρ θ ≥ a ℓ and Lemma 3.3 that
Let X = v − U θ and observe
which is, by Lemma 3.2, bounded by C ℓ,u (1 + |v| 2 ). Similarly, we can derive
With these computations and Lemma 3.2 and Lemma 3.3, we have
(c) Estimate for I 3 : We first observe
Since each entry of
is either 1 or 0, we have
Since det T θ is a homogeneous polynomial of entries of T θ :
for some constants C ijkℓmn ,
is written in the following form.
i,j,m,n
for some constants C ijmn . Therefore, in view of Lemma 3.1 and Lemma 3.2, we have
Hence, Lemma 3.3 yields
Plugging all these estimates into (5.1) gives
It remains to estimate the macroscopic fields. The first term is estimated straightforwardly:
We divide the second term into two parts and estimate separately as
.
The last term is decomposed similarly:
where J 1 and J 2 are computed as
, and
We now substitute these estimates into (5.4) to obtain
Then, under the assumption of Theorem 2.2, Φ satisfies
for some constant α < 1 depending on the quantities in (2.1), γ ℓ , ν and κ.
Proof. We first consider Φ + (f ). We write
where I(f ) and II(f, g, h) are defined by
By the mean value theorem, there exists 0 < θ < 1 such that
, and ρ f , ρ g ≥ a ℓ , we have
Using this, we integrate
Taking supreme in x, we have
(ii) The estimate for II(f ) − II(g): We divide it into three parts as
By a similar manner as for I(f ), we first compute 
We can treat II 2 similarly: 
For the estimate of II 3 , we use Proposition 5.1 as .
Therefore, in view of (4.2), we have
We now gather all these estimates to obtain
, where C τ = ln τ + 1 τ .
In a similar fashion, we can derive the corresponding estimate for Φ − (f ):
Therefore, we conclude that
This gives the desired result for sufficiently large τ > 0.
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