Abstract. This paper investigates motion estimation and segmentation of independently moving objects in video sequences that contain depth and intensity information, such as videos captured by a Time of Flight camera. Specifically, we present a motion estimation algorithm which is based on integration of depth and intensity data. The resulting motion information is used to derive long-term point trajectories. A segmentation technique groups the trajectories according to their motion and depth similarity into spatio-temporal segments. Quantitative and qualitative analysis of synthetic and real world videos verify the proposed motion estimation and segmentation approach. The proposed framework extracts independently moving objects from videos recorded by a Time of Flight camera.
Introduction
This paper presents a framework for motion estimation and motion analysis (i.e., segmentation) for videos containing both depth and intensity information. The recent availability of low cost depth cameras, such as Time of Flight (ToF) cameras and the Microsoft Kinect, motivates the need for solutions exploiting the complementary depth and intensity information provided by these cameras.
In particular, this paper focuses on motion estimation and motion segmentation of videos captured by ToF cameras. These cameras measure the depth and intensity simultaneously over the entire image plane using continuous wave modulated infrared light. The depth images are computed using the phase difference of the emitted and the received signal. The intensity images are based on the amplitude of the received signal [44] . We propose a method for dense, i.e., at each pixel, motion estimation and segmentation. However, state-of-the-art depth cameras suffer from limitations in the measurement range, high noise levels and systematic distortions [26, 28, 34, 44] , which poses a challenge for robust and accurate motion analysis. In the context of ToF cameras, one example for systematic distortions are depth changes that are caused by object reflectivity (i.e., low reflective surfaces appear at different distance than high reflective surfaces).
The problems addressed in this work, namely motion estimation and motion segmentation, play an important role in various vision related tasks (e.g., object tracking [8, 33, 64] , deformation analysis [15, 63] and video coding [16, 59] ). As a backbone for higherlevel scene analysis, there is an even wider spectrum of applications, including gesture recognition [9, 22] and scene understanding [61, 65] . Furthermore, segmentation, or more precisely the motion of independently moving objects, can be subsequently used to determine camera motion. Nonetheless, motion estimation and motion segmentation in videos with depth information is still research in progress. Specifically, motion segmentation approaches in this context often rely on user input or pre-defined object models (e.g., [41, 60] ).
The simultaneous capture of both depth and intensity with high temporal sampling enables comprehen-sive 3D scene analysis. This can be especially advantageous in scenes with low texture in either the depth or the intensity channel. The proposed framework exploits the intensity and the depth information provided by depth cameras to estimate motion and group homogeneously moving objects into segments. Specifically, this paper presents a fully automatic segmentation algorithm that is capable of extracting multiple moving objects from scenes recorded by a depth camera. The main contribution of the underlying motion estimation algorithm is a novel regularization method for dense motion estimation. The proposed segmentation algorithm transfers recent advances in the field of segmentation (e.g., [5] ) to the three-dimensional domain. Moreover, the segmentation is carried out on depth and point trajectories which are derived from the previously estimated motion information. This work further pursues our previous work on motion segmentation [13] . In comparison to the earlier work, a full 3D motion estimation model is used where both depth and intensity data are used to estimate 3D object velocity. A novel formulation of global regularization is presented which incorporates robust estimation and anisotropic smoothing in the regularization scheme. Furthermore, standard metrics are used to quantitatively evaluate the proposed motion estimation and segmentation results.
The rest of the paper is organized as follows. Section 2 gives an overview of the state-of-the-art on motion estimation and segmentation and relates our work to it. Section 3 describes the proposed framework. In Section 4 the framework is evaluated using motion and segmentation ground truth.
State-of-the-art
Motion estimation has been studied for different types of video material, including conventional color or gray scale videos (e.g., [35] ), stereo videos (e.g., [58] ) and depth videos (e.g., [51] ). Moreover, optical flow estimation techniques estimate 2D motion in a sequence of color or gray scale images. These techniques are typically based on the brightness constancy assumption which states that the pixel brightness remains constant from one frame to another. Differential approaches (based on spatial and temporal image derivatives) are commonly used for optical flow estimation [6] . These approaches can be broadly divided into local and global approaches. Local methods estimate motion over a local neighborhood (e.g., [35] ). Global methods minimize a global energy function which simultaneously estimates motion over the entire image (e.g., [24] ). For a more elaborate summary of recent optical flow techniques, interested readers are referred to [2, 3] .
The estimation of 3D motion, which includes motion in depth, from color or gray scale images, is known as scene flow estimation [58] . In particular, scene flow is based on a stereo pair (two images taken from a slightly different perspective). The stereo pair is used to reconstruct the 3D structure of the scene by stereo matching (e.g., [4] ). The scene flow problem is typically investigated in a joint scene reconstruction and optical flow estimation framework (e.g., [56, 61] ).
The proposed method focuses on integration of optical flow with range flow for motion estimation. Range flow [51] refers to 3D motion vectors derived from a sequence of depth images. Initial work on motion from depth image sequences appeared in [23] . Moreover, [23] derive parameters of rigid body motion from depth videos. However, the term range flow first appeared in [63] . In [63] , range flow was used to compute motion fields over deformable surfaces.
The above mentioned motion estimation problems are similar and thus also deal with similar problems. In particular, scene flow and range flow solve for the same unknown 3D object motion. In contrast, optical flow computes 2D image motion. However, optical flow can be directly related to the 3D object motion if the structure (depth) of the scene is known (e.g., [1, 11, 25, 43] ). Consequently, researchers have successfully combined the respective motion estimation methods to improve their estimation results (e.g., [14, 17, 43, 47, 47, 52] ).
In general, motion estimation has to deal with the aperture problem [3] . Moreover, the estimation of range flow and optical flow requires the presence of texture in depth and intensity, respectively. In case of lined textures, locally, only the component of the velocity perpendicular to the line can be reliably estimated. Similarly, in presence of linear and planar structures in depth only the velocity perpendicular to the linear and planar structure can be estimated reliably [53] . Typically, motion estimation approaches address this problem by imposing a smoothness constraint. This constraint assumes that neighboring motion vectors are similar. Clearly, this constraint is violated at motion discontinuities. Therefore, the constraint is relaxed in these areas. This can be done by applying an anisotropic smoothness term (e.g., [62] ).
In terms of motion estimation, the work most closely related to ours is by Spies et al. [53] . Their algorithm estimates flow vectors in a two-step approach which consists of a local motion estimation step and a global regularization step. The local motion estimation step uses a total least squares approach to compute sparse flow fields. The regularization step minimizes a global energy function to compute dense flow fields. In [53] , the coefficients of the design matrix of the total least squares are assumed to be uncorrelated. However, this assumption is not valid due to correlation caused by computation of image derivatives [40] . In contrast to [53] , our local motion estimation approach is based on ordinary least squares for both local motion estimation and the global regularization scheme. Furthermore, we also employ robust weighting to account for gross errors. Additionally, we employ an anisotropic weighting of the smoothness term, which prevents smoothing of flow vectors across motion boundaries.
Segmentation refers to the partitioning of data into groups (segments) that are homogenous in a certain feature space. Dependent on the application, the type of data and the feature space vary. For example, segmentation can group an image's pixels with similar intensities [31, 37] or depth videos into stationary and moving objects by analyzing motion [30] . Our proposed framework aims to partition videos that were captured by depth cameras into segments of coherent motion. In this context, segmentation algorithms have to deal with noise, temporal stops and occlusions. Ideally, a segmentation result is spatio-temporally coherent (no flickering) and separates multiple objects without a priori knowledge of the scene.
Various approaches that perform segmentation on depth data have been proposed (e.g., [7, 12, 13, 19, 20, 27, 30, 38, 41, 48, 65] ). Contrary to the framework proposed in this paper, these approaches mainly focus on the segmentation of scenes into planar surfaces or basic shapes (e.g., [19, 20, 27, 30, 38, 48] ). Their strategies for dealing with noise involve investigating local geometric structures, such as surface normals or curvature, instead of the depth or intensity on its own.
In contrast to surface segmentation, the literature on motion segmentation of ToF videos is limited. Wang et al. [60] perform alternating motion estimation and segmentation of ToF videos. Once the user has roughly initialized an object, it can be segmented based on active surfaces that evolve according to the previously estimated motion information. This approach deals with multiple moving objects. However, in order to separate differently moving objects, they have to be initialized separately. In contrast to [60] , the proposed method does not rely on user input.
Related to motion segmentation, object-tracking algorithms, such as [41] or [36] , follow and extract an object from a scene. Noyer et al. [41] present a modelbased approach, in which an object is tracked in a 3D multisensor framework. However, the approach requires the tracked object to be pre-defined with a CAD model. Leens et al. [30] detect moving objects by background subtraction. To increase the robustness to noise, they combine a motion map derived from depth images and a motion map derived from color images. Therefore, previous to the segmentation, images from an additional RGB-camera have to be registered to the depth images. An example of background subtraction for traffic surveillance is given in [45] . Contrary to our approach, background subtraction neither accounts for temporal stops nor separates differently moving objects.
Alternatively to background subtraction explicitly estimated motion information can be used in (motion) segmentation approaches. Moreover, analysis of local motion information, such as optical flow or range flow, has repeatedly proven to be beneficial to color video segmentation (e.g., [18] ). These approaches typically result in a dense labeling, in which each pixel is assigned to a segment. However, as the motion of two objects can be locally similar, these methods can benefit from additional information such as color or depth.
To this end, segmentation approaches that take on a more global view of the problem have been proposed (e.g., [5, 29, 32, 42, 57] ). These approaches investigate long-term motion cues, which can provide richer information than local motion information. They use tracking to derive point trajectories (e.g., [46, 55, 57] ), which are then grouped according to global motion similarity (e.g., [5, 32, 42] ). However, as the trajectories are sparse, so too is the result of the segmentation. In order to assign the remaining points to segments, additional information (e.g., color [32, 42] ) can be incorporated.
Similarly to these approaches, the proposed framework generates point trajectories that were derived from previously estimated flow vectors, but attempts to derive a trajectory for each pixel of the depth video. Hence, it deals with locally similar motion and naturally maintains spatio-temporal coherence. An efficient graph-based segmentation technique analyzes trajectories' similarities in motion and depth, and thus avoids the direct influence of noisy intensity data. In extension to our previous work [13] , the motion similarity is defined over all components of the flow (including motion in depth). Furthermore, the depth similarity is defined on more robust features (i.e., depth histograms instead of average depth) and combined with the motion similarity in a weighting scheme.
Algorithm description
The proposed framework comprises two main components, motion estimation and motion segmentation. The presented local motion estimation model (Section 3.1) is based on integration of range flow and optical flow constraints. Subsequently, a confidence measure is used to remove potentially inaccurate flow vectors. Section 3.2 describes the global regularization scheme which is used to obtain dense flow fields. The trajectory generation step (Section 3.3) takes the estimated flow fields as input. Finally, a graph-based segmentation algorithm groups trajectories based on depth and motion similarity (Section 3.4).
Local motion estimation
The proposed motion estimation algorithm is based on integrating the range flow and optical flow constraints. Thus, depth and intensity information are exploited simultaneously. Range flow describes the 3D motion of a moving surface. When defining a surface as a function of its spatial location in time, Z = f (X, Y, t), the total change in the depth over time can be written as [50] :
Here, Z X and Z Y are the spatial derivatives and Z t is the temporal derivative of the surface.
is the unknown motion in the global coordinate system (X, Y, Z), typically specified in metric units. Eq. (2) is known as range flow constraint equation [50] (or elevation rate constraint equation [23] ). It involves derivatives of the surface in global coordinates. However, the Z coordinate is a projection of the surface on the image plane. Therefore, the range flow equation can be written analogously to Eq. (1) in image coordinates (x, y) as [50] :
Here, Z x , Z y and Z t are the spatial and temporal derivatives of Z in image space, respectively. (u, v) are the 2D image velocities. However, we compute the 3D motion (U, V, W ) in global coordinates by taking into account the relation between the image and the 3D motion. When considering the perspective projection and assuming that the global coordinate system is aligned with the sensor coordinate system, the relation between the image motion and the object motion is given by:
Z is the depth, x and y are the image coordinates. c is the camera constant (i.e., focal length). Substituting the pixel velocities in Eq. (3) by Eq. (4) results in:
Equation (5) determines the 3D velocity of a surface, when computing the derivatives in image space. Optical flow describes the 2D motion of each pixel in image space. The optical flow constraint equation (or brightness constancy assumption) is given by:
Here, I x , I y and I t are the spatial and temporal derivatives of the intensities, respectively. To eventually obtain 3D object velocities, we substitute the pixel velocities (Eq. (4)) to get a modified optical flow constraint [25] :
The unknowns (U, V, W ) in Eqs (5) and (7) are the components of 3D object velocity of each pixel that are computed using the spatial and temporal derivatives of depth and intensity over a local neighborhood. For each pixel, Eqs (5) and (7) provide two constraints and contain three unknowns. To solve this ill-posed problem, additional assumptions have to be formulated. Similarly to [35] , we assume that the motion is similar in a small neighborhood of each point. Hence, the flow constraint equations (Eqs (5) and (7)) for each point in a local neighborhood can be written as an overdetermined system of equations:
This system of equations can be solved by an ordinary least squares solution. Moreover, an m × m window provides 2m 2 equations per pixel. x are the unknowns (U, V, W ) . The observations y contain the change in depth and intensity per pixel. The coefficient matrix A encodes the scene texture and e is the residual vector. The solution of the system of equations is given by:
Here, Q is a diagonal matrix which contains the a priori variances of the observations [39] . The inverse of Q acts as weights of observations in the adjustment. The accuracy (variance) of the estimated unknowns is given by:
where n is the number of observations. The diagonal elements of matrix Q xx denote the accuracy of the es-
. In presence of multiple motions and occlusions σ 0 is large [53] . Consequently, the resulting values in the diagonal elements of Q xx are also large. In areas with linear and planar texture, the components of Q xx indicate missing textural information. Thus, we use the diagonal components of Q xx as a confidence value for the corresponding estimated flow vector components. In particular, we remove flow vectors that exceed a fixed threshold σ 2 max in the diagonal elements of Q xx . In contrast, components or vectors of the flow that were computed with high precision (i.e., that are below the fixed threshold σ 2 max ) are kept. Thus, the local motion estimation may result in a sparse flow field.
In contrast to [13] , the projection model is incorporated in the range and the optical flow constraint and in the least squares adjustment. As a result, 3D motion can be determined using image texture and the depth of the object point (Eq. (7)). In [13] only image motion can be determined from the intensity image.
Global regularization
Since dense motion segmentation requires dense motion information, the goal of the regularization step is to estimate complete 3D motion for each pixel. In this section the reference to previously (Section 3.1) estimated flow vectors (x), is made using the pixels indexes (i, j) (e.g., x i,j ). The global regularization step integrates the information from the set of all local motion estimations and a smoothness prior by minimizing the following energy function [24, 53] :
The term E data uses the previously estimated flow vectors x i,j at pixel coordinates (i, j) and the corresponding confidence values Q xx (the pixel's subscripts (i, j) are not used with Q xx ) from the local motion estimation to minimize the following sum:
Here, f i,j denotes a regularized unknown flow vector.
The data term ensures that the difference f − x is low. This is especially true for flow vectors x that were computed with high accuracy. The second term in the regularization scheme, the smoothness term E sm , assumes similar motion among neighboring pixels. Consequently, it minimizes the sum of differences of neighboring 3D velocities [54] :
To determine the regularized dense flow vectors, we perform a global least squares estimation that minimizes both terms (i.e., Eqs (13) and (14)) over the entire image. In Eq. (12) no relative weighting of the terms E data and E sm is specified, because the respective accuracy of the observations provides the weighting. It is given in the matrices Q −1 xx and P s,Δi , P s,Δj , respectively, which are defined below. The first set of observation equations, which represent Eq. (13), can be written in the form:
As stated above, the precision σ 2 xi,j is derived during the local flow estimation (i.e., Eq. (10)) and corresponds to the variance of each estimated velocity component in Q xx . This is equal to a weight of 1/σ 2 xi,j . The observation equations for the smoothness term (i.e., Eq. (14)) can be written in the form:
The weight P s,Δi for each observation equation in Eq. (16) is computed by:
P s,Δj is defined analogously. In Eq. (18), g I and g R are weighting functions that are based on intensity and depth differences of the corresponding pixels, respectively. This weighting causes an anisotropic behavior of the smoothness term by reducing the influence of the smoothness term across depth or intensity gradients [62] . Here, Gaussian functions are used for g I and g R . Furthermore, Eq. (18) considers the precision of the estimation of each individual flow vector from the previous step [53] . σ 2 max is the threshold that corresponds to the largest variance allowed in the local motion estimation. If either of the two flow vectors at locations (i, j) or (i, j + 1) was determined with low accuracy in the first motion estimation step, the corresponding smoothness observation obtains a large weight. Weighting of the remaining smoothness equations is performed analogously. The regularization step computes an iteratively re-weighted least squares solution to reduce the influence of outliers. The re-weighting is based on the Cauchy weighting function [21] .
By approximating Q xx as a diagonal matrix (neglecting the off-diagonal elements), the equation system (Eq. (13)) can be split into U , V and W components, which are independent of each other. This allows a faster computation. Furthermore, the equation system (Eq. (13)) is linear, but due to robust outlier detection, iterations still need to be performed.
Flow trajectories
The flow trajectory generation step obtains dense point trajectories by applying a flow vector-based tracker [13, 29, 46, 55] . Trajectories are built in pixelspace, according to the estimated flow's (U, V, W ) projective projection to the image space m = (u, v, w). Accordingly, u and v correspond to the optical flow of the given scene. w is W scaled to pixel coordinates. The trajectories are initialized at each pixel in the first frame and are subsequently linked to corresponding pixels according to the flow vectors (Fig. 1 , the motion between two frames corresponds to the flow vectors). In particular, the trajectories are built by iteratively following the projected mo- tion vector m it = (u it , v it , w it ) of each pixel 3, 4 p it = (x it , y it , z it ) to its new position in the next frame
Since the estimated flow vectors are floating point numbers, p it+1 might be located in between pixels. In these cases, trajectories are continued at the nearest pixel position (by rounding).
Obviously, not every trajectory spans from the first to the last frame. (i) Tracking has to stop when it results in leaving the scene (i.e., out of video bounds) or no motion information is available (i.e., last frame). (ii) When multiple trajectories converge on the same pixel only one of them (picked randomly) is continued. (iii) A trajectory should not contain the motion of multiple differently moving objects. This is especially true for the application of segmentation which aims to separate differently moving objects. To prevent this error, trajectories end at occlusions (e.g., Fig. 1, dot) and fluctuating motion boundaries. The proposed framework detects occlusions by checking the consistency of forward flow m and backward flow m [55] : Thus, changes in motion are detected by thresholding the sum of the motion gradient magnitudes [55] :
In order to assign each pixel one trajectory, we start a new trajectory whenever a pixel is not assigned to a trajectory that accrues from a previous frame (e.g., due to disocclusion, Fig. 1 ). Subsequent to the described trajectory generation procedure, every pixel belongs to a respective single trajectory and all pixels on a trajectory belong to the same object ( Fig. 2(a) ).
Motion segmentation
The proposed motion segmentation aims to partition the given trajectories (Section 3.3) into spatio-temporal segments that correspond to objects or groups of objects of homogeneous motion. Assuming the given trajectories are error free, each trajectory contains pixel positions over time and corresponding motion vectors of a single object. As these paths through the depth video might be interrupted (e.g., occlusions), trajectories are of different length and cover different temporal windows ( Fig. 2(a) ). While long (e.g., covering every frame) trajectories provide rich, more global, motion cues, short trajectories, which carry less global motion information, might be ambiguous (Fig. 1) . In this context, additional information, such as depth, allows for further segmentation reasoning. Based on that observation, the proposed framework groups trajectories based on motion and depth similarity. As in our previous work [13] , the trajectories are grouped with an efficient graph-based segmentation algorithm [10, 18] . This segmentation algorithm was originally developed to segment conventional color videos according to pixels' color and motion similarity. In the proposed framework, this algorithm is adapted to group trajectories. Moreover, the segmentation algorithm comprises two phases, a trajectory-wise over-segmentation according to spatial and motion similarity and a region merging based on region-based (depth and motion) affinities.
To begin, the pixels in depth video, or more precisely the trajectories, are represented as a graph (4-connected). Each trajectory is considered as a vertex and is connected to spatially neighboring trajectories by edges. Clearly, connected trajectories have to share at least one frame. Each edge is assigned a weight ω ij , which represents the similarity of each pair of connected trajectories i and j. The similarity measure used favors common movement (m it = (u it , v it , w it )) and spatial (p it = (x it , y it , z it )) proximity in every shared frame (similar to [5, 13, 32] ):
Here, the similarity for i and j is defined over the frames in which both trajectories exist i∩j. |i∩j| is the number of the trajectories' shared frames.
is the product of maximal motion and spatial distance:
As suggested in [5] , the maximum distance of two time-correspondent points emphasizes motion differences (first part of Eq. (22)). As a result, trajectories of two in the beginning similarly moving objects that drift apart in time are more likely to be separated. However, this model is very sensitive to outliers. To reduce this effect, the maximum is weighted by the average motion and spatial differences (second part of Eq. (22)). In extension to our previous work [13] , the motion differences include the motion in depth w it .
Having defined a similarity measure, the graphs vertices (i.e., trajectories) can be grouped into regions accordingly. To begin, vertices are regions of their own ( Fig. 2(a) ). The list of all edges is sorted in ascending order. Starting with the smallest edge weight, edges are merged according to two adaptive thresholds [10, 18] which consider variations within the regions. In particular, two regions are merged if the internal variations [10] of both regions exceed the edge weight. The internal variation of a region R is defined as the maximum edge weight of a region's Minimum Spanning Tree (MST) relaxed with the region size |R|:
τ is a constant parameter that influences the granularity of the segmentation (a larger τ generates larger regions). This segmentation phase aims for an oversegmentation by using a small τ . Low-cost edges can be merged (in ascending order of their weights) to enforce a minimum region size. As shown in Fig. 2(b) , the segmentation procedure described above tends to separate similar trajectories with different lengths of common windows. These segments have to be merged further in a second segmentation phase (Fig. 2(c) ). The second segmentation phase hierarchically merges the previously generated regions. This iterative resegmentation scheme improves robustness of the segmentation algorithm [18] and uses richer region descriptors (i.e., histograms) than the previous phase. Again, the set of trajectories is represented as a graph. The previously obtained regions are considered as vertices. Spatially neighboring regions are connected by edges and are assigned affinities as edge weight ωr: . In contrast to the average depth, which is used in [13] , depth histograms also consider the depth distribution. Contrary to [13] , d d and d m are combined in a weighing scheme. Since short trajectories carry less motion information than long trajectories, the depth's contribution to the similarity measure varies with the relative length l of the common time window. To eventually, and with fewer iterations than in [13] , obtain a motion segmentation, the depth influence is gradually reduced in each iteration k ∈ [0, 1]. The minimum region size and τ increase with each iteration by a constant factor [18] .
Experimental results and discussion
The proposed framework is evaluated on a synthetic scene (Fig. 3) and two real world scenes (Fig. 9) captured by an SR3000 ToF camera, which has a resolution of 176 × 144 pixels. To compensate for the systematic distortions, calibration presented in [26] was applied. Thus, it can be assumed that the pinhole camera model of Eq. (4) holds. Since the proposed framework consists of two main steps, motion estimation and motion segmentation, both steps are evaluated. The quantitative analysis of the algorithm compares the results of the two steps with their respective ground truth (GT). For the quantitative analysis of the estimated flow vectors, we compute the angular error (AE), i.e., the difference in direction, and the endpoint error (EE), i.e., the difference in magnitude, between the GT and the estimated flow vectors [2, 3] .
As quantitative error measures for the segmentation results we report (Tables 1 and 4 ) the misclassification error (ME) [57] , the over-segmentation error (OE) [5] , and the trajectory error (TE). The TE denotes the number of generated trajectories that contain the motion of more than one object over all trajectories. The ME is defined as the percentage of misclassified points and the OE is the number of excessive regions with respect to the GT. In order to present significant numbers (ME decreases with a large OE), the ME is reported at a low OE. Thus, parameters (typically the number of iterations) vary throughout the evaluation. Note that although there are datasets for depth image segmentation (e.g., [38] ) and datasets for motion segmentation of color videos (e.g., [57] or [5] ), there is, to the best of our knowledge, no publicly available dataset with motion segmentation ground truth for ToF videos. 
Synthetic scene
In the synthetic scene (cubes) two cubes are moving on a ground plane and in front of a wall (Fig. 3) . It has a resolution of 201 × 161 pixels. The scene's lateral extent is 18 meters. The depth ranges from 5 to 18 meters. The GT flow vector for the cube in the front is [0.07,0,0.01], while for cube in the back the GT motion is [0.14,0,0] (meters per frame).
The results of the proposed motion estimation on cubes are shown in Fig. 4 . It can be seen that the estimated flow vectors are visually accurate, even when more than 60 percent of the background cube is occluded (e.g., background cube in Frame 29, Fig. 4) . Furthermore, the boundaries of the objects are well determined. Fig. 4 (zoom-ins) demonstrates that the global regularization scheme (i.e., the weighting of the smoothness term based on depth and intensity differences) effectively avoids over-smoothing. Even object boundaries at critical locations, such as at low incidence angles (e.g., top surface of cube) and similar depths (e.g., contact points of ground plane and cube) are well identified. The visual quality of the results (Fig. 4) are confirmed by the quantitative error measures. The average EE and the average AE for this scene are 0.1 millimeters and 0.1 degrees, respectively. The (unoptimised) MATLAB implementation of the local motion estimation consumes 20 seconds per frame on a PC with a 3.2 GHz processor. A single iteration of global regularization consumes 22 seconds. For each frame four iterations of global regularization were performed.
To further evaluate the algorithm's robustness to noise, we add Gaussian noise to the depth and intensity images of the synthetic scene. To add the noise, the depth and the intensity images are normalized to [0,1] using the maximum depth and maximum intensity, respectively. The resulting depth and intensity images have a common range of values. Subsequently, the flow vectors are estimated and evaluated. Figure 5 shows the change in EE and AE with increasing noise σ. Figure 6 shows the EE for each component of the flow vector separately, against the increasing noise values. In Figs 5 and 6 , σ is the standard deviation of the additive Gaussian noise. As shown in Fig. 6 , the EE for W is larger than the EE for U and V for increasing σ. The low accuracy of W compared to U and V is caused by the perspective projection (i.e., Eqs (5) and (7)) and estimated in Q xx .
As shown in Fig. 7 and Table 1 , the proposed segmentation algorithm generates high-qualitative results for the synthetic scene (without noise). On average Fig. 8 . Segmentation results of cubes. Method [13] using GT flow vectors (1st row) and using estimated flow vectors (2nd row). Method [30] from depth and intensity (3rd row). Each segment is assigned a unique, arbitrarily chosen color.
the (unoptimised) C++ implementation of the segmentation algorithm consumes 4 seconds per frame (201 × 161 pixels) on a PC with a 3.07 GHz Intel Core processor to obtain the shown results. When using GT flow vectors our segmentation result perfectly matches the segmentation GT. In this example the algorithm deals with occlusion and movement in depth. Additionally, the segmentation is performed based on previously estimated flow vectors and subsequently compared to the segmentation GT. It can be seen (Fig. 7) that the segmentation result closely matches the GT. The quantitative evaluation (Table 1) shows that, in comparison to the segmentation based on GT flow vectors, the TE and the ME are elevated. More precisely, less than one percent of the generated trajectories are erroneous and even a lower percentage of pixels is misclassified. In fact, the two error measures are correlated. We observe TEs at inaccurate motion vectors found at object borders and MEs at pixels on trajectories which contain more than one object. The zoom-ins of the background cube in Figs 4 and 7 give an example for this case. Since the segmentation algorithm is based on depth and motion similarity, regions that contain short trajectories (less global motion information) with homogenous depth and at the same time similar motion are challenging for the segmentation algorithm.
In Table 1 , Figs 7 and 8 the proposed framework is compared to its predecessor [13, 30] . Throughout the evaluation, the proposed framework and [13] use the same segmentation parameters. When comparing the frameworks altogether ( [13] is based on differently estimated flow vectors) the proposed framework outperforms its predecessor. Additionally, the frameworks are compared based on the same flow vectors. Except for the additional motion component (i.e., motion in depth), the same GT flow is used. The results of [13] are clearly oversegmented, which indicates that the additional weighting scheme in our improved algorithm reduces the number of needed iterations. Due to more robust region descriptors (i.e., depth histograms instead of average depth [13] ) and the additional motion component, the ME is reduced. Contrary to [30] , which is based on background subtraction of intensity and depth, the proposed framework separates differently moving objects. This is also reflected in the MEs.
Real world scenes
The proposed framework is evaluated on two ToF videos, trains ( Fig. 9(a) ) and people ( Fig. 9(b) ). The frame rate of the videos is approximately 10 frames per second (fps) for trains and 5 fps for people. Trains consists of two toy trains moving on two rail tracks. The lateral extent of the scene is one meter. The depth ranges from 40 centimeters to one meter. The first train is on an elevated track and moves approximately diagonally from left to right in the image while the second train moves from top towards bottom of the image. People consists of three people, two of them walking approximately parallel to the image plane while a third person walks towards the camera in the later half of the video.
The GT motion for trains is computed by measuring the distance between two target pairs that are mounted on the rail tracks in the coordinate system attached to the camera. When assuming a constant linear velocity and rigid object motion, the GT flow vector of each train can be obtained by the time (i.e., number of frames) and the trains' traveling distances between the targets. The GT flow vectors for the train on the top and the train on the bottom are [5.4, 4.4, −5.4] and [0. 6, 6.8, −7.2] (mm per frame), respectively. Due to complexity and inconsistency of the human motion, no quantitative GT is available for people.
In the local motion estimation step, we only compute motion over pixels which change in time, by observing the change in depth and intensity in frames be- fore and after the current frame. Furthermore, in the local motion step flow vectors at depth discontinuities are removed. The (unoptimised) MATLAB implementation of the local motion estimation consumes 10 seconds per frame on a PC with a 3.2 GHz processor. The global regularization step then computes flow vectors at each pixel. A single iteration of global regularization consumes 13 seconds. For each frame four iterations of global regularization were performed. Figure 10 shows the motion estimation result for trains (calibrated) and the corresponding GT for frame 5. The estimated flow vectors correspond to the GT motion of the train. The boundaries of the trains appear sharp with little smoothing effects along some parts of the boundary.
To analyze the influence of calibration, the accuracy of the estimated motion is compared for the calibrated and uncalibrated train scene. The comparison of the estimated motion vectors with the GT motion vectors indicates a significantly higher EE in W (Table 2) for uncalibrated data. The error values correspond to non stationary parts of the scene. Schmidt et al. [47] observed a similar behavior for W and suspect systematic errors to be the reason for it. In fact, when investigating the results obtained from the calibrated [26] test scene, the EE of W improves significantly. Moreover, Table 2 shows the overall AEs, the overall EEs and the EEs for the individual components of the estimated flow vectors for the uncalibrated and the calibrated test scene. When comparing the results of the calibrated train scene with the synthetic scene, the magnitudes of the errors are similar to errors resulting from higher levels of added noise. Less texture in depth and intensity, but possibly also deviations from the model of random Gaussian noise as applied in the synthetic scene, cause the relatively lower accuracy. The applied cali- bration [26] does not completely remove the systematic effects that are causing distortions in distance observations. Furthermore, shadowing of the active illumination by foreground object and illumination fall off in intensity images violate the brightness constancy assumption and hence might introduce errors. Table 3 compares the 3D object motion of the proposed method against the motion computed from [13] . To this end, the image motion from [13] is projected into object space for comparison. The main reason for the lower error in the proposed method is the anisotropic smoothing that significantly reduces smoothing across boundaries. The mentioned smoothing effect of [13] is also visible in Fig. 10 (middle) . The error values for the two methods are, however, very similar in trains, because the error is only computed on the pixels corresponding to moving trains. The smoothing effect outside the train boundary is not reflected in the error values. Figure 11 shows the motion estimation results for people. Considering the complexity of the scene, the shown results are satisfying. The direction of movement is estimated correctly and persons are delineated correctly. However, it can also be seen that fast, nonrigid motion of small structures that are different from the motion at similar depths (e.g., legs with different motion of body) is especially difficult to estimate. In this context, the low resolution and the high noise levels of ToF videos are challenging for motion estimation. Especially, the motion in depth W is illdetermined. However, the results show that the regularization scheme performs well in determining dense and smooth flow fields over major parts of the independently moving objects.
The quantitative evaluation of the segmentation algorithm on the whole is carried out on a subset (i.e., frame 7 to frame 11) of (calibrated) trains. In order to generate a reference solution, the mentioned frames are manually labeled into background and the two different trains. As shown in Fig. 12 and Table 4 , the proposed framework separates large parts of the moving objects from the background and the segments coherently follow the flow vectors. The (unoptimised) C++ implementation of the segmentation algorithm consumes 6 seconds per frame (176 × 144 pixels) on a PC with a 3.07 GHz Intel Core processor to obtain the shown results. As for the synthetic scene, the generated trajectories are accurate and the segmentation outperforms [30] (based on intensity and depth) and [13] . The ME for the proposed method is one percent ( Table 4) . The main reasons for the misclassifications are missing motion vectors for the second compartment of the train moving from top to bottom in image. However, the mentioned compartment is hardly visible in the intensity and depth images ( Fig. 9(a) ) and thus challenging for motion estimation and segmentation. We further encounter segmentation errors at over-smoothed motion boundaries with similar depth as the moving object. Figure 13 shows the difference in the segmentation result when not considering depth or long-term motion information (i.e., local flow vectors instead of trajectories). This example demonstrates that the men- tioned features can be beneficial for motion segmentation. Note that the segmentation results based on trajectories, with (left) and without (middle) depth influence, were generated using the same parameters and motion vectors. It can be seen that segmentation without depth influence is slightly over-segmented. The additional depth information can also improve the algorithm's robustness to flow estimation errors. Figure 14 (a) shows the segmentation result of people. It can be seen that the individual objects are well segmented. Owing to long-term trajectories (instead of local flow vectors) the person in the background, who is stationary in the first frames, is not merged with the background that has the same local motion. Figure 14(b) further highlights the role of depth in the segmentation algorithm. The shown segmentation result is generated with a reduced depth influence (i.e., depth similarities in ω ij and ωr are multiplied by 0.1) and the same parameters and flow vectors as in (a). Contrary to (a), the persons in (b) are assigned to the same seg-ment. The main reason for this are local motion similarities in areas that contain short trajectories. Such areas are the result of noisy flow vectors. Noisy flow vectors can cause the forward flow to be inconsistent with the backward flow, which results in occlusions in large areas of the moving objects (c), and thus enforce trajectories to end. Small differences in local (short trajectories) motion can cause objects to be assigned to the same segment (b). The proposed segmentation algorithm increases the depth's contribution to similarity measures of short trajectories which also disambiguates such local motion similarities (a).
Conclusion
In this paper, we presented a framework for motion segmentation of video containing depth and intensity data. Our method integrates the information from the depth and intensity channels to estimate 3D motion and then segments the scene into independently moving objects. As a main contribution we presented a global regularization framework based on a least squares solution. As an additional contribution, the proposed framework automatically groups trajectories into segments of homogeneously moving objects. We validated our approach on synthetic and real world scenes. Quantitative and qualitative evaluation results show that the framework is able to accurately estimate motion. Furthermore, we are able to segment individual moving objects based on the 3D flow vectors. In this paper we focused on ToF cameras, however, this approach can in principle also be used with other sensors that provide depth and intensity information.
