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Clustering coe±cients of large networks¤
Yusheng Li, Yilun Shangy, Yiting Yang
Department of Mathematics, Tongji University
Shanghai 200092, China
Abstract
Let G be a network with n nodes and eigenvalues ¸1 ¸ ¸2 ¸ ¢ ¢ ¢ ¸ ¸n. Then G is
called an (n; d; ¸)-network if it is d-regular and ¸ = maxfj¸2j; j¸3j; : : : ; j¸njg. It is shown
that if G is an (n; d; ¸)-network and ¸ = O(
p
d), the average clustering coe±cient c(G) of G
satis¯es c(G) » d=n for large d. We show that this description also holds for strongly regular
graphs and Erd}os-R¶enyi graphs. Although most real-world networks are not theoretically
constructed, we ¯nd that, interestingly, many of them have c(G) close to d=n, and many
close to 1 ¡ ¹2(n¡d¡1)
d(d¡1) , where d is the average degree of G, and ¹2 is the average of the
numbers of common neighbors over all non-adjacent pairs of nodes.
Key Words: Clustering coe±cient; theoretic graph; real-world network
1 Introduction
Complex systems from various ¯elds, such as physics, biology, and sociology, can be sys-
tematically analyzed using their network representation. A network (also known as a graph)
is composed of vertices (or nodes) and edges, where vertices represent the constitutes in the
system and edges represent the relationships between these constitutes. Mathematically, we
de¯ne G = (V;E) as a simple graph with vertex set V and edge set E µ V £ V . Denote by
N(v) = fu 2 V : uv 2 Eg the neighborhood of a vertex v, dv the degree of v, and ev = e(N(v))
the number of edges in the subgraph of G induced by N(v), respectively.
An important measure of network topology, called clustering coe±cient, assesses the triangu-
lar pattern as well as the connectivity in a vertex's neighborhood: a vertex has a high clustering
coe±cient if its neighbors tend to be directly connected with each other. The clustering coe±-
cient cv of a vertex v can be calculated as
cv =
(
0; if dv = 0;
ev
(dv2 )
; if dv ¸ 2.
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For dv = 1, it is a convention to de¯ne cv 2 [0; 1] depending on the situation. Thus 0 · cv · 1.
The clustering coe±cient cv for dv ¸ 2 is the ratio of number of triangles and all possible
triangles that share vertex v.
For a graph G of order n (i.e., G contains n vertices) and minimum degree ±(G) ¸ 2, its
average clustering coe±cient is de¯ned as
c(G) =
1
n
X
v2V
cv =
2
n
X
v2V
ev
dv(dv ¡ 1) :
Average clustering coe±cient explains the clustering (triangulation) within a network by aver-
aging the clustering coe±cients of all its nodes. The idea of clustering coe±cient is proposed
(especially in the analysis of social networks) to measure the degree to which nodes in a graph
tend to cluster together [31]. It is considered to be an e®ective measure of the local connectiv-
ity or \cliqueness" of a social network. For example, the clustering coe±cient and community
structure of a social network may reveal its collaborative relationship between agents [41]. If a
network has a high average clustering coe±cient and a small average distance, it is often called
a \small-world" network [42]. High clustering is also associated with robustness of a network,
that is, resilience against random damage [2, 24, 28, 38]. The clustering coe±cient has also
been extended to the settings of weighted networks [35, 43] and directed networks [15]. Network
models with tunable clustering coe±cients [20, 22, 37], degree-related clustering coe±cients [29],
and granular clustering coe±cients [26] have been proposed. Moreover, the work [36] presents a
fast sampling-based approximation algorithm for calculating the average clustering coe±cient.
Some basic properties of clustering coe±cient can be easily observed. Let G be a graph with
minimum degree ±(G) ¸ 2. Then c(G) = 0 if and only if G is triangle-free. Let ±(N(v)) be
the minimum degree of the subgraph of G induced by N(v). The following result gives us a
nontrivial lower bound of c(G).
Lemma 1 Let G be a graph with ±(G) ¸ 2. If m = minv2V ±(N(v)), then
c(G) ¸ m
d¡ 1 ;
where d is the average degree of G.
Proof. Let n be the order of G. Note that ev = e(N(v)) ¸ mdv2 for each vertex v, and thus
c(G) =
1
n
X
v2V
cv =
1
n
X
v2V
ev¡
dv
2
¢ ¸ 1
n
X
v2V
m
dv ¡ 1 ¸
m
d¡ 1 ;
where the last inequality holds as the function 1x¡1 is convex for x > 1. 2
The aim of this article is to investigate the average clustering coe±cient of some theoretic
and large-scale real networks. The remainder of this paper is organized as follows. In Section 2
we derive the exact expression for the average clustering coe±cient of strongly regular graphs of
any order. In Section 3, we show that the average clustering coe±cients of (n; d; ¸)-graphs with
¸ = O(
p
d) follow the asymptotic d=n for large d. The same expression is recovered for an almost
regular algebraic graph, Erd}os-R¶enyi graph, in Section 4. We present some data on networks
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taken from real-world applications in Section 5. Interestingly, the average clustering coe±cient
of the Florentine families graph is shown to be close to the corresponding estimate obtained
for strongly regular graphs (Theorem 1). Our ¯nding highlights the fact that the asymptotic
d=n is not only a characteristic of random graphs and some theoretic graphs, but also observed
in various real systems distinct from small-world networks. Finally, the paper is concluded in
Section 6.
2 Clustering coe±cients of strongly regular graphs
A graph G of order n is said to be a strongly regular graph with parameters n; d; ¹1; ¹2,
denoted by srg(n; d; ¹1; ¹2) in short, if it is d-regular, and any pair of vertices have ¹1 common
neighbors if they are adjacent, and ¹2 common neighbors otherwise [19, p. 218]. For instance,
C5 is an srg(5; 2; 0; 1). Another typical example of strong regular graphs is the Paley graph [19,
p. 221] which is de¯ned as follows:
Let q ´ 1 (mod 4) be a prime power and Fq the ¯nite ¯eld of order q. The vertex set of
Paley graph Pq is Fq, and distinct vertices x and y are adjacent if and only if x¡ y is non-zero
quadratic. Clearly, Paley graph Pq is an srg(q; q¡12 ;
q¡5
4 ;
q¡1
4 ).
For an srg(n; d; ¹1; ¹2), the number m in Lemma 1 is exactly ¹1. The next theorem says
that Lemma 1 is sharp for strongly regular graphs.
Theorem 1 Let G be an srg(n; d; ¹1; ¹2) with d ¸ 2. Then
c(G) =
¹1
d¡ 1 :
Proof. For a vertex v of G, we have ev = d¹12 and thus cv =
ev
(d2)
= ¹1d¡1 , hence the average of cv
is also ¹1d¡1 as claimed. 2
Corollary 1 Let Pq be a Paley graph. Then
c(Pq) =
q ¡ 5
2(q ¡ 3) :
Proof. Since Pq is an srg(q; q¡12 ;
q¡5
4 ;
q¡1
4 ),
c(Pq) =
¹1
d¡ 1 =
q¡5
4
q¡1
2 ¡ 1
=
q ¡ 5
2(q ¡ 3) :
2
The eigenvalues of strongly regular graphs can be easily computed, which are summarized
in the following lemma [19, p. 219].
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Lemma 2 Let G be a connected srg(n; d; ¹1; ¹2) with n ¸ 3. Assume that G is neither complete
nor empty. Then ¸1 = d is an eigenvalue with multiplicity m1 = 1, and any eigenvalue ¸ 6= ¸1
satis¯es
¸2 + (¹2 ¡ ¹1)¸+ (¹2 ¡ d) = 0:
The equation has two distinct solutions ¸2 > ¸3 with ¸2 > 0 > ¸3, and ¸3 is an eigenvalue.
If d + (n ¡ 1)¸3 6= 0, then ¸2 is also an eigenvalue. Their multiplicities m2 and m3 can be
determined by
m2 +m3 = n¡ 1; and d+m2¸2 +m3¸3 = 0:
In the next section, we will consider a more general class of graphs, in which the average
clustering coe±cient can be asymptotically estimated under some condition regarding their
second largest eigenvalues.
3 Clustering coe±cients of (n; d; ¸)-graphs
Let us label the vertices of G of order n as v1; v2; : : : ; vn. Recall that A = (aij)n£n is the
adjacency matrix of G, where
aij =
½
1; if vivj 2 E;
0; otherwise.
Lemma 3 Let G be a graph of order n with degree sequence d1; d2; : : : ; dn, and let A be the
adjacency matrix. If ±(G) ¸ 2 and the diagonal elements of A3 are °1; °2; : : : ; °n in order, then
c(G) =
1
n
nX
i=1
°i
di(di ¡ 1) :
Particularly, if G is d-regular, and ¸1; ¸2; : : : ; ¸n are the eigenvalues of A, then
c(G) =
1
nd(d¡ 1)
nX
i=1
¸3i :
Proof. As A is symmetric, it is diagonalizable. Let ¸1; ¸2; : : : ; ¸n be the eigenvalues of A. Then
the eigenvalues of Ak are ¸k1; ¸
k
2; : : : ; ¸
k
n. Note that the (i; j) element of A
k is the number of
walks from vertex vi to vertex vj [19, 23], and a closed walk of length 3 is a triangle. Thus the
ith diagonal element of A3 is exactly 2evi , and the claimed equalities follow. 2
We also call the eigenvalues of A as eigenvalues of G. Let ¸1 ¸ ¸2 ¸ ¢ ¢ ¢ ¸ ¸n be eigenvalues
of G in a non-increasing order.
Random graph has been proved to be one of the most important tools in modern graph
theory and network research. Their tremendous triumph raised the question: what are the
essential properties and how can we tell whether a given graph behaves like a random graph? A
cornerstone contribution of Chung, Graham and Wilson [12] gave several equivalent properties
to measure the similarity between a given graph and a random graph G(n; p) with ¯xed p. This
similarity is also called the quasi-randomness of the given graph. One of those properties is
characterized by the magnitude of ¸ = ¸(G), where
4
¸ = ¸(G) = maxfj¸ij : 2 · i · ng:
As called by Alon, see [4], a graph G is an (n; d; ¸)-graph if G is d-regular with n vertices and
¸ = ¸(G). Note that a d-regular connected graph satis¯es that ¸1 = d. For sparse graphs
with edge density p = o(1), Chung and Graham [11] also gave some equivalent properties for
quasi-randomness under certain conditions. One of the properties is that ¸1 » pn and ¸ = o(¸1).
For an (n; d; ¸)-graph, the spectral gap between d and ¸ is a measure for its quasi-random
property. The smaller the value of ¸ compared to d, the closer is the edge distribution to the
ideal uniform distribution (i.e., it becomes a random graph). A natural question in order is
\how small can ¸ be?"
Lemma 4 Let G be an (n; d; ¸)-graph and let ² > 0. If d · (1¡ ²)n, then
¸ ¸
p
²d:
Proof. Let A be the adjacency matrix of G. Then
nd = 2e(G) = tr(A2) =
nX
i=1
¸2i
· d2 + (n¡ 1)¸2 · (1¡ ²)nd+ n¸2;
which concludes the proof. 2
Based on this estimate, we may say, not precisely, that an (n; d; ¸)-graph with ¸ = O(
p
d)
has good quasi-randomness. Generally, this is a weak condition as most random graphs are such
graphs, see [7]. Moreover, Lemma 2 suggests that for an srg(n; d; ¹1; ¹2), when j¹1¡¹2j is small
compared to d, ¸ is close to
p
d and G has good quasi-randomness.
It is known that, for any ¯xed d ¸ 4, a random d-regular graph G of order n has ¸ =
(2 + o(1))
p
d¡ 1 and for any ¯xed ² > 0, the probability
Pr
³
(1¡ ²)d¡ 1
n
· ¹c(G) · (1 + ²)d¡ 1
n
´
! 1
as n ! 1 [8, 17]. The following theorem gives an analogous estimate of average clustering
coe±cient for (n; d; ¸)-graph with ¸ = O(
p
d).
Theorem 2 Let G be an (n; d; ¸)-graph. If ¸ = O(
p
d) as d!1, then
c(G) » d
n
:
Proof. Let n be the order of G whose eigenvalues are ¸1 ¸ ¸2 ¸ ¢ ¢ ¢ ¸ ¸n. Since G is d-regular,
we have ¸1 = d. From Lemma 3 we obtain
c(G) =
1
nd(d¡ 1)
Ã
d3 +
nX
i=2
¸3i
!
:
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The assumption ¸ = O(
p
d) implies that¯¯Pn
i=2 ¸
3
i
¯¯
nd(d¡ 1) ·
n¸3
nd(d¡ 1) =
O(d3=2)
d2
! 0:
Thus
c(G) » d
2
n(d¡ 1) »
d
n
(1)
for large d. 2
Remark 1. If G is an srg(n; d; ¹1; ¹2), we have seen from Lemma 2 that ¸ = O(
p
d) provided
¹1 ¼ ¹2. Note that there is a well-known equality relating the four parameters in a strongly
regular graph, namely, d(d¡ ¹1 ¡ 1) = ¹2(n¡ d¡ 1). Hence, by dividing n on both sides of the
equality and using the estimate ¹1 ¼ ¹2, we derive that d2n ¼ ¹2. Thus, Theorem 1 implies that
¹c(G) = ¹1d¡1 ¼ ¹2d ¼ dn , which agrees with Theorem 2.
The condition that d is large in Theorem 2 is for estimating
Pn
i=2 ¸
3
i in the proof. However,
this is not necessary for some graphs which are described in the next section.
4 Clustering coe±cients of Erd}os-R¶enyi graphs
Erd}os-R¶enyi graph Eq [14] is one of the classical algebraic constructions in extremal com-
binatorics which is de¯ned as follows. Let F ¤q = Fq n f0g. De¯ne an equivalence relation ´
on F 3q n f(0; 0; 0)g by letting (a1; a2; a3) ´ (b1; b2; b3) if there is ° 2 F ¤q such that (a1; a2; a3) =
°(b1; b2; b3). Let ha1; a2; a3i denote the equivalence class containing (a1; a2; a3), and let V be the
set of all equivalence classes. Then jV j = q2 + q + 1.
De¯ne a graph Eq on vertex set V by letting distinct vertices hv1; v2; v3i and hx1; x2; x3i be
adjacent if and only if
v1x1 + v2x2 + v3x3 = 0:
For a vertex v = hv1; v2; v3i, since v1x1+v2x2+v3x3 = 0 has q2¡1 solutions (x1; x2; x3) forming
q + 1 vertices,
dv =
½
q; if v21 + v
2
2 + v
2
3 = 0;
q + 1; otherwise:
Unfortunately, Eq is not regular and its spectrum is not known. If we add a loop for a vertex v
to Eq when v21 + v
2
2 + v
2
3 = 0, we obtain a (q+ 1)-regular graph, which is denoted by E
o
q . In the
following, we will compute the spectrum of Eq by using the spectrum of E0q .
Let M be the adjacency matrix of Eoq , where a diagonal element is equal to the number of
loops incident to the vertex. From the eigenvalues of M2 [3], one can ¯nd the spectrum of M
as follows.
Lemma 5 The spectrum of Eoq is as follows.
eigenvalue q + 1
p
q ¡pq
multiplicity 1 q(q+1)2
q(q+1)
2
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Return to the simple graph Eq with maximum degree ¢(Eq) = q + 1 and minimum degree
±(Eq) = q. Let A be the adjacency matrix of Eq and ¸1 ¸ ¸2 ¸ ¢ ¢ ¢ ¸ ¸n the eigenvalues of A,
where n = q2 + q + 1. We shall estimate these f¸igni=1 by the following result, see [23, p. 181].
Lemma 6 Let A and B be real symmetric matrices of order n. Let the eigenvalues ¸i(A) of A,
¸i(B) of B and ¸i(A+B) of A+B are labeled in non-increasing order, respectively. Then, for
each 1 · i · n,
¸i(A) + ¸1(B) ¸ ¸i(A+B) ¸ ¸i(A) + ¸n(B):
Corollary 2 Let G be a simple graph of order n with ¢ = ¢(G) and ± = ±(G). Let G0 be a
graph obtained from G by attaching each vertex v with ¢¡dv loops. Suppose that G and G0 have
eigenvalues ¸1 ¸ ¸2 ¸ ¢ ¢ ¢ ¸ ¸n and ¸01 ¸ ¸02 ¸ ¢ ¢ ¢ ¸ ¸0n, respectively. Then, for each 1 · i · n,
¸i +¢¡ ± ¸ ¸0i ¸ ¸i:
Proof. It is easy to see that A(G0) = A(G) +D, where D is a diagonal matrix whose diagonal
elements are ¢¡dv for each vertex v. Since ¸1(D) = ¢¡± and ¸n(D) = 0, the assertion follows
from Lemma 6. 2
Lemma 7 Let ¸1 ¸ ¸2 ¸ ¢ ¢ ¢ ¸ ¸n be eigenvalues of Eq, where n = q2 + q + 1. Then these
eigenvalues can be bounded as follows.
eigenvalue ¸1 ¸i; ¸i > 0; i ¸ 2 ¸i; ¸i < 0
bounds q · ¸1 · q + 1 pq · ¸i · pq + 1 ¡pq · ¸i · ¡pq + 1
Although Eq is not regular, c(Eq) is still close to d=n, where n = q2 + q + 1 and d is the
average degree of Eq.
Theorem 3 Let q be a prime power and let Eq be the Erd}os-R¶enyi graph. Then Eq has n =
q2 + q + 1 vertices and its average degree d satis¯es q < d < q + 1, and c(Eq) » dn » 1q for large
q.
Proof. It is easy to see that except the largest ¸1, the number of other positive eigenvalues is
q(q + 1)=2 and the number of negative eigenvalues is also q(q + 1)=2. So we can estimate
P
i ¸
3
i
from above asX
i
¸3i · (q + 1)3 +
q(q + 1)
2
(
p
q + 1)¡ q(q + 1)
2
(
p
q ¡ 1) = (q + 1)3 + q(q + 1);
and thus by Lemma 3 we have
c(Eq) · (q + 1)
3 + q(q + 1)
(q2 + q + 1)q(q ¡ 1) »
1
q
;
and the desired lower bound can be obtained similarly. 2
7
5 Clustering coe±cients of some real networks
In this section, we present some applications of the above theoretical results to realistic
networks.
If a realistic network G is shown to be close (roughly speaking) to a strongly regular graph
srg(n; d; ¹1; ¹2), say, by sampling a portion of the nodes, Theorem 1 can then be an estimate of
its average clustering coe±cient ¹c(G). Since many realistic large-scale networks (such as social
networks) are highly clustered, the calculation of parameter ¹1 could create an enormous burden
on the computation facility in practice. Alternatively, one can ¯rst calculate the parameter ¹2 by
using a heuristic algorithm, and then invoke the convenient relation d(d¡¹1¡1) = ¹2(n¡d¡1),
which in turn yields an estimate of ¹1. In other words, we have
¹c(G) =
¹1
d¡ 1 = 1¡
¹2(n¡ d¡ 1)
d(d¡ 1) :
The advantage of evaluating ¹2 over ¹1 is shown in Appendix A.
Let d be the average degree of a network and ¹2 the average of the numbers of common
neighbors of non-adjacent pairs of nodes. We shall estimate average clustering coe±cients of
some networks as follows:
¹c(G) ¼ 1¡ ¹2(n¡ d¡ 1)
d(d¡ 1) : (2)
Algorithm 1 is a heuristic algorithm to calculate ¹2.
Algorithm 1
Input: G
Output: µ = ¹2
01 let a = b = 0
02 let Q1 and Q2 be two empty queues
03 for v in GnQ1
04 add v into Q1 and Q2
05 add each vertex u that is adjacent to v into Q2
06 b = b+ jGnQ2j, where j ¢ j represents the length
07 for w in GnQ2
08 let c be the number of vertices in Q2 that are adjacent to w
09 a = a+ c
10 clear Q2
11 µ = a=b
Algorithm 1. A heuristic algorithm that calculates the average value ¹2 for a network G.
We worked out a concrete example by considering a social network G of Florentine families
[9]. This network describes the marriage relations among n = 15 families in ¯fteenth-century
Florence with data collected by John Padgett from historical documents (see Fig. 1 for an
illustration). It is direct to check that the average degree of G is d = 2:667 and the average
8
Fig. 1. The Florentine families graph G on n = 15 vertices, where the family names are shown
alongside the vertices.
clustering coe±cient is ¹c(G) = 0:16. The Algorithm 1 gives ¹2 = 0:322. Interestingly, by (2),
1¡ ¹2(n¡d¡1)
d(d¡1) = 1¡
3:650
4:446 = 0:179 gives a reasonably good approximation of the average clustering
coe±cient ¹c(G). In addition, we studied two other real networks, i.e. the US top-500 airport
network [13], in which two airports are connected if a °ight was scheduled between them in
2002, and the autonomous system graph of the Internet [36]. The results are summarized in the
following table, which illustrate the availability of the proposed method. It is worth mentioning
that the sampling-based algorithm in [36] yields an estimation c(G) = 0:311 for AS graph, which
seems slightly worse as compared to the present method.
Network G n d ¹2 ¹c(G) ¹c(G) via eq.(2)
Florentine families graph 15 2.667 0.322 0.160 0.179
US airport network 500 11.920 0.185 0.351 0.308
AS graph 13164 4.332 0.0005 0.458 0.544
Table 1. Statistics for three social and information networks.
Next, we collected statistics for some real-world complex networks in the following table. In
this table, n is the number of vertices; m is the number of edges; d is the average degree; ¹c(G)
is the average clustering coe±cient; R is the relative error de¯ned as R = j¹c(G)¡d=nj¹c(G) .
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Network G n m ¹c(G) d=n d R
p2p-Gnutella 3234 13453 0.007 0.003 9.7 0.57
German highway 1168 1532 0.0013 0.0019 2.6 0.46
cat brain 55 454 0.55 0.3 16.5 0.45
constraint programming 240 6300 0.225 0.219 52.5 0.027
passenger air tra±c 1148 16523 0.027 0.025 28.8 0.074
protein interaction I 97 2327 0.49 0.495 47.5 0.01
protein interaction II 109 2978 0.5 0.501 54.6 0.002
protein interaction III 54 1018 0.71 0.698 37.7 0.017
Table 2. Statistics for some real networks
In Table 2, p2p-Gnutella is a snapshot of the Gnutella peer-to-peer ¯le sharing network on
August 5, 2002 [27, 34], where nodes represent hosts in the Gnutella network and edges repre-
sent connections between the hosts. German highway is compiled from data of the \Autobahn-
Informations-System" in July 2002 taking cities as nodes and highways as edges [25]. cat brain
is a biological network depicting long-range cortical connectivity in the cat brains [21]. The
dataset of constraint programming comes from monitoring of constraint-oriented programs on
activity graphs [18]. passenger air tra±c [5] is obtained by tracking the aerial routes among
airports handling over 2 million passengers in 2000. protein interaction I, II, and III are three
quasi-cliques for Ribosome biogenesis in protein-protein interaction networks of budding yeast
[10], where proteins are nodes and interactions form edges.
We observe that these real networks have average clustering coe±cients ¹c(G) relatively close
to d=n. Although these real-world networks are not theoretically constructed, they obey the
same asymptotic average clustering coe±cient as those obtained in Sections 3 and 4. A clear
trend can be discerned from Table 2: Network with large average degree d tends to have smaller
R, namely, the approximation of d=n becomes better for larger d (compared to n). This phe-
nomenon is consistent with our obtained theoretical results, although they are obtained under
more restrictive assumptions (i.e., the (n; d; ¸)-graph condition with ¸ = O(
p
d)). This phe-
nomenon may be explained by the fact that these considered networks are, in general, like
edge-independent random graphs with large maximum degree. Let G be a random graph on n
vertices, where uv is an edge with probability puv and each edge is independent of each other
edge. It is shown that [30, 39] if maxuf
P
v puvg À ln4 n then ¸ = O
¡p
d
¢
almost surely. The
classical Erd}os-R¶enyi random graph is a special case of such graphs. The passenger air tra±c
graph, for example, is shown to have asymptotically independent edges and a handful of hub
nodes [5]. So, the result c(passenger air tra±c) ¼ d=n presumably follows from Theorem 2.
Finally, we mention that there are many real networks whose average clustering coe±cients
¹c(G) are far from d=n as compared to those given in Table 2. In particular, networks with
small-world properties usually have high clustering coe±cients but low value of d=n. In Table
3, we collected some real network data in which the values of R, namely, the relative errors,
are typically much higher than those in Table 2. Most of these networks are proved to be
small-world networks, and the edge structures therein are far from random. In movie actors, for
example, an actor's choice of collaborating with one or another is highly correlated as the total
potential number of collaborators is usually ¯xed. Distinct from the Erd}os-R¶enyi like graphs,
which by nature has c(G) ¼ d=n, such small-world networks are prevalent in social, information,
10
and biological systems. Much e®ort on the study of clustering coe±cients has been devoted to
such networks with small-world phenomenon [31].
Network G n m ¹c(G) d=n d R
WWW [1] 153127 2695801 0.1078 0.00023 35.21 0.998
movie actors [42] 225226 6869393 0.79 0.00027 61 0.999
SPIRES co-authorship [32] 56627 4898236 0.726 0.003 173 0.996
Neurosci. co-authorship [6] 209293 1203435 0.76 0.000005 11.5 0.999
E. coli substrate [16] 282 1036 0.32 0.026 7.35 0.919
E. coli reaction [16] 315 4475 0.59 0.09 28.3 0.847
C. Elegans [42] 282 1974 0.28 0.05 14 0.821
Table 3. Statistics for some real small-world networks, where the value R is typically very high.
6 Conclusion
In this paper, we have shown analytically that the average clustering coe±cient c(G) of an
(n; d; ¸)-network G with ¸ = O(
p
d) satis¯es c(G) » d=n for large d. This asymptotic expression
also holds for strongly regular graphs and Erd}os-R¶enyi graphs. In addition to the above theoretic
graphs, we present numerical results based on real network data.
Our key ¯nding, that a range of networks possess the asymptotic average clustering coe±cient
d=n, where d is the empirical average degree of the network in question, as opposed to the small-
world networks, suggests a new category of Erd}os-R¶enyi like networks, which we hope could
shed some lights on the network clustering phenomenon and stimulate further research e®orts
on the related topics.
Appendix A
For a graph G = (V;E), let M1 =
P
uv2E jfw 2 V : w 2 N(u) \N(v)gj be the total number of
common neighbors of adjacent vertices. Similarly, letM2 =
P
uv 62E jfw 2 V : w 2 N(u)\N(v)gj
be the total number of common neighbors of non-adjacent vertices. Apparently, the complexity
of computing ¹i is proportional to Mi (i = 1; 2). In Fig. 2 we show an illustrating example
for a moderately clustered network, where M1 = 2M2, meaning that using (2) could halve the
computational burden.
We show in Fig. 3 the ratio M2=M1 for general random networks created by the clustered
random graph model following [33]. This model is basically the con¯guration random graph
decorated by two sequences, i.e., ti, the number of triangles in which the i-th vertex participates,
and si, the number of single edges attached to the i-th vertex, other than those belonging to the
triangles. We observe from Fig. 3 that 0 < M2=M1 < 0:8 for networks of all orders considered,
suggesting that our use of (2) could e®ectively reduce the computational burden for clustered
networks.
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Fig. 2. Left: a network with 5 vertices. Right: the associated table consisting of the numbers
of common neighbors of each pair of vertices, where blue numbers indicate adjacent pairs of
vertices while red numbers indicate non-adjacent pairs. Hence, M1 = 12 and M2 = 6.
0 100 200 300 400 500
0
0.2
0.4
0.6
0.8
1
M
2/M
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n
Fig. 3. The ratio M2=M1 versus n, the number of vertices, for clustered random graphs with
ti; si 2 f1; 2; ¢ ¢ ¢ ; 5g uniformly at random. Each data point is based upon averaging over a
sample of 30 independent realizations.
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