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Einleitung
In der gewo¨hnlichen Galoistheorie versteht man unter dem inversen Problem
die Frage, ob eine gegebene endliche Gruppe als Galoisgruppe u¨ber einem gege-
benen Ko¨rper realisierbar ist. Dabei sagt man, eine endliche Gruppe G werde
durch eine galoissche Ko¨rpererweiterung E/F realisiert, wenn die Galoisgrup-
pe Gal(E/F ) isomorph zu G ist. Weiter nennt man G (als Galoisgruppe) u¨ber
F realisierbar, wenn es eine galoissche Ko¨rpererweiterung E/F gibt, welche G
realisiert. Ein Einbettungsproblem, gegeben durch einen Gruppenepimorphis-
mus pi : G  G endlicher Gruppen und eine Realisierung E/F von G, ist eine
Verscha¨rfung dieser Fragestellung:
Gibt es eine Realisierung E/F von G, so dass E ein Teilko¨rper von E ist
(man also E in E einbetten kann)?
La¨ßt sich diese Frage mit Ja beantworten, dann sagt man das Einbettungs-
problem sei eigentlich lo¨sbar. Falls G trivial ist, bedeutet dies nichts anderes,
als dass das inverse Problem fu¨r G u¨ber F lo¨sbar ist (aus G = 1 folgt na¨mlich
E = F ).
Kann man lediglich eine Untergruppe von G auf die entsprechende Weise
realisieren, so sagt man schlicht das Einbettungsproblem sei lo¨sbar.
Die Untersuchung von Einbettungsproblemen hat zu wichtigen Fortschritten
bei der Lo¨sung des inversen Problems gefu¨hrt. Zum Beispiel basiert der wohl-
bekannte Satz von Shafarevich, der besagt, dass jede auflo¨sbare Gruppe u¨ber Q
realisierbar ist, auf der eigentlichen Lo¨sbarkeit zerfallender Einbettungsproble-
me mit nilpotentem Kern.
Als weitere Anwendung erha¨lt man Strukturaussagen, welche die absolute
Galoisgruppe GFbetreffen. Beispielsweise sind genau dann alle Einbettungspro-
bleme u¨ber F lo¨sbar, wenn die Gruppe GF projektiv ist. Weiter gibt es ein
exaktes Kriterium, wann die Gruppe GF (von abza¨hlbar unendlichem Rang)
frei ist, na¨mlich genau dann, wenn alle Einbettungsprobleme eine eigentliche
Lo¨sung besitzen (Freiheitssatz von Iwasawa [FJ, Corollary 24.2]).
Die Differentialgaloistheorie ist analog zur gewo¨hnlichen Galoistheorie aufge-
baut. Statt Polynomgleichungen u¨ber Ko¨rpern studiert man lineare, homogene
Differentialgleichungen u¨ber einem Differentialko¨rper. Dabei ist ein Differenti-
alko¨rper ein Ko¨rper K mit einer Ableitung (das ist eine additive Abbildung
′ : K → K, welche die Produktregel (uv)′ = u′v + uv′ erfu¨llt). Die Lo¨sungen
einer linearen Differentialgleichung x(n) + an−1x(n−1) + . . . + a1x′ + a0x = 0
mit Koeffizienten ai ∈ K erzeugen eine sogenannte Picard-Vessiot-Erweiterung
N/K, welche die Rolle einer ”Galoiserweiterung” spielt. DieK-Automorphismen
von N , die mit der Ableitung vertauschbar sind, bilden die Differentialgalois-
gruppe Gal(N/K). Es handelt sich um eine lineare algebraische Gruppe, deren
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abgeschlossene Untergruppen zu Zwischendifferentialko¨rpern von N/K korre-
spondieren - vo¨llig analog zum Hauptsatz der gewo¨hnlichen Galoistheorie.
Schließlich definiert man auch Einbettungsprobleme analog zum klassischen
Fall.
Die Picard-Vessiot-Erweiterungen von K bilden eine sogenannte Tannaka-
Kategorie, welche durch die Darstellungen eines affinen Gruppenschemas GK
beschrieben werden kann. Dieses Gruppenschema spielt die Rolle der ”absolu-
ten Galoisgruppe”: Analog zur gewo¨hnlichen Galoistheorie kann man die Punkt-
gruppe dieses Schemas sowohl als die Automorphismengruppe einer ”universel-
len Picard-Vessiot-Erweiterung”, wie auch als projektiven Limes linearer alge-
braischer Gruppen auffassen.
Zur Bestimmung der Struktur von GK mo¨chte man wissen, welche linea-
ren algebraischen Gruppen als Faktorgruppen auftauchen - dies ist das inverse
Problem der Differentialgaloistheorie. Weitergehend ist die Lo¨sbarkeit von Ein-
bettungsproblemen ein Maß fu¨r die Freiheit von GK .
In dieser Arbeit betrachten wir nur Differentialko¨rper K von Charakteri-
stik 0, deren Konstantenko¨rper C = {u ∈ K : u′ = 0} algebraisch abgeschlossen
sind. Als wichtiges Beispiel sei hier C(t), der rationale Funktionenko¨rper in einer
Variablen (mit der Ableitung u′ := ddtu) genannt.
Mit dem Ziel das inverse Problem zu lo¨sen, wurden Einbettungsprobleme in
der Differentialgaloistheorie zuerst von J. Kovacic untersucht. In [Ko1, Proposi-
tion 9] zeigt er im wesentlichen, dass jedes zusammenha¨ngende Einbettungspro-
blem u¨ber C(t) eine (nicht unbedingt eigentliche) Lo¨sung besitzt. Desweiteren
gibt er in [Ko2, Proposition 19] eine hinreichende Bedingung fu¨r die eigentliche
Lo¨sbarkeit von zusammenha¨ngenden, zerfallenden Einbettungsproblemen mit
unipotentem, abelschem Kern und reduktiver Faktorgruppe an. Durch eine spe-
zielle Realisierung halbeinfacher Gruppen gelang es C. Mitschi und F. M. Singer
mit dieser Bedingung zu zeigen, dass jede zusammenha¨ngende lineare algebrai-
sche Gruppe als Differentialgaloisgruppe u¨ber C(t) realisierbar ist (siehe [MS1]).
Ein Resultat von Borel und Serre [BS] besagt, dass die Zusammenhangs-
komponente einer linearen algebraischen Gruppe ein endliches Supplement hat.
Dies erlaubt es, sich beim Lo¨sen des inversen Problems auf semidirekte Produk-
te G o H mit zusammenha¨ngendem G und endlichem H zu beschra¨nken. In
[MS2] wird gezeigt, dass man so eine Gruppe realisieren kann, wenn einem dies
auf eine spezielle Weise (welche der Operation von H auf G Rechnung tra¨gt) fu¨r
den zusammenha¨ngenden Teil G gelingt. Dadurch kann man sich die Methoden
fu¨r zusammenha¨ngende Gruppen nutzbar machen.
In der vorliegenden Arbeit werden sowohl zusammenha¨ngende Einbettungs-
probleme untersucht, als auch solche, welche in ”semidirekter” Weise aus zu-
sammenha¨ngenden Einbettungsproblemen und einer endlichen Gruppe gebildet
sind. Als wichtiges Resultat fu¨r zusammenha¨ngende Einbettungsprobleme er-
halten wir:
Theorem. Jedes zusammenha¨ngende Einbettungsproblem ist u¨ber C(t) eigent-
lich lo¨sbar.
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Die entwickelte Theorie zur Behandlung von nicht zusammenha¨ngenden Ein-
bettungsproblemen erlaubt es, das Umkehrproblem u¨ber Funktionenko¨rpern in
endlich vielen Variablen zu lo¨sen:
Theorem. Sei K ein Funktionenko¨rper in endlich vielen Variablen u¨ber C.
Dann existiert zu jeder linearen algebraischen Gruppe G ≤ GLnC eine Picard-
Vessiot-Erweiterung N/K, so dass G ∼= Gal(N/K) gilt.
Die Arbeit ist in folgender Weise aufgebaut:
Kapitel 1 gibt eine kurze Einfu¨hrung in die Differentialgaloistheorie. Im letz-
ten Abschnitt werden einige Besonderheiten der Theorie linearer algebraischer
Gruppen in Charakteristik 0 aufgefu¨hrt.
Im 2. Kapitel werden Einbettungsprobleme in der Differentialgaloistheorie
definiert. Mit Hilfe der Strukturtheorie linearer algebraischer Gruppen wird ge-
zeigt, wie man Epimorphismen linearer algebraischer Gruppen, bzw. die zu-
geho¨rigen Einbettungsprobleme ”zerlegen” kann. Hierbei folgt die eigentliche
Lo¨sbarkeit eines Einbettungsproblems aus der eigentlichen Lo¨sbarkeit seiner
”Teile”.
Die aus der gewo¨hnlichen Galoistheorie bekannte Zerlegung eines beliebigen
Einbettungsproblems in ein zerfallendes und eines von Frattini-Typ wird verall-
gemeinert. Hierzu wird die Definition der Frattini-Eigenschaft auf Epimorphis-
men linearer algebraischer Gruppen verallgemeinert und eine den klassischen
Fall verallgemeinernde Charakterisierung angegeben.
Schließlich wird im Hinblick auf das letzte Kapitel gezeigt, wie man ein
beliebiges Einbettungsproblem in ein ”semidirektes” und eines mit endlichem
Kern zerlegen kann.
In Kapitel 3 werden zusammenha¨ngende Einbettungsprobleme betrachtet
(deren zugeho¨riger Epimorphismus ist eine Abbildung zusammenha¨ngender li-
nearer algebraischer Gruppen). Dazu fu¨hren wir zuerst den Begriff der effektiven
Picard-Vessiot-Erweiterung ein. Die Differentialgaloisgruppe einer solchen Er-
weiterung ist immer zusammenha¨ngend. Ist die kohomologische Dimension des
Differentialko¨rpers ho¨chstens 1 (dies ist zum Beispiel der Fall, wenn K = C(t)),
dann gilt hiervon auch die Umkehrung.
Bei einer effektiven Erweiterung kann man die erzeugende Differentialglei-
chung als Element der Liealgebra der zugeho¨rigen Differentialgaloisgruppe auf-
fassen. Solche Differentialgleichungen kann man durch Gruppenepimorphismen,
vermo¨ge deren zugeho¨rigen Liealgbrahomomorphismen transformieren. Wir er-
halten, dass alle effektiven Einbettungsprobleme lo¨sbar sind.
Als na¨chstes wird gezeigt, dass die eigentliche Lo¨sbarkeit effektiver, zu-
sammenha¨ngender Einbettungsprobleme mit reduktivem Kern bereits aus der
Lo¨sung des Umkehrproblems fu¨r reduktive Gruppen folgt.
Anschließend werden exakte Bedingungen fu¨r die eigentliche Lo¨sbarkeit ef-
fektiver, zusammenha¨ngender Einbettungsprobleme mit unipotentem Kern an-
gegeben.
Als Anwendung wird im Fall K := C(t) gezeigt, dass diese Bedingungen
immer erfu¨llt sind. Mit den Zerlegungssa¨tzen aus dem zweiten Kapitel, erhalten
wir die eigentliche Lo¨sbarkeit von allen zusammenha¨ngenden Einbettungspro-
blemen u¨ber C(t).
Im letzten Kapitel werden die Resultate aus dem dritten Kapitel auf ”se-
midirekte” Einbettungsprobleme verallgemeinert. Dies fu¨hrt schließlich auf die
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Lo¨sung des inversen Problems der Differentialgaloistheorie fu¨r Funktionenko¨rper
in endlich vielen Variablen.
Bedanken mo¨chte ich mich an erster Stelle bei B. H. Matzat fu¨r die Anregung
zu dieser Arbeit und fu¨r die Betreuung wa¨hrend ihrer Entstehung.
Fu¨r kritische Kommentare und wichtige Hinweise mo¨chte ich mich auch
bei der Computer-Algebra-Gruppe, besonders bei J. Hartmann, G. Kemper,
J. Klu¨ners und P. Mu¨ller bedanken.
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Kapitel 1
Grundlagen
In diesem Kapitel werden die grundlegenden Begriffe der Differentialgalois-
theorie vorgestellt. Die folgende Liste zeigt, dass man diese analog zur gewo¨hn-
lichen Galoistheorie entwickeln kann. Gleichzeitig ist die Gegenu¨berstellung als
Leitfaden fu¨r die na¨chsten Abschnitte zu verstehen.
Wir betrachten im Folgenden nur Ko¨rper der Charakteristik 0.
Erweiterungen
Gewo¨hnliche Galoistheorie: Man betrachtet Ko¨rper und Ko¨rpererweiterungen.
Differentialgaloistheorie: Hier geben wir uns einen algebraisch abgeschlossenen
Ko¨rper C vor und betrachten die Differentialko¨rper mit Konstantenko¨rper C.
Als Ko¨rpererweiterungen lassen wir nur Differentialko¨rpererweiterungen solcher
Ko¨rper zu (Abschnitt 1.1).
”Galoissche” Erweiterungen
Gewo¨hnliche Galoistheorie: Eine Ko¨rpererweiterung E/F nennt man normal
oder galoissch, wenn ein Polynom p mit Koeffizienten in F existiert, so dass
sa¨mtliche Lo¨sungen der Gleichung p = 0 in E liegen und die Erweiterung E/F
erzeugen.
Differentialgaloistheorie: Hier sagen wir, dass eine Differentialko¨rpererweiterung
N/K eine Picard–Vessiot–Erweiterung ist, wenn eine Matrix Amit Koeffizienten
in K existiert, so dass die Koeffizienten aller Lo¨sungen der Differentialgleichung
x′ = Ax in N liegen und die Erweiterung N/K erzeugen (Abschnitt 1.2 und
1.3).
Galoisgruppen und Galoiskorrespondenz
Gewo¨hnliche Galoistheorie: Der Galoiserweiterung E/F wird die Galoisgruppe
Gal(E/F ) zugeordnet. Dies ist eine endliche Gruppe, deren Elemente gerade die
F -Automorphismen von E sind. Es gibt eine bijektive Korrespondenz zwischen
den Untergruppen von Gal(E/F ) und den Zwischenko¨rpern von E/F (Haupt-
satz der Galoistheorie).
Differentialgaloistheorie: Hier ordnen wir der Picard–Vessiot–Erweiterung N/K
die Differentialgaloisgruppe Gal(N/K) zu. Es handelt sich um eine lineare alge-
braische Gruppe, deren Elemente gerade die K-Differentialautomorphismen von
N sind. Es besteht eine bijektive Korrespondenz zwischen den abgeschlossenen
Untergruppen von Gal(N/K) und den Differentialzwischenko¨rpern von N/K
(Abschnitt 1.4).
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1.1 Differentialringe und Differentialko¨rper
Definition 1.1.1. Sei R ein kommutativer Ring mit Eins. Eine Abbildung
δ : R → R nennt man eine Derivation oder Ableitung auf R, wenn fu¨r
alle u, v ∈ R die Gleichungen
δ(u+ v) = δ(u) + δ(v) und δ(uv) = δ(u)v + uδ(v)
gelten.
Ist δ eine Derivation auf R, dann nennen wir das Paar (R, δ) einen Diffe-
rentialring. Ist R sogar ein Ko¨rper, dann nennen wir (R, δ) einen Differen-
tialko¨rper.
Fu¨r die Anwendung der Derivation δ auf ein Element u ∈ R, benutzen wir
auch die u¨blichen Bezeichnungsweisen u′ := δu , u′′ := δ2u und u(k) := δku.
Definition 1.1.2. Sei (R, δ) ein Differentialring.
1. Ein Differentialideal von R ist ein Ideal von R, das von δ stabilisiert
wird.
2. Die Elemente von R, die von δ annuliert werden, nennt man die Kon-
stanten des Differentialringes R.
Ist R ein Ko¨rper, dann bilden auch die Konstanten von R einen Ko¨rper,
den Konstantenko¨rper von R.
3. R heißt einfach, wenn es ausser (0) und R keine weiteren Differential-
ideale gibt.
Beispiel 1.1.3. Sei C(t) der rationale Funktionenko¨rper in einer Variablen
u¨ber dem Ko¨rper C der Charakteristik 0. Indem wir δ := ddt setzen, definieren
wir eine Derivation auf C(t). Man sieht, dass der Konstantenko¨rper von C(t)
gerade C ist.
Definition 1.1.4. Seien (R, δR) und (S, δS) Differentialringe.
1. Ein Homomorphismus Φ : R→ S heißt Differentialhomomorphismus,
wenn er mit den Derivationen vertauschbar ist, d.h. wenn Φ ◦ δR = δS ◦Φ
gilt.
2. Man nennt eine Erweiterung S/R eine Differentialringerweiterung,
wenn die Injektion R ⊂ S ein Differentialhomomorphismus ist, d.h. wenn
δS |R = δR gilt. Sind S und R sogar Ko¨rper, dann heißt S/R eine Diffe-
rentialko¨rpererweiterung.
3. Wir sagen eine Differentialringerweiterung S/R sei ohne neue Kon-
stanten, wenn die Konstanten von S und R u¨bereinstimmen.
1.2 Differentialgleichungen
Sei im Folgenden K ein Differentialko¨rper mit Konstantenko¨rper C 6= K und
sei charK = 0. Sei weiter E/K eine Differentialko¨rpererweiterung ohne neue
Konstanten. Die Derivation von E bezeichnen wir mit δ.
Wir betrachten nun Differentialgleichungen mit Koeffizienten in K und die
Lo¨sungen einer solchen Differentialgleichung mit Koeffizienten in E.
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Definition 1.2.1. Eine lineare homogene Differentialgleichung der Ord-
nung n ist eine Gleichung der Form Lx = 0 mit einem linearen Differential-
operator
L = δn + an−1δn−1 + . . .+ a1δ + a0 ∈ K[δ].
Fu¨r das Lo¨sen von Einbettungsproblemen ist es geschickter, die folgende
Matrixschreibweise zu verwenden. Am Ende des na¨chsten Abschnitts werden
wir sehen, dass beide Darstellungen zur gleichen Picard–Vessiot–Theorie fu¨hren.
Die Menge der n × n-Matrizen mit Koeffizienten in K bezeichnen wir mit
Mn(K).
Definition 1.2.2. Eine Matrixdifferentialgleichung der Ordnung n ist
eine Gleichung x′ = Ax mit A ∈Mn(K).
Man kann zeigen, dass die Menge V := {v ∈ En|v′ = Av} der Lo¨sungen
einer solchen Differentialgleichung in En einen ho¨chstens n-dimensionalen C-
Vektorraum bildet (siehe [PS, Lemma 1.8]).
Definition 1.2.3. Sei eine Differentialgleichung x′ = Ax der Ordnung n ge-
geben. Ist der Lo¨sungsraum n-dimensional, dann sagen wir, diese Differential-
gleichung sei vollsta¨ndig lo¨sbar in E.
Eine Matrix X ∈ GLn(E), deren Spaltenvektoren eine Basis von V bilden,
heißt eine Fundamentalmatrix dieser Differentialgleichung. Wir sagen dann
auch, dass X eine zu A geho¨rige Fundamentalmatrix sei.
Eine Fundamentalmatrix X erfu¨llt die Gleichung X ′ = AX, wobei mit X ′
die koeffizientenweise Ableitung von X gemeint ist. Ist Y ∈ GLn(E) eine weitere
Fundamentalmatrix zu A, dann liegt Y in X·GLn(C):
Es gilt na¨mlich W := X−1Y ∈ GLn(E). Wegen
AY = Y ′ = (XW )′ = X ′W +XW ′ = AXW +XW ′ = AY +XW ′
folgt W ′ = 0, d.h. W ∈ GLn(C).
Definition 1.2.4. Zwei Matrizen A, A˜ ∈Mn(K) nennt man a¨quivalent, wenn
eine Matrix B ∈ GLn(K) mit A˜ = B−1AB −B−1B′ existiert.
Sind x ∈ En und x˜ := B−1x, dann gilt genau dann x′ = Ax, wenn x˜′ = A˜x˜
ist.
Kommen wir nun zum Zusammenhang der beiden Darstellungen. Sei ein
linearer Differentialoperator L ∈ K[δ] der Ordnung n wie in Definition 1.2.1
gegeben. Wir erhalten die zugeho¨rige Matrixdifferentialgleichung x′ = Ax, wenn
wir
A =

0 1 0 · · · 0
...
. . . . . . . . .
...
...
. . . . . . 0
0 · · · · · · 0 1
−a0 · · · · · · −an−2 −an−1

setzen. Ist nun x ∈ E und x := (x, x′, . . . , x(n−1))T ∈ En, dann sieht man, dass
genau dann Lx = 0 gilt, wenn x′ = Ax ist.
Man kann umgekehrt zeigen (siehe [PS, Section 1.2]), dass jede Matrix a¨qui-
valent zu einer Matrix ist, die zu einem linearen Differentialoperator geho¨rt.
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1.3 Picard-Vessiot-Erweiterungen
Sei im folgenden K ein Differentialko¨rper mit algebraisch abgeschlossenem Kon-
stantenko¨rper C 6= K der Charakteristik 0.
Definition 1.3.1. Sei N/K eine Differentialko¨rpererweiterung ohne neue Kon-
stanten und A ∈Mn(K). Man nennt N einen Picard-Vessiot-Ko¨rper fu¨r die
Differentialgleichung x′ = Ax, wenn gilt:
• Es existiert eine Fundamentalmatrix X ∈ GLn(N) fu¨r die gegebene Diffe-
rentialgleichung.
• Die Erweiterung N/K wird von den Koeffizienten von X erzeugt.
Man nennt N/K eine Picard-Vessiot-Erweiterung (PVE), wenn N Picard-
Vessiot-Ko¨rper einer Matrixdifferentialgleichung x′ = Ax u¨ber K ist. Wir sagen
dann auch, dass N/K eine durch A definierte PVE sei.
Wir skizzieren die an das Kroneckerverfahren erinnernde Konstruktion eines
Picard-Vessiot-Ko¨rpers zur Differentialgleichung x′ = Ax.
Mit (Xij) bezeichnen wir eine n × n-Matrix von Unbestimmten. Wir de-
finieren den Ring RA := K[Xij , 1/det(Xij)]. Man kann leicht zeigen, dass es
genau eine Derivation auf RA gibt, welche die von K fortsetzt und auf den
Unbestimmten durch (X ′ij) = A(Xij) gegeben ist.
Sei jetzt m ≤ RA ein maximales Differentialideal von RA. Man erkennt, dass
RA/m ein einfacher Differentialring ist. In [PS, Lemma 1.17] wird gezeigt, dass
einfache Ringe ganz sind, so dass wir den Quotientenko¨rper N von RA/m bilden
ko¨nnen. Die Derivation auf RA induziert eine Derivation auf RA/m und diese
setzt sich eindeutig auf N fort.
Dank der algebraischen Abgeschlossenheit von C, kann man nun bewei-
sen, dass N/K eine Differentialko¨rpererweiterung ohne neue Konstanten ist
([PS, Lemma 1.17]). Schließlich erkennt man, dass (Xij + m) ∈ GLn(RA/m) ⊆
GLn(N) eine Fundamentalmatrix der gegebenen Differentialgleichung ist, deren
Koeffizienten N/K erzeugen. Dies zeigt den ersten Teil der na¨chsten Bemerkung.
Bemerkung 1.3.2. Sei u¨ber K eine Differentialgleichung x′ = Ax der Ordnung
n gegeben. Dann gilt:
Es existiert ein Picard-Vessiot-Ko¨rper zu dieser Differentialgleichung. Dieser
ist bis auf K-Differentialisomorphie eindeutig.
Beweis. Siehe [PS, Proposition 1.20].
Bemerkung 1.3.3. Sei N/K eine PVE zu A ∈Mn(K) und M/K eine Diffe-
rentialko¨rpererweiterung ohne neue Konstanten. Dann gilt:
1. Es existieren eine Differentialko¨rpererweiterung N/K ohne neue Kon-
stanten und Differentialmonomorphismen N ⊆ N und M ⊆ N , so dass
N = NM .
Ist M/K sogar eine PVE, dann gilt dies auch fu¨r N/K. Wird na¨mlich
M/K durch ein B ∈Mm(K) definiert, dann ist
(
A 0
0 B
)
∈Mn+m(K)
eine Matrix zu N/K.
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2. Es gilt die folgende Eindeutigkeitsaussage: Seien N1 und N2 Differen-
tialko¨rpererweiterungen von K ohne neue Konstanten. Seien weiter K-
Differentialmonomorphismen σi : N ↪→ N i und τi : M ↪→ N i gegeben, so
dass N i = σi(N)τi(M) gilt (i = 1, 2).
Dann existieren zwei K-Differentialisomorphismen φ : N1 → N2 und
φN : N → N , so dass φ ◦ σ1 = σ2 ◦ φN und φ ◦ τ1 = τ2 gelten.
Beweis. Zu 1. Wir betrachten die durch A ∈Mn(M) definierte PVE N u¨ber M
mit Fundamentalmatrix X ∈ GLn(N). Auch K(X)/K ist eine PVE zu A und
es gilt K(X) ·M = N . Die Eindeutigkeitsaussage in Bemerkung 1.3.2 liefert
schließlich noch einen K-Differentialisomorphismus N ∼= K(X). Daraus folgt
der erste Teil der Aussage.
Ist M/K eine durch B definierte Picard-Vessiot-Erweiterung mit Fundamen-
talmatrix Y ∈ GLm(M), dann folgt der zweite Teil aus der Identita¨t
N = K(X)K(Y ) = K(
(
X 0
0 Y
)
).
Zu 2. Zuerst erkennt man, dass N1/M und N2/M durch A ∈Mn(K) ⊆Mn(M)
definierte PVE sind. Bemerkung 1.3.2 zeigt dann, dass ein M -Differentialiso-
morphismus φ : N1 → N2 existiert. Da sowohl φ(σ1(X)) als auch σ2(X) in
GLn(N2) liegende Fundamentalmatrizen von A sind, gilt φ(σ1(N)) = σ2(N).
Wir ko¨nnen nun den gewu¨nschten K-Differentialautomorphismus durch φN :=
σ−12 ◦ φ ◦ σ1 definieren.
In der Situation der letzten Bemerkung nennen wir den Ko¨rper N ein Kom-
positum von N und M . Wir ko¨nnen in N auch immer den Schnitt N ∩M bilden.
Er ist unabha¨ngig von der Wahl des Kompositums:
Korollar 1.3.4. Mit den Bezeichnungen wie in Bemerkung 1.3.3 gilt: Der
Schnitt N ∩M ist ein wohldefinierter Teilko¨rper von M (d.h. er ist nicht von
der Wahl des Kompositums in dem er gebildet wird abha¨ngig).
Beweis. Seien N i, σi, τi, φ und φN wie in Bemerkung 1.3.3. Sei M˜ der Differen-
tialzwischenko¨rper von M/K, so dass σ1(N) ∩ τ1(M) = τ1(M˜) ⊆ N1. Wendet
man darauf φ an so erha¨lt man σ2(N) ∩ τ2(M) = τ2(M˜).
Wir zeigen nun, dass man die Picard-Vessiot-Theorie auch mit homogenen
linearen Differentialgleichungen entwickeln kann.
Sei L ∈ K[δ] ein Differentialoperator der Ordnung n wie in Definition
1.2.1. Sei weiter N/K eine Differentialko¨rpererweiterung ohne neue Konstan-
ten. Wir sagen dann, dass N ein Picard-Vessiot-Ko¨rper zu L sei, wenn fu¨r den
C-Vektorraum V der Lo¨sungen von Lx = 0 in N die beiden folgenden Bedin-
gungen gelten:
1. V ist n-dimensional (d.h. L ist vollsta¨ndig lo¨sbar in N).
2. Es gilt N = K({x(k) : x ∈ V, k ∈ N}).
Die Ausfu¨hrungen nach Definition 1.2.4 zeigen nun, dass N/K genau dann
eine PVE ist, wenn N der Picard-Vessiot-Ko¨rper einer Differentialgleichung
Lx = 0 ist. Man beachte dazu, dass eine durch eine Matrix A definierte PVE,
auch durch jede zu A a¨quivalenten Matrix definiert wird.
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1.4 Differentialgaloisgruppen
Sei K wieder ein Differentialko¨rper mit algebraisch abgeschlossenem Konstan-
tenko¨rper C 6= K der Charakteristik 0.
Definition 1.4.1. Sei N/K eine PVE. Mit Gal(N/K) bezeichnen wir die Grup-
pe der K-Differentialautomorphismen von N (das sind die Differentialautomor-
phismen, die K festlassen). Diese Gruppe nennt man die Differentialgalois-
gruppe der PVE N/K.
Definition 1.4.2. Sei x′ = Ax eine Differentialgleichung mit zugeho¨riger PVE
N/K. Sei weiter X ∈ GLn(N) eine Fundamentalmatrix von A. Dann bezeichnen
wir mit ιX den Gruppenmonomorphismus
Gal(N/K) −→ GLn(C)
σ 7→ X−1 · σ(X).
Das ιX wohldefinierter ist, sieht man wie folgt. Da
σ(X)′ = σ(X ′) = σ(AX) = Aσ(X),
ist auch σ(X) eine Fundamentalmatrix von A. Wir erhalten X−1 · σ(X) ∈
GLn(C).
Ist ιX(σ) = 1, dann ist σ(X) = X. Da die Koeffizienten von X die PVE
N/K erzeugen, muss σ = 1 gelten. Dies zeigt die Injektivita¨t.
Dank des Monomorphismus ιX hat man eine Einbettung der Differential-
galoisgruppe in die GLn(C). Man kann nun zeigen, dass diese bezu¨glich der
Zariskitopologie abgeschlossen ist.
Bemerkung 1.4.3. Die Gruppe Gal(N/K) ist eine lineare algebraische Gruppe
u¨ber C.
Beweis. [PS, Proposition 1.27]
Satz 1.4.4 (Hauptsatz der Differentialgaloistheorie). Sei N/K eine PVE.
Wir setzen G := Gal(N/K) und definieren die Mengen
U , der abgeschlossenen Untergruppen von G
und Z, der Differentialzwischenko¨rper von N/K.
Seien die Abbildung φ : U → Z durch φ(W ) := NW und ψ : Z → U vermo¨ge
ψ(E) := Gal(N/E) gegeben (dabei bezeichnet NW den Unterko¨rper der W -
invarianten Elemente von N). Dann gelten:
1. Die Abbildungen φ und ψ sind invers zueinander.
2. Ist W ∈ U eine normale Untergruppe von G, dann ist φ(W )/K eine PVE
deren Differentialgaloisgruppe Gal(φ(W )/K) isomorph zu G/W ist.
3. Bezeichne G◦ die Einskomponente von G. Dann ist φ(G◦)/K eine endli-
che Galoiserweiterung mit Galoisgruppe G/G◦. φ(G◦) ist der algebraische
Abschluss von K in N .
Beweis. [PS, Proposition 1.34]
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Der letzte Satz beendet die Analogie zur gewo¨hnlichen Galoistheorie noch
nicht. Zum Beispiel ist in der gewo¨hnlichen Galoistheorie eine Ko¨rpererweite-
rung genau dann durch Radikale auflo¨sbar, wenn ihre Galoisgruppe auflo¨sbar ist.
Die entsprechende Aussage in der Differentialgaloistheorie wird in [PS, Theorem
1.43] bewiesen.
Der Grad einer endlichen Galoiserweiterung ist gerade die Ordnung der Ga-
loisgruppe. In der Differentialgaloistheorie haben wir eine analoge Aussage.
Bemerkung 1.4.5. Der Transzendenzgrad einer PVE N/K, stimmt mit der
Dimension ihrer Differentialgaloisgruppe Gal(N/K) u¨berein.
Beweis. [PS, Corollary 1.30]
Im endlichdimensionalen Fall hat man sogar die folgende U¨berschneidung
der Theorien.
Bemerkung 1.4.6. Sei E/K eine endliche Ko¨rpererweiterung. Die Erweite-
rung E/K ist genau dann eine PVE, wenn sie eine gewo¨hnliche Galoiserwei-
terung ist. In diesem Fall stimmen Galoisgruppe und Differentialgaloisgruppe
u¨berein.
Beweis. Nach Bemerkung 1.4.5 hat eine endlichdimensionale PVE E/K eine
endliche Differentialgaloisgruppe G. Da EG = K, ist E/K auch eine gewo¨hn-
liche Galoiserweiterung. Die Umkehrung folgt aus [Mag, Proposition 3.20]. Da
jeder K-Automorphismus einer algebraischen Erweiterung E/K sogar ein K-
Differentialautomorphismus ist (siehe [Mag, Example 1.14]), erha¨lt man auch
die letzte Aussage.
Wir gehen noch auf zwei Fragen ein, die unsere Voraussetzungen betreffen.
1. Wieso werden nur Erweiterungen ohne neue Konstanten zugelassen?
Werfen wir zuerst einen Blick auf die gewo¨hnliche Galoistheorie: Ist E/F eine
Ko¨rpererweiterung und p ∈ F [X] ein Polynom, dass u¨ber E in Linearfaktoren
zerfa¨llt, dann liegen alle Lo¨sungen der Gleichung p = 0 in E. Es gibt na¨mlich
in keiner Ko¨rpererweiterung von E weitere Lo¨sungen.
Damit wir die Differntialgaloistheorie analog aufbauen ko¨nnen, mu¨ssen wir
uns fu¨r einen gegebenen algebraisch abgeschlossenen Ko¨rper C auf die Katego-
rie DiffC , der Differentialko¨rper mit Konstantenko¨rper C beschra¨nken (Diffe-
rentialko¨rpererweiterungen von Objekten dieser Kategorie, sind dann automa-
tisch ohne neue Konstanten). Ist K ein Differentialko¨rper mit Konstantenko¨rper
C, dann macht es na¨mlich nur fu¨r eine Differentialko¨rpererweiterung N/K in
DiffC Sinn, davon zu sprechen, dass alle Lo¨sungen einer gegebenen Differen-
tialgleichung x′ = Ax mit A ∈ Mn(K) in N liegen. Na¨mlich dann, wenn der
C-Vektorraum V ≤ Nn der Lo¨sungen die volle Dimension n hat (siehe Definiti-
on 1.2.3). In keiner Differentialko¨rpererweiterung von N in DiffC ko¨nnen dann
weitere Lo¨sungen liegen.
Wa¨re eine Konstantenerweiterung erlaubt, dann ko¨nnte man N(t), den ratio-
nalen Funktionenko¨rper in einer Variablen bilden, auf dem man die Derivation
von N so fortsetzen ko¨nnte, dass t′ = 0 ist. Der Konstantenko¨rper von N(t)
wa¨re dann C(t) und fu¨r eine Lo¨sung 0 6= x ∈ V , wa¨re dann t · x /∈ Nn eine
neue Lo¨sung in N(t)n. Die Lo¨sungen wu¨rden dann den n-dimensionalen C(t)-
Vektorraum V ⊗C C(t) bilden.
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2. Wieso setzt man Charakteristik 0 voraus?
Nehmen wir an die Charakteristik des Differentialko¨rpers F mit algebraisch
abgeschlossenem Konstantenko¨rper CF wa¨re p > 0. Dann gilt F = CF , denn
fu¨r alle v ∈ F ist (vp)′ = p · vp−1 · v′ = 0, d.h., vp ∈ CF .
Man erha¨lt trotzdem eine analoge Differentialgaloistheorie in Charakteri-
stik p, wenn man statt der hier definierten Differentialko¨rper, Ko¨rper mit einer
iterativen Derivation betrachtet (siehe [Mat]).
1.5 Lineare algebraische Gruppen in Charakte-
ristik 0
Seien alle lineare algebraische Gruppen dieses Abschnitts u¨ber dem algebraisch
abgeschlossenen Ko¨rper C der Charakteristik 0 definiert.
Bemerkung 1.5.1. Ein bijektiver Morphismus linearer algebraischer Gruppen
ist ein Isomorphismus.
Beweis. [Spr, 3.2.21 iii)] und [Spr, 4.3.4 ii)].
Es gilt der Homomorphiesatz:
Bemerkung 1.5.2. Sei pi : G → G ein Morphismus linearer algebraischer
Gruppen. Sei weiter W ⊆ Kernpi eine normale, abgeschlossene Untergruppe von
G. Dann existiert ein Morphismus p˜i : G/W → pi(G), so dass das Diagramm
G G
G/W pi(G)
wpi
uu
wp˜i
u
y
kommutiert. Gilt sogar W = Kernpi, dann ist p˜i ein Isomorphismus.
Beweis. Die Existenz von pi ist eine Konsequenz der universellen Abbildungsei-
genschaft des Quotienten ([Hum, Theorem 12.1]). Ist W = Kernpi, so sieht man,
dass p˜i bijektiv ist. Man wendet schließlich Bemerkung 1.5.1 an.
Diese Bemerkung erlaubt ein a¨hnliches Rechnen wie mit endlichen Gruppen.
Insbesondere gelten die beiden Isomorphiesa¨tze.
Beim Umgang mit unipotenten Gruppen, benutzen wir oft implizit die fol-
gende Aussage.
Bemerkung 1.5.3. Unipotente Gruppen sind zusammenha¨ngend.
Beweis. Siehe [PR, Abschnitt 2.1.8].
Definition 1.5.4. Sei G eine lineare algebraische Gruppe.
1. Die gro¨ßte zusammenha¨ngende, normale, auflo¨sbare Untergruppe von G
nennt man das Radikal von G. Wir bezeichnen es mit R(G).
2. Die gro¨ßte zusammenha¨ngende, normale, unipotente Untergruppe von G
heißt das unipotente Radikal von G. Wir bezeichnen es mit Ru(G).
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3. Eine Leviuntergruppe von G ist eine zusammenha¨ngende Untergruppe
L von G, so dass G das semidirekte Produkt von L und Ru(G) ist.
Man sieht sofort, dass das unipotente Radikal Ru(G) einer linearen algebrai-
schen Gruppe G gerade aus den unipotenten Elementen des Radikals R(G) von
G besteht.
Bemerkung 1.5.5. Sei G eine zusammenha¨ngende lineare algebraische Grup-
pe, dann gelten:
1. Es existiert eine Leviuntergruppe von G.
2. Eine Leviuntergruppe L von G ist reduktiv. Das Radikal R(L) ist ein
maximaler Torus von R(G). Es gilt R(L) = L ∩R(G).
3. Zwei Leviuntergruppen von G sind konjugiert unter einem Element aus
Ru(G).
Beweis. Zu (1) siehe [PR, Theorem 2.3]. Der erste Teil von (2) folgt sofort aus
der Definition, der zweite aus [Bor, Prop. 11.21 und Prop. 11.23(i)]. Beachtet
man, dass Leviuntergruppen maximal unter den reduktiven sind, dann folgt (3)
aus [PR, Theorem 2.3].
Der na¨chste Satz ist von zentraler Bedeutung fu¨r die Untersuchung von Ein-
bettungsproblemen, die nicht zusammenha¨ngend sind.
Satz 1.5.6. Sei G eine lineare algebraische Gruppe mit der Zusammenhangs-
komponente G◦. Dann existiert ein endliches Supplement H von G◦ in G (das
ist eine endliche Untergruppe H von G mit G = H ·G◦).
Beweis. [BS, Lemme 5.11]
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Kapitel 2
Zerlegung von
Einbettungsproblemen
In dem ganzen Kapitel sei K ein Differentialko¨rper mit algebraisch abgeschlosse-
nem Konstantenko¨rper C 6= K der Charakteristik 0. Alle linearen algebraischen
Gruppen seien u¨ber C definiert.
Nach der Definition eines Einbettungsproblems im ersten Abschnitt, widmet
sich der Rest dieses Kapitels der Zerlegung von Epimorphismen linearer alge-
braischer Gruppen. Ein Blick auf Bemerkung 2.2.5 zeigt na¨mlich, dass aus einer
Zerlegung eines Epimorphismus auch eine ”Zerlegung” des zugeho¨rigen Einbet-
tungsproblems folgt. Dies erlaubt es, uns spa¨ter auf Einbettungsprobleme zu
beschra¨nken, deren Epimorphismen gewisse Eigenschaften besitzen.
2.1 Einbettungsprobleme
Definition 2.1.1. Ein Einbettungsproblem u¨ber K ist gegeben durch einen
Epimorphismus linearer algebraischer Gruppen u¨ber C
G
pi G,
eine PVE N/K und einen Isomorphismus α : Gal(N/K)
∼=−→ G.
Den Kern von pi nennt man den Kern des Einbettungsproblems. Wir
nennen das Einbettungsproblem zusammenha¨ngend, falls die Gruppe G zu-
sammenha¨ngend ist.
Unter einer Lo¨sung des Einbettungsproblems versteht man eine PVE
N/K mit N ⊆ N und einen Monomorphismus α : Gal(N/K) ↪→ G, so dass das
folgende Diagramm kommutiert:
G G
Gal(N/K) Gal(N/K)
wwpi
wwres
u
yα
uu
y α
Die Lo¨sung heißt nichttrivial, wenn N ( N gilt und eigentlich, wenn α ein
Isomorphismus ist.
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2.2 Zerlegung von Epimorphismen
Definition 2.2.1. Sei M eine endliche Menge von Epimorphismen linearer
algebraischer Gruppen. Eine auf eine der folgenden Weisen gebildeten Menge
M˜, nennen wir eine elementare Zerlegung von M:
1. Ersetze pi2 ∈M durch Epimorphismen pi1 und pi3 mit pi2 = pi1 ◦ pi3.
2. Ersetze pi1 ∈M durch einen Epimorphismus pi2, so dass ein Epimorphis-
mus pi3 existiert mit pi2 = pi1 ◦ pi3.
Wir sagen pi : G→ G sei zerlegbar in pi1, . . . , pin, wenn Mengen Mi existieren
(1 ≤ i ≤ m), mit M1 = {pi} und Mm = {pi1, . . . , pin}, so dass fu¨r alle i die
Menge Mi+1 eine elementare Zerlegung von Mi ist.
Im folgenden Sinne bedeutet eine Zerlegung von Epimorphismen auch eine
Zerlegung eines zugeho¨rigen Einbettungsproblems:
Bemerkung 2.2.2. Sei ein kommutatives Dreieck von Epimorphismen linearer
algebraischer Gruppen gegeben.
G2
G1 G3
[[]pi1
wwpi2

ﬁpi3
• Ist nun α˜ : Gal(N˜/K) → G2 eine eigentliche Lo¨sung des Einbettungspro-
blems
G2 G3
Gal(N/K)
ww u
α (2.1)
und α : Gal(N/K) → G1 eine (eigentliche) Lo¨sung des Einbettungspro-
blems
G1 G2
Gal(N˜/K),
ww u
α˜ (2.2)
dann ist α auch eine (eigentliche) Lo¨sung des Einbettungsproblems
G1 G3
Gal(N/K).
ww u
α (2.3)
• Ist umgekehrt α : Gal(N/K) → G1 eine eigentliche Lo¨sung des Einbet-
tungsproblems 2.3 und setzen wir
N˜ := N
Kernpi3
,
dann existiert genau ein Morphismus α˜ : Gal(N˜/K)→ G2, so dass
α˜ ◦ res = pi3 ◦ α (2.4)
gilt. Dieser ist eine eigentliche Lo¨sung des Einbettungsproblems 2.1.
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Beweis. Die erste Aussage zeigt man durch das Zusammenfu¨gen der kommuta-
tiven Diagramme.
Bei der zweiten Aussage folgt die Eindeutigkeit von α˜ aus der Surjektivita¨t
der Restriktionsabbildung. Definiert man α˜ durch Gleichung 2.4, dann folgt
die Wohldefiniertheit, weil pi3 und die Restriktionsabbildung den gleichen Kern
haben.
Man kann den zweiten Teil dieser Bemerkung nun so interpretieren, dass
man das Einbettungsproblem 2.1 auf das Einbettungsproblem 2.3 reduzieren
kann. Der erste Teil liefert eine Zerlegung von 2.3 in 2.1 und 2.2, aber in diesem
Fall ha¨ngt das Einbettungsproblem 2.2 von der gewa¨hlten eigentlichen Lo¨sung
von 2.1 ab.
Folgende Definition erlaubt dennoch die Formulierung von Zerlegungssa¨tzen
fu¨r Einbettungsprobleme.
Definition 2.2.3. Ein Epimorphismus linearer algebraischer Gruppen heißt
einbettend (u¨ber K), wenn alle zugeho¨rigen Einbettungsprobleme u¨ber K ei-
gentlich lo¨sbar sind.
Lemma 2.2.4. Sei ein kommutatives Dreieck von Epimorphismen linearer al-
gebraischer Gruppen gegeben.
G2
G1 G3
[[]pi1
wwpi2

ﬁpi3
Es gelten:
1. Sind pi1 und pi3 einbettend, dann ist auch pi2 einbettend.
2. Ist pi2 einbettend, dann ist auch pi1 einbettend.
Beweis. Folgt aus Bemerkung 2.2.2.
Das letzte Lemma beschreibt was bei elementaren Zerlegungen geschieht.
Induktion liefert daraus sofort:
Bemerkung 2.2.5. Sei pi : G  G ein Epimorphismus linearer algebraischer
Gruppen. Ist pi in die einbettenden Epimorphismen pi1, . . . , pin zerlegbar, dann
ist auch pi einbettend.
Analoge Bemerkungen gelten natu¨rlich fu¨r alle Eigenschaften von Epimor-
phismen, fu¨r welche die Aussage von Lemma 2.2.4 gilt. Neben einbettenden Epi-
morphismen sind dies z.B. die im Anschluss definierten Frattini-Epimorphismen
(siehe Lemma 2.5.2).
Definition 2.2.6. Sei pi : G  G ein Epimorphismus linearer algebraischer
Gruppen.
• Man nennt pi zerfallend, wenn ein Morphismus σ : G ↪→ G existiert, so
dass pi ◦σ = idG gilt. Man sagt dann auch, dass pi zerfa¨llt und dass σ ein
homomorpher Schnitt fu¨r pi sei.
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• Man nennt pi direkt zerfallend, wenn pi zerfa¨llt und zusa¨tzlich σ(G)
normal in G ist (d.h. G ∼= Kernpi × σ(G)).
• Wir sagen pi sei ein Frattini–Epimorphismus, wenn fu¨r alle echten, ab-
geschlossenen Untergruppen S von G auch pi(S) eine echte, abgeschlossene
Untergruppe von G ist.
• Man nennt pi zusammenha¨ngend, wenn G zusammenha¨ngend ist.
• Man nennt den Kern von pi minimal, wenn keine echte, nichttriviale,
abgeschlossene Untergruppe von Kernpi normal in G ist.
Zu pi geho¨rige Einbettungsprobleme nennen wir dann ebenfalls zerfallend, bzw.
direkt zerfallend, bzw. zusammenha¨ngend, bzw. Frattini–Einbettungs-
problem.
Frattini–Einbettungsprobleme und zerfallende Einbettungsprobleme sind Ex-
treme im folgenden Sinne. Direkt aus der Definition sieht man, dass jedes zer-
fallende Einbettungsproblem lo¨sbar ist. Es bleibt die Frage, ob es sich um eine
eigentliche Lo¨sung handelt.
Bei Frattini–Einbettungsproblemen dagegen ist die Lo¨sbarkeit unklar. Falls
eine Lo¨sung existiert folgt aber wiederum sofort aus der Definition, dass sie
eigentlich ist.
Bemerkung 2.2.7. Sei 1→W → G pi→ G/W → 1 eine exakte Sequenz linearer
algebraischer Gruppen. Es existiert eine Zerlegung von pi in Epimorphismen, die
einem der folgenden Typen angeho¨ren:
• Frattini–Epimorphismen
• zerfallende Epimorphismen mit endlichem Kern
• zerfallende Epimorphismen mit minimalem, unipotentem Kern
• zerfallende Epimorphismen mit Toruskern.
• zerfallende Epimorphismen mit halbeinfachem Kern
Zum Beweis dieser Bemerkung beno¨tigen wir zuerst die beiden folgenden
Lemmata.
Lemma 2.2.8. Sei 1→W → G pi→ G/W → 1 eine (zerfallende) exakte Sequenz
linearer algebraischer Gruppen. Sei V eine abgeschlossene Untergruppe von W ,
welche normal in G liegt. Dann ist pi zerlegbar in den Epimorphismus G G/V
und den (zerfallenden) Epimorphismus G/V  G/W .
Beweis. Folgt direkt aus Definition 2.2.1, denn pi ist die Verkettung der beiden
Epimorphismen.
Lemma 2.2.9. Sei 1 → W → G pi→ G/W → 1 eine exakte Sequenz linearer
algebraischer Gruppen. Sei S ein minimales Supplement von W in G (d.h. S
ist minimal unter den abgeschlossenen Untergruppen von G mit der Eigenschaft
G = S·W ). Dann ist pi zerlegbar in den Frattini–Epimorphismus pi|S : S  G/W
und den zerfallenden Epimorphismus prS : W o S  S.
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Beweis. Den Untergruppen von G entsprechen Ideale im noetherschen Koor-
dinatenring von G. Dies zeigt die Existenz einer minimalen, abgeschlossenen
Untergruppe S, so dass G = S · W . Aus der Minimalita¨t von S erha¨lt man
sofort, dass pi|S ein Frattini–Epimorphismus ist.
Wir betrachten nun das kommutative Diagramm
W G G/W
W W o S S,
y w wwpi
y w
uu
µ
ww
uu
pi|S
wobei µ : W o S  G die Produktabbildung (w, s) 7→ w · s ist. Aus Definition
2.2.1 folgt, dass pi in pi|S ◦ prS zerlegbar ist, also auch in pi|S und prS .
Beweis von Bemerkung 2.2.7. Beachte, dass bei der Zerlegung in Lemma 2.2.9
der zugeho¨rige zerfallende Epimorphismus den gleichen Kern wie der urspru¨ngli-
che Epimorphismus hat. Es genu¨gt also, in Epimorphismen mit endlichem, bzw.
minimalem, unipotentem, bzw. halbeinfachem, bzw. Toruskern zu zerlegen. Wir
erledigen dies in fu¨nf Schritten:
1. Zerlegung eines Epimorphismus in einen mit zusammenha¨ngendem Kern und
einen mit endlichem Kern.
Da W ◦ eine charakteristische Untergruppe von W ist, liegt sie insbesondere
normal in G. Lemma 2.2.8 zeigt nun das Gewu¨nschte.
2. Zerlegung eines Epimorphismus mit zusammenha¨ngendem Kern in einen mit
halbeinfachem und einen mit zusammenha¨ngendem, auflo¨sbarem Kern.
Dies folgt mit Lemma 2.2.8, da das Radikal R(W ) eine charakteristische
Untergruppe von W ist.
3. Zerlegung eines Epimorphismus mit zusammenha¨ngendem, auflo¨sbarem Kern
in solche mit zusammenha¨ngendem, abelschem Kern:
Wir machen eine Induktion nach der Dimension des Kerns W . Im Fall, dass
W abelsch ist, ist nichts mehr zu zeigen. Wir ko¨nnen also annehmen, dass die
Dimension der Kommutatorgruppe [W,W ], echt kleiner als die von W ist. Da
[W,W ] eine charakteristische Untergruppe von W ist, ko¨nnen wir mit Lemma
2.2.8 pi in einen Epimorphismus mit abelschem Kern und einen mit Kern [W,W ]
zerlegen.
4. Zerlegung eines Epimorphismus mit zusammenha¨ngendem, abelschen Kern
in einen mit unipotentem und einen mit Toruskern.
Die Menge WU der unipotenten Elemente in W ist eine charakteristische
Untergruppe von W . Da W/WU ein Torus ist, folgt die Behauptung mit Lemma
2.2.8.
5. Zerlegung eines Epimorphismus mit unipotentem Kern in solche mit mini-
malem, unipotentem Kern.
Ist der unipotente Kern W des Epimorphismus nicht minimal, dann exi-
stiert eine echte, nichttriviale, abgeschlossene Untergruppe U von W , die nor-
mal in G ist. Wegen Bemerkung 1.5.3 gilt 1 < dimU < dimW und wir ko¨nnen
mit Lemma 2.2.8 in Epimorphismen mit echt kleinerdimensionalen unipoten-
ten Kernen zerlegen. Induktion nach der Dimension des Kerns zeigt dann die
Behauptung.
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2.3 Zerfallende Epimorphismen mit Toruskern
Wir beno¨tigen die folgende Konsequenz aus dem Starrheitssatz fu¨r diagonali-
sierbare Gruppen:
Bemerkung 2.3.1. Sei W eine diagonalisierbare Untergruppe der linearen al-
gebraischen Gruppe G. Dann gilt NG(W )◦ = CG(W )◦.
Beweis. [Hum, Corollary 16.3]
Bemerkung 2.3.2. Sei pi : G  G ein zusammenha¨ngender Epimorphismus
mit Toruskern W . Dann ist pi zentral, d.h. W ⊆ Z(G). Ist zusa¨tzlich pi zerfal-
lend, dann zerfa¨llt pi sogar direkt.
Beweis. Nach der letzten Bemerkung gilt G = NG(W ) = NG(W )
◦ = CG(W )
◦.
Es gilt also W ⊆ Z(G).
Zerfa¨llt pi, dann ko¨nnen wir G als Untergruppe von G auffassen. Es folgt
[W,G] = 1. Also muss G normal in G = W ·G liegen.
2.4 Zerfallende Epimorphismen mit halbeinfa-
chem Kern
Wir zeigen zuna¨chst das folgende Lemma.
Lemma 2.4.1. Sei G halbeinfach. Seien G1, . . . , Gn die einfachen Komponen-
ten von G (das sind die minimalen, zusammenha¨ngenden, normalen, abgeschlos-
senen Untergruppen positiver Dimension von G). Dann gilt:
1. Z(G) = Z(G1) · . . . · Z(Gn).
2. G1/Z(G1)× · · · ×Gn/Z(Gn)→ G/Z(G), (g1, . . . , gn) 7→ g1 · . . . · gn ·Z(G)
ist ein Isomorphismus.
3. G/Z(G) hat triviales Zentrum.
Beweis. Eigenschaften von einfachen Komponenten kann man in [Hum, Theo-
rem 27.5] nachlesen. Wir beno¨tigen hier insbesondere, dass G = G1 · . . . ·Gn und
dass fu¨r i 6= j die Kommutatorgruppe [Gi, Gj ] trivial ist.
1) ’⊃’ Sei 1 ≤ i ≤ n beliebig und g ∈ Z(Gi). Fu¨r ein beliebiges h ∈ G
existieren dann hj ∈ Gj , so dass h = h1 · . . . · hn. Fu¨r alle j gilt [g, hj ] = 1.
Im Fall j = i folgt dies, da g ∈ Z(Gi). Ist dagegen j 6= i, dann folgte es aus
[Gi, Gj ] = 1. Dies zeigt, dass h mit g vertauschbar ist. Es gilt also g ∈ Z(G).
’⊆’ Sei g ∈ Z(G). Es exisitieren wieder gj ∈ Gj , so dass g = g1 · . . . · gn. Sei
nun 1 ≤ i ≤ n und h ∈ Gi. Es gilt
h · gi = h · g−1i−1 · . . . · g−11 · g · g−1n · . . . · g−1i+1
= g−1i−1 · . . . · g−11 · g · g−1n · . . . · g−1i+1 · h
= gi · h
Hierbei ist h mit g ∈ Z(G) und mit den gj (j 6= i) vertauschbar. Wir erhalten
also gi ∈ Z(Gi).
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2) Die Wohldefiniertheit folgt aus der ersten Aussage, die Injektivita¨t aus
dem Beweis von ’⊆’ in Teil 1. Die Surjektivita¨t ist wegen G = G1 · . . . ·Gn klar.
3) Die GruppenGi/Z(Gi) haben ein triviales Zentrum [Hum, Corollary 29.5].
Aussage 2 impliziert, dass sie die einfachen Komponenten der Gruppe G/Z(G)
sind. Die Behauptung folgt nun, wenn man Teil 1 auf die Gruppe G/Z(G)
anwendet.
Das Lemma erlaubt es, uns auf zerfallende Epimorphismen mit zentrums-
freiem Kern zu beschra¨nken.
Bemerkung 2.4.2. Sei pi : G  G/W ein (zerfallender) Epimorphismus mit
halbeinfachem Kern W . Dann la¨ßt sich pi in den Epimorphismus G G/Z(W )
mit endlichem Kern und den (zerfallenden) Epimorphismus G/Z(W )  G/W
mit dem halbeinfachen, zentrumsfreien Kern W/Z(W ) zerlegen.
Beweis. Das Zentrum Z(W ) ist eine charakteristische Untergruppe von W . Die
Behauptung folgt mit Lemma 2.2.8 und Lemma 2.4.1.
Bemerkung 2.4.3. Sei pi : G G ein zusammenha¨ngender, zerfallender Epi-
morphismus mit halbeinfachem, zentrumsfreien Kern W . Dann gilt:
Die Gruppe G ist das direkte Produkt von W und dem Zentralisator CG(W ).
Insbesondere ist der Epimorphismus direkt zerfallend.
Beweis. Sofort aus der Voraussetzung erhalten wir W ∩ CG(W ) = Z(W ) = 1.
Wir betrachten G vermo¨ge eines homomorphen Schnitts als Untergruppe
von G. Dann ist G = W ·G. Man rechnet leicht nach, dass der Zentralisator
CG(W ) eine normale Untergruppe von G ist. Wir erhalten den injektiven Grup-
penhomomorphismus in die (abstrakte) Gruppe Aut(W ) der Automorphismen
von W :
G/CG(W ) → Aut(W ) (2.5)
g 7→ (w 7→ gwg−1).
Da W halbeinfach ist, hat die Gruppe Inn(W ) der inneren Automorphismen
von W endlichen Index in Aut(W ) (siehe [Hum, Theorem 27.4]). Dies impliziert,
dass auch die vermo¨ge der Injektion 2.5 gebildeten Gruppe Inn(W )∩G/CG(W )
endlichen Index in G/CG(W ) hat. Wegen
Inn(W ) ∩G/CG(W ) = {g ∈ G/CG(W )|∃v ∈W ∀w ∈W : gwg−1 = vwv−1}
= {g ∈ G/CG(W )|g ∈W·CG(W )}
= (G ∩ W·CG(W ))/CG(W )
ist Inn(W )∩G/CG(W ) eine abgeschlossene Untergruppe der zusammenha¨ngen-
den Gruppe G/CG(W ). Es muss also G/CG(W ) ⊆ Inn(W ) gelten.
Ist g ∈ G beliebig, dann existiert also ein v ∈ W , so dass fu¨r alle w ∈ W
die Gleichung gwg−1 = vwv−1 gilt. Es folgt v−1g ∈ CG(W ), g liegt also in
W·CG(W ). Man erha¨lt schließlich G = W·G = W·CG(W ).
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2.5 Frattini–Epimorphismen
Ziel dieses Abschnittes ist der folgende Klassifikationssatz.
Satz 2.5.1. Sei 1 → W → G pi→ G/W → 1 eine exakte Sequenz linearer
algebraischer Gruppen. Sei κ : G  G/G◦ der kanonische Epimorphismus und
Φ(G/G◦) die Frattinigruppe der endlichen Gruppe G/G◦. Dann sind die beiden
folgenden Aussagen a¨quivalent:
1. pi ist ein Frattini–Epimorphismus.
2. W ◦ ⊆ (Ru(G), Ru(G)) und κ(W ) ⊆ Φ(G/G◦).
Dabei bezeichnet (Ru(G), Ru(G)) die Kommutatorgruppe des unipotenten
Radikals von G. Die Definition und einfache Eigenschaften der Frattinigruppe
einer endlichen Gruppe kann man in [Hup, III. §3] nachlesen.
Wir zeigen zuna¨chst einige Lemmata.
Lemma 2.5.2. Sei ein kommutatives Dreieck von Epimorphismen linearer al-
gebraischer Gruppen gegeben.
G2
G1 G3
[[]pi1
wwpi2

ﬁpi3
Genau dann ist pi2 ein Frattini–Epimorphismus, wenn pi1 und pi3 Frattini–Epi-
morphismen sind.
Beweis. Folgt direkt aus Definition 2.2.6.
Lemma 2.5.3. Die exakte Sequenz 1→W → G pi→ G/W → 1 mit unipotentem
Kern W hat genau dann die Frattini-Eigenschaft, wenn W ⊆ (Ru(G), Ru(G)).
Im Fall, dass W ∩ (Ru(G), Ru(G)) = 1 ist, zerfa¨llt die Sequenz.
Beweis. Ist W ⊆ (Ru(G), Ru(G)), dann folgt aus [Ko1, Lemma 2], dass pi ein
Frattini-Epimorphismus ist.
Sei nun umgekehrt W * (Ru(G), Ru(G)). Laut [Mos] existiert eine Zerlegung
G = Ru(G)oGv
mit einer vollsta¨ndig reduziblen Untergruppe Gv von G.
Falls W = Ru(G) gilt, dann zerfa¨llt die Sequenz, d.h. sie hat nicht die
Frattini–Eigenschaft. Sei nun W  Ru(G). Aus der bereits bewiesenen Richtung
der Bemerkung folgt, dass
λ : Ru(G) Ru(G)/(Ru(G), Ru(G))
ein Frattini–Epimorphismus ist. Die Gruppe V := Ru(G)/(Ru(G), Ru(G)) ist
unipotent und abelsch, also eine Vektorgruppe. Es gilt
0  λ(W )  V.
Die erste Ungleichung folgt aus W * (Ru(G), Ru(G)). Da λ ein Frattini–
Epimorphismus ist, impliziert W  Ru(G) die zweite.
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Die Gruppe Gv operiert auf Ru(G), also auch auf dem C-Vektorraum V . Mit
W wird auch λ(W ) von Gv stabilisiert. Da Gv vollsta¨ndig reduzibel ist, gibt es
eine Gv-stabile Untergruppe 0  U  V , so dass V = λ(W )⊕ U .
Mit Hilfe der Frattini–Eigenschaft von λ kann man jetzt nachrechnen, dass
W·λ−1(U) = Ru(G) ist. Da λ−1(U) von Gv normalisiert wird, ko¨nnen wir die
Untergruppe
S := λ−1(U)oGv
von G definieren. Aus Dimensionsgru¨nden gilt S  G (siehe [Hum, §7.4 Prop.
B(d)]). Wegen W·S = G kann dann pi kein Frattini–Epimorphismus sein.
Ist W ∩ (Ru(G), Ru(G)) = 1, dann ist auch W ∩λ−1(U) = 1. Dies impliziert
W ∩ S = 1. Es folgt G = W o S, d.h. die Sequenz zerfa¨llt.
Bemerkung 2.5.4. Sei G eine lineare algebraische Gruppe die automorph auf
dem Torus T operiert (d.h. wenn man die Operation T×G→ T durch (t, g) 7→ tg
beschreibt, dann ist fu¨r alle g ∈ G die Abbildung t 7→ tg ein Automorphismus
von T ).
Ist S ≤ T ein G-stabiler Untertorus, dann existiert ein G-stabiler Untertorus
W ≤ T , so dass T = S ·W und S ∩W endlich ist.
Beweis. Wegen Satz 1.5.6 existiert eine endliche Untergruppe H von G mit
G = G◦H. Nach [Bor, §8.5 Corollary] existiert ein Untertorus V von T mit
T = S×V . Sei Θ: T → V die Projektion auf V . Wir betrachten den Morphismus
ϕ : T → T
t 7→
∏
h∈H
Θ(th)h
−1
Wir setzen W := ϕ(T ). Da mit T auch W zusammenha¨ngend ist, muss W ein
Untertorus von T sein. Wir zeigen nun, dass W G-stabil ist.
W ist H-stabil:
ϕ(t)h =
∏
f∈H
Θ(tf )f
−1h =
∏
h−1f∈H
Θ((th)h
−1f )f
−1h = ϕ(th)
W ist G◦-stabil: Wir bilden T oG◦. Aus Bemerkung 2.3.1 folgt dann sogar, dass
G◦ trivial auf T operiert.
Als na¨chstes zeigen wir, dass T = S · W . Sei dazu t ∈ T beliebig. Da T
teilbar ist, existiert ein t˜ ∈ T , so dass t˜#H = t. Wir erhalten nun
t · ϕ(t˜)−1 =
∏
h∈H
t˜Θ(t˜h)−h
−1
=
∏
h∈H
(t˜hΘ(t˜h)−1)h
−1 ∈ S,
denn fu¨r jedes h ∈ H liegt t˜hΘ(t˜h)−1 in S. Wir ko¨nnen also
t = tϕ(t˜)−1 · ϕ(t˜) ∈ S ·W
schreiben.
Als letztes bleibt noch die Endlichkeit von S ∩W zu zeigen. Fu¨r die Dimen-
sion von T erhalten wir einerseits die Gleichung
dimT = dimW + dim Kernϕ.
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Da S ∩W der Kern des Produktepimorphismus S ×W → S ·W ist, gilt ande-
rerseits
dimT = dimS + dimW − dimS ∩W.
Wegen S ⊆ Kernϕ folgt aus diesen beiden Gleichungen, dass dimS∩W = 0.
Lemma 2.5.5. Eine exakte Sequenz 1 → W → G pi→ G/W → 1 mit nichttri-
vialem Toruskern besitzt nicht die Frattini–Eigenschaft.
Beweis. Wir beginnen, indem wir die Gruppe G zerlegen. Es existieren eine
endliche Untergruppe H von G und eine reduktive Untergruppe L von G◦, so
dass
G = G◦ ·H (Satz 1.5.6),
G◦ = Ru(G◦)o L (Levizerlegung, Bemerkung 1.5.5(1)),
L = (L,L) ·R(L) mit R(L) = Z(L)◦.
Nach Bemerkung 1.5.5(2) ist R(L) ein maximaler Torus von R(G). Da W in
allen maximalen Tori von R(G) liegt, muss W E R(L) gelten. Nun sind mit
R(L) E NG(L) und W E NG(L) die Voraussetzungen zu Bemerkung 2.5.4
erfu¨llt. Diese zeigt die Existenz eines Torus T E NG(L) mit R(L) = T ·W und
#(T ∩W ) <∞. Wir setzen nun
S◦ := Ru(G) · (L,L) · T. (2.6)
Da T E R(L) = Z(L)◦, ist S◦ eine Gruppe. Man sieht, dass (L,L) · T eine
Leviuntergruppe von S◦ ist. Weil (L,L) ∩ T endlich ist, erhalten wir dimS◦ =
dimG− dimW . Jetzt definieren wir
S := S◦ ·H
und sehen, dass dies eine Gruppe ist, indem wir zeigen, dass S◦ von H norma-
lisiert wird.
Sei dazu h ∈ H beliebig, dann ist auch h−1Lh eine Leviuntergruppe von G.
Da nach Bemerkung 1.5.5(3) alle Leviuntergruppen von G durch Elemente von
Ru(G) konjugiert sind, gibt es ein u ∈ Ru(G) mit h−1Lh = uLu−1. Wir sehen
also, dass hu in NG(L) liegt und alle Gruppen der rechten Seite von Gleichung
2.6 normalisiert, denn Ru(G) ist charakteristisch in G, (L,L) charakteristisch in
L und T normal in NG(L). Da Ru(G) ⊆ S◦, ko¨nnen wir h−1S◦h = S◦ folgern.
Es gilt G = S ·W . Da aber aus Dimensionsgru¨nden S eine echte Untergruppe
von G ist, kann pi kein Frattini–Epimorphismus sein.
Lemma 2.5.6. Eine exakte Sequenz 1→ W → G pi→ G/W → 1 mit halbeinfa-
chem, nichttrivialem Kern besitzt nicht die Frattini–Eigenschaft.
Beweis. Sei T ein maximaler Torus von W . Da W halbeinfach ist, gilt T 6= 1.
Ist g ∈ G beliebig, dann ist auch g−1Tg ein maximaler Torus von W . Da alle
maximalen Tori konjugiert sind, gibt es ein w ∈ W , so dass w−1g−1Tgw = T .
Wir erhalten gw ∈ NG(T ).
Dies impliziert G = NG(T )·W . Da W halbeinfach ist, muss aber NG(T )  G
gelten. pi kann also kein Frattini–Epimorphismus sein.
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Lemma 2.5.7. Sei 1 → W → G pi→ G/W → 1 eine exakte Sequenz mit end-
lichem Kern. Sei κ : G  G/G◦ der kanonische Epimorphismus und Φ(G/G◦)
die Frattinigruppe der endlichen Gruppe G/G◦. Dann gilt
pi ist ein Frattini–Epimorphismus ⇐⇒ κ(W ) ⊆ Φ(G/G◦).
Beweis. ’⇐=’: Angenommen pi wa¨re kein Frattini–Epimorphismus. Dann exi-
stiert eine echte Untergruppe S von G mit G = W · S. Da aber aus Dimensi-
onsgru¨nden
Kernκ = G◦ = S◦ ⊆ S
folgt, erhalten wir κ(S)  G/G◦, denn κ(S) = G/G◦ wu¨rde G = S implizieren.
Wegen κ(W ) ·κ(S) = G/G◦ erha¨lt man mit Satz [Hup, III.3.2] den Widerspruch
κ(W ) * Φ(G/G◦).
’=⇒’: Angenommen es wu¨rde κ(W ) * Φ(G/G◦) gelten. Dann zeigt Satz
[Hup, III.3.2] die Existenz einer Untergruppe Z  G/G◦ mit κ(W )Z = G/G◦.
Wir setzen S := κ−1(Z). Da Kernκ ≤ S ≤ SW und κ(SW ) = G/G◦, muß
S ·W = G gelten. Weil aber S eine echte Untergruppe von G ist, kann pi kein
Frattini–Epimorphismus sein. Widerspruch!
Beweis von Satz 2.5.1. Da W ◦ eine charakteristische Untergruppe von W ist,
gilt W ◦ E G und wir erhalten ein kommutatives Diagram
G/W ◦
G G/W.
'')ε2[[]ε1 wwpi
Mit Lemma 2.5.2 folgt, dass pi genau dann ein Frattini–Epimorphismus ist, wenn
ε1 und ε2 Frattini–Epimorphismen sind.
’2) =⇒ 1)’: Aus W ◦ ⊆ (Ru(G), Ru(G)) folgt mit Lemma 2.5.3, dass ε1 ein
Frattini–Epimorphismus ist.
Die Zusammenhangskomponente der Eins von G/W ◦ ist G◦/W ◦. Mit κ˜ be-
zeichnen wir den kanonischen Epimorphismus von G/W ◦ in die Gruppe G/G◦ ∼=
(G/W ◦)/(G◦/W ◦). Wir erhalten das kommutative Diagram
G
G/W ◦ G/G◦.
')κ[^ε1
wwκ˜
Es gilt κ˜(W/W ◦) = κ(W ) ⊆ Φ(G/G◦) und Lemma 2.5.7 impliziert, dass auch
ε2 ein Frattini–Epimorphismus ist.
’1) =⇒ 2)’: Da ε2 ein Frattini–Epimorphismus ist, zeigt Lemma 2.5.7, dass
κ(W ) = κ˜(W/W ◦) eine Untergruppe von Φ(G/G◦) ist.
Als na¨chstes nutzen wir aus, dass ε1 ein Frattini-Epimorphismus ist. Da
R(W ◦) eine charakteristische Untergruppe von W ◦ ist, kann man ε1 mit Lemma
2.2.8 zerlegen. Lemma 2.5.2 zeigt dann, dass die Sequenz
1→W ◦/R(W ◦)→ G/R(W ◦)→ G/W ◦ → 1
die Frattini-Eigenschaft hat. Nach Lemma 2.5.6 kann dies aber nur sein, wenn
W ◦/R(W ◦) trivial ist. Wir haben die Auflo¨sbarkeit von W ◦ gezeigt.
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Wenn wir mit Ru(W ◦) analog verfahren, sehen wir, dass auch die Sequenz
1→W ◦/Ru(W ◦)→ G/Ru(W ◦)→ G/W ◦ → 1
die Frattini–Eigenschaft besitzt. Da W ◦ auflo¨sbar ist, muss W ◦/Ru(W ◦) ein
Torus sein. Da dieser nach Lemma 2.5.5 trivial ist, muss W ◦ sogar unipotent
sein. Schliesslich liefert Lemma 2.5.3 die Inklusion W ◦ ⊆ (Ru(G), Ru(G)).
2.6 Zerlegung von zusammenha¨ngenden
Epimorphismen
Wir fu¨hren folgende Schreibweisen zur Abku¨rzung ein.
Definition 2.6.1. Wir betrachten hier nur zusammenha¨ngende Epimorphis-
men.
1. Sei W eine lineare algebraische Gruppe. Wir nennen einen zerfallenden,
bzw. direkt zerfallenden Epimorphismus mit Kern W einen (zW )–, bzw.
(dW )–Epimorphismus.
2. Einen direkt zerfallenden Epimorphismus mit einfachem Kern bezeichnen
wir als (de)–Epimorphismus.
3. Einen zerfallenden Epimorphismus mit minimalem, unipotentem Kern
nennen wir einen (zmu)–Epimorphismus.
4. Fu¨r Frattini–Epimorphismus schreiben wir auch (F)–Epimorphismus.
Satz 2.6.2. Sei pi : G→ G ein zusammenha¨ngender Epimorphismus. Es gilt:
1. Man kann pi in (F)– , (dGm)– , (de)– und (zmu)–Epimorphismen zerlegen.
2. Ist der Kern von pi halbeinfach, dann kann man pi in (F)– und (de)–
Epimorphismen zerlegen.
3. Ist der Kern von pi auflo¨sbar, dann kann man pi in (F)– , (dGm)– und
(zmu)–Epimorphismen zerlegen.
4. Ist entweder G nilpotent oder pi zentral (d.h. Kernpi ⊆ Z(G)), dann kann
man pi in (F)–, (dGm)– und (dGa)–Epimorphismen zerlegen.
5. Ist G auflo¨sbar, dann kann man pi in (F)–, (dGm)– und (zGa)–Epimor-
phismen zerlegen.
Beweis. Zu 2. Wir machen eine Induktion nach der Anzahl der einfachen Kom-
ponenten des Kerns. Zuerst zerlegen wir mit Lemma 2.2.8 pi in einen (F)–
Epimorphismus und einen zerfallenden Epimorphismus mit halbeinfachem Kern.
Letzteren zerlegen wir mit Bemerkung 2.4.2 in einen (F)–Epimorphismus und
einen nach Bemerkung 2.4.3 direkt zerfallenden Epimorphismus mit halbeinfa-
chem, zentrumsfreien Kern. Ist dieser Kern nicht einfach, dann kann man letz-
teren wegen des Struktursatzes fu¨r halbeinfache Gruppen [Hum, Theorem 27.5]
in Epimorphismen zerlegen, deren halbeinfache Kerne echt kleinere Dimension
haben.
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Zu 3. Dank der Schritte 3, 4 und 5 im Beweis von Bemerkung 2.2.7 bleibt
nur noch zu zeigen, dass ein Epimorphismus mit Toruskern in (F)– und (dGm)–
Epimorphismen zerlegt werden kann. Nach Bemerkung 2.3.2 ist der Epimor-
phismus pi zentral und wir ko¨nnen ihn induktiv in Epimorphismen mit Kern
Gm zerlegen. Mit Lemma 2.2.9 zerlegen wir diese weiter, in (F)– und (zGm)–
Epimorphismen. Nach Bemerkung 2.3.2 sind die letzteren auch (dGm)-Epimor-
phismen.
Zu 1. Dies folgt aus den Schritten 1 und 2 im Beweis von Bemerkung 2.2.7
und den beiden bereits bewiesenen Aussagen.
Zu 5. Wegen Aussage 3 genu¨gt es zu zeigen, dass der nichttriviale Kern W
eines (zmu)–Epimorphismus pi : G  G mit auflo¨sbarem G gerade die additive
Gruppe ist. Da W minimal ist, muss [W,W ] = 1 gelten, d.h. W ist eine Vek-
torgruppe. Mit G ist auch G zusammenha¨ngend und auflo¨sbar. Die Minimalita¨t
von W impliziert, dass G irreduzibel auf dem C-Vektorraum W operiert. Aus
dem Lie-Kolchin Theorem [Hum, Theorem 17.6] folgt dann, dass W = Ga ist.
Zu 4. In beiden Fa¨llen ist der Kern von pi auflo¨sbar. Man sieht leicht, dass
sich die beiden Eigenschaften auf Zerlegungen von pi u¨bertragen. Wegen 3 reicht
es also wenn wir zeigen, dass ein (zmu)–Epimorphismus pi : G G mit nichttri-
vialem Kern W sogar ein (dGa)–Epimorphismus ist.
Man sieht dies sofort, wenn pi ein zentraler (zmu)–Epimorphismus ist. Denn
jede echte, nichttriviale, abgeschlossene Untergruppe von W wu¨rde der Mini-
malita¨t widersprechen.
Ist G nilpotent, dann gilt [G,G] = [Ru(G), Ru(G)] (siehe [Hum, Proposition
19.2]). Wir betrachten die Gruppe W ∩ [G,G]. Wa¨re W ⊆ [G,G], dann wu¨rde
Satz 2.5.1 zeigen, dass pi ein Frattini–Epimorphismus ist. Dies widerspricht der
Voraussetzung W 6= 1.
Die Minimalita¨t von W impliziert also, dass W ∩ [G,G] = 1. Wir sehen, dass
pi zentral ist und somit die Behauptung aus dem bereits Bewiesenen folgt.
2.7 Zerlegung von nicht zusammenha¨ngenden
Epimorphismen
2.7.1 H-semidirekte Epimorphismen
Definition 2.7.1. Sei H eine endliche Gruppe.
1. Wir nennen eine zusammenha¨ngende lineare algebraische Gruppe G eine
H-Gruppe, wenn es einen Gruppenhomomorphismus H → AutG gibt.
2. Seien G und G H-Gruppen. Ein Morphismus G → G linearer algebrai-
scher Gruppen, der mit der Operation von H vertauschbar ist, nennen wir
einen H-Morphismus.
3. Wir sagen ein H-Epimorphismus sei H-zerfallend, wenn ein homomor-
pher Schnitt existiert, der ein H-Morphismus ist.
IstG eineH-Gruppe, dann ko¨nnen wir immer das semidirekte ProduktGoH
bilden. Ein H-Epimorphismus pi◦ : G G, la¨ßt sich dann auf eindeutige Weise
so zu einem Epimorphismus pi : G oH  G oH von semidirekten Produkten
fortsetzen, dass pi|H die Identita¨t auf H ist. Solchen Epimorphismen geben wir
einen eigenen Namen:
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Definition 2.7.2. Seien zwei H-Gruppen G und G gegeben. Ein Epimorphis-
mus pi : G o H  G o H heißt H-semidirekt, wenn pi|H die Identita¨t auf H
ist. Man nennt pi H-zerfallend, wenn ein homomorpher Schnitt existiert, der
die Identita¨t auf H ist.
Umgekehrt ist die Restriktion pi◦ := pi|G eines H-semidirekten Epimorphis-
mus pi : G o H  G o H wieder ein H-Epimorphismus, also insbesondere
zusammenha¨ngend. Man beachte, dass pi genau dann H-zerfallend ist, wenn
pi◦ H-zerfallend ist. Satz 2.5.1 zeigt, dass pi auch genau dann ein Frattini–
Epimorphismus ist, wenn dies fu¨r pi◦ gilt.
Ist G eine H-Gruppe und V eine abgeschlossene Untergruppe von G, welche
normal in G o H liegt, dann ist auch G/V eine H-Gruppe. Wir erhalten eine
H-semidirekte Version von Lemma 2.2.8.
Lemma 2.7.3. Sei pi : G o H  G o H ein (H-zerfallender) H-semidirekter
Epimorphismus mit Kern W . Ist V ≤ W normal in G o H, dann la¨ßt sich
pi in den H-semidirekten Epimorphismus G o H  G/V o H und den (H-
zerfallenden) H-semidirekten Epimorphismus G/V oH  GoH zerlegen.
Als na¨chstes notieren wir H-semidirekte Varianten der Bemerkungen 2.3.2
und 2.4.3.
Bemerkung 2.7.4. Sei pi : GoH  GoH ein H-zerfallender, H-semidirekter
Epimorphismus mit Toruskern W . Dann zerfa¨llt pi sogar direkt.
Beweis. Die Bemerkung folgt, wenn wir Bemerkung 2.3.2 auf den zusammen-
ha¨ngenden H-Epimorphismus pi|G anwenden.
Bemerkung 2.7.5. Sei pi : GoH  GoH ein H-zerfallender, H-semidirekter
Epimorphismus mit halbeinfachem, zentrumsfreien Kern W . Dann stabilisiert
H den Zentralisator CG(W ), es gilt G = W × CG(W ) und pi zerfa¨llt direkt.
Beweis. Sei h ∈ H und g ∈ CG(W ) beliebig, dann gilt fu¨r alle w ∈W
w−1(h−1gh)w = h−1(hwh−1)−1g(hwh−1)h = h−1gh,
denn hwh−1 ∈ W kommutiert mit g. Es folgt also h−1gh ∈ CG(W ). Der Rest
der Behauptung folgt aus Bemerkung 2.4.3.
2.7.2 Zerlegung in H-semidirekte Epimorphismen
Der Vorteil der H-semidirekten Epimorphismen ist, dass die Lo¨sung von zu-
geho¨rigen Einbettungsproblemen sich a¨hnlich angehen la¨ßt wie bei zusammen-
ha¨ngenden Epimorphismen (siehe in den na¨chsten beiden Kapiteln). Wir erhal-
ten den folgenden Zerlegungssatz.
Satz 2.7.6. Sei 1 → W → G pi→ G/W → 1 eine exakte Sequenz linearer
algebraischer Gruppen. Es existiert eine Zerlegung von pi in Epimorphismen,
die einem der folgenden Typen angeho¨ren:
1. Epimorphismen mit endlichem Kern.
2. Frattini–Epimorphismen, welche H-semidirekt bezu¨glich einer endlichen
Gruppe H sind.
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3. Epimorphismen mit minimalem, unipotentem Kern, welche H-semidirekt
und H-zerfallend bezu¨glich einer endlichen Gruppe H sind.
4. Epimorphismen mit Toruskern, welche H-semidirekt und H-zerfallend be-
zu¨glich einer endlichen Gruppe H sind.
5. Epimorphismen mit halbeinfachem Kern, welche H-semidirekt und H-
zerfallend bezu¨glich einer endlichen Gruppe H sind.
Wir gliedern den Beweis in drei Lemmata.
Lemma 2.7.7. Sei G eine lineare algebraische Gruppe. Es existiert eine end-
liche Untergruppe H von G, mit G = G◦ · H, so dass µ : G◦ o H → G mit
(g, h) 7→ g · h ein Frattini–Epimorphismus ist.
Beweis. Satz 1.5.6 zeigt die Existenz einer endlichen Untergruppe H von G mit
G = G◦ ·H. Wir ko¨nnen annehmen, dass H minimal mit dieser Eigenschaft ist.
Dann ist H  H/H ∩ G◦ ein Frattini–Epimorphismus. Denn wa¨re W eine
echte Untergruppe von H mit W · (H ∩ G◦) = H, wu¨rde man G = W · G◦
erhalten, was der Minimalita¨t von H widerspricht.
Satz 2.5.1 angewendet auf den Epimorphismus H  H/H ∩G◦ zeigt dann,
dass H ∩G◦ in der Frattinigruppe Φ(H) von H liegt.
Wir wollen jetzt Satz 2.5.1 auch auf µ anwenden. Der kanonische Epimor-
phismus κ ist hier die Projektion G◦ oH  H. Es gilt
Kernµ = {(g−1, g)|g ∈ H ∩G◦}
und wir erhalten κ(Kernµ) = H ∩G◦ ≤ Φ(H).
µ ist also ein Frattini–Epimorphismus.
Lemma 2.7.8. Sei der zerfallende Epimorphismus pi : W o G  G mit zu-
sammenha¨ngendem Kern W gegeben. Es existiert eine endliche Untergruppe H
von G, so dass pi in zwei Epimorphismen zerlegt werden kann, na¨mlich in einen
Frattini–Epimorphismus µ mit endlichem Kern und einen H-zerfallenden, H-
semidirekten Epimorphismus p˜i mit Kern W .
Beweis. Wir wa¨hlen eine endliche Untergruppe H von G mit den Eigenschaften
aus Lemma 2.7.7 und erhalten den Frattini–Epimorphimus µ : G◦oH  G. Da
H durch Konjugation auf W und G◦ operiert, sieht man, dass
pi|WoG◦ : W oG◦  G◦
ein H-Epimorphismus ist. Wir erhalten den zugeho¨rigen H-semidirekten, H-
zerfallenden Epimorphismus p˜i : (W o G◦) oH  G◦ oH. Definieren wir nun
noch den Epimorphismus
(id, µ) : (W oG◦)oH → W oG,
((w, g), h) 7→ (w, g · h),
so erhalten wir das kommutative Diagramm
W oG G
(W oG◦)oH G◦ oH,
wwpi
wwp˜i
uu
(id,µ)
uu
µ
an dem wir die Behauptung ablesen ko¨nnen.
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Lemma 2.7.9. Sei der Frattini–Epimorphimus pi : G  G mit zusammen-
ha¨ngendem Kern W gegeben. Es existiert eine endliche Untergruppe H von G, so
dass pi in zwei Epimorphismen zerlegt werden kann, na¨mlich in einen Frattini–
Epimorphismus mit endlichem Kern und einen H-semidirekten Frattini–Epi-
morphismus mit Kern W .
Beweis. Wir wa¨hlen eine endliche Untergruppe H von G mit den Eigenschaften
aus Lemma 2.7.7 und erhalten den Frattini–Epimorphimus µ : G
◦ o H  G.
Da pi(G
◦
) = G◦, ko¨nnen wir G◦ durch die Festsetzung h · pi(g) := pi(hgh−1) zu
einer H-Gruppe machen. Die Restriktion pi|G◦ ist dann ein H-Epimorphismus.
Folglich wird ein H-semidirekter Epimorphismus p˜i : G
◦oH  G◦oH induziert.
Wir definieren nun den Epimorphismus µ˜ : G◦oH  G durch µ˜(g, h) := g ·pi(h)
und erhalten das kommutative Diagramm
W G G
W G
◦ oH G◦ oH.
y w wwpi
y w wwp˜i
uu
µ
uu
µ˜
Mit pi und µ ist auch pi ◦µ = µ˜ ◦ p˜i ein Frattini–Epimorphismus und damit auch
µ˜ und p˜i (Lemma 2.5.2).
Beweis von Satz 2.7.6. Die Aussage folgt sofort aus den letzten beiden Lemma-
ta und Bemerkung 2.2.7.
2.7.3 H-semidirekte, H-zerfallende
Epimorphismen mit unipotentem Kern
Definition 2.7.10. Wir sagen eine H-Gruppe G ist levistabil, wenn eine
Leviuntergruppe von G existiert, die von H stabilisiert wird.
Ein H-semidirekter Epimorphismus pi : G o H  G o H heißt levistabil,
wenn G levistabil ist.
In Lemma 2.7.7 kann die endliche Gruppe H so gewa¨hlt werden, dass G◦oH
levistabil ist. Wegen [Mos] existiert na¨mlich eine Zerlegung G = Ru(G)oGv mit
einer vollsta¨ndig reduziblen Untergruppe Gv von G. Nach Satz 1.5.6 existiert
eine endliche Untergruppe H von Gv mit Gv = G◦v ·H. Man sieht, dass G◦v eine
von H normalisierte Leviuntergruppe von G◦ ist und dass G = G◦ ·H gilt.
Bemerkung 2.7.11. Ist in Lemma 2.7.8 der Kern W unipotent, dann kann
man H so wa¨hlen, dass p˜i levistabil ist.
Beweis. Direkt aus der Definition folgt, dass eine Leviuntergruppe von G◦ auch
eine Leviuntergruppe von W oG◦ ist.
Lemma 2.7.12. Sei pi : GoH  GoH ein H-semidirekter, levistabiler Epi-
morphismus mit unipotentem Kern W . Dann gilt:
1. G ist levistabil.
2. Ist W ∩ (Ru(G), Ru(G)) = 1, dann ist pi H-zerfallend.
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Beweis. Sei L eine von H normalisierte Leviuntergruppe von G.
Fu¨r die erste Aussage rechnet man nach, dass pi(L) eine von H normalisierte
Leviuntergruppe von G ist.
Um die zweite Aussage zu erhalten benutzen wir den Beweis von Lemma
2.5.3. Da LoH vollsta¨ndig reduzibel ist, ko¨nnen wir dort Gv := LoH setzen.
Der Beweis zeigt dann, dass pi H-zerfallend ist.
Bemerkung 2.7.13. Ein H-semidirekter, H-zerfallender, levistabiler Epimor-
phismus mit unipotentem Kern ist zerlegbar in H-semidirekte Frattini–Epimor-
phismen und in H-semidirekte, H-zerfallende Epimorphismen mit minimalem,
unipotentem Kern.
Beweis. Wir machen eine Induktion nach der Dimension des Kerns. Sei der
H-semidirekte, H-zerfallende, levistabile Epimorphismus pi : G o H  G o H
gegeben, dessen unipotenter Kern U nicht minimal ist. Wir betrachten die nor-
male Untergruppe W := U ∩ (Ru(G), Ru(G)) von G und unterscheiden drei
Fa¨lle.
Ist W = U , dann ist pi nach Satz 2.5.1 ein Frattini–Epimorphismus.
Ist 1 (W ( U , dann zerlegt man pi mit Lemma 2.7.3 in den H-semidirekten
Frattini–Epimorphismus GoH  G/W oH mit Kern W und den levistabilen,
H-zerfallenden (wegen Lemma 2.7.12), H-semidirekten Epimorphismus
G/W oH  GoH.
Der Fall W = 1. Es existiert eine nichttriviale, abgeschlossene Untergruppe
V von U , welche normal in GoH liegt. Zerlegen wir pi mit Lemma 2.7.3, so erhal-
ten wir die H-zerfallenden, levistabilen Epimorphismen G/V oH  GoH und
G o H  G/V o H. Der zweite Epimorphimus ist H-zerfallend nach Lemma
2.7.12.
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Kapitel 3
Zusammenha¨ngende
Einbettungsprobleme
Sei wieder K ein Differentialko¨rper mit algebraisch abgeschlossenem Konstan-
tenko¨rper C 6= K der Charakteristik 0. Alle linearen algebraischen Gruppen
seien u¨ber C definiert.
Es gibt mehrere Mo¨glichkeiten die Liealgebra einer linearen algebraischen
Gruppe zu beschreiben. Wir wa¨hlen im ersten Abschnitt eine Darstellung, in der
die Elemente der Liealgebra Matrizen sind. Im Anschluss widmen wir uns dann
solchen Picard-Vessiot-Erweiterungen, die durch eine Matrix aus der Liealgebra
der zugeho¨rigen Differentialgaloisgruppe definiert werden.
3.1 Liealgebren
Notationen. Sei F eine Ko¨rpererweiterung von C. Wir setzen F [GLn] :=
F [Xij , 1/det(Xij)]. Ist W eine Teilmenge von GLn(K), dann bezeichnen wir
mit IW,F das Ideal {f ∈ F [GLn] : f(W ) = 0} ≤ F [GLn].
Fu¨r eine lineare algebraische Gruppe G ≤ GLn(C) fu¨hren wir die abku¨rzende
Bezeichnungsweise IG := IG,C ≤ C[GLn] ein.
Die Gruppe G(F ) der F -rationalen Punkte la¨ßt sich dann durch die Menge
{g ∈ GLn(F )|∀f ∈ IG : f(g) = 0} ausdru¨cken. Insbesondere ist G(C) = G.
Zur Beschreibung der F -Liealgebra definieren wir die beiden folgenden Funk-
tionen (hierbei ist A = (aij); der Operator δδXij (1) bezeichnet die partielle Ab-
leitung nach Xij und anschließende Auswertung in der Einheitsmatrix):
BFn : Mn(F ) → Abb(C[GLn], F )
A 7→
∑
1≤i,j≤n
aij
δ
δXij
(1)
und
DFn : Mn(F ) → Abb(C[GLn], F [GLn])
A 7→ DFn (A) DFn (A)(f)(g) :=
∑
i,j
aij
δf(Xg)
δXij
(1)
(wobei g ∈ GLn(F ) und f ∈ C[GLn]).
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Die Elemente im Bild von BFn und D
F
n sind C-Derivationen im Sinne von
[Bor, AG §15].
Die Liealgebra g ≤Mn(C) einer linearen algebraischen Gruppe G ≤ GLn(C)
kann nun durch die Mengen
g = {A ∈Mn(C)|BCn (A)IG = 0}
= {A ∈Mn(C)|DCn (A)IG ⊆ IG}
beschrieben werden. Diese Darstellungen sind gerade die Koordinatenversionen
von [Bor, Proposition I.3.8].
Analog la¨ßt sich die F -Liealgebra g(F ) := g⊗C F ≤Mn(F ) durch
g(F ) = {A ∈Mn(F )|BFn (A)IG = 0} (3.1)
= {A ∈Mn(F )|DFn (A)IG ⊆ IG,F } (3.2)
charakterisieren.
Ist G ≤ GLm(C) eine weitere lineare algebraische Gruppe mit F -Liealgebra
g(F ) ≤ Mm(F ), dann geho¨rt zu jedem Morphismus pi : G → G auch ein F -
Liealgebrahomomorphismus dpi : g(F )→ g(F ). Beschreibt man pi durch die Ma-
trix (piij)1≤i,j≤n mit piij ∈ C[G], dann gilt
dpi(B) = BFm(B)(pi) (3.3)
fu¨r alle B ∈ g(F ). Hierbei wendet man BFm(B) auf die Koeffizienten von pi an,
was wegen BFm(B)(IG) = 0 wohldefiniert ist.
Ist G ≤ GLn(C) eine lineare algebraische Gruppe, dann kann man aufgrund
der obenstehenden Charakterisierung jedes Element A der K-Liealgebra g(K)
in eindeutiger Weise als Matrix aus Mn(K) auffassen. Insbesondere existiert
also eine durch A definierte PVE N/K.
Eine andere rationale Darstellung G ↪→ GLm(C), fu¨hrt zu einer anderen
Matrixdarstellung von A. Bemerkung 3.2.6 (angewendet auf id : G =→ G) wird
aber zeigen, dass diese eine PVE definiert, die K-isomorph zu N ist.
Bemerkung 3.1.1. Sei G ≤ GLn(C) eine lineare algebraische Gruppe mit K-
Liealgebra g(K) ≤ Mn(K) und A ∈ Mn(K). Mit RA bezeichnen wir den Ring
K[Xij , 1/det] mit der durch X ′ = AX definierten Derivation. Dann gilt:
IG,K ≤ RA ist ein Differentialideal ⇐⇒ A ∈ g(K).
Beweis. Wir bezeichnen mit δA die Derivation auf RA und zeigen zuerst, dass δA
und DKn (A) auf C[Xij , 1/det] identisch sind. Da beide Abbildungen der gleichen
Produktformel genu¨gen, mu¨ssen wir diese Gleichheit nur auf den Erzeugern von
C[Xij , 1/det] nachrechnen. Sei also f := Xst und g ∈ GLn(K), dann gilt
DKn (A)(f)(g) =
∑
i,j
aij
δf(Xg)
δXij
(1)
=
∑
i,j
aij
δ(
∑
lXslglt)
δXij
(1)
=
∑
j
asjgjt = (δAf)(g).
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Als na¨chstes zeigen wir, dass aus δAIG ⊆ IG,K auch δAIG,K ⊆ IG,K folgt. Ist
K ein algebraischer Abschluss von K, dann gibt es eine eindeutige Fortsetzung
δ von δA auf K[GLn]. Da IG,K ⊆< IG >K[GLn], kann man ein f ∈ IG,K als
endliche Summe
∑
fihi schreiben, wobei die fi in IG und die hi in K[GLn]
liegen. Nach Voraussetzung ist δA(fi) ∈ IG,K und wir erhalten fu¨r alle g ∈ G
die Gleichung
(δAf)(g) =
∑
(δA(fi)(g)hi(g) + fi(g)δ(hi)(g)) = 0.
Es folgt δAf ∈ IG,K .
Die Matrix A liegt wegen Gleichung 3.2 genau dann in g(K), wenn D(A)IG ⊆
IG,K . Nach dem oben gezeigten ist dies a¨quivalent zu δAIG ⊆ IG,K , was wie-
derum zu δAIG,K ⊆ IG,K a¨quivalent ist. Letzteres heißt gerade, dass IG,K ein
Differentialideal von RA ist.
Lemma 3.1.2. Sei f ∈ K[Xij , 1/det] und U, V ∈ GLn(K), dann gilt:
δf(UXV )
δXij
(1) =
∑
l,k
uli
δf
δXlk
(UV )vjk. (3.4)
Beweis. Es genu¨gt, die Gleichung fu¨r die K-Erzeuger von K[Xij , 1/det] nach-
zupru¨fen, da mit f1 und f2 auch f1 + f2, −f1, f1f2 und f−11 die Gleichung 3.4
erfu¨llen. Sei f = Xst, dann gilt:
δf(UXV )
δXij
(1) =
δ(
∑
lm uslXlmvmt)
δXij
(1) = usivjt =
∑
l,k
uli
δf
δXlk
(UV )vjk.
3.2 Effektive PVE
Definition 3.2.1. Sei N/K eine PVE mit Differentialgaloisgruppe G. Bezeich-
ne g(K) die K-Liealgebra von G. Die PVE N/K heißt effektiv, wenn sie durch
eine Matrix A ∈ g(K) definiert wird. In diesem Fall sagen wir auch, G sei durch
die Matrix A effektiv realisiert.
Bemerkung 3.2.2. Sei G ≤ GLn(C), A ∈ g(K) und N/K eine durch A
definierte PVE. Dann gelten:
1. Es existiert eine Fundamentalmatrix Z ∈ G(N) von A.
2. Die Fundamentalmatrix Z ∈ G(N) definiert einen Differentialmonomor-
phismus ιZ : Gal(N/K) ↪→ G.
3. Sei N˜/K eine weitere durch A definierte PVE und ϕ : N
∼=−→ N˜ ein K–
Differentialisomorphismus. Ist Z ∈ G(N) eine Fundamentalmatrix von A,
dann gilt dies auch fu¨r ϕ(Z) ∈ G(N˜).
4. Sind Z, Y ∈ G(N) Fundamentalmatrizen von A, dann existiert ein Matrix
W ∈ G mit Y = ZW und ein innerer Automorphismus τ von G, so dass
ιZ = τ ◦ ιY .
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Beweis. Wir zeigen zuerst die dritte Aussage. Sei f ∈ IG beliebig. Dann gilt
f(ϕ(Z)) = ϕ(f(Z)) = 0, denn die Koeffizienten von f liegen in C ⊆ K. Also
liegt ϕ(Z) in G(N˜). Der Rest der Aussage folgt aus der Gleichung
ϕ(Z)′ = ϕ(Z ′) = ϕ(AZ) = Aϕ(Z).
Die zweite Aussage folgt aus der dritten, wenn man dort N˜ := N setzt (der
Monomorphismus ιZ wird in Definition 1.4.2 erkla¨rt).
Zum Beweis der ersten Aussage verfeinern wir die Konstruktion nach Defini-
tion 1.3.1. Sei RA wieder die K-Algebra K[Xij , 1/det] mit der durch X ′ = AX
definierten Derivation.
Da IG,K nach Bemerkung 3.1.1 ein Differentialideal in RA ist, ko¨nnen wir
ein maximales Differentialideal m wa¨hlen, welches IG,K umfasst. Wir erhalten
dann eine durch A definierte PVE N˜ := Quot(RA/m) von K und eine Funda-
mentalmatrix Z˜ := (Xijm).
Sei nun wieder f ∈ IG beliebig. Dann gilt f ∈ m und wir erhalten
f(Z˜) = f(Xijm) = f(Xij)m = 0. (3.5)
Dies impliziert Z˜ ∈ G(N˜) und die Behauptung folgt aus der dritten Aussage.
Zu Aussage 4: Es existiert eine Matrix W ∈ GLn(C) mit Z = YW . Man
erkennt, dass W = Y −1Z in G(N) ∩ GLn(C) = G liegt. Definiert man jetzt τ
durch τ(g) := W−1gW fu¨r alle g ∈ G, dann kann man ιZ = τ ◦ ιY nachrechnen.
Korollar 3.2.3. Die Differentialgaloisgruppe einer effektiven PVE ist zusam-
menha¨ngend.
Beweis. Wir zeigen zuerst, dass man in Aussage 1 von Bemerkung 3.2.2 sogar
Z ∈ G◦(N) wa¨hlen kann. Da die Zusammenhangskomponente G0 die gleiche
K-Liealgebra wie G hat, ist nach Bemerkung 3.1.1 auch IG◦,K ⊇ IG,K ein
Differentialideal in RA. Wir ko¨nnen dann im Beweis von Bemerkung 3.2.2 m ⊇
IG◦,K wa¨hlen. Dann gilt Gleichung 3.5 auch fu¨r ein f ∈ IG◦ und wir erhalten
Z ∈ G◦(N).
Das Bild von ιZ ist dann in G◦ enthalten, und die Behauptung folgt aus
Dimensionsgru¨nden.
Ist cd(K) ≤ 1 (siehe [Ser, II.3.1]), dann gilt auch die Umkehrung dieses
Korollars. Zum Beispiel gilt cd(C(t)) ≤ 1, wobei C(t) der rationale Funktio-
nenko¨rper in einer Variablen ist (siehe [Ser, II.3.3]).
Bemerkung 3.2.4. Gilt cd(K) ≤ 1, dann ist jede PVE mit zusammenha¨ngen-
der Differentialgaloisgruppe effektiv.
Beweis. Wenn man [Ser, III.2.3 Theorem 1’] verwendet, geht der Beweis analog
wie im Fall, dass K ein C1-Ko¨rper ist (siehe [PS, Corollary 1.32]).
Lemma 3.2.5. Sei G ≤ GLn(C), A ∈ g(K) mit PVE N/K und Fundamental-
matrix Z ∈ G(N). Dann gelten:
1. Sei N˜/K eine weitere durch A definierte PVE und Z˜ ∈ G(N˜) eine Fun-
damentalmatrix von A. Ist ιZ ein Isomorphismus, dann existiert ein K-
Differentialisomorphismus ϕ : N˜ → N mit ϕ(Z˜) = Z.
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2. Es existiert ein maximales Differentialideal m ⊇ IG,K von K[Xij , 1/det]
und ein K-Differentialisomorphismus ϕ : N˜ → N , so dass ϕ(Z˜) = Z gilt.
Hier haben wir N˜ := Quot(K[Xij , 1/det]/m) gesetzt und mit Z˜ das Bild
von X in N˜ bezeichnet.
Fu¨r den von ϕ induzierten Isomorphismus ϕ : Gal(N/K)→ Gal(N˜/K) gilt dann
jeweils die Gleichung ιZ˜ ◦ ϕ = ιZ .
Beweis. Zu 1. Wegen Bemerkung 1.3.2 existiert ein K-Differentialisomorphismus
χ : N˜ → N . Mit Hilfe von Bemerkung 3.2.2 sehen wir, dass χ(Z) ∈ G(N) eine
Fundamentalmatrix von A ist, und dass eine Matrix W ∈ G mit χ(Z˜) = ZW
existiert. Da ιZ surjektiv ist, gibt es ein τ ∈ Gal(N/K) mit ιZ(τ) = W . Es
gilt also τ(Z) = ZW . Definieren wir nun ϕ := τ−1 ◦ χ, dann erhalten wir
ϕ(Z˜) = τ−1(ZW ) = Z.
Zu 2. Ist m0 ⊇ IG,K ein maximales Differentialideal von K[Xij , 1/det], dann
gibt es einen K-Differentialisomorphismus χ : Quot(K[Xij , 1/det]/m0) → N .
Bezeichnen wir nun mit X0 das Bild von X in Quot(K[Xij , 1/det]/m0), dann
existiert eine Matrix W ∈ G mit χ(X0) = ZW .
Der Kern m des K-Algebrahomomorphismus
K[Xij , 1/det] → K[Xij , 1/det]/m0
f(X) 7→ f(XW−1)
ist ein maximales Differentialideal. Der induzierte K-Differentialisomorphismus
τ : N˜ → Quot(K[Xij , 1/det]/m0) erfu¨llt dann die Gleichung τ(Z˜) = X0W−1.
ϕ := χ ◦ τ hat dann die gewu¨nschte Eigenschaft.
Ist nun σ ∈ Gal(N/K), dann gilt
(ιZ˜ ◦ ϕ)(σ) = ιZ˜(ϕ−1σϕ) = Z˜−1 · ϕ−1σϕ(Z˜) = Z˜−1 · ϕ−1(ZιZ(σ)) = ιZ(σ).
Bemerkung 3.2.6. Sei pi : G  G ein Epimorphismus linearer algebraischer
Gruppen G ≤ GLm(C) und G ≤ GLn(C) und dpi : g(K)→ g(K) der zugeho¨rige
K-Liealgebrahomomorphismus. Sei B ∈ g(K) mit PVE N/K und Fundamen-
talmatrix Y ∈ G(N) und A := dpi(B) ∈ g(K). Dann gilt:
1. Sei N/K eine durch A definierte PVE und X ∈ G(N) eine Fundamental-
matrix von A. Ist ιX ein Isomorphismus, dann existiert ein K-Differential-
monomorphismus N ↪→ N , so dass pi(Y ) = X und Diagramm 3.6 kom-
mutiert.
2. Setzt man X := pi(Y ) ∈ G(N) und N := K(X) (der kleinste Zwi-
schenko¨rper von N/K, der alle Koeffizienten von X entha¨lt), dann ist
N/K eine durch A definierte PVE, X ∈ G(N) eine Fundamentalmatrix
von A und das folgende Diagramm kommutiert.
G G
Gal(N/K) Gal(N/K)
wwpi
u
ιY
wwres
u
ιX (3.6)
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Beweis. Mit piij ∈ C[G] bezeichnen wir die Koeffizienten des Epimorphismus pi.
Sei RB := K[Yij , 1/det] die K-Differentialalgebra mit der m ×m-Matrix (Yij)
von Unbestimmten und der durch Y ′ = BY definierten Derivation. Analog set-
zen wir RA := K[Xij , 1/det]. Die Derivationen auf diesen Algebren bezeichnen
wir mit δB bzw. δA.
Die Beziehung A = dpi(B) la¨ßt sich Dank Gleichung 3.3 in Koordinaten-
schreibweise durch
asl =
∑
i,j
bij
δpisl
δYij
(1) (3.7)
ausdru¨cken.
Sei mY ⊇ IG,K ein maximales Differentialideal von RB wie in Aussage 2 von
Lemma 3.2.5. Dann ko¨nnen wir Quot(RB/mY ) so mit N identifizieren, dass das
Bild von (Yij) in N gerade die gegebene Fundamentalmatrix Y ist. Wir beweisen
nun, dass der K-Algebrahomomorphismus
φ : RA → RB/m
f(X) 7→ f(pi(Y ))
ein Differentialhomomorphismus ist. Dazu muss man φ◦ δA = δB ◦φ zeigen und
es genu¨gt wieder, dies auf den K-Erzeugern von RA nachzurechnen. Sei also Xst
ein Koeffizient von X und g ∈ G.
(φ ◦ δA)(Xst)(g) = φ(
∑
l
aslXlt)(g) =
∑
l
aslpilt(g)
3.7=
∑
ij
bij
∑
l
δpisl
δYij
(1)pilt(g)
=
∑
ij
bij
δ(
∑
l pisl(Y )pilt(g))
δYij
(1)
=
∑
ij
bij
δpist(Y g)
δYij
(1)
=
∑
ij
bij
∑
l
δpist
δYil
(g)gjl (Lemma 3.1.2)
=
∑
il
δpist
δYil
(g)
∑
j
bijgjl
= (
∑
il
δpist
δYil
δB(Yil))(g)
= (δB(pist))(g) = (δB ◦ φ)(Xst)(g)
Das Differentialideal mX := Kernφ entha¨lt IG,K und wir erhalten den von φ
induzierten K-Differentialmonomorphismus
Quot(RA/mX) ↪→ Quot(RB/mY ).
Wir sehen, dass die Erweiterung Quot(RA/mX)/K keine neuen Konstanten hat
und damit nach Konstruktion eine PVE ist.
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Zu 2. Ist nun X := pi(Y ) und N := K(X) ⊆ N , dann muß X = (XijmX)
und N = Quot(RA/mX) gelten. Dann stimmt N ⊆ N mit der konstruierten
Injektion u¨berein.
Zu 1. Ist ιX ein Isomorphismus, dann ko¨nnen wir nach Aussage 1 von Lemma
3.2.5 Quot(RA/mX) so mit N identifizieren, dass das Bild von (XijmX) in N
gerade X ist. Somit haben wir den K-Differentialmonomorphismus N ↪→ N
definiert und aufgrund der Konstruktion gilt pi(Y ) = X.
Wir rechnen nun nach, dass Diagramm 3.6 kommutiert. Sei σ ∈ Gal(N/K)
beliebig, dann gilt
(ιX ◦ res)(σ) = ιX(σ|N ) = X−1 · σ|N (X)
= X−1 · σ(pi(Y )) = X−1 · pi(σ(Y ))
= pi(Y −1 · σ(Y )) = (pi ◦ ιY )(σ).
Beachte, dass der Zusatz in Lemma 3.2.5 garantiert, dass auch die Diagramme,
welche bei den Identifikationen der Ko¨rper enstehen, kommutieren.
Um mit der letzten Bemerkung zusammenha¨ngende, effektive Einbettungs-
probleme lo¨sen zu ko¨nnen, muß man noch folgendes zeigen.
Bemerkung 3.2.7. Sei eine lineare algebraische Gruppe G ≤ GLn(C), ei-
ne PVE N/K und ein Isomorphismus α : Gal(N/K) → G gegeben. Ist N/K
effektiv, dann existiert eine Matrix A ∈ g(K) mit PVE N/K und einer Funda-
mentalmatrix X ∈ G(N), so dass ιX = α gilt.
Beweis. Da N/K effektiv ist, existiert eine Matrix A ∈ g(K) mit PVE N/K und
Fundamentalmatrix X ∈ G(N). Da G zusammenha¨ngend ist (Korollar 3.2.3),
muß ιX aus Dimensionsgru¨nden ein Isomorphismus sein. Wir wenden nun die
zweite Aussage von Bemerkung 3.2.6 auf den Automorphismus pi := ιX ◦ α−1
von G an. Dann ist pi(X) ∈ G(N) eine Fundamentalmatrix von dpi(A) ∈ g(K)
(auch mit PVE N/K) und das Diagramm
G G
Gal(N/K) Gal(N/K),
wpi
AAA
ACαu
ιX
w=
u
ιpi(X)
kommutiert. Die Matrix dpi(A) ∈ g(K) mit Fundamentalmatrix pi(X) ∈ G(N)
leistet also das Gewu¨nschte.
Bemerkung 3.2.8. Sei cd(K) ≤ 1, N/K eine PVE mit zusammenha¨ngender
Galoisgruppe G := Gal(N/K) ≤ GLn(C). Ist E/K eine Erweiterung ohne neue
Konstanten mit E ∩N = K, dann ist NE/E eine PVE und
res : Gal(NE/E)→ Gal(N/K)
ein Isomorphismus linearer algebraischer Gruppen.
Beweis. Sei A ∈ g(K) eine Matrix, die N/K definiert und X ∈ G(N) eine Fun-
damentalmatrix, so dass ιX die gegebene Inklusion Gal(N/K)→ GLn(C) indu-
ziert. Dann ist NE/E eine PVE zur Matrix A ∈ g(E) und es gilt NE = E(X).
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Sei ιEX der Monomorphismus σ 7→ X−1σ(X) von Gal(NE/E) nach GLn(C). Da
X ∈ G(N), liegt das Bild dieses Monomorphismus sogar in G. Wir erhalten den
Monomorphismus ι−1X ◦ ιEX , der mit der Restriktionsabbildung u¨bereinstimmt.
Sei H das Bild dieses Monomorphismus in Gal(N/K). Es gilt
NH ⊆ (NE)Gal(NE/E) = E
und wir erhalten NH ⊆ N ∩ E = K. Dies impliziert NH = K, woraus wir
H = Gal(N/K) folgern.
3.3 Effektive Einbettungsprobleme
Definition 3.3.1. Ein Einbettungsproblem
G G
Gal(N/K),
ww u
α
nennen wir effektiv, wenn die PVE N/K effektiv ist. Eine Lo¨sung
α : Gal(N/K) ↪→ G
des Einbettungsproblems nennen wir effektiv, wenn N/K effektiv ist.
Einen Epimorphismus linearer algebraischer Gruppen nennen wir effektiv
einbettend (u¨ber K), wenn alle zugeho¨rigen effektiven Einbettungsprobleme
eine effektive, eigentliche Lo¨sung haben.
Bemerkung 3.3.2. Ist cd(K) ≤ 1, dann ist der zusammenha¨ngende Epimor-
phismus pi : G  G genau dann effektiv einbettend, wenn er einbettend (siehe
Definition 2.2.3) ist.
Beweis. Folgt direkt aus Bemerkung 3.2.4.
Notation 3.3.3. Sei das effektive, zusammenha¨ngende Einbettungsproblem
G G
Gal(N/K)
wwpi u
α
gegeben. Sei weiter A ∈ g(K) eine Matrix, welche die PVE N/K definiert und
X ∈ G(N) eine Fundamentalmatrix mit ιX = α (existiert nach Bemerkung
3.2.7).
Fu¨r jedes B ∈ dpi−1(A) ∈ g(K) existiert eine PVE N/K und eine Fun-
damentalmatrix Y ∈ G(N). Aussage 1 von Bemerkung 3.2.6 zeigt dann, dass
ιY : Gal(N/K) → G eine effektive Lo¨sung des Einbettungsproblems ist. Wir
sagen dann auch die Lo¨sung sei von B induziert. Es folgt:
Bemerkung 3.3.4. Jedes effektive Einbettungsproblem besitzt eine effektive
Lo¨sung.
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Ist pi ein Frattini–Epimorphismus, dann folgt direkt aus Definition 2.2.6,
dass jedes B ∈ dpi−1(A) eine eigentliche Lo¨sung induziert. Es gilt also:
Bemerkung 3.3.5. Zusammenha¨ngende Frattini–Epimorphismen sind effektiv
einbettend.
Die na¨chste Bemerkung ist eine Anwendung des Zerlegungssatzes 2.6.2 auf
effektiv einbettende Epimorphismen. Die verschiedenen Epimorphismentypen
wurden in Definition 2.6.1 eingefu¨hrt.
Bemerkung 3.3.6. Es gelten:
1. Genau dann sind zusammenha¨ngende Epimorphismen effektiv einbettend,
wenn dies fu¨r alle (dGm)-, (zmu)- und (de)-Epimorphismen gilt.
2. Genau dann sind alle zusammenha¨ngende Epimorphismen mit halbein-
fachem Kern effektiv einbettend, wenn dies fu¨r alle (de)-Epimorphismen
gilt.
3. Genau dann sind alle zusammenha¨ngende Epimorphismen mit auflo¨sba-
rem Kern effektiv einbettend, wenn dies fu¨r alle (dGm)- und (zmu)-Epi-
morphismen gilt.
4. Genau dann sind alle zusammenha¨ngende, zentrale Epimorphismen effek-
tiv einbettend, wenn dies fu¨r alle (dGm)- und (dGa)-Epimorphismen gilt.
In diesem Fall sind alle Epimorphismen nilpotenter Gruppen effektiv ein-
bettend.
5. Sind alle (dGm)- und (zGa)-Epimorphismen effektiv einbettend, dann gilt
dies auch fu¨r alle zusammenha¨ngende Epimorphismen auflo¨sbarer Grup-
pen.
Beweis. Die Hinrichtung der ersten vier Behauptungen ist trivial.
Man sieht leicht, dass man in Lemma 2.2.4 und damit auch in Bemerkung
2.2.5 ”einbettend” durch ”effektiv einbettend” ersetzen kann. Die Aussagen fol-
gen dann direkt mit Satz 2.6.2 und Bemerkung 3.3.5.
3.4 Direkt zerfallende Einbettungsprobleme
Lemma 3.4.1. Seien G1 und G2 zusammenha¨ngende Gruppen, mit G1×G2 ≤
GLn(C). Sei fu¨r i ∈ {1, 2} eine Matrix Ai ∈ gi(K) ≤ Lie(G1 × G2)(K) mit
PVE Ni/K gegeben, so dass Gal(Ni/K) ∼= Gi.
Gilt N1∩N2 = K, dann induziert A1+A2 ∈ Lie(G1×G2)(K) eine eigentliche
Lo¨sung der Einbettungsprobleme G1 ×G2 pri→ Gi ∼= Gal(Ni/K).
Beweis. Sei N/K eine durch A1 + A2 definierte PVE. Da dpri(A1 + A2) = Ai,
existieren nach Bemerkung 3.2.6 K-Differentialmonomorphismen Ni ⊆ N und
eine Lo¨sung Gal(N/K) ↪→ G1×G2 der Einbettungsprobleme. Aus N1∩N2 = K
folgt, dass
Gal(N1N2/K) ∼= Gal(N1/K)×Gal(N2/K) ∼= G1 ×G2.
Die Lo¨sung muss also aus Dimensionsgru¨nden eigentlich sein.
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Bemerkung 3.4.2. Seien W und G zusammenha¨ngende Gruppen. Sind alle
Potenzen Wn = W × · · · ×W u¨ber K realisierbar, dann ist der Epimorphismus
pr: W ×G −→ G einbettend.
Sind alle Potenzen von W effektiv realisierbar, dann ist preffektiv einbettend.
Beweis. Sei durch den Isomorphismus α : Gal(N/K) → G ein zu pr geho¨riges
Einbettungsproblem gegeben. Nach der Voraussetzung existiert eine PVE E/K,
die W dimG+1 realisiert. Die Projektionen auf die W definieren Picard-Vessiot-
Erweiterungen Ei/K mit Gal(Ei/K) ∼= W (fu¨r 1 ≤ i ≤ dimG+ 1).
Angenommen fu¨r alle i wa¨re Ei ∩N 6= K.
Da G zusammenha¨ngend und damit K algebraisch abgeschlossen in N ist, muß
trdegK(Ei ∩N) ≥ 1 gelten. Fu¨r jedes i wa¨hlen wir ein u¨ber K transzendentes
Element xi ∈ Ei ∩N . Da
trdegKE = dim Gal(E/K) = (dimG+ 1) · dimW =
dimG+1∑
i=1
trdegKEi,
sind x1, . . . , xdimG+1 ∈ E ∩ N algebraisch unabha¨ngig u¨ber K. Wir erhalten
den Widerspruch
dimG = trdegKN ≥ trdegKE ∩N ≥ dimG+ 1.
D.h. es exisitiert eine PVE Ei/K mit Ei ∩N = K, und der kanonische Isomor-
phismus Gal(EiN/K) → W × G ist eine eigentliche Lo¨sung des Einbettungs-
problems.
Ist E/K effektiv, dann sind auch die Erweiterungen Ei/K effektiv, und die
zweite Aussage folgt mit Lemma 3.4.1.
3.5 Effektive, zerfallende Einbettungsprobleme
mit unipotentem, abelschem Kern
Notation 3.5.1. Wir geben uns ein effektives, zusammenha¨ngendes Einbet-
tungsproblem in der Notation 3.3.3 vor. Sei nun zusa¨tzlich pi zerfallend mit
unipotentem, abelschem Kern. Wir schreiben U := Kern(pi). Da pi zerfa¨llt, exi-
stiert ein Monomorphismus σ : G ↪→ G mit pi ◦ σ = idG. Wir identifizieren G
vermo¨ge σ als Untergruppe von G und g(K) vermo¨ge dσ als Unterliealgebra von
g(K).
Da U unipotent und abelsch ist, existiert ein Isomorphismus φ : U → Cn mit
zugeho¨rigem K-Liealgebraisomorphismus dφ : u(K)→ Kn.
Sei p : G → Aut(U) die Konjugationsoperation von G auf U und q der zu-
sammengesetzte Morphismus
G
p−→ Aut(U) ∼=−→ GLn(C),
wobei der Isomorphismus von φ induziert wird.
Nach Bemerkung 3.2.6 ist dann W := q(X) eine Fundamentalmatrix von
dq(A).
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3.5.1 A¨quivalente Bedingungen fu¨r nichttriviale Lo¨sbar-
keit
Unser erstes Ziel ist nun der folgende Satz:
Satz 3.5.2. Fu¨r ein zerfallendes Einbettungsproblem mit nichttrivialem, uni-
potentem, abelschem Kern (in der Notation 3.5.1) sind die folgenden Aussagen
a¨quivalent:
1. Es existiert eine Matrix B ∈ pi−1(A), die eine nichttriviale Lo¨sung des
Einbettungsproblems induziert.
2. Es existiert ein b ∈ Kn, so dass die inhomogene Matrixdifferentialglei-
chung Y ′ − dq(A)Y = b keine Lo¨sung in Nn hat.
3. Es existiert ein b ∈ Kn, so dass die Gleichung Y ′ = W−1b keine Lo¨sung
in Nn hat.
Gelten die Aussagen, dann induziert fu¨r ein b ∈ Kn aus 2) oder 3) die Matrix
dφ−1(b) +A ∈ g(K) eine nichttriviale Lo¨sung.
Lemma 3.5.3. Wir benutzen Notation 3.5.1. Ist u ∈ U(N) und setzt man
B := uAu−1 + u′u−1 −A ∈ u(K), dann gilt
dφ(B) = φ(u)′ − dq(A) · φ(u).
Dabei bezeichnet ”·” die Matrixmultiplikation.
Beweis. Wir betrachten die linearen algebraischen Gruppen u¨ber dem algebrai-
schen Abschluss L von N . Identifiziert man Ln mit den Matrizen aus GL2n(L),
deren Koeffizienten, ausserhalb der aus den 2× 2-Ka¨stchen(
1 a
0 1
)
mit a ∈ L
bestehenden Diagonale, alle Null sind, so sieht man, dass fu¨r alle w ∈ U(N) gilt
dφ(w′w−1) = φ(w)′ · φ(w)−1 = φ(w)′. (3.8)
Direkt aus der Definition von p und q erkennt man, dass fu¨r alle g ∈ G(N) und
alle w ∈ U(N) gilt
(φ ◦ p(g))(w) = q(g) · φ(w). (3.9)
Aus dieser Gleichung folgt dφ ◦ p(g) = dφ ◦ dp(g) = d(φ ◦ p(g)) = d(q(g) · φ).
Mit Hilfe von Gleichung 3.3 rechnet man nun leicht d(q(g) · φ) = q(g) · dφ nach.
Insgesamt haben wir damit fu¨r alle g ∈ G(N) die Gleichung
dφ ◦ p(g) = q(g) · dφ (3.10)
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gezeigt. Wir sehen nun
dφ(B) = dφ(uX ′X−1u−1 + u′u−1 −X ′X−1)
= dφ(X(X−1uX)′(X−1uX)−1X−1)
= dφ(p(X)(p(X−1)(u)′p(X−1)(u)−1))
3.10= q(X) · dφ(p(X−1)(u)′p(X−1)(u)−1)
3.8= q(X) · φ(p(X−1)(u))′
3.9= q(X) · (q(X−1) · φ(u))′
= q(X) · (−q(X)−1 · q(X)′ · q(X)−1 · φ(u) + q(X)−1 · φ(u)′)
= φ(u)′ − dq(A) · φ(u),
denn aus Bemerkung 3.2.6 folgt, dass dq(A) = q(X)′q(X)−1.
Beweis von Satz 3.5.2.
2) ⇔ 3): Substituieren wir Y˜ := WY , dann erhalten wir die A¨quivalenz
Y ′ = W−1b
⇔ (W−1Y˜ )′ = W−1b
⇔ −W−1W ′W−1Y˜ +W−1Y˜ ′ = W−1b
⇔ Y˜ ′ − dq(A)Y˜ = b.
Da W Koeffizienten in N hat, folgt die A¨quivalenz von 2 und 3.
2) ⇒ 1): Sei N˜/K eine PVE mit N ⊆ N˜ , so dass die Differentialgleichung
Y ′ − dq(A)Y = b eine Lo¨sung y in N˜n\Nn hat (wa¨hle eine PVE, die y entha¨lt
und bilde das Kompositum mit N). Wir definieren u := φ−1(y) ∈ U(N˜)\U(N)
und B := (dφ)−1(b) ∈ u(K). Lemma 3.5.3 impliziert nun
dφ(B) = φ(u)′ − dq(A) · φ(u) = dφ(uAu−1 + u′u−1 −A)
und wir erhalten B = uAu−1 + u′u−1 −A.
Als na¨chstes setzen wir Z := uX ∈ G(N˜) und berechnen
(A+B)(Z) = uAX + u′X = (uX)′ = Z ′.
Bezeichnen wir mit N die durch A + B definierte PVE K(Z) von K , dann
zeigt Bemerkung 3.2.6, dass ein K-Differentialmonomorphismus N ↪→ N exi-
stiert und, dass ιZ : Gal(N/K) → G eine von A + B induzierte Lo¨sung des
Einbettungsproblems ist.
Mit Z und X muss auch u in G(N) liegen. Da aber u nicht in U(N) liegt,
folgt, dass N ( N gilt.
1) ⇒ 2): Sei D ∈ dpi−1(A) ⊆ g(K) eine Matrix, die eine nichttriviale Lo¨sung
ιY : Gal(N/K) ↪→ G des gegebenen Einbettungsproblems induziert. Hierbei ist
Y ∈ G(N) eine Fundamentalmatrix von D mit pi(Y ) = X. Wir setzen nun
B := D − A ∈ g(K). Da dpi(B) = dpi(D) − dpi(A) = A − A = 0 liegt B
sogar in u(K). Wir definieren u := Y X−1 ∈ U(N). Wa¨re u ∈ U(N), dann
wa¨re auch Y ∈ G(N) und der Widerspruch N = N wu¨rde folgen. Es gilt also
u ∈ U(N)/U(N) und man rechnet nach:
uAu−1 + u′u−1 −A = Y ′Y −1 −X ′X−1 = D −A = B.
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Lemma 3.5.3 zeigt nun, dass φ(u) eine Lo¨sung von Y ′ − dq(A)Y = b ist, wenn
man b := dφ(B) ∈ Kn setzt. Da die Fundamentalmatrix W von dq(A) in
q(G)(N) liegt, ist die homogene Differentialgleichung Y ′ = dq(A)Y vollsta¨ndig
in N lo¨sbar. D.h. alle Lo¨sungen von Y ′ − dq(A)Y = b liegen in Nn/Nn.
Die folgende Bemerkung wird spa¨ter auch fu¨r nicht zusammenha¨ngende
Gruppen beno¨tigt.
Bemerkung 3.5.4. Eine nichttriviale Lo¨sung eines Einbettungsproblems mit
minimalem, unipotentem Kern ist eigentlich.
Beweis. Wir geben uns ein Einbettungsproblem mit minimalem, unipotentem
Kern in der Notation 3.3.3 vor. Sei α eine nichttriviale Lo¨sung. Mit U bezeichnen
wir den Kern des Einbettungsproblems. Da U minimal in G ist, gilt [U,U ] = 1,
d.h. U ist abelsch. Die Voraussetzungen liefern uns das kommutierende Dia-
gramm
U G G
Gal(N/N) Gal(N/K) Gal(N/K).
y w wwpi
y w
u
y
u
y α
ww
u
α
Da die Gruppe Gal(N/N) normal in U und normal in Gal(N/K) ist, liegt sie
auch normal in G = Gal(N/K)U . Die Minimalita¨t von U impliziert dann, dass
Gal(N/N) mit U u¨bereinstimmt. Es folgt, dass α ein Isomorphismus ist.
Korollar 3.5.5. Ein (zmu)-Einbettungsproblem mit nichttrivialem Kern (in der
Notation 3.5.1) hat genau dann eine von einem B ∈ pi−1(A) induzierte eigent-
liche Lo¨sung, wenn die a¨quivalenten Aussagen von Satz 3.5.2 gelten.
Beweis. Gelten die a¨quivalenten Aussagen von Satz 3.5.2, dann existiert eine
nichttriviale Lo¨sung. Bemerkung 3.5.4 zeigt nun, dass diese eigentlich ist.
Fu¨r die andere Richtung beachte man, dass der Kern eines Epimorphismus
vom Typ (zmu) abelsch ist (die Minimalita¨t impliziert, dass [U,U ] = 1).
3.5.2 Der Fall K = C(t)
Sei nun K der Differentialko¨rper C(t) mit der durch t′ = 1 definierten Deriva-
tion. In Lemma 3.5.10 sehen wir, dass die Voraussetzung t′ = 1 keine wirkliche
Einschra¨nkung ist.
Satz 3.5.6. Sei E/C(t) eine Differentialko¨rpererweiterung ohne neue Konstan-
ten, deren Transzendenzgrad endlich ist. Sei 0 6= ω ∈ E und m ∈ N, dann exi-
stieren c1, . . . , cm ∈ C, so dass Lo¨sungen y1, . . . , ym von Y ′i = ωt−ci algebraisch
unabha¨ngig u¨ber C(t) sind. Insbesondere existiert ein c ∈ C, so dass Y ′ = ωt−c
keine Lo¨sung in E hat.
Um die algebraische Unabha¨ngigkeit zu zeigen, ist das folgende Resultat nu¨tz-
lich:
Satz 3.5.7 (Satz von Ostrowski). Sei F ein Differentialko¨rper der Charak-
teristik 0 mit (nicht notwendig algebraisch abgeschlossenem) Konstantenko¨rper
C . Seien x1, . . . , xn algebraisch abha¨ngig u¨ber F mit x′i ∈ F . Dann existieren
d1, . . . , dn ∈ C (nicht alle Null) und f ∈ F , so dass d1x′1 + . . .+ dnx′n = f ′ gilt.
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Beweis. [Kol]
Beweis von Satz 3.5.6. Sei T eine Transzendenzbasis von C/Q. Dann muss
Q := Q(T ) ein Hilbertko¨rper sein ([FJ, Theorem 12.9]) und C/Q ist eine alge-
braische Erweiterung.
Wir wa¨hlen l ∈ N, so dass t, ω, ω′, . . . , ω(l−1) algebraisch unabha¨ngig u¨ber Q
sind und ω(l) algebraisch u¨ber Q(t, ω, . . . , ω(l−1)) ist (so ein l existiert immer,
weil trdegQ(E) = trdeg C(t)(E) + 1 endlich ist). Hier bedeutet l = 0, dass ω
algebraisch u¨ber Q(t) ist.
Es existiert nun ein r ∈ N und Elemente b0, . . . , br ∈ Q[t, ω, . . . , ω(l−1)], so
dass br(w(l))r+. . .+b0 = 0. Dies sieht man, indem man das Minimalpolynom von
ω(l) mit einem Vielfachen der Koeffizientennenner multipliziert. Wir betrachten
nun die Ableitung
b′r(w
(l))r + . . .+ b′0 + w
(l+1)(rbr(w(l))r−1 + . . .+ b1) = 0. (3.11)
Man sieht, dass Q(t, ω, . . . , ω(l)) ein Differentialko¨rper mit Konstantenko¨rper Q
ist. Wenn wir nun F = Q(ω, . . . , ω(l−1)) und v := brω(l) setzen, dann erkennen
wir, dass v ganz u¨ber F [t] ist. Das Minimalpolynom von v bezeichnen wir mit
m. Es hat Koeffizienten in Q[t, ω, . . . , ω(l−1)] und den Grad r.
Da der Ring F [t, v] im Allgemeinen kein Differentialring ist, mu¨ssen wir
spa¨ter zu einer Lokalisierung u¨bergehen. Dazu definieren wir
θ := br+1r (rbr(ω
(l))
r−1
+ . . .+ b1) ∈ F [t, v].
Es gilt das folgende Lemma, das wir zuna¨chst voraussetzen.
Lemma 3.5.8. Es gibt unendlich viele c ∈ Q, so dass (t−c)F [t, v] ein Primideal
im Ring F [t, v] ist.
Benutzen wir dieses Lemma, dann ko¨nnen wir verschiedene c1, . . . , cm ∈ Q
wa¨hlen, so dass die Ideale (t− ci)F [t, v] prim sind und br, θ /∈ (t− ci)F [t, v] gilt.
Wir zeigen, dass y1, . . . , ym mit y′i =
ω
t−ci algebraisch unabha¨ngig u¨ber C(t)
sind. Es genu¨gt, die algebraische Unabha¨ngigkeit u¨ber Q(t) zu zeigen, denn
C(t)/Q(t) ist eine algebraische Erweiterung.
Angenommen, die Elemente y1, . . . , ym sind algebraisch abha¨ngig u¨ber Q(t),
dann sind sie auch algebraisch abha¨ngig u¨ber Q(t, ω, . . . , ω(l)).
Da y′i ∈ Q(t, ω, . . . , ω(l)), ko¨nnen wir Satz 3.5.7 anwenden. Es existieren also
d1, . . . , dm ∈ Q (nicht alle Null) und f ∈ Q(t, ω, . . . , ω(l)), so dass
d1y
′
1 + . . .+ dmy
′
m = f
′. (3.12)
Ohne Einschra¨nkung der Allgemeinheit ko¨nnen wir d1 6= 0 annehmen. Bezeich-
nen wir mit W die multiplikativ abgeschlossene Teilmenge
<br, θ, t− ci|2 ≤ i ≤ m>⊆ F [t, v],
dann kann man zeigen, dass R := F [t, v]W ein Differentialring mit Quotien-
tenko¨rper Q(t, ω, . . . , ω(l)) ist. Da kein Element aus W in (t − c1)F [t, v] liegt,
ist (t− c1)R ein Primideal von R.
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Seien nun p, q ∈ R\(t − c1)R und z ∈ Z, so dass f = (t − c1)z pq . Wenn wir
dies in Gleichung 3.12 einsetzen und mit q2 multiplizieren, erhalten wir
q2ω
m∑
j=1
dj
t− cj = z(t− c1)
z−1pq + (t− c1)z(p′q − pq′). (3.13)
Wa¨re z < 0, dann ko¨nnte man diese Gleichung mit (t−c1)1−z multiplizieren
und wu¨rde zpq ∈ (t− c1)R erhalten, was wegen z ∈ R× zu einem Widerspruch
fu¨hren wu¨rde.
Es gilt also z ≥ 0. Wenn wir Gleichung 3.13 mit (t − c1) multiplizieren,
erhalten wir
q2ωd1 + (t− c1)q2ω
m∑
j=2
dj
t− cj = z(t− c1)
zpq + (t− c1)z+1(p′q − pq′).
Dies impliziert q2ωd1 ∈ (t− c1)R und damit ω ∈ (t− c1)R.
Im Fall l > 0 ist dies aber unmo¨glich, weil dann ω in F ⊆ R× liegt.
Ist l = 0, dann ist ω algebraisch u¨ber Q(t) und es gilt F = Q. Da also
ω ∈ (t − c1)Q[t, v]W , existiert ein Element w ∈ W , so dass w · ω im Primideal
(t− c1)Q[t, v] liegt. Wir erhalten ω ∈ (t− c1)Q[t, v] und schließen daraus, dass
auch v ∈ (t− c1)Q[t, v], denn ω · br = v und br liegt in Q[t]. Da v ganz u¨ber Q[t]
ist, la¨ßt sich jedes Element aus Q[t, v] als Summe
∑r−1
k=0 fiv
i mit Koeffizienten
fi ∈ Q[t] schreiben. Dies fu¨hrt zum Widerspruch v = (t− c1)f1v.
Beweis von Lemma 3.5.8. Betrachte das folgende Diagramm:
F (t) F (t, v) =: L
F [t] F [t, v] OL
''
Mit OL bezeichnen wir den ganzen Abschluss von F [t] in L. Dieser entha¨lt die
ganze Erweiterung F [t, v] von F [t]. Wir gehen in zwei Schritten vor:
Schritt 1. Es gibt unendlich viele c ∈ Q, so dass (t− c)OL prim ist.
Schritt 2. Fu¨r alle bis auf endlich viele c ∈ Q gilt: Ist (t − c)OL ein Primideal
von OL, dann ist (t− c)F [t, v] ein Primideal in F [t, v].
Beweis von Schritt 1. Wir mo¨chten die Hilberteigenschaft von Q benutzen.
Das Minimalpolynom m(t, ω, . . . , ω(l−1), X) ∈ Q[t, ω, . . . , ω(l−1)][X] von v ist
irreduzibel. D.h. es gibt unendlich viele c ∈ Q, so dass das spezialisierte Po-
lynom m(c, ω, . . . , ω(l−1), X) ∈ Q[ω, . . . , ω(l−1)][X] irreduzibel ist. Wir nehmen
uns jetzt ein solches c ∈ Q und zeigen, dass (t − c)OL ein Primideal ist. Der
Ringhomomorphismus
F [t][X] → F [X]
t 7→ c
mit Kern (t − c)F [t][X] induziert einen Isomorphismus. Dann ist das Polynom
m ∈ F [t]/(t− c)[X], welches durch diesen auf m(c, ω, . . . , ω(l−1), X) abgebildet
wird, auch irreduzibel. Da OL ein Dedekindring und L/F (t) eine Galoiserwei-
terung ist, ko¨nnen wir (t − c)OL = pe1 · . . . · pes schreiben. Hierbei sind pi die
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u¨ber (t − c) liegenden Primideale von OL, f = [OL/p1 : F [t]/(t − c)] deren
Tra¨gheitsgrad und e deren Verzweigungsindex. Da m ∈ F [t]/(t− c)[X] ein irre-
duzibles Polynom vom Grad r ist, das die Nullstelle vp1 in OL/p1 hat, erhalten
wir f = r. Wenden wir nun die wohlbekannte Formel r = esf an, so erhalten
wir e = s = 1, d.h. (t− c)OL ist ein Primideal in OL.
Beweis von Schritt 2. Da F [t] ein Hauptidealring ist, besitzt OL eine (endli-
che) Ganzheitsbasis u¨ber F [t] ([Neu, Satz 2.10]). Da F [t, v] und OL den gleichen
Quotientenko¨rper haben, muss ein α ∈ F [t, v] existieren, dessen Produkt mit
einem beliebigen Element der Ganzheitsbasis wieder in F [t, v] liegt. Es gilt dann
α · OL ⊆ F [t, v]. Sei c ∈ Q, so dass (t− c)OL prim ist. Da nur fu¨r endlich viele
c ∈ Q die Norm NL|F (t)(α) ∈ F [t] im Primideal (t−c)F [t] liegen kann, schließen
wir solche aus. Wir zeigen, dass (t− c)F [t, v] fu¨r die u¨briggebliebenen c ∈ Q ein
Primideal ist:
Sei dazu x, y ∈ F [t, v], so dass xy ∈ (t− c)F [t, v]. Dann gilt xy ∈ (t− c)OL.
Da (t − c)OL prim ist, ko¨nnen wir ohne Einschra¨nkung annehmen, dass x in
(t−c)OL liegt. Dann gilt αx ∈ (t−c)F [t, v]. Wir benutzen die F (t)-Vektorraum
Basis 1, v, . . . , vr−1 von L und schreiben xˆ fu¨r den Zeilenvektor von x bezu¨glich
dieser Basis. Die Matrixdarstellung der Transformation z 7→ αz bezeichnen wir
mit Tα. Da v ganz u¨ber F [t] ist, liegen alle Koeffizienten von Tα in F [t]. Nach
Voraussetzung liegen die Koeffizienten von Tαxˆ in (t−c)F [t]. Wenden wir darauf
den Ringhomomorphismus · : F [t]→ F [t]/(t−c) an, dann folgt Tαxˆ = 0. Wegen
detTα = detTα = NL|F (t)(α) 6= 0
muss xˆ = 0 sein, d.h. x ∈ (t− c)F [t, v].
Korollar 3.5.9. Sei ω 6= 0 ein Element einer PVE von C(t) und S eine endliche
Teilmenge von C, so dass eine der folgenden Bedingungen erfu¨llt ist:
1. ω ∈ C(t) und S ist die Menge der Null- und Polstellen von ω.
2. U¨ber C(t) existiert eine homogene lineare Differentialgleichung L der Ord-
nung n, so dass ω eine Lo¨sung von L ist und ω, . . . , ω(n−1) algebraisch un-
abha¨ngig u¨ber C(t) sind. S ist die Menge der Polstellen der Koeffizienten
von L.
Dann gilt:
Wa¨hlt man c1, . . . , cm ∈ C/S paarweise verschieden, dann sind die Elemente
y1, . . . , ym mit y′i =
ω
t−ci algebraisch unabha¨ngig u¨ber C(t).
Beweis. Wir nehmen zuerst an, dass die zweite Bedingung erfu¨llt sei. Angenom-
men y1, . . . , ym wa¨ren u¨ber C(t) algebraisch abha¨ngig, dann existieren wegen
y′i ∈ C(t, ω, . . . , ω(n−1)) nach Satz 3.5.7 d1, . . . , dm ∈ C (nicht alle Null) und
f ∈ C(t, ω, . . . , ω(n−1)), so dass Gleichung 3.12 gilt. Wir ko¨nnen wieder d1 6= 0
annehmen. Mit W bezeichnen wir die multiplikativ abgeschlossene Teilmenge
<t− ci, t− c|2 ≤ i ≤ m, c ∈ S>⊆ C[t].
Setzen wir nun R := C[t, ω, . . . , ω(n−1)]W , dann sieht man sofort, dass (t− c1)R
ein Primideal des Differentialrings R ist, der Quotientenko¨rper von R gerade
C(t, ω, . . . , ω(n−1)) ist, und dass ω in R liegt. Man kann nun genau wie im
Beweis von Satz 3.5.6 einen Widerspruch erzeugen.
Gilt die erste Bedingung, dann ist der Beweis analog, wenn man R := C[t]W
setzt.
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In Bemerkung 3.5.11 werden wir sehen, dass jeder (zmu)-Epimorphismus
effektiv einbettend u¨ber C(t) ist.
Satz 3.5.6 ist wegen der Benutzung des Hilbertschen Irreduzibilita¨tssatzes
nicht konstruktiv. Wir ko¨nnen aber mit Korollar 3.5.9 zeigen, dass man fu¨r
jedes effektive, zu einem (zGa)-Epimorphismus geho¨rige Einbettungsproblem in
folgender Weise eine eigentliche Lo¨sung konstruieren kann:
Wir denken uns das Einbettungsproblem in der Notation 3.5.1 gegeben.
Dann ist n = 1, und die Matrix W besteht nur aus einem Element. Es gilt
W ′ = dq(A)W und damit auch (W−1)′ = −dq(A)W−1. Die zusammenha¨ngen-
de Gruppe q(G) liegt in Gm. Es gibt nur zwei Mo¨glichkeiten, q(G) = Gm oder
q(G) = 1.
Im Fall, dass q(G) = Gm, ist W−1 transzendent u¨ber C(t). Wir setzen
m := dimG + 1. Korollar 3.5.9 zeigt, dass fu¨r verschiedene c1, . . . , cm ∈ C/S,
die Lo¨sungen der Gleichungen Y ′i =
W−1
t−ci algebraisch unabha¨ngig u¨ber C(t)
sind. Hier besteht die Ausnahmemenge S gerade aus den Polen von dq(A). Aus
Dimensionsgru¨nden besitzt die Gleichung Y ′j =
W−1
t−cj fu¨r ein j ∈ {1, . . . ,m}
keine Lo¨sung in N . Die Behauptung folgt mit Korollar 3.5.5.
Im Fall, dass q(G) = 1 ist, erhalten wir dq(A) = 0. Es folgt W−1 ∈ C und
wir ko¨nnen Dank Korollar 3.5.9 analog verfahren.
Dank der fu¨nften Aussage von Satz 2.6.2, kann man einen zusammenha¨ngen-
den Epimorphismus von auflo¨sbaren Gruppen in (zGa)-, (F)- und (dGm)-Epi-
morphismen zerlegen. Es ist klar, dass man zu effektiven Frattini-Einbettungs-
problemen eine eigentliche Lo¨sung konstruieren kann. Um auch fu¨r effektive
(dGm)-Einbettungsprobleme eine eigentliche Lo¨sung zu konstruieren, betrachte
man den Beweis von Bemerkung 3.4.2 und beachte, dass sich Tori u¨ber C(t)
effektiv realisieren lassen (siehe [MS1, Theorem 1.1]).
3.5.3 Der Fall 0 < trdeg C(K) <∞
Zuerst zeigen wir ein Lemma, welches es erlaubt, die vorgegebene Derivation
eines Differentialko¨rpers K so zu modifizieren, dass dies keinen Einfluss auf die
Lo¨sbarkeit von Einbettungsproblemen hat.
Lemma 3.5.10. Bezeichne δ die Derivation auf K. Ist a ∈ K× und setzen wir
δ := aδ, dann gelten:
1. (K, δ) ist ein Differentialko¨rper mit Konstantenko¨rper C.
2. Ist bezu¨glich δ die Erweiterung N/K eine durch A ∈ Mn(K) definierte
PVE mit Fundamentalmatrix X (d.h. AX = δ(X)), dann ist N/K auch
bezu¨glich δ eine PVE, welche durch aA ∈Mn(K) mit Fundamentalmatrix
X definiert wird. Es gilt Galδ(N/K) = Galδ(N/K).
3. Ein Einbettungsproblem ist genau dann u¨ber (K, δ) (eigentlich) lo¨sbar,
wenn dies u¨ber (K, δ) gilt. Dies gilt auch fu¨r die effektive (eigentliche)
Lo¨sbarkeit effektiver Einbettungsprobleme.
Ist t ∈ K\C beliebig, dann ist C(t) ein rationaler Funktionenko¨rper in einer
Variablen u¨ber C. Setzt man nun a := 1δ(t) , dann ist K/C(t) eine Differenti-
alko¨rpererweiterung bezu¨glich δ := aδ und es gilt δ(t) = 1.
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Beweis. Die erste Aussage ist eine einfache Rechnung, die dritte folgt aus der
zweiten. Der erste Teil der zweiten Aussage ist eine Konsequenz der Gleichung
aAX = aδ(X) = δ(X). Der zweite Teil la¨ßt sich wieder leicht nachrechnen.
Da C algebraisch abgeschlossen ist, muss t transzendent u¨ber C sein. Der
Rest des Zusatzes folgt aus der ersten Aussage.
Bemerkung 3.5.11. Sei 0 < trdeg C(K) <∞. Dann ist (u¨ber K) jeder (zmu)-
Epimorphismus effektiv einbettend.
Beweis. Wegen Lemma 3.5.10 ko¨nnen wir ohne Einschra¨nkung annehmen, dass
C(t) ein Differentialunterko¨rper von K ist und t′ = 1 gilt. Wir geben uns ein
effektives (zmu)-Einbettungsproblem mit nichttrivialem Kern in der Notation
3.5.1 vor. Wir wa¨hlen einen Koeffizienten wij 6= 0 von W−1. Da N/C(t) eine
Differentialko¨rpererweiterung von endlichem Transzendenzgrad ist, ko¨nnen wir
Satz 3.5.6 anwenden. Es existiert ein c ∈ C, so dass Y ′ = wij 1t−c keine Lo¨sung
in N hat. Wenn man nun b = (0, . . . , 0, bj , 0, . . . , 0)T mit bj := 1t−c setzt, dann
sieht man, dass die dritte Aussage von Satz 3.5.2 gilt. Die Behauptung folgt
schließlich aus Korollar 3.5.5.
3.6 Zusammenha¨ngende, effektive Einbettungs-
probleme
Theorem 1. Sei K ein Differentialko¨rper mit algebraisch abgeschlossenem Kon-
stantenko¨rper C der Charakteristik 0, so dass 0 < trdeg C(K) <∞.
Dann hat jedes zusammenha¨ngende, effektive Einbettungsproblem eine effek-
tive, eigentliche Lo¨sung.
Beweis. Mit anderen Worten ist zu zeigen, dass jeder zusammenha¨ngende Epi-
morphismus effektiv einbettend u¨ber K ist. Wegen Bemerkung 3.3.6 genu¨gt es,
dies fu¨r (zmu)-, (dGm)- und (de)-Epimorphismen zu zeigen. Epimorphismen
vom ersten Typ sind effektiv einbettend nach Bemerkungen 3.5.11. Um dies
auch fu¨r die anderen Typen zu zeigen, genu¨gt es wegen Bemerkung 3.4.2 nach-
zuweisen, dass Tori und Potenzen einfacher Gruppen u¨ber K effektiv realisierbar
sind. Dies leistet [MS1, Theorem 1.1].
Theorem 2. Jedes zusammenha¨ngende Einbettungsproblem u¨ber C(t) hat eine
eigentliche Lo¨sung.
Beweis. Folgt aus Theorem 1 und Bemerkung 3.3.2.
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Kapitel 4
Nicht zusammenha¨ngende
Einbettungsprobleme
In dem ganzen Kapitel sei K ein Differentialko¨rper mit algebraisch abgeschlosse-
nem Konstantenko¨rper C 6= K der Charakteristik 0. Alle linearen algebraischen
Gruppen seien u¨ber C definiert.
Wir betrachten nun Einbettungsprobleme zu H-semidirekten Epimorphis-
men und gehen analog zu Kapitel 3 vor.
4.1 H-effektive Monomorphismen
Definition 4.1.1. Sei H eine endliche Gruppe, M/K eine endliche PVE und
α : Gal(M/K) → H ein Gruppenisomorphismus. Sei G eine H-Gruppe mit se-
midirektem Produkt GoH ≤ GLn(C). Wir sagen A ∈ g(M) ist H-a¨quivariant
(bezu¨glich α), wenn fu¨r alle σ ∈ Gal(M/K) gilt
σ(A) = α(σ)−1Aα(σ).
Hier wird auf der linken Seite σ auf die Koeffizienten von A angewendet,
wa¨hrend auf der rechten Seite σ vermo¨ge des Monomorphismus
Gal(M/K) α→ H ↪→ GoH
als Element von GoH betrachtet wird, das durch Konjugation auf g(M) operiert.
Bemerkung 4.1.2. Sei H eine endliche Gruppe und G eine H-Gruppe mit
semidirektem Produkt G o H ≤ GLn(C). Sei M/K eine endliche PVE und
α : Gal(M/K)→ H ein Isomorphismus. Sei weiter A ∈ g(M) eine H-a¨quivari-
ante Matrix (bezu¨glich α) mit PVE N/M und Fundamentalmatrix X ∈ G(N).
Dann gelten:
1. Es existiert eine Matrix D ∈ Mn(K) mit einer Fundamentalmatrix
Z ∈ GLn(M), so dass D die PVE M/K definiert und ιZ = α gilt.
2. Die Erweiterung N/K ist eine PVE. Sei Z ∈ GLn(M) wie in Aussage 1,
dann wird N/K durch die Matrix A˜ = Z ′Z−1 + ZAZ−1 ∈ Mn(K) mit
Fundamentalmatrix X˜ := ZX ∈ GLn(N) definiert.
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3. Das Bild von ιX˜ : Gal(N/K)→ GLn(C) liegt in GoH. Genauer gilt fu¨r
ein σ ∈ Gal(N/K) die Gleichung ιX˜(σ) = X−1ιZ(σ|M )σ(X).
4. Der Monomorphismus ιX : Gal(N/M) → G ist genau dann ein Isomor-
phismus, wenn ιX˜ : Gal(N/K)→ GoH ein Isomorphismus ist.
Siehe auch [MS2, Proposition 4.3] und [Har, Lemma 3.9].
Beweis. Da H1(Gal(M/K),GLn(M)) = 0 (siehe [Ser, Lemma 1 in III.§1]), ist
der Kozykel Gal(M/K) α→ H → GLn(M) trivial. Es existiert also ein Z ∈
GLn(M), so dass fu¨r jedes σ ∈ Gal(M/K) die Gleichung Z−1 = α(σ)σ(Z−1)
gilt. Wir erhalten ιZ = α. Setzt man nun D := Z ′Z−1, dann kann man nach-
rechnen, dass fu¨r jedes σ ∈ Gal(M/K) die Gleichung σ(D) = D gilt, d.h. D
liegt in Mn(K).
Wir mu¨ssen noch zeigen, dass M = K(Z) gilt. Dies ist der Fall, weil ein be-
liebiges σ ∈ Gal(M/K(Z)) die Identita¨t sein muss, denn es erfu¨llt die Gleichung
α(σ) = ιZ(σ) = Z−1σ(Z) = 1.
Zur 2. Aussage: Eine einfache Rechnung zeigt, dass A˜ eine Invariante der
Differentialautomorphismen aus Gal(M/K) ist. Es gilt also A˜ ∈ Mn(K). Mit
einer weiteren kleinen Rechnung sieht man, dass X˜ eine Fundamentalmatrix
von A˜ ist. Es folgt, dass K(X˜)/K eine PVE ist und, dass K(X˜) ⊆ N gilt. Da
K(X˜) ·M = M(X˜) = M(X) = N , ist nach Bemerkung 1.3.3 auch N/K eine
PVE.
Sei σ ∈ Gal(N/K(X˜)) beliebig, dann gilt
ZX = X˜ = σ(X˜) = σ(Z)σ(X) = ZιZ(σ|M )σ(X).
Daraus folgt X ·σ(X)−1 = ιZ(σ|M ). Da die linke Seite dieser Gleichung in G(N)
und die Rechte in H ≤ GLn(C) liegt, impliziert dies σ|M = 1 und σ(X) = X.
Wir schließen daraus, dass σ = 1 ist. Dies zeigt, dass Gal(N/K(X˜)) trivial ist,
d.h. N = K(X˜).
Zur 3. Aussage: Sei σ ∈ Gal(N/K) beliebig. Wir erhalten:
ιX˜(σ) = X˜
−1σ(X˜) = X−1Z−1σ(Z)σ(X) = X−1ιZ(σ|M )σ(X).
Hieraus sehen wir, dass ιX˜(σ) in (G o H)(N) liegt. Da aber auch ιX˜(σ) ∈
GLn(C), folgt die Behauptung.
Zur 4. Aussage: Wir halten zuerst fest, dass fu¨r ein σ ∈ Gal(N/M) aus der
dritten Aussage ιX˜(σ) = ιX(σ) folgt.
Ist ιX˜ ein Isomorphismus, dann hat Gal(N/M) die gleiche Dimension wie
G. Da G zusammenha¨ngend ist, impliziert dies, dass ιX ein Isomorphismus sein
muss.
Sei nun umgekehrt ιX ein Isomorphismus. Dann gilt
ιX˜(Gal(N/M)) = ιX(Gal(N/M)) = G.
Aus der H-A¨quivarianz von A folgt, dass fu¨r ein σ ∈ Gal(N/K) gilt
(ιZ(σ|M )σ(X)ιZ(σ|M )−1)′ = A · (ιZ(σ|M )σ(X)ιZ(σ|M )−1)
D.h. auch ιZ(σ|M )σ(X)ιZ(σ|M )−1 ∈ G(N) ist eine Fundamentalmatrix von
A. Es existiert also ein Cσ ∈ G, so dass ιZ(σ|M )σ(X)ιZ(σ|M )−1 = X · Cσ.
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Wir haben einen Kozykel σ 7→ Cσ in Z1(Gal(N/K), G) definiert. Fu¨r einen
Differentialautomorphismus σ ∈ Gal(N/K) erha¨lt man nun
ιX˜(σ) = X
−1ιZ(σ|M )σ(X)ιZ(σ|M )−1ιZ(σ|M ) = Cσ · ιZ(σ|M ).
Da bereits gezeigt wurde, dass G im Bild von ιX˜ liegt, muss dies auch fu¨r H
und damit auch fu¨r GoH gelten. Also ist ιX˜ ein Isomorphismus.
Definition 4.1.3. Sei H eine endliche Gruppe und G eine H-Gruppe mit semi-
direktem Produkt GoH ≤ GLn(C). Sei N/K eine PVE und M der algebraische
Abschluss von K in N .
Der Monomorphismus α : Gal(N/K)→ GoH heißt H-effektiv, wenn fol-
gende Bedingungen gelten.
1. Es existiert ein Z ∈ GLn(M), so dass ιZ : Gal(M/K) → H ein Isomor-
phismus ist.
2. Es existiert ein bezu¨glich ιZ H-a¨quivariantes Element A ∈ g(M) mit Fun-
damentalmatrix X ∈ G(N).
3. Fu¨r X˜ := Z ·X ∈ GLn(N) gilt α = ιX˜ .
Ist α ein H-effektiver Isomorphismus, dann sagen wir auch das semidirekte
Produkt GoH sei H-effektiv realisiert.
Die na¨chste Bemerkung ist eine weitere Version von [MS2, Proposition 4.1]
und [Har, Proposition 3.7]. Analog zum zusammenha¨ngenden Fall gilt (vergl.
Bemerkung 3.2.4):
Bemerkung 4.1.4. Sei cd(K) ≤ 1 und N/K eine PVE. Sei H eine endliche
Gruppe und G eine H-Gruppe. Dann gilt:
Jeder Isomorphismus α : Gal(N/K)→ GoH ist H-effektiv.
Beweis. Sei A1 ∈Mn(K) eine Matrix, die N/K definiert mit Fundamentalma-
trix X1 ∈ GLn(N). Indem wir die Inklusion
GoH α
−1
−→ Gal(N/K) ιX1−→ GLn(C)
wa¨hlen, ko¨nnen wir annehmen, dass ιX1 = α gilt.
Der algebraische Abschluss M von K in N kann auch durch M = Nα
−1(G)
charakterisiert werden. Es gilt α(Gal(N/M)) = G. Also exisitiert genau ein
Isomorphismus Gal(M/K)→ H, so dass das Diagramm
Gal(N/K) GoH
Gal(M/K) H
wα
uures uuw∼=
kommutiert. Sei κ : Gal(M/K) ↪→ Gal(N/K) der homomorphe Schnitt, so dass
der Morphismus Gal(M/K) → H ↪→ G o H mit α ◦ κ u¨bereinstimmt. Wegen
Bemerkung 4.1.2, gibt es eine Matrix Z ∈ GLn(M) und einen Isomorphismus
ιZ : κ(Gal(M/K))→ H, so dass ιZ die Restriktion von α auf κ(Gal(M/K)) ist.
Wir setzen X2 := Z−1 ·X1. Dann liegt die Matrix
53
A2 := X ′2 ·X−12 = Z−1A1Z − Z−1Z ′
in Mn(M). Fu¨r σ ∈ κ(Gal(M/K)) ≤ Gal(N/K) gilt:
σ(X2) = σ(Z)−1σ(X1) = ιZ(σ)−1Z−1X1α(σ) = ιZ(σ)−1X2ιZ(σ).
Im Beweis von [Har, Proposition 3.7] wird die Existenz einer (bezu¨glich ιZ) H-
a¨quivarianten Matrix B ∈ GLn(M) gezeigt, so dass A := B−1A2B − B−1B′
in g(M) und die Fundamentalmatrix X := B−1X2 in G(N) liegt. Es folgt die
H-A¨quivarianz von A bezu¨glich ιZ .
Es bleibt noch die 3. Aussage von Definition 4.1.3 zu zeigen. Sei X˜ := ZX.
Fu¨r σ ∈ Gal(N/M) gilt
ιX˜(σ) = X
−1
2 BZ
−1ZB−1σ(X2) = ιX2(σ) = ιX1(σ) = α(σ).
Fu¨r σ ∈ κ(Gal(M/K)) gilt
ιX˜(σ) = X
−1
2 BZ
−1σ(Z)σ(B)−1σ(X2)
= X−12 BZ
−1ZιZ(σ) · ιZ(σ)−1B−1ιZ(σ)ιZ(σ)−1X2ιZ(σ)
= ιZ(σ) = α(σ).
Da Gal(N/K) von Gal(N/M) und κ(Gal(M/K)) erzeugt wird, folgt ιX˜ = α.
4.2 H-effektive Einbettungsprobleme
Definition 4.2.1. Sei H eine endliche Gruppe. Seien G, G H-Gruppen und
pi : GoH  GoH ein H-semidirekter Epimorphismus. Wir sagen dann auch,
zu pi geho¨rige Einbettungsprobleme seien H-semidirekt. Das H-semidirekte
Einbettungsproblem
GoH GoH
Gal(N/K)
wwpi u
α
heißt H-effektiv, wenn α H-effektiv ist. Eine Lo¨sung
α : Gal(N/K) ↪→ GoH
des Einbettungsproblems heißt H-effektiv, wenn der Monomorphismus α H-
effektiv ist und fu¨r die beiden zu α, α geho¨rigen Isomorphismen ιZ ,ιZ aus Defi-
nition 4.1.3 (1) die Gleichung pi ◦ ιZ = ιZ gilt.
Wir sagen, ein H-semidirekter Epimorphismus sei H-effektiv einbettend
(u¨ber K), wenn alle zugeho¨rigen H-effektiven Einbettungsprobleme eine eigent-
liche, H-effektive Lo¨sung haben.
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Notation 4.2.2. Sei H eine endliche Gruppe. Seien G, G H-Gruppen mit
semidirekten Produkten GoH ≤ GLm(C) und GoH ≤ GLn(C). Sei weiter ein
H-semidirekter Epimorphismus pi : GoH → GoH gegeben. Ein zugeho¨riges H-
effektives Einbettungsproblem la¨ßt sich dann durch folgende Daten beschreiben:
• Eine PVE N/K.
• Eine Matrix Z ∈ GLn(M), so dass ιZ : Gal(M/K) → H ein Isomorphis-
mus ist (wobei M den algebraischen Abschluss von K in N bezeichnet).
• Eine bezu¨glich ιZ H-a¨quivariante Matrix A ∈ g(M) mit Fundamentalma-
trix X ∈ G(N).
• Einen Isomorphismus ιX˜ : Gal(N/K)→ GoH, mit X˜ := ZX.
Mit pi◦ bezeichnen wir wie in Abschnitt 2.7.2 den zusammenha¨ngenden H-
Epimorphismus pi|G. Wir erhalten ein zugeho¨riges zusammenha¨ngendes Ein-
bettungsproblem u¨ber M :
G G
Gal(N/M)
wwpi◦ u
ιX
Sei Z ∈ GLm(M), so dass pi ◦ ιZ = ιZ (dies ist mo¨glich wegen Aussage 1 von
Bemerkung 4.1.2 und da pi|H = id).
Bemerkung 4.2.3. Sei ein H-semidirektes, H-effektives Einbettungsproblem
in der Notation 4.2.2 gegeben.
Sei B ∈ (dpi)−1(A) ⊆ g(M) eine (bezu¨glich ιZ) H-a¨quivariante Matrix mit
PVE N/M und Fundamentalmatrix Y ∈ G(N). Dann existiert eine Injektion
N ↪→ N , so dass pi(Y ) = X und die folgenden Diagramme kommutieren:
G G GoH GoH
Gal(N/M) Gal(N/M) Gal(N/K) Gal(N/K)
wwpi◦ wwpi
u
ιY
wwres
u
ιX
u
ιY˜
wwres
u
ιX˜
Hierbei haben wir Y˜ := ZY ∈ GLm(N) gesetzt.
ιY˜ ist genau dann eine eigentliche Lo¨sung des gegebenen Einbettungspro-
blems, wenn ιY eine eigentliche Lo¨sung des zugeho¨rigen zusammenha¨ngenden
Einbettungsproblems u¨ber M ist.
Beweis. Die Existenz einer Injektion N ↪→ N , so dass pi(Y ) = X und das
linke Diagramm kommutiert, folgern wir aus Bemerkung 3.2.6. Die 2. Aussage
von Bemerkung 4.1.2 zeigt, dass N/K eine PVE ist, welche durch die Matrix
Z
′
Z
−1
+ ZBZ−1 mit Fundamentalmatrix Y˜ definiert wird. Dass das Bild von
ιY˜ in G o H liegt, wird von Bemerkung 4.1.2 (3) impliziert. Wir mu¨ssen nun
nur noch nachrechnen, dass auch das rechte Diagramm kommutiert. Sei dazu
σ ∈ Gal(N/K) beliebig.
(pi ◦ ιY˜ )(σ) = pi(Y −1ιZ(σ|M )σ(Y ))
= pi(Y )−1pi(ιZ(σ|M ))pi(σ(Y ))
= X−1ιZ(σ|M )σ|N (X)
= ιX˜(σ|N ) = (ιX˜ ◦ res)(σ)
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Wir haben dabei zweimal Bemerkung 4.1.2 (3) benutzt.
Der Zusatz folgt direkt aus der 4. Aussage von Bemerkung 4.1.2.
4.3 H-effektive Frattini-Einbettungsprobleme
Sei in diesem Abschnitt H eine endliche Gruppe.
Bemerkung 4.3.1. Jedes H-semidirekte, H-effektive Einbettungsproblem be-
sitzt eine H-effektive Lo¨sung.
Beweis. Wir geben uns ein H-semidirektes, H-effektives Einbettungsproblem in
der Notation 4.2.2 vor. Wir wa¨hlen ein B ∈ (dpi)−1(A) ⊆ g(M) und definieren
B˜ :=
1
|H|
∑
σ∈H
ιZ(σ)σ(B)ιZ(σ)
−1.
Nach Konstruktion liegt B˜ in g(M) und ist H-a¨quivariant bezu¨glich ιZ . Da
pi ◦ ιZ = ιZ , gilt aber auch
dpi(B˜) =
1
|H|
∑
σ∈H
pi(ιZ(σ))dpi(σ(B))pi(ιZ(σ))
−1
=
1
|H|
∑
σ∈H
ιZ(σ)σ(A)ιZ(σ)−1 = A,
denn A ist H-a¨quivariant bezu¨glich ιZ . Die Behauptung folgt dann aus Bemer-
kung 4.2.3.
Daraus erha¨lt man sofort:
Korollar 4.3.2. Jeder H-semidirekte Frattini-Epimorphismus ist H-effektiv
einbettend.
4.4 H-effektive, direkt H-zerfallende
Einbettungsprobleme
Sei in diesem AbschnittH eine endliche Gruppe. Wir beginnen mit der folgenden
einfach nachzurechnenden Beobachtung.
Bemerkung 4.4.1. Sei H eine endliche Gruppe, G eine H-Gruppe mit semi-
direktem Produkt G o H ≤ GLn(C). Sei weiter m ∈ N und ∆m : GLn(C) →
GLnm(C) die Diagonalabbildung σ 7→ diag(σ, . . . , σ). Dann gelten:
1. Durch ∆m wird in natu¨rlicher Weise eine H-Gruppe Gm mit semidirektem
Produkt Gm oH ≤ GLnm(C) definiert. Die m kanonischen Projektionen
pri : Gm oH → GoH sind H-semidirekt.
2. Ist M/K eine PVE und ιZ : Gal(M/K)→ H ≤ GLn(C) mit Z ∈ GLn(M)
ein Isomorphismus, dann gilt ∆m ◦ ιZ = ι∆m(Z) mit ∆m(Z) ∈ GLnm(M).
Ist A ∈ Lie(Gm)(M) H-a¨quivariant bezu¨glich ι∆m(Z), dann ist dpri(A) ∈
g(M) bezu¨glich ιZ H-a¨quivariant.
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Die folgende Bemerkung ist eine H-semidirekte Variante von Bemerkung
3.4.2.
Bemerkung 4.4.2. Sei ein H-semidirektes, direkt H-zerfallendes, H-effektives
Einbettungsproblem mit Kern W in der Notation 4.2.2 gegeben (direkt H-zerfal-
lend heißt, dass G = W×G gilt). Ist fu¨r k := dimG+1 das Produkt W k bezu¨glich
∆k ◦ ιZ H-a¨quivariant realisierbar u¨ber M , dann besitzt das Einbettungsproblem
eine eigentliche, H-effektive Lo¨sung.
Beweis. Sei B ∈ Lie(W k)(M) eine bezu¨glich ∆k ◦ιZ H-a¨quivariante Matrix, die
W k u¨ber M realisiert. Wir identifizieren, dank des homomorphen Schnitts, G als
Untergruppe von G und g(M) als Unterliealgebra von g(M). Da pi H-zerfallend
ist, ist A dann auch H-a¨quivariant bezu¨glich ιZ .
Der Beweis von Bemerkung 3.4.2 zeigt, dass ein i existiert, so dass dpri(B)+
A ∈ g(M) eine eigentliche Lo¨sung des zugeho¨rigen zusammenha¨ngenden Ein-
bettungsproblems u¨ber M induziert. Da nach Bemerkung 4.4.1 dpri(B) + A
bezu¨glich ιZ H-a¨quivariant ist, erha¨lt man nach Bemerkung 4.2.3 auch eine
eigentliche, H-effektive Lo¨sung des gegebenen Einbettungsproblems.
Wir betrachten nun H-semidirekte Einbettungsprobleme mit endlichem Ko-
kern. In der Notation 4.2.2 heißt dies, dass G die triviale Gruppe ist. Der Epi-
morphismus pi : GoH → H ist dann automatisch H-zerfallend. Aus Bemerkung
4.4.2 folgt dann sofort:
Korollar 4.4.3. Sei H eine endliche Gruppe, W eine H-Gruppe mit semidi-
rektem Produkt W o H ≤ GLn(C). Sind fu¨r alle k ∈ N die Epimorphismen
W k oH → H H-effektiv einbettend, dann sind alle direkt H-zerfallenden, H-
semidirekten Epimorphismen mit Kern W H-effektiv einbettend.
4.5 H-effektive, H-zerfallende Einbettungspro-
bleme mit Toruskern
Sei in diesem Abschnitt H eine endliche Gruppe.
Bemerkung 4.5.1. Seien alle H-semidirekten Epimorphismen von der Form
T oH → H mit Toruskern T H-effektiv einbettend u¨ber K.
Dann sind alle H-semidirekten, H-zerfallenden Epimorphismen mit Torus-
kern H-effektiv einbettend u¨ber K.
Beweis. Nach Bemerkung 2.7.4 sind die Voraussetzungen fu¨r Korollar 4.4.3
erfu¨llt.
Korollar 4.5.2. Sei K = C(t). Jedes H-semidirekte, H-zerfallende Einbet-
tungsproblem mit Toruskern hat eine eigentliche Lo¨sung u¨ber K.
Beweis. Da cd(K) ≤ 1, ist nach Bemerkung 4.1.4 jedes H-semidirekte Einbet-
tungsproblem H-effektiv. Das Korollar folgt aus Bemerkung 4.5.1 und [Har,
Lemma 4.7].
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4.6 H-effektive, H-zerfallende Einbettungspro-
bleme mit halbeinfachem Kern
Sei in diesem Abschnitt H eine endliche Gruppe.
Bemerkung 4.6.1. Seien alle H-semidirekten Epimorphismen von der Form
S oH → H mit halbeinfachem Kern S H-effektiv einbettend u¨ber K.
Dann sind alle H-semidirekten, H-zerfallenden Epimorphismen mit halbein-
fachem Kern H-effektiv einbettend u¨ber K.
Beweis. Wir geben uns einen H-semidirekten, H-zerfallenden Epimorphismus
pi : G o H → G o H mit halbeinfachem Kern S vor. Da Z(S) eine charak-
teristische Untergruppe von S ist, zerlegen wir mit Lemma 2.7.3 pi in den
H-semidirekten Frattini-Epimorphismus G o H → G/Z(S) o H und den H-
zerfallenden, H-semidirekten Epimorphismus G/Z(S)oH → GoH mit halb-
einfachem Kern S/Z(S).
Der Frattini-Epimorphismus ist H-effektiv einbettend nach Korollar 4.3.2.
Mit Lemma 2.4.1 sehen wir, dass die Gruppe S/Z(S) ein triviales Zentrum hat.
Aus Bemerkung 2.7.5 und Korollar 4.4.3 folgt dann, dass auch der H-zerfallende
Epimorphismus H-effektiv einbettend ist (beachte, dass das Produkt halbein-
facher Gruppen wieder halbeinfach ist). Schließlich folgt, dass pi H-effektiv ein-
bettend ist.
4.7 H-effektive, H-zerfallende Einbettungspro-
bleme mit unipotentem Kern
Sei in diesem Abschnitt H eine endliche Gruppe.
Satz 4.7.1. Sei 0 < trdeg CK < ∞. Jedes H-semidirekte, H-zerfallende, H-
effektive Einbettungsproblem mit minimalem, unipotentem Kern hat eine eigent-
liche, H-effektive Lo¨sung.
Beweis. Sei ein H-semidirektes, H-effektives Einbettungsproblem mit nichttri-
vialem, minimalem, unipotentem Kern U in der Notation 4.2.2 gegeben.
Wir werden das zugeho¨rige zusammenha¨ngende Einbettungsproblem u¨ber
M wie in Abschnitt 3.3.5 lo¨sen, wobei wir zusa¨tzlich auf die H-A¨quivarianz
achten mu¨ssen.
Vergleiche im folgenden mit Notation 3.5.1. Wir identifizieren, dank des ho-
momorphen Schnitts, G als Untergruppe von G und g(M) als Unterliealgebra
von g(M). Da pi H-zerfallend ist, ist A dann auch H-a¨quivariant bezu¨glich ιZ .
Da U abelsch ist, exisitiert ein Isomorphismus φ : U → Ck mit zugeho¨rigem M -
Liealgebraisomorphismus dφ : u(M)→Mk. Der Morphismus p : GoH → AutU
bezeichne die Konjugationsoperation von GoH auf U . Sei q der zusammenge-
setzte Morphismus G oH p−→ Aut(U) ∼=−→ GLk(C), wobei der Isomorphismus
von φ induziert wird. Sei W := q(X) die Fundamentalmatrix von dq(A).
Es gilt (vergl. Beweis von Lemma 3.5.3) fu¨r alle g ∈ (GoH)(N) die Gleichung
dφ ◦ p(g) = q(g) · dφ. (4.1)
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Wir rechnen jetzt nach, wie die H-A¨quivarianz vermo¨ge φ transformiert
wird. Fu¨r ein B ∈ u(M), b := dφ(B) und σ ∈ Gal(M/K) gelten
dφ(ιZ(σ)
−1BιZ(σ)) = (dφ ◦ p(ιZ(σ)−1))(B)
4.1= (q(ιZ(σ)
−1) · dφ)(B)
= q(ιZ(σ)
−1) · b
und dφ(σ(B)) = σ(dφ(B)) = σ(b). Die Matrix B ist also genau dannH-a¨quivari-
ant (bezu¨gl. ιZ), wenn fu¨r alle σ ∈ Gal(M/K) die Gleichung σ(b) = q(ιZ(σ)−1)·b
gilt.
Nach Aussage 1 von Bemerkung 4.1.2 existiert eine Matrix Zˆ ∈ GLk(M), so
dass ιZˆ = q ◦ ιZ gilt. Dann gilt fu¨r alle σ ∈ Gal(M/K) die Gleichung σ(Zˆ−1) =
q(ιZ(σ)
−1)Zˆ−1.
Sei b˜ eine Spalte von Zˆ−1, dann ist b˜ 6= 0 und dφ−1(b˜) eine H-a¨quivariante
Matrix. Sei nun w eine Zeile von W−1 mit w · b˜ 6= 0, dann zeigt Satz 3.5.6,
dass ein c ∈ C existiert, so dass Y ′ = w · b˜ · 1t−c keine Lo¨sung in der Differenti-
alko¨rpererweiterung N von C(t) hat ( wegen Lemma 3.5.10 du¨rfen wir C(t) ⊆ K
mit t′ = 1 voraussetzen). Wir setzen b := b˜ · 1t−c . Dann ist auch dφ−1(b) ∈ u(M)
H-a¨quivariant und die Gleichung Y ′ = W−1 · b hat keine Lo¨sung in Nk.
Satz 3.5.2 zeigt, dass das zugeho¨rige zusammenha¨ngende Einbettungspro-
blem u¨ber M eine von der H-a¨quivarianten Matrix dφ−1(b) + A ∈ g(M) (mit
Fundamentalmatrix Y ∈ G(N)) induzierte Lo¨sung ιY : Gal(N/M) → G hat,
fu¨r die N ) N gilt. Nun sieht man mit Bemerkung 4.2.3, dass der Monomor-
phismus ιY˜ : Gal(N/K)→ GoH mit Y˜ = ZY eine Lo¨sung des gegebenen H-
semidirekten Einbettungsproblems ist. Wegen Bemerkung 3.5.4, ist diese Lo¨sung
eigentlich.
Korollar 4.7.2. Sei 0 < trdeg CK < ∞. Jedes H-semidirekte, H-zerfallende,
H-effektive, levistabile Einbettungsproblem mit unipotentem Kern hat eine ei-
gentliche, H-effektive Lo¨sung.
Beweis. Bemerkung 2.7.13 und Korollar 4.3.2 reduzieren die Aussage auf Ein-
bettunsprobleme mit minimalem, unipotentem Kern und wir ko¨nnen Satz 4.7.1
anwenden.
4.8 H-effektive Realisierung u¨ber Funktionen-
ko¨rpern
Satz 4.8.1. Sei K ein Funktionenko¨rper in endlich vielen Variablen u¨ber C.
Sei H eine endliche Gruppe und G eine H-Gruppe.
Dann ist das semidirekte Produkt G o H ≤ GLn(C) H-effektiv realisierbar
u¨ber K.
Beweis. Sei m := trdeg CK. Nach dem noetherschen Normalisierungssatz exi-
stiert eine Transzendenzbasis t, u1, . . . , um−1 von K u¨ber C, so dass K eine end-
liche Erweiterung von C(t, u1, . . . , um−1) ist. Wir du¨rfen wegen Lemma 3.5.10
annehmen, dass t′ = 1 und C(t) ⊆ K eine Differentialko¨rpererweiterung ist.
Sei L der algebraische Abschluss von C(t) in K. Als erstes zeigen wir,
dass L/C(t) eine endliche Ko¨rpererweiterung ist. Da die Elemente u1, . . . , um−1
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auch algebraisch unabha¨ngig u¨ber L sind, zeigt [Lan, VIII, Proposition 3.3],
dass u¨ber C(t) linear unabha¨ngige Elemente dann auch linear unabha¨ngig u¨ber
C(t, u1, . . . , um−1) sind. Da K/C(t, u1, . . . , um−1) eine endliche Erweiterung ist,
folgt die Endlichkeit von L/C(t).
Unser na¨chstes Ziel ist es zu zeigen, dass man G oH ≤ GLn(C) u¨ber C(t)
durch eine PVE N/C(t) H-effektiv realisieren kann, so dass fu¨r den algebrai-
schen Abschluss M von C(t) in N zusa¨tzlich M ∩K = C(t) und KM ∩N = M
gelten (Hierbei kann man wegen Bemerkung 1.3.3 alle Ko¨rper als Teilko¨rper
eines Kompositums N ·K ansehen).
Wir gehen in drei Schritten vor:
Schritt 1. Realisierung einer linearen algebraischen Gruppe u¨ber C(t) (siehe auch
[Har]):
Sei W eine lineare algebraische Gruppe. Nach [Mos, 1. Theorem] kann man
W = Ru(W )oWv mit einer vollsta¨ndig reduziblen Gruppe Wv schreiben. Wegen
Satz 1.5.6 existiert eine endliche Untergruppe H˜ von Wv, so dass Wv = L · H˜
gilt, wobei L die Zusammenhangskomponente von Wv bezeichnet. Wir erhalten
den Epimorphismus
(Ru(W )o L)o H˜ ∼= Ru(W )o (Lo H˜) Ru(W )oWv = W
und es reicht zu zeigen, dass man (Ru(W )oL)o H˜ u¨ber C(t) realisieren kann.
L ist eine Leviuntergruppe von Ru(W ) o L = W ◦. Daraus folgt, dass W ◦ eine
levistabile H˜-Gruppe ist. Also ist auch der H˜-zerfallende, H˜-semidirekte Epi-
morphismus W ◦o H˜  Lo H˜ mit unipotentem Kern levistabil. Nach Korollar
4.7.2 ist er also H˜-effektiv einbettend. Da nach [Har, Proposition 4.8] L o H˜
H˜-effektiv realisierbar ist, gilt dies also auch fu¨r W ◦ o H˜.
Schritt 2. Realisierung von GoH, so dass M ∩K = C(t) gilt:
Sei k := [L : C(t)]+1. Wir bilden die kanonische direkte Produktdarstellung
(G o H)k ≤ GLnk(C). Nach dem ersten Schritt existiert eine PVE N/C(t),
so dass Gal(N/C(t)) ∼= (G oH)k. Genau wie in der gewo¨hnlichen Galoistheo-
rie sieht man, dass die k Projektionen (G o H)k  G o H Picard-Vessiot-
Erweiterungen Ni/C(t) mit Gal(Ni/C(t)) ∼= G oH und Ni ∩
∏
j 6=iNj = C(t)
definieren (vergl. [Lan, Chapter VI, Corollary 1.16]). Sei Mi der algebraische
Abschluss von C(t) in Ni. Dann gilt auch Mi ∩
∏
j 6=iMj = C(t). Aus Dimensi-
onsgru¨nden existiert also ein 1 ≤ j ≤ k, so dass Mj ∩ L = C(t). Wir erhalten
Mj ∩K = C(t).
Schritt 3. H-effektive Realisierung von G o H, so dass M ∩ K = C(t) und
KM ∩N = M gelten:
Wir bilden nun vermo¨ge ∆m wie in Bemerkung 4.4.1 das semidirekte Pro-
dukt Gm o H ≤ GLnm(C) und wenden Schritt 2 darauf an. Es existiert also
eine Realisierung N/C(t) von GmoH, so dass fu¨r den algebraischen Abschluss
M von C(t) in N die Gleichung M ∩K = C(t) gilt.
Dank Bemerkung 4.1.4 ist die gefundene Realisierung sogar H-effektiv. Wen-
den wir Bemerkung 4.2.3 auf die Identita¨t GmoH → GmoH an, dann du¨rfen
wir ein Z ∈ GLnm(M) wa¨hlen, so dass ιZ mit einem gegeben Isomorphis-
mus Gal(M/C(t)) → H ≤ GLnm(C) u¨bereinstimmt (vgl. mit letztem Satz
in Notation 4.2.2). Dank der speziellen Darstellung von H gibt es nach Be-
merkung 4.1.2 eine Matrix Z ∈ GLn(M), so dass Z := ∆m(Z) ∈ GLnm(M)
das Gewu¨nschte leistet. Außerdem existiert eine bezu¨glich ι∆m(Z) H-a¨quivari-
ante Matrix A ∈ Lie(Gm)(M) mit Fundamentalmatrix X ∈ Gm(N), so dass
ιX˜ : Gal(N/C(t))→ Gm oH mit X˜ := ∆m(Z)X ein Isomorphismus ist.
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Seien pri die Projektionen Gm o H → G o H und Ai := dpri(A). Dann
ist laut Bemerkung 4.4.1 die Matrix Ai H-a¨quivariant bezu¨glich ιZ . Fu¨r alle
1 ≤ i ≤ m bezeichnen wir mit Ni/M die durch Ai definierte PVE. Es ist Xi :=
pri(X) ∈ G(Ni) eine Fundamentalmatrix von Ai und ιXi : Gal(Ni/M)→ G ein
Isomorphismus. Der Ko¨rper M ist auch der algebraische Abschluss von C(t) in
Ni und es gilt K ∩Ni = C(t). Bemerkung 4.1.2 zeigt, dass jedes 1 ≤ i ≤ m eine
H-effektive Realisierung von GoH liefert.
Es gilt
trdegM (N ∩MK) ≤ trdegM (MK) = trdeg C(t)K = m− 1. (4.2)
Angenommen, fu¨r alle 1 ≤ i ≤ m wa¨re Ni ∩MK 6= M .
Da M algebraisch abgeschlossen in Ni ist, gilt trdegM (Ni ∩MK) ≥ 1. Wie
im Beweis von Bemerkung 3.4.2 sieht man, dass trdegMN =
∑
i trdegMNi gilt.
Es folgt trdegM (N ∩MK) ≥ m, im Widerspruch zu Gleichung 4.2.
Es existiert also ein i mit Ni ∩MK = M .
Wir haben bisher folgendes gezeigt:
Es existiert eine PVE N/C(t), so dass fu¨r den algebraischen Abschluss M
von C(t) in N die Gleichungen M ∩K = C(t) und KM ∩ N = M gelten. Es
existiert ein Z ∈ GLn(M), eine bezu¨glich ιZ : Gal(M/K) → H H-a¨quivariante
Matrix A ∈ g(M) die N/M definiert und eine Fundamentalmatrix X ∈ G(N)
von A, so dass ιX˜ : Gal(N/C(t))→ GoH mit X˜ = ZX ein Isomorphismus ist.
Wir bilden ein Kompositum N = KN und setzen M := KM . Es folgt, dass
N/M eine durch A ∈ g(M) definierte PVE ist und, dass N = M(X) gilt. Da
M ∩N = M folgt aus dem Beweis von Bemerkung 3.2.8, dass
Gal(N/M) = Gal(KMN/KM) ∼= Gal(N/M) ιX−→ G
mit dem Isomorphismus ιX : Gal(N/M)→ G u¨bereinstimmt.
Die Matrix A ∈ g(M) ist H-a¨quivariant bezu¨glich
Gal(M/K) ∼= Gal(M/C(t)) ιZ−→ H.
Hier erha¨lt man den ersten Isomorphismus wegen M∩K = C(t) aus der gewo¨hn-
lichen Galoistheorie. Die Behauptung folgt nun mit Bemerkung 4.1.2.
Das folgende Theorem ist eine Verallgemeinerung von [Har, Theorem 4.17]:
Theorem 3. Sei K ein Funktionenko¨rper in endlich vielen Variablen u¨ber C.
Dann ist jede lineare algebraische Gruppe als Differentialgaloisgruppe u¨ber K
realisierbar.
Beweis. Die Aussage folgt aus Satz 4.8.1 und Lemma 2.7.7.
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