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Abstract—This paper studies a novel mobile relaying tech-
nique, where relays of high mobility are employed to assist the
communications from source to destination. By exploiting the
predictable channel variations introduced by relay mobility, we
study the throughput maximization problem in a mobile relaying
system via dynamic rate and power allocations at the source
and relay. An optimization problem is formulated for a finite
time horizon, subject to an information-causality constraint, which
results from the data buffering employed at the relay. It is
found that the optimal power allocations across the different
time slots follow a “stair-case” water filling (WF) structure, with
non-increasing and non-decreasing water levels at the source and
relay, respectively. For the special case where the relay moves
unidirectionally from source to destination, the optimal power
allocations reduce to the conventional WF with constant water
levels. Numerical results show that with appropriate trajectory
design, mobile relaying is able to achieve tremendous throughput
gain over the conventional static relaying.
I. INTRODUCTION
In wireless communication systems, relaying is an effective
technique for throughput/reliability improvement as well as
range extension [1], [2]. However, due to the practical con-
straints such as limited node mobility and wired backhauls,
most of the existing relaying techniques are based on relays
deployed in fixed locations, or static relaying. In this paper, we
propose a novel relaying technique, termed mobile relaying,
where the relay nodes are assumed to be capable of moving
at relatively high speed, e.g., enabled by terminals mounted
on ground or aerial vehicles. We note that the practical
deployment of dedicated mobile relaying nodes is becoming
more feasible than ever before, thanks to the continuous cost
reduction in autonomous or semi-autonomous vehicles, such as
unmanned aerial vehicles (UAVs) [3], as well as drastic device
miniaturization in communication equipment. Compared with
the conventional static relaying, the high mobility of mobile
relays offers new opportunities for performance enhancement
through the dynamic adjustment of relay locations to best suit
the communication requirement, a technique that is especially
promising for delay-tolerant applications such as periodic
sensing. Note that while node mobility has been well exploited
for upper layer designs in communication networks [4], to
the best of our knowledge, its exploitation for physical layer
designs is still under-developed.
By exploiting the predictable channel variations introduced
by relay mobility along fixed paths, we study the throughput
maximization problem via dynamic rate and power allocations
at the source and relay. Unlike the conventional static relaying
Fig. 1: A mobile relaying system.
schemes [5], [6], we employ a so-called decode-store-and-
forward (DSF) strategy for the proposed mobile relaying,
where, if necessary, the data received by the relay is tem-
porarily stored in a data buffer before being forwarded to the
destination. A throughput maximization problem is formulated
for a finite time horizon subject to a new information-causality
constraint, i.e., the relay can only forward the data that has
already been received from the source over the previous time
slots. We show that the optimal power allocations across dif-
ferent slots follow a “stair-case” water-filling (WF) structure in
general, with non-increasing and non-decreasing water levels
at the source and relay, respectively. It is interesting to note that
such a result is analogous to the power allocation in energy
harvesting communications [7]–[9]. It appears that causality
constraints, whether information or energy causality, induces
a directional water filling optimal power allocation. For the
special case where the relay node moves unidirectionally
towards the destination, we obtain the optimal solution in
closed-form.
It is worth remarking that unlike the existing buffer-aided
static relaying technique [10], which mainly relies on random
channel fading for opportunistic link selections for throughput
enhancement, the proposed mobile relaying in fact pro-actively
constructs favorable channel conditions via careful mobility
control, and thus introduces an additional degree of freedom
for performance enhancement.
II. SYSTEM MODEL AND PROBLEM FORMULATION
As shown in Fig. 1, we consider a wireless system with a
source node S and a destination node D which are separated
by D meters. We assume that the direct link between S and
D is negligible due to e.g., severe blockage. Thus, a relay
R needs to be deployed to assist the communication from S
to D. Unlike the conventional static relaying techniques with
fixed relay locations, we assume that a relay of high mobility
is employed. In the following, we focus on UAV-enabled
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2mobile relaying, but the design principles are applicable for
the generic mobile relaying techniques.
We consider a two-dimensional (2D) coordinate system with
S and D located at (0, 0) and (D, 0), respectively, as shown
in Fig. 1. We assume that a UAV flying at a constant altitude
H is employed as a mobile relay for a finite time horizon
T . Thus, the time-varying coordinate of the relay node R can
be expressed as (x(t), H), 0 ≤ t ≤ T , with x(t) denoting
the relay’s x-coordinate. We assume that 0 ≤ x(t) ≤ D, ∀t,
i.e., the relay is always located in between the source and the
destination. Denote the maximum UAV speed as V˜ . We thus
have |x˙(t)| ≤ V˜ , 0 ≤ t ≤ T , with x˙(t) denoting the time-
derivative of x(t). For ease of exposition, the time horizon T
is discretized into N equally spaced time slots, i.e., T = Nδt,
with δt denoting the elemental slot length, which is chosen
to be sufficiently small so that the UAV’s location can be
assumed to be constant within each slot. Thus, the UAV’s
trajectory x(t) can be approximated by the N -length sequence
{x[n]}Nn=1, where x[n] denotes the UAV’s x-coordinate at
slot n. Furthermore, the speed constraint can be written as
|x[n+ 1]− x[n]| ≤ V˜ δt , V, n = 1, · · · , N − 1.
For simplicity, we assume that R is equipped with a data
buffer of sufficiently large size, and it operates in a full-duplex
mode with concurrent information reception from S and trans-
mission to D with perfect self-interference cancelation [11].
For ease of exposition, we assume that the communication
from S to R and that from R to D are dominated by line-
of-sight (LoS) links. Furthermore, the Doppler effect due to
the relay’s mobility is assumed to be perfectly compensated.
Thus, at slot n, the channel power from S to R follows the
free-space path loss model as
hsr[n] = β0d
−2
sr [n] =
β0
H2 + x2[n]
, n = 1, · · · , N, (1)
where β0 denotes the channel power at the reference distance
d0 = 1 meter, whose value depends on the carrier frequency,
antenna gain, etc., and dsr[n] =
√
H2 + x2[n] is the link
distance between S and R at slot n. Let ps[n] denote the
transmission power by S at slot n. The maximum transmission
rate by S to R in bits/second/Hz (bps/Hz) for slot n can then
be expressed as
Rs[n] = log2
(
1 +
ps[n]hsr[n]
σ2
)
, (2)
= log2
(
1 +
ps[n]γ0
H2 + x2[n]
)
, n = 1, · · · , N, (3)
where σ2 denotes the noise power, and γ0 , β0/σ2 repre-
sents the reference signal-to-noise ratio (SNR). Similarly, the
channel from R to D at slot n can be expressed as hrd[n] =
β0/(H
2 + (D − x[n])2), and the maximum transmission rate
by R is
Rr[n] = log2
(
1 +
pr[n]γ0
H2 + (D − x[n])2
)
, n = 1, · · · , N, (4)
where pr[n] represents the transmission power by R at slot n.
Moreover, at each slot n, R can only forward the data
that has already been received from S. By assuming that the
processing delay at R is one slot, we have the following
information-causality constraint [8]
Rr[1] = 0,
n∑
i=2
Rr[i] ≤
n−1∑
i=1
Rs[i], n = 2, · · · , N. (5)
It is not difficult to see that S should not transmit at the last
slot N . We thus have Rs[N ] = Rr[1] = 0, and hence ps[N ] =
pr[1] = 0. For a given UAV trajectory {x[n]}Nn=1, define the
time-dependent channels for the S-R and R-D links as
γsr[n] ,
γ0
H2 + x2[n]
, γrd[n] ,
γ0
H2 + (D − x[n])2 ,∀n. (6)
The throughput maximization problem can be formulated as
(P1) : max
{ps[n]}N−1n=1 ,
{pr[n]}Nn=2
N∑
n=2
log2 (1 + pr[n]γrd[n])
s.t.
n∑
i=2
log2 (1 + pr[i]γrd[i]) ≤
n−1∑
i=1
log2 (1 + ps[i]γsr[i]) ,
n = 2, · · · , N, (7)
N−1∑
n=1
ps[n] ≤ Es,
N∑
n=2
pr[n] ≤ Er, (8)
ps[n] ≥ 0, n = 1, ..., N − 1, (9)
pr[n] ≥ 0, n = 2, ..., N, (10)
where (8) corresponds to the average power constraints, with
Es/N and Er/N being the average transmission power limits
at S and R, respectively. Denote the optimal value of (P1)
as R?. The end-to-end throughput in bps/Hz is then given by
τ? = R?/N .
III. OPTIMAL SOLUTION
(P1) is a non-convex optimization problem due to the
non-convex constraint (7). However, by introducing the slack
variables {Rr[n]}Nn=2, it can be equivalently written as
(P2) : max
{ps[n]}N−1n=1 ,
{pr[n],Rr[n]}Nn=2
N∑
n=2
Rr[n]
s.t.
n∑
i=2
Rr[i] ≤
n−1∑
i=1
log2 (1 + ps[i]γsr[i]) , n = 2, · · · , N
(11)
Rr[n] ≤ log2 (1 + pr[n]γrd[n]) , n = 2, · · · , N (12)
N−1∑
n=1
ps[n] ≤ Es,
N∑
n=2
pr[n] ≤ Er, (13)
ps[n] ≥ 0, n = 1, ..., N − 1, (14)
pr[n] ≥ 0, n = 2, ..., N. (15)
If, at the optimal solution to (P2), there exists an n′ such
that the constraint in (12) is satisfied with strict inequality, we
can always reduce the corresponding power pr[n′] to make
(12) active, yet without decreasing the objective value of (P2).
Thus, there always exists an optimal solution to (P2) such
that all constraints in (12) are satisfied with equality. As a
result, (P2) is equivalent to (P1). Note that (P2) is a convex
optimization problem, which can be numerically solved by
standard convex optimization techniques, such as the interior-
point method [12]. However, by applying the Lagrangian dual
3method, the structural properties of the optimal solution to
(P2) can be obtained, based on which new insight can be
drawn.
It can be verified that (P2) satisfies Slater’s condition, thus,
strong duality holds and its optimal solution can be obtained
via solving the dual problem [12]. Furthermore, the power
and rate allocations for S and R in (P2) are only coupled
via the information-causality constraint (11), which can be
decoupled by studying its partial Lagrangian associated with
this constraint. Let λn ≥ 0, n = 2, · · · , N , be the Lagrange
dual variables corresponding to (11). The partial Lagrangian
of (P2) can then be expressed as
L ({ps[n]}, {pr[n], Rr[n], λn})
=
N∑
n=2
Rr[n] +
N∑
n=2
λn
(
n−1∑
i=1
log2 (1 + ps[i]γsr[i])−
n∑
i=2
Rr[i]
)
=
N∑
n=2
νnRr[n] +
N−1∑
n=1
βn log2 (1 + ps[n]γsr[n]) , (16)
where βn ,
N∑
i=n+1
λi, n = 1, · · · , N − 1, (17)
νn , 1−
N∑
i=n
λi, n = 2, · · · , N. (18)
The Lagrange dual function of (P2) is then defined as
g ({λn}) =

max
{ps[n]}N−1n=1 ,
{pr[n],Rr[n]}Nn=2
L ({ps[n]}, {pr[n], Rr[n], λn})
s. t. (12), (13), (14), (15).
The dual problem of (P2), denoted as (P2-D), is defined as
minλn≥0,∀n g({λn}). Since (P2) can be solved equivalently
by solving (P2-D), in the following, we first maximize the
Lagrangian to obtain the dual function with fixed {λn}, and
then find the optimal dual solutions {λ?n} to minimize the dual
function. The optimal power and rate allocations at S and R
are then obtained based on the dual optimal solution {λ?n}.
Consider first the problem of maximizing the Lagrangian
over {ps[n]} and {pr[n], Rr[n]} with fixed {λn}. It follows
from (16) that g({λn}) can be decomposed as g ({λn}) =
gs ({λn}) + gr ({λn}), where
gs ({λn}) =

max
{ps[n]}
∑N−1
n=1 βn log2 (1 + ps[n]γsr[n])
s. t.
∑N−1
n=1 ps[n] ≤ Es,
ps[n] ≥ 0, n = 1, ..., N − 1,
(19)
and
gr ({λn}) =

max
{pr[n],Rr[n]}
∑N
n=2 νnRr[n]
s. t. Rr[n] ≤ log2 (1 + pr[n]γrd[n]) ,∀n∑N
n=2 pr[n] ≤ Er,
pr[n] ≥ 0, n = 2, ..., N.
(20)
In other words, for any given dual variables {λn}, the optimal
primal variables for Lagrangian maximization can be obtained
by solving two parallel sub-problems (19) and (20) for S and
R, respectively. Note that both (19) and (20) are weighted
sum-rate maximization problems each over N−1 parallel sub-
channels, with the weights {βn}N−1n=1 and {νn}Nn=2 determined
by {λn}Nn=2 given in (17) and (18), respectively. Since λn ≥
0, ∀n, we have βn ≥ 0, ∀n, and {βn}N−1n=1 and {νn}Nn=2
are non-increasing and non-decreasing over n, respectively.
Furthermore, for problem (20) to have bounded optimal value,
we must have νn ≥ 0, ∀n. To see this, suppose that there exists
an n′ such that νn′ < 0. Then problem (20) is unbounded when
we let Rr[n′] = −t, with t → ∞. Since (P2) should have a
bounded optimal value, it follows that the optimal primal and
dual solutions of (P2) are obtained only when νn ≥ 0, ∀n, or
equivalently
∑N
n=2 λn ≤ 1.
By applying the standard Lagrange method and the Karush-
Kuhn-Tucker (KKT) conditions, it is not difficult to conclude
that the optimal solutions to (19) and (20) are respectively
given by
p?s[n] =
[
ηβn − 1
γsr[n]
]+
, ∀n, (21)
p?r [n] =
[
ξνn − 1
γrd[n]
]+
, R?r [n] = [log2 (ξνnγrd[n])]
+
,∀n,
(22)
where η and ξ are parameters ensuring
∑N−1
n=1 p
?
s[n] = Es and∑N
n=2 p
?
r [n] = Er, respectively, and [a]
+ , max{a, 0}.
Next, we address how to solve the dual problem (P2-D)
by minimizing the dual function g({λn}) subject to λn ≥ 0,
∀n, and the new constraint ∑Nn=2 λn ≤ 1. This can be
done by applying the subgradient-based method, e.g., the
ellipsoid method [13]. It can be shown that the subgradient
of g({λn}) at point {λn} is given by s = [s2, · · · , sN ]T , with
sn =
∑n−1
i=1 log2 (1 + p
?
s[i]γsr[i]) −
∑n
i=2R
?
r [i], ∀n, where
{p?s[n]} and {R?r [n]} are the solutions in (21) and (22) for
the given {λn}. The procedures for finding the optimal dual
solutions {λ?n} using the ellipsoid method are summarized in
Algorithm 1 on the next page.
With the dual optimal solution {λ?n} to (P2-D) obtained,
the primal optimal solution to (P2), denoted as {p∗s[n]} and
{p∗r [n], R∗r [n]}, can be obtained by separately considering the
following four cases.
Case 1: β?1 > 0 and ν
?
N > 0, which is equivalent
to
∑N
n=2 λ
?
n > 0 and λ
?
N < 1. In this case, both the
weighting vectors {β?n} for (19) and {ν?n} in (20) have
strictly positive components, and hence (19) and (20) are
strict convex optimization problems and therefore have unique
solution. As a result, the solution given in (21) and (22)
corresponding to the dual optimal variable {λ?n} must be the
primal optimal solution to (P2). Note that in this case, S and R
both use up their maximum transmission power. Furthermore,
(21) and (22) show that the optimal power allocations across
the different slots are given by the “stair-case” WF solution
[7], with non-increasing and non-decreasing water levels at
S and R, respectively. Moreover, the water level changes
after slot n if and only if λ?n > 0, in which case, we
have
∑n
i=2R
∗
r [i] =
∑n−1
i=1 R
∗
s [i] based on the complementary
slackness condition, where R∗r [n] and R
∗
s [n] are the optimal
transmission rate by R and S at slot n, respectively. In other
words, all data stored in the buffer of R will be cleared after
slot n if λ?n > 0.
Case 2: β?1 > 0 and ν
?
N = 0, or equivalently λ
?
N = 1
and λ?2 = · · · = λ?N−1 = 0. We then have β?n = 1, ∀n, and
4ν?n = 0, ∀n. In this case, the weighted sum-rate maximization
problem (19) reduces to sum-rate maximization problem, and
its solution reduces to the classic WF power allocation with a
constant water level [14], i.e., p?s[n] =
[
η − 1/γsr[n]
]+
, ∀n,
with η chosen such that
∑N−1
n=1 p
?
s[n] = Es. In this case, the
unique Lagrangian maximizer {p?s[n]} must be the optimal
power allocation for S corresponding to the primal optimal
solution to (P2), i.e., p∗s[n] = p
?
s[n], ∀n. On the other hand,
since ν?n = 0, ∀n, problem (20) has non-unique solutions
for Lagrangian maximization. The primal optimal solution can
then be obtained by solving (P2) with the given optimal source
power allocation {p∗s[n]}. The resulting problem is a convex
optimization problem of reduced complexity as compared to
(P2).
Note that since λ?N = 1 for Case 2, the complementary
slackness condition implies that
∑N
n=2R
∗
r [n] =
∑N−1
n=1 R
∗
s [n],
i.e., the aggregated transmission rates at S and R are equal.
Furthermore, as S (while not necessarily R) must use up all its
power to achieve such a rate balance, Case 2 corresponds to
the scenario where the S-R link is the bottleneck due to e.g.,
limited power budget Es at S and/or poor channels {γsr[n]}.
Case 3: β?1 = 0 and ν
?
N > 0, which corresponds to
λ?n = 0, ∀n. Thus, we have β?n = 0, ∀n, and ν?n =
1, ∀n. In this case, the optimal power allocation at R is
given by the classic WF solution with a constant water
level, i.e., p∗r [n] =
[
ξ − 1/γrd[n]
]+
, ∀n, with ξ satisfying∑N
n=2 p
?
r [n] = Er, and the resulting relay transmission rates
are R∗r [n] = [log2 (ξγrd[n])]
+. On the other hand, as the
source power allocation for Lagrangian maximization (21) is
not unique, we may obtain the one as the primal optimal
solution that minimizes the source transmission power while
satisfying the information-causality constraint with the given
relay transmission rates. The details are omitted for brevity.
Case 4: β?1 = 0 and ν
?
N = 0. This requires λ
?
n = 0, ∀n, on
one hand, and also λ?N = 1 on the other hand. Thus, this case
will not occur.
The complete algorithm for solving (P2) is summarized in
Algorithm 1.
Algorithm 1 Algorithm for solving (P2)
1: Initialize λn ≥ 0, ∀n, and
∑N
n=2 λn ≤ 1.
2: repeat
3: Obtain {p?s[n]} and {p?r [n], R?r [n]} using (21) and (22).
4: Compute the subgradient of g({λn}).
5: Update {λn} using the ellipsoid method subject to λn ≥
0, ∀n and ∑Nn=2 λn ≤ 1.
6: until {λn} converges to the prescribed accuracy.
7: Output {p∗s[n]} and {p∗r [n], R∗r [n]} according to the three
cases discussed.
For the special case where the UAV moves unidirectionally
towards D, the optimal solution to (P2) can be obtained
in closed-form. We first define the following functions.
For any 0 ≤ E˜s ≤ Es, define a function R¯s(E˜s) ,∑N−1
n=1 [log2 (ηγsr[n])]
+ as the aggregated rate transmitted by
S using the classic WF power allocation with total trans-
mission power E˜s, and p¯s,n(E˜s) , [η − 1/γsr[n]]+ as the
corresponding power allocation for slot n, with η satisfying∑N−1
n=1 [η − 1/γsr[n]]+ = E˜s. Similarly, for 0 ≤ E˜r ≤ Er,
define R¯r(E˜r) ,
∑N
n=2 [log2 (ξγrd[n])]
+, and p¯r,n(E˜r) ,
[ξ − 1/γrd[n]]+, with ξ satisfying
∑N
n=2 [ξ − 1/γrd[n]]+ =
E˜r. We then have the following result.
Theorem 1. If γsr[n] is non-increasing over n (correspond-
ingly, γrd[n] is non-decreasing over n), an optimal power al-
location to (P2) is p∗s[n] = p¯s,n(E˜
∗
s ), p
∗
r [n] = p¯r,n(E˜
∗
r ), ∀n,
where
(
E˜∗s , E˜
∗
r
)
=
{(
Es, Eˆr
)
if R¯s(Es) ≤ R¯r(Er)(
Eˆs, Er
)
, otherwise,
with Eˆs and Eˆr denoting the unique solution to the equation
R¯s(E˜s) = R¯r(Er) and R¯r(E˜r) = R¯s(Es), respectively.
Furthermore, the corresponding optimal value of (P2) is
R∗ = min{R¯s(Es), R¯r(Es)}.
Proof: Please refer to Appendix A.
Theorem 1 states that if the UAV moves unidirectionally
towards D, the optimal power allocations at both S and
R reduce to the classic WF with constant water levels.
Furthermore, the transmitter corresponding to the “bottleneck”
link would use up all its available power whereas the other
transmitter reduces its power so as to balance the two links.
Under such transmission strategies, the information-causality
constraints are automatically guaranteed, which is intuitively
understood since the S-R link always has better channels,
and hence higher power and rate, in earlier slots, whereas the
reverse is true for the R-D link.
IV. NUMERICAL RESULTS
In this section, numerical results are provided to compare
the proposed mobile relaying versus the conventional static
relaying techniques. We assume that S and D are separated
by D = 2000m. The system is operated at 5GHz with
20MHz bandwidth, and the noise power spectrum density
is −169dBm/Hz. Thus, the reference SNR at the distance
d0 = 1m can be obtained as γ0 = 80dB. The average
transmission power limits at both S and R are assumed to
be 10dBm. For both mobile and static relaying schemes, the
altitude of the relays are fixed to be H = 100m, and the
maximum UAV speed is V˜ = 50m/s.
Fig. 2 illustrates the optimal power allocations at S and R
across different slots for mobile relaying with three specific
UAV trajectories: (a) unidirectional towards D, for which the
UAV moves unidirectionally from S to D with the maximum
speed; (b) unidirectional towards S, where the UAV moves in
the reverse direction from D to S with the maximum speed; (c)
cyclic between D/4 and 3D/4. It is observed from Fig. 2(a)
that for unidirectional movement to D, the power allocations at
both S and R follow the classic WF with a constant water level,
which is in accordance with Theorem 1; whereas for Fig. 2(b)
with the reverse movement, the water levels at S and R keep
decreasing and increasing, respectively, which implies that
the information-causality constraint is always active, i.e., the
received data at R is immediately forwarded at the subsequent
5[ ]sp n
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Fig. 2: Optimal power allocation for three different trajectories.
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Fig. 3: Throughput comparison for different relaying schemes.
slot. For the cyclic movement shown in Fig. 2(c), the water
levels at both S and R are initially constant, and then decreases
and increases respectively after certain period.
In Fig. 3, the throughput in bps/Hz versus the duration
T is plotted for the static versus mobile relaying with the
three aforementioned mobility patterns. Note that when T is
sufficiently large, the UAV for the two unidirectional schemes
could stay stationary above S (and above D) for certain period
before it moves towards D (after it arrives above D). It is
observed from the figure that with the UAV moving unidirec-
tionally towards D, the mobile relaying scheme significantly
outperforms the conventional static relaying, thanks to the
reduced link distances for both information reception and
forwarding by relay mobility from S to D. In contrast, for
unidirectional relay movement from D to S, the performance
is even worse than the conventional static relaying. This is
expected since with this specific relay mobility pattern, both
S and R are forced to allocate high power on weak channels
due to the information-causality constraint, as can be seen
from Fig. 2(b). Such results imply the necessity of joint UAV
trajectory and power allocations in order to realize the full
benefit of mobile relaying technique.
V. CONCLUSIONS
This paper studies a new mobile relaying technique with
high-mobility relays. By exploiting the predictable channel
variations caused by relay mobility, the end-to-end throughput
is maximized via dynamic power and rate allocations subject
to a new information-causality constraint. It is shown that the
optimal power allocations in general follow a “stair-case” WF
structure with non-increasing and non-decreasing water levels
at the source and relay, respectively. For the special case where
the relay moves unidirectionally towards D, the optimal power
allocations reduce to the classic WF with constant water levels.
Numerical results show that compared with the conventional
static relaying, a dramatic throughput gain is achievable by the
proposed mobile relaying, provided that the relay trajectory is
appropriately designed. The joint optimization of trajectory
design and resource allocations for mobile relaying systems
will be pursued in our future work.
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APPENDIX A
PROOF OF THEOREM 1
To show Theorem 1, we need the following result.
Lemma 1. If γsr[n] is non-increasing over n, the dual optimal
solution {λ?n} must satisfy λ?n = 0, ∀n = 2, · · · , N − 1.
Proof: We show Lemma 1 by contradiction. Suppose,
on the contrary that there exists 2 ≤ n′ ≤ N − 1 such
that λ?n′ > 0. Then this must correspond to Case 1 as
discussed in Section III. Thus, the transmission rates at S and
R corresponding to the primal optimal solution of (P2) can be
expressed as
R∗s [n] = [log2 (ηβ
?
nγsr[n])]
+
, n = 1, · · · , N − 1, (23)
R∗r [n] = [log2 (ξν
?
nγrd[n])]
+
, n = 2, · · · , N. (24)
Since both {β?n} and {γsr[n]} are non-increasing over n, it
follows from (23) that R∗s [n] is non-increasing over n too. We
thus have R∗s [1] ≥ R∗s [2] ≥ · · · ≥ R∗s [n′ − 1], which implies
n′−1∑
n=1
R∗s [n] ≥ (n′ − 1)R∗s [n′ − 1]. (25)
On the other hand, the non-increasing of γsr[n] implies that
γrd[n] is non-decreasing, as can be inferred from (6). Together
with the fact that ν?n is non-decreasing, it follows from (24)
that R∗r [n] is non-decreasing over n, or R
∗
r [2] ≤ R∗r [3] ≤
· · · ≤ R∗r [n′], which leads to
n′∑
n=2
R∗r [n] ≤ (n′ − 1)R∗r [n′]. (26)
Furthermore, by applying the complementary slackness con-
dition for primal and dual optimal solutions, the assumption
λ?n′ > 0 implies that the information-causality constraint at
slot n′ must be active, i.e.,
n′−1∑
n=1
R∗s [n] =
n′∑
n=2
R∗r [n]. (27)
The relations (25)-(27) lead to
R∗s [n
′ − 1] ≤ R∗r [n′]. (28)
Now consider the slots from n′ to N . Based on the non-
increasing property of R∗s [n], we have
R∗s [N − 1] ≤ · · · ≤ R∗s [n′] < R∗s [n′ − 1], (29)
where the strict inequality is true since λ?n′ > 0 implies β
?
n′ <
β?n′−1, as can be seen from (17). Similarly, we have
R∗r [n
′] < R∗r [n
′ + 1] ≤ · · · ≤ R∗r [N ]. (30)
The relations (28)-(30) jointly lead to
N−1∑
n=n′
R∗s [n] <
N∑
n=n′+1
R∗r [n]. (31)
By adding (27) and (31), we have
∑N−1
n=1 R
∗
s [n] <∑N
n=2R
∗
s [n], which obviously violates the information-
causality constraint (11) at slot N , and thus {R∗s [n]} and
{R∗r [n]} given in (23) and (24) cannot be primal optimal
to (P2), or equivalently {λ?n} with λ′n > 0 cannot be dual
optimal. This completes the proof of Lemma 1.
With Lemma 1, the optimal solution to (P2) must either
correspond to Case 2 or Case 3 as discussed in Section III.
First, we address how to obtain the primal optimal solution to
(P2) by assuming that the dual optimal solution corresponds
to Case 2. Based on the discussions presented in Section III,
the optimal power allocation at S in this case is given by
the classic WF solution with full transmission power, and the
corresponding source transmission rate can be expressed as
R∗s [n] = [η − 1/γsr[n]]+, ∀n, with η denoting the water level.
Furthermore, the optimal power and rate allocations at R can
be obtained by solving (P2) with the the pre-determined R∗s [n],
i.e.,
max
{pr[n],Rr[n]}Nn=2
N∑
n=2
Rr[n]
s.t.
n∑
i=2
Rr[i] ≤
n−1∑
i=1
R∗s [i], ∀n,
Rr[n] ≤ log2 (1 + pr[n]γrd[n]) , ∀n,
N∑
n=2
pr[n] ≤ Er, pr[n] ≥ 0, ∀n.
(32)
To solve problem (32), we first consider its relaxed problem
by discarding the information-causality constraint from slot 2
to slot N − 1, i.e., by solving
max
{pr[n],Rr[n]}Nn=2
N∑
n=2
Rr[n]
s.t.
N∑
n=2
Rr[n] ≤
N−1∑
n=1
R∗s [n],
Rr[n] ≤ log2 (1 + pr[n]γrd[n]) , ∀n,
N∑
n=2
pr[n] ≤ ER, pr[n] ≥ 0, ∀n.
(33)
Lemma 2. The optimal power allocation to problem (33) is
p∗r [n] = p¯r,n(Eˆr), with p¯r,n(·) and Eˆr defined in Theorem 1.
Proof: With the function R¯r(E˜r) for any 0 ≤ E˜r ≤ Er
defined in Theorem 1, it is not difficult to see that problem (33)
is equivalent to finding the optimal total transmission power
E˜r at R via solving
max
0≤E˜R≤Er
R¯r(E˜R), s.t. R¯r(E˜R) ≤
N−1∑
n=1
R∗s [n]. (34)
Using the fact that R¯r(E˜r) monotonically increases with E˜r,
the results in Lemma 2 can be readily obtained.
Lemma 3. If γsr[n] is non-increasing over n, problems (32)
and (33) are equivalent.
Proof: Note that problem (33) is a relaxation of (32).
Thus, if the optimal solution to (33) given in Lemma 2 is
feasible to problem (32), then it must also be the optimal
solution to (32), and hence the two problems are equivalent.
We show this by contradiction.
Suppose, on the contrary, that the solution given in Lemma 2
is not feasible to problem (32), i.e., the information-causality
7constraint is violated for some slot from 2 to N − 1. Then
let n′ be the smallest value in {2, · · · , N − 1} that violates
the constraint, i.e., n′ is the slot such that
∑n′
i=2R
∗
r [i] >∑n′−1
i=1 R
∗
s [i] and
∑n′−1
i=2 R
∗
r [i] ≤
∑n′−2
i=1 R
∗
s [i], where R
∗
r [i]
denotes the transmission rate at R corresponding to the power
allocation in Lemma 2. Then we must have R∗r [n
′] > R∗s [n
′−
1]. Furthermore, since γsr[n] is non-increasing over n, we
have R∗s [n] and R
∗
r [n] non-increasing and non-decreasing,
respectively, which gives
R?s [N − 1] ≤ · · · ≤ R?s [n′] ≤ R?s [n′ − 1]
< R?r [n
′] ≤ R?r [n′ + 1] · · · ≤ R?r [N ]. (35)
The inequality in (35) implies that
∑N
i=n′+1R
∗
r [i] >∑N−1
i=n′ R
∗
s [i]. Together with the assumption
∑n′
i=2RR[i] >∑n′−1
i=1 RS [i], we have
∑N
i=2R
∗
r [i] >
∑N−1
i=1 R
∗
s [i], which
contradicts the fact that {R?r [i]} is optimal to problem (33).
Thus, the solution given in Lemma 2 must be feasible,
and hence also the optimal solution, to problem (32). This
completes the proof of Lemma 3.
Lemma 2 and Lemma 3 give the optimal power allocations
corresponding to Case 2 as specified in Section III, or for the
case when R¯s(Es) ≤ R¯r(Er) as in Theorem 1. For Case 3
with R¯s(Es) ≥ R¯∗r(Er), the optimal solution as presented in
Theorem 1 can be similarly obtained. The details are omitted
for brevity. This completes the proof of Theorem 1.
