Abstract-In this paper, we revisit the problem of estimating the trifocal tensor from image line measurements. With measurements of corresponding lines in three views, a linear method [1] requiring 13 lines was developed to estimate the trifocal tensor from which projective reconstruction of the scene is made possible. By further utilizing the nonlinear constraints on the trifocal tensor, we propose several new linear solvers that require fewer number of lines (10, 11, 12) than the previous linear method. We use methods based on algebraic geometry to incorporate the non-linear constraints in the estimation. We demonstrate the performance of the proposed solvers on synthetic data. We also test the solvers on real images and obtain promising results.
I. INTRODUCTION
As one of the key problems in computer vision, 3D reconstruction methods have been successfully applied to projective reconstruction within an uncalibrated framework [2] . In this paper we focus on projective reconstruction using line features. We assume no information on the camera motion or camera calibration and only image data is given. From this we seek projective solutions for the structure of the scene and the motion of the cameras. The motivation for using lines to get initial estimates, is that they often can be measured with much higher accuracy than points can. This is due to the fact that a line can be estimated using a large number of extracted points in the image. The accuracy of the initial solutions will then benefit from this. Our goal is to develop solvers that require fewer or near minimal number of lines which is beneficial for robust estimation schemes such as RANSAC or LMS, [3] .
For three views and a projective reconstruction, the minimum number of points is six [4] , [5] , and the minimum number of lines is nine. There are no known algorithms for nine lines, but there are for minimal combinations of lines and points, cf. [6] .
Linear algorithms have been developed for overconstrained solutions of at least 13 lines [7] , and for combinations of lines and points [1] . Non-linear maximum likelihood estimators have also been developed for these over-constrained cases [8] . However, there has been little work on minimal cases for lines. Over-constrained solutions have also been developed for other camera models for lines, including calibrated cameras [9] , [10] , [11] , [12] , [13] , and affine cameras [14] , [15] , [16] .
In this paper, we focus on solving for the trifocal tensor using lines for three-view projective reconstruction. For overconstrained cases, by exploring the non-linear constraints on the trifocal tensors, we reduce the number of the required lines. We evaluate the performance of the proposed solvers on both synthetic and real images.
To ease the analysis and derivation of the solvers, we will assume in the following that the lines are in general positions. The results will not hold for critical configurations, which do exist. For lines cf. [17] , [18] , and for points, see [19] .
II. TRIFOCAL TENSORS WITH n LINES
In this paper we have pursued two lines of research in an attempt to provide solution algorithms for the problem. In this section we describe the first strategy, i.e. that of parametrizing the problem in terms of the trifocal tensor, [20] .
For three uncalibrated cameras {P 1 , P 2 , P 3 }, the trifocal tensor is given by T
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The tensor has one covariant index i corresponding to the first image and two contra variant indices (j, k) corresponding to images 2 and 3. The tensor has 27 elements. With the scale of the tensor fixed (T
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= 1), it has 26 degrees of freedom. However, not all 3×3×3 tensors, corresponding to the trifocal tensor of a camera triplet. There are several necessary and sufficient constraints [20] such that a trifocal tensor has only 18 degrees of freedom. There are two types of constraints. First each linear combination of the slices of T should have rank 2, i.e. det(
This can be expressed as 10 constraints of degree 3 in T . This means that there is a null vector N i for each slice so that T
The null vectors can be expressed as degree two polynomials in T , so this second type of constraint is of degree 6. One way to make polynomial constraints of this is to form the null vector as the cross product of two vectors within a slice. There are three ways of doing this, i.e.
i . If the slice T ·· i has full rank, then the first type of constraint is not fulfilled. However, for tensors with T ·· i the vectors formed above, will either be zero or if non-zero will coincide with the null-space. At least one of the three constructions above will provide the null space. Thus by forming all combinations of constraints
for all ways of forming N 1 , N 2 and N 3 , one will ensure that the last necessary and sufficient constraints are enforced. In total this gives 27 constraints of degree 6.
In this paper, we consider estimating the trifocal tensor estimation using image line correspondences. For each 3D line L, the corresponding image projections in the three views (a, b, c) give two linear constraints on the trifocal tensor T . This can be expressed in the following way. First, we select two points u and v on the line a in the first image. Then we enumerate the coordinates
In the following, we describe a novel scheme that utilizes combination of linear and nonlinear constraints to derive new linear solvers.
A. Solution Strategy with 12 Lines
With n lines we obtain 2n linear constraints using the line correspondences in (3). For n ≥ 13, the trifocal tensor can be estimated linearly [1] . For 9 < n < 13, the nonlinear constraints on a trifocal tensor [20] are needed to resolve the remaining 26−2n degrees of freedom. For the over-determined case where n = 12, there are 24 linear constraints and 2 degrees of freedom for the possible trifocal tensors. This means that we can eliminate 24 unknowns in T linearly using the constraints in (3). It is thus possible to parametrize the tensor T linearly using two unknowns z = (z 1 , z 2 ). To solve for these 2 unknowns, we can utilize the 37 polynomial equations in the six unknowns with the non-linear constraints (1) and (2). In our experiments, it turns out that it is sufficient to use the constraints (1) only, which gives 10 cubic equations in 10 monomials. These equations can be expressed as the product of a coefficient matrix C and a monomial vector as follows: 
If we ignore the constraints between the monomials in the monomial vector, we can treat this as a linear system. Since the problem of determining the trifocal tensor using 12 lines is overdetermined, there is in general a unique null-vector to C for the noise-free case. The elements of this null vector are the evaluation of the monomial vector at the solution z. To extract the solution of z 1 and z 2 , we first find the null vector of C (with e.g. SVD) i.e. the singular vector corresponding to the smallest singular value. Then we normalize the vector such that the last element (corresponding to the constant term) is 1. The values of z 1 and z 2 can then be extracted directly from the normalized vector. From the solution of z 1 , z 2 , we can calculate the trifocal tensor T = T (z) using linear substitution. The calculation of the three camera matrices P 1 , P 2 and P 3 from T is straightforward [2] . From this, it is also straightforward to estimate the i th line linearly as the singular vector corresponding to the smallest singular value of the matrix:
Finally one may either perform bundle adjustment over the 3D line parameters only, in order to evaluate the quality of the estimate of the trifocal tensor, or perform bundle adjustment of the whole structure from motion setup, [21] .
B. Solution Strategy with 11 Lines
For 11 line correspondences, we can obtain 22 linear constraints and the trifocal tensor can be parametrized linearly using 4 unknowns z = (z 1 , . . . , z 4 ). With the constraints (1), we obtain 10 cubic equations in 35 monomials. To be able to formulate this as a linear system, an expansion step for the equation system is needed. This is also usually done in solving polynomial equations. We multiply these 10 equations with a set of low-order monomials such that the highest degree of the resulting equations is five. Further lowering the degree of resulting polynomials does not yield a solvable case. On the other hand, increasing the degree does not improve the numerical stability of the solver significantly and gives slower solvers. We find that it is a good trade-off to obtain 150 polynomial equations in 126 monomials. As for the 12-line case, we can rewrite the polynomial system as a product of a sparse coefficient matrix of size 150 × 126. Similarly, we can find a unique null vector to this coefficient matrix which is the evaluation of the corresponding monomial vector at the solution.
C. Solution Strategy with 10 Lines
For 10 line correspondences, we can obtain 20 linear constraints and the trifocal tensor can be parametrized linearly using 6 unknowns z = (z 1 , . . . , z 6 ). This yields a set of 10 equations in 84 monomials. Similarly, to extract the solutions of z, we first need to expand the 10 cubic equations by multiplying low-order monomials. Specifically, we multiply each of the 10 cubic equations with a set of monomials such that the highest degree of the resulting equations is up to seven. It turns out that there are 210 such monomials.
This generates in total 2100 equations in 1716 monomials as the elimination template. We can see that this is a much larger linear system to solve and it is the minimal set of equations that yields a relative stable solution in our experiments.
In our experiments, further incorporating the higher-degree equations in (2) introduces even more unnecessary monomials in the polynomial systems. Thus we see that using only the equations in (1) gives a smaller elimination template.
In both the 11-line and the 10-line cases, it is straightforward to determine the camera matrices and 3D line parameters as described for the 12 line case.
III. EXPERIMENTAL RESULTS

A. Synthetic Experiments
To verify the numerical stability and noise sensitivity of the proposed solvers, we evaluate them on synthetic data. We first simulate the 3D lines in space by generating random 3D points in a cube of width 500 centered at the origin. Then we place 3 cameras with a distance to the origin of approximately 1000. The focal length of the cameras are chosen randomly and approximately 1000.
1) Noise-Free Cases:
To study the numerical stability of our proposed solvers, we first test our solvers on noise-free data. Since all the solvers are overdetermined, normalization is essential for numerical stability [22] . For all the experiments, we normalize image lines such that the endpoints for all the lines in each image are of zero-mean and standard deviation 1. In our experiments, this normalization improves the numerical stability greatly. In Figure 2 (Left) , we can see that the solvers for 11 and 12 lines are fairly stable with numerical behavior similar to the 13-line solver using only the linear constraints. On the other hand, the solver for the 10 lines case is not as stable as the other ones. It is probably related to the step of decomposition on a large matrix. The numerical stability of all the solvers can be improved by optimizing the set of monomials to multiply with the original set of equations. As for the speed of the solvers, both the 12 and 11 solvers run very fast, 5 ms and 16 ms, respectively on a Macbook Air with 8GHz RAM and a 1.8 GHz i5 core. Thus those two solvers are well-suited for RANSAC iterations. On the other hand, due to the large linear equation systems (2100 × 1716), the 10-line solver performs significantly slower. Depending on the method to find the null vector/smallest singular vector, the 10-line solver takes around 1.2 second using QR factorization, and 5 seconds using SVD. SVD performs slightly more stable in our experiments than sparse QR factorization. For all the experimental results, we have used SVD to compute the null vector.
2) Sensitivity to Noise: In this section, we test the solvers on data with varying levels of noise. For each noise level, we perturbed the positions of endpoints for the image lines with Gaussian noise. It is shown in the Figure 2 that all the solvers are fairly sensitive to the existence of noise. For instance, with a noise-level of 1 pixel, all the solvers provide solutions with fairly large reprojection errors. We evaluate the quality of these solutions by using them as initial solutions for the nonlinear optimization. In the non-linear bundle adjustment step, we minimize the reprojection errors of the lines, i.e. the sum of square distances of endpoints of measurement image lines to the reprojected lines. In the next section, we demonstrate that for real data, the solutions from different solvers actually provide reasonable initial solutions for the non-linear minimization. 
B. Real Experiments
To test the different solvers on real images, we took 3 images of seven cardboards placed in a non-planar configuration using a standard Canon EOS 50D camera. Each cardboard is attached with a pattern with dark and light squares for the ease of line detection. The lines were estimated by sub-pixel edgedetection, cf. [23] . This makes it possible to both estimate edge position and edge position uncertainty. Lines as well as the uncertainty in their parameters were then obtained by fitting the lines to the estimated edge points. The automatic line detection algorithm detected 6 lines for each of the card boards. The detected lines and images are illustrated in Figure 3 . In this experiments, we choose image lines that are visible in all 3 images. We then solve for the trifocal tensor using different solvers. For each of the trifocal tensor recovered, we calculate the 3 projection matrices and then reconstruct the 3D lines.
With the solutions from different solvers as initialization for bundle adjustment with a fixed number (1000) of iterations, the reprojection errors are summarized in Table 1 . We can see all the solvers provide reasonable initial solutions for the bundle adjustment.
IV. CONCLUSIONS
In this paper, we present several solvers for estimating trifocal tensors using fewer number of lines than previous linear method [7] . We investigated the numerical stability of the different solvers on synthetic data. Two of the proposed solvers (11 and 12 lines) are as stable as the 13-line solver in [7] , while the 10-line solver suffers from numerical instability. We also observed that all the solvers including the 13-line solver are very sensitive to the presence of noise. We verified the applicability of the solvers in providing initial solutions for bundle adjustment. It is shown in the real experiments that all proposed solvers provide good initial solutions comparable to the 13-line solvers, which requires larger number of lines. As future work, we will investigate the schemes for improving the numerical stability and noise sensitivity of the solvers (especially of the 10-line solver). We are also working on better parameterization for the minimal case of 9 lines such that one can derive efficient and stable polynomial solvers e.g. Gröbner basis solvers for this problem.
