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ON THE FOURIER ANALYSIS OF THE EINSTEIN-KLEIN-GORDON
SYSTEM: GROWTH AND DECAY OF THE FOURIER CONSTANTS
ATHANASIOS CHATZIKALEAS
Abstract. We consider the (1 + 3)−dimensional Einstein equations with negative cosmo-
logical constant coupled to a spherically-symmetric, massless scalar field and study per-
turbations around the Anti-de-Sitter solution. We derive the resonant systems, pick out
vanishing secular terms and discuss issues related to small divisors. Most importantly, we
rigorously establish (sharp, in most of the cases) asymptotic behaviour for all the interaction
coefficients. The latter is based on uniform estimates for the eigenfunctions associated to
the linearized operator and their first order derivatives as well as on oscillating integrals.
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1. Introduction
1.1. Einstein-Klein-Gordon equation. In this note, we are interested in the Einstein-
Klein-Gordon equation. This model consists of the Einstein equations in vacuum coupled to
the scalar wave equation, Rαβ −
1
2
gαβR + Λgαβ = 0,
gφ = 0,
(1.1)
where g := ∇α∇α is the wave operator and (M, g) stands for the underlying Lorentzian
manifold. In particular, we consider the Anti-de-sitter (AdS) spacetime (M, gAdS) which is
the unique maximally symmetric solution to the Einstein’s equation in vacuum with negative
cosmological constant Λ. In local coordinates,
(τ, r, ω) ∈M := R× [0,∞)× Sd−1
this solution reads
gAdS(τ, r, ω) = −
(
1 +
(r
l
)2)
dτ 2 +
dr2
1 +
(
r
l
)2 + r2dω2,
where
l2 = −d(d− 1)
2Λ
.
We can compactify the spacetime and introduce a new set of coordinates
(τ, r) 7−→ (t, x) =
(τ
l
, arctan
(r
l
))
which now vary within a compact region
(t, x, ω) ∈ M˜ := R×
[
0,
π
2
)
× Sd−1.
Now, the AdS solution takes the form
gAdS(t, x, ω) =
l2
cos2(x)
(−dt2 + dx2 + sin2(x)dω2)
implying that it is conformal to half of the Einstein static universe. One can see that null
geodesics reach the conformal spatial infinity I := {x = π
2
} in finite time even though the
spatial distance from any point (t, x) with 0 ≤ x < π
2
to I is infinite. The particular charac-
teristic of the AdS solution as well as of all the asymptotically AdS spacetimes (aAdS) (that
is spacetimes that approach the AdS solution at infinity fast enough and share the same
conformal boundary) is that the conformal spatial infinity is a time-like cylinder R × Sd−1.
Consequently, the AdS metric is not globally hyperbolic and in order to study the evolution
of the field φ on the underline manifold (M˜, gAdS) one has to prescribe boundary conditions
2
also on I in addition to the initial data on the {t = 0} slice.
It is well know that the Minkowski space is a ground state among asymptotically flat space-
times [63]. The AdS spacetime also enjoys a similar variational characterization due to the
positive energy theorem which states that for solutions to the Einstein’s equations with
matter Rαβ −
1
2
gαβR + Λgαβ = 8π
(
∂αφ∂βφ− 1
2
gαβ(∂φ)
2
)
,
gφ = 0
which are globally regular and satisfy a reasonable energy condition, the AdS space is a
ground state among asymptotically AdS spacetimes [35, 66]. As far as the initial-boundary
value problem is concerned, Smulevici-Holzegel [38] (for Dirichlet boundary conditions) and
Warnick-Holzegel [39] (for more general boundary conditions) proved its local well-posedness.
Once the local well-posedness is established, an important question for the AdS solution
(as for any ground state) is whether it is stable or not, meaning whether small perturba-
tions of the solution on the {t = 0} slice remain small for all future times or not. For the
Minkowski spacetime such a question has been answered by Christodoulou-Klainerman [25]
and for the de-Sitter spacetime by Friedrich [34], who proved its stability.
The main mechanism responsible for the stability of the Minkowski spacetime is the dis-
sipation of energy by dispersion. In the case of AdS solution, such a mechanism is no longer
present. For “reflective” boundary conditions on the conformal infinity, waves which start
at any point inside the region {0 ≤ x < π
2
} and propagate outwards are reflected on I and
return back to into the region from where they started [22]. Such boundary conditions are
confining enough forcing the AdS solution to act as a closed universe (in terms of its fields
inside). Horowitz [40] relates this fact to the singularity theorem of Hawking-Penrose [37]
(which states that closed universes are generically singular) suggesting that the AdS solution
should be singular.
Although the conjecture on the instability of the AdS spacetime was first announced by
Dafermos [27] and Dafermos-Holzegel [50] in 2006, the first work in this direction was a nu-
merical study of Bizoń-Rostworowski [59]. In particular, Bizoń-Rostworowski [59] considered
the spherically symmetric Einstein massless scalar field equations with negative cosmological
constant in (1 + 3)−dimensions and estabilshed strong numerical (as well as analytical) re-
sults which show that the AdS solution to the Einstein equations (although linearly stable)
is nonlinearly unstable against the formation of a black hole under arbitrarily small and
generic perturbations. In their work [59], Bizoń-Rostworowski used specific Gaussian-type
initial data and concluded that such initial data evolve to a wave which, as it propagates
in time, collapses quickly and an apparent horizon appears. Furthermore, Dias-Horowitz-
Santos [30] considered pure gravity with a negative cosmological constant and provided
additional support strengthening the evidence that the AdS spacetime might be nonlinearly
unstable. Similar results have been obtained by Jałmużna-Rostworowski-Bizoń [41] and
Buchel-Lehner-Liebling [2] for higher dimensions. Furthermore, Choptuik [24] also studied
the mechanism of the spherically symmetric collapse of a scalar field with a general time and
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radial spatial dependent metric and for several families of initial data.
In addition, Bizoń-Rostworowski [59] also conjectured that there may exist specific initial
data (islands of stability) for which the evolution of small perturbations around the AdS solu-
tion remains globally regular in time. Furthermore, Maliborski-Rostworowski [51] considered
the spherically symmetric Einstein-massless scalar field equations with negative cosmological
constant in d+1 dimensions with d ≥ 2 and provided reliable numerical evidence indicating
that in fact time-periodic solutions may exist for non-generic initial data. They were able to
construct these solutions using both nonlinear perturbative expansions and fully nonlinear
numerical methods. Similar conjectures were made by Dias-Horowitz-Marolf-Santos [29] who
argued that many aAdS solutions are nonlinearly stable (including geons, boson stars, and
black holes) and by Buchel-Liebling-Lehner [1] who considered boson stars in global AdS
spacetime and study their stability. Furthermore, rigorous proof of the instability of the
AdS solution was given by Mochidis who considered the Einstein-null dust system [58] and
the Einstein massless Vlasov system [57].
Finally, the AdS spacetime as well as aAdS spacetimes play an important role in theo-
retical physics due to the celebrated AdS/CFT correspondence [62] which was brought to
light by Maldacena [52, 53]. Such a duality relates events that occur within a universe with
a negative cosmological constant (AdS) to events in conformal field theories (CFT) and has
important applications [2, 36, 55, 62].
1.2. Spherical symmetric ansatz. To make the problem (1.1) trackable we assume spher-
ically symmetric metrics. However, by Birkhoff’s theorem, spherically symmetric solutions
to the Einstein equations in vacuum are static and therefore we add matter to generate
dynamics. We consider the Einstein-Klein-Gordon equation for a self-gravitating massless
scalar field, that is the wave equation coupled to the Einstein equations with matter,Rαβ −
1
2
gαβR + Λgαβ = 8π
(
∂αφ∂βφ− 1
2
gαβ(∂φ)
2
)
,
gφ = 0.
For simplicity, we fix the spatial dimension d = 3. Following the work of Bizoń-Rostworowski
[59] we parametrize the spacetime metric g by the spherical symmetric ansatz
g(t, x, ω) =
l2
cos2(x)
(
−A(t, x)
e2δ(t,x)
dt2 +
1
A(t, x)
dx2 + sin2(x)dω2
)
, (1.2)
for (t, x, ω) ∈ M˜. Under this ansatz the wave equation becomes
∂t
(
1
A(t, x)e−δ(t,x)
∂tφ(t, x)
)
=
1
tan2(x)
∂x
(
tan2(x)A(t, x)e−δ(t,x)∂xφ(t, x)
)
. (1.3)
We transform the second order partial differential equation (1.3) for φ into a first order
system by setting
Φ(t, x) = ∂xφ(t, x), Π(t, x) =
1
A(t, x)e−δ(t,x)
∂tφ(t, x).
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Then, (1.3) reads {
∂tΦ(t, x) = ∂x
(
A(t, x)e−δ(t,x)Π(t, x)
)
,
∂tΠ(t, x) = −L̂
(
A(t, x)e−δ(t,x)Φ(t, x)
)
,
where
−L̂[g](x) := 1
tan2(x)
∂x(tan
2(x)g(x)),
coupled to the Einstein equations
(1−A(t, x))e−δ(t,x) = cos
3(x)
sin(x)
∫ x
0
e−δ(t,y)
(
Φ2(t, y) + Π2(t, y)
)
(tan(y))2dy,
−δ(t, x) =
∫ x
0
(
Φ2(t, y) + Π2(t, y)
)
sin(y) cos(y)dy.
1.3. The linearized operator. From the Einstein equations, one can derive an additional
equation, namely the momentum constraint
∂tA(t, x) = −2 sin(x) cos(x)A(t, x)∂xφ(t, x)∂tφ(t, x)
and now (1.3) can be written as
∂2t φ(t, x) + L [φ(t, x)] =
1
2
∂x
((
A(t, x)e−δ(t,x)
)2)
∂xφ(t, x)
− 2 sin(x) cos(x)∂xφ(t, x) (∂tφ(t, x))2 − ∂tδ(t, x)∂tφ(t, x)
+
(
1− (A(t, x)e−δ(t,x))2)L [φ(t, x)]
where
−L[f ](x) := 1
tan2(x)
∂x(tan
2(x)∂xf(x))
is the operator which governs linearized perturbations of AdS solution. The solutions to the
eigenvalue problem L[f ] = ω2f subject to Dirichlet boundary conditions on the conformal
boundary I = {x = π
2
} fall into the hypergeometric class and hence can be found explicitly.
For a rigorous definition of the spectrum, see the Appendix in the work of Bachelot [4].
Specifically, the eigenvalues read
ω2j := (3 + 2j)
2, j = 1, 2, . . .
and eigenfunctions are weighted Jacobi polynomials,
ej(x) := 2
√
j!(j + 2)!
Γ(j + 3
2
)
cos3(x)P
1
2
, 3
2
j (cos(2x)), x ∈
[
0,
π
2
]
, j = 0, 1, . . . .
For the definition, basic properties and an introduction to the Jacobi polynomials P α,βj , see
Chapter 4, page 48 in Szegö’s book [64]. In addition, the linearized operator L is self-adjoint
with respect to the weighted inner product
(f |g) :=
∫ pi
2
0
f(x)g(x) tan2(x)dx. (1.4)
5
For the definition of the domain in which the linearized operator is self-adjoint, see also the
Appendix in the work of Bachelot [4]. Finally, note that the eigenvalues are strictly positive
and hence the linear problem is stable.
2. Main result and preliminaries
We consider the spherically symmetric Einstein-massless scalar field equations with nega-
tive cosmological constant under the spherically symmetric ansatz (1.2),
∂tΦ(t, x) = ∂x
(
A(t, x)e−δ(t,x)Π(t, x)
)
, (2.1)
∂tΠ(t, x) = −L̂
(
A(t, x)e−δ(t,x)Φ(t, x)
)
, (2.2)
(1− A(t, x))e−δ(t,x) = cos
3(x)
sin(x)
∫ x
0
e−δ(t,y)
(
Φ2(t, y) + Π2(t, y)
)
(tan(y))2dy, (2.3)
δ(t, x) = −
∫ x
0
(
Φ2(t, y) + Π2(t, y)
)
sin(y) cos(y)dy, (2.4)
and we are mainly interested in the asymptotic behaviour of the Fourier constants which
appear in the analysis of perturbations around the AdS solution (Φ,Π, A, δ) = (0, 0, 1, 0).
2.1. Statement of the main result. Specifically, we consider two types of perturbations.
On the one hand, in light of recent work Maliborski-Rostworowski [51], although the series
may not converge, we seek a solution of the form
Φ(t, x) =
∞∑
λ=0
ψ2λ+1(τ, x)ǫ
2λ+1 = ψ1(τ, x)ǫ+ ψ3(τ, x)ǫ
3 + ψ5(τ, x)ǫ
5 + . . . , (2.5)
Π(t, x) =
∞∑
λ=0
σ2λ+1(τ, x)ǫ
2λ+1 = σ1(τ, x)ǫ+ σ3(τ, x)ǫ
3 + σ5(τ, x)ǫ
5 + . . . , (2.6)
A(t, x)e−δ(t,x) =
∞∑
λ=0
ξ2λ(τ, x)ǫ
2λ = 1 + ξ2(τ, x)ǫ
2 + ξ4(τ, x)ǫ
4 + . . . , (2.7)
e−δ(t,x) =
∞∑
λ=0
ζ2λ(τ, x)ǫ
2λ = 1 + ζ2(τ, x)ǫ
2 + ζ4(τ, x)ǫ
4 + . . . (2.8)
τ = Ωγt, Ωγ =
∞∑
λ=0
ωγ,2λǫ
2λ = ωγ,0 + ωγ,2ǫ
2 + · · · , (2.9)
where ψ2λ+1,σ2λ+1,ξ2λ and ζ2λ are all periodic in time. Here, ψ1, σ1, ξ2, ζ2, ωγ,0, γ will be
chosen later. Furthermore, with a slight abuse of notation, we use the same letters to denote
the variables with respect to the (τ, x) and (t, x). On the other hand, we still assume that
(Φ,Π, A, δ) are all close to the AdS solution (0, 0, 1, 0) but expand them using a finite sum
Φ(t, x) = Φ1(τ, x)ǫ+Ψ(τ, x)ǫ
3 (2.10)
Π(t, x) = Π1(τ, x)ǫ+ Σ(τ, x)ǫ
3 (2.11)
A(t, x) = 1− A2(τ, x)ǫ2 −B(τ, x)ǫ4 (2.12)
e−δ(t,x) = 1− δ2(τ, x)ǫ2 −Θ(τ, x)ǫ4, (2.13)
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τ = (ωγ + ǫ
2θγ + ǫ
4ηγ)t, (2.14)
for some error terms Ψ,Σ, B,Θ, ηγ where Φ1,Π1, A2, δ2 are all explicit periodic expressions
in time and will be chosen later together with γ. We formulate our main result.
Theorem 2.1. We consider the perturbations around the AdS solution of the form
• Perturbation 1: the series (2.5) – (2.9)
• Perturbation 2: the finite sum (2.10) – (2.14)
and establish the asymptotic behaviour
• Perturbation 1: Proposition 3.1
• Perturbation 2: Propositions 4.1 – 4.6
for all the interaction coefficients (Fourier constants) which appear.
Remark 2.2. Our results are sharp in most of the cases.
Remark 2.3. Our work is motivated by the work of Maliborski-Rostworowski [51] who studied
the existence of time periodic solutions to the Eistein-Klein-Gordon equation as well as by the
work of Hunik-Kostyra-Rostworowski [31] who established interesting recurrence relations for
the interaction coefficients for the 5−dimensional Einstein equations in vacuum with negative
cosmological constant within cohomogenity-two biaxial Bianchi IX ansatz. To place our
results in the context of the physics literature, we refer the reader to [67–73].
2.2. Acknowledgments. The author would like to express his sincere gratitude to Profes-
sor Jacques Smulevici for very useful communications, comments and insights. Also, the
author gratefully acknowledges the support of the ERC grant 714408 GEOWAKI, under the
European Union’s Horizon 2020 research and innovation program.
2.3. Preliminaries. As we will see, there are subspaces from which these Fourier constants
decay and subspaces from which they grow. On the one hand, in order to establish the decay
estimates, we will use
• the leading order terms of the eigenfunctions and their weighted derivatives (Lemma
2.4 and Remark 2.5)
• the asymptotic behaviour of specific oscillatory integrals (Lemma 2.8)
• integration by parts (Lemma 2.10 and Lemma 2.11)
The second is based on
• Dirichlet-Kernel-type identities (Lemma 2.7)
• carefully chosen anti-derivatives
On the other hand, for the growth estimates, we will only use
• Holder’s inequality
• L∞−bounds for quantities related to the eigenfunctions (Lemma 2.6)
To begin with, we prove the first auxiliary result.
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Lemma 2.4 (Closed formulas). For all x ∈ [0, π
2
] and i = 0, 1, . . . , we have
ei(x) =
2√
π
1√
ω2i − 1
(
ωi
sin (ωix)
tan(x)
− cos (ωix)
)
,
e′i(x)
ωi
=
2√
π
1√
ω2i − 1
(
ωi
cos (ωix)
tan(x)
− sin (ωix)
tan2(x)
)
,
Furthermore, both {ei}∞i=0 and { e
′
i
ωi
}∞i=0 form an orthogonal basis for L2
([
0, π
2
])
with respect
to the weighted inner product (1.4), namely
(ei|ej) = δi,j, (e′i|e′j) = ω2i δi,j
and, for all i, j = 0, 1, . . . ,. Here, δi,j stands for the Kronecker’s delta.
Proof. For the first part, we make use of the facts
P
1
2
, 3
2
j (z) =
2Γ(j + 2)
Γ(j + 3)
d
dz
P
− 1
2
, 1
2
j+1 (z), P
− 1
2
, 1
2
j+1 (z) =
1√
π
Γ(j + 3
2
)
Γ(j + 2)
cos(ωjx)
cos(x)
where x = x(z) = 1
2
arccos(z) and j = 0, 1, . . . . These identities can be found in Chapter
4, page 60, equation (4.1.8) and Chapter 4, page 63, equation (4.21.7) in Szegö’s book [64].
Then, the closed formula for ej follows by the chain rule. Indeed, we define z = cos(2x) and
compute
P
1
2
, 3
2
j (z) =
2Γ(j + 2)
Γ(j + 3)
1√
π
Γ(j + 3
2
)
Γ(j + 2)
d
dz
(
cos(ωjx)
cos(x)
)
=
2√
π
Γ(j + 3
2
)
Γ(j + 3)
dx
dz
d
dx
(
cos(ωjx)
cos(x)
)
=
2√
π
Γ(j + 3
2
)
Γ(j + 3)
−1
2 sin(2x)
−ωj cos(x) sin(ωjx) + cos(ωjx) sin(x)
cos2(x)
=
1√
π
Γ(j + 3
2
)
Γ(j + 3)
(
ωj
2 sin(x) cos2(x)
sin(ωjx)− 1
2 cos3(x)
cos(ωjx)
)
and so
ej(x) := 2
√
j!(j + 2)!
Γ(j + 3
2
)
cos3(x)P
1
2
, 3
2
j (cos(2x))
=
√
j!(j + 2)!
Γ(j + 3
2
)
1√
π
Γ(j + 3
2
)
Γ(j + 3)
(
ωj
cos(x)
sin(x)
sin(ωjx)− cos(ωjx)
)
=
1√
π
√
j!(j + 2)!
Γ(j + 3)
(
ωj
sin(ωjx)
tan(x)
− cos(ωjx)
)
.
Finally, since j is an integer, we conclude√
j!(j + 2)!
Γ(j + 3)
=
√
j!(j + 2)!
(j + 2)!
=
√
j!
(j + 2)!
=
√
1
(j + 1)(j + 2)
=
2√
ω2i − 1
The closed formula for e′j follows by differentiating the closed formula for ej . Using these
formulas, the orthogonality properties are straightforward. For the fact that the set {ej : j =
8
0, 1, 2, . . . } forms a basis for L2 ([0, π
2
])
with respect to the weighted inner product (1.4), see
the Appendix in the work of Bachelot [4]. In order to show that { e′j
ωj
: j = 0, 1, 2, . . . } also
forms a basis for the same function space, one has to prove that(
f
∣∣∣ e′j
ωj
)
= 0, ∀j = 0, 1, 2, · · · =⇒ f = 0.
To this end, we define
F (x) :=
∫ pi
2
x
f(y)dy
and use the fact that
−(tan2(x)e′j(x))′ = ω2j tan2(x)ej(x)
which follows from L[ej ] = ω
2
j ej together with integration by parts to compute
0 =
(
f
∣∣∣ e′j
ωj
)
=
∫ pi
2
0
f(x)
e′j(x)
ωj
tan2(x)dx
= −
∫ pi
2
0
F ′(x)
e′j(x)
ωj
tan2(x)dx
=
∫ pi
2
0
F (x)
(
e′j(x)
ωj
tan2(x)
)′
dx
=
∫ pi
2
0
F (x)
(
e′j(x)
ωj
tan2(x)
)′
dx
= −ωj
∫ pi
2
0
F (x)ej(x)dx
for all j = 0, 1, 2, . . . . Now, we use the fact that {ej : j = 0, 1, 2, . . . } forms a basis to get
F = 0 which in turn implies f = 0. 
Remark 2.5. We find the leading order terms
ei(x) =
2√
π
(
ωi√
ω2i − 1
sin (ωix)
tan(x)
− 1√
ω2i − 1
cos (ωix)
)
≃ 2√
π
sin (ωix)
tan(x)
,
e′i(x)
ωi
=
2√
π
(
ωi√
ω2i − 1
cos (ωix)
tan(x)
− 1√
ω2i − 1
sin (ωix)
tan2(x)
)
≃ 2√
π
cos (ωix)
tan(x)
,
as i −→ ∞ and for all x ∈ [0, π
2
]
. These estimates are uniform with respect to the weighted
L2−norm
‖f‖ :=
(∫ pi
2
0
f 2(x) tan2(x)dx
) 1
2
.
Indeed, for large i, we estimate∥∥∥∥ei − 2√π sin (ωi·)tan
∥∥∥∥ ≤ 2√π
(
ωi√
ω2i − 1
− 1
)∥∥∥∥sin(ωi·)tan
∥∥∥∥+ 2√π 1√ω2i − 1 ‖cos(ωi·)‖
9
.
ωi√
ω2i − 1
− 1 +
√
ωi
ω2i − 1
.
1√
ωi
,∥∥∥∥ e′iωi − 2√π cos (ωi·)tan
∥∥∥∥ ≤ 2√π
(
ωi√
ω2i − 1
− 1
)∥∥∥∥cos(ωi·)tan
∥∥∥∥+ 2√π 1√ω2i − 1
∥∥∥∥sin(ωi·)tan2
∥∥∥∥
.
ωi√
ω2i − 1
− 1 +
√
ωi
ω2i − 1
.
1√
ωi
,
since ∥∥∥∥sin(ωi·)tan
∥∥∥∥2 = ∫ pi2
0
sin2(ωix)dx =
π
4
,
‖cos(ωi·)‖2 =
∫ pi
2
0
cos2(ωix) tan
2(x)dx . ωi, (2.15)∥∥∥∥cos(ωi·)tan
∥∥∥∥2 = ∫ pi2
0
cos2(ωix)dx =
π
4
,∥∥∥∥sin(ωi·)tan2
∥∥∥∥2 = ∫ pi2
0
sin2(ωix)
tan2(x)
dx . ωi. (2.16)
The proofs of (2.15) and (2.16) are given in the Appendix, Lemma A.1.
Next, we prove L∞−bounds for quantities related to the eigenfunctions.
Lemma 2.6 (L∞ bounds). For all j = 0, 1, 2, . . . , we have
sup
x∈[0,pi2 ]
|ej(x)| ≤ 2√
π
ωj ,
sup
x∈[0,pi2 ]
∣∣∣∣tan(x)e′j(x)ωj
∣∣∣∣ ≤ 4√π ,
sup
x∈[0,pi2 ]
∣∣∣∣∣
∫ pi
2
x
ej(y) sin(y) cos(y)dy
∣∣∣∣∣ ≤ 2ωj .
Proof. For the first estimate, we define the oscillating part of ej(x), namely
fj(x) := ωj
sin(ωjx)
tan(x)
− cos(ωjx),
for all x ∈ [0, π
2
] and j = 0, 1, 2, . . . and compute its derivative
f ′j(x) =
ωj
tan(x)
(
ωj cos(ωjx)− sin(ωjx)
tan(x)
)
= ωj
cos(ωjx)
tan(x)
(
ωj − tan(ωjx)
tan(x)
)
.
Hence, for all x ∈ (0, π
2
) and j = 0, 1, 2, . . . , the equation
f ′j(x) = 0⇐⇒ tan(ωjx) = ωj tan(x)
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has countable many solutions, say x = x⋆j ∈ (0, π2 ). Then,
fj(x
⋆
j) = cos(ωjx
⋆
j )
(
ωj
tan(ωjx
⋆
j )
tan(x⋆j )
− 1
)
= cos(ωjx
⋆
j)
(
ωj
ωj tan(x
⋆
j )
tan(x⋆j )
− 1
)
= cos(ωjx
⋆
j )
(
ω2j − 1
)
.
Now, since
fj(0) = lim
x→0
fj(x) = ω
2
j − 1, fj
(π
2
)
= lim
x→pi
2
fj(x) = 0,
we get
sup
x∈[0,pi2 ]
|fj(x)| = max
{
|fj(0)| ,
∣∣fj(x⋆j )∣∣ , ∣∣∣fj (π2)∣∣∣} ≤ ω2j − 1
and finally
sup
x∈[0,pi2 ]
|ej(x)| = 2√
π
1√
ω2j − 1
sup
x∈[0,pi2 ]
|fj(x)| = 2√
π
√
ω2j − 1 ≤
2√
π
ωj.
For the second estimate, we observe that
tan(x)
e′j(x)
ωj
=
2√
π
1√
ω2j − 1
(
ωj cos(ωjx)− sin(ωjx)
tan(x)
)
=
2√
π
1√
ω2j − 1
(
ωj cos(ωjx)− 1
ωj
ωj
sin(ωjx)
tan(x)
+
1
ωj
cos(ωjx)− 1
ωj
cos(ωjx)
)
=
2√
π
1√
ω2j − 1
(
ωj cos(ωjx)− 1
ωj
(
ωj
sin(ωjx)
tan(x)
− cos(ωjx)
)
− 1
ωj
cos(ωjx)
)
=
2√
π
1√
ω2j − 1
((
ωj − 1
ωj
)
cos(ωjx)− 1
ωj
fj(x)
)
.
Hence, by triangular inequality,
sup
x∈[0,pi2 ]
∣∣∣∣tan(x)e′j(x)ωj
∣∣∣∣ ≤ 2√π 1√ω2j − 1
(ωj − 1
ωj
)
+
1
ωj
sup
x∈[0,pi2 ]
|fj(x)|

≤ 2√
π
1√
ω2j − 1
((
ωj − 1
ωj
)
+
ω2j − 1
ωj
)
≤ 4√
π
,
for all j = 0, 1, 2, . . . . For the last estimate, we define
gj(x) :=
∫ pi
2
x
ej(y) sin(y) cos(y)dy
for all x ∈ [0, π
2
]
and j = 0, 1, 2, . . . and compute its derivative
g′j(x) = −ej(x) sin(x) cos(x).
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As above, for all x ∈ (0, π
2
) and j = 0, 1, 2, . . . , the equation
g′j(x) = 0⇐⇒ ωj sin(ωjx) = cos(ωjx) tan(x)
has countable many solutions, say x = x′j ∈ (0, π2 ). Then,
gj(x
′
j) =
∫ pi
2
x′j
ej(y) sin(y) cos(y)dy
=
2√
π
1√
ω2j − 1
(
ωj
∫ pi
2
x′j
sin(ωjy) cos
2(y)dy −
∫ pi
2
x′j
cos(ωjy) sin(y) cos(y)dy
)
=
2√
π
1√
ω2j − 1
1
ω2j − 4
(
cos(ωjx
′
j)
(−2 + cos(2x′j) + ω2j cos2(x′j))+ 3 sin(x′j) cos(x′j)ωi sin(ωix′j))
=
2√
π
1√
ω2j − 1
cos(ωjx
′
j)
ω2j − 4
(
− 2 + cos(2x′j) + ω2i cos2(x′j) + 3 sin(x′j) cos(x′j) tan(x′j)
)
=
2√
π
1√
ω2j − 1
cos(ωjx
′
j)
ω2j − 4
(
− 1− 2 sin2(x′j) + ω2j cos2(x′j) + 3 sin2(x′j)
)
=
2√
π
1√
ω2j − 1
cos(ωjx
′
j)
ω2j − 4
(ω2j − 1) cos2(x′j)
=
2√
π
√
ω2j − 1
ω2j − 4
cos(ωjx
′
j) cos
2(x′j)
and since
gj(0) = lim
x→0
gj(x) =
2√
π
√
ω2j − 1
ω2j − 4
, gj
(π
2
)
= lim
x→pi
2
gj(x) = 0,
we get
sup
x∈[0,pi2 ]
|gj(x)| = max
{
|gj(0)| ,
∣∣gj(x⋆j )∣∣ , ∣∣∣gj (π2)∣∣∣} ≤ 2√π
√
ω2j − 1
ω2j − 4
≤ 2
ωj
,
valid for all j = 0, 1, 2, . . . , which concludes the proof. 
For future reference, we also prove the following Dirichlet-Kernel-type identities.
Lemma 2.7 (Dirichlet-Kernel-type identities). For any n ∈ N and x ∈ R, we have
sin((2n+ 1)x)
sin(x)
= 1 + 2
n∑
µ=1
cos(2µx),
cos((2n+ 1)x)
cos(x)
= (−1)n
(
1 + 2
n∑
µ=1
(−1)µ cos(2µx)
)
,
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sin(2nx)
tan(x)
= 1 + cos(2nx) + 2
n−1∑
µ=1
cos(2µx).
Proof. The first result is well-known (Dirichlet Kernel). For the second, we use the first one
and just replace x by x+ π
2
,
1 + 2
n∑
µ=1
(−1)µ cos(2µx) = 1 + 2
n∑
µ=1
cos(2µx+ πµ) = 1 + 2
n∑
µ=1
cos
(
2µ
(
x+
π
2
))
=
sin
(
(2n+ 1)
(
x+ π
2
))
sin
(
x+ π
2
)
=
sin((2n+ 1)x) cos
(
(2n+ 1)π
2
)
+ cos((2n+ 1)x) sin
(
(2n+ 1)π
2
)
cos(x)
= (−1)n cos((2n+ 1)x)
cos(x)
.
For the thrid, we observe that
sin(2nx)
tan(x)
+ cos(2nx) =
sin(2nx) cos(x) + cos(2nx) sin(x)
sin(x)
=
sin(2n+ 1)x
sin(x)
= 1 + 2
n∑
µ=1
cos(2µx)
= 1 + 2
n−1∑
µ=1
cos(2µx) + 2 cos(2nx),
from which the result follows. 
Finally, we establish the asymptotic behaviour of specific oscillatory integrals which will
appear later.
Lemma 2.8 (Oscillatory integrals). For any N ∈ N, we have∫ pi
2
0
sin((2a+ 1)x)
tan(x)
dx =
π
2
+O
(
1
a2
)
,∫ pi
2
0
cos2(x)
sin(2ax)
tan(x)
dx =
π
2
+O
(
1
aN
)
,∫ pi
2
0
cos3(x)
sin((2a+ 1)x)
tan(x)
dx =
π
2
+O
(
1
aN
)
,∫ pi
2
pi
a
cos(2ax)
tan2(x)
dx = ca +O
(
1
a3
)
,
as a −→ ∞ with a ∈ N. Here,
c :=
1
π
− π + 2
∫ 1
0
sin(2πy)
y
dy ≃ 0.01302.
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Proof. For the first integral, we use Lemma 2.7 to infer∫ pi
2
0
sin((2a+ 1)x)
tan(x)
dx =
∫ pi
2
0
cos(x)
sin((2a+ 1)x)
sin(x)
dx =
∫ pi
2
0
cos(x)
(
1 + 2
a∑
µ=1
cos(2µx)
)
dx
=
∫ pi
2
0
cos(x)dx+ 2
a∑
µ=1
∫ pi
2
0
cos(x) cos(2µx)dx
= 1 + 2
a∑
µ=1
(−1)µ
1− 4µ2 = 1 + 2
∞∑
µ=1
(−1)µ
1− 4µ2 − 2
∞∑
µ=a+1
(−1)µ
1− 4µ2
= 1 + 2
π − 2
4
− 2
∞∑
µ=a+1
(−1)µ
1− 4µ2
=
π
2
+ 2
∞∑
µ=a+1
(−1)µ
4µ2 − 1 =
π
2
+O
(
1
a2
)
.
The second integral follows similarly. Lemma 2.7 implies∫ pi
2
0
cos2(x)
sin(2ax)
tan(x)
dx =
∫ pi
2
0
cos2(x)
(
1 + cos(2ax) + 2
a−1∑
µ=1
cos(2µx)
)
dx
=
∫ pi
2
0
cos2(x)dx+
∫ pi
2
0
cos2(x) cos(2ax)dx+ 2
a−1∑
µ=1
∫ pi
2
0
cos2(x) cos(2µx)dx
=
π
4
+ 0 + 2
π
8
=
π
2
,
for all a ≥ 3, since∫ pi
2
0
cos2(x)dx =
π
4
,
∫ pi
2
0
cos2(x) cos(2λx)dx =
{π
8
, λ = 1
0, λ ≥ 2.
Next, for the third integral, Lemma 2.7 also yields∫ pi
2
0
cos3(x)
sin((2a+ 1)x)
tan(x)
dx =
∫ pi
2
0
cos4(x)
sin((2a+ 1)x)
sin(x)
dx =
∫ pi
2
0
cos4(x)
(
1 + 2
a∑
µ=1
cos(2µx)
)
dx
=
∫ pi
2
0
cos4(x)dx+ 2
a∑
µ=1
∫ pi
2
0
cos4(x) cos(2µx)dx =
3π
16
+ 2
π
8
+ 2
π
32
=
π
2
,
for all a ≥ 3, since
∫ pi
2
0
cos4(x)dx =
3π
16
,
∫ pi
2
0
cos2(x) cos(2λx)dx =

π
8
, λ = 1
π
32
, λ = 2
0, λ ≥ 3.
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Finally, we conclude with the fourth integral. First, observe that
2
cos(2ax)
tan2(x)
+ 4a
sin(2ax)
tan(x)
+
(
2
cos(2ax)
tan(x)
+
sin(2ax)
a
)′
= 0
and therefore, for any ǫ > 0,∫ pi
2
ǫ
2
cos(2ax)
tan2(x)
dx =
∫ pi
2
ǫ
(
−
(
2
cos(2ax)
tan(x)
+
sin(2ax)
a
)′
− 4asin(2ax)
tan(x)
)
dx
= 2
cos(2aǫ)
tan(ǫ)
+
sin(2aǫ)
a
− 4a
∫ pi
2
ǫ
sin(2ax)
tan(x)
dx.
Second, we set ǫ = π
a
and get cos(2aǫ) = 1, sin(2aǫ) = 0. Now, Lemma 2.7 shows that∫ pi
2
0
sin(2ax)
tan(x)
dx =
π
2
+
∫ pi
2
0
cos(2ax)dx+ 2
a−1∑
µ=1
∫ pi
2
0
cos(2µx)dx =
π
2
+ 0 + 0 =
π
2
,
valid for all a ≥ 1, and we change variables y = a
π
x to infer∫ pi
2
pi
a
cos(2ax)
tan2(x)
dx =
1
tan(π
a
)
− 2a
∫ pi
2
pi
a
sin(2ax)
tan(x)
dx
=
1
tan(π
a
)
− 2a
(
π
2
−
∫ pi
a
0
sin(2ax)
tan(x)
dx
)
=
1
tan(π
a
)
− aπ + 2π
∫ 1
0
sin(2πy)
tan(πy
a
)
dy,
for all a ≥ 2. Now, for all y ∈ [0, 1] and a −→∞,
1
tan(πy
a
)
=
a
π
1
y
− π
3a
y +O
((y
a
)3)
and hence∫ 1
0
sin(2πy)
tan(πy
a
)
dy =
a
π
∫ 1
0
sin(2πy)
y
dy − π
3a
∫ 1
0
y sin(2πy)dy +
∫ 1
0
sin(2πy)O
((y
a
)3)
dy
=
a
π
∫ 1
0
sin(2πy)
y
dy − π
3a
−1
2π
+O
(
1
a3
)
=
a
π
∫ 1
0
sin(2πy)
y
dy +
1
6a
+O
(
1
a3
)
from which we conclude∫ pi
2
pi
a
cos(2ax)
tan2(x)
dx =
1
tan(π
a
)
− aπ + 2π
∫ 1
0
sin(2πy)
tan(πy
a
)
dy
=
1
tan(π
a
)
− aπ + 2a
∫ 1
0
sin(2πy)
y
dy +
π
3a
+O
(
1
a3
)
=
a
π
− π
3a
+O
(
1
a3
)
− aπ + 2a
∫ 1
0
sin(2πy)
y
dy +
π
3a
+O
(
1
a3
)
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= a
(
1
π
− π + 2
∫ 1
0
sin(2πy)
y
dy
)
+O
(
1
a3
)
.

Remark 2.9. A straightforward computation yields
e0(x) = 4
√
2
π
cos3(x)
and hence the third integral of Lemma 2.8 also gives∫ pi
2
0
e0(x)
sin((2a+ 1)x)
tan(x)
dx = 2
√
2π +O
(
1
aN
)
,
for a −→∞.
Finally, we will also use standard integration by parts.
Lemma 2.10 (Integration by parts). Let a ∈ N and N ∈ N. Assume that F is differentiable
in
(
0, π
2
)
and continuous in
[
0, π
2
]
. Then,∫ pi
2
0
F (x) cos(ax)dx =
N∑
k=0
(−1)k
a2k+1
(
F (2k)(x) sin(ax)
) ∣∣∣x=pi2
x=0
+
N∑
k=0
(−1)k
a2k+2
(
F (2k+1)(x) cos(ax)
) ∣∣∣x=pi2
x=0
+
(−1)N−1
a2N+2
∫ pi
2
0
F (2N+2)(x) cos(ax)dx,∫ pi
2
0
F (x) sin(ax)dx =
N∑
k=0
(−1)k+1
a2k+1
(
F (2k)(x) cos(ax)
) ∣∣∣x=pi2
x=0
+
N∑
k=0
(−1)k
a2k+2
(
F (2k+1)(x) sin(ax)
) ∣∣∣x=pi2
x=0
+
(−1)N−1
a2N+2
∫ pi
2
0
F (2N+2)(x) sin(ax)dx.
Proof. The proof is a straight forward application of integration by parts. 
The following result is a direct consequence of Lemma 2.10.
Lemma 2.11. Let b ∈ N and N ∈ N. Assume that F is differentiable in (0, π
2
)
, continuous
in
[
0, π
2
]
with uniformly bounded derivatives in
[
0, π
2
]
. Then,∫ pi
2
0
F (x) cos(2bx)dx =
N∑
k=0
(−1)k
(2b)2k+2
(
(−1)bF (2k+1)
(π
2
)
− F (2k+1) (0)
)
+O
(
1
b2N+2
)
,
∫ pi
2
0
F (x) sin(2bx)dx =
N∑
k=0
(−1)k+1
(2b)2k+1
(
(−1)bF (2k)
(π
2
)
− F (2k) (0)
)
+O
(
1
b2N+2
)
,
∫ pi
2
0
F (x) cos((2b+ 1)x)dx =
N∑
k=0
(−1)k+b
(2b+ 1)2k+1
F (2k)
(π
2
)
+
N∑
k=0
(−1)k+1
(2b+ 1)2k+2
F (2k+1) (0) +O
(
1
b2N+2
)
,
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∫ pi
2
0
F (x) sin((2b+ 1)x)dx =
N∑
k=0
(−1)k
(2b+ 1)2k+1
F (2k) (0) +
N∑
k=0
(−1)k+b
(2b+ 1)2k+2
F (2k+1)
(π
2
)
+O
(
1
b2N+2
)
,
as b −→∞.
Proof. All these asymptotic expansions follow from Lemma 2.10 just by computing the
boundary terms. Note that if a is even, namely a = 2b for some b ∈ N, then sin(aπ
2
) = 0 and
cos(aπ
2
) = (−1)b whereas if a is odd, namely a = 2b+1 for some b ∈ N, then sin(aπ
2
) = (−1)b
and cos(aπ
2
) = 0. For example, Lemma 2.10 yields
∫ pi
2
0
F (x) cos(2bx)dx =
N∑
k=0
(−1)k
a2k+2
(
(−1)bF (2k+1)
(π
2
)
− F (2k+1) (0)
)
+
(−1)N−1
a2N+2
∫ pi
2
0
F (2N+3)(x) cos(ax)dx.
The other asymptotic expansions follow similarly. 
With these auxiliary results at hand we proceed to the main analysis of the Fourier con-
stants.
3. Perturbations 1: Series
As mentioned above, Maliborski-Rostworowski [51] considered (2.1)-(2.2)-(2.3)-(2.4) and
provided strong numerical evidence indicating that time-periodic solutions exist for non-
generic initial data. To explain their approach and see how the Fourier constants appear,
first assume that (Φ,Π, A, δ) are all close to (0, 0, 1, 0) and expand (Φ,Π, A, δ) in terms of
powers of ǫ using the series (2.5),(2.6),(2.7),(2.8) and (2.9).
3.1. Definition of the Fourier constants. First, we compute the density
Φ2(t, x) + Π2(t, x) =
∞∑
λ=1
r2λǫ
2λ
where, for all λ = 0, 1, 2, . . . ,
r2(λ+1)(τ, x) =
λ∑
µ,ν=0
µ+ν=λ
(ψ2µ+1(τ, x)ψ2ν+1(τ, x) + σ2µ+1(τ, x)σ2ν+1(τ, x)) .
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Next, we substitute these expressions into (2.1)-(2.2)-(2.3)-(2.4), collect terms of the same
order in ǫ and obtain a hierarchy of equations
ωγ∂τψ2λ+1(τ, x)− ∂xσ2λ+1(τ, x) =
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
(
− ωγ,2ν∂τψ2µ+1(τ, x) + ∂x (ξ2ν(τ, x)σ2µ+1(τ, x))
)
,
ωγ∂τσ2λ+1(τ, x) + L̂ [ψ2λ+1(τ, x)] = −
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
(
ωγ,2ν∂τσ2µ+1(τ, x) + L̂ [ξ2ν(τ, x)ψ2µ+1(τ, x)]
)
,
ξ2(λ+1)(τ, x) = ζ2(λ+1)(τ, x)− cos
3(x)
sin(x)
λ∑
µ,ν=0
µ+ν=λ
∫ x
0
r2(µ+1)(τ, y)ζ2ν(τ, y) tan
2(y)dy,
ζ2(λ+1)(τ, x) =
λ∑
µ,ν=0
µ+ν=λ
∫ x
0
r2(µ+1)(τ, y)ζ2ν(τ, y) sin(y) cos(y)dy
for all λ = 0, 1, 2, . . . , together with
ωγ,0 = ωγ, ξ0(τ, x) = 1, ζ0(τ, x) = 1.
and {
ωγ∂τψ1(τ, x)− ∂xσ1(τ, x) = 0,
ωγ∂τσ1(τ, x) + L̂ [ψ1(τ, x)] = 0.
From the set of all eigenvalues {ei}∞i=0 to the linear operator, we choose a dominant mode
eγ for some γ ∈ {0, 1, 2, . . . } and pick{
ψ1(τ, x) = cos(τ)e
′
γ(x),
σ1(τ, x) = −ωγ sin(τ)eγ(x).
Now, for each λ = 0, 1, 2, . . . , we expand the coefficients ψ2λ+1, σ2λ+1, ξ2λ, ζ2λ in terms of the
eigenvalues of the linearized operator, namely
ψ2λ+1(τ, x) =
∞∑
i=0
f
(i)
2λ+1(τ)
e′i(x)
ωi
, σ2λ+1(τ, x) =
∞∑
i=0
g
(i)
2λ+1(τ)ei(x),
ξ2λ(τ, x) =
∞∑
i=0
p
(i)
2λ(τ)ei(x), ζ2λ(τ, x) =
∞∑
i=0
q
(i)
2λ(τ)ei(x),
substitute these expressions into the recurrence relations above, take the inner product (·|e′m)
for the first equation, the (·|em) for all the other equations and use their orthogonality
properties (e′n|e′m) = ω2nδnm, (en, em) = δnm. Using the notation
.
f(τ) =
df(τ)
dτ
,
..
f(τ) =
d2f(τ)
dτ 2
,
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we find
ωγ
.
f
(m)
2λ+1(τ) = ωmg
(m)
2λ+1(τ) +
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
(
−ωγ,2ν
.
f
(m)
2µ+1(τ) + ωm
∞∑
i,j=0
C
(m)
ij p
(i)
2ν (τ)g
(j)
2µ+1(τ)
)
,
ωγ
.
g
(m)
2λ+1(τ) = −ωmf (m)2λ+1(τ)−
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
(
ωγ,2ν
.
g
(m)
2µ+1(τ) + ωm
∞∑
i,j=0
C
(m)
ij p
(i)
2ν (τ)f
(j)
2µ+1(τ)
)
,
p
(m)
2(λ+1)(τ) =
λ∑
ρ,k,ν=0
ρ+k+ν=λ
∞∑
i,j,l=0
(
A˜
(m)
ijl f
(i)
2ρ+1(τ)f
(j)
2k+1(τ) + B˜
(m)
ijl g
(i)
2ρ+1(τ)g
(j)
2k+1(τ)
)
q
(l)
2ν (τ),
q
(m)
2(λ+1)(τ) =
λ∑
ρ,k,ν=0
ρ+k+ν=λ
∞∑
i,j,l=0
(
A
(m)
ijl
ωm
f
(i)
2ρ+1(τ)f
(j)
2k+1(τ) +
B
(m)
ijl
ωm
g
(i)
2ρ+1(τ)g
(j)
2k+1(τ)
)
q
(l)
2ν (τ),
where all the interactions with respect to the spatial variable x ∈ [0, π
2
]
are included into
the following Fourier constants
C
(m)
ij :=
∫ pi
2
0
ei(x)ej(x)em(x) tan
2(x)dx,
C
(m)
ij :=
∫ pi
2
0
ei(x)
e′j(x)
ωj
e′m(x)
ωm
tan2(x)dx,
A
(m)
ijl :=
∫ pi
2
0
e′i(x)
ωi
e′j(x)
ωj
el(x)
e′m(x)
ωm
sin3(x)
cos(x)
dx,
B
(m)
ijl :=
∫ pi
2
0
ei(x)ej(x)el(x)
e′m(x)
ωm
sin3(x)
cos(x)
dx,
A˜
(m)
ijl :=
A
(m)
ijl
ωm
−
∫ pi
2
0
e′i(x)
ωi
e′j(x)
ωj
el(x)
(∫ pi
2
x
em(y) sin(y) cos(y)dy
)
tan2(x)dx, ,
B˜
(m)
ijl :=
B
(m)
ijl
ωm
−
∫ pi
2
0
ei(x)ej(x)el(x)
(∫ pi
2
x
em(y) sin(y) cos(y)dy
)
tan2(x)dx.
We also find
f
(m)
1 (τ) = ωγ cos(τ)δ
m
γ , g
(m)
1 (τ) = −ωγ sin(τ)δmγ , p(m)0 (τ) = q(m)0 (τ) = (1|em)
and use Lemma 2.4 to compute
(1|em) :=
∫ pi
2
0
em(x) tan
2(x)dx =
2√
π
(−1)m
ωm
√
ω2m − 1,
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for all m = 0, 1, 2, . . . . In addition, we differentiate the first equation with respect to τ and
use the second to obtain the harmonic oscillator equation
..
f
(m)
2λ+1(τ) +
(
ωm
ωγ
)2
f
(m)
2λ+1(τ) = S
(m)
2λ+1(τ) (3.1)
where the source term is given by
S
(m)
2λ+1(τ) :=
ωm
ωγ
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
[
− ωγ,2ν
ωγ
(
.
g
(m)
2µ+1(τ) +
ωγ
ωm
..
f
(m)
2µ+1(τ)
)
+
∞∑
i,j=0
(
C
(m)
ij
d
dτ
(
p
(i)
2ν (τ)g
(j)
2µ+1(τ)
)
− ωm
ωγ
C
(m)
ij p
(i)
2ν (τ)f
(j)
2µ+1(τ)
)]
.
Finally, we make use of the variation constants formula to solve (3.1) and find
f
(m)
2λ+1(τ) = f
(m)
2λ+1(0) cos
(
ωm
ωγ
τ
)
+
ωγ
ωm
.
f
(m)
2λ+1(0) sin
(
ωm
ωγ
τ
)
+
ωγ
ωm
∫ τ
0
sin
(
ωm
ωγ
(τ − s)
)
S
(m)
2λ+1(s)ds.
In conclusion, we get for all m = 0, 1, 2, . . . the following recurrence relations. For all
λ = 1, 2, 3, . . . ,
f
(m)
1 (τ) = ωγ cos(τ)δ
m
γ ,
f
(m)
2λ+1(τ) = f
(m)
2λ+1(0) cos
(
ωm
ωγ
τ
)
+
ωγ
ωm
.
f
(m)
2λ+1(0) sin
(
ωm
ωγ
τ
)
+
ωγ
ωm
∫ τ
0
sin
(
ωm
ωγ
(τ − s)
)
S
(m)
2λ+1(s)ds,
S
(m)
2λ+1(τ) =
ωm
ωγ
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
[
− ωγ,2ν
ωγ
(
.
g
(m)
2µ+1(τ) +
ωγ
ωm
..
f
(m)
2µ+1(τ)
)
+
∞∑
i,j=0
(
C
(m)
ij
d
dτ
(
p
(i)
2ν (τ)g
(j)
2µ+1(τ)
)
− ωm
ωγ
C
(m)
ij p
(i)
2ν (τ)f
(j)
2µ+1(τ)
)]
g
(m)
1 (τ) = −ωγ sin(τ)δmγ ,
g
(m)
2λ+1(τ) =
ωγ
ωm
.
f
(m)
2λ+1(τ) +
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
[
ωγ,2ν
ωm
.
f
(m)
2µ+1(τ)−
∞∑
i,j=0
C
(m)
ij p
(i)
2ν (τ)g
(j)
2µ+1(τ)
]
,
p
(m)
0 (τ) =
2√
π
(−1)m
ωm
√
ω2m − 1,
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p
(m)
2(λ+1)(τ) =
λ∑
ρ,k,ν=0
ρ+k+ν=λ
∞∑
i,j,l=0
[
A˜
(m)
ijl f
(i)
2ρ+1(τ)f
(j)
2k+1(τ) + B˜
(m)
ijl g
(i)
2ρ+1(τ)g
(j)
2k+1(τ)
]
q
(l)
2ν (τ),
q
(m)
0 (τ) =
2√
π
(−1)m
ωm
√
ω2m − 1,
q
(m)
2(λ+1)(τ) =
λ∑
ρ,k,ν=0
ρ+k+ν=λ
∞∑
i,j,l=0
[
A
(m)
ijl
ωm
f
(i)
2ρ+1(τ)f
(j)
2k+1(τ) +
B
(m)
ijl
ωm
g
(i)
2ρ+1(τ)g
(j)
2k+1(τ)
]
q
(l)
2ν (τ).
3.2. Time periodic solutions and secular terms. As pointed out in [51], non-periodic
terms appear naturally when the source term S
(m)
2λ+1(τ) has terms of the form cos(
ωm
ωγ
τ) or
sin(ωm
ωγ
τ) in its Fourier expansion. Indeed, we assume that, for some λ = 1, 2, 3, . . . ,
S
(m)
2λ+1(τ) =
∑
a∈Iλ
S
(m)
1,2λ+1,a cos(ax) +
∑
b∈Jλ
S
(m)
2,2λ+1,b sin(bx),
and in addition there exists an index m = 0, 1, 2, . . . such that
ωm
ωγ
:= a ∈ Iλ.
Then, the integral ∫ τ
0
sin
(
ωm
ωγ
(τ − s)
)
S
(m)
2λ+1(s)ds
produces a non-periodic term since∫ τ
0
sin
(
ωm
ωγ
(τ − s)
)
cos (as) ds =
∫ τ
0
sin
(
ωm
ωγ
(τ − s)
)
cos
(
ωm
ωγ
s
)
ds =
1
2
τ sin
(
ωm
ωγ
τ
)
.
Such secular terms are also produced when there exists an m = 0, 1, 2, . . . such that
ωm
ωγ
:= b ∈ Jλ.
In other words,
∀λ = 0, 1, 2, . . . , ∃ a set Nλ : ∀m ∈ Nλ, f (m)2λ+1(τ) contains non-periodic terms.
Maliborski and Rostworowski [51] were able to numerically cancel these secular terms by
prescribing the initial data (f
(m)
2λ+1(0),
.
f
(m)
2λ+1(0)). To explain their approach, we take f
(γ)
1 (0) =
1 and f
(γ)
2λ+1(0) = 0 for λ = 1, 2, 3, . . . . First, they choose
.
f
(m)
2λ+1(0) = 0 for all λ = 0, 1, 2, . . .
and all m = 0, 1, 2, . . . to ensure that the source term S
(m)
2λ+1(τ) is a series only of cosines.
Then, they observed that the fixed index γ belongs in Nλ for all λ = 0, 1, 2, . . . and there
is only one secular term in f
(γ)
2λ+1(τ) which can be removed by choosing the frequency shift
ωγ,2(λ−1). Furthermore, for all m ∈ Nλ \ {γ}, there are some secular terms which cancel
by the structure of the equations, some secular terms cancel by choosing some initial data
but some initial data remain free variables at this stage. They choose these free variables
together with ωγ,2λ to cancel the secular terms in the f2(λ+1)+1(τ). For more details see [51].
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However, there is no proof based on rigorous arguments ensuring that this procedure works
for all λ.
3.3. Choice of the initial data. For example, we fix γ = 0 and choose
.
f
(m)
2λ+1(0) = 0, ∀λ ≥ 0, ∀m ≥ 0.
First, we use the recurrence relation above and find periodic expressions for p
(m)
2 (τ) and
q
(m)
2 (τ) due to the periodicity of f
(m)
1 (τ) and g
(m)
1 (τ). Second, we compute
S
(m)
3 (τ) = A
(m)
3 cos(τ) +B
(m)
3 cos(3τ),
for some sequences {A(m)3 }m=0,1,... and {B(m)3 }m=0,1,.... Then, the equation
ωm
ω0
=
3 + 2m
3
= 1 +
2
3
m ∈ {1, 3}
has two solutions
m ∈ N3 := {0, 3}.
Based on the discussion above, we get two secular terms in the list {f (m)3 (τ) : m = 0, 1, 2, . . .},
one for m = 0 and one for m = 3. We see that the secular term for m = 0 can be
canceled by choosing the frequency shift θ2 whereas the secular term for m = 3 cancels
by the structure of the equations meaning B
(3)
3 = 0 without any choice of the initial data
{f (m)3 (0) : m = 0, 1, 2, . . . }. Hence, all these are free variables at this stage (i.e. for λ = 3)
and will be chosen later to cancel all the secular terms in f
(m)
5 (τ). Specifically, we get
f
(0)
3 (τ) =
(
765
128π
+ f
(0)
3 (0)
)
cos(τ)− 765
128π
cos(3τ) +
(
θ2 − 153
4π
)
τ sin(τ),
f
(1)
3 (τ) =
6183
256π
√
3 cos(τ) +
765
256π
√
3 cos(3τ) +
(
f
(1)
3 (0)−
1737
64π
√
3
)
cos
(
5
3
τ
)
,
f
(2)
3 (τ) =
3717
3200π
√
3
2
cos(τ) +
441
128π
√
3
2
cos(3τ) +
(
f
(2)
3 (0)−
7371
1600π
√
3
2
)
cos
(
7
3
τ
)
,
f
(3)
3 (τ) = −
14607
4480π
√
1
10
cos(τ) +
14607
4480π
√
1
10
cos(3τ) + f
(3)
3 (3) cos (3τ) ,
f
(4)
3 (τ) =
9999
62720π
√
3
5
cos(τ) +
99
256π
√
3
5
cos(3τ) +
(
f
(4)
3 (0)−
17127
31360π
√
3
5
)
cos
(
11
3
τ
)
,
f
(5)
3 (τ) = −
507
11200π
√
3
7
cos(τ) +
(
f
(5)
3 (0) +
507
11200π
√
3
7
)
cos
(
13
3
τ
)
,
f
(6)
3 (τ) =
31
896π
√
1
7
cos(τ) +
(
f
(6)
3 (0)−
31
896π
√
1
7
)
cos (5τ) ,
f
(7)
3 (τ) = −
11271
1724800π
cos(τ) +
(
f
(7)
3 (0) +
11271
1724800π
)
cos
(
17
3
τ
)
,
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f
(8)
3 (τ) =
1083
135520π
√
1
5
cos(τ) +
(
f
(8)
3 (0)−
1083
135520π
√
1
5
)
cos
(
19
3
τ
)
,
f
(9)
3 (τ) = −
1421
91520π
√
1
55
cos(τ) +
(
f
(9)
3 (0) +
1421
91520π
√
1
55
)
cos (7τ) .
We choose
θ2 =
153
4π
to ensure the periodicity of f
(0)
3 (τ). Once all secular terms in f
(m)
3 (τ) are removed, the
periodic expression for f
(m)
3 (τ) implies a periodic expression also for g
(m)
3 (τ).
3.4. Growth and decay of the Fourier constants. In this section, we focus on the
asymptotic behaviour of all the Fourier constants which appear using this approach. We
shall use the notation∑
±
f(a± b± c) = f(a+ b+ c) + f(a+ b− c) + f(a− b+ c) + f(a− b− c),
that is summation with respect to all possible combinations of plus and minus. Furthermore,
expressions like ωi ± ωj ± ωm stand not only for ωi + ωj + ωm and ωi − ωj − ωm but also
for ωi + ωj − ωm and ωi − ωj + ωm, that is considering all possible combinations of plus and
minus. Specifically, we prove the following result the proof of which is based on the leading
order terms (Remark 2.5) together with the asymptotic behavior of the oscillatory integrals
(Lemma 2.8), the orthogonality properties (Lemma 2.4) and the L∞−bounds (Lemma 2.6).
Proposition 3.1 (Growth and decay estimates for the Fourier constants: Perturbation 1).
Let N ∈ N. The following growth and decay estimates hold.
Growth and decay estimates for C
(m)
ij and C
(m)
ij as i, j,m −→ +∞
Constant ∃ ωi ± ωj ± ωm X−→ ∞ ∀ ωi ± ωj ± ωm −→∞
C
(m)
ij
O (ωi)
∑
±
O
(
1
(ωi ± ωj ± ωm)2
)
C
(m)
ij
O (ωi) 4√
π
+
∑
±
O
(
1
(ωi ± ωj ± ωm)2
)
Growth and decay estimates for A
(m)
ijl , B
(m)
ijl , A
(m)
ijl and B
(m)
ijl as i, j, l,m −→ +∞
Constant ∃ ωi ± ωj ± ωl ± ωm X−→∞ ∀ ωi ± ωj ± ωl ± ωm −→∞
A
(m)
ijl , B
(m)
ijl
O (ωl)
∑
±
O
(
1
(ωi ± ωj ± ωl ± ωm)N
)
A
(m)
ijl , B
(m)
ijl
O
(
ωl
ωm
)
1
ωm
∑
±
O
(
1
(ωi ± ωj ± ωl ± ωm)N
)
Proof. First, observe that ωi ± ωj ± ωm are all odd, namely
ωi − ωj + ωm = 2(i− j +m+ 1) + 1,
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ωi − ωj − ωm = 2(i− j −m− 2) + 1,
ωi + ωj + ωm = 2(i+ j +m+ 4) + 1,
ωi + ωj − ωm = 2(i+ j −m+ 1) + 1.
For large values of i, j,m and in the case where all ωi ± ωj ± ωm −→ ∞, we obtain
C
(m)
ij :=
∫ pi
2
0
ei(x)ej(x)em(x) tan
2(x)dx
≃
(
2√
π
)3 ∫ pi
2
0
sin(ωix) sin(ωjx) sin(ωmx)
tan(x)
dx
=
1
4
(
2√
π
)3(∫ pi
2
0
sin((ωi − ωj + ωm)x)
tan(x)
dx−
∫ pi
2
0
sin((ωi − ωj − ωm)x)
tan(x)
dx
−
∫ pi
2
0
sin((ωi + ωj + ωm)x)
tan(x)
dx+
∫ pi
2
0
sin((ωi + ωj − ωm)x)
tan(x)
dx
)
=
1
4
(
2√
π
)3(
π
2
− π
2
− π
2
+
π
2
+
∑
±
O
(
1
(ωi ± ωj ± ωm)2
))
=
∑
±
O
(
1
(ωi ± ωj ± ωm)2
)
.
On the other hand, for large values of i, j,m such that some ωi ± ωj ± ωm X−→ ∞, Holder’s
inequality implies ∣∣∣C(m)ij ∣∣∣ =
∣∣∣∣∣
∫ pi
2
0
ei(x)ej(x)em(x) tan
2(x)dx
∣∣∣∣∣
≤ ‖ei‖L∞[0,pi2 ] ‖ej tan‖L2[0,pi2 ] ‖em tan‖L2[0,pi2 ]
. ωi.
Similarly, for large values of i, j,m and in the case where all ωi± ωj ± ωm −→∞, we obtain
C
(m)
ij :=
∫ pi
2
0
ei(x)
e′j(x)
ωj
e′m(x)
ωm
tan2(x)dx
≃
(
2√
π
)3 ∫ pi
2
0
sin(ωix) cos(ωjx) cos(ωmx)
tan(x)
dx
=
1
4
(
2√
π
)3(∫ pi
2
0
sin((ωi + ωj + ωm)x)
tan(x)
dx+
∫ pi
2
0
sin((ωi + ωj − ωm)x)
tan(x)
dx
+
∫ pi
2
0
sin((ωi − ωj + ωm)x)
tan(x)
dx+
∫ pi
2
0
sin((ωi − ωj − ωm)x)
tan(x)
dx
)
=
1
4
(
2√
π
)3(
π
2
+
π
2
+
π
2
+
π
2
+
∑
±
O
(
1
(ωi ± ωj ± ωm)2
))
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=
4√
π
+
∑
±
O
(
1
(ωi ± ωj ± ωm)2
)
.
On the other hand, for large values of i, j,m such that some ωi ± ωj ± ωm X−→ ∞, Holder’s
inequality implies∣∣∣C(m)ij ∣∣∣ =
∣∣∣∣∣
∫ pi
2
0
ei(x)
e′j(x)
ωj
e′m(x)
ωm
tan2(x)dx
∣∣∣∣∣
≤ ‖ei‖L∞[0,pi2 ]
∥∥∥∥e′j(x)ωj tan
∥∥∥∥
L2[0,pi2 ]
∥∥∥∥e′m(x)ωm tan
∥∥∥∥
L2[0,pi2 ]
. ωi.
Next, observe that ωi ± ωj ± ωl ± ωm are all even,
ωi − ωj + ωl − ωm = 2(i− j + l −m),
ωi + ωj − ωl − ωm = 2(i+ j − l −m),
ωi − ωj − ωl − ωm = 2(−3 + i− j − l −m),
ωi + ωj + ωl − ωm = 2(3 + i+ j + l −m),
ωi − ωj − ωl + ωm = 2(i− j − l +m),
ωi + ωj + ωl + ωm = 2(6 + i+ j + l +m),
ωi − ωj + ωl + ωm = 2(3 + i− j + l +m),
ωi + ωj − ωl + ωm = 2(3 + i+ j − l +m).
Now, for large values of i, j, l,m and in the case where all ωi ± ωj ± ωl ± ωm −→ ∞, we
obtain
A
(m)
ijl :=
∫ pi
2
0
e′i(x)
ωi
e′j(x)
ωj
el(x)
e′m(x)
ωm
sin3(x)
cos(x)
dx
≃
(
2√
π
)4 ∫ pi
2
0
cos2(x)
cos(ωix) cos(ωjx) sin(ωlx) cos(ωmx)
tan(x)
dx
=
1
8
(
2√
π
)4(∫ pi
2
0
cos2(x)
sin ((ωi − ωj + ωl + ωm) x)
tan(x)
dx
+
∫ pi
2
0
cos2(x)
sin ((ωi − ωj + ωl − ωm)x)
tan(x)
dx
−
∫ pi
2
0
cos2(x)
sin ((ωi − ωj − ωl + ωm) x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin ((ωi − ωj − ωl − ωm) x)
tan(x)
dx
+
∫ pi
2
0
cos2(x)
sin ((ωi + ωj + ωl + ωm) x)
tan(x)
dx+
∫ pi
2
0
cos2(x)
sin ((ωi + ωj + ωl − ωm)x)
tan(x)
dx
−
∫ pi
2
0
cos2(x)
sin ((ωi + ωj − ωl + ωm)x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin ((ωi + ωj − ωl − ωm) x)
tan(x)
dx
)
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=
1
8
(
2√
π
)4(
4
(π
2
− π
2
)
+
∑
±
O
(
1
(ωi ± ωj ± ωl ± ωm)N
))
=
∑
±
O
(
1
(ωi ± ωj ± ωl ± ωm)N
)
,
whereas, for large values of i, j, l,m such that some ωi ± ωj ± ωl ± ωm X−→ ∞, Holder’s
inequality implies
∣∣∣A(m)ijl ∣∣∣ =
∣∣∣∣∣
∫ pi
2
0
e′i(x)
ωi
e′j(x)
ωj
el(x)
e′m(x)
ωm
sin3(x)
cos(x)
dx
∣∣∣∣∣
=
∣∣∣∣∣
∫ pi
2
0
e′i(x)
ωi
tan(x) · e
′
j(x)
ωj
tan(x) · el(x) cos2(x) · e
′
m(x)
ωm
tan(x)dx
∣∣∣∣∣
≤
∥∥∥∥ e′iωi tan
∥∥∥∥
L2[0,pi2 ]
∥∥∥∥ e′jωj tan
∥∥∥∥
L2[0,pi2 ]
∥∥el cos2∥∥L∞[0,pi2 ]
∥∥∥∥ e′mωm tan
∥∥∥∥
L∞[0,pi2 ]
. ωl.
Furthermore, for large values of i, j, l,m and in the case where all ωi± ωj ± ωl ± ωm −→∞,
B
(m)
ijl :=
∫ pi
2
0
ei(x)ej(x)el(x)
e′m(x)
ωm
sin3(x)
cos(x)
dx
≃
(
2√
π
)4 ∫ pi
2
0
cos2(x)
sin(ωix) sin(ωjx) sin(ωlx) cos(ωmx)
tan(x)
dx
=
1
8
(
2√
π
)4(∫ pi
2
0
cos2(x)
sin ((ωi − ωj + ωl + ωm) x)
tan(x)
dx
+
∫ pi
2
0
cos2(x)
sin ((ωi − ωj + ωl − ωm)x)
tan(x)
dx
−
∫ pi
2
0
cos2(x)
sin ((ωi − ωj − ωl + ωm) x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin ((ωi − ωj − ωl − ωm) x)
tan(x)
dx
−
∫ pi
2
0
cos2(x)
sin ((ωi + ωj + ωl + ωm)x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin ((ωi + ωj + ωl − ωm)x)
tan(x)
dx
+
∫ pi
2
0
cos2(x)
sin ((ωi + ωj − ωl + ωm)x)
tan(x)
dx+
∫ pi
2
0
cos2(x)
sin ((ωi + ωj − ωl − ωm)x)
tan(x)
dx
)
=
1
8
(
2√
π
)4(
4
(π
2
− π
2
)
+
∑
±
O
(
1
(ωi ± ωj ± ωl ± ωm)N
))
=
∑
±
O
(
1
(ωi ± ωj ± ωl ± ωm)N
)
,
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whereas, for large values of i, j, l,m such that some ωi ± ωj ± ωl ± ωm X−→ ∞, Holder’s
inequality implies∣∣∣B(m)ijl ∣∣∣ =
∣∣∣∣∣
∫ pi
2
0
ei(x)ej(x)el(x)
e′m(x)
ωm
sin3(x)
cos(x)
dx
∣∣∣∣∣
=
∣∣∣∣∣
∫ pi
2
0
ei(x) tan(x) · ej(x) tan(x) · el(x) cos2(x) · e
′
m(x)
ωm
tan(x)dx
∣∣∣∣∣
≤ ‖ei tan‖L2[0,pi2 ] ‖ej tan‖L2[0,pi2 ]
∥∥el cos2∥∥L∞[0,pi2 ]
∥∥∥∥ e′mωm tan
∥∥∥∥
L∞[0,pi2 ]
. ωl.
Next, we use once more Remark 2.5 to compute∫ pi
2
x
em(y) cos(y) sin(y)dy ≃ 2√
π
∫ pi
2
x
sin(ωmy) cos
2(y)dy
=
2√
π
(
sin(ωmx) sin(2x)
ω2m − 4
− 2 cos(ωmx)
ωm(ω2m − 4)
+
ωm cos
2(x) cos(ωmx)
ω2m − 4
)
≃ 2√
π
1
ωm
cos2(x) cos(ωmx),
form −→∞. Hence, for large values of i, j, l,m and in the case where all ωi±ωj±ωl±ωm −→
∞,
A
(m)
ijl :=
∫ pi
2
0
e′i(x)
ωi
e′j(x)
ωj
el(x)
(∫ pi
2
x
em(y) sin(y) cos(y)dy
)
tan2(x)dx
≃
(
2√
π
)4
1
ωm
∫ pi
2
0
cos2(x)
cos(ωix) cos(ωjx) sin(ωlx) cos(ωmx)
tan(x)
dx
=
1
8
(
2√
π
)4
1
ωm
(∫ pi
2
0
cos2(x)
sin ((ωi − ωj + ωl + ωm)x)
tan(x)
dx
+
∫ pi
2
0
cos2(x)
sin ((ωi − ωj + ωl − ωm)x)
tan(x)
dx
−
∫ pi
2
0
cos2(x)
sin ((ωi − ωj − ωl + ωm) x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin ((ωi − ωj − ωl − ωm) x)
tan(x)
dx
+
∫ pi
2
0
cos2(x)
sin ((ωi + ωj + ωl + ωm) x)
tan(x)
dx+
∫ pi
2
0
cos2(x)
sin ((ωi + ωj + ωl − ωm)x)
tan(x)
dx
−
∫ pi
2
0
cos2(x)
sin ((ωi + ωj − ωl + ωm)x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin ((ωi + ωj − ωl − ωm) x)
tan(x)
dx
)
=
1
8ωm
(
2√
π
)4(
4
(π
2
− π
2
)
+
∑
±
O
(
1
(ωi ± ωj ± ωl ± ωm)N
))
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=
1
ωm
∑
±
O
(
1
(ωi ± ωj ± ωl ± ωm)N
)
,
whereas, for large values of i, j, l,m such that some ωi ± ωj ± ωl ± ωm X−→ ∞, Holder’s
inequality implies
∣∣∣A(m)ijl ∣∣∣ =
∣∣∣∣∣
∫ pi
2
0
e′i(x)
ωi
e′j(x)
ωj
el(x)
(∫ pi
2
x
em(y) sin(y) cos(y)dy
)
tan2(x)dx
∣∣∣∣∣
=
∣∣∣∣∣
∫ pi
2
0
e′i(x)
ωi
tan(x)
e′j(x)
ωj
tan(x)el(x)
(∫ pi
2
x
em(y) sin(y) cos(y)dy
)
dx
∣∣∣∣∣
≤
∥∥∥∥ e′iωi tan
∥∥∥∥
L2[0,pi2 ]
∥∥∥∥ e′jωj tan
∥∥∥∥
L2[0,pi2 ]
‖el‖L∞[0,pi2 ]
∥∥∥∥∥
∫ pi
2
·
em(y) sin(y) cos(y)dy
∥∥∥∥∥
L∞[0,pi2 ]
.
ωl
ωm
.
Finally, for large values of i, j, l,m and in the case where all ωi ± ωj ± ωl ± ωm −→∞,
B
(m)
ijl :=
∫ pi
2
0
ei(x)ej(x)el(x)
(∫ pi
2
x
em(y) sin(y) cos(y)dy
)
tan2(x)dx
≃
(
2√
π
)4
1
ωm
∫ pi
2
0
cos2(x)
sin(ωix) sin(ωjx) sin(ωlx) cos(ωmx)
tan(x)
dx
=
1
8
(
2√
π
)4
1
ωm
(∫ pi
2
0
cos2(x)
sin ((ωi − ωj + ωl + ωm)x)
tan(x)
dx
+
∫ pi
2
0
cos2(x)
sin ((ωi − ωj + ωl − ωm)x)
tan(x)
dx
−
∫ pi
2
0
cos2(x)
sin ((ωi − ωj − ωl + ωm) x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin ((ωi − ωj − ωl − ωm) x)
tan(x)
dx
+
∫ pi
2
0
cos2(x)
sin ((ωi + ωj + ωl + ωm) x)
tan(x)
dx+
∫ pi
2
0
cos2(x)
sin ((ωi + ωj + ωl − ωm)x)
tan(x)
dx
−
∫ pi
2
0
cos2(x)
sin ((ωi + ωj − ωl + ωm)x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin ((ωi + ωj − ωl − ωm) x)
tan(x)
dx
)
=
1
8ωm
(
2√
π
)4(
4
(π
2
− π
2
)
+
∑
±
O
(
1
(ωi ± ωj ± ωl ± ωm)N
))
=
1
ωm
∑
±
O
(
1
(ωi ± ωj ± ωl ± ωm)N
)
,
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whereas, for large values of i, j, l,m such that some ωi ± ωj ± ωl ± ωm X−→ ∞, Holder’s
inequality implies∣∣∣B(m)ijl ∣∣∣ =
∣∣∣∣∣
∫ pi
2
0
ei(x)ej(x)el(x)
(∫ pi
2
x
em(y) sin(y) cos(y)dy
)
tan2(x)dx
∣∣∣∣∣
=
∣∣∣∣∣
∫ pi
2
0
ei(x) tan(x)ej(x) tan(x)el(x)
(∫ pi
2
x
em(y) sin(y) cos(y)dy
)
dx
∣∣∣∣∣
≤ ‖ei tan‖L2[0,pi2 ] ‖ej tan‖L2[0,pi2 ] ‖el‖L∞[0,pi2 ]
∥∥∥∥∥
∫ pi
2
·
em(y) sin(y) cos(y)dy
∥∥∥∥∥
L∞[0,pi2 ]
.
ωl
ωm
,
which ends the proof. 
4. Perturbations 2: Finite sum with an error term
Since the series (2.5)-(2.6)-(2.7)-(2.8) may not converge, we can still assume that (Φ,Π, A, δ)
are all close to the AdS solution (0, 0, 1, 0) and expand (Φ,Π, A, δ) using (2.10)-(2.11)-(2.12)-
(2.13)-(2.14). First, we solve at the linear level and obtain the periodic expressions
Φ1(τ, x) := cos(τ)e
′
γ(x),
Π1(τ, x) := −ωγ sin(τ)eγ(x),
A2(τ, x) := cos
2(τ)Γ1(x) + sin
2(τ)Γ2(x),
δ2(τ, x) := − cos2(τ)Γ3(x)− sin2(τ)Γ4(x),
where
Γ1(x) :=
cos3(x)
sin(x)
∫ x
0
(e′0(y))
2
tan2(y)dy, Γ2(x) := ω
2
0
cos3(x)
sin(x)
∫ x
0
(e0(y))
2 tan2(y)dy,
Γ3(x) :=
∫ x
0
(e′0(y))
2
sin(y) cos(y)dy, Γ4(x) := ω
2
0
∫ x
0
(e0(y))
2 sin(y) cos(y)dy.
For simplicity, we have fixed γ = 0 and use Lemma 2.4 we compute
Γ1(x) =
3 cos2(x)
2π tan(x)
(
12x− 3 sin(2x)− 3 sin(4x) + sin(6x)
)
,
Γ2(x) = − 3 cos
2(x)
2π tan(x)
(
− 12x− 3 sin(2x) + 3 sin(4x) + sin(6x)
)
,
Γ3(x) =
3 sin4(x)
2π
(
25 + 20 cos(x) + 3 cos(4x)
)
,
Γ4(x) = − 9
32π
(
− 93 + 56 cos(2x) + 28 cos(4x) + 8 cos(6x) + cos(8x)
)
.
For future reference, observe that
‖Γa‖L∞[0,pi2 ] . 1, ∀a ∈ {1, 2, 3, 4}. (4.1)
29
Second, we get the following non-linear system for the error terms (Ψ,Σ, B,Θ),
(ω0 + ǫ
2θ0 + ǫ
4η0)∂τΨ = (θ0 + ǫ
2η0) sin(τ)e
′
0(x) + ∂x
(
Σ+ ω0 sin(τ)e0(x)(A2 + δ2)
)
+ ǫ2∂x
(
− Σ(A2 + δ2)− ω0 sin(τ)e0(x)(−B +Θ+ A2δ2)
)
+ ǫ4∂x
(
Σ(−B +Θ+ A2δ2)− ω0 sin(τ)e0(−ΘA2 +Bδ2)
)
+ ǫ6∂x
(
Σ(−ΘA2 +Bδ2) + ω0 sin(τ)e0BΘ
)
− ǫ8∂x
(
ΣΘB
)
,
(ω0 + ǫ
2θ0 + ǫ
4η0)∂τΣ = ω0(θ0 + ǫ
2η0) cos(τ)e0
+
(
4
sin(2x)
(Ψ− cos(τ)e′0(A2 + δ2))− cos(τ) (e′0(A2 + δ2))′ + ∂xΨ
)
+ ǫ2
(
4
sin(2x)
(−Ψ(A2 + δ2) + cos(τ)e′0(−B +Θ+ A2δ2))− (Ψ(A2 + δ2))′
+ cos(τ) (e′0(−B +Θ+ A2δ2))′
)
+ ǫ4
(
4
sin(2x)
(Ψ(−B +Θ+ A2δ2) + cos(τ)e′0(−A2Θ+ δ2B))
+ cos(τ) (e′0(δ2B − A2Θ))′ + (Ψ(−B +Θ+ A2δ2))′
)
+ ǫ6
(
4
sin(2x)
(Ψ(−ΘA2 + δ2B)− cos(τ)e′0BΘ)− cos(τ) (e′0BΘ)′ + (δ2ΨB)′ − (A2ΨΘ)′
)
− ǫ8
(
4
sin(2x)
BΘΨ+ (BΘΨ)′
)
,
∂xB +
1 + 2 sin2(x)
sin(x) cos(x)
B =
sin(2x)
2
(
2 cos(τ)e′0Ψ− 2ω0 sin(τ)e0Σ−A2 cos2(τ)(e′0)2 − ω20A2 sin2(τ)e20
)
+
sin(2x)
2
ǫ2
(
Ψ2 + Σ2 − 2A2 cos(τ)e′0Ψ+ 2ω0A2 sin(τ)e0Σ− cos2(τ)(e′0)2B − ω20 sin2(τ)(e0)2B
)
+
sin(2x)
2
ǫ4
(
− A2Ψ2 − A2Σ2 − 2 cos(τ)e′0BΨ+ 2ω0 sin(τ)e0BΣ
)
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− sin(2x)
2
ǫ6
(
B
(
Ψ2 + Σ2
) )
,
∂xΘ =
sin(2x)
2
(
2 cos(τ)e′0Ψ− 2ω0 sin(τ)e0Σ− δ2 cos2(τ)(e′0)2 − ω20δ2 sin2(τ)e20
)
+
sin(2x)
2
ǫ2
(
Ψ2 + Σ2 − 2δ2 cos(τ)e′0Ψ+ 2ω0 sin(τ)e0δ2Σ+ cos2(τ)(e′0)2Θ+ ω20 sin2(τ)e20
)
+
sin(2x)
2
ǫ4
(
− δ2Ψ2 − δ2Σ2 + 2 cos(τ)e′0ΘΨ− 2ω0 sin(τ)e0ΘΣ
)
+
sin(2x)
2
ǫ6
(
Θ
(
Ψ2 + Σ2
) )
.
4.1. Definition of the Fourier constants. As before, we expand the error terms (Ψ,Σ, B,Θ)
in terms of the eigenfunctions of the linearized operator as follows
Ψ(τ, x) =
∞∑
i=0
ψi(τ)
e′i(x)
ωi
, Σ(τ, x) =
∞∑
i=0
σi(τ)ei(x),
B(τ, x) =
∞∑
i=0
bi(τ)ei(x), Θ(τ, x) =
∞∑
i=0
ξi(τ)ei(x).
After substituting these expressions into the equations above, we take the inner product
(·|e′j) (for the equation for Ψ) and (·|ej) (for the equations for Σ, B and Θ) in both sides. A
long but straightforward computation yields that all the interactions with respect the space
variable x are included into the following Fourier constants:
Cabij :=
∫ pi
2
0
(Γa(x)− Γb(x)) ei(x)ej(x) tan2(x)dx
Dabij :=
∫ pi
2
0
Γa(x)Γb(x)ei(x)ej(x) tan
2(x)dx
E1423ij :=
∫ pi
2
0
(Γ1(x)Γ4(x)− Γ2(x)Γ3(x)) ei(x)ej(x) tan2(x)dx
Gjki :=
∫ pi
2
0
ei(x)ej(x)ek(x) tan
2(x)dx
Fajki :=
∫ pi
2
0
Γa(x)ei(x)ej(x)ek(x) tan
2(x)dx
Hijkl :=
∫ pi
2
0
ei(x)ej(x)ek(x)el(x) tan
2(x)dx,
for the equation for Ψ,
Cabij :=
∫ pi
2
0
(Γa(x)− Γb(x)) e
′
i(x)
ωi
e′j(x)
ωj
tan2(x)dx
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Dabij :=
∫ pi
2
0
Γa(x)Γb(x)
e′i(x)
ωi
e′j(x)
ωj
tan2(x)dx
E1423ij :=
∫ pi
2
0
(Γ1(x)Γ4(x)− Γ2(x)Γ3(x)) e
′
i(x)
ωi
e′j(x)
ωj
tan2(x)dx
Gkji :=
∫ pi
2
0
ej(x)
e′i(x)
ωi
e′k(x)
ωk
tan2(x)dx
Fakji :=
∫ pi
2
0
Γa(x)ej(x)
e′i(x)
ωi
e′k(x)
ωk
tan2(x)dx
Hkjli :=
∫ pi
2
0
el(x)ej(x)
e′i(x)
ωi
e′k(x)
ωk
tan2(x)dx,
for the equation for Σ,
Jjki :=
∫ pi
2
0
e′j(x)
ωj
e′k(x)
ωk
e′i(x)
ωi
sin3(x)
cos(x)
dx
Ijki :=
∫ pi
2
0
ej(x)ek(x)
e′i(x)
ωi
sin3(x)
cos(x)
dx
Pajki :=
∫ pi
2
0
Γa(x)
e′j(x)
ωj
e′k(x)
ωk
e′i(x)
ωi
sin3(x)
cos(x)
dx
Qajki :=
∫ pi
2
0
Γa(x)ej(x)ek(x)
e′i(x)
ωi
sin3(x)
cos(x)
dx
Rklji :=
∫ pi
2
0
ej(x)
e′k(x)
ωk
e′l(x)
ωl
e′i(x)
ωi
sin3(x)
cos(x)
dx
Sjkli :=
∫ pi
2
0
ej(x)ek(x)el(x)
e′i(x)
ωi
sin3(x)
cos(x)
dx,
for the equation for Θ, and finally
Jjki :=
∫ pi
2
0
e′j(x)
ωj
e′k(x)
ωk
(∫ pi
2
x
ei(y) sin(y) cos(y)dy
)
tan2(x)dx
Ijki :=
∫ pi
2
0
ej(x)ek(x)
(∫ pi
2
x
ei(y) sin(y) cos(y)dy
)
tan2(x)dx
Pajki :=
∫ pi
2
0
Γa(x)
e′j(x)
ωj
e′k(x)
ωk
(∫ pi
2
x
ei(y) sin(y) cos(y)dy
)
tan2(x)dx
Qajki :=
∫ pi
2
0
Γa(x)ej(x)ek(x)
(∫ pi
2
x
ei(y) sin(y) cos(y)dy
)
tan2(x)dx
Rklji :=
∫ pi
2
0
ej(x)
e′k(x)
ωk
e′l(x)
ωl
(∫ pi
2
x
ei(y) sin(y) cos(y)dy
)
tan2(x)dx
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Sjkli :=
∫ pi
2
0
ej(x)ek(x)el(x)
(∫ pi
2
x
ei(y) sin(y) cos(y)dy
)
tan2(x)dx,
for the equation for B. In addition, the non-linear system for the error terms boils down to
d
dτ
ψi(τ)− ωi
ω0 + θ0ǫ2 + η0ǫ4
σi(τ) =
1
ω0 + θ0ǫ2 + η0ǫ4
ψF i(τ)
ωi
+
1
ω0 + θ0ǫ2 ++η0ǫ4
ψN i(ψ(τ), σ(τ), b(τ), ξ(τ))
ωi
,
d
dτ
σi(τ) +
ωi
ω0 + θ0ǫ2 + η0ǫ4
ψi(τ) =
1
ω0 + θ0ǫ2 + η0ǫ4
σF i(τ)
+
1
ω0 + θ0ǫ2 + η0ǫ4
σN i(ψ(τ), σ(τ), b(τ), ξ(τ)),
subject to the constraints
bi(τ) =
bSi(τ) +
bN i(ψ(τ), σ(τ), b(τ), ξ(τ)),
ξi(τ) =
ξSi(τ) +
ξN i(ψ(τ), σ(τ), b(τ), ξ(τ)).
Here, the source terms are given explicitly in terms of the Fourier constants by
ψF i(τ)
ωi
= ωi
(ω20θ0δ0,i
ω2i
sin(τ) + ω0C130i sin(τ) cos
2(τ) + ω0C240i sin
3(τ)
)
+ ωiǫ
2
(ω20η0δ0,i
ω2i
sin(τ) + ω0D130i sin(τ) cos
4(τ) + ω0D240i sin
5(τ) + ω0E14230i sin
3(τ) cos2(τ)
)
,
σF i(τ) = ω0ωi
(θ0δ0,i
ωi
cos(τ) + C130i cos
3(τ) + C240i cos(τ) sin
2(τ)
)
+ ω0ωiǫ
2
(η0δ0,i
ωi
cos(τ) + D130i cos
5(τ) + D240i cos
4(τ) sin4(τ) + E14230i cos
3(τ) sin2(τ)
)
,
bSi(τ) = ω
2
0
(
− cos4(τ)P100i − sin2(τ) cos2(τ)P200i − sin2(τ) cos2(τ)Q100i − sin4(τ)Q200i
)
,
ξSi(τ) =
ω20
ωi
(
cos4(τ)P300i + cos
2(τ) sin2(τ)P400i + sin
4(τ)Q400i + cos
2(τ) sin2(τ)Q300i
)
,
where δ0,i stands for the Kronecker’s delta, whereas the linear and non-linear terms are given
by
ψN i(ψ(τ), σ(τ), b(τ), ξ(τ)) = ǫ
2
(
− cos2(τ)
∞∑
j=0
ω2iC13jiσj(τ)− sin2(τ)
∞∑
j=0
ω2iC24jiσj(τ)
− ω0 sin(τ)
∞∑
j=0
ω2iG0ji(ξj(τ)− bj(τ))
)
+ ǫ4
(
− cos4(τ)
∞∑
j=0
ω2iD13jiσj(τ)− cos2(τ) sin2(τ)
∞∑
j=0
ω2iE1423jiσj(τ) + sin
4(τ)
∞∑
j=0
ω2iD24jiσj(τ)
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+ ω0 sin(τ) cos
2(τ)
∞∑
j=0
ω2i F10jiξj(τ) + ω0 sin
3(τ)
∞∑
j=0
ω2i F20jiξj(τ) + ω0 sin(τ) cos
2(τ)
∞∑
j=0
ω2i F30jibj(τ)
+ ω0 sin
3(τ)
∞∑
j=0
ω2iF40jibj(τ) +
∞∑
j,k=0
ω2iGjkiσj(τ)(−bk(τ) + ξk(τ))
)
+ ǫ6
(
ω0 sin(τ)
∞∑
j,k=0
ω2iH0jkibj(τ)ξk(τ)− sin2(τ)
∞∑
j,k=0
ω2iF2jkiξj(τ)σk(τ)− sin2(τ)
∞∑
j,k=0
ω2i F4jkiσj(τ)bk(τ)
− cos2(τ)
∞∑
j,k=0
ω2i F1jkiσj(τ)ξk(τ)− cos2(τ)
∞∑
j,k=0
ω2i F3jkiσj(τ)bk(τ)
)
+ ǫ8
(
−
∞∑
j,k,l=0
ω2iHjkliξj(τ)σk(τ)bl(τ)
)
,
σN i(ψ(τ), σ(τ), b(τ), ξ(τ)) = ǫ
2
(
cos2(τ)
∞∑
j=0
ωiC13jiψj(τ) + sin
2(τ)
∞∑
j=0
ωiC24jiψj(τ)
− cos(τ)
∞∑
j=0
ω0ωiG0ji(ξj(τ)− bj(τ))
)
+ ǫ4
(
cos4(τ)
∞∑
j=0
ωiD13jiψj(τ) + cos
2(τ) sin2(τ)
∞∑
j=0
ωiE1423jiψj(τ) + sin
4(τ)
∞∑
j=0
ωiD24jiψj(τ)
+ sin2(τ) cos(τ)
∞∑
j=0
ω0ωiF20jiξj(τ) + cos
3(τ)
∞∑
j=0
ω0ωiF10jiξj(τ) + cos
3(τ)
∞∑
j=0
ω0ωiF30jibj(τ)
+ cos(τ) sin2(τ)
∞∑
j=0
ω0ωiF40jibj(τ) +
∞∑
j,k=0
ωiGjkiψj(τ)(bk(τ)− ξk(τ))
)
+ ǫ6
(
cos(τ)
∞∑
j,k=0
ω0ωiH0jkibj(τ)ξk(τ) + cos
2(τ)
∞∑
j,k=0
ωiF1jkiξk(τ)ψj(τ) + cos
2(τ)
∞∑
j,k=0
ωiF3jkiψj(τ)bk(τ)
+ sin2(τ)
∞∑
j,k=0
ωiF2jkiψj(τ)ξk(τ) + sin
2(τ)
∞∑
j,k=0
ωiF4jkiψj(τ)bk(τ)
)
+ ǫ8
( ∞∑
j,k,l=0
ωiHljkiξk(τ)ψl(τ)bj(τ)
)
,
bN i(ψ(τ), σ(τ), b(τ), ξ(τ)) =
(
2 cos(τ)
∞∑
j=0
ω0J0jiψj(τ)− 2ω0 sin(τ)
∞∑
j=0
I0jiσj(τ)
)
+ ǫ2
(
− 2 cos3(τ)
∞∑
j=0
ω0P10jiψj(τ)− 2 cos(τ) sin2(τ)
∞∑
j=0
ω0P20jiψj(τ)
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+ 2ω0 cos
2(τ) sin(τ)
∞∑
j=0
Q10jiσj(τ) + 2ω0 sin
3(τ)
∞∑
j=0
Q20jiσj(τ)− cos2(τ)
∞∑
j=0
ω20R00jibj(τ)
− sin2(τ)
∞∑
j=0
ω20S00jibj(τ) +
∞∑
j,k=0
Jjkiψj(τ)ψk(τ) +
∞∑
j,k=0
Ijkiσj(τ)σk(τ)
)
+ ǫ4
(
− cos2(τ)
∞∑
j,k=0
P1jkiψj(τ)ψk(τ)− sin2(τ)
∞∑
j,k=0
P2jkiψj(τ)ψk(τ)
− 2 cos(τ)
∞∑
j,k=0
ω0R0kjiψk(τ)bj(τ)− cos2(τ)
∞∑
j,k=0
Q1jkiσj(τ)σk(τ)
− sin2(τ)
∞∑
j,k=0
Q2jkiσj(τ)σk(τ) + 2 sin(τ)
∞∑
j,k=0
ω0S0jkiσk(τ)bj(τ)
)
+ ǫ6
(
−
∞∑
j,k,l=0
Rkljiψk(τ)ψl(τ)bj(τ)−
∞∑
j,k,l=0
Sjkliσk(τ)σl(τ)bj(τ)
)
,
ξN i(ψ(τ), σ(τ), b(τ), ξ(τ)) =
(
2 cos(τ)
∞∑
j=0
ω0
J0ji
ωi
ψj(τ)− 2ω0 sin(τ)
∞∑
j=0
I0ji
ωi
σj(τ)
)
+ ǫ2
(
2 cos3(τ)
∞∑
j=0
ω0
P30ji
ωi
ψj(τ) + 2 cos(τ) sin
2(τ)
∞∑
j=0
ω0
P40ji
ωi
ψj(τ)− 2ω0 sin3(τ)
∞∑
j=0
Q40ji
ωi
σj(τ)
− 2ω0 cos2(τ) sin(τ)
∞∑
j=0
Q30ji
ωi
σj(τ) + cos
2(τ)
∞∑
j=0
ω20
R00ji
ωi
ξj(τ) + ω
2
0 sin
2(τ)
∞∑
j=0
ωi
S00ji
ω2i
ξj(τ)
+
∞∑
j,k=0
Jjki
ωi
ψj(τ)ψk(τ) +
∞∑
j,k=0
Ijki
ωi
σj(τ)σk(τ)
)
+ ǫ4
(
cos2(τ)
∞∑
j,k=0
P3jki
ωi
ψj(τ)ψk(τ) + sin
2(τ)
∞∑
j,k=0
P4jki
ωi
ψj(τ)ψk(τ) + 2 cos(τ)
∞∑
j,k=0
ω0
R0kji
ωi
ψk(τ)ξj(τ)
+ cos2(τ)
∞∑
j,k=0
Q3jki
ωi
σj(τ)σk(τ) + sin
2(τ)
∞∑
j,k=0
Q4jki
ωi
σj(τ)σk(τ)− 2ω0 sin(τ)
∞∑
j,k=0
S0jki
ωi
σk(τ)ξj(τ)
)
+ ǫ6
(
−
∞∑
j,k,l=0
Rklji
ωi
ψk(τ)ψl(τ)ξj(τ) +
∞∑
j,k,l=0
Sjkli
ωi
σk(τ)σl(τ)ξj(τ)
)
.
4.2. Approximate periodic solution and small divisors. As in the first approach with
the infinite sum, the linear and homogeneous part of the ordinary differential equation for
(ψi, σi) is simply the equation for the harmonic oscillator and hence we can use the variational
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constants formula to solve it. We find the fixed-point formulation
ψi(τ) =
ψSi(τ) +
∫ τ
0
(
cos
(
ωi(τ−s)
ω0+θ0ǫ2+η0ǫ4
)
ω0 + θ0ǫ2 + η0ǫ4
ψN i(ψ(s), σ(s), b(s), ξ(s))
ωi
+
sin
(
ωi(τ−s)
ω0+θ0ǫ2+η0ǫ4
)
ω0 + θ0ǫ2 + η0ǫ4
σN i(ψ(s), σ(s), b(s), ξ(s))
)
ds,
σi(τ) =
σSi(τ) +
∫ τ
0
(− sin ( ωi(τ−s)
ω0+θ0ǫ2+η0ǫ4
)
ω0 + θ0ǫ2 + η0ǫ4
ψN i(ψ(s), σ(s), b(s), ξ(s))
ωi
+
cos
(
ωi(τ−s)
ω0+θ0ǫ2+η0ǫ4
)
ω0 + θ0ǫ2 + η0ǫ4
σN i(ψ(s), σ(s), b(s), ξ(s))
)
ds,
subject to the constrain equations
bi(τ) =
bSi(τ) +
bN i(ψ(τ), σ(τ), b(τ), ξ(τ)),
ξi(τ) =
ξSi(τ) +
ξN i(ψ(τ), σ(τ), b(τ), ξ(τ))
where
ψSi(τ) = cos
(
ωiτ
ω0 + θ0ǫ2 + η0ǫ4
)
ψi(0) + sin
(
ωiτ
ω0 + θ0ǫ2 + η0ǫ4
)
σi(0)
+
∫ τ
0
(
cos
(
ωi(τ−s)
ω0+θ0ǫ2+η0ǫ4
)
ω0 + θ0ǫ2 + η0ǫ4
ψF i(s)
ωi
+
sin
(
ωi(τ−s)
ω0+θ0ǫ2+η0ǫ4
)
ω0 + θ0ǫ2 + η0ǫ4
σF i(s)
)
ds,
σSi(τ) = − sin
(
ωiτ
ω0 + θ0ǫ2 + η0ǫ4
)
ψi(0) + cos
(
ωiτ
ω0 + θ0ǫ2 + η0ǫ4
)
σi(0)
+
∫ τ
0
(− sin ( ωi(τ−s)
ω0+θ0ǫ2+η0ǫ4
)
ω0 + θ0ǫ2 + η0ǫ4
ψF i(s)
ωi
+
cos
(
ωi(τ−s)
ω0+θ0ǫ2+η0ǫ4
)
ω0 + θ0ǫ2 + η0ǫ4
σF i(s)
)
ds.
Furthermore, one can use the trigonometric identities
cos2(τ) = 1− sin2(τ), cos4(τ) = 3
8
+
1
2
cos(2τ) +
1
8
cos(4τ),
sin3(τ) =
3
4
sin(τ)− 3
4
sin(3τ), sin5(τ) =
5
8
sin(τ)− 5
16
sin(3τ) +
1
16
sin(τ),
cos(2τ) sin(τ) =
1
2
sin(3τ)− 1
2
sin(τ), cos(4τ) sin(τ) =
1
2
sin(5τ)− 1
2
sin(3τ)
to write
ψF i(s) = Ki(ǫ
2) sin(s) + Λi(ǫ
2) sin(3s) +Mi(ǫ
2) sin(5s),
σF i(s) = Ni(ǫ
2) cos(s) + Ξi(ǫ
2) cos(3s) + Ti(ǫ
2) cos(5s)
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where
Ki(ǫ
2) := ω0ω
2
i
(
δi,0ω0θ0
ω2i
+
1
4
C130i +
3
4
C240i + ǫ
2
(
δi,0ω0η0
ω2i
+
1
8
D130i +
5
8
D240i +
1
8
E14230i
))
,
Λi(ǫ
2) := ω0ω
2
i
(
1
4
C130i − 1
4
C240i + ǫ
2
(
3
16
D130i − 5
16
D240i +
1
16
E14230i
))
,
Mi(ǫ
2) := ω0ω
2
i ǫ
2
(
1
16
D130i +
1
16
D240i − 1
16
E14230i
)
,
Ni(ǫ
2) := ω0ωi
(
δi,0θ0
ωi
+
3
4
C130i +
1
4
C240i + ǫ
2
(
δi,0η0
ωi
+
5
32
D130i +
63
64
D240i +
19
32
E14230i
))
,
Ξi(ǫ
2) := ω0ωi
(
1
4
C130i − 1
4
C240i + ǫ
2
(
5
64
D130i +
27
64
D240i +
11
64
E14230i
))
,
Ti(ǫ
2) := ω0ωiǫ
2
( 1
16
D130i +
5
64
D240i − 1
64
E14230i
)
.
Now, computing the integrals above we obtain
ψSi(τ) =
ψKi(ǫ2) cos(τ) + ψRi(ǫ2) cos(3τ) + ψMi(ǫ2) cos(5τ)
+
(
ψi(0) +
ψN i(ǫ2)
)
cos
(
ωiτ
ω0 + θ0ǫ2 + η0ǫ4
)
+ σi(0) sin
(
ωiτ
ω0 + θ0ǫ2 + η0ǫ4
)
,
σSi(τ) =
σKi(ǫ2) sin(τ) + σRi(ǫ2) sin(3τ) + σMi(ǫ2) sin(5τ)
+ σi(0) cos
(
ωiτ
ω0 + θ0ǫ2 + η0ǫ4
)
−
(
ψi(0)− σN i(ǫ2)
)
sin
(
ωiτ
ω0 + θ0ǫ2 + η0ǫ4
)
,
where
ψKi(ǫ2) = 1
ωi
(ω0 + ǫ
2θ0 + ǫ
4η0)Ki(ǫ
2) + ω2iNi(ǫ
2)
(ωi − ω0 − ǫ2θ0 − ǫ4η0)(ωi + ω0 + ǫ2θ0 + ǫ4η0) ,
ψRi(ǫ2) = 1
ωi
3(ω0 + ǫ
2θ0 + ǫ
4η0)Λi(ǫ
2) + ω2iΞi(ǫ
2)
(ωi − 3ω0 − 3ǫ2θ0 − 3ǫ4η0)(ωi + 3ω0 + 3ǫ2θ0 + 3ǫ4η0) ,
ψMi(ǫ2) = 1
ωi
5(ω0 + ǫ
2θ0 + ǫ
4η0)Mi(ǫ
2) + ω2i Ti(ǫ
2)
(ωi − 5ω0 − 5ǫ2θ0 − 5ǫ4η0)(ωi + 5ω0 + 5ǫ2θ0 + 5ǫ4η0) ,
ψN i(ǫ2) = − 1
ωi
(ω0 + ǫ
2θ0 + ǫ
4η0)Ki(ǫ
2) + ω2iNi(ǫ
2)
(ωi − ω0 − ǫ2θ0 − ǫ4η0)(ωi + ω0 + ǫ2θ0 + ǫ4η0)
− 1
ωi
3(ω0 + ǫ
2θ0 + ǫ
4η0)Λi(ǫ
2) + ω2iΞi(ǫ
2)
(ωi − 3ω0 − 3ǫ2θ0 − 3ǫ4η0)(ωi + 3ω0 + 3ǫ2θ0 + 3ǫ4η0)
− 1
ωi
5(ω0 + ǫ
2θ0 + ǫ
4η0)Mi(ǫ
2) + ω2i Ti(ǫ
2)
(ωi − 5ω0 − 5ǫ2θ0 − 5ǫ4η0)(ωi + 5ω0 + 5ǫ2θ0 + 5ǫ4η0)
and
σKi(ǫ2) = − (ω0 + ǫ
2θ0 + ǫ
4η0)Ni(ǫ
2) +Ki(ǫ
2)
(ωi − ω0 − ǫ2θ0 − ǫ4η0)(ωi + ω0 + ǫ2θ0 + ǫ4η0) ,
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σRi(ǫ2) = − 3(ω0 + ǫ
2θ0 + ǫ
4η0)Ξi(ǫ
2) + Λi(ǫ
2)
(ωi − 3ω0 − 3ǫ2θ0 − 3ǫ4η0)(ωi + 3ω0 + 3ǫ2θ0 + 3ǫ4η0) ,
σMi(ǫ2) = − 5(ω0 + ǫ
2θ0 + ǫ
4η0)Ti(ǫ
2) +Mi(ǫ
2)
(ωi − 5ω0 − 5ǫ2θ0 − 5ǫ4η0)(ωi + 5ω0 + 5ǫ2θ0 + 5ǫ4η0) ,
σN i(ǫ2) = 1
ωi
(ω0 + ǫ
2θ0 + ǫ
4η0)Ki(ǫ
2) + ω2iNi(ǫ
2)
(ωi − ω0 − ǫ2θ0 − ǫ4η0)(ωi + ω0 + ǫ2θ0 + ǫ4η0)
+
1
ωi
3(ω0 + ǫ
2θ0 + ǫ
4η0)Λi(ǫ
2) + ω2iΞi(ǫ
2)
(ωi − 3ω0 − 3ǫ2θ0 − 3ǫ4η0)(ωi + 3ω0 + 3ǫ2θ0 + 3ǫ4η0)
+
1
ωi
5(ω0 + ǫ
2θ0 + ǫ
4η0)Mi(ǫ
2) + ω2i Ti(ǫ
2)
(ωi − 5ω0 − 5ǫ2θ0 − 5ǫ4η0)(ωi + 5ω0 + 5ǫ2θ0 + 5ǫ4η0) ,
provided that we choose η0 so that
ωi ± ω0 ± ǫ2θ0 ± ǫ4η0 6= 0,
ωi ± 3ω0 ± 3ǫ2θ0 ± 3ǫ4η0 6= 0,
ωi ± 5ω0 ± 5ǫ2θ0 ± 5ǫ4η0 6= 0,
for all i = 0, 1, 2, . . . and all 0 < ǫ ≤ ǫ0 for sufficiently small ǫ0 > 0. Such a condition for
the choice of η0 is closely related to small divisors which play an important role in KAM
theory [5, 6, 8, 9, 11, 21]. Observe that the identity
ψN i(ǫ2) + σN i(ǫ2) = 0
holds true for all i = 0, 1, . . . and all ǫ > 0. Here, all the constants involved
ψKi(ǫ2), ψRi(ǫ2), ψMi(ǫ2), ψN i(ǫ2), σKi(ǫ2), σRi(ǫ2), σMi(ǫ2), σN i(ǫ2)
depend explicitly on the Fourier constants defined above and most importantly depend only
on one index. Due to this fact, we can compute them (see Lemma B.1 in Appendix B). The
fact that these constants are given in closed forms has a numerous advantages. First, we get
the asymptotic behaviour for large i and fixed ǫ > 0,
ψKi(ǫ2) ≃ 1
ω5i
, ψRi(ǫ2) ≃ ǫ
2
ω5i
, ψMi(ǫ2) ≃ ǫ
2
ω5i
, ψN i(ǫ2) ≃ 1
ω5i
, for i −→∞
σKi(ǫ2) ≃ 1
ω6i
, σRi(ǫ2) ≃ ǫ
2
ω6i
, σMi(ǫ2) ≃ ǫ
2
ω6i
, σN i(ǫ2) ≃ 1
ω5i
, for i −→∞.
Second, we get their asymptotic behaviour for sufficiently small ǫ and fixed i = 0, 1, . . . ,
ψKi(ǫ2) =

(
−3 + 459
4πθ0
)
ǫ−2 + (...)1 + (...)ǫ2, for i = 0
(...)1 + (...)ǫ2, for i 6= 0
,
ψRi(ǫ2) =
{ ω3
72θ0
(
ω3C1303 − ω3C2403 + 3ω0C1303 − 3ω0C2403
)
ǫ−2 + (...)1 + (...)ǫ2, for i = 3
(...)1 + (...)ǫ2, for i 6= 3
,
ψMi(ǫ2) =
{
(...)1 + (...)ǫ2, for i = 6
(...)ǫ2, for i 6= 6
,
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ψN i(ǫ2) =

(
−3 + 459
4πθ0
)
ǫ−2 + (...)1 + (...)ǫ2, for i = 0
ω3
72θ0
(
ω3C1303 − ω3C2403 + 3ω0C1303 − 3ω0C2403
)
ǫ−2 + (...)1 + (...)ǫ2, for i = 3
(...)1 + (...)ǫ2, for i = 6
(...)1 + (...)ǫ2, for i 6= 0, 3, 6
σKi(ǫ2) =

(
−3 + 459
4πθ0
)
ǫ−2 + (...)1 + (...)ǫ2, for i = 0
(...)1 + (...)ǫ2, for i 6= 0
,
σRi(ǫ2) =
{ ω3
72θ0
(
ω3C1303 − ω3C2403 + 3ω0C1303 − 3ω0C2403
)
ǫ−2 + (...)1 + (...)ǫ2, for i = 3
(...)1 + (...)ǫ2, for i 6= 3
,
σMi(ǫ2) =
{
(...)1 + (...)ǫ2, for i = 6
(...)ǫ2, for i 6= 6
,
σN i(ǫ2) =

(
−3 + 459
4πθ0
)
ǫ−2 + (...)1 + (...)ǫ2, for i = 0
ω3
72θ0
(
ω3C1303 − ω3C2403 + 3ω0C1303 − 3ω0C2403
)
ǫ−2 + (...)1 + (...)ǫ2, for i = 3
(...)1 + (...)ǫ2, for i = 6
(...)1 + (...)ǫ2, for i 6= 0, 3, 6
We compute
C1303 = − 291
560
√
10π
, C2403 = − 99
140
√
10π
, C1303 = − 111
140
√
10π
, C2403 = − 339
560
√
10π
and hence
ω3C1303 − ω3C2403 + 3ω0C1303 − 3ω0C2403 = 0.
Consequently, by the structure of the equations, ψR3, ψN 3, σR3 and σN 3 cannot blowup as
ǫ does to zero. However, we choose
θ0 :=
153
4π
to ensure that every component of the periodic parts ψSi(τ) and
σSi(τ) of ψi and σi respec-
tively are bounded as ǫ goes to zero. This choice coincides with the choice of θ2 from the
first approach as well as with the numerical computations of Rostworowski-Maliborski [51].
Similarly, using the trigonometric identities
cos4(τ) =
3
8
+
1
2
cos(2τ) +
1
8
cos(4τ),
sin4(τ) =
3
8
− 1
2
cos(2τ) +
1
8
cos(4τ),
cos2(τ) sin2(τ) =
1
8
− 1
8
cos4(τ)
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we get
bSi(τ) =
bKi + bRi cos(2τ) + bMi cos(4τ)
ξSi(τ) =
ξKi + ξRi cos(2τ) + ξMi cos(4τ),
where
bKi = −ω
2
0
8
(
3P100i + P200i +Q100i + 3Q200i
)
,
bRi = ω
2
0
2
(
− P100i +Q200i
)
,
bMi = ω
2
0
8
(
− P100i + P200i +Q100i −Q200i
)
,
ξKi = ω
2
0
8ω2i
(
3P300i + P400i +Q300i + 3Q400i
)
,
ξRi = ω
2
0
2ω2i
(
P300i −Q400i
)
,
ξMi = ω
2
0
8ω2i
(
P300i − P400i −Q300i +Q400i
)
.
As before, all the constants involved
bKi, bRi, bMi, ξKi, ξRi, ξMi
depend explicitly on the Fourier constants defined above and most importantly depend only
on one index. Due to this fact, we can compute them (see Lemma B.1 in Appendix B). We
immediately get their asymptotic behaviour for large i,
bKi ≃ 1
ω12i
, bRi ≃ 1
ω12i
, bMi ≃ 1
ω12i
, for i −→ ∞
ξKi ≃ 1
ω6i
, ξRi ≃ 1
ω6i
, ξMi ≃ 1
ω6i
, for i −→∞.
4.3. Choice of the initial data. We choose
ψi(0) := − ψN i(ǫ2) = σN i(ǫ2), σi(0) := 0
so that
ψSi(τ) =
ψKi(ǫ2) cos(τ) + ψRi(ǫ2) cos(3τ) + ψMi(ǫ2) cos(5τ),
σSi(τ) =
σKi(ǫ2) sin(τ) + σRi(ǫ2) sin(3τ) + σMi(ǫ2) sin(5τ).
This choice is motivated by the fact that the source terms ψSi(τ) and
σSi(τ) of the solutions
ψi(τ) and σi(τ) would give rise to a periodic term. Indeed,
Ψ(τ, x) =
∞∑
i=0
ψi(τ)
e′i(x)
ωi
=
∞∑
i=0
ψSi(τ)
e′i(x)
ωi
+O (ǫ2)
40
=( ∞∑
i=0
ψKi(ǫ2)e
′
i(x)
ωi
)
cos(τ) +
( ∞∑
i=0
ψRi(ǫ2)e
′
i(x)
ωi
)
cos(3τ)
+
( ∞∑
i=0
ψMi(ǫ2)e
′
i(x)
ωi
)
cos(5τ) +O (ǫ2)
and similarly for Σ, B and Θ.
4.4. Growth and decay of the Fourier constants. We are interested in the asymptotic
behaviour of all the Fourier constants which appear using this approach. To begin with, we
split them into five groups as follows
A1 :=
{
ωiC13ji, ωiC24ji, ωiD13ji, ωiD24ji, ωiE1423ji, ωiC13ji, ωiC24ji, ωiD13ji, ωiD24ji,
ωiE1423ji, ωiF10ji, ωiF20ji, ωiF30ji, ωiF40ji, ωiF1jki, ωiF2jki, ωiF3jki, ωiF4jki, ωiG0ji,
ω0P10ji
ωi
,
ω0P20ji
ωi
,
ω0P30ji
ωi
,
ω0P40ji
ωi
,
ω0J0ji
ωi
, ω0P10ji, ω0P20ji, ω0P30ji, ω0P40ji, ω0J0ji
}
,
A2 :=
{
ωiF1jki, ωiF2jki, ωiF3jki, ωiF4jki,
ω0R0kji
ωi
, ωiF1jki, ωiF2jki, ωiF3jki, ωiF4jki, ω0R0kji
}
,
A3 :=
{
Q10ji
ωi
,
Q20ji
ωi
,
Q30ji
ωi
,
Q40ji
ωi
,
I0ji
ωi
,
ω20R00ji
ωi
,
S00ji
ωi
, ω0ωiF10ji, ω0ωiF20ji, ω0ωiF30ji, ω0ωiF40ji,
ω0ωiG0ji,Q10ji,Q20ji,Q30ji,Q40ji, I0ji, ω
2
0R00ji, S00ji
}
,
A4 :=
{
Ijki
ωi
,
Jjki
ωi
,
P1jki
ωi
,
P2jki
ωi
,
P3jki
ωi
,
P4jki
ωi
,
Q1jki
ωi
,
Q2jki
ωi
,
Q3jki
ωi
,
Q4jki
ωi
,
S0jki
ωi
Ijki, Jjki,P1jki,P2jki,P3jki,P4jki,Q1jki,Q2jki,Q3jki,Q4jki, S0jki, ω0ωiH0jki
}
,
B :=
{
ωiH0jki, ωiGjki,
Rklji
ωi
,
Sjkli
ωi
, ωiGjki, ωiHklji, ωiHikjl,Rklji, Sjkli
}
.
As before, we shall use the notation∑
±
f(a± b± c) = f(a+ b+ c) + f(a+ b− c) + f(a− b+ c) + f(a− b− c),
that is summation with respect to all possible combinations of plus and minus and expressions
like ωi±ωj ±ωm stand not only for ωi+ωj +ωm and ωi−ωj −ωm but also for ωi+ωj −ωm
and ωi − ωj + ωm, that is considering all possible combinations of plus and minus. We
will use the leading order terms (Remark 2.5) together with the asymptotic behavior of the
oscillatory integrals (Lemma 2.8), the orthogonality properties (Lemma 2.4), the L∞−bounds
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for quantities related to the eigenfunctions (Lemma 2.6) and the L∞−bounds of the weights
Γa (estimate (4.1)).
4.4.1. Fourier constants in A1, A2, A3 and A4. First, we focus on the elements of A1.
Proposition 4.1 (Fourier constants in A1). The following growth and decay estimates hold.
Growth and decay estimates for the Fourier constants in A1 as i, j −→ +∞
Constant F 1st derivative 6= 0 ωi − ωj X−→ ∞ ωi − ωj −→∞
ωiC13ji, ωiC13ji Γ1 − Γ3 F (3)
(π
2
)
6= 0 O (ωi)
∑
±
O
(
ωi
(ωi ± ωj)4
)
ωiC24ji, ωiC24ji Γ2 − Γ4 F (3)
(π
2
)
6= 0 O (ωi)
∑
±
O
(
ωi
(ωi ± ωj)4
)
ωiD13ji, ωiD13ji Γ1Γ3 F
(3)
(π
2
)
6= 0 O (ωi)
∑
±
O
(
ωi
(ωi ± ωj)4
)
ωiD24ji, ωiD24ji Γ2Γ4 F
(3)
(π
2
)
6= 0 O (ωi)
∑
±
O
(
ωi
(ωi ± ωj)4
)
ωiE1423ji, ωiE1423ji Γ1Γ4 + Γ2Γ3 F
(3)
(π
2
)
6= 0 O (ωi)
∑
±
O
(
ωi
(ωi ± ωj)4
)
ωiG0ji e0 F
(3)
(π
2
)
6= 0 O (ωi)
∑
±
O
(
ωi
(ωi ± ωj)4
)
ωiF10ji Γ1e0 F
(9)
(π
2
)
6= 0 O (ωi)
∑
±
O
(
ωi
(ωi ± ωj)10
)
ωiF20ji Γ2e0 F
(11)
(π
2
)
6= 0 O (ωi)
∑
±
O
(
ωi
(ωi ± ωj)12
)
ωiF30ji Γ3e0 F
(3)
(π
2
)
6= 0 O (ωi)
∑
±
O
(
ωi
(ωi ± ωj)4
)
ωiF40ji Γ4e0 F
(3)
(π
2
)
6= 0 O (ωi)
∑
±
O
(
ωi
(ωi ± ωj)4
)
ω0P10ji,
ω0P10ji
ωi
Γ1e
′
0 sin cos F
(9)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj)10
)
ω0P20ji,
ω0P20ji
ωi
Γ2e
′
0 sin cos F
(11)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj)12
)
ω0P30ji,
ω0P30ji
ωi
Γ3e
′
0 sin cos F
(3)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj)4
)
ω0P40ji,
ω0P40ji
ωi
Γ4e
′
0 sin cos F
(3)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj)4
)
ω0J0ji,
ω0J0ji
ωi
e′0 sin cos F
(3)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj)4
)
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Proof. All these estimates follow directly from Lemma 2.11 and in particular from∫ pi
2
0
F (x) cos(2bx)dx =
N∑
k=0
(−1)k
a2k+2
(
(−1)bF (2k+1)
(π
2
)
− F (2k+1) (0)
)
+O
(
1
a2N+2
)
,
as b −→ ∞. However, we illustrate the proof only for the first constant, namely ωiC13ji.
For large values of i, j and in the case where both ωi ± ωj −→ ∞ (equivalently when
ωi − ωj −→∞),
C13ji :=
∫ pi
2
0
(Γ1(x)− Γ3(x)) ei(x)ej(x) tan2(x)dx
≃
∫ pi
2
0
(Γ1(x)− Γ3(x)) sin(ωix) sin(ωjx)dx
=
1
2
∫ pi
2
0
(Γ1(x)− Γ3(x)) cos((ωi − ωj)x)dx− 1
2
∫ pi
2
0
(Γ1(x)− Γ3(x)) cos((ωi + ωj)x)dx.
Observe that both ωi + ωj and ωi − ωj are even,
ωi + ωj = 2(3 + i+ j), ωi − ωj = 2(i− j).
We define F (x) := Γ1(x)− Γ3(x). If ωi − ωj −→∞, then Lemma 2.11 applies and since
F ′
(π
2
)
= F ′ (0) = 0, F ′′′
(π
2
)
= −54 6= 0
we infer
C13ji = O
(
1
(ωi − ωj)4 +
1
(ωi + ωj)4
)
,
as i, j −→ ∞. On the other hand, if ωi − ωj X−→∞, then we see that
|C13ji| :=
∣∣∣∣∣
∫ pi
2
0
(Γ1(x)− Γ3(x)) ei(x)ej(x) tan2(x)dx
∣∣∣∣∣
≤ ‖Γ1 − Γ3‖L∞[0,pi2 ] ‖ei tan‖L2[0,pi2 ] ‖ej tan‖L2[0,pi2 ]
. 1.
In conclusion,
ωiC13ji =
{ ∑
±O
(
ωi
(ωi±ωj)4
)
, if ωi − ωj −→∞
O (ωi) , if ωi − ωj X−→∞,
as i, j −→ ∞. 
Second, we focus on the elements of A2.
Proposition 4.2 (Fourier constants in A2). Let N ∈ N. The following growth and decay
estimates hold.
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Growth and decay estimates for the Fourier constants in A2 as i, j, k −→ +∞
Constant F 1st derivative 6= 0 ∃ ωi ± ωj ± ωk X−→∞ ∀ ωi ± ωj ± ωk −→∞
ωiF1jki, ωiF1jki
Γ1
tan
F (7)
(π
2
)
6= 0 O (ωiωk)
∑
±
O
(
ωi
(ωi ± ωj ± ωk)8
)
ωiF2jki, ωiF2jki
Γ2
tan
F (9)
(π
2
)
6= 0 O (ωiωk)
∑
±
O
(
ωi
(ωi ± ωj ± ωk)10
)
ωiF3jki, ωiF3jki
Γ3
tan
F ′
(π
2
)
6= 0 O (ωiωk)
∑
±
O
(
ωi
(ωi ± ωj ± ωk)2
)
ωiF4jki, ωiF4jki
Γ4
tan
F ′
(π
2
)
6= 0 O (ωiωk)
∑
±
O
(
ωi
(ωi ± ωj ± ωk)2
)
ω0R0kji,
ω0R0kji
ωi
e′0 cos
2 None O (ωjω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj ± ωk)N
)
Proof. All these estimates follow directly from Lemma 2.11 and in particular from∫ pi
2
0
F (x) sin((2b+ 1)x)dx =
N∑
k=0
(−1)k
a2k+1
F (2k) (0) + (−1)b
N∑
k=0
(−1)k
a2k+2
F (2k+1)
(π
2
)
+O
(
1
a2N+2
)
,
as b −→∞. However, we illustrate the proof only for the first constant, namely ωiF1jki. For
large values of i, j, k and in the case where all ωi ± ωj ± ωk −→ ∞,
F1jki :=
∫ pi
2
0
Γ1(x)ei(x)ej(x)ek(x) tan
2(x)dx
≃
∫ pi
2
0
Γ1(x)
tan(x)
sin(ωix) sin(ωjx) sin(ωkx)dx
=
1
4
∫ pi
2
0
Γ1(x)
tan(x)
sin ((ωi − ωj + ωk) x) dx− 1
4
∫ pi
2
0
Γ1(x)
tan(x)
sin ((ωi − ωj − ωk)x) dx
− 1
4
∫ pi
2
0
Γ1(x)
tan(x)
sin ((ωi + ωj + ωk) x) dx+
1
4
∫ pi
2
0
Γ1(x)
tan(x)
sin ((ωi + ωj − ωk) x) dx.
Observe that all ωi ± ωj ± ωk are odd,
ωi − ωj + ωk = 2(i− j + k + 1) + 1,
ωi − ωj − ωk = 2(i− j − k − 2) + 1,
ωi + ωj + ωk = 2(i+ j + k + 4) + 1,
ωi + ωj − ωk = 2(i+ j − k + 1) + 1.
We define F (x) := Γ1(x)
tan(x)
. Lemma 2.11 applies and since
F (0) = F ′
(π
2
)
= 0, F ′′ (0) = F ′′′
(π
2
)
= 0, F (4) (0) = F (5)
(π
2
)
= 0, F (7)
(π
2
)
=
483840
π
6= 0
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we infer
F1jki =
∑
±
O
(
1
(ωi ± ωj ± ωk)8
)
,
as i, j, k −→ ∞. Finally, for large values of i, j, k such that some ωi ± ωj ± ωk X−→ ∞,
Holder’s inequality implies
|F1jki| :=
∣∣∣∣∣
∫ pi
2
0
Γ1(x)ei(x)ej(x)ek(x) tan
2(x)dx
∣∣∣∣∣
≤ ‖Γ1‖L∞[0,pi2 ] ‖ek‖L∞[0,pi2 ] ‖ei tan‖L2[0,pi2 ] ‖ej tan‖L2[0,pi2 ]
. ωk.
as i, j, k −→∞. In conclusion,
ωiF1jki =
{ ∑
±O
(
ωi
(ωi±ωj±ωk)8
)
, if all ωi ± ωj ± ωk −→∞
O (ωiωk) , if some ωi ± ωj ± ωk X−→∞.

Now, we focus on the elements of A3.
Proposition 4.3 (Fourier constants in A3). Let N ∈ N. The following growth and decay
estimates hold.
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Growth and decay estimates for the Fourier constants in A3 as i, j −→ +∞
Constant F 1st derivative 6= 0 ωi − ωj X−→∞ ωi − ωj −→∞
ω0ωiF10ji Γ1e
′
0 F
(8)
(π
2
)
6= 0 O (ωi)
∑
±
O
(
ωi
(ωi ± ωj)9
)
ω0ωiF20ji Γ2e
′
0 F
(10)
(π
2
)
6= 0 O (ωi)
∑
±
O
(
ωi
(ωi ± ωj)11
)
ω0ωiF30ji Γ3e
′
0 F
(2)
(π
2
)
6= 0 O (ωi)
∑
±
O
(
ωi
(ωi ± ωj)3
)
ω0ωiF40ji Γ4e
′
0 F
(2)
(π
2
)
6= 0 O (ωi)
∑
±
O
(
ωi
(ωi ± ωj)3
)
ω0ωiG0ji e
′
0 F
(2)
(π
2
)
6= 0 O (ωi)
∑
±
O
(
ωi
(ωi ± ωj)3
)
Q10ji,
Q10ji
ωi
Γ1e0 sin cos F
(10)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj)11
)
Q20ji,
Q20ji
ωi
Γ2e0 sin cos F
(12)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj)13
)
Q30ji,
Q30ji
ωi
Γ3e0 sin cos F
(4)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj)5
)
Q40ji,
Q40ji
ωi
Γ4e0 sin cos F
(4)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj)5
)
I0ji,
I0ji
ωi
e0 sin cos F
(4)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj)5
)
ω20R00ji,
ω20R00ji
ωi
(e′0)
2 sin cos None O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj)N
)
S00ji,
S00ji
ωi
e20 sin cos None O
(
ω−1i
) 1
ωi
∑
±
O
(
1
(ωi ± ωj)N
)
Proof. All these estimates follow directly from Lemma 2.11 and in particular from∫ pi
2
0
F (x) sin(2bx)dx =
N∑
k=0
(−1)k+1
a2k+1
(
(−1)bF (2k)
(π
2
)
− F (2k) (0)
)
+O
(
1
a2N+2
)
,
as b −→ ∞. However, we illustrate the proof only for the first constant, namely ω0ωiF10ji.
For large values of i, j and in the case where ωi − ωj −→∞,
ω0F10ji :=
∫ pi
2
0
Γ1(x)ej(x)e
′
0(x)
e′i(x)
ωi
tan2(x)dx
≃
∫ pi
2
0
Γ1(x)e
′
0(x) cos(ωix) sin(ωjx)dx
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=
1
2
∫ pi
2
0
Γ1(x)e
′
0(x) sin ((ωi + ωj)x) dx−
1
2
∫ pi
2
0
Γ1(x)e
′
0(x) sin ((ωi − ωj) x) dx.
Observe that both ωi + ωj and ωi − ωj are even,
ωi + ωj = 2(3 + i+ j), ωi − ωj = 2(i− j).
We define F (x) := Γ1(x)e
′
0(x) and compute
F
(π
2
)
= F (0) = 0, . . . , F (6)
(π
2
)
= F (6) (0) = 0, F (8)
(π
2
)
=
√
2
π
46448640
π3
6= 0.
Now, Lemma 2.11 yields
ω0F10ji =
∑
±
O
(
1
(ωi ± ωj)9
)
,
as i, j −→ ∞. On the other hand, for large values of i, j such that ωi − ωj X−→∞, Holder’s
inequality implies
∣∣ω0F10ji∣∣ :=
∣∣∣∣∣
∫ pi
2
0
Γ1(x)ej(x)e
′
0(x)
e′i(x)
ωi
tan2(x)dx
∣∣∣∣∣
≤ ‖Γ1e′0‖L∞[0,pi2 ] ‖ej tan‖L2[0,pi2 ]
∥∥∥∥ e′iωi tan
∥∥∥∥
L2[0,pi2 ]
. 1.
as i, j −→ ∞. In conclusion,
ω0ωiF10ji =
{ ∑
±O
(
ωi
(ωi±ωj)9
)
, if ωi − ωj −→ ∞
O (ωi) , if ωi − ωj X−→ ∞.

Finally, we focus on the elements of A4.
Proposition 4.4 (Fourier constants in A4). Let N ∈ N. The following growth and decay
estimates hold.
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Growth and decay estimates for the Fourier constants in A4 as i, j, k −→ +∞
Constant F 1st derivative 6= 0 ∃ ωi ± ωj ± ωk X−→ ∞ ∀ ωi ± ωj ± ωk −→∞
Ijki,
Ijki
ωi
cos2 F (2)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj ± ωk)3
)
Jjki,
Jjki
ωi
cos2 F (2)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj ± ωk)3
)
P1jki,
P1jki
ωi
Γ1 cos
2 F (8)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj ± ωk)9
)
P2jki,
P2jki
ωi
Γ2 cos
2 F (10)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj ± ωk)11
)
P3jki,
P3jki
ωi
Γ3 cos
2 F (2)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj ± ωk)3
)
P4jki,
P4jki
ωi
Γ4 cos
2 F (2)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj ± ωk)3
)
Q1jki,
Q1jki
ωi
Γ1 cos
2 F (8)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj ± ωk)9
)
Q2jki,
Q2jki
ωi
Γ2 cos
2 F (10)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj ± ωk)11
)
Q3jki,
Q3jki
ωi
Γ3 cos
2 F (2)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj ± ωk)3
)
Q4jki,
Q4jki
ωi
Γ4 cos
2 F (2)
(π
2
)
6= 0 O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj ± ωk)3
)
S0jki,
S0jki
ωi
e0 cos
2 None O (ω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj ± ωk)N
)
ω0ωiH0jki
e′0
tan
None O (ωiωk)
∑
±
O
(
ωi
(ωi ± ωj ± ωk)N
)
Proof. All these estimates follow directly from Lemma 2.11 and in particular from∫ pi
2
0
F (x) cos((2b+ 1)x)dx =
N∑
k=0
(−1)k+b
a2k+1
F (2k)
(π
2
)
+
N∑
k=0
(−1)k+1
a2k+2
F (2k+1) (0) +O
(
1
a2N+2
)
,
as b −→ ∞. However, we illustrate the proof only for the first constant, namely Ijki. For
large i, we have∫ pi
2
x
ei(y) sin(y) cos(y)dy ≃
∫ pi
2
x
sin(ωiy) cos
2(y)dy
= − 2
ωi(ω2i − 4)
cos(ωix) +
ωi cos
2(x)
ω2i − 4
cos(ωix) +
sin(2x)
ω2i − 4
sin(ωix)
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≃ 1
ωi
cos2(x) cos(ωix).
Now, for large values of i, j, k and in the case where all ωi ± ωj ± ωk −→∞,
Ijki :=
∫ pi
2
0
ej(x)ek(x)
(∫ pi
2
x
ei(y) sin(y) cos(y)dy
)
tan2(x)dx
≃ 1
ωi
∫ pi
2
0
cos2(x) cos(ωix) sin(ωjx) sin(ωkx)dx
=
1
ωi
(∫ pi
2
0
cos2(x) cos ((ωi + ωj − ωk)x) dx−
∫ pi
2
0
cos2(x) cos ((ωi + ωj + ωk)x) dx
+
∫ pi
2
0
cos2(x) cos ((ωi − ωj − ωk) x) dx−
∫ pi
2
0
cos2(x) cos ((ωi − ωj + ωk) x) dx
)
.
Observe that all ωi ± ωj ± ωk,
ωi − ωj + ωk = 2(i− j + k + 1) + 1,
ωi − ωj − ωk = 2(i− j − k − 2) + 1,
ωi + ωj + ωk = 2(i+ j + k + 4) + 1,
ωi + ωj − ωk = 2(i+ j − k + 1) + 1.
We define F (x) := cos2(x) and compute
F
(π
2
)
= F ′ (0) = 0, F ′′
(π
2
)
= 2 6= 0.
Lemma 2.11 yields
Ijki =
1
ωi
∑
±
O
(
1
(ωi ± ωj ± ωk)3
)
,
as i, j, k −→ ∞, whereas, for large values of i, j, k such that some ωi ± ωj ± ωk X−→ ∞,
Holder’s inequality implies∣∣Ijki∣∣ :=
∣∣∣∣∣
∫ pi
2
0
ej(x)ek(x)
(∫ pi
2
x
ei(y) sin(y) cos(y)dy
)
tan2(x)dx
∣∣∣∣∣
≤
∥∥∥∥∥
∫ pi
2
·
ei(y) sin(y) cos(y)dy
∥∥∥∥∥
L∞[0,pi2 ]
‖ej tan‖L2[0,pi2 ] ‖ek tan‖L2[0,pi2 ]
.
1
ωi
.
In conclusion,
Ijki =
{
1
ωi
∑
±O
(
1
(ωi±ωj±ωk)3
)
, if all ωi ± ωj ± ωm −→ ∞
O
(
1
ωi
)
, if some ωi ± ωj ± ωk X−→ ∞.

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4.4.2. Fourier constants in B. We write
B = B1 ∪ B2
where
B1 :=
{
ωiH0jki, ωiGjki, ωiGjki
}
B2 :=
{
Rklji
ωi
,
Sjkli
ωi
, ωiHklji, ωiHijkl,Rklji, Sjkli
}
Proposition 4.5 (Fourier constants in B1). Let N ∈ N. The following growth and decay
estimates hold.
Growth and decay estimates for the Fourier constants in B1 as i, j, k −→ +∞
Constant ∃ ωi ± ωj ± ωk X−→∞ ∀ ωi ± ωj ± ωk −→∞
ωiH0jki O (ωiωk)
∑
±
O
(
ωi
(ωi ± ωj ± ωk)N
)
ωiGjki, ωiGjki O (ωiωk)
∑
±
O
(
ωi
(ωi ± ωj ± ωk)2
)
Proof. First, observe that
ωi − ωj + ωk = 2(i− j + k + 1) + 1,
ωi − ωj − ωk = 2(i− j − k − 2) + 1,
ωi + ωj + ωk = 2(i+ j + k + 4) + 1,
ωi + ωj − ωk = 2(i+ j − k + 1) + 1,
are all odd. All results here follow from Lemma 2.8 and Remark 2.9. For large values of
i, j, k and in the case where all ωi ± ωj ± ωk −→∞,
H0jki :=
∫ pi
2
0
e0(x)ei(x)ej(x)ek(x) tan
2(x)dx
≃
∫ pi
2
0
e0(x)
sin(ωix) sin(ωjx) sin(ωkx)
tan(x)
dx
=
1
4
∫ pi
2
0
e0(x)
sin ((ωi − ωj + ωk) x)
tan(x)
dx− 1
4
∫ pi
2
0
e0(x)
sin ((ωi − ωj − ωk) x)
tan(x)
dx
− 1
4
∫ pi
2
0
e0(x)
sin ((ωi + ωj + ωk) x)
tan(x)
dx+
1
4
∫ pi
2
0
e0(x)
sin ((ωi + ωj − ωk)x)
tan(x)
dx.
By Remark 2.9, we infer that in this case
H0jki =
1
4
(
2
(
2
√
2π − 2
√
2π
)
+
∑
±
O
(
1
(ωi ± ωj ± ωk)N
))
=
∑
±
O
(
1
(ωi ± ωj ± ωk)N
)
,
as i, j, k −→ ∞, whereas, for large values of i, j, k such that some ωi ± ωj ± ωk X−→ ∞,
Holder’s inequality implies
|H0jki| :=
∣∣∣∣∣
∫ pi
2
0
e0(x)ei(x)ej(x)ek(x) tan
2(x)dx
∣∣∣∣∣
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≤ ‖e0‖L∞[0,pi2 ] ‖ek‖L∞[0,pi2 ] ‖ei tan‖L2[0,pi2 ] ‖ej tan‖L2[0,pi2 ]
. ωk.
Second, for large values of i, j, k and in the case where all ωi ± ωj ± ωk −→∞, we have
Gjki :=
∫ pi
2
0
ei(x)ej(x)ek(x) tan
2(x)dx
≃
∫ pi
2
0
sin(ωix) sin(ωjx) sin(ωkx)
tan(x)
dx
=
1
4
∫ pi
2
0
sin ((ωi − ωj + ωk)x)
tan(x)
dx− 1
4
∫ pi
2
0
sin ((ωi − ωj − ωk) x)
tan(x)
dx
− 1
4
∫ pi
2
0
sin ((ωi + ωj + ωk)x)
tan(x)
dx+
1
4
∫ pi
2
0
sin ((ωi + ωj − ωk) x)
tan(x)
dx.
Hence, by Lemma 2.8, we get that in this case
Gjki =
1
4
(
2
(π
2
− π
2
)
+
∑
±
O
(
1
(ωi ± ωj ± ωk)2
))
=
∑
±
O
(
1
(ωi ± ωj ± ωk)2
)
,
as i, j, k −→ ∞. On the other hand, for large values of i, j, k such that some ωi±ωj±ωk X−→
∞, Holder’s inequality implies
|Gjki| :=
∣∣∣∣∣
∫ pi
2
0
ei(x)ej(x)ek(x) tan
2(x)dx
∣∣∣∣∣
≤ ‖ek‖L∞[0,pi2 ] ‖ei tan‖L2[0,pi2 ] ‖ej tan‖L2[0,pi2 ]
. ωk.
Similarly, for large values of i, j, k and in the case where all ωi ± ωj ± ωk −→∞,
Gjki :=
∫ pi
2
0
ek(x)
e′j(x)
ωj
e′i(x)
ωi
tan2(x)dx
≃
∫ pi
2
0
sin(ωkx) cos(ωjx) cos(ωix)
tan(x)
dx
=
1
4
∫ pi
2
0
sin ((ωi − ωj + ωk) x)
tan(x)
dx− 1
4
∫ pi
2
0
sin ((ωi − ωj − ωk)x)
tan(x)
dx
+
1
4
∫ pi
2
0
sin ((ωi + ωj + ωk)x)
tan(x)
dx− 1
4
∫ pi
2
0
sin ((ωi + ωj − ωk)x)
tan(x)
dx
and finally
Gjki =
1
4
(
2
(π
2
− π
2
)
+
∑
±
O
(
1
(ωi ± ωj ± ωk)2
))
=
∑
±
O
(
1
(ωi ± ωj ± ωk)2
)
,
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as i, j, k −→ ∞. However, for large values of i, j, k such that some ωi ± ωj ± ωk X−→ ∞,
Holder’s inequality implies∣∣Gjki∣∣ :=
∣∣∣∣∣
∫ pi
2
0
ek(x)
e′j(x)
ωj
e′i(x)
ωi
tan2(x)dx
∣∣∣∣∣
≤ ‖ek‖L∞[0,pi2 ]
∥∥∥∥ e′iωi tan
∥∥∥∥
L2[0,pi2 ]
∥∥∥∥ e′jωj tan
∥∥∥∥
L2[0,pi2 ]
. ωk.

Proposition 4.6 (Fourier constants in B2). Let N ∈ N. The following growth and decay
estimates hold.
Growth and decay estimates for the Fourier constants in B2 as i, j, k, l −→ +∞
Constant ∃ ωi ± ωj ± ωk ± ωl X−→∞ ∀ ωi ± ωj ± ωk ± ωl −→ ∞
Rklji
ωi
,
Sjkli
ωi
O (ωjω−1i ) 1ωi ∑± O
(
1
(ωi ± ωj ± ωk ± ωl)N
)
ωiHklji, ωiHijkl O (ωiωjωk)
∑
±
O
(
ωi
(ωi ± ωj ± ωk ± ωl)3
)
Rklji, Sjkli O
(
ωjω
−1
i
) 1
ωi
∑
±
O
(
1
(ωi ± ωj ± ωk ± ωl)N
)
Proof. First, observe that
ωi − ωj + ωk − ωl = 2(i− j + k − l),
ωi + ωj − ωk − ωl = 2(i+ j − k − l),
ωi − ωj − ωk − ωl = 2(−3 + i− j − k − l),
ωi + ωj + ωk − ωl = 2(3 + i+ j + k − l),
ωi − ωj − ωk + ωl = 2(i− j − k + l),
ωi + ωj + ωk + ωl = 2(6 + i+ j + k + l),
ωi − ωj + ωk + ωl = 2(3 + i− j + k + l),
ωi + ωj − ωk + ωl = 2(3 + i+ j − k + l),
are all even. All results here follow from Lemma 2.8. For large values of i, j, k, l and in the
case where all ωi ± ωj ± ωk ± ωl −→∞,
Rklji :=
∫ pi
2
0
ej(x)
e′k(x)
ωk
e′l(x)
ωl
e′i(x)
ωi
sin3(x)
cos(x)
dx
≃
∫ pi
2
0
cos2(x)
cos(ωix) sin(ωjx) cos(ωkx) cos(ωlx)
tan(x)
dx
=
∫ pi
2
0
cos2(x)
sin ((ωi + ωj + ωk + ωl)x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin ((ωi − ωj + ωk + ωl)x)
tan(x)
dx
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+∫ pi
2
0
cos2(x)
sin ((ωi + ωj + ωk − ωl) x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin ((ωi − ωj + ωk − ωl)x)
tan(x)
dx
+
∫ pi
2
0
cos2(x)
sin ((ωi + ωj − ωk + ωl) x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin ((ωi − ωj − ωk + ωl)x)
tan(x)
dx
+
∫ pi
2
0
cos2(x)
sin ((ωi + ωj − ωk − ωl)x))
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin ((ωi − ωj − ωk − ωl) x)
tan(x)
dx
=
(
4
(π
2
− π
2
)
+
∑
±
O
(
1
(ωi − ωj − ωk + ωl)N
))
=
∑
±
O
(
1
(ωi − ωj − ωk + ωl)N
)
.
On the other hand, in the case where some ωi± ωj ± ωm X−→∞, Holder’s inequality implies∣∣∣∣Rkljiωi
∣∣∣∣ = 1ωi
∣∣∣∣∣
∫ pi
2
0
ej(x) cos(x) sin(x)
e′k(x)
ωk
e′l(x)
ωl
e′i(x)
ωi
tan2(x)dx
∣∣∣∣∣
≤ 1
ωi
‖ej‖L∞[0,pi2 ]
∥∥∥∥cos sin e′kωk
∥∥∥∥
L∞[0,pi2 ]
∥∥∥∥ e′lωl tan
∥∥∥∥
L2[0,pi2 ]
∥∥∥∥ e′iωi tan
∥∥∥∥
L2[0,pi2 ]
≤ ωj
ωi
,
where we used the L∞ bounds as well as the orthogonality from Lemma 2.6. Furthermore,
for large values of i, j, k, l and in the case where all ωi ± ωj ± ωk ± ωl −→∞,
Sjkli :=
∫ pi
2
0
ej(x)ek(x)el(x)
e′i(x)
ωi
sin3(x)
cos(x)
dx
≃
∫ pi
2
0
cos2(x)
cos(ωix) sin(ωjx) sin(ωkx) sin(ωlx)
tan(x)
dx
= −
∫ pi
2
0
cos2(x)
sin ((ωi + ωj + ωk + ωl) x)
tan(x)
dx+
∫ pi
2
0
cos2(x)
sin ((ωi − ωj + ωk + ωl)x)
tan(x)
dx
+
∫ pi
2
0
cos2(x)
sin ((ωi + ωj + ωk − ωl)x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin ((ωi − ωj + ωk − ωl) x)
tan(x)
dx
+
∫ pi
2
0
cos2(x)
sin ((ωi + ωj − ωk + ωl)x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin ((ωi − ωj − ωk + ωl) x)
tan(x)
dx
−
∫ pi
2
0
cos2(x)
sin ((ωi + ωj − ωk − ωl)x)
tan(x)
dx+
∫ pi
2
0
cos2(x)
sin ((ωi − ωj − ωk − ωl)x)
tan(x)
dx
= 4
(π
2
− π
2
)
+
∑
±
O
(
1
(ωi − ωj − ωk + ωl)N
)
=
∑
±
O
(
1
(ωi − ωj − ωk + ωl)N
)
.
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On the other hand, in the case where some ωi ± ωj ± ωk ± ωl X−→ ∞, Holder’s inequality
implies ∣∣∣∣Sjkliωi
∣∣∣∣ = 1ωi
∣∣∣∣∣
∫ pi
2
0
ej(x) cos(x) sin(x)
e′i(x)
ωi
ek(x)el(x) tan
2(x)dx
∣∣∣∣∣
≤ 1
ωi
‖ej‖L∞[0,pi2 ]
∥∥∥∥cos sin e′iωi
∥∥∥∥
L∞[0,pi2 ]
‖ek tan‖L2[0,pi2 ] ‖el tan‖L2[0,pi2 ]
≤ ωj
ωi
,
where we used the L∞ bounds and the orthogonality from Lemma 2.6. Similarly, for large
values of i, j, k, l and in the case where all ωi ± ωj ± ωk ± ωl −→ ∞,
Hklji :=
∫ pi
2
0
ei(x)ej(x)ek(x)el(x) tan
2(x)dx
≃
∫ pi
2
0
sin(ωix) sin(ωjx) sin(ωkx) sin(ωlx)
tan2(x)
dx
≃ 1
8
∫ pi
2
2pi
ωi−ωj+ωk−ωl
cos ((ωi − ωj + ωk − ωl)x)
tan2(x)
dx+
1
8
∫ pi
2
2pi
ωi+ωj−ωk−ωl
cos ((ωi + ωj − ωk − ωl) x)
tan2(x)
dx
− 1
8
∫ pi
2
2pi
ωi−ωj−ωk−ωl
cos ((ωi − ωj − ωk − ωl)x)
tan2(x)
dx− 1
8
∫ pi
2
2pi
ωi+ωj+ωk−ωl
cos ((ωi + ωj + ωk − ωl)x)
tan2(x)
dx
+
1
8
∫ pi
2
2pi
ωi−ωj−ωk+ωl
cos ((ωi − ωj − ωk + ωl) x)
tan2(x)
dx+
1
8
∫ pi
2
2pi
ωi+ωj+ωk+ωl
cos ((ωi + ωj + ωk + ωl)x)
tan2(x)
dx
− 1
8
∫ pi
2
2pi
ωi−ωj+ωk+ωl
cos ((ωi − ωj + ωk + ωl)x)
tan2(x)
dx− 1
8
∫ pi
2
2pi
ωi+ωj−ωk+ωl
cos ((ωi + ωj − ωk + ωl)x)
tan2(x)
dx
=
c
16π
(
+ (ωi − ωj + ωk − ωl) + (ωi + ωj − ωk − ωl)− (ωi − ωj − ωk − ωl)
− (ωi + ωj + ωk − ωl) + (ωi − ωj − ωk + ωl) + (ωi + ωj + ωk + ωl)
− (ωi − ωj + ωk + ωl)− (ωi + ωj − ωk + ωl)
)
+
∑
±
O
(
1
(ωi ± ωj ± ωk ± ωl)3
)
=
∑
±
O
(
1
(ωi ± ωj ± ωk ± ωl)3
)
.
On the other hand, in the case where some ωi ± ωj ± ωk ± ωl X−→ ∞, Holder’s inequality
implies
|Hklji| =
∣∣∣∣∣
∫ pi
2
0
ei(x)ej(x)ek(x)el(x) tan
2(x)dx
∣∣∣∣∣
≤ ‖ej‖L∞[0,pi2 ] ‖ek‖L∞[0,pi2 ] ‖ei tan‖L2[0,pi2 ] ‖el tan‖L2[0,pi2 ]
≤ ωjωk.
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Furthermore, for large values of i, j, k, l and in the case where all ωi ± ωj ± ωk ± ωl −→∞,
Hijkl :=
∫ pi
2
0
ej(x)ek(x)
e′i(x)
ωi
e′l(x)
ωl
tan2(x)dx
≃
∫ pi
2
0
sin(ωjx) sin(ωkx) cos(ωix) cos(ωlx)
tan2(x)
dx
≃ 1
8
∫ pi
2
2pi
ωi+ωj−ωk−ωl
cos ((ωi + ωj − ωk − ωl)x)
tan2(x)
dx− 1
8
∫ pi
2
2pi
ωi−ωj−ωk−ωl
cos ((ωi − ωj − ωk − ωl)x)
tan2(x)
dx
+
1
8
∫ pi
2
2pi
ωi+ωj−ωk+ωl
cos ((ωi + ωj − ωk + ωl) x)
tan2(x)
dx− 1
8
∫ pi
2
2pi
ωi−ωj−ωk+ωl
cos ((ωi − ωj − ωk + ωl) x)
tan2(x)
dx
− 1
8
∫ pi
2
2pi
ωi+ωj+ωk−ωl
cos ((ωi + ωj + ωk − ωl)x)
tan2(x)
dx+
1
8
∫ pi
2
2pi
ωi−ωj+ωk−ωl
cos ((ωi − ωj + ωk − ωl) x)
tan2(x)
dx
− 1
8
∫ pi
2
2pi
ωi+ωj+ωk+ωl
cos ((ωi + ωj + ωk + ωl)x)
tan2(x)
dx+
1
8
∫ pi
2
2pi
ωi−ωj+ωk+ωl
cos ((ωi − ωj + ωk + ωl) x)
tan2(x)
dx
and the rest of the proof coincides with the one above. On the other hand, if some ωi±ωj ±
ωk ± ωl X−→ ∞, Holder’s inequality implies∣∣Hijkl∣∣ =
∣∣∣∣∣
∫ pi
2
0
ej(x)ek(x)
e′i(x)
ωi
e′l(x)
ωl
tan2(x)dx
∣∣∣∣∣
≤ ‖ej‖L∞[0,pi2 ] ‖ek‖L∞[0,pi2 ]
∥∥∥∥ e′iωi tan
∥∥∥∥
L2[0,pi2 ]
∥∥∥∥ e′lωl tan
∥∥∥∥
L2[0,pi2 ]
≤ ωjωk.
In addition, for large values of i, j, k, l and in the case where all ωi ± ωj ± ωk ± ωl −→∞,
Rklji :=
∫ pi
2
0
ej(x)
e′k(x)
ωk
e′l(x)
ωl
(∫ pi
2
x
ei(y) sin(y) cos(y)dy
)
tan2(x)dx
≃ 1
ωi
∫ pi
2
0
cos2(x)
cos(ωix) sin(ωjx) cos(ωkx) cos(ωlx)
tan(x)
dx
≃ 1
8ωi
(∫ pi
2
0
cos2(x)
sin((ωi + ωj + ωk + ωl)x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin((ωi − ωj + ωk + ωl)x)
tan(x)
dx∫ pi
2
0
cos2(x)
sin((ωi + ωj + ωk − ωl)x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin((ωi − ωj + ωk − ωl)x)
tan(x)
dx∫ pi
2
0
cos2(x)
sin((ωi + ωj − ωk + ωl)x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin((ωi − ωj − ωk + ωl)x)
tan(x)
dx∫ pi
2
0
cos2(x)
sin((ωi + ωj − ωk − ωl)x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin((ωi − ωj − ωk − ωl)x)
tan(x)
dx
)
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=
1
8ωi
(
4
(π
2
− π
2
)
+
∑
±
O
(
1
(ωi ± ωj ± ωk ± ωl)N
))
=
1
ωi
∑
±
O
(
1
(ωi ± ωj ± ωk ± ωl)N
)
.
On the other hand, in the case where some ωi ± ωj ± ωk ± ωl X−→ ∞, Holder’s inequality
implies∣∣Rklji∣∣ =
∣∣∣∣∣
∫ pi
2
0
ej(x)
e′k(x)
ωk
e′l(x)
ωl
(∫ pi
2
x
ei(y) sin(y) cos(y)dy
)
tan2(x)dx
∣∣∣∣∣
≤ ‖ej‖L∞[0,pi2 ]
∥∥∥∥∥
∫ pi
2
·
ei(y) sin(y) cos(y)dy
∥∥∥∥∥
L∞[0,pi2 ]
∥∥∥∥ e′kωk tan
∥∥∥∥
L2[0,pi2 ]
∥∥∥∥ e′lωl tan
∥∥∥∥
L2[0,pi2 ]
≤ ωj
ωi
.
Similarly, for large values of i, j, k, l and in the case where all ωi ± ωj ± ωk ± ωl −→ ∞,
Sjkli :=
∫ pi
2
0
ej(x)ek(x)el(x)
(∫ pi
2
x
ei(y) sin(y) cos(y)dy
)
tan2(x)dx
≃ 1
ωi
∫ pi
2
0
cos2(x)
cos(ωix) sin(ωjx) sin(ωkx) sin(ωlx)
tan(x)
dx
≃ 1
8ωi
(∫ pi
2
0
cos2(x)
sin((ωi + ωj − ωk + ωl)x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin((ωi − ωj − ωk − ωl)x)
tan(x)
dx
−
∫ pi
2
0
cos2(x)
sin((ωi + ωj + ωk + ωl)x)
tan(x)
dx+
∫ pi
2
0
cos2(x)
sin((ωi + ωj + ωk − ωl)x)
tan(x)
dx
−
∫ pi
2
0
cos2(x)
sin((ωi − ωj − ωk + ωl)x)
tan(x)
dx+
∫ pi
2
0
cos2(x)
sin((ωi − ωj − ωk − ωl)x)
tan(x)
dx
+
∫ pi
2
0
cos2(x)
sin((ωi − ωj + ωk + ωl)x)
tan(x)
dx−
∫ pi
2
0
cos2(x)
sin((ωi − ωj + ωk − ωl)x)
tan(x)
dx
)
and the rest of the proof coincides with the one above. On the other hand, if some ωi±ωj ±
ωk ± ωl X−→ ∞, Holder’s inequality implies∣∣Sjkli∣∣ =
∣∣∣∣∣
∫ pi
2
0
ej(x)ek(x)el(x)
(∫ pi
2
x
ei(y) sin(y) cos(y)dy
)
tan2(x)dx
∣∣∣∣∣
≤ ‖ej‖L∞[0,pi2 ]
∥∥∥∥∥
∫ pi
2
·
ei(y) sin(y) cos(y)dy
∥∥∥∥∥
L∞[0,pi2 ]
‖ek tan‖L2[0,pi2 ] ‖el tan‖L2[0,pi2 ]
≤ ωj
ωi
.

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Appendix A. Proof of (2.15) and (2.16)
In this section we prove the estimates (2.15), (2.16). We will use the notation
1 (condition) =
{
1, if the condition if satisfied
0, otherwise
Lemma A.1. For all i = 0, 1, 2, . . . , we have∫ pi
2
0
cos2(ωix) tan
2(x)dx =
∫ pi
2
0
sin2(ωix)
tan2(x)
dx =
π
2
(
ωi − 1
2
)
.
Proof. Both results follow from Lemma 2.7. For the first result, we get∫ pi
2
0
cos2(ωix) tan
2(x)dx =
∫ pi
2
0
(
cos(ωix)
cos(x)
)2
sin2(x)dx
=
∫ pi
2
0
(
1 + 2
i+1∑
µ=1
(−1)µ cos(2µx)
)2
sin2(x)dx
=
∫ pi
2
0
(
1 + 4
i+1∑
µ=1
(−1)µ cos(2µx) + 4
i+1∑
µ,ν=1
(−1)µ+ν cos(2µx) cos(2νx)
)
sin2(x)dx
=
∫ pi
2
0
sin2(x)dx+ 4
i+1∑
µ=1
(−1)µ
∫ pi
2
0
cos(2µx) sin2(x)dx+ 4
i+1∑
µ,ν=1
(−1)µ+ν
∫ pi
2
0
cos(2µx) cos(2νx) sin2(x)dx.
Now, we use the trigonometric identities
sin2(x) =
1
2
− 1
2
cos(2x), cos(a) cos(b) =
1
2
cos(a− b) + 1
2
cos(a+ b)
to compute∫ pi
2
0
sin2(x)dx =
π
4
,∫ pi
2
0
cos(2µx) sin2(x)dx =
1
2
∫ pi
2
0
cos(2µx)dx− 1
4
∫ pi
2
0
cos(2(µ− 1)x)dx− 1
4
∫ pi
2
0
cos(2(µ+ 1)x)dx
= −π
8
1 (µ = 1) ,∫ pi
2
0
cos(2µx) cos(2νx) sin2(x)dx = −1
8
∫ pi
2
0
cos (2(1− µ− ν)x) dx+ 1
4
∫ pi
2
0
cos (2(µ− ν)x) dx
− 1
8
∫ pi
2
0
cos (2(1 + µ− ν)x) dx− 1
8
∫ pi
2
0
cos (2(1− µ+ ν)x) dx
+
1
4
∫ pi
2
0
cos (2(µ+ ν)x) dx− 1
8
∫ pi
2
0
cos (2(1 + µ+ ν)x) dx
= − π
16
1 (1− µ− ν = 0) + π
8
1 (µ− ν = 0)− π
16
1 (1 + µ− ν = 0)− π
16
1 (1− µ+ ν = 0) .
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Hence,∫ pi
2
0
cos2(ωix) tan
2(x)dx =
π
4
+
π
2
+
π
4
i+1∑
µ,ν=1
1−µ−ν=0
1 +
π
2
i+1∑
µ,ν=1
µ−ν=0
1 +
π
4
i+1∑
µ,ν=1
1+µ−ν=0
1 +
π
4
i+1∑
µ,ν=1
1−µ+ν=0
1
=
π
4
+
π
2
+
π
4
· 0 + π
2
· (1 + i) + π
4
· i+ π
4
· i
=
π
2
(
ωi − 1
2
)
.
Similarly, for the second result, we get∫ pi
2
0
sin2(ωix)
tan2(x)
dx =
∫ pi
2
0
(
sin(ωix)
sin(x)
)2
cos2(x)dx
=
∫ pi
2
0
(
1 + 2
i+1∑
µ=1
cos(2µx)
)2
cos2(x)dx
=
∫ pi
2
0
(
1 + 4
i+1∑
µ=1
cos(2µx) + 4
i+1∑
µ,ν=1
cos(2µx) cos(2νx)
)
cos2(x)dx
=
∫ pi
2
0
cos2(x)dx+ 4
i+1∑
µ=1
∫ pi
2
0
cos(2µx) cos2(x)dx+ 4
i+1∑
µ,ν=1
∫ pi
2
0
cos(2µx) cos(2νx) cos2(x)dx.
Now, we use the trigonometric identities
cos2(x) =
1
2
+
1
2
cos(2x), cos(a) cos(b) =
1
2
cos(a− b) + 1
2
cos(a+ b)
to compute∫ pi
2
0
cos2(x)dx =
π
4
,∫ pi
2
0
cos(2µx) cos2(x)dx =
1
2
∫ pi
2
0
cos(2µx)dx+
1
4
∫ pi
2
0
cos(2(µ− 1)x)dx+ 1
4
∫ pi
2
0
cos(2(µ+ 1)x)dx
=
π
8
1 (µ = 1) ,∫ pi
2
0
cos(2µx) cos(2νx) cos2(x)dx =
1
8
∫ pi
2
0
cos (2(1− µ− ν)x) dx+ 1
4
∫ pi
2
0
cos (2(µ− ν)x) dx
+
1
8
∫ pi
2
0
cos (2(1 + µ− ν)x) dx+ 1
8
∫ pi
2
0
cos (2(1− µ+ ν)x) dx
+
1
4
∫ pi
2
0
cos (2(µ+ ν)x) dx+
1
8
∫ pi
2
0
cos (2(1 + µ+ ν)x) dx
=
π
16
1 (1− µ− ν = 0) + π
8
1 (µ− ν = 0) + π
16
1 (1 + µ− ν = 0) + π
16
1 (1− µ+ ν = 0) .
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Hence,
∫ pi
2
0
sin2(ωix)
tan2(x)
dx =
π
4
+
π
2
+
π
4
i+1∑
µ,ν=1
1−µ−ν=0
1 +
π
2
i+1∑
µ,ν=1
µ−ν=0
1 +
π
4
i+1∑
µ,ν=1
1+µ−ν=0
1 +
π
4
i+1∑
µ,ν=1
1−µ+ν=0
1
=
π
4
+
π
2
+
π
4
· 0 + π
2
· (1 + i) + π
4
· i+ π
4
· i
=
π
2
(
ωi − 1
2
)
.
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Appendix B. Closed formulas for the Fourier constants with one index
In this section we list closed formulas for the Fourier constants with one index which are
used in subsection 4.2.
Lemma B.1. For all j = 0, 1, 2, . . . , we have
C130j =

− 3
π
, j = 0
513
320π
√
3, j = 1
− 39
80π
√
3
2
, j = 2
− 291
560π
1√
10
, j = 3
69
1120π
√
3
5
, j = 4
162
π
√
2
(−1)j√
(j+1)(j+2)
1
3+2j
9+12j+4j2
(j−1)j(j+1)(j+2)(j+3)(j+4) , j ≥ 5,
C240j =

− 279
16π
, j = 0
1683
320π
√
3, j = 1
33
40π
√
3
2
, j = 2
− 99
140π
1√
10
, j = 3
− 9
280π
√
3
5
, j = 4
162
π
√
2
(−1)j√
(j+1)(j+2)
1
3+2j
9+12j+4j2
(j−1)j(j+1)(j+2)(j+3)(j+4) , j ≥ 5,
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D130j =

505521
28672π2
, j = 0
− 981867
143360π2
√
3, j = 1
− 42183
10240π2
√
3
2
, j = 2
13783689
788480π2
1√
10
, j = 3
1523079
1576960π2
√
3
5
, j = 4
− 35626779
20500480π2
√
3
7
, j = 5
− 5325129
20500480π2
1√
7
, j = 6
46545
585728π2
, j = 7
201477
3727360π2
1√
5
, j = 8
486
√
2
π2
(−1)j(3+2j)√
(j+1)(j+2)
−17325−148200j+8272j2+33264j3+1386j4−1512j5−84j6+24j7+2j8
(j−5)(j−4)(j−3)(j−2)(j−1)j(j+1)(j+2)(j+3)(j+4)(j+5)(j+6)(j+7)(j+8) , j ≥ 9,
D240j =

1028457
4096π2
, j = 0
− 236643
20480π2
√
3, j = 1
− 883833
10240π2
√
3
2
, j = 2
− 53130249
788480π2
1√
10
, j = 3
2723691
143360π2
√
3
5
, j = 4
266148291
20500480π2
√
3
7
, j = 5
11204163
1863680π2
1√
7
, j = 6
5955813
20500480π2
, j = 7
2926809
41000960π2
1√
5
, j = 8
1458
√
2
π2
(−1)j (3+2j)√
(j+1)(j+2)
39375−261600j−29528j2+33264j3+1386j4−1512j5−84j5−84j6+24j7+2j8
(j−5)(j−4)(j−3)(j−2)(j−1)j(j+1)(j+2)(j+3)(j+4)(j+5)(j+6)(j+7)(j+8) , j ≥ 9,
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E14230j =

225639
1792π2
, j = 0
− 137889
4480π2
√
3, j = 1
− 13233
320π2
√
3
2
, j = 2
25083
448π2
1√
10
, j = 3
160737
9856π2
√
3
5
, j = 4
− 285177
197120π2
√
3
7
, j = 5
− 9313947
2562560π2
√
7
, j = 6
− 1123959
2562560π2
, j = 7
− 129009
2562560π2
√
5
, j = 8
3888
√
2
π2
(−1)j (3+2j)√
(j+1)(j+2)
−315+2892j+460j2−309j3−29j4+9j5+j6
(j−4)(j−3)(j−2)(j−1)j(j+1)(j+2)(j+3)(j+4)(j+5)(j+6)(j+7) , j ≥ 9,
C130j =

− 105
16π
, j = 0
627
320π
√
3, j = 1
− 9
40π
√
3
2
, j = 2
− 111
140π
1√
10
, j = 3
3
40π
√
3
5
, j = 4
3
8π
√
2
(−1)j√
(j+1)(j+2)
18(56+48j+16j2)
(j−1)j(j+1)(j+2)(j+3)(j+4) , j ≥ 5,
C240j =

−27
π
, j = 0
1377
320π
√
3, j = 1
87
80π
√
3
2
, j = 2
− 339
560π
1√
10
, j = 3
− 3
160π
√
3
5
, j = 4
3
8π
√
2
(−1)j√
(j+1)(j+2)
18(56+48j+16j2)
(j−1)j(j+1)(j+2)(j+3)(j+4) , j ≥ 5,
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D130j =

100521
4096π2
, j = 0
− 8763
143360π2
√
3, j = 1
− 677823
71680π2
√
3
2
, j = 2
7256121
788480π2
1√
10
, j = 3
714927
225280π2
√
3
5
, j = 4
− 2521353
1863680π2
√
3
7
, j = 5
− 10458663
20500480π2
1√
7
, j = 6
81573
2928640π2
, j = 7
3074073
41000960π2
1√
5
, j = 8
162
√
2
π2
(−1)j√
(j+1)(j+2)
·
·407925−574350j−1017146j2−240720j3+188030j4+64260j5−6888j6−3360j7−10j8+60j9+4j10
(j−5)(j−4)(j−3)(j−2)(j−1)j(j+1)(j+2)(j+3)(j+4)(j+5)(j+6)(j+7)(j+8) , j ≥ 9,
D240j =

5907249
28672π2
, j = 0
8116251
143360π2
√
3, j = 1
− 3585921
71680π2
√
3
2
, j = 2
− 89919801
788480π2
1√
10
, j = 3
6828951
1576960π2
√
3
5
, j = 4
154847739
20500480π2
√
3
7
, j = 5
9032301
1863680π2
1√
7
, j = 6
856593
4100096π2
, j = 7
5437431
41000960π2
1√
5
, j = 8
486
√
2
π2
(−1)j√
(j+1)(j+2)
·
·1107225−347550j−1281746j2−467520j3+150230j4+64260j5−6888j6−3360j7−10j8+60j9+4j10
(j−5)(j−4)(j−3)(j−2)(j−1)j(j+1)(j+2)(j+3)(j+4)(j+5)(j+6)(j+7)(j+8) , j ≥ 9,
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E14230j =

253539
1792π2
, j = 0
68139
4480π2
√
3, j = 1
− 113397
2240π2
√
3
2
, j = 2
− 4317
448π2
1√
10
, j = 3
162663
9856π2
√
3
5
, j = 4
231249
197120π2
√
3
7
, j = 5
− 4113129
2562560π2
1√
7
, j = 6
− 1104963
2562560π2
, j = 7
81519
2562560π2
1√
5
, j = 8
1296
√
2
π2
(−1)j√
(j+1)(j+2)
−11655+4179j+15217j2+6381j3−1137j4−729j5+3j6+24j7+2j8
(j−4)(j−3)(j−2)(j−1)j(j+1)(j+2)(j+3)(j+4)(j+5)(j+6)(j+7) , j ≥ 9,
Q100j :=
214035333120
π5/2
(−1)j
√
(1 + j)(2 + j)
−3277699425− 269297823960j + 293711943816j2
(1− 2j)2(3− 2j)2(5− 2j)2(7− 2j)2 · · ·
· · · +77509866720j
3 − 99784020400j4 − 14916314880j5 + 12003789568j6 + 1948032000j7
(−13 + 2j)(−11 + 2j)(−9 + 2j)(1 + 2j)2(3 + 2j)(5 + 2j)2 · · ·
· · · −570197760j
8 − 120207360j9 + 6178816j10 + 2580480j11 + 143360j12
(7 + 2j)2(9 + 2j)2(11 + 2j)2(13 + 2j)2(15 + 2j)(17 + 2j)(19 + 2j)
, j ≥ 0,
Q200j :=
−113010655887360
π5/2
(−1)j
√
(1 + j)(2 + j)
33108075 + 380845380j − 393913652j2
(1− 2j)2(3− 2j)2(5− 2j)2(7− 2j)2 · · ·
· · · −136760640j
3 + 119740640j4 + 28080000j5 − 11212416j6 − 2933760j7
(−13 + 2j)(−11 + 2j)(−9 + 2j)(1 + 2j)2(3 + 2j)(5 + 2j)2 · · ·
· · · +239360j
8 + 107520j9 + 7168j10
(7 + 2j)2(9 + 2j)2(11 + 2j)2(13 + 2j)2(15 + 2j)(17 + 2j)(19 + 2j)
, j ≥ 0,
P100j :=
−11890851840
π5/2
(−1)j
√
(1 + j)(2 + j)
35629018425 + 1577669058180j − 2316779684100j2
(1− 2j)2(3− 2j)2(5− 2j)2(7− 2j)2 · · ·
· · · −6803783904j
3 + 981811322512j4− 66644159040j5 − 178082423360j6 + 948476928j7
(−13 + 2j)(−11 + 2j)(−9 + 2j)(1 + 2j)2(3 + 2j)(5 + 2j)2 · · ·
· · · +15882539776j
8 + 1123875840j9 − 626191360j10 − 87220224j11 + 6336512j12
(7 + 2j)2(9 + 2j)2(11 + 2j)2(13 + 2j)2(15 + 2j)
· · ·
· · · +1720320j
13 + 81920j14
(17 + 2j)(19 + 2j)
, j ≥ 0,
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P200j :=
642105999360
π5/2
(−1)j
√
(1 + j)(2 + j)
−2350673325− 17348688120j + 22705082600j2
(1− 2j)2(3− 2j)2(5− 2j)2(7− 2j)2 · · ·
· · · +2565707616j
3 − 8972306928j4 − 257391360j5 + 1438027520j6 + 121433088j7
(−13 + 2j)(−11 + 2j)(−9 + 2j)(1 + 2j)2(3 + 2j)(5 + 2j)2 · · ·
· · · 97458944j
8 − 15390720j9 + 1812480j10 + 516096j11 + 28672j12
(7 + 2j)2(9 + 2j)2(11 + 2j)2(13 + 2j)2(15 + 2j)(17 + 2j)(19 + 2j)
, j ≥ 0,
Q300j :=
1105920
π5/2
(−1)j
√
(1 + j)(2 + j)
273378105− 157311408j
(−13 + 2j)(−11 + 2j)(−9 + 2j)(−7 + 2j) · · ·
· · · −29892784j
2 + 13889088j3 + 1385184j4
(−5 + 2j)(−3 + 2j)(−1 + 2j)(1 + 2j)(5 + 2j)(7 + 2j) · · ·
· · · −352512j
5 − 28416j6 + 3072j7 + 256j8
(9 + 2j)(11 + 2j)(13 + 2j)(15 + 2j)(17 + 2j)(19 + 2j)
, j ≥ 0,
Q400j :=
3317760
π5/2
(−1)j
√
(1 + j)(2 + j)
446350905− 189244848j
(−13 + 2j)(−11 + 2j)(−9 + 2j)(−7 + 2j) · · ·
· · · −40537264j
2 + 13889088j3 + 1385184j4
(−5 + 2j)(−3 + 2j)(−1 + 2j)(1 + 2j)(5 + 2j)(7 + 2j) · · ·
· · · −352512j
5 − 28416j6 + 3072j7 + 256j8
(9 + 2j)(11 + 2j)(13 + 2j)(15 + 2j)(17 + 2j)(19 + 2j)
, j ≥ 0,
P300j :=
−36864
π5/2
(−1)j
√
(1 + j)(2 + j)
−9861476625 + 10067010780j + 608214484j2
(−13 + 2j)(−11 + 2j)(−9 + 2j)(−7 + 2j) · · ·
· · · −1532592960j
3 − 20432800j4 + 80991360j5 + 2020992j6 − 1827840j7
(−5 + 2j)(−3 + 2j)(−1 + 2j)(1 + 2j)(5 + 2j)(7 + 2j) · · ·
· · · −83200j
8 + 15360j9 + 1024j10
(9 + 2j)(11 + 2j)(13 + 2j)(15 + 2j)(17 + 2j)(19 + 2j)
, j ≥ 0,
P400j :=
−110592
π5/2
(−1)j
√
(1 + j)(2 + j)
−12888500625 + 11300802780j + 932387284j2
(−13 + 2j)(−11 + 2j)(−9 + 2j)(−7 + 2j) · · ·
· · · −1590653760j
3 − 30109600j4 + 80991360j5 + 2020992j6 − 1827840j7
(−5 + 2j)(−3 + 2j)(−1 + 2j)(1 + 2j)(5 + 2j)(7 + 2j) · · ·
· · · −83200j
8 + 15360j9 + 1024j10
(9 + 2j)(11 + 2j)(13 + 2j)(15 + 2j)(17 + 2j)(19 + 2j)
, j ≥ 0.
Proof. All these closed formulas are based on Lemma 2.4 and follow similarly. Therefore, we
illustrate the proof only for the first constant, namely for C130j . For all j = 0, 1, 2, . . . , we
have
C130j :=
∫ pi
2
0
(Γ1(x)− Γ3(x)) e0(x)ej(x) tan2(x)dx
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=
2√
π
1√
ω2j − 1
∫ pi
2
0
(Γ1(x)− Γ3(x)) e0(x)
(
ωj
sin(ωjx)
tan(x)
− cos(ωjx)
)
tan2(x)dx
=
ωj√
ω2j − 1
∫ pi
2
0
w1(x) sin(ωjx)dx− 1√
ω2j − 1
∫ pi
2
0
w2(x) cos(ωjx)dx, (B.1)
where
w1(x) :=
2√
π
(Γ1(x)− Γ3(x)) e0(x) tan(x) = 3
4
√
2π2
cos2(x)q(x),
w2(x) :=
2√
π
(Γ1(x)− Γ3(x)) e0(x) tan2(x) = 3
8
√
2π2
sin(2x)q(x)
and
q(x) := 384 x cos3(x)− 254 sin(x)− 8 sin(3x)− 16 sin(5x)− 5 sin(7x) + sin(9x).
We use trigonometric identities to write
w1(x) = x
(
90
√
2
π2
cos(x) +
45
√
2
π2
cos(3x) +
9
√
2
π2
cos(5x)
)
− 393
8π2
√
2
sin(x)− 429
8π2
√
2
sin(3x)− 135
16π2
√
2
sin(5x)− 75
16π2
√
2
sin(7x)
− 9
16π2
√
2
sin(9x) +
3
16π2
√
2
sin(11x).
For j ≥ 5, we compute each integral separately and find a closed formula for the first integral
in (B.1). Similarly, for the second. All the other values C130j , j ∈ {0, 1, 2, 3, 4} are computed
with Mathematica. 
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