ABSTRACT This paper presents a novel nonlinear control approach for medium-density fiberboard continuous hot pressing electro-hydraulic servo system (EHSS). The EHSS is subject to input saturation and unknown external disturbance. The approach is developed in the framework of the prescribed performance control design. The transient and steady behaviors are both considered by virtue of an appropriate performance function. A new robust adaptive neural control algorithm is then developed by introducing a dynamic surface control scheme. Moreover, the compensation control is designed for the nonlinear term arising from the input saturation. It is shown with the Lyapunov stability analysis that all the signals in the closed-loop system are semi-globally uniformly ultimately bounded. In addition, the system tracking performance regarding transient and steady-state behaviors is guaranteed effectively with input saturation via the designed control approach. Finally, numerical simulation results are presented to authenticate and validate the effectiveness of the proposed control scheme.
INDEX TERMS Medium-density fiberboard (MDF), electro-hydraulic servo system (EHSS), hot pressing, prescribed performance, dynamic surface, input saturation, Nussbaum function, adaptive neural network. Because of the advantages of high strength, light weight, etc., medium-density fiberboard (MDF) is widely used in modern industrial production. As a crucial part, the MDF hot pressing process has played an important role in ensuring high quality of MDF's production, especially at the stage of keeping thickness. The MDF continuous hot pressing EHSS is used as the actuator of the process which benefits from its good mechanical performance. Industrial use of hydraulic actuation presents a unique challenge from a controls point of view. The nontriviality of the control problem arises from many sources, such as non-smooth nonlinearities present in the pressure dynamics, unmolded friction, control saturation, etc. In recent years, several control techniques, such as genetic algorithm (GA)-based PID control [1] , back-stepping control [2] [3] [4] , sliding mode control [5] [6] [7] , robust output-feedback control [8] , and extended state observer-based control [9] , [10] , for the EHSS have been presented. Although the tracking performance of EHSS has improved in some respects with control approaches above, some problems still need to be handled.
NOMENCLATURE
Unknown nonlinear dynamic is one of the most common problems in EHSS because of its initial parameters uncertainties. We cannot employ offline system identification techniques to estimate them, as those offline estimated nominal parametric values may change over the time or even during the control action. Neural network [11] , [12] has been further studied as the online approximator. Unlike other neural networks, such as the BP neural network [13] , the RBF neural network [14] can avoid the local minima problem and has the universal approximation property. Combined with the adaptive control method, the RBF neural network approximator can be applied in most nonlinear systems [15] [16] [17] .
Meanwhile, the transient behavior (e.g., overshoot and convergence rate) is essential for gauge thickness control in industrial production. Especially, no overshoot is strictly permitted during the hot pressing process. Recently, a new control algorithm, prescribed performance control (PPC), was developed to guarantee prescribed performance bounds on the transient and steady state output error [18] , [19] . PPC can provide a theoretical basis for the realization of no overshoot control performance. Currently it is applied in various classes of nonlinear systems to solve the performance issues [20] [21] [22] . Yang and Chen designed an adaptive prescribed performance tracking controller for the near space vehicles [20] . In [21] , the prescribed performance control for flexible joint robots was proposed by K. Kostarigka, Doulgeri et al. Theodorakopoulos and Rovithakis used the prescribed performance control method for MIMO feedback systems [22] .
However, because a logarithmic function is generally chosen as the transformation function in the conventional PPC approaches, a highly complex virtual control law is inevitably rendered, thereby increasing the complexity of the controller derivation and hence the hindering its implementation. To remedy this defect, a special error transformation is introduced by Liu [23] to embody the prescribed performance metrics into closed-loop design; thus, the original ''constrained'' system is transformed into an ''output constrained'' system. It is shown in [23] that stabilizing the transformed system without violation of the specific constraints on the transformed error is sufficient to achieve the prescribed performance guarantees. In this respect, by incorporating a barrier Lyapunov function (BLF) [42] , a stabilizing function with less complexity is derived that guarantees the satisfaction of the output constraints on the transformed error. Furthermore, the hydraulic system is a typical three-order cascaded system; thus, the system is suitable for control design based on the back-stepping control [2] , [3] . However, although the back-stepping control approach is systematic, it is always subject to the problem of ''complexity explosion'' [4] caused by the repeated differentiations of the virtual control inputs in each step. Such a problem will become more prominent as the system order increases. To avoid the complexity problem, the dynamic surface control (DSC) technique was developed in the pioneering work of Swaroop et al. [40] , in which first-order filters are introduced at each level of the traditional back-stepping to calculate the derivatives of synthetic control inputs.
On the other hand, in many practical dynamic systems, mechanical constraints dictates the problem of control input saturation, which often severely limits system performance, giving rise to undesirable inaccuracy or leading to instability [25] , [26] . In practice, although the input power provided to an electro-hydraulic actuator is limited [27] , input saturation to the actuator has not yet been considered in controller design, The study of control schemes for systems in the present of input saturation have been major tasks of theoretical significance as well as practical requirement.
However, little available results considering input saturation in the design and analysis of controllers is proposed because of complexity of the problem. For linear saturated systems saturation, several schemes for adaptive control law design have been developed [28] [29] [30] [31] . But the considered plants should satisfy certain restrictive conditions. Otherwise, the input saturation problem in controlling nonlinear systems was obtained increasing attention in control theory study. Considering constrained nonlinear systems, Adetola, Dehaan and Guay proposed an adaptive model predictive control scheme [34] . However, the system needs some strict assumptions that the nonlinear function must be locally Lipschitz and the uncertain parameters must be bounded. In [35] , a direct adaptive nonlinear control scheme was proposed for nonlinear uncertain systems with actuator control saturation constraints, In [36] , was Do, Basar and Jin presented an antiwindup design for SISO systems in the present of input saturation. By using a neural network, the unknown uncertainties with bounded parameters were estimated.. Based on the use of state feedback adaptive back-stepping design, the problem of input saturation was handled for a class of nonlinear systems in [37] . In [38] , by introducing a Nussbaum function, a robust adaptive control was developed with both input saturation and unknown external disturbance. The adaptive control algorithm for MIMO nonlinear systems with input saturation is designed in [39] .
In this paper, a robust adaptive neural prescribed performance control scheme is proposed for an MDF continuous hot pressing EHSS in the presence of uncertain nonlinear, input saturation and unknown external disturbance. Compared with previous works on the study of EHSS's tracking control, contributions of this paper are summarized as follows:
1) The designed adaptive RBFNN approximator is used to estimate the unknown nonlinear function of the system, because of its simpler structure and rapid convergence. Further, the adaptive update law for the weight matrix is easily calculated. Thus, the robustness can be given to the approximator. 2) The proposed control scheme is capable of achieving the prescribed transient and steady-state performance bounds on the output tracking error. The scheme ensures that the continuous hot pressing hydraulic system maintains a favorable convergence rate and non-overshooting phenomenon. A special error transformation function is introduced to incorporate prescribed performance specifications into the closed-loop design. It is claimed that the novel error transformation effectively facilitates the control law derivation. Moreover, the problem of ''explosion of complexity'' inherent in the conventional back-stepping designs can be addressed by introducing first-order filter. As a result, the control algorithm developed is suitable for practical engineering applications. 3) By using a Nussbaum function, the controller design and stability analysis problem caused by the input saturation and unknown external disturbance is solved, Different from most proposed control algorithms, in the control scheme, an unknown 'disturbance-like' term can be compensated without any prior knowledge on the disturbance bound, which is a combination of the external disturbance and the saturation error of the saturation function. The remaining part of this paper is organized as follows. In Section II, the continuous hot pressing EHSS mathematical model is described. In Section III, the RBF neural network, the prescribed performance, the special error transformation with BLF and the Nussbaum function are introduced. In Section IV, a robust adaptive neural prescribed performance control scheme is given. In Section V, the closed-loop system is proved to be SGUUB. In Section VI, simulation results are provided to illustrate the control performance of the proposed control scheme. Finally, the conclusion is given in Section VII.
II. PROCESS AND SYSTEM DESCRIPTION A. HOT PRESSING PROCESS
Hot pressing, which is one of the most essential processes in the MDF production procedure, determines the quantity, quality, efficiency and cost of the MDF production. In the hot pressing process, high temperature and high pressure are supplied to the MDF slab after preloading process to obtain the fiberboards that possess the required thickness, density, and mechanical properties. Hot pressing is a complicated physical and chemical process, including compaction of slabs to close contact fibers, increasing temperature to gasify the moisture of fiber slabs, degradation of fibers and so on.
In particular, the gauge thickness is the key to obtain the high-quality MDF. The slab thickness is determined during a setting thickness phase, which is mainly dependent on the final MDF figuration. With both temperature and pressure in reasonable ranges, discharging the remaining steam in the slab is the main task to avoid the formation of defects, such as surface bubbling and lamination. Because of the existence of steam pressure, thickness deviation is prone to appear. In the thicker area, steam cannot be discharged under the same pressure. Therefore, precise gauge control of the MDF slab thickness is particularly significant at the fixing-thickness stage to remove the deviation immediately.
B. THE HOT PRESSING EHSS SYSTEM
The configuration of the continuous hot pressing machine is depicted in Fig. 1 . Following the steel band, the qualified MDF slab is passed through the pressboards of the continuous hot pressing machine at a certain speed. Under the continuous action of temperature and pressure, the fiberboard with adhesive is pressed to the specified tightness. Meanwhile, by agglutination, fibers are bonded to plates organically. At present, the MDF hot pressing control system mainly adopts the EHSS, as shown in Fig. 2 . MDF continuous hot pressing has two control types: pressure control and position control. In this work, the position control is considered. The objective of the controller is tracking the desired position reference signal to realize a precise gauge control of the MDF slab thickness.
C. PROBLEM STATEMENT AND MATHEMATICAL MODEL
Now, we give the basic equations of a four-way valve hydraulic actuator, where the detailed deduction refers to [41] .
where u represents the output voltage of the controller.
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The servo amplifier is proportional, and the link between the input current of the servo valve and the displacement of the valve spool is also proportional; hence, they can be described as:
where K sv is the servo valve gain, K a is the servo amplifier gain, i is the input current of the servo valve, and u is the output of the controller. Derived from (1) and (2), we can obtain the mathematical model of the EHSS as follows.
where state x 1 = y, x 2 =ẏ and x 3 =ÿ represent displacement, speed, and acceleration of the hydraulic cylinder piston motion, respectively.
F is an unknown bound external disturbance, u is the control input, and y is the system output. As mentioned above, the uncertainties are considered in this paper. Because of the application of temperature and pressure, some model parameters vary over time y, such as β e and ρ. The external load force stems from the steam pressure in the MDF slab. Therefore, parameters a i , i = 1, 2, 3, and external disturbanced (t) in (3) are uncertain. Moreover, the control input in (3) is subject to saturation nonlinearity described as follows:
where u M is the known bound of u (t). Inspired by [31] , using a smooth function approximates the saturation function (4) with the help of a hyperbolic tangent function. The smooth function is defined as
For example, for control input v(t) = 20 sin(2t) and u M = 5, Fig. 3 shows the approximation result of the smooth function.
Thus, sat (v (t)) in (4) can be expressed as
where
is a bound function in time, and its bound can be obtained as Thus, the MDF continuous hot press EHSS mathematic model with input saturation and external disturbance is transformed intoẋ
where b is the control gain, which satisfies b > 0, c > 0 is a designed constant, w is an auxiliary control variable, and
Obviously, all functions in (8) and (9) are smooth, which is the necessary condition for using DSC.
Remark 1:
We can see thatẋ 3 is not related to v directly, but g (v) in (8) and (9) . As a result, a term (∂g (v) /∂v)v can be derived in the control scheme designing given later. Thus, a Nussbaum function is introducedto handle ∂g (v) /∂v. However, due to the difficulty explained, we cannot design v directly. To overcome this difficulty, an auxiliary control signal w is artificially introduced to generate a stable control valiable v in the last step of the controller design.
III. PRELIMINARIES A. RBF NEURAL NETWORK
Many approximators are used to approximate unknown functions, such as RBF neural network, BP neural network, multilayer neural network, fuzzy system, etc. Owing to the simple structure and good approximation capability, in this paper we will exploit RBF neural network [16] to approximate a continuous unknown function y l (x) : q → R defined on a compact set x ⊂ q , i.e.,
where the center of h j (x), and b > 0 is a real number which is called the width of h j (x). The ideal weight vector
T is defined as
In general, the ideal NN weight W * is unknown and needs to be estimated. Throughout this paper,Ŵ denotes the estimate of W * , and the estimation error is defined as W =Ŵ − W * . The block diagram of a version of an RBF classifier with one hidden layer is shown in Fig. 4 .
B. PERFORMANCE FUNCTION AND ERROR TRANSFORMATION
First, some assumptions are given as follows:
Assumption 1: The desired signal y d is a known bounded function with known bounded derivatives.
Assumption 2:
The tracking error is defined as
To achieve prescribed steady-state and transient behavior bounds on (9), a performance function is introduced [19] , which should satisfy: a) Smooth function that is positive and decreasing; b) lim t→∞ ρ(t) = ρ ∞ > 0. Thus, an inequality for all t ≥ 0 can be described
where δ is a constant satisfying 0 ≤ δ ≤ 1.
From (12) and (13), the constant ρ ∞ is found to be connected with the maximum size of the tracking error (12) at the steady state. Moreover, the decreasing rate of ρ(t) provides a lower bound on the required speed of convergence of the tracking error. Simultaneously, the maximum of the overshoot can be set by δρ (0). If the overshoot is not allowed, please set δ = 0. Thus, the ''prescribed performance'' can be guaranteed by choosing appropriate performance function and the constant δ [19] .
In this paper, the performance function is defined as
where ρ 0 is the initial value of ρ(t) and κ is a positive constant.
C. ERROR TRANSFORMATION
The key idea of this part is that an error transformation function is introduced to transform the original system with ''constrained'' tracking error behavior (8) into an equivalent unconstrained tracking error [19] .
Incorporating (12) into (13), (13) is rewritten as
From (15), it is clear that ''prescribed performance'' issue on tracking error is actually viewed as a system (8) in the presence of output constraint. Hence, the BLF is employed in the controller design procedure.
Different from [19] , the error transformation function is designed [23] 
; p and q are the short forms of p (t) and q (t), respectively; let p(t) = −ρ(t) and q(t) = δρ(t) when e(0) < 0.
Assumption 3:
The initial value of tracking error e(0) satisfies p(0) < e(0) < q(0).
Remark 2: The reason why the error transformation function is constructed as (16) will be provided in the next section. The error transformation function depends on the BLF candidate.
As a result of the introduction of BLF, the two following lemmas are given:
Lemma 1 [42] : Let Z := {ε ∈ R : |ε| < 1} ⊂ R and Lemma 2 [43] : For all |ε| < 1 and any positive integer a, the inequality holds:
Any continuous even function N (χ ) is called a Nussbaum type function when there are the following properties [44] :
There are many functions to be viewed as Nussbaum-type functions, such as exp χ 2 · cos ((π/2) χ) and χ 2 · cos (χ). In this paper, χ 2 · cos (χ) is used.
IV. A COMPOUND CONTROLLER DESIGN A. OVERVIEW OF THE CONTROLLER DESIGN
With the back-stepping method, the controller design is divided into four steps. The virtual control inputs can be designed. First, an appropriate BLF candidate is chosen. Afterwards, an error transformation function is introduced into the first subsystem to transform the output constrained tracking error into an unconstrained tracking error. Subsequently, the derivatives of the control input α 2 must be calculated, which may give rise to the expansion of differential terms and aggravate the calculation burden. We apply a first-order filter in the second subsystem to calculate the derivative with the help of the DSC technique. Next, the new variable α 2d is input into the next subsystem. At the same time, a RBFNN approximator is adopted to approximate the unknown nonlinear function f (x). In the last step, to handle the term ∂g (v) /∂v made by input saturation, a Nussbaum function is used for designing of the auxiliary control input w. The configuration is shown in Fig. 5 .
B. CONTROLLER DESIGN STEPS
Step 1: Define the first subsystem's tracking error z 1 is
Differentiating z 1 with respect to time yieldṡ
Define the tracking error of the second subsystem as
where α 1 is a virtual control input. The BLF candidate is organized as
Differentiating (16) with respect to time and incorporating (21) yieldṡ
Virtual control input is designed as
where c 1 is a positive design parameter. Based on Lemma 1, for |ε| < 1, differentiate (19) with respect to time and incorporate (20) and (21) to obtain:
Step 2: Differentiating z 2 with respect to time yieldṡ
whereα 1 is calculated as follows:
The common Lyapunov candidate is chosen as
The virtual control input of the third subsystem is designed as
where c 2 is a positive design parameter. Different from the conventional back-stepping, α 2 is input into a first-order filter with time constant τ , and then a new state variable α 2d is obtained:
Thus, the tracking error of the third subsystem is defined as
Define the calculation error of the first-order filter as
Differentiating (28) with respect to time yieldṡ
Remark 3: From (27), we find that it already has many differential terms. If we continue to calculateα 2 as usual, more differential terms will be added into system, causing the ''complexity explosion'' phenomenon [45] . Hence, a firstorder filter is applied in this step.
Step 3: Differentiating z 3 with respect to time yieldṡ
whereα 2d can be obtained from (30) . Now, choosing the adaptive RBF neural network approximator to estimate unknown nonlinear function is given as follow:f
whereŴ T is estimated value of the NN ideal weight W * T . In general, the gradient descent algorithm is chosen for estimating the NN weight. However, it is easy to fall into local optimum by the algorithm, and it is difficult to give a more strict proof of system stability. In this paper, to achieve on-line estimation of the NN weight, based on Lyapunov function, the adaptive law is designed as follow:
where µ, ξ > 0 are positive constants. The common Lyapunov candidate is chosen as
The virtual control input of the forth subsystem is designed as
where c 3 is a positive design parameter. Differentiating (37) with respect to time yieldṡ
wheref (x) = f (x) −f (x) is the approximating error.
Step 4: Define the tracking error of the forth subsystem as
Differentiating z 4 with respect to time yieldṡ
Note that ζ is varying, making the design and analysis difficult. To address this difficulty, we use a Nussbaum function N (χ ), similar to the approach in [38] . The control law for w is designed as follows:
where c 4 is a positive constant, N (χ) is a Nussbaum type function defined as
where γ χ is a positive real design parameter. The common Lyapunov candidate is chosen as
Consider the control law w, the derivative of V 4 is given aṡ
V. STABILITY ANALYSES
When the Lyapunov function is constructed, we should take consideration of the tracking error of three subsystems, the error transformation error and the calculation error of the first order filter. Before the stability analysis, some definitions are given below. Define a set as
where 1 ∈ 3 , 2 ∈ 5 , so 1 × 2 ∈ 8 ; ϑ and φ are small positive constant.
Differentiating (29) with respect to time yieldṡ
Assumption 5: Unknown uncertainties f (x) are bounded. Hence, the norm of the ideal network weight W * is also bounded, which is W * ≤ W M . To analyze the designed system, we now consider a positive Lyapunov function of the given by
With (25), (33), (39), (48) and (49), the derivative of V iṡ
Considering the adaptive parameter update law (33), the derivative of iṡ
According to Lemma 2, Young's inequality and 2W
Therefore, the parameters are chosen as follows:
where σ is a positive small constant. By substituting (53) and according to Assumption 4, we can obtain the following inequality:
By direct integrations of the differential inequality (56), we have [38] V ≤ V (0) e
Theorem 1: Consider the system (8) satisfying Assumption 3. With the application of controller (24), (29), (38) , and (43)-(46), and the adaptive parameter approximation law (36), the closed loop system is globally stable.
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Proof: The boundedness of V can be established based on the Nussbaum gain properties (17) via a contradiction argument. We first define [38] 
For the Nussbaum function N (χ ) = χ 2 · cos (π χ /2), we know that it is positive for χ ∈ (4m − 1, 4m + 1) and negative for χ ∈ (4m + 1, 4m + 3) with an integer m.
We can show that χ (t) is bounded on 0, t f by seeking a contradiction. Suppose that χ (t) is unbounded and two cases should be considered: 1) χ (t) has no upper bound; 2) χ (t) has no lower bound. 
where c m1 ∈ (0, 1). Using the Hermite-Hadamard integral inequality and noting that ζ ≥ ζ min > 0, e −2σ (t 2 −τ ) ≥ e −2σ (t 2 −t 1 ) > 0 for τ ∈ [t 2 , t 1 ], we have
where g 0 = 2c m1 e −2σ (t 2 −t 1 ) cos (π c m1 /2) > 0, and
Thus, from (58) and (60),
From (61), we know that
However, V (t) > 0 for all t. Thus, we can always find a case that leads to a contradiction. Thus, χ (t) has an upper bound. Case 2: χ (t) has no lower bound on 0, t f . Define χ = −ϕ. Accordingly, ϕ has no upper bound. Further noting that N (·) is an even function, (58) becomes
Thus, there must exists a monotonically increasing variable {ϕ i ∈ ϕ (t i )} with ϕ 0 = |ϕ (t 0 )| > 0, lim i→∞ t i = t f and lim i→∞ ϕ i = ∞. Following the same procedure as in Case 1, we can also construct a case that leads to a contradiction. Accordingly, we can claim that ϕ has an upper bound on 0, t f . Because χ = −ϕ, we know that χ has a lower bound on 0, t f .
The above argument is true for all t f > 0. Therefore, χ must be bounded. In addition,
is bounded from (55), which implies z i , i = 1, ..., 4,â are bounded. Next, there exists a class of Kfunction µ for continuous input u satisfying
where K is a constant. Thus, the global boundedness of is established. Note that
From (66)- (68) and (44),w is bounded because of the boundedness of z i , i = 1, ..., 4,â. This further implies that w in (43) is bounded because χ is bounded. Thus, v is bounded from (9) .
We now derive a bound for the vector
T . First, the following definitions are made:
Integrating both sides of (50), we obtain
From (54), we have
where we have used the fact that e −2σ (T −t) ≤ 1 and
By setting z i (0) = 0 in the initial value of the Lyapunov function and using (68) and (69) 
Remark 4: Regarding the above bound, the following conclusion can be drawn: The last term of (70) shows that this bound depends on the composite disturbance term d (t).
VI. SIMULATION ANALYSES
To demonstrate the effectiveness of the proposed control scheme, numerical simulations are conducted for the MDF continuous hot pressing EHSS with the physical parameters listed in Table 1 .
Next, the assumptions in the numerical simulation are given as follows:
(1) The initial states are x 1 (0) = x 2 (0) = x 3 (0) = 0; (2) The initial position of hydraulic cylinder is x 0 = 0 mm. MDF slab thickness error is 0.1mm. Thus, the desired signal is y d = 0.1 mm. (3) The control input u (t) subject to function (4) where u M = 2V represents control input voltage of the continuous hot pressing EHSS. In the proposed strategy, a smooth function is used to approximate u (t). (4) The external disturbance isd (t) = 54780 + 4000 sin (4π t). Case 1: To illustrate the effect of the RBF neural network approximator, we choose the adaptive neural network dynamic surface control (ANNDSC) scheme without prescribed performance to compare with traditional control approaches including sliding mode control (SMC), backstepping control (BSC) and dynamic surface control (DSC).
The proposed controller parameters are chosen as k 1 = 50, k 2 = 80, k 3 = 100. The traditional sliding mode controller parameters: a 1 = 100, a 2 = 2100, α = 100.
The back-stepping control parameters: c 1 = 50, c 2 = 80, c 3 = 100.
The dynamic surface control parameters: c 1 = 50, c 2 = 50, c 3 = 80.
The simulation results are shown in Fig. 6 to 9 . In Fig. 6 , it is shown that the response rate of the adaptive neural network dynamic surface controller is much faster than traditional control approaches, which illustrates that the adaptive neural network dynamic surface control scheme can not only address the unknown uncertainties approximation problem of the system, but achieve better control effect.
The control inputs both of them are reflected in Fig. 7 . It is shown that the input voltage of the designed method is higher than that of the traditional control schemes. Due to the more excellent response of the designed method, this phenomenon is allowed to appear that high convergence rate needs high control input voltage. Moreover, we can obtain the conclusion that the control input of the designed method is smoother than those of traditional control schemes from the enlarged part of Fig. 7 .
In Fig. 8 , by using traditional dynamic surface control scheme, it is shown that the varieties of the virtual control input and the state value though first-order filter in the second subsystem. We can obtain that the virtual input is not smooth, which is implied that the traditional DSC technique cannot get reliable control performance.
In Fig. 9 , the results both the approximation of unknown uncertaintiesf (x) and the approximation errorf (x) are presented. We can obtain that the fast and precise approximation for unknown uncertainties of the system is achieved successfully by using the designed approximator.
Case 2: We compare the effects of the proposed control scheme and the conventional sliding mode controller without input saturation to indicate the excellent control performance of the designed controller. From (12), we calculate e(0) = x 1 (0)−y d = −0.1mm < 0. Hence, the parameters in the performance function are set as
As mentioned above, to ensure that the overshooting phenomenon does not emerge in the hot pressing process, we set δ = 0.
Time constant of the first-order filter in the second subsystem is chosen as τ = 0.001. According to the calculation of its initial value in (30), we give x 3d (0) =x 3 The traditional sliding mode controller (SMC) parameters: a 1 = 100, a 2 = 2100, and α = 100.
The simulation results are demonstrated from Fig. 10 to 13 . Fig. 10 shows that the position tracking of the proposed control scheme is faster and more accurate than that of the SMC method. It is implied that the system using the proposed control scheme may obtain better control performance in practice.
The control input is reflected in Fig. 11 ; its voltage is higher than that of the conventional sliding mode controller. From the simulation, we find that the voltage in the proposed method primarily depends on the parameter κ of the performance function. According to the former analysis, the convergence rate has a connection with ρ as well. Hence, it is accepted that high convergence rate requires a high control input voltage. The result may be a compromise between performance and energy consumption. We plot the output curves of the virtual control input (29) and the first-order filter (30) using the same axes in Fig. 12 .
The aim is to demonstrate the reliable capability of using the first-order filter to calculate the derivative of the virtual control input. In Fig. 13 , the transformation error converges to the neighborhood of zero eventually. This allows the conclusion that all signals of the closed loop system are ultimately uniformly bounded to be confirmed.
Case 3: To illustrate the superiority of the proposed method in the steady and transient performance, we compare the proposed method with the adaptive dynamic surface control technique.
All of parameters of the proposed controller are same as those in Case 2.
Similar to the proposed control scheme, the adaptive DSC parameters is chosen as follows:
The time constant of the first-order filter in the second subsystem is chosen as τ = 0.001, and we set x 3d (0) = x 3 (0) = 0.60.
Parameters of the RBF NN approximating function are chosen as follow: the centers of h j (x) are given as c j = 10 4 × [−8 − 6 − 4 − 2 0 2 4 6 8], j = 1, 2, 3; the widths of h j (x) are given as b j = 100, j = 1, 2, 3. The adaptive gain of the network weight is given as γ = 6×10 7 . The Nussbaum function adaptive gain is γ χ = 100.
The controller parameters are c 1 = 800, c 2 = 1000, c 3 = 1000, c 4 = 200, c = 100, and l = 100.
The simulation results are shown in Fig. 14 to 16 . In Fig. 14 , it is observed that the proposed method has higher rapid convergence rate in the transient stage and is more accurate than the adaptive DSC technique. In the simulation, the response speed is increased. Because of the introduction of the performance function, the transient performance can be improved in a mathematical and systematic manner, as directly reflected by the overshoot and convergence time. From the enlarged area, the conclusion that the response of the proposed controller is no-overshoot can be made more clearly.
The control input is reflected in Fig. 15 . The input voltages of two control schemes in the presence of input saturation are shown. Obviously, compared to adaptive DSC, the input voltage of the designed method can respond in less time. Moreover, we can obtain the conclusion that the control input of the designed method is smoother than that of the adaptive dynamic surface control from Fig, 15 .
The inequality (12) is shown in Fig. 16 . From the figure, the initial value of the MDF slab thickness tracking error is negative, and its curve is always in the prescribed region. The convergence rate is no less than a prescribed value. No overshoot is observed, thus satisfying the hot pressing process.
Case 4: To illustrate the robustness of the system using the proposed controller and the effects that the proposed controller handles input saturation, we compare the proposed controller with the traditional dynamic surface control technique.
The traditional DSC parameters are chosen as: k 1 = 100, k 2 = 120, and k 3 = 150.
The simulation results are demonstrated in Fig. 17 and Fig. 18 .
In Fig. 17 , in the presence of input saturation, the DSC without any compensation does not have a convergent tracking error. The effect of the proposed control scheme highlights that the proposed method is very successful in addressing the input saturation.
Last, the control input is reflected in Fig. 18 . We also obtain the conclusion that the compensation to the input saturation provided by the proposed control scheme is very effective.
VII. CONCLUSION
In this paper, a prescribed performance-based robust adaptive control scheme was developed for an MDF continuous hot pressing EHSS. It is able to achieve a high accuracy control performance in the presence of input saturation and an unknown external disturbance. With application of a novel error transformation function, the tracking error can be converged in the established small neighborhood. By introducing a well-defined smooth function and using a Nussbaum function, the nonlinear term arising from the input saturation was compensated. Owing to the unique advantage that assumptions on the boundedness of the uncertain parameters and external disturbance cannot be required, the robustness of the proposed controller is significantly enhanced. In addition, in order to reduce the computational burden of the control scheme, the first-order filter was introduced. Simulation results showed that the proposed control scheme has the unique features of high convergence rate, non-overshooting response, lower steady-state tracking error and lower control input to guarantee the precision of the gauge MDF slab thickness. Note that the situation of measurement errors has not been considered in this study; thus, it remains an open problem for future works.
