We classify the cohomology classes of Lagrangian 4-planes P 4 in a smooth manifold X deformation equivalent to a Hilbert scheme of four points on a K3 surface, up to the monodromy action. Classically, the Mori cone of effective curves on a K3 surface S is generated by nonnegative classes C , for which (C C ) ≥ 0, and nodal classes C , for which (C C ) = −2; Hassett and Tschinkel conjecture that the Mori cone of a holomorphic symplectic variety X is similarly controlled by "nodal" classes C such that (C C ) = −γ, for ( · · ) now the Beauville-Bogomolov form, where γ classifies the geometry of the extremal contraction associated to C . In particular, they conjecture that for X deformation equivalent to a Hilbert scheme of points on a K3 surface, the class C = of a line in a smooth Lagrangian -plane P must satisfy ( ) = −( + 3)/2. We prove the conjecture for = 4 by computing the ring of monodromy invariants on X , and showing there is a unique monodromy orbit of Lagrangian 4-planes.
Introduction
Let X be an irreducible holomorphic symplectic variety; thus, X is a smooth projective simply-connected variety whose space H 0 (Ω 2 X ) of global two-forms is generated by a nowhere degenerate form ω. H 2 (X Z) carries a deformation-invariant nondegenerate primitive integral form ( · · ) called the Beauville-Bogomolov form [4] . For X = S a K3 surface ( · · ) is the intersection form, while for X = S [ ] a Hilbert scheme of > 1 points on S we have the orthogonal decomposition [4, § 8 ]
where the form on H 2 (S Z) is the intersection form, 2δ is the divisor of non-reduced subschemes, and (δ δ) = 2 − 2 . The embedding of H 2 (S Z) is achieved via the canonical isomorphism
and pullback along the contraction σ : S [ ] → Sym S. The inverse of ( · · ) defines a Q-valued form on H 2 (X Z) which we will also denote ( · · ); by Poincaré duality, we obtain a decomposition dual to (1) . For example, the class δ ∨ ∈ H 2 (X Z) Poincaré dual to the exceptional divisor δ has square (δ ∨ δ ∨ ) = 1/(2 − 2 ). The form induces an embedding H 2 (X Z) ⊂ H 2 (X Z) under which the two forms match up, and since the determinant of ( · · ) on H 2 (X Z) is 2 − 2 , we can write any ∈ H 2 (X Z) as = λ/(2 − 2) for some λ ∈ H 2 (X Z). We will refer to the smallest multiple of that is in H 2 (X Z) as the Beauville-Bogomolov dual ρ of .
Cones of effective curves
Much of the geometry of a K3 surface S is encoded in its nodal classes, the indecomposable effective curve classes C for which (C C ) = −2. Suppose S has an ample divisor H; let N 1 (S Z) ⊂ H 2 (S Z) be the group of curve classes modulo homological equivalence, and NE 1 (S) ⊂ N 1 (S R) = N 1 (S Z) ⊗ R be the Mori cone of effective curves. It is well known that [17, Lemma 1.6] NE 1 (S) = C ∈ N 1 (S Z) : H · C > 0 and C · C ≥ −2 By Kleiman's criterion there is a dual statement for the ample cone; here by we mean "the cone generated by " ".
Hassett and Tschinkel [14] conjectured that the cone of effective curves in an irreducible holomorphic symplectic variety X is similarly determined intersection theoretically by the Beauville-Bogomolov form. The original form of the conjecture was incorrect 1 , though it has been proven in spirit due to work of Bayer-Macrì [3] (for moduli spaces) and BayerHassett-Tschinkel [1] and Mongardi [21] (for general irreducible holomorphic symplectic manifolds). In particular, (ii) Small extremal contractions. In this case, the exceptional locus is a Lagrangian P 2 contracted to an isolated singularity, and the class of a line satisfies ( ) = −5/2.
See [14] for some speculations about the "nodal" classes that appear in higher dimensions.
Lagrangian -planes
Generalizing slightly, let X be an irreducible holomorphic symplectic manifoldthat is, a simply-connected Kähler manifold with H 0 (Ω 2 X ) ∼ = C generated by a nowhere degenerate 2-form. There are only two infinite families of deformation classes of irreducible holomorphic symplectic manifolds known: Hilbert schemes of points on K3 surfaces and generalized Kummer varieties. The first piece of the Hassett-Tschinkel program is a generalization of (ii) above.
Conjecture 1.3 ([14, Conjecture 1.2]).
Let X be of K3 [ ] -type, P ⊂ X a smoothly embedded Lagrangian -plane, and ∈ H 2 (X Z) the class of the line in P . Then
In view of Theorem 1.1, we can view these curve classes as the "most extremal. " The conjecture has been verified for = 2 in [13] and for = 3 in [12] .
Remark 1.4.
There is a similar conjecture for the class of a line in a smoothly embedded Lagrangian -plane P ⊂ X for X deformation equivalent to a 2 -dimensional generalized Kummer variety K A of an abelian surface A. In this case, we expect
This conjecture has been verified for = 2 in [15] .
Our main result is a proof of Conjecture 1.3 in the = 4 case; furthermore, we determine the class of the Lagrangian 4-plane. Namely, Theorem 4.4, let X be of K3 [4] -type, P 4 ⊂ X be a smoothly embedded Lagrangian 4-plane, ∈ H 2 (X Z) the class of a line in P 4 , and ρ = 2 ∈ H 2 (X Q). Then ρ is integral, and
Further, we must have ( ) = −7/2. Here θ is the image of the dual to the Beauville-Bogomolov form, thought of as an
. Likewise in the = 3 case the class of the Lagrangian 3-plane is completely determined by , cf. [12, Theorem 1.1]. Our theorem provides evidence that Conjecture 1.3 is true in general, and conjecturally determines the minimal Beauville-Bogomolov square of indecomposable nodal classes on eightfolds deformation equivalent to Hilbert schemes of points on K3 surfaces.
Monodromy
We prove our result by using the representation theory of the monodromy group of X to relate the intersection theory of X to that of a Hilbert scheme of four points on a K3 surface, where the cohomology ring is actually computable. In doing so we completely determine the ring of monodromy invariants on X .
Recall that a monodromy operator is the parallel translation operator on H * (X Z) associated to a smooth family of deformations of X ; the monodromy group Mon(X ) is the subgroup of GL(H The representation of Mon(X ) on H * (X C) extends to one of Mon(X ). By the above the connected component of the universal covers of Mon(X ) Mon 2 (X ) and G X are all identified, so the universal cover of G X acts on all of H * (X C); the representation descends to G X because of the vanishing of odd cohomology.
The action respects the Hodge structure, so we may consider the ring of Hodge classes
Of course, I * (X ) contains the Chern classes of the tangent bundle of X and the Beauville-Bogomolov class θ ∈ H 4 (X Q), but there can be many other Hodge classes. Markman [19] constructs another series of Hodge classes ∈ I 2 (X ), ≥ 2, as characteristic classes of monodromy-invariant twisted sheaves.
to be the ring of cohomology classes invariant under the monodromy group preserving λ. For example, given a Lagrangian -plane P ⊂ X , the deformations of X that deform P are precisely those in
, where ρ is the BeauvilleBogomolov dual of the class of the line in P , and the orthogonal is taken with respect to the Beauville-Bogomolov form [22, 24] . Thus, the class [P ] ∈ H 2 (X Z) must lie in the subring I * ρ (X ). G X will act on these cohomology classes, and up to this action we expect there is a unique Lagrangian -plane in general. For = 4, this is a consequence of our result since G X acts transitively on rays in H 2 (X C).
Corollary 1.5.
For X of K3 [4] -type, there is a unique G X orbit of smooth Lagrangian 4-plane classes P 4 ∈ H 8 (X C).
Method of proof and outline
We prove our result by first completely determining I * λ (X ) for X = S [4] a Hilbert scheme of four points on a K3 surface S and λ = δ. This is done in Section 1 using the Nakajima basis and the results of [16] on cup product. The ring I * λ (X ) in the general case of X of K3 [4] -type and λ ∈ H 2 (X Z) will be isomorphic since G X acts transitively on rays in H 2 (X Z). In Section 2 we construct an explicit isomorphism by finding a monodromy invariant basis for I * λ (X ), from which we are able to derive the intersection form on I 8 λ (X ). In Section 3 we take λ proportional to the Beauville-Bogomolov dual of the class of a line in a smooth Lagrangian 4-plane P 4 ⊂ X and produce a diophantine equation in the coefficients of the class P 4 with respect to the basis from Section 2. In Section 4, we show the only solution to the diophantine equation is the conjectural one. For completeness we include an appendix summarizing our localization computations to calculate the Fujiki constants in Section 2.
Structure of the ring of monodromy invariants

The Lehn-Sorger formalism
We briefly summarize the work of Lehn and Sorger in [16] 
Lemma 2.1.
Using the previous formulae one obtains:
we mean [pt] inserted in the th and th tensor factors, and 1 inserted in the th factor. All unspecified sums in Lemma 2.1 are over bijections {1 2 3}
Proof. This follows from the relation
Let [ ] = { ∈ N : ≤ }. Define the tensor product of A indexed by a finite set I of cardinality as 
The product is then
where σ τ is the subgroup of S generated by σ τ, and the graph defect (σ τ) :
S acts naturally on A{S }. For any τ ∈ A{S }, there is for any σ ∈ S a bijection τ :
Note that for any partition µ = (1
of , there is a piece
where C µ ⊂ S is the conjugacy class of permutations σ of cycle type µ.
If A is a graded Frobenius algebra, then A [ ] is naturally graded. A σ is graded as a tensor product of graded vector spaces, and we take
where if the cycle type of σ is µ, |σ | = ( − 1)µ . In particular, the th graded piece of (3) is
where the sum is taken over weighted permutations ( µ)i.e. a partition µ and a weight associated to each partwith
We then have
Theorem 2.2 ([16, Theorem 1.1]).
For S a K3 surface, there is a natural isomorphism of graded Frobenius algebras
The grading shift on both sides is such that the 0th graded piece is middle cohomology.
Remark 2.3.
It will be important in the next section to note that under the isomorphism of Theorem 2.2,
Monodromy invariants
Let S be a K3 surface, and G S = SO(H 2 (S C)) the special orthogonal group of the intersection form ( · · ) on S. H * (S C) is naturally a representation of G S , acting via the standard representation on H 2 (S C) and the trivial representations on H 0 (S C) and H 4 (S C).
Recall (see for example [10] ) that positive weights of the algebra SO C ( ) of rank ( = 2 or 2 + 1) are -tuples λ = (λ 1 λ ) with λ either all integral or all half-integral, and either
Let the representation of SO C of highest weight λ be denoted by V (λ). Thus, 1 = V (0 0 ) is the trivial representation, and V = V ( 1 0 ) the standard. Sym V is not irreducible, since the form yields an invariant θ ∈ Sym 2 V , but
In the sequel, we will only indicate the nonzero weights, e.g. V = V (1).
If a Frobenius algebra A carries a representation of a group G, A [ ] naturally carries a representation of G that can easily be read off of (4). Thus Proposition 2.4.
As a representation of G S , we have
The Poincaré duality is compatible with the G S action, so the above determines all cohomology groups.
Note that the invariant class in
with that of G δ ⊂ G S [ ] , the stabilizer of δ. In other words, deformations of S [ ] orthogonal to the exceptional divisor δ remain Hilbert schemes of points of a K3 surface, and therefore come from a deformation of S.
Recall that SO C ( ) has universal branching rules. For SO C ( − 1) ⊂ SO C ( ) the stabilizer of a nonisotropic vector ∈ V , ( ) = 0, we have
where the sum is taken over all weights λ with
Corollary 2.5.
For X of K3 [4] -type,
Again, the Poincaré duality determines the representations of the other cohomology groups.
A basis for I *
δ S [4] For a partition µ = (1
) of , the number of parts of µ is (µ) = µ . By a labelled partition µ we will mean a partition µ and an ordered list of (µ) cohomology classes α ∈ H * (S Q). For example, ({1} 2 {1 1} 1 ) is a labelled partition of 4, subordinate to the partition µ = (1 2 2), and attaching the unit class to each part of µ. Such a labelled partition µ determines an element of the Lehn-Sorger algebra of H * (S Q) [2] by summing over all group elements σ ∈ S with cycle type µ, for example, [4] is spanned by δ = I({1} 2 {1 1} 1 ). Generating sets for I 2 δ S [4] for = 2 3 4 are given by:
These classes are all clearly independent, and therefore by the computation of the dimensions of I * δ S [4] in the previous section they are bases. [4] Using (2) we compute the multiplicative structure of I * δ S [4] in the above basis. These computations are straightforward; for example, 
Cup product on I * δ S
The multiplication table for degree four elements is
In particular, note that
The multiplication table for A B C D E F G H is much simpler,
where we have identified top cohomology
4 (id) from (5). As a consistency check, from Corollary 3.2 we have δ 8 = 105(δ δ) 4 = 136080 and indeed, from (6), δ 8 = (−81A − 81B − 729C − 192D − 96E + 84F + 30G + 6H) 2 = 136080. Note that the remaining classes and products (of cohomological degree divisible by 4, which is all we need) are determined by the Poincaré duality.
The Beauville-Bogomolov form
From (1), we can explicitly write down θ in the W X Y Z basis:
By direct computation, using the results of the previous section, we have Lemma 2.6.
Hodge classes on X
Let X be of K3 [4] -type and λ ∈ H 2 (X Q). The rings I * (X ) and I * λ (X ) are isomorphic to the rings I * S [4] and I * δ S [4] since the action of G X is transitive on rays, but to construct an explicit isomorphism, we must find a geometric basis. To do this, we need to understand the products of Hodge classes. [4] Let X be smooth variety of dimension , and µ a partition of a nonnegative integer |µ| (we allow the empty partition of 0). To each µ we can associate a Chern monomial c µ (
Computation of the Fujiki constants for S
where are the Chern roots of the tangent bundle T X . Taking the universal formal power series
we define the universal genus Φ(X ) of any smooth variety as an element of H *
]. Φ(X ) is a universal formal power series in the Chern classes c 1 c 2 with coefficients polynomials in 1 2 In particular, taking 1 = 1 and = 0 for > 1, we get the total Chern class. We will only need the universal genus for vanishing odd Chern classes; the reader may find the expansion of Φ in this case up to degree 16 in the appendix. 
for any smooth surface S. Let
and let A( ) B( ) ∈ Q[
be the universal power series associated to Φ. F P 2 ( ) = A( ) 9 B( ) 3 and F P 1 ×P 1 ( ) = A( ) 8 B( ) 4 can be easily computed by routine equivariant localization and therefore one can compute A( ) B( ); see the appendix for a brief summary of the computation. Since P 1 × P 1 P 2 generate the cobordism ring, this determines F S ( ) for a K3 surface S, and in particular we can compute all products
By the following result of Fujiki, (8) determines all products of the form X 2 c µ (X ) for arbitrary ∈ H 2 (X Q).
Theorem 3.1 ([9]).
For X an irreducible holomorphic symplectic variety of dimension and µ an even partition of an integer |µ|, there are rational constants γ X (µ) such that, for any class ∈ H 2 (X Z),
Moreover, the constant γ X (µ) is a deformation invariant.
Of course, if |µ| > dim X , we have γ X (µ) = 0. Also, because X is holomorphic symplectic, all odd Chern classes c (X ) vanish, so we require µ to be an even partition. We collect here the Fujiki constants γ(µ) for = 4 for reference.
Corollary 3.2.
For X of K3 [4] Proof. This follows from the deformation invariance and the degree four part of F S ( ) = B( ) 24 for S a K3 surface. Note that (δ δ) = −6.
Remark 3.3.
The first column of numbers are the Chern numbers of X , and were computed in [7] ; γ X (∅) is the ordinary Fujiki constant. The authors are unaware of a computation of the middle three columns in the literature.
Generalized Fujiki constants
Let X be of K3 [ ] -type. In general, for η a Hodge class, an integral of the form X 2 η must be compatible with the G X action, and therefore will be a rational multiple of ( ) . For η a product of a power of θ and a Chern monomial, these ratios are determined by the Fujiki constants of the previous section.
Define an augmented partition ( µ) to be a partition µ of a nonnegative integer |µ| and a nonnegative integer . Set 
Furthermore, there are rational constants α( ) independent of X such that
Proof. As mentioned above, the interesting part is the existence of α. Let be an orthonormal basis of H 2 (X C) with respect to the Beauville-Bogomolov form. Note that θ = span the space of degree symmetric functions in . We can therefore write
where the sum is over finitely many ( ). This expression has no dependence on the dimension of X . We have
The relevant values of the α constants can be computed from Lemma 2.6 and by reducing to the K3 [3] -type case. Proof. α(3 1) α(2 2) α(1 3) α(0 4) are all determined by Lemma 2.6, using γ S [4] (∅) = 105. Because α( ) is independent of the dimension of X , we can determine the remaining α constants from the computations of [12] in the K3 [3] -type cases, where θ S [3] 3 = 15525 = 1035 · γ S [3] (∅) δ S [3] 2 θ S [3] 2 = −2700 = 45 · δ S [3] δ S [3] · γ S [3] (∅) δ S [3] 4 θ S [3] = 1296 = 27 5 · δ S [3] δ S [3] 2 · γ S [3] (∅) θ S [3] 2 c 2 S [3] = 20700 = 575 3 · γ S [3] ( 2 1 ) δ S [3] 2 θ S [3] c 2 S [3] = −3600 = 25 3 · δ S [3] δ S [3] · γ S [3] ( 2 1 ) since γ S [3] (∅) = 15, γ S [3] (2 1 ) = 108 and c 2 S [3] = 4θ S [3] /3. Recall that I 4 (X ) is 2-dimensional, whereas I 4 λ (X ) is 4-dimensional. We already have λ 2 ∈ I 4 λ (X ). We need one more geometrically defined class in I 4 λ (X ) independent from λ 2 and I 4 (X ) to get a basis for I 4 λ (X ).
A geometric basis
Definition 3.8.
Given a class λ ∈ H 2 (X Q) (with (λ λ) = 0 so no power of λ is zero), define α ∈ I 4 λ (X ) by the Poincaré duality to be the unique class (up to a multiple) that intersects trivially with λ 6 and I 12 (X ).
Lemma 3.9.
For X = S [4] and λ = δ, we may take α = X − 3Y + Z which intersects trivially with Proof. By intersecting with θ and c 2 S [4] using Corollary 3.2 and Lemma 3.5, we see that θ 3 and θ 2 c 2 S [4] are independent in I 12 S [4] , so it is enough to show that α intersects these two classes to conclude it intersects trivially with each of the four degree 12 Hodge classes at the end of the list. This, along with all the other claimed products, follow from Corollary 3.7, equation (7), and our knowledge of the product structure. Indeed, Because the cup-product structure on H * S [4] Z is preserved under deformation, and the monodromy group acts transitively on rays in H 2 S [4] Q , we immediately conclude the same for arbitrary λ.
Corollary 3.10.
For α chosen as in Definition 3.8 with respect to λ ∈ H 2 (X Z), α intersects trivially with
Further, up to a rational square, α 2 θ 2 = 9450, α 2 θc 2 (X ) = 14148 and α 2 c 2 (X ) 2 = 21168.
Middle cohomology
Putting Lemma 3.5 and Corollaries 3.2 and 3.10 together, we now know the complete intersection form on middle cohomology I 8 λ (X ) with respect to the basis
Denoting it by M(λ), it is 
Note that this matrix is nonsingular if (λ λ) = 0, and therefore (10) is in fact a basis.
Lagrangian -planes in X
Let X be a 2 -dimensional holomorphic symplectic variety, and suppose that P ⊂ X is a smoothly embedded Lagrangian -plane. By a simple calculation we have
Lemma 4.1 ([12]).
Denote by the hyperplane class on P . Then in the above setup,
Proof. We have
Let θ be the Beauville-Bogomolov class. Then for = 4, let θ| P 4 = 2 . Equation (9) 
Finally, the last intersection theoretic piece of data we need is
since P 4 is Lagrangian.
Assume now that X is deformation equivalent to a Hilbert scheme of four points on a K3 surface. Let ∈ H 2 (X Z) be the class of the line, and λ = 6 ∈ H 2 (X Z), via the embedding H 2 (X Z) ⊂ H 2 (X Z) induced by the Beauville-Bogomolov form. Note that λ| P 4 = (λ λ) /6 since λ| P 4 = λ = (λ λ)/6 by the definition of λ. Then
Assume that α| P 4 = 2 , for ∈ Q. Intersecting this class with each of (10), yields by Lemmas 4.1 and 4.2 the equation here T stands for transposition, from which it follows that 
Finally, (11) The only solution of (13) with ∈ Z and ∈ Q is ( ) = (−126 0).
It then follows that
Theorem 4.4.
Let X be of K3 [4] -type, P 4 ⊂ X be a smoothly embedded Lagrangian 4-plane, ∈ H 2 (X Z) the class of a line in P 4 , and ρ = 2 ∈ H 2 (X Q). Then ρ is integral, and
Further, we must have
Proof. (14) is obtained from (12) by substituting (λ λ) = −126 and = 0, after setting ρ = λ/3. It remains to show that ρ is integral. Following [12] , after deforming to a Hilbert scheme of points on a K3 surface S, we can write
and D 2 ∈ 2Z, 3| . For 2 to be an integral class in H 2 (X Z), by the Poincaré duality it is sufficient for the form (2 · ) on H 2 (X Z) to be integral, which it obviously is, since (δ ∨ δ
Solving the Diophantine equation
The Diophantine equation (13) with ∈ Z and ∈ Q. Let C be the affine curve described by the equation. After the change of variables ( 1 1 ) = ( + 126 2 6 · 3 2 · 7 ), every point ( ) ∈ C with ∈ Z gives an integral point ( 1 1 ) on the following curve C 1 :
Lemma 5.1.
For an integer consider the elliptic curve E given by the Weierstrass equation
Then every integral point ( and we conclude that is a divisor of 2 · 3 · 7 · 11.
Multiplying by 5 4 · 7 2 · 3 and making the change of variables 2 = 5 2 · 7 · 2 · and 2 = 5 2 · 7 · 2 · 2 we get the equation
and therefore a point ( 2 2 ) ∈ E (Z).
Thus to find the required points on C we need to find the integral solutions of the elliptic curve E above whenever is a divisor of 2 · 3 · 7 · 11, of which there are 32 (positive and negative).
Lemma 5.2.
Suppose is a divisor of 2 · 3 · 7 · 11 such that 7 . If the curve E has an integral solution
Proof. Note from the equation
we deduce that 7| 2 . Since 7 it follows that 7| so it must be that 5 2 6 3 + 2 7 · 3 2 · 23 · 71 2 ≡ 0 (mod 7), in other words 2 ≡ 3 6 3 (mod 7). Since is invertible we get 5 2 ≡ 6 2 . If 7 then we would have that 5 is a quadratic residue mod 7, which is not true. So 7| . Rewriting the equation for = 7 1 and = 7 1 we get If 3| then we could write = 3 1 so we would get
which would imply that 3| 
As before, we get that 3 2 | 
Lemma 5.3.
If the curve E , where is a divisor of 2 · 3 · 7 · 11 such that 7| , has an integral solution 5 2 · 7 · 2 2 5 2 · 7 · 2 then ∈ {7 14 77 154}.
Proof. Writing = 7 1 we get
Since is square-free 7 1 , so we deduce that 7| . Writing = 7 1 we get As in the previous lemma, under the assumption that 3| we get a contradiction. The remaining possibilities are ∈ {7 14 77 154}.
Six of the eight cases to which we have reduced in Lemmas 5.2 and 5.3 are then treated directly by the following lemma.
Lemma 5.4.
If ∈ {−1 −2 7 14 77 154} the curve E has no integral points of the form
Proof. We compute the integral points of these elliptic curves using Sage [23] group of a rational elliptic curve (using the command gens in Sage) and then finding a list of all the integral points using this basis (using the command integral_points(mw_basis=…) in Sage). Typically the computation of a basis is very difficult (on the order of hours for the curves under consideration), whereas the computation of integral points is quite fast (on the order of seconds). As such we include bases for the Mordell-Weil groups of these elliptic curves in which case the computation of integral points can be reproduced quickly. None of the integral points ( ) on E have the required form = 5 2 · 7 · 2 2 , and the proof is concluded.
The remaining two curves E −11 E −22 are computationally less tractable. The standard computation of generators for the Mordell-Weil group in Sage for these two elliptic curves does not terminate in any reasonable time, though the closed-source algebra system Magma [5] allows one to perform a reasonably fast analysis of these two elliptic curves. We will give two computational proofs that these curves do not have integral points of the required type: the first, in the open source Sage, relies on Kolyvagin's proof of the Birch and Swinnerton-Dyer conjecture of elliptic curves over Q of analytic rank 1 while the second, in the proprietary Magma, uses a 2-descent procedure, and is given mainly as a corroboration of the results from Sage. We are grateful to Michael Stoll for explaining how to do the computations in Magma. We remark that the same methods will in principle work for the other curves in Lemma 5.4 of rank 1, namely E 77 and E 154 .
We first need the following lemma.
Lemma 5.5.
If E is one of the curves E −11 and E −22 then L (E 1) = 0.
Proof. We recall a result of Cohen [6, 5.6.12] that
where N is the conductor of E and E 1 ( ) =
is the exponential integral. Truncating this series at , one gets L (E 1) = L + ε , where
and the error is explicitly bounded |ε | ≤ 2
(for a proof see [11, § 2.2] ). This estimate is at the basis of the Sage command E.lseries().deriv_at1(k) (here is the cutoff). In principle, if one expects that L (E 1) = 0 then it suffices to choose the cutoff index large enough that |ε | < |L | in which case L (E 1) will be forced to be nonzero.
However, the curves under consideration have such a large conductor (in both cases N = 83060209520534400) that has to be chosen on the order of 8 · 10 8 , which is too large for practical purposes in Sage: in effect one runs out of memory in the computation of the coefficients and E 1 (2π / √ N). We compute the coefficients for the two curves up to = 8 · 10 8 by first computing for prime (this operation takes about two hours for each curve) and then reconstructing using the following: if (  ) = 1 is the chosen precision. We denote by E the value 2 =1 E 1 / computed in Sage and PARI using the cutoff = 8 · 10 8 . Therefore, we compute the value of L (E 1) = E + ε, where the error is then at most (using the inquality | | ≤ from [11, Lemma 2.9])
Finally, in Sage we find E −11 = 12 561 and E −22 = 16 069 and the conclusion follows.
Lemma 5.6.
If ∈ {−11 −22} the curve E has no integral points of the form
Proof. First, suppose E/Q is an elliptic curve of rank 1 and P ∈ E(Q) is a point of infinite order (a fact which can be checked computationally by requiring that the canonical height of the point is nonzero). We would like a fast algorithm for finding a generator P 0 of the Mordell-Weil group E(Q). Suppose P 0 is a generator of E(Q) in which case P = P 0 for some integer as E has rank 1. If P is not a generator then | | ≥ 2.
Write for the logarithmic height and for the canonical logarithmic height on E(Q). There exists a constant B, depending only on E, called the Cremona-Pricket-Siksek bound, such that for all Q ∈ E(Q), (Q) ≤ (Q) + B. Given a Weierstrass equation for E, the constant B can be computed in Sage using the command CPS_height_bound and in Magma using the command SiksekBound. If | | ≥ 2 then
Thus, to find P 0 one only needs to search for rational points of height at most (P)/4 + B. One can find rational points of height ≤ 0 in Sage using the command rational_points(bound= 0 ) and a generator P 0 can be found in the resulting finite list.
We will first check that the elliptic curves E −11 and E −22 have rank 1 and then we will apply the above described procedure to find a basis for the Mordell-Weil group. The command DescentInformation in Magma rapidly returns rank 1 for our curves. As mentioned above, in Sage one needs a different approach (note that the Sage command analytic_rank yields only the probable analytic rank, equal to 1, in about 17 hours for each of the two curves).
Recall Kolyvagin's result that if E is a (necessarily modular) rational elliptic curve of analytic rank 0 or 1 then the Birch and Swinnerton-Dyer conjecture is true, i.e., the rank of the elliptic curve equals its analytic rank. We will exhibit below points of infinite order on each of the two elliptic curves and so their rank (and so also their analytic rank) is at least 1. Lemma 5.5 implies that L (E 1) = 0 and so their analytic rank, and therefore also their rank, must be 1, as desired.
We proceed with finding bases for the Mordell-Weil groups. We start with the curve E = E −11 . One may easily check that the point P = 195693 4 144883425 8 is in E (Q) (this point was found using Magma, but checking that it is a point on the curve is immediate without necessarily using a computer). The command height in Sage computes the canonical height to be (P) = 11 289 (and so P has infinite order) while the CPS bound is B = 11 424
As explained before, we seek a generator of E (Q). If P is not a generator then a generator will have height at most (P)/4 + B. However, a computation in Sage shows that the only rational points with this height bound are 0 ±P and so P must be a generator of E (Q).
Transfering back to E(Q) one obtains the generator ( ) = (−91775 144883425) of E(Q).
Using the command integral_-points in Sage to compute the integral points, inputting manually the basis for E(Q), one obtains that the only integral points of E(Q) are (−91775 ±144883425) but = −91775 is not of the required form. Again one may easily check that the point P = (−17428 −907137) is in E (Q). It has canonical height (P) = 5 106 and thus it has infinite order. The CPS bound is computed to be B = 10 774 As before this allows one to show that P is a generator of E (Q). The point P corresponds to the point (−853776 58056768), a generator of E(Q). Finally, using this basis in the computation of integral points in Sage yields that the only integral points are (−853776 ±58056768) but cannot be −853776, which is negative, and hence not of the required form.
Appendix: equivariant localization
For the sake of completeness we describe the well-known computation of the integrals 
