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ON ESTIMATES FOR THE DAMPED OSCILLATORY INTEGRALS 
 
I.A.Ikromov, Sh.A.Muranov 
Samarkand state university 
E – mail: ikromov1@rambler.ru, muranov-2017@mail.ru 
 
Abstract. In this paper we consider estimates of the Fourier transform measures, concentrated on 
analytic hypersurfaces containing the of damping factor. The paper presents the solution of the problem 
S.D.Soggi and I.M. Stein about the optimal decay of the transformation Fourier measures with a damping 
factor for any analytic surfaces in three-dimensional Euclidean space. 
Keywords: oscillatory integrals, Fourier transform, damping factor, maximal operator. 
 
Об оценках демпфированных осцилляторных интегралов 
Аннотация. В данной работе рассматриваются оценки преобразования Фурье мер, 
сосредоточенных на аналитических гиперповерхностях, содержащих множитель гашения. В статье 
рассматривается задача С.Д.Согги и И.М.Стейна об оптимальном убывании преобразования Фурье мер 
с множителем гашения для произвольных аналитических поверхностей трехмерного Евклидова 
пространства. 
Ключевые слова: осцилляторные интегралы, преобразование Фурье, множитель гашения, 
максимальный оператор. 
 
So’ndiruvchi ko’paytuvchili tebranuvchan integralar bahosi 
Annotatsiya. Bu ishda gipersirtlarda mujassamlashgan So’ndiruvchi ko’paytuvchiga ega o’lchovning 
Fure almashtirishi bahosi qaralgan. Shuningdek ishda S.D.Soggi va I.M.Steyinlar tomonidan qo’yilgan 
o’lchovning Fure almashtirishining optimal bahosini topish masalasini uch o’lchovli Evklid fazosidagi 
ixtiyoriy analitik sirtlarda tadqiq qilingan.  




In connection with the boundedness problem for the maximal operators, associated to hypersurface 
𝑆 ⊂ ℝ௡ାଵ by S.D. Soggy and I.M. Stein [1] introduced the following damped oscillator integrals 
 ?̂?௤(𝜉): = ∫  ௌ 𝑒
௜(క,௫)|𝐾(𝑥)|௤𝜓(𝑥)𝑑𝜎(𝑥), (1.1) 
 where 𝐾(𝑥) is the Gaussian curvature of the hypersurface at the point 𝑥 ∈ 𝑆 and 𝜎(𝑥) is a surface measure, 
𝜓 ∈ 𝐶଴ஶ(𝑆) is smooth non-negative function, (𝜉, 𝑥) is an inner product of 𝜉 and 𝑥. They proved that if 𝑞 ≥ 2𝑛, 
then integral (1.1) decays in order 𝑂(|𝜉|ି
೙
మ) (as |𝜉| → +∞). 
Statement of the problem 
 Let 𝑆 ⊂ ℝ௡ be a smooth hypersurface. Find a minimum value of 𝑞 such that the following estimate  





The analogical problem was proposed by C.D. Sogge and E.M. Stein for a fixed hypersurface in [1]. It 
was proved in [5] that integral (1.1) decays optimally, if 0 ≤ 𝜓(𝑥) ≤ |𝐾(𝑥)|
భ
మ and 𝜓 ∈ 𝐶଴ஶ(𝑆), whenever 𝑆 is a 
convex finite linear type hypersurface. In one-dimensional case, more precisely, when the curve 𝑆 is given by a 
polynomial function the solution of the problem follows from the results of Oberlin [2]. 
In this paper we represent a solution of the problem of C.D. Sogge and E.M. Stein for analytic 
surfaces in three-dimensional Euclidean space. 
We can suppose that 𝑆 is given as the graph 𝑥ଷ = Φ(𝑥ଵ, 𝑥ଶ), defined on a neighborhood of the origin, 
more precisely: 
 𝑆: = {(𝑥ଵ, 𝑥ଶ) ∈ 𝑉 ⊂ ℝଶ: 𝑥ଷ = Φ(𝑥ଵ, 𝑥ଶ), Φ(𝑥ଵ, 𝑥ଶ): = 𝑢(𝑥ଵ, 𝑥ଶ)𝑥ଵ𝑥ଶ௡} (1.2) 
 where 𝑢(0,0) ≠ 0, 𝑛 ≥ 2. If 𝑛 = 1 then integral ?̂?௤(𝜉) optimally decays for any 𝑞, since 𝑑𝑒𝑡𝐻𝑒𝑠𝑠Φ(𝑥ଵ, 𝑥ଶ) ≠
0. So further, assume that 𝑛 ≥ 2. In (1.2), we will assume 𝑢(0,0) = 1, 𝑉 is a small neighborhood of the origin 
and 𝑢 ∈ 𝐶ஶ(ℝଶ). 
Then, for the function 𝑑𝑒𝑡𝐻𝑒𝑠𝑠Φ(𝑥ଵ, 𝑥ଶ) the following quality holds true  
 det𝐻𝑒𝑠𝑠Φ(𝑥ଵ, 𝑥ଶ) = 𝑢ଵ(𝑥ଵ, 𝑥ଶ)𝑥ଶ
ଶ(௡ିଵ), 
                                                 
This work was supported by the Executive Committee for the Coordination of Science and Technology of the 
Council of Ministers of the Republic of Uzbekistan under grant F-4-69. 
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where 𝑢ଵ ∈ 𝐶ஶ(ℝଶ) and 𝑢ଵ(0,0) = −𝑛ଶ. 
The integral (1.1) can be written in the form:  
 ?̂?௤(𝜉): = ∫  ℝమ 𝑒
௜(కభ௫భାకమ௫మାకయ஍(௫భ,௫మ))|𝑥ଶ|ଶ௤(௡ିଵ)𝑎ଵ(𝑥ଵ, 𝑥ଶ)𝑑𝑥ଵ𝑑𝑥ଶ, (1.3) 




Now, we will prove the following result.  
Theorem 1  If 𝑞 > ଵ
ଶ
, then there exist a neighborhood 𝑉 of the origin and 𝐶 > 0 such that the integral 





for all function 𝑎ଵ ∈ 𝐶଴ஶ(𝑉). 
2. Some auxiliary statements 
 In this section we introduce some lemmas wich will be used in investigation of the oscillatory 
integrals arizing in proof of Theorem 1.  
Lemma 1  Let 𝑈 ⊆ ℝଶ be open and 𝑔 ∈ 𝐶ஶ(𝑈). If 𝑥଴ ∈ 𝑈 is such that 𝜕ଶ𝑔(𝑥଴) = 0 and 𝜕ଶଶଶ 𝑔 ≠ 0 
then there exists a smooth function 𝛾 of the form 𝛾(𝑥ଵ) = (𝑥ଵ, 𝛾ଶ(𝑥ଵ)), defined in a neighborhood of 𝑥ଵ଴, such 
that 𝜕ଶ𝑔(𝛾(𝑥ଵ)) = 0, and we have  




Lemma 1 is proved in [10]. 
Lemma 2  Let function 𝑓 be homogeneous of degree one and 𝑥଴ ∈ ℝ\{0}. For every neighborhood 𝑈 
of −∇𝑓(𝑥଴) ≠ 0 and each 𝑁 ∈ ℕ, there exists 𝐶ே > 0 and a compact neighborhood 𝐾 of 𝑥଴ such that for all 
𝜎 ∈ 𝑈, 𝜆 ∈ ℝ and 𝑎 ∈ 𝐶଴ஶ(ℝଶ) with 𝑠𝑢𝑝𝑝(𝑎ଵ) ⊆ 𝐾 
 ห∫  ℝమ 𝑎(𝑥)𝑒
௜ఒ(௙(௫)ାఙ )𝑑𝑥ห ≤ 𝐶ே||𝑎ଵ||௅ಿభ (1 + |𝜆|)
ିே . 
Lemma 1 is proved in [10]. 
Now, we consider integral (1.3) depending on the parameters (𝜉ଵ, 𝜉ଶ, 𝜉ଷ). 
If 𝑚𝑎𝑥{|𝜉ଵ|, |𝜉ଶ|} ≥ |𝜉ଷ|, then, we have the following lemma:  
Lemma 3  If 𝑚𝑎𝑥{|𝜉ଵ|, |𝜉ଶ|} ≥ |𝜉ଷ|, then there exists a neighborhood 𝑉 of the origin such that, for 






 Lemma 3 is an analog of Lemma 5 from [3]. 
If 𝑚𝑎𝑥{|𝜉ଵ|, |𝜉ଶ|} ≤ |𝜉ଷ|, then integral (1.3) can be written as:  
 ?̂?௤(𝜉): = ∫  ℝమ 𝑒
௜కయ(௦భ௫భା௦మ௫మା௨(௫భ,௫మ)௫భ௫మ೙)|𝑥ଶ|ଶ௤(௡ିଵ)𝑎ଵ(𝑥ଵ, 𝑥ଶ)𝑑𝑥ଵ𝑑𝑥ଶ, (2.2) 
 where 𝑠ଵ =
కభ
కయ




3. Proof of Theorem 1 
The set 𝑉 decomposes two parts, e.g: 𝑉 = 𝒜 ∪ ℬ, where 𝒜: = {(𝑥ଵ, 𝑥ଶ) ∈ 𝑉 ⊂ ℝଶ: |𝑥ଶ௡| < 𝑥ଵ} and 
ℬ = 𝑉\𝒜. 
First, we study integral (2.2) on set ℬ.  
Proposition 1  If 𝑞 > ଵ
ଶ
, then there exist a neighborhood 𝑊(𝑊 ⊂ ℬ) of the origin and 𝐶 > 0, such 





for all function 𝑎ଵ ∈ 𝐶଴ஶ(𝑊). 
Proof . We consider the dyadic partition of unity  
 ∑  ஶ௞ୀ଴ 𝜒௞(𝑥) = 1 
on the interval 0 < 𝑥 ≤ 1 with 𝜒 ∈ 𝐶଴ஶ(ℝ) supported in the interval [
ଵ
ଶ
, 4], where 𝜒௞(𝑥): = 𝜒(2௞𝑥) and put  
 𝜒௞భ,௞మ(𝑥): = 𝜒௞భ(𝑥ଵ)𝜒௞మ(𝑥ଶ), 𝑘ଵ, 𝑘ଶ ∈ ℕ. 
Thus, we use a dyadic partition of unity for integral (2.2). Then, we obtain the following series:  
 ?̂?௤(𝜉): = ∑  ௞భ,௞మ ?̂?௤(𝑘ଵ, 𝑘ଶ)(𝜉), (3.1) 
 where  
?̂?௤(𝑘ଵ, 𝑘ଶ)(𝜉): = ∫  ℝమ 𝑒
௜కయி(௫భ,௫మ,௦భ,௦మ)|𝑥ଶ|ଶ௤(௡ିଵ)𝜒଴(𝑥ଵ, 𝑥ଶ)𝜒௞భ(𝑥ଵ)𝜒௞మ(𝑥ଶ)𝑎ଵ(𝑥ଵ, 𝑥ଶ)𝑑𝑥ଵ𝑑𝑥ଶ, (3.2) 
𝐹(𝑥ଵ, 𝑥ଶ, 𝑠ଵ, 𝑠ଶ) = 𝑠ଵ𝑥ଵ + 𝑠ଶ𝑥ଶ + 𝑢(𝑥ଵ, 𝑥ଶ)𝑥ଵ𝑥ଶ௡, 𝜒௞భ(𝑥ଵ) = 𝜒(2
௞భ𝑥ଵ), 𝜒௞మ(𝑥ଶ) = 𝜒(2
௞మ𝑥ଶ) and 
𝜒଴(𝑥ଵ, 𝑥ଶ) is a cut-off function corresponding to the set ℬ. We apply a changer variables given by the scaling 
𝑦ଵ = 2௞భ𝑥ଵ, 𝑦ଶ = 2௞మ𝑥ଶ. Then, the integral ?̂?௤(𝑘ଵ, 𝑘ଶ)(𝜉) can be written in the form:  
?̂?௤(𝑘ଵ, 𝑘ଶ)(𝜉): = 2ି(௞మ(ଶ௤(௡ିଵ)ାଵ)ା௞భ) ∫  ℝమ 𝑒
௜కయଶష(ೖభశ೙ೖమ)ிభ(௬భ,௬మ,ఙభ,ఙమ)|𝑦ଶ|ଶ௤(௡ିଵ)𝑎෤ଵ(𝑦ଵ, 𝑦ଶ)𝑑𝑦ଵ𝑑𝑦ଶ, (3.3) 
2




 where 𝐹ଵ(𝑦ଵ, 𝑦ଶ, 𝜎ଵ, 𝜎ଶ) = 𝜎ଵ𝑦ଵ + 𝜎ଶ𝑦ଶ + 𝑢(2ି௞భ𝑦ଵ, 2ି௞మ𝑦ଶ)𝑦ଵ𝑦ଶ௡ and           𝜎ଵ = 2௞మ௡𝑠ଵ,𝜎ଶ =
2௞మ(௡ିଵ)ା௞భ𝑠ଶ, 𝑎෤ଵ(𝑦ଵ, 𝑦ଶ) = 𝑎ଵ(2ି௞భ𝑦ଵ, 2ି௞మ𝑦ଶ)𝜒(𝑦ଵ)𝜒(𝑦ଶ)𝜒଴(2ି௞భ𝑦ଵ, 2ି௞మ𝑦ଶ). 
In order to estimate integral (3.3) we consider the parameters 𝜉ଷ2ି(௞భା௡௞మ) in two cases. 
Case 1.If |𝜉ଷ2ି(௞భା௡௞మ)| ≲ 1.Note that, 𝑎෤ଵ has a compact support. Then, we obtain estimate  




 By using the series (3.1) and estimate (3.4) we have:  




We examine the series (3.5) for converge in the two cases: 
Case 1.1. Let |𝜉ଷ|2ି௡௞మ < 1. Then, we have  
 ∑  ଶష೙ೖమ|కయ|ழଵ
ଵ
ଶ(ೖమ(మ೜( షభ)శభ)శೖభ)













Thus, the last series in the last estimate converges for any 𝑞 > ଵ
ଶ
. 
Case 1.2. Let 1 < |𝜉ଷ|2ି௡௞మ < 2௞భ. We consider the following series: 















If, we use inequality ∑  ௞భ 1 < 2

















for all 𝑞 > ଵ
ଶ
. 
Case 2.If |𝜉ଷ2ି(௞భା௡௞మ)| > 1. 
Lemma 4  Let |𝜉ଷ2ି(௞భା௡௞మ)| > 1. Then there exist a positive real 𝐶 such that for the integral (3.3) 
the following estimate holds true  




Proof . We study integral (3.3) depending on the parameters 𝜎ଵ and 𝜎ଶ. We may assume that |𝜎ଵ| +
|𝜎ଶ| >> 1 or |𝜎ଵ| + |𝜎ଶ| << 1. 
Case 2.1.If |𝜎ଵ| + |𝜎ଶ| >> 1. We may assume without loss of generality that 1 < |𝜎ଵ| ≤ |𝜎ଶ|. Then, 
we applying integration bay parts 𝑁 times for the integral ?̂?௤(𝑘ଵ, 𝑘ଶ)(𝜉) and to have 
 ห?̂?௤(𝑘ଵ, 𝑘ଶ)(𝜉)ห ≤ 2ି(௞మ(ଶ௤(௡ିଵ)ାଵ)ା௞భ)𝐶ே||𝑎||௅ಿభ (1 + (|𝜎ଵ| + |𝜎ଶ|)𝜉ଷ2
ି(௞భା௡௞మ)|)ିே. 
Note that |𝜉ଷ2ି(௞భା௡௞మ)| > 1. Then, we get the follows estimate  




Case 2.2.If |𝜎ଵ| + |𝜎ଶ| << 1. By Lemma 2 we obtain the following estimate  




Case. 2.3. If 𝑐ଵ < |𝜎ଵ| + |𝜎ଶ| < 𝑐ଶ, where 𝑐ଵ, 𝑐ଶ are fixed real positive. Next, in this case we may assume that 
|𝜎ଵ| + |𝜎ଶ| ∼ 1 . 
By the implicit function theorem, the equation ∇𝐹ଵ(𝑦ଵ, 𝑦ଶ, 𝜎ଵ, 𝜎ଶ) = 0 has a smooth solution 𝑦଴ =
𝑦଴(𝜎ଵ, 𝜎ଶ) in the neighborhood of the point 𝑦଴(𝜎ଵ, 𝜎ଶ) such that the condition satisfied |𝜎ଵ| + |𝜎ଶ| ∼ 1. Then 
𝑑𝑒𝑡𝐻𝑒𝑠𝑠𝐹ଵ(𝑦଴(𝜎ଵ, 𝜎ଶ)) ≠ 0. 
Furthermore, let 𝜔 ∈ 𝐶଴ஶ(𝑉) be a non-negative function with 𝜔 = 1 if (𝑦ଵ, 𝑦ଶ) ∈ 𝑉ఌ ⊂ 𝑉, where 𝑉ఌ is 
a small neighborhood of critical point 𝑦଴, 𝜀 - a sufficiently small real number. 
So, we use the function 𝜔 for the integral ?̂?௤(𝑘ଵ, 𝑘ଶ)(𝜉) and get:  
 ?̂?௤(𝑘ଵ, 𝑘ଶ)(𝜉): = 𝐽ଵ(𝑘ଵ, 𝑘ଶ) + 𝐽ଶ(𝑘ଵ, 𝑘ଶ), (3.7) 
where  
 𝐽ଵ(𝑘ଵ, 𝑘ଶ) = 2ି(௞మ(ଶ௤(௡ିଵ)ାଵ)ା௞భ) × 
 × ∫  ℝమ 𝑒
௜కయଶష(ೖభశ೙ೖమ)ிభ(௬భ,௬మ,ఙభ,ఙమ)|𝑦ଶ|ଶ௤(௡ିଵ)𝑎෤ଵ(𝑦ଵ, 𝑦ଶ)𝜔(𝑦ଵ, 𝑦ଶ)𝑑𝑦ଵ𝑑𝑦ଶ, 
 𝐽ଶ(𝑘ଵ, 𝑘ଶ) = 2ି(௞మ(ଶ௤(௡ିଵ)ାଵ)ା௞భ) × 
 × ∫  ℝమ 𝑒
௜కయଶష(ೖభశ೙ೖమ)ிభ(௬భ,௬మ,ఙభ,ఙమ)|𝑦ଶ|ଶ௤(௡ିଵ)𝑎෤ଵ( ଵ, 𝑦ଶ)(1 − 𝜔(𝑦ଵ, 𝑦ଶ))𝑑𝑦ଵ𝑑𝑦ଶ. 
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First, we study the integral 𝐽ଵ(𝑘ଵ, 𝑘ଶ). By using the Morse lemma (see.Lemma 3.1. pp.63-65 in [9]), i.e. there 
exists neighborhoods 𝑉, 𝑈 of the points 𝑦଴, 𝑢 = 0 and a diffeomorphism 𝑦 = 𝜑(𝑢ଵ, 𝑢ଶ, 𝜎ଵ, 𝜎ଶ). Then, it can be 
written the function 𝐹ଵ(𝑦ଵ, 𝑦ଶ, 𝜎ଵ, 𝜎ଶ) as:  
 𝐹ଵ(𝜑ଵ(𝑢ଵ, 𝑢ଶ, 𝜎ଵ, 𝜎ଶ), 𝜑ଶ(𝑢ଵ, 𝑢ଶ, 𝜎ଵ, 𝜎ଶ), 𝜎ଵ, 𝜎ଶ) = ±𝑢ଵଶ ± 𝑢ଶଶ + 𝐹ଵ෩ (𝜎ଵ, 𝜎ଶ). 
Hence, for the oscillatory integral 𝐽ଵ(𝑘ଵ, 𝑘ଶ) we have  
 𝐽ଵ(𝑘ଵ, 𝑘ଶ) = 2ି(௞మ(ଶ௤(௡ିଵ)ାଵ)ା௞భ) × 
 × ∫  ℝమ 𝑒
௜కయଶష(ೖభశ೙ೖమ)(±௨భమ±௨మమାிభ෪(ఙభ,ఙమ))|𝜑ଶ|ଶ௤(௡ିଵ)𝑎෤ଵ∗(𝑢ଵ, 𝑢ଶ, 𝜎ଵ, 𝜎ଶ)𝑑𝑢ଵ𝑑𝑢ଶ, 
where 
𝑎෤ଵ∗(𝑢ଵ, 𝑢ଶ, 𝜎ଵ, 𝜎ଶ) = 𝑎෤ଵ(𝜑ଵ(𝑢ଵ, 𝑢ଶ, 𝜎ଵ, 𝜎ଶ), 𝜑ଶ(𝑢ଵ, 𝑢ଶ, 𝜎ଵ, 𝜎ଶ), 𝜎ଵ, 𝜎ଶ) × 
× 𝜔(𝜑ଵ(𝑢ଵ, 𝑢ଶ, 𝜎ଵ, 𝜎ଶ), 𝜑ଶ(𝑢ଵ, 𝑢ଶ, 𝜎ଵ, 𝜎ଶ))
஽(௬భ,௬మ)
஽(௨భ,௨మ)
 and 𝑎෤ଵ∗ ∈ 𝐶଴ஶ(𝑈). 
Now, by the method of the stationary phase and we obtain the following estimate  




Now, we study the integral 𝐽ଶ(𝑘ଵ, 𝑘ଶ). By 𝑁 times applying integration by parts for the integral 𝐽ଶ(𝑘ଵ, 𝑘ଶ) and 
have 




Hence, by (3.7) we get the following estimate  




 Lemma 4 is proved.  
So, we use the series (3.1) and inequality (3.8) to obtain the following series  
 ∑  |కయ|வଶೖభశ೙ೖమ |?̂?௤(𝑘ଵ, 𝑘ଶ)( )| ≤
஼||௔෤భ||಴య
|కయ|
∑  |కయ|வଶೖభశ೙ೖమ 2
ି௞మ(ଶ௤(௡ିଵ)ାଵି௡) 
Note, that ∑  ௞భ 1 < 2
ఋ௞మ. Then, we have the series ∑  |కయ|வଶೖభశ೙ೖమ 2















for all 𝑞 > ଵ
ଶ
 the proof of Proposition 1 is complete.  
 Second, we study integral (2.2) in the set 𝒜.  
Proposition 2  If 𝑞 > ଵ
ଶ
, then there exist a neighborhood 𝑊ଵ(𝑊ଵ ⊂ 𝒜) of the origin and 𝐶 > 0 such 





for all function 𝑎ଵ ∈ 𝐶଴ஶ(𝑊ଵ). 
Proof . We will apply a dyadic decomposition to this integral. To this end, we choose 𝜒 ∈ 𝐶଴ஶ(ℝଶ) 
with 𝑠𝑢𝑝𝑝𝜒 ⊂ {𝑥: ଵ
ଶ
𝐵 < |𝑥| < 2𝐵} (where 𝐵 is a sufficiently large positive number to be fixed later) such that 
 ∑  ஶ௞ୀ଴ 𝜒௞(𝑥) = 1 
where 𝜒௞(𝑥): = 𝜒(2௞𝑥) and put  
 𝜒௞(𝑥): = 𝜒(2௞𝑥ଵ, 2௞𝑥ଶ), 𝑘 ∈ ℕ. 
Thus, we use a dyadic decomposition for integral (2.2). Then, we obtain the following series:  
 ?̂?௤(𝜉): = ∑  ௞ ?̂?௤(𝑘)(𝜉), (3.9) 
 where  





and 𝐹(𝑥ଵ, 𝑥ଶ, 𝑠ଵ, 𝑠ଶ) = 𝑠ଵ𝑥ଵ + 𝑠ଶ𝑥ଶ + 𝑢(𝑥ଵ, 𝑥ଶ)𝑥ଵ𝑥ଶ௡, 𝜒଴ is a cut-off function corresponding to the set 𝒜. We 
apply a changing variables given by 𝑦ଵ = 2௞𝑥ଵ, 𝑦ଶ = 2௞𝑥ଶ. Then the integral ?̂?௤(𝑘)(𝜉) can be written in the 
form:  
 ?̂?௤(𝑘)(𝜉): = 2ି௞(ଶ௤(௡ିଵ)ାଶ) ∫  ℝమ 𝑒
௜కయଶషೖ(భశ೙)ிభ(௬భ,௬మ,ఙభ,ఙమ)|𝑦ଶ|ଶ௤(௡ିଵ)𝑎෤ଵ(𝑦ଵ, 𝑦ଶ)𝑑𝑦ଵ𝑑𝑦ଶ, (3.10) 





In order to estimate integral (3.10) we consider the parameters 𝜉ଷ2ି௞(ଵା௡) in two cases: 










 By using the series (3.9) and estimate (3.11) we have: 









.       (3.12) 
The last series in (3.12) converges since 𝑞 > ଵ
ଶ





for all 𝑞 > ଵ
ଶ




Case 2.If |𝜉ଷ2ି௞(ଵା௡)| > 1. By the Fubin’s theorem, integral (3.10) in the following form:  
 ?̂?௤(𝑘)(𝜉): = ∫  ℝ ?̂?௤
଴(𝑘)(𝜎ଶ, 𝑦ଵ)𝑒௜కయଶ
షೖ(భశ೙)ఙభ௬భ𝑑𝑦ଵ, (3.13) 
 where  
?̂?௤଴(𝑘)(𝜎ଶ, 𝑦ଵ): = 2ି௞(ଶ௤(௡ିଵ)ାଶ) ∫  ℝ 𝑒
௜కయଶషೖ(భశ೙)ிమ(௬భ,௬మ,ఙమ)|𝑦ଶ|ଶ௤(௡ିଵ)𝑎෤ଶ(𝑦ଵ, 𝑦ଶ)𝑑𝑦ଶ, (3.14) 
 and 
𝐹ଶ(𝑦ଵ, 𝑦ଶ, 𝜎ଶ) = 𝜎ଶ𝑦ଶ + 𝑢(2ି௞𝑦ଵ, 2ି௞𝑦ଶ)𝑦ଵ𝑦ଶ௡,  




Lemma 5  Let |𝜉ଷ2ି௞(ଵା௡)| > 1. Then there exist a positive real 𝐶 such that the following estimate 





Proof.  First, we study integral (3.14) depending on the parameter 𝜎ଶ. 
Case 2.1.If |𝜎ଶ| ≳ 1. Then, by applying integration by parts for the integral ?̂?௤଴(𝑘)(𝜎ଶ, 𝑦ଵ) we have 









Case 2.2.If |𝜎ଶ| << 1. We estimate (3.14) in two cases. 
Case 2.2a. Assume that |𝜉ଷ2ି௞(ଵା௡)𝜎ଶ
೙
೙షభ| ≲ 1. Then we apply a change variable 
𝑦ଶ = (𝜉ଷ2ି௞(௡ାଵ))
ିభ೙𝑡, if 𝑠𝑢𝑝𝑝(𝑎෤ଶ(𝑦ଵ, 𝑦ଶ)) ⊂ [−1,1] × 𝐼, to get −(𝜉ଷ2ି௞(௡ାଵ))
భ
೙ ≤ 𝑡 ≤ (𝜉ଷ2ି௞(௡ାଵ))
భ
೙, where 
𝐼 is a neighborhood of the point 𝑦ଵ = 1(𝐼 ⊂ ℝ௬భ). 
Now, we consider the following integral  
 ?̂?௤଴
෩(𝑘)(𝜎ଶ, 𝑦ଵ): = 2ି௞(ଶ௤(௡ିଵ)ାଶ)(𝜉ଷ2ି௞(௡ାଵ))
ିమ೜(೙షభ)శభ೙ × 




𝑒௜ி(௬భ,௧,ఙమ,కయ)|𝑡|ଶ௤(௡ିଵ)𝑎ଷ(𝑦ଵ, 𝑡, 𝜉ଷ)𝑑𝑡 (3.15) 
where  




೙ 𝑡 + 𝑢(2ି௞𝑦ଵ, 2ି௞(𝜉ଷ2ି௞(௡ାଵ))
ିభ೙𝑡)𝑦ଵ𝑡௡,  
𝑎ଷ(𝑦ଵ, 𝑡) = 𝑎෤ଶ(𝑦ଵ, 2ି௞(𝜉ଷ2ି௞(௡ାଵ))
ିభ೙𝑡). So, the integral (3.15) can be written of sum of two 
integrals:  
 ?̂?௤଴
෩(𝑘)(𝜎ଶ, 𝑦ଵ) = ?̂?௤଴




෩ଵ(𝑘)(𝜎ଶ, 𝑦ଵ) = 2ି௞(ଶ௤(௡ିଵ)ାଶ)(𝜉ଷ2ି௞(௡ାଵ))
ିమ೜(೙షభ)శభ೙ × 







෩ଶ(𝑘)(𝜎ଶ, 𝑦ଵ) = 2ି௞(ଶ௤(௡ିଵ)ାଶ)(𝜉ଷ2ି௞(௡ାଵ))
ିమ೜(೙షభ)శభ೙ × 





We estimate the integral ?̂?௤଴
෩ଵ(𝑘)(𝜎ଶ, 𝑦ଵ). The integral ?̂?௤଴
෩ଶ(𝑘)(𝜎ଶ, 𝑦ଵ) can be estimated by analogical methods. 
The integra ?̂?௤଴
෩ଵ(𝑘)(𝜎ଶ, 𝑦ଵ) decomposes in two integrals:  
 ?̂?௤଴
෩ଵ(𝑘)(𝜎ଶ,  ଵ) = 𝐺௤ଵ(𝑘)(𝜎ଶ, 𝑦ଵ) + 𝐺௤ଶ(𝑘)(𝜎ଶ, 𝑦ଵ), (3.16) 
where  
 𝐺௤ଵ(𝑘)(𝜎ଶ, 𝑦ଵ) = 2ି௞(ଶ௤(௡ିଵ)ାଶ)(𝜉ଷ2ି௞(௡ାଵ))
ିమ೜(೙షభ)శభ೙ ∫  ଵ଴ 𝑒
௜ி(௬భ,௧,ఙమ,కయ)|𝑡|ଶ௤(௡ିଵ)𝑎ଷ(𝑦ଵ, 𝑡)𝑑𝑡, 
 𝐺 ଶ(𝑘)(𝜎ଶ, 𝑦ଵ) = 2ି௞(ଶ௤(௡ିଵ)ାଶ)(𝜉ଷ2ି௞(௡ାଵ))
ିమ೜(೙షభ)శభ೙ × 
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Note that, 𝑎ଷ(𝑦ଵ, 𝑡) has a compact support, besides |𝜉ଷ2ି௞(ଵା௡)𝜎ଶ
೙
೙షభ| ≲ 1.Hence, we obtain the following 
estimate  
 |𝐺௤ଵ(𝑘)(𝜎ଶ, 𝑦ଵ)| ≤ 2ି௞(ଶ௤(௡ିଵ)ାଶ)(|𝜉ଷ|2ି௞(௡ାଵ))
ିమ೜(೙షభ)శభ೙ 𝐶||𝑎ଷ(⋅, 𝑦ଵ)||஼మ . 
Furthermore, we use inequality |𝜉ଷ| > 2௞(௡ାଵ), to get  




Now, we apply integration by pars for the integral 𝐺௤ଶ(𝑘)(𝜎ଶ, 𝑦ଵ) and to get 




Since, by condition of Lemma 5 we have  










Note that, the integral ?̂?௤଴





Thus, by series (3.9) to get the follows series 
 ∑  |కయ|வଶೖ(೙శభ) |?̂?௤(𝑘)(𝜉)| ≤
஼||௔෤భ||಴య
|కయ|
∑  |కయ|வଶೖ(೙శభ) 2
ି௞(ଶ௤ିଵ)(௡ିଵ). 
We can see the series ∑  |కయ|வଶೖ(೙శభ) 2
ି௞(ଶ௤ିଵ)(௡ିଵ) converges for all 𝑞 > ଵ
ଶ
. Finally, by these estimates we get 





for all 𝑞 > ଵ
ଶ
. Lemma 5 proved. 
Case 2.2b. Assume that |𝜉ଷ2ି௞(ଵା௡)𝜎ଶ
೙
೙షభ| ≳ 1. We apply a change variable 𝑦ଶ = 𝜎ଶ
భ
೙షభ𝑡 for the 
integral (3.14). Than, we can be written the integral the following view  
 ?̂?௤଴(𝑘)(𝜎ଶ, 𝑦ଵ): = 2ି௞(ଶ௤(௡ିଵ)ାଶ)𝜎ଶ
మ೜(೙షభ)శభ




where 𝐹ଶ∗(𝑦ଵ, 𝑡, 𝜎ଶ) = 𝑡 + 𝑢(2ି௞𝑦ଵ, 2ି௞𝜎ଶ
భ
೙షభ𝑡)𝑦ଵ𝑡௡ and  












= 0 has a smooth solution 𝑡଴ = 𝑡଴(𝑦ଵ, 𝜎ଶ) in the set 𝐼 × 𝑊, where the set 𝐼 × 𝑊 the 




Furthermore, let 𝜔 ∈ 𝐶଴ஶ([−2,2]) be a non-negative function with 𝜔 = 1 if 𝑡 ∈ [−1,1] but 𝜔 = 0 if 
𝑡 ∈ ℝ\[−2,2]. 
So, we use the function 𝜔for the integral ?̂?௤଴(𝑘)(𝜎ଶ, 𝑦ଵ) and to can write at view:  
 ?̂?௤଴(𝑘)(𝜎ଶ, 𝑦ଵ): = 𝐼௤ଵ(𝑘)(𝜎ଶ, 𝑦ଵ) + 𝐼௤ଶ(𝑘)(𝜎ଶ, 𝑦ଵ), 
where  
 𝐼௤ଵ(𝑘)(𝜎ଶ, 𝑦ଵ): = 2ି௞(ଶ௤(௡ିଵ)ାଶ)𝜎ଶ
మ೜(೙షభ)శభ
೙షభ × 
 × ∫  ℝ 𝑒
௜కయଶషೖ(భశ೙)ఙమ
೙
೙షభிమ∗(௬భ,௧,ఙమ)|𝑡|ଶ௤(௡ିଵ)𝑎෤ଶ∗(𝑦ଵ, 𝑡)(1 − 𝜔(𝑡))𝑑𝑡, 
 𝐼௤ଶ(𝑘)(𝜎ଶ, 𝑦ଵ): = 2ି௞(ଶ௤(௡ିଵ)ାଶ)𝜎ଶ
మ೜(೙షభ)శభ
೙షభ × 




We consider the integral 𝐼௤ଵ(𝑘)(𝜎ଶ, 𝑦ଵ). For the integral 𝐼௤ଵ(𝑘)(𝜎ଶ, 𝑦ଵ), we apply the integration by part and 
obtain  








If, we use series (3.9) and integral (3.13) to obtain the following estimate  





















Now, we consider the integral 𝐼௤ଶ(𝑘)(𝜎ଶ, 𝑦ଵ). The amplitude function of this integral is smooth 
function with sufficiently small support, besides డ
మிమ∗(௬భ,௧బ,ఙమ)
డమ௧
≠ 0. Then, by the method of the stationary phase, 
we therefor obtain that 

















 and the remainder term 𝑅(𝑦ଵ, 𝜎ଶ, 𝜉ଷ) satisfies an estimate 
|𝑅(𝑦ଵ, 𝜎ଶ, 𝜉ଷ)| ≤
஼||௔෤మ∗ (⋅,௬భ)||಴య
|కయ|
 such that it is uniformly with respect to the small parameters (𝑦ଵ, 𝜎ଶ, 𝜉ଷ). 
Since, by integral (3.13) and we have  









 × ∫  ℝ 𝑒
௜కయଶషೖ(భశ೙)(ఙభ௬భାఙమ
೙




Consider the following the integral  




 × ∫  ℝ 𝑒




where 𝐹ଷ(𝑦ଵ, 𝜎ଵ, 𝜏) = 𝜎ଵ𝑦ଵ + 𝜏௡𝐹ଶ∗(𝑦ଵ, 𝑡଴, 𝜏) and 𝜏 = 𝜎ଶ
భ
೙షభ. 
Now, we study the integral (3.19) two cases. 
Case 2.2b1. Assume that |𝛼| << 1 or |𝛼| >> 1, where 𝛼 = ఙభ
ఛ೙
. Here, an integration by parts in 𝑥ଵ 
yields  


















We can see, the series (3.9) converges for 𝑞 > ଵ
ଶ






for 𝑞 > ଵ
ଶ
. 
Case 2.2b1. Assume that |𝛼| ∼ 1. Consider the following integral  
 ∫  ℝ 𝑒
௜కయଶషೖ(భశ೙)ிయ(௬భ,ఙభ,ఛ)𝑓(𝑦ଵ)𝑑𝑦ଵ (3.20) 







On the other hand  





(𝑦ଵ, 𝜏𝑡(𝑦ଵ)) = 𝜏௡ିଶ𝑢ଶ(𝑦ଵ, 𝜏𝑡(𝑦ଵ))𝑡௡ିଶ(𝑦ଵ). 




| ≥ |𝜏|௡|𝑡(𝑦ଵ)| = |𝜏|௡ > 0, |𝑡(𝑦ଵ)| ∼ 1 
Thus, duo to van der Corput’s lemma for the integral (3.20)  
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Therefor, we have  




The series converges for any 𝑞 > ଵ
ଶ





for all 𝑞 > ଵ
ଶ
. These concludes the proof of Theorem 1.  
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