We introduce the analogues of the notions of complete Segal space and of Segal category in the context of equivariant operads with norm maps, and build model categories with these as the fibrant objects. We then show that these model categories are Quillen equivalent to each other and to the model category for G-∞-operads built in a previous paper.
Introduction
This paper follows [Per17] and [BP17] and is the third piece of a larger project aimed at understanding the homotopy theory of equivariant operads with norm maps. Here, norm maps are a new piece of structure that must be considered when dealing with equivariant operads (see Remark 3.35 for a brief definition of norm maps or the introductions to [Per17] , [BP17] for a more extensive discussion). The need to understand norm maps was made clear by Hill, Hopkins and Ravenel, who used them in the context of equivariant ring spectra as part of their solution of the Kervaire invariant one problem [HHR16] .
The starting point of this project was the discovery by the authors of, for each finite group G, a category Ω G of G-trees whose objects diagrammatically encode compositions of norm maps (in a G-equivariant operad) and whose arrows encode the necessary compatibilities between such compositions. Our categories Ω G are a somewhat non-obvious generalization of the dendroidal category Ω of Cisinski-Moerdijk-Weiss, and indeed all the key combinatorial concepts in their work, such as faces, degeneracies, boundaries and horns, generalize to G-trees [Per17, §5, §6]. As such, it is natural to attempt to generalize the Cisinski-Moerdijk program [CM11] , [CM13a] , [CM13b] to the equivariant context.
Recall that the main result of their program is the existence of a Quillen equivalence
is the category of presheaves on Ω, which are called dendroidal sets, and sOp is the category of simplicial colored operads. Their program was carried out in three main steps: (i) [CM11] established the existence of the model structure on dSet (with some of the key combinatorial analysis based on Moerdijk and Weiss' previous work in [MW09] ); (ii) [CM13a] established auxiliary model structures on the categories sdSet and PreOp of dendroidal spaces and pre-operads, and showed that all three of dSet, sdSet and PreOp are Quillen equivalent; (iii) lastly, [CM13b] established the existence of the model structure on sOp as well as the Quillen equivalence between sOp and PreOp, finishing the proof of the main result of the program.
From the perspective of the Cisinski-Moerdijk program, [Per17] is then the equivariant analogue of the first step [CM11] (as well as [MW09] ), while the present paper provides the equivariant analogue of the second step [CM13a] . More explicitly, in [Per17] , and inspired by the category Ω G of G-trees, the second author equipped the category dSet G of G-equivariant dendroidal sets with a model structure whose fibrant objects are "equivariant operads with norm maps up to homotopy", called G-∞-operads. Further, it was shown therein that whenever a G-operad O ∈ sOp G is suitably fibrant the homotopy coherent nerve N hc (O) is such a G-∞-operad (rather than just an "∞-operad with a G-action"). In the present paper our main results, Theorems 4.20, 4.28, 4.29, are then the existence of suitable model structures on the categories sdSet G and PreOp G of G-dendroidal spaces and G-pre-operads, as well as the existence of Quillen equivalences between all three of dSet G , sdSet G and PreOp G . It is worth noting that, much as was the case of the work in [Per17] , our results are not formal consequences of their non-equivariant analogues, due to the nature of norm maps 1 . Indeed, in [BP17] , the second piece of our project, the authors introduced the notion of genuine equivariant operads, which are new algebraic objects motivated by the combinatorics of norm maps as encoded by the category Ω G of G-trees. And while a priori the work in [BP17] and for each edge t of T topped by a vertex ○, we write t ↑ to denote the tuple of edges immediately above t. In our example, r ↑ = def , d ↑ = ab, f ↑ = c and b ↑ = ǫ, where ǫ is the empty tuple. Edges t for which: (i) t ↑ ≠ ǫ, such as r, d, f , are called nodes; (ii) t ↑ = ǫ, such as b, are called stumps; (iii) t ↑ is undefined, such as a, c, e, are called leaves. Each vertex of T is then encoded symbolically as t ↑ ≤ t, which we call a generating broad relation. This notation is meant to suggest a form of transitivity: for example, the generating relations ab ≤ d and def ≤ r generate, via broad transitivity, a relation abef ≤ r (we note that this is essentially compact notation for the operations and composition in the colored operad generated by T [MW07, §3]). The other broad relations obtained by broad transitivity are dec ≤ r, abec ≤ r, aec ≤ r, a ≤ d. The set of edges of T together with these broad relations (as well as identity relations t ≤ t) form the broad poset associated to the tree, which is again denoted T .
Given a broad relation t 0 ⋯t n ≤ t, we further write t i ≤ d t. Pictorially, this says that the edge t i is above t, and it is thus clear that ≤ d defines a partial order on edges of T . Trees always have a single ≤ d -maximal edge, called the root. Edges other than the root or the leaves are called inner edges. In our example r is the root, a, e, c are leaves, and b, d, f are inner edges.
We denote the sets of edges, inner edges, vertices of T by E(T ), E i (T ), V (T ). The Cisinski-Moerdijk-Weiss category Ω of trees then has as objects the tree diagrams as in (2.1) and as maps ϕ∶ T → S the monotone maps of broad posets (meaning that if t 1 ⋯t k ≤ t then ϕ(t 1 )⋯ϕ(t k ) ≤ ϕ(t)). In fact, in [Wei12] Weiss characterized those broad posets associated to trees (see [Per17, Defs. 5 .1 and 5.9]), so that one is free to work intrinsically with broad posets.
Moreover, our discussion will be somewhat simplified by the assumption that Ω contains exactly one representative of each planarized tree. Informally, this means that trees T ∈ Ω come with a preferred planar representation, though this can also be formalized in purely algebraic terms, see [BP17, §3.1]. For our purposes, the main consequence is that any map S → T in Ω has a (strictly) unique factorization S ≃ → S ′ → T as an isomorphism followed by a planar map [BP17, Prop. 3.21] . Informally, S ′ is obtained from S by "pulling back" the planarization of T . We now recall the key classes of maps of Ω. A map ϕ∶ S → T which is injective on edges is called a face map while a map that is surjective on edges and preserves leaves is called a degeneracy map (the extra requirement ensures that leaves of S do not become stumps of T ). Moreover, a face map is further called an inner face map if ϕ(r S ) = r T and ϕ(l S ) = l T (where r (−) denotes the root edge and l (−) the leaf tuple) and called an outer face map if it does not factor through any non-identity inner face maps. The following result is [BP17, Cor. 3 .32].
Proposition 2.2. A map ϕ∶ S → T in Ω has a factorization, unique up to unique isomorphisms,
as a degeneracy followed by an inner face map followed by an outer face map.
We next recall an explicit characterization and notation for planar inner/outer faces (planar degeneracies are characterized by edge multiplicities, see [BP17, Prop. 3 
.47(ii)]). For any subset
E ⊆ E i (T ), there is a planar inner face T − E which removes the inner edges in E but keeps all broad relations involving edges not in E (this is the hardest class of maps to visualize pictorially, as the vertices adjacent to each e ∈ E are combined via broad transitivity/composition). For each broad relation t 1 ⋯t k = t ≤ t in T , there is a planar outer face T t≤t such that r Tt≤t = t and l Tt≤t = t (in fact, by Proposition 2.2 this is the maximal such face). Moreover, the edges s of T t≤t are the edges of T such that s ≤ d t and ∀ i s < t i while the vertices are the s ↑ ≤ s such that s ≤ d t and ∀ i s ≤ t i (pictorially, T t≤t removes those sections of T not above t and above some t i ).
Remark 2.3. Inner faces T − E ↪ T are always full, i.e. T − E contains all broad relations of T between those edges in E(T − E) = E(T ) ∖ E. By contrast, whenever T has stumps some of its outer faces T t≤t are not full, the main example being given by the maximal outer faces that "remove stumps" [Per17, Not. 5.41].
Remark 2.4. Following [BM11, Ex. 2.8], one has a degree function − ∶ Ω → N given by T = V (T ) such that non isomorphim face maps (resp. degeneracies) strictly increase (decrease) − . As such, the subcategory of face maps is denoted Ω + while that of degeneracies is denoted Ω − .
We now collect a couple of useful lemmas concerning faces. Proof. Write r and l = l 1 ⋯l n for the root and leaf tuple of V or, equivalently, ofV . Since the horizontal maps are outer, an edge e ∈ E i (U ) (resp. e ∈ E i (Ū )) is also in E i (V ) (resp. in E i (V )) iff e < d r and ∀ i e ≤ l i . But then
Lemma 2.6. Let {U i ↪ T } be a collection of planar outer faces of T with a common root t. Then there are planar outer faces U ∪ ↪ T , U ∩ ↪ T , also with root t, such that
Moreover, these are the smallest (resp. largest) outer faces containing (contained in) all U i .
Remark 2.8. More generally, U ∪ and U ∩ can be defined whenever the U i have a common edge.
Proof. (2.7) determines pre-broad posets (cf. [Per17, Rem. 5.2]) U ∪ and U ∩ , hence we need only verify the axioms in [Per17, Defs. 5.1, 5.3, 5.9]. Antisymmetry and simplicity are inherited from T , the nodal axiom is obvious from (2.7), and the root axiom follows since the U i have a common root (in the U ∩ case note that if s is in U ∩ , then so is any
The category of G-trees Ω G
We next recall the category Ω G of G-trees introduced in [Per17, §5.3]. We start with an explicit and representative example of a G-tree (for more examples, see [Per17, §4.3] ). Letting G = {±1, ±i, ±j, ±k} denote the group of quaternionic units and
, there is a G-tree T with expanded representation given by the two trees on the left below and orbital representation given by the (single) tree on the right.
Note that the edge labels on the expanded representation encode the action of G so that the
Formally, the definition of Ω G [Per17, Def. 5.44] is given as follows. Given a non-equivariant forest diagram F (i.e. a finite collection of tree diagrams side by side), there is an associated broad poset just as before, and one thus obtains a category Φ of forests and broad monotone maps. Letting Φ G denote G-objects in Φ, referred to as G-forests, the category Ω G ⊂ Φ G of G-trees is defined as the full subcategory of those G-forests such that the G-action is transitive on tree components.
We note that any G-tree T can be written as an induction T ≃ G ⋅ H T * , where T * is some fixed tree component, H ≤ G is the subgroup sending T * to itself, and we regard T * ∈ Ω H , i.e., as a tree with a H-action (where we caution that
H the tree component containing d. Moreover, we similarly assume that G-trees (and forests in general) are planarized, meaning that they come with a total order of the tree components, each of which is planarized.
If T ∈ Ω G has tree components
for its sets of edges, inner edges and vertices, as well as
G for its sets of edge orbits, inner edge orbits and G-vertices. Before discussing face maps in the equivariant context, it is worth commenting on the complementary roles of the expanded and orbital representations. On the one hand, the G-broad posets associated to G-trees are diagrammatically represented by the expanded representation, so that the arrows of Ω G are best understood from that perspective. On the other hand, the diagrams encoding compositions of norm maps of an equivariant operad O are given by the orbital representations of G-trees (see Example 3.33 and Remark 3.35, or alternatively [Per17, Ex. 4.9], [BP17, (1.10)]). As a result, different aspects of our discussion are guided by different representations, and this will require us to discuss the different notions of face/boundary/horn suggested by the two representations. We start by recalling the notion of face discussed in [Per17] , which is motivated by the expanded representation.
Definition 2.10. Let T ∈ Ω G be a G-tree with non-equivariant tree components T 1 , T 2 , ⋯, T k .
A face of T is an underlying face map U ↪ T i in Ω for some 1 ≤ i ≤ k. Further, we abbreviate faces of T as U ↪ T , and call them planar/outer faces whenever so is the map U ↪ T i .
Notation 2.11. Given T ∈ Ω G , we write Face(T ) for the G-poset of planar faces U ↪ T . We note that the G-action is given by the unique factorization of the composite
Alternatively, planar faces U ↪ T can be viewed as sub-broad posets U ⊆ T , identifying this G-action with the natural action on subsets. However, we prefer the planar face framework since it is more readily related to the presheaves Ω[T ] discussed in the next section (see Remark 2.27).
Notation 2.13. Given T ∈ Ω G and a planar face U ↪ T we writeŪ T , or justŪ when no confusion should arise, for the outer closure of U , i.e. the smallest planar outer face of T containing U .
Remark 2.14. Recalling the notation Ω + ⊂ Ω for the subcategory of face maps, we write Ω + ↓ T for the category of all faces of T ∈ Ω G . By pulling back the planarization of T one then obtains a planarization functor
which respects the G-actions on the two categories. Note, however, that the inclusion Face(T ) ⊂ Ω + ↓ T (which is a section of pl) does not respect the G-actions, as displayed in (2.12).
We now introduce the notion of face of a G-tree that is suggested by the orbital representation.
Definition 2.15. Let T ∈ Ω G be a G-tree. An orbital face of T is a map S ↪ T in Ω G which is injective on edges. Further, an orbital face is called inner/outer if any (and thus all) of its component maps is and planar if it is a planar map of forests.
Example 2.16. The following are three planar orbital faces of the G-tree T in (2.9), with R 1 ↪ T , R 2 ↪ T orbital outer faces and S ↪ T an orbital inner face.
These examples illustrate our motivation for the term "orbital face": the tree diagrams in the orbital representations of R 1 , R 2 , S look like faces of the tree in the orbital representation of T . Adapting the notation for (non-equivariant) inner faces, we write S = T −Gc = T −{c, jc, ic, kc} and analogously throughout the paper. We will need no analogous notation for orbital outer faces.
Notation 2.17. In the remainder of the paper we sometimes need to consider (non-equivariant) faces and orbital faces simultaneously. As such, we reserve the letters U, V, W for trees in Ω and the letters R, S, T for G-trees in Ω G .
Remark 2.18. It follows from Proposition 2.2 that any orbital face S ↪ T has a factorization S ↪ R ↪ T , unique up to isomorphism, as an orbital inner face followed by an orbital outer face.
Proposition 2.19. Let T ∈ Ω G . Any (non-equivariant) planar face U ↪ T has a minimal factorization U ↪ GU ↪ T through a planar orbital face GU .
Proof. Assume first that U =Ū T is outer and write H ≤ G for the isotropy of its root r U . By Lemma 2.6 there exists a smallest planar outer face containing all hU ↪ T for h ∈ H, which we denote by HU . Moreover, HU inherits the H-action from T (by either its construction or its characterization). The natural map G ⋅ H HU → T is then injective on edges (for any map of forests F → F ′ the images of the tree components of F are pairwise ≤ d -incomparable iff so are the images of the roots) and we thus let GU be G ⋅ H HU with the planar structure induced from T . Both the factorization U → GU → T and its minimality are immediate from the description of HU .
Before tackling the general case, we collect some key observations. Firstly, if U is outer then so is the (non-equivariant) face HU and the orbital face GU . Secondly, the root tuple of GU is G ⋅ H r U . Lastly, we need to characterize the leaf tuple of GU . We call a leaf l of U orbital if all the edges in Hl ∩ E(U ) are leaves of U , and claim that the leaves of GU are the tuple l formed by the G-orbits of the orbital leaves of U . Indeed, a leaf l of U is also a leaf of HU iff ∀ h∈H (l ∈ E(hU ) implies that l is a leaf of hU ) iff ∀ h∈H (h −1 l ∈ E(U ) implies that l is a leaf of U ). In the general case, we define GU as the orbital inner face of GŪ that removes all edge orbits not represented in U (that all such edge orbits are inner follows from the description of the roots and leaves of GŪ in the previous paragraph). It is now clear that U → GŪ → T is the minimal factorization with GŪ an outer orbital face, and thus the factorization U → GU → T exists and is minimal since inner faces are full (Remark 2.3) together with the inner-outer factorization of orbital faces (Remark 2.18).
Example 2.20. Much of the complexity in the previous proof is needed to handle the scenario of non outer faces U ↪ T of G-trees T which have stumps, which is easily the subtlest case, as illustrated by the following example (where G = Z 2 = {±1}). Remark 2.21. It follows from the proof of Proposition 2.19 that, if U ∈ Face(T ) has isotropy H, the induced map G ⋅ H U → T is a monomorphism iff H is also the isotropy of the root r U .
Remark 2.22. For any inner face V − e of a face V ↪ T one has that G(V − e) is either GV − Ge or GV . Indeed, the latter holds iff V − e contains either an inner edge of a leaf of the form ge.
Remark 2.23. Writing Face o (T ) for the poset of planar orbital faces, Proposition 2.19 gives a G-equivariant functor (note that G does not act on Face o (T ))
Moreover, there is a natural inclusion Face o (T ) ⊆ Face(T ) G (sending an orbital face S to the class of components [S * ]) whose left adjoint is the induced functor
Remark 2.24. In fact, there is an isomorphism of posets
where T G denotes the underlying tree in the orbital representation of T . However, we caution that though this claim is intuitive, care is needed when formalizing it. For example, the broad poset of T G is in general not the quotient of the broad poset of T , as that may fail the simplicity axiom in [Per17, Def. 5.9]. In fact, the assignment T ↦ T G is not a functor Ω G → Ω, as shown by the following (for G = Z 2 = {±1}), since no dashed arrow exists.
We now outline the formal construction of T G, starting with some preliminary notation. Given e, f tuples of edges of T , write f ≤ e if e = e 1 e 2 ⋯e k and there is a tuple decomposition f = f 1 f 2 ⋯f k such that f i ≤ e i . When the e i are ≤ d -incomparable, [Per17, Prop. 5.30 ] says that such decomposition is unique, so that e, f consist of distinct edges and we can regard e, f as subsets e, f ⊆ E(T ).
We now say that a relation f ≤ e is an orbital relation if e ⊆ E(T ) is an orbital G-subset and f ⊆ E(T ) is a G-subset. Reinterpreting the orbital relations of T as broad relations on the set E G (T ) = E(T ) G of edge orbits, one readily checks that this defines a dendroidally ordered set [Per17, Def. 5.9], i.e. a tree, that we denote T G. Note that one hence has a functor (−) G∶ Ω Lastly, we observe that, in analogy to the non-equivariant case, the orbital outer faces of T are indexed by orbital relations.
Equivariant dendroidal sets
Recall [Per17, §5.4 ] that the category of G-equivariant dendroidal sets is the presheaf category dSet G = Set Ω op ×G . Given T ∈ Ω G with non-equivariant tree components T 1 , ⋯, T k , we extend the usual notation for representable functors to obtain
regarded as a G-object in dSet. One further defines boundaries (in the union formula we regard the injections Ω[U ] → Ω[T ] as inclusions; the equivalence between the colimit and union formulas follows from Proposition 2.2)
and, for
which, informally, are the subcomplexes of Ω[T ] that remove the inner faces
Lastly, letting Face sc (T ) denote those outer faces of T with no inner edges (these are either single edges t or generated by single vertices t ↑ ≤ t), we define the Segal core of T
(2.26) As a cautionary note, we point out that though representable functors Ω[T ] are defined for T ∈ Ω G , evaluations X(U ) of X ∈ dSet G are defined only for U ∈ Ω (cf. Notation 2.17).
Remark 2.27. For T ∈ Ω G , a planar face ϕ U ∶ U → T can also be regarded as a dendrex ϕ U ∈ Ω[T ](U ). However, the G-isotropy H of U ∈ Face(T ) must not be confused with the G-isotropy of ϕ U . Instead, Ω[T ](U ) has a larger G × Aut(U )-action, and the G × Aut(U )-isotropy of ϕ U is a subgroup Γ ≤ G × Aut(U ) which is the graph of a homomorphism φ∶ H → Aut(U ). One readily checks that if hU = U in Face(T ) then φ(h) is the left isomorphism in (2.12), so that U ∈ Ω is equipped with a canonical H-action. We abuse notation by writing U ∈ Ω H ⊆ Ω H to denote this.
Recall that a class of maps is called saturated if it is closed under pushouts, transfinite composition and retracts.
The saturation of the boundary inclusions
has an Aut(U )-free action for all U ∈ Ω. Moreover, since one can forget the G-action when verifying this condition, we will usually call these simply normal monomorphisms.
The saturation of the G-inner horn inclusions Λ
is called the class of G-inner anodyne maps, while those X ∈ dSet G with the right lifting property against all G-inner horn inclusions are called G-∞-operads.
We can now recall the statement of [Per17, Thm 2.1], which was the main result therein.
Theorem 2.28. There is a model structure on dSet G such that the cofibrations are the normal monomorphisms and the fibrant objects are the G-∞-operads. In addition to the G-inner horns defined above, we now introduce a new kind of horn that, much like orbital faces, is naturally suggested by the orbital representation of G-trees. Given E ⊆ E i (T ) a G-equivariant set of inner edges, we define the associated orbital G-inner horn by
where we note that the equivalence between the colimit and union formulas now follows from Proposition 2.19. 
In particular, note that Λ 
are G-inner anodyne. In practice, the proofs of such results are long as well as somewhat repetitive, since they share many technical arguments. In fact, dealing with the case of orbital horn inclusions requires using many of the arguments in the long proof of [Per17, Thm 7.1].
As such, we split our technical analysis into two parts. In §3.1 we prove Lemma 3.4 which we call the characteristic edge lemma and which abstractly identifies sufficient conditions for a map to be G-inner anodyne (see Remark 3.8 for a comparison with previous results in the literature). Then, in §3.2 we deduce that the desired maps are G-inner anodyne by applying Lemma 3.4, and further establish Proposition 3.21 which, informally, says that Segal core inclusions, G-inner horn inclusions and orbital G-inner horn inclusions can be used interchangeably in some contexts.
Lastly, §3.3 briefly discusses colored genuine equivariant operads (which in the single color case were first introduced in [BP17] ), which play an important role in §5.1.
The characteristic edge lemma
Definition 3.1. Let T ∈ Ω G , A ⊆ Ω[T ] a subdendroidal set, and {U i } i∈I ⊆ Face(T ) a subset.
Given a set Ξ i of inner edges of U i and a subface
Suppose further that the indexing set I is a finite G-poset. For each i ∈ I denote
We say that
} is a characteristic inner edge collection of {U i } with respect to A if:
2 i < ⋯ would violate antisymmetry, and likewise if i > gi. Hence, (Ch3) applies when j = gi for gi ≠ i.
In particular, we assume throughout that if gi ≠ i then U gi ≠ U i , or else U i would be in A <i .
Remark 3.3. In some of the main examples (see Propositions 3.13 and 3.16), there exists a G-equivariant set Ξ of inner edges of T such that
We caution that, for fixed A and {U i }, our characteristic conditions are not monotone on such Ξ since increasing Ξ makes (Ch1) more permissive while making (Ch2),(Ch3) more restrictive.
} i∈I is a characteristic inner edge collection of {U i } i∈I with respect to A,
Recall that a subset S ⊆ P of a poset P is called convex if s ∈ S and p < s implies p ∈ S.
Proof. We start with the case of I ≃ G H transitive so that, abbreviating U = U [e] , {U i } is the set of conjugates gU . We likewise abbreviate Ξ = Ξ [e] and Ξ V = Ξ
[e]
V for V ↪ U . Moreover, in this case one has A <[g] = A in (Ch1),(Ch2),(Ch3) and that H is also the isotropy of U in Face(T ).
We write Face lex Ξ (U ) for the H-poset of planar faces V ↪ U such that Ξ V ≠ ∅ and Ξ V = ΞV ordered as follows:
(alternatively, this is the lexicographic order of pairs (V , V )). We note that here and in the remainder of the proof all outer closures are implicitly taken in U (rather than T ), i.e.V =V U . For any H-equivariant convex subset C of Face lex Ξ (U ) we write
It now suffices to show that whenever
Without loss of generality we can assume that C ′ is obtained from C by adding the H-orbit of a single W ↪ U . Further, we may assume W ∈ A C or else
where we note that the inner edge set
H-equivariant by (Ch0). The pushout (3.6) will follow once we establish the following claims:
To check (a), writingV =V U for the corresponding outer face of U , one has
where the second step follows from Lemma 2.5 (applied to V ↪ W ↪ U , V ↪V ↪ U ) and the third since by definition of Face
Ξ (U ) with V < W , and thus V ∈ C. In either case one has V ∈ A C .
We now check the "if" direction of
and W ′ < W , and thus W ′ ∈ A C . For the "only if" direction of (b), note first that it suffices to consider D = Ξ W . The assumption W ∈ A C together with (Ch2) imply that W ′ = W − Ξ W is not in A, and thus it remains to show that W ′ is not a face of any gV with g ∈ G, V ∈ C. Suppose otherwise, i.e. W ′ ↪ gV . If it were g ∈ H, then it would be W ′ ↪ gV ↪ gU ≠ U , and (Ch3) would imply W ∈ A. Thus we need only consider g ∈ H, and since C is H-equivariant, we can set g = e. It now suffices to
We now show (c).
W are all faces of U with a common outer closureW . Hence hΞ W = Ξ hW ⊆ ΞW = Ξ W , where the last step follows since W ∈ Face lex Ξ (U ), and by cardinality reasons it must in fact be hΞ W = Ξ W . But then hW, W have the same outer closure and the same inner edges, and thus hW = W , establishing (c).
Lastly, we address the case of general I. For each G-equivariant convex subset J of I, set
As before, it suffices to check that for all convex subsets J ⊆ J ′ the map A J → A J ′ is built cellularly from G-inner horns, and again we can assume that J ′ is obtained from J by adding a single G-orbit Gj of I. By the I transitive case, it now suffices to check that {Ξ gj } gj∈Gj is also a characteristic inner edge collection of {U gj } gj∈Gj with respect to A J . (Ch0) is clear, and since by G-equivariance and convexity it is A <gj ⊆ A J , the new (Ch1),(Ch2),(Ch3) conditions follow from the original conditions. Remark 3.7. The requirement A ⊆ Ω[T ] in Definition 3.1 can be relaxed. Consider an inclusion A ⊆ B with B ∈ dSet G , a set of non-degenerate dendrices {b i ∈ B(U i )} i∈I and a collection of edges
, suppose then that:
The original conditions (Ch1),(Ch2),(Ch3) can now be reinterpreted by, for each face
The proof of Lemma 3.4 now carries through mostly unchanged to show that the inclusion
is G-inner anodyne (again built cellularly from G-inner horn inclusions). Indeed, writing
, the obvious analogues of (a),(b) in the proof show that one can form the analogous diagram (3.6) and that A C ′ ∖ A C is generated by the dendrices
That (3.6) is indeed a pushout then follows from (Ch0.1), which ensures that all dendrices attached by each conjugate inclusion g Λ
are distinct, together with the analogue of (c), which ensures that all such conjugate inclusions attach different dendrices. As a technical note, precisely reformulating (c) requires accounting for the isotropy issue discussed in Remark 2.27, and is thus slightly cumbersome. However, just as in first line of the proof of (c), it is immediate from (Ch3) that Λ
could only possibly attach common dendrices if g ∈ H, so that the bulk of the argument in the proof of (c) concerns the H-isotropy in Face(W ), and thus carries through with no noteworthy changes. 
Lemma 3.4 implies that any inclusion
since Sc(T ) ⊆ A, (Ch2) follows since A is a cover and (Ch3) follows since the U i are outer.
Alternatively, one can also use I = Face out A ′ ,o (T ) for the G-trivial set of orbital outer faces GV ↪ T , together with an arbitrary total order (see Remark 3.17 for a similar example).
Lastly, note that in the special case
(ii) In [MW09, Lemma 9.7], Moerdijk and Weiss introduced a characteristic edge condition that can be regarded as a special case of our characteristic edge collection condition as generalized in Remark 3.7, and which served as one of our main inspirations.
Therein, they work in the case of B = Ω[T ] ⊗ Ω[S] a tensor product of (non-equivariant) representable dendroidal sets, in which case (Ch0.1) is easily verified (and (Ch0.2) is automatic). In our notation, they then require that I ≃ * (so that (Ch3) is also automatic),
which they call an initial segment, and they further require that Ξ * = {ξ} is a singleton, called the characteristic edge. Moreover, they then demand that A should contain all outer faces of the subtree U * , from which (Ch1) follows, as well as the key characteristic condition [MW09, Lemma 9.7](ii), which coincides with (Ch2) in this specific setting.
Similarly, in [Per17, Lemma 7.39] the second author introduced a characteristic edge orbit condition that generalizes that in [MW09] to the equivariant context by letting I ≃ G H and the
However, both of the lemmas in [MW09] and [Per17] have the drawback of needing to be used iteratively (so that much effort therein is spent showing that this can be done) while Lemma 3.4 is designed so that a single use suffices for the natural applications. Indeed, conditions (Ch1) and (Ch3), the first of which relaxes the requirement in [MW09] , [Per17] that A should contain all outer faces of the U i , essentially provide abstract conditions under which the original characteristic edge arguments of [MW09] , [Per17] can be iterated.
Example 3.9. As indicated above, Lemma 3.4 can be used to reorganize and streamline the rather long proofs of [Per17, Thms 7.1 and 7.2]. We illustrate this in the hardest case, that of [Per17, Thm. 7.1(i)], which states that if S, T ∈ Ω G are open (i.e. have no stumps) and Gξ is an inner edge orbit of T the maps
where the hom-set is taken in broad posets. Intuitively S ⊗T is an object with edge set E(S) × E(T ) and where each edge (s, t) of S ⊗ T may, depending on whether s ∈ S, t ∈ T are leaves or not, admit two distinct vertices: a S-vertex (s, t) We depict the Z 2 -poset Max(S ⊗ T ) in Figure 3 .1 (note that (s, t) is abbreviated as t s ). In words, the maximal subtrees are built by starting with the "double root" r 0 and iteratively choosing between the available S and T vertices (along all upward paths) until the "double leaves" a 1 , a −1 , −a 1 , −a −1 are reached. The generating relations U ≤ U ′ in a generic Max(S ⊗ T ) occur whenever U contains an outer face V shaped as on the left below and, by "replacing" V with V ′ as on the right, one obtains U ′ .
As an aside, we note that V, V ′ above have a common inner face V − {e 1 , e 2 } = V ′ − {a 3 , b 3 , c 3 }, which encodes an (universal!) example of a Boardman-Vogt relation (see [MW07, §5.1]). Returning to the task of proving that (3.10) is G-inner anodyne, we define Ξ U , for each maximal subtree U ↪ S ⊗ T , to be the set of inner edges of U of the form (gξ) s such that the Figure 3 .1). We now verify (Ch1),(Ch2),(Ch3). We recall that, since S, T are assumed open, [Per17, Lemma 7 .19] guarantees that, for faces S
For (Ch1), note first that there is an equivariant grafting decomposition T = T <Gξ ∐ Gξ T ≤Gξ , where T <Gξ contains the edges t ∈ T such that ∀ g∈G t < gξ (pictorially, this is a lower equivariant outer face of T ) while T ≤Gξ contains the edges t ∈ T such that ∃ g∈G t ≤ gξ (an upper equivariant outer face of T ). But one now readily checks that if V ↪ U is an outer face such that Ξ U V = ∅, then either V ↪ S ⊗ T <Gξ or V ↪ S ⊗ T ≤Gξ , and thus V ∈ A.
Then it follows from [Per17, Lemma 7.37] that there exists a generating relation [Per17, Lemma 7 .37] makes the slightly stronger claim that such a relation can be performed on the outer closureV Ui ). But then, as one sees from (3.11), all edges e of U i that are not in U k are topped by the S-vertex e ↑S ≤ e, and thus it is e ∈ Ξ Ui . Therefore V ↪ U k , as desired. Remark 3.12. We briefly outline how to modify the example above to prove [Per17, Thm 7.1(ii)], in which case some notable subtleties arise. The result again states that (3.10) is Ginner anodyne, but now with one of S, T allowed to have stumps while the other is required to be linear, i.e. of the form G H ⋅ [n].
One again sets I = Max(S ⊗ T ), with maximal trees defined just as before, but some caution is needed. To see why, note that if the black nodes • in (3.11) are replaced with stumps then V ′ becomes a subtree of V , so that not all maximal trees are maximal with regard to inclusion.
When S has stumps and T is linear this causes no issues and the proof above holds (notably, it can now be Ξ U = ∅, in which case (Ch1) demands U ∈ A, as indeed follows from the argument). However, when S is linear and T has stumps the proof above breaks down (more precisely, the tree U <s (gξ)s that appears when arguing (Ch2) may now fail to have inner edges). The solution is then to reverse the poset structure on Max(S ⊗ T ) and to modify the Ξ U to be those inner edges (gξ) s such that (gξ) s ∈ t ↑T s for some t s (pictorially, this says that these are the lowermost edges with T -coordinate in Gξ, whereas before they were the uppermost ones). The arguments for (Ch1),(Ch3) then hold. For (Ch2), only the argument for the interesting case of
′ changes. In this case, there is then a maximal edge t ′ s such that (gξ) s < t ′ s , where s can not be the root of S (or else it would be s ∈ S ′ ). Pictorially, t ′ s looks like the edge e 1 ∈ V in (3.11) in the case where the • node is unary (since S is assumed linear). But then since V can not contain t ′ s there exists a maximal subtree U ′ > U such that V ↪ U ′ , and (Ch2) follows. Lastly, we note that [Per17, Thm. 7.2] follows from a minor variant of the argument for [Per17, Thm. 7.1(ii)] when S is linear.
Segal core, horn and orbital horn inclusions
(3.14)
are G-inner anodyne.
Proof. We are free to assume that T ∈ Ω G ⊆ Ω G . Indeed, otherwise writing T = G ⋅ H T * , where
H is a fixed component and
, the maps in (3.14) are
case we apply Lemma 3.4 with I = { * } a singleton and
It remains to check the characteristic conditions in Definition 3.1. (Ch0) and (Ch3) are clear.
, the condition Ξ V = ∅ says that none of the inner edges of V are in E, and thus that the orbital outer face GV contains none of the edge orbits in E as inner edge orbits. Since E ≠ ∅, the orbital outer face GV is not T itself, and hence
case we instead apply Lemma 3.4 with I = (E ∖ F ) G, with an arbitrary choice of total order, and (writing elements of (E ∖ F ) G as orbits Ge ⊆ E ∖ F )
Note that the U Ge are the orbital inner faces T − Ge for Ge ⊆ E ∖ F , and thus the map (3.5) in Lemma 3.4 is indeed Λ
. Further, we are free to abbreviate Ξ = Ξ Ge and
Ge is independent of Ge. We again check the characteristic conditions. (Ch0) is clear. For (Ch1), note that for an outer face V ↪ U i , and writingV =V T , Lemma 2.5 implies
it is also ΞV = ∅. Hence just as before GV is an orbital outer face other than T , hence V is in
. The argument for (Ch2) is identical to the one in the Λ 
Proof. We now apply Lemma 3.4 with I = P 0 (E ∖ F ) the poset of non-empty subsets ∅ ≠ E ′ ⊆ (E ∖ F ), ordered by reverse inclusion, and
We again need to verify the characteristic conditions, and as in the previous result we abbreviate
follows from an easier version of the argument in the previous proof. (Ch2) follows since V ∈ A iff V −Ξ V ∈ A. Similarly, (Ch3) follows since
Remark 3.17. By specifying to the non-equivariant case G = * the previous results yield two distinct proofs that inclusions of non-equivariant horns Λ
are inner anodyne, with the first proof using I = E ∖F (with an arbitrary total order) and the second using I = P 0 (E ∖F ).
The discrepancy is explained as follows: when T , E, F are G-equivariant, showing that Λ Proof. The proof is by induction on T * for T * ∈ Ω a tree component (cf. Remark 2.4). As in the proof of Proposition 3.16 one is free to assume T ∈ Ω G . A choice of edge orbit Ge in E yields a factorization Λ Proposition 3.21. The following sets of maps generate the same hypersaturated class:
In the following proof we refer to the hypersaturation of the orbital horn (resp. Segal core) inclusions as the orbital (resp. Segal) hypersaturation.
Proof. The fact that G-inner horn inclusions generate the orbital and Segal hypersaturations has been established in Proposition 3.13 and Remark 3.8(i).
To see that the G-inner horn inclusions are in the orbital hypersaturation, we again argue by induction on T * , with the base cases those where Λ
Recalling that in the proof of Proposition 3.13 one sets I = * , U * = T and Ξ * = E, Remark 3.18 implies that in the
, finishing the proof.
Remark 3.22. The identification between orbital subcomplexes We note that this last observation indicates an alternate route for proving Proposition 3.21 (which the authors considered in early versions of this work) without making direct use of the characteristic edge lemma machinery. Namely, following the considerations above, the main missing claim is the first part of Proposition 3.13, stating that the inclusions Λ
are G-inner anodyne, and this latter claim is not too hard to prove directly. Indeed, while the proof does require some of the ideas in the proof of Lemma 3.4, many of the subtler arguments in that proof become trivial when I = * is a singleton, as is the case in Proposition 3.13.
We end this section with some necessary remarks about hypersaturations of simplicial horns. Indeed, this follows inductively from the left diagram below since the bottom map is inner while the top and left maps are given by the center and right pushout diagrams.
The case of right horn inclusions is dual. 
Genuine equivariant operads
Recall that categories can be identified with their nerves, since the nerve functor N ∶ Cat → sSet, given by N C(n) = Cat([n], C), is fully faithful. Moreover, the essential image of the nerve is characterized as those simplicial sets with the strict right lifting property against the inner horn inclusions [Lur09, Prop. 1.1.2.2] (here strict means that the usual lifts are unique).
More generally, one has a similar operadic story. Any tree U ∈ Ω has a naturally associated colored operad Ω(U ) ∈ Op [MW07, §3], and [MW09, Prop. 5.3 and Thm. 6.1] show that the operadic nerve N ∶ Op → dSet, given by N O(U ) = Op(Ω(U ), O), is again fully faithful with essential image the dendroidal sets with the strict right lifting property against dendroidal inner horn inclusions. Moreover, [CM13a, Cor. 2.6] provides an alternative characterization via strict lifts against Segal core inclusions. The equivalence between these two characterizations is an observation concerning the notion of hypersaturation discussed in the previous section, as follows.
In the next result, note that we need not assume that the maps in (3.20) are cofibrations. By assumption, there is a unique lift H for the outer square on the right, and we claim that H is also the unique lift for the left square. Noting that pf = Hgf and rp = qg = rHg it follows that both p and Hg are lifts for the top square in the right diagram, so that by the uniqueness assumption it is p = Hg. This shows that H is also in fact a lift for the left square. Uniqueness follows since any lift of the left square induces a lift of the outer right square.
Roughly speaking, our goal in this section is that of describing those presheaves with the strict right lifting property against any of the classes of maps in Proposition 3.21, which we call genuine equivariant operads. However, some care is needed. Namely, it is essential to work with the category dSet G = Set Ω op G of genuine G-dendroidal sets rather than with the category dSet G = Set Ω op ×G of G-dendroidal sets, i.e. it is essential to work with presheaves that are evaluated on G-trees T ∈ Ω G rather than non-equivariant trees U ∈ Ω (the motivation for this is given in Remark 3.38 below). To relate these presheaf categories, note that the fully faithful
Explicitly, one has υ * X(T ) ≃ X(T * ) H , where T ≃ G ⋅ H T * for T * ∈ Ω H , and the H-action on X(T * ) is defined diagonally, i.e. by the composites X(T * ) The following definition is then the main purpose of this section.
Definition 3.31. Z ∈ dSet G is called a genuine equivariant operad if Z has the strict right lifting property against the images under υ * of the Segal core inclusions, i.e. against the maps
Equivalently, by Propositions 3.21 and 3.29, one may replace Segal core inclusions with either orbital G-inner horn inclusions or G-inner horn inclusions.
Example 3.33. To illustrate the role of the strict lifting condition against the maps in (3.32), consider the G-tree T in (2.9), along with the subgroup K = ⟨−1⟩ therein and the orbital faces R 1 , R 2 , S in Example 2.16. The strict lifting condition then says that the left map in
is an isomorphism, so that T induces a composition map Z(R 1 ) × Z(G K⋅η) Z(R 2 ) → Z(S). Here we note that R 1 , R 2 , S are G-corollas (i.e. G-trees with a single G-vertex). Informally, one then thinks of the Z(C), where C ranges over the G-corollas, as the mapping sets of the genuine equivariant operad Z, so that the strict lifting conditions equip these mapping sets with associative and unital composition maps. We caution, however, that this is not quite the whole story, since the composition maps need also be compatible with the presheaf structure, which is more complex in the equivariant context. More explicitly, non-equivariantly one needs only compatibility with the symmetric group actions, reflecting the fact that all (non-degenerate) maps between corollas are symmetry isomorphisms. But in the equivariant context G-corollas are also related via quotient maps (such as the map in (2.25)), which induce subtler compatibility conditions. Nonetheless, our intended application in §5 will not require an explicit discussion of these additional compatibilities. Letting T, R 1 , R 2 , S ∈ Ω G and H, K, L ≤ G again be as in (2.9) and Example 2.16, the diagram of hom sets
can be interpreted, after unpacking notation (see [Per17, §4.3]), as a composition of norm maps
The diagrams (3.34) for genuine operads Z can then be regarded as abstracting the diagrams (3.36) for G-operads O, though with two key differences. The more obvious difference is the fact that (3.36) features no analogue of the Z(G K ⋅ η) term, though this is simply since we chose O to be single colored. The subtler, and more crucial, difference is the fact that the terms in (3.34) need not be described by fixed point sets as in (3.37). Therefore, one can regard genuine equivariant operads as objects that mimic the composition combinatorics of the norm maps in a (regular) equivariant operad, while relaxing the fixed point conditions. In fact, the reader of [BP17] may recognize this as the informal description of genuine equivariant operads given in the introduction to that work, though our current formal setting is rather different. The connection between the two settings is as follows. There is a nerve functor
where Op G denotes a colored generalization of the genuine equivariant operads of [BP17] . Moreover, N G is fully faithful and its essential image are the genuine equivariant operads in the sense of Definition 3.31. However, we do not presently require these facts, and thus delay their proof to a sequel.
We end this section by explaining why it is that genuine G-dendroidal sets dSet G , rather than G-dendroidal sets dSet G , must be used in Definition 3.31.
Remark 3.38. Suppose X ∈ dSet G has the strict right lifting property against all Segal core inclusions Sc[T ] → Ω[T ], T ∈ Ω G . By specifying to the cases of T ≃ G ⋅ T * the free G-trees, (2.26) implies that, after forgetting the G-action so as to regard X as an object in dSet, X has the strict lifting property against the inclusions Sc[T * ] → Ω[T * ], T * ∈ Ω. But the strict lifting properties with respect to all other G-trees T ∈ Ω G are now automatic. Indeed, writing T ≃ G ⋅ H T * for some T * ∈ Ω H one has that by (2.26)
. Consider now the following diagram, where φ is a H-equivariant map and Φ is the unique non-equivariant lift.
Φh is a lift for the composite lifting problem, but since h −1 φh = φ, that composite lifting problem in fact coincides with the middle lifting problem, so that strictness implies it is also h −1 Φh = Φ. In other words, Φ is in fact also the unique H-equivariant lift. In summary, we have shown that if we had instead used dSet G in Definition 3.31, then nonfree G-trees would be superfluous, so that by [MW09, Theorem 6.1] the X ∈ dSet G with such a lifting property would be simply the nerves of G-operads. To see why this is an unsatisfactory situation we recall a fundamental basic example. The category Top G of G-spaces admits two main equivariant notions of weak equivalence: the genuine equivalences, which care about all fixed point spaces, and the naive equivalences, which care only about the total spaces. However, this distinction vanishes when working in the discrete setting of G-sets Set G , unless one instead works with G-coefficient systems Set
Similarly, the category sOp G of G-simplicial operads admits two natural notions of weak equivalence, one which cares about the spaces of norm maps for all H-sets A and one which cares only about the spaces of norm maps for trivial H-sets (which are simply the usual multiplication). However, this distinction vanishes when working in the discrete setting of G-dendroidal sets dSet G , unless one works instead with genuine Gdendroidal sets dSet G .
Quillen equivalences
Our main goal in this section is to prove Theorems 4.20 and 4.29, which jointly establish the Quillen equivalence of three model categories: the category of equivariant dendroidal sets dSet G with the "G-∞-operad" model structure of [Per17, Thm 2.1]; the category of equivariant dendroidal spaces sdSet G with the "complete equivariant dendroidal Segal space" model structure in §4.2 and; the category of equivariant preoperads PreOp G with the "equivariant Segal operad" model structure in §4.3.
Our perspective will be that these Quillen equivalences are best understood in light of the equivariant analogue of [CM13a, Thm. 6.6], which says that the complete dendroidal space model structure on sdSet = dSet ∆ op can be obtained via two distinct left Bousfield localization procedures. As such, we will find it helpful to first focus on the abstract properties of such "joint left Bousfield localizations".
Joint left Bousfield localizations
Throughout we assume familiarity with the theory of left Bousfield localizations as in [Hir03] .
Proposition 4.1. Suppose that the category C admits two model structures (C, W 1 , F 1 ) and (C, W 2 , F 2 ) with a common class of cofibrations C, and assume further that both model structures are cofibrantly generated and admit left Bousfield localizations with respect to any set of maps.
Then (C, W 1 , F 1 ), (C, W 2 , F 2 ) have a smallest joint left Bousfield localization (C, W, F ) and:
Proof. The joint localized model structure (C, W, F ) can be obtained by either left Bousfield localizing (C, W 1 , F 1 ) with regard to the generating trivial cofibrations of (C, W 2 , F 2 ) or viceversa. That the two processes yield the same model structure follows from the universal property of left Bousfield localizations [Hir03, Prop. 3.4.18]. For (i), the claim that joint fibrant objects are fibrant in both of the original model structures follows since C ∩ W contains both C ∩ W 1 and C ∩ W 2 (in fact, this shows that F ⊆ F 1 ∩ F 2 ). The converse claim follows from the observation that fibrant objects in any model structure are already local with respect to the weak equivalences in that same model structure.
Lastly, (ii) follows from the local Whitehead theorem [Hir03, Thm. 3.3.8], stating that the local equivalences between local objects match the initial weak equivalences.
The prototypical example of Proposition 4.1 is given by the category ssSet ≃ Set
op of bisimplicial sets together with the two possible Reedy structures (over the Kan model structure on sSet). Explicitly, writing the levels of X ∈ ssSet as X n (m) one can either form a Reedy model structure with respect to the horizontal index m or with respect to the vertical index n.
In either case, the generating cofibrations are then given by the maps
Further, in the horizontal Reedy model structure the generating trivial cofibrations are the maps
while for the vertical Reedy model structure the generating trivial cofibrations are the maps
We caution the reader about a possible hiccup with the terminology: the weak equivalences for the horizontal Reedy structure are the vertical equivalences, i.e. maps inducing Kan equivalences of simplicial sets X • (m) → Y • (m) for each m ≥ 0, and dually for the vertical Reedy structure.
Notation 4.4. Given a fixed X ∈ ssSet we will also write X (−) ∶ sSet op → sSet for the unique limit preserving functor such that X ∆[n] = X n .
In the next result we refer to the localized model structure given by Proposition 4.1 as the joint Reedy model structure and we write δ * ∶ ssSet → sSet for the diagonal functor.
Proposition 4.5. Suppose that X, Y ∈ ssSet are horizontal Reedy fibrant. Then:
(i) for each fixed n all vertex maps X n → X 0 are trivial Kan fibrations in sSet;
(ii) any vertical Reedy fibrant replacementX of X is fibrant in the joint Reedy model structure;
(iii) a map X → Y is a joint weak equivalence iff it is a horizontal weak equivalence iff X 0 → Y 0 is a Kan equivalence in sSet;
(iv) the canonical map X 0 → δ * (X) (with levels X 0 (n) → X n (n) induced by degeneracies) is a Kan equivalence in sSet.
Proof. (i) follows since the trivial cofibrations for the horizontal Reedy structure include all the maps of the form
For (ii), the fact thatX is vertical fibrant implies that for any monomorphism K → L in sSet the induced mapX L →X K is a Kan fibration. Therefore, (i) implies that all vertex mapsX n →X 0 are trivial Kan fibrations, so that by Remark 3.25 one has thatX L →X K is a trivial Kan fibration whenever K → L is anodyne (since the K → L with this property are hypersaturated). Therefore,X is also horizontal fibrant, as desired.
The first "iff" in (iii) follows from (ii) since the localizing maps X →X, Y →Ỹ are horizontal equivalences while the second "iff" in (iii) follows from (i).
For (iv), note first that δ * ∶ ssSet → sSet is left Quillen for either the horizontal or vertical Reedy structures (and thus also for the joint Reedy structure). But noting that all objects in ssSet are cofibrant, and regarding X 0 as a bisimplicial set that is vertically constant, the claim follows by noting that by (i) the map X 0 → X is a horizontal weak equivalence in ssSet. Note that the "moreover" claim in this result is not quite formal, since the maps in (4.2),(4.3) are not known to be generating trivial cofibrations for the joint model structure on ssSet. 
×2 , which is a monormorphism. The claim that δ ! preserves trivial cofibrations follows easily from Remark 3.25 together with Corollary 4.6, but here we give a harder argument needed to establish the stronger "moreover" claim. Namely, we will argue that the maps δ ! Λ 
where the second map is clearly built cellularly out of the maps in (4.2), and we claim that the first map is likewise built cellularly out of the maps in (4.3). Indeed, this first map is built by iteratively attaching the maps
where F ranges over the poset Face ⊋{i} of faces of ∆[n] strictly containing {i} (more formally, for
is a pushout of (4.8)). Note that for F = ∆[n] it is Λ
F
[n] = ∅, so that these maps are in general not built out of the maps in (4.2). Lastly, the Quillen equivalence condition is that for all X ∈ sSet and joint fibrant Y ∈ ssSet a map X → δ * Y is a weak equivalence iff δ ! X → Y is. But by Corollary 4.6 this reduces to showing that the unit maps X → δ * δ ! X are weak equivalences. This latter claim follows by cellular induction on X, since those pushouts attaching cells are homotopy pushouts (due to sSet being left proper).
Remark 4.9. Just as in the proof of Proposition 4.5, hypersaturations simplify the lifiting condition in the previous result. Namely, X → Y is a vertical fibration (i.e. it has the lifting property against (4.3) Remark 4.10. The adjunction δ * ∶ ssSet ⇄ sSet∶ δ * can also be shown to be a Quillen equivalence.
Complete equivariant dendroidal Segal spaces
We now turn to our main application of Proposition 4.1, the category sdSet
Since ∆ is a (usual) Reedy category the model structure on dSet G in [Per17, Thm. 2.1] induces a model structure on sdSet G that we will refer to as the simplicial Reedy model structure. On the other hand, in the context of Definition A.2, Ω op × G is a generalized Reedy category such that the families {F Γ U } U∈Ω of G-graph subgroups are Reedy-admissible (see Example A.6) and hence, using the underlying Kan model structure on sSet, Theorem A.8 yields a model structure on sdSet G that we will refer to as the equivariant dendroidal Reedy model structure, or simply as the dendroidal Reedy model structure for the sake of brevity.
Throughout, we will write the levels of X ∈ sdSet G as X n (U ) for n ≥ 0, U ∈ Ω. We now extend Notation 4.4. Note that the representable functor of
Proposition 4.13. Both the simplicial and dendroidal Reedy model structures on sdSet G have generating cofibrations given by the maps
Further, the dendroidal Reedy structure has as generating trivial cofibrations the maps
while the simplicial Reedy structure has as generating trivial cofibrations the maps
for {A → B} a set of generating trivial cofibrations of dSet G .
Proof. For the claims concerning the dendroidal Reedy structure, note that the presheaves
The claims concerning the simplicial Reedy structure are immediate.
We call the saturation of the maps in (4.14) the class of normal monomorphisms of sdSet G .
Corollary 4.17. The joint fibrant objects X ∈ sdSet G have the following equivalent characterizations:
(i) X is both simplicial Reedy fibrant and dendroidal Reedy fibrant;
(ii) X is simplicial Reedy fibrant and all maps X 0 → X n are equivalences in dSet G ;
(iii) X is dendroidal Reedy fibrant and all maps
for T ∈ Ω G are Kan equivalences in sSet.
Proof. (i) simply repeats Proposition 4.1(i). In the remainder we write K → L for a generic monomorphism in sSet and A → B for a generic normal monomorphism in dSet G . For (ii), note that X is simplicial fibrant iff X L → X K is always a fibration in dSet G . Thus, X will also have the right lifting property against (4.15) iff X L → X K is a trivial fibration whenever K → L is anodyne. But by Remark 3.25 it suffices to consider the vertex inclusions
The claim now follows from 2-out-of-3 applied to the composites X 0 → X n → X 0 .
For (iii), note first that X is dendroidal fibrant iff X(B) → X(A) is always a Kan fibration. Therefore, X will have the right lifting property against (4.16) iff X(B) → X(A) is a trivial Kan fibration whenever A → B is a generating trivial cofibration of dSet G . By adjunction, this is equivalent to showing that X L → X K is a fibration in dSet G for any monomorphism K → L in sSet. Moreover, by the fibration between fibrant objects part of [Per17, Prop. 8.8] (see also the beginning of [Per17, §8.1]) it suffices to verify that the maps X L → X K have the right lifting property against the maps
and
and it thus suffices to check that X(B) → X(A) is a trivial Kan fibration when A → B is one of these maps. Proposition 3.21 now finishes the proof.
Remark 4.18. Historically, the joint Reedy model structure has been called the Rezk model structure and its fibrant objects have been called complete (dendroidal) Segal spaces. This is because most discussions in the literature [Rez01, CM13a] prefer to first introduce the Segal space model structure on ssSet/sdSet, which is an intermediate localization of the horizontal/dendroidal Reedy model structure. In this work we first focus on the properties of the Rezk model structure that are consequences of the joint perspective, postponing the Segal space perspective to §5.
We now obtain the following partial analogue of Proposition 4.5. Note that the equivalences in the simplicial Reedy model structure are the dendroidal equivalences and vice versa. (i) for all n the vertex maps X n → X 0 are trivial fibrations in dSet G ;
(ii) any simplicial Reedy fibrant replacementX of X is fibrant in the joint Reedy model structure;
(iii) a map X → Y is a joint weak equivalence iff it is a dendroidal weak equivalence iff X 0 → Y 0 is an equivalence in dSet G ;
(iv) regarding X 0 as a simplicially constant object in sdSet G , the map X 0 → X is a dendroidal equivalence, and thus a joint equivalence.
Proof. The proof adapts that of Proposition 4.5. (i) follows since X then has the right lifting property with respect to all maps
(ii) follows from (i) and the characterization in Corollary 4.17 (ii). The first "iff" in (iii) follows from (ii) since the simplicial fibrant replacement maps X →X are dendroidal equivalences and the second "iff" in (iii) follows from (i). (iv) follows from (i). 
where sdSet G is given the Rezk/joint Reedy model structure, is a Quillen equivalence.
Proof. It is clear that the constant functor c ! preserves both normal monomorphisms and all weak equivalences, hence the adjunction is Quillen. Consider any map c ! (A) → X with X joint fibrant and perform a "trivial cofibration followed by fibration" factorization as on the left
for the simplicial Reedy model structure. Corollary 4.17(ii) now implies that c ! (A) is in fact joint fibrant and thus that the leftmost composite is a joint equivalence iff c ! (A) → X is a dendroidal equivalence in sdSet
Remark 4.21. Given a G-∞-operad X ∈ dSet G , one can obtain an explicit model for c ! (X) as the object X
Equivariant Segal operads
Recall that the category PreOp of pre-operads is the full subcategory PreOp ⊂ sdSet of those X such that X(η) is a discrete simplicial set. Writing γ * for the inclusion one has left and right adjoints γ ! and γ *
PreOp
∈ ∆ is given by the pushout on the left below; γ * X(U ) is given by the pullback on the right below.
Noting that the assignment U ↦ ∏ E(U) Y (η) is the coskeleton csk η Y leads to the following.
Proposition 4.24. Let X ∈ sdSet G . Then:
(ii) regarding X 0 as a simplicially constant object of sdSet G , the left square below is a pullback;
, the right square below is a pullback.
and thus (iii) follows from (ii). For (i), formal considerations imply that if X is dendroidal (Reedy) fibrant then the map X → csk η X is a dendroidal fibration (and csk η X is dendroidal fibrant). Hence, the result will follow provided that csk η X 0 is also dendroidal fibrant. But since csk η X 0 is η-coskeletal, it suffices to check that the η-matching map (csk
But this is simply X 0 (η) → * regarded as a map of constant simplicial sets, and the result follows.
Notation 4.25. In the remainder of the section we write I ′ for the set of maps
Further, we note that Remark 4.22 applies to these maps.
• objects x i ∈ X(η) Hi for 0 ≤ i ≤ k.
To simplify notation, we denote a G-profile as (x 1 , ⋯, x k ; x 0 ), and refer to it as a C-profile on X.
Further, for X ∈ sdSet Definition 5.13. Let X ∈ sdSet G be a dendroidal Segal space. For
In what follows, and in analogy to [Rez01, §11.2], we will need to understand the interaction between the homotopy genuine operad ho(X) and the mapping spaces X(x 1 , ⋯, x n ; x 0 ).
Suppose C, D are G-corollas that can be grafted, i.e. that C has a leaf orbit and D a root orbit both isomorphic to G H. Denote this orbit as Ge and write T = C ∐ Ge D for the grafted G-tree. For any dendroidal Segal space X one then has X(Sc
and one can hence choose a section in the middle row below
thus defining maps ϕ ○ Ge (−) (resp. (−) ○ Ge ψ) for any choice of ϕ ∈ X 0 (e, y 2 , ⋯, y k ; x) (resp. ψ ∈ X 0 (z 1 , ⋯, z l ; e)). The middle row in (5.14) gives the necessary homotopies for (ii). (iii) is immediate from (ii). Lastly, (iv) follows from Remark 5.12 applied to the two diagonal ↗ paths in
We will now show that the operations ϕ ○ Ge (−), (−) ○ Ge ψ satisfy the obvious compatibilities one expects, but we will find it convenient to first package these compatibilities into a common format. In the categorical case (corresponding to linear trees), there are three types of "associativity" compatibilities, corresponding to homotopies
but in the operadic case there are instead five cases, corresponding to the different possible roles of the nodes in G-trees T with exactly three G-vertices, whose orbital representation falls into one of the two cases illustrated below.
Since all these compatibilities can be simultaneously encoded in terms of such trees, we will refer to all types of compatibility simply as associativity. As noted pictorially above, such a G-tree T has exactly two inner edge orbits Ge and Gf . In the next result, we write T [Ge] (resp. T [Gf ]) for the orbital outer face of T with Ge (resp. Gf ) as its single inner edge orbit.
Proposition 5.16. The operations ϕ ○ Ge (−), (−) ○ Ge ψ satisfy all associativity conditions with respect to G-trees with three G-vertices. Further, if C = C H H and ϕ = s(e) is the degeneracy on e, then ϕ ○ Ge (−) is homotopic to the identity, and similarly for D = C H H and ϕ = s(e). 
Proof. We abbreviate Sc
Since the desired associativity conditions now amount to the claim that the top right and left bottom composites
are homotopic, the associativity result follows from Remark 5.12. For the "further" claim, note that by Remark 5.12 one is free to modify (5.14) so as to use any lift of the form below. But then since the G-tree T is degenerate on the G-corolla D, such a lift is given by the degeneracy operator and the result follows.
Remark 5.17. In the non-equivariant case the associativity and unit conditions in the previous result capture all the key compatibilities of the ϕ ○ e (−), (−) ○ e ψ operations. However, in the equivariant case there are further "compatibilities with quotients of G-trees", which reflect the remarks in Example 3.33. Nonetheless, describing these extra compatibilities would require using G-trees with more than three G-vertices, and since such compatibilites are not needed for our present goals, we omit their discussion.
Corollary 5.18. DK-equivalences between dendroidal Segal spaces satisfy 2-out-of-6, i.e. when
→ W the maps gf and hg are DK-equivalences then so are f , g, h, hgf .
Proof. Applying the 2-out-of-6 properties in sSet and Cat to mapping spaces and homotopy categories ι * G ho(−), the only non obvious conditions are the fully faithfulness of g, h for C-profiles not in the image of f . But since by Proposition 5.16 the maps f ○ Ge (−), (−) ○ Ge f are weak equivalences when f is a H-equivalence, this last claim follows from essential surjectivity. (ii) the pullbacks
define a Segal space X h ⊆ X, consisting of a union of connected components at each level;
[2]) are trivial fibrations;
(iv) the map X(J) → X(∆[1]) = X(1) factors through a weak equivalence X(J)
Proof. For (i), given f ∶ x → y in X 0 (1) one has that [f ] has a left inverse iff there exists p as on the left diagram below. But for any path H between f and f ′ in X(1), there is a lift in the right diagram
showing that f ′ is also left-invertible. The situation for right inverses is identical, thus (i) follows. For (ii), that X h is closed under the simplicial operators follows since equivalences are closed under composition. Moreover, noting that (5.20) can be reinterpreted as on the left below, cellular induction yields the more general right pullbacks for all K ∈ sSet. To see thatX is a complete Segal space, note that in the composite X Corollary 5.33. A pre-operad X ∈ PreOp G is fibrant iff γ * X is fibrant in the Segal space model structure on sdSet G .
Proof. We start with the "only if" direction. Recall that γ * X is a dendroidal Segal space iff it has the right lifting property against the maps of the form
With the exception of the first type of maps when T = G ⋅ H η, in which case the lifting condition against γ * X is automatic since γ * X(η) is discrete, all other maps induce isomorphisms at the η-level, so that by Remark 4.22 applying γ ! to these maps yields trivial cofibrations in PreOp G . Thus, if X ∈ PreOp G is fibrant, an adjunction argument shows that γ * (X) indeed has the lifting property against all maps (5.34), i.e. that γ * (X) is a dendroidal Segal space.
For the "if" direction, we form the completion γ * X →X described in Proposition 5.28. Then γ * X ∈ PreOp G is fibrant by Theorem 4.29 and the adjoint map X → γ * X has the following properties: (i) it is a monomorphism; (ii) it is an isomorphism at the η-level; (iii) it is a DKequivalence when regarded as a map in sdSet G (since by Remark 5.10 γ * γ * X →X is tautologically a DK-equivalence); (iv) it is hence a trivial dendroidal Reedy cofibration when regarded as a map in sdSet G . But then the hypothesis that γ * X is a dendroidal Segal space yields a lift
showing that X is a retract of γ * X and finishing the proof.
Remark 5.35. For any dendroidal Segal space X ∈ sdSet G one hence has complete equivalences
where γ * X is a fibrant preoperad andX is a complete dendroidal Segal space.
Indexing system analogue results
Just as in [Per17, §9], we dedicate our final section to outlining the generalizations of our results indexed by the indexing systems of Blumberg and Hill [BH15] . Or more precisely, we will work with the weak indexing systems of [Per17, §9] , [BP17, §4.4], which are a slight generalization of indexing systems, and were also independently identified by Gutierrez and White in [GW17] . We begin by recalling the key notion of sieve.
Definition 6.1. A sieve of a category C is a full subcategory S ⊆ C such that for any arrow c → s in C such that s ∈ S it is also c ∈ S.
Note that a sieve S ⊆ C determines a presheaf δ S ∈ Set C op via δ S (c) = * if c ∈ S and δ S (c) = ∅ if c ∈ S. In fact, there is a clear bijection between sieves and such characteristic presheaves, i.e. presheaves taking only the values * and ∅, and we will hence blur the distinction between the two concepts.
Sieves are prevalent in equivariant homotopy theory. Indeed, families F of subgroups of G are effectively the same as sieves O F ⊆ O G of the orbit category O G (formed by the G-sets G H).
Weak indexing systems can then be thought of as the operadic analogue of families. In particular, they are described by certain sieves Ω F ⊆ Ω G , though additional conditions are needed to ensure compatibility with the operadic composition and unit. In the following, we abbreviate δ F = δ Ω F and, for each G-vertex v of T ∈ Ω G , we write T v for the orbital outer face whose only G-vertex is v. Definition 6.2. A weak indexing system is a full subcategory Ω F ⊆ Ω G such that:
(6.3)
Remark 6.4. Condition (ii) can be reinterpreted as combining the following two conditions:
Here, (ii") reflects the existence of units in G-operads, which are encoded by the G-trivial
Similarly, (ii') reflects the composition in G-operads. Indeed, (i) and (ii") imply that all stick G-trees G H ⋅ η are in Ω F , so that the right hand side of (6.3) can be reinterpreted as δ F (Sc[T ]) (more formally, δ F (Sc[T ]) is defined via an analogue of Notation 4.11, so as to obtain a functor Remark 6.6. The F in the notation Ω F is meant to suggest an alternate description of (weak) indexing systems in terms of families of subgroups.
Namely, given a weak indexing system Ω F and n ≥ 0, we let F n denote the family of those subgroups of Γ ≤ G × Σ n = G × Aut(C n ) which are graphs of partial homomorphisms G ≥ H → Σ n such that the associated G-corolla G⋅ H C n is in Ω F . F then stands for the collection F = {F n } n≥0 .
More generally, for each U ∈ Ω, we similarly write F U for the family of graph subgroups of
The fact that each F U is a family is a consequence of the sieve condition (i). On the other hand, (ii) imposes more complex conditions on {F n } n≥0 which [BH15, Def. 3.22] makes explicit.
All results in the paper now extend to the context of a general weak indexing system Ω F by essentially replacing Ω G with Ω F throughout. The following are some notable consequences:
• notions in dSet G discussed in §2 such as "G-normal monomorphism", "G-inner horn", "Ginner anodyne", "G-∞-operad" are replaced with "F -normal monomorphism", "F -inner horn", "F -inner anodyne", "F -∞-operad";
• the model structure on dSet G from [Per17, Thm. 2.1] is replaced with the model structure dSet G F (on the same underlying category) from [Per17, Thm. 2.2], whose cofibrations are the F -normal monomorphisms and whose fibrant objects are the F -∞-operads;
• genuine dendroidal sets dSet G = Set We briefly outline the main reasons why these substitutions do not affect our proofs.
Firstly, the characteristic edge lemma, Lemma 3.4, extends automatically. Indeed, if T ∈ Ω F the sieve condition implies that the filtrations produced by the original Lemma 3.4 must necessarily use only F -inner horn inclusions. Therefore, all results in §3.2, most notably Proposition 3.21 concerning hypersaturations, extend to a general weak indexing system Ω F via the same proof.
Next, in §4.2, one can again consider two different Reedy model structures on sdSet G . Firstly, using the fact that ∆ is Reedy and the model structure dSet G F , one obtains a F -simplicial Reedy model structure on sdSet G . Secondly, using the fact that Ω op × G is generalized Reedy such that the families {F U } in Remark 6.6 are Reedy admissible (see Example A.7) together with the Kan model structure on sSet, Theorem A.8 yields a F -dendroidal Reedy model structure on sdSet G . Thus, by applying Proposition 4.1 to combine the two structures, one obtains a F -joint/F -Rezk model structure, which we denote sdSet G F . The remaining discussion in §4.2 then follows through to yield the analogue of Theorem 4.20.
Theorem 6.7. The constant/0-th level adjunction
is a Quillen equivalence.
In §4.3 the modifications are entirely straightforward, with the model structure sdSet 
In §5.1 F -dendroidal Segal spaces are defined in the natural way. The most notable difference is then that one works only with F -corollas, i.e. G-corollas C ∈ Ω F , and thus only with F -profiles, thus obtaining a notion of F -fully faithfullness and of F -DK-equivalence (essential surjectivity needs not be changed due to condition (ii") in Remark 6.4 implying that all the stick G-trees G H ⋅ η are in Ω F ). Thus, noting that the Segal condition (ii') in Remark 6.4 ensures that the grafted G-trees T = C ∐ Ge D in (5.14) are in Ω F whenever C, D are F -corollas, the remaining discussion in §5.1, §5.2 generalizes to yield the analogue of Theorem 5.30. Theorem 6.9. A map of X → Y of F -dendroidal Segal spaces is a F -complete equivalence iff it is a F -DK-equivalence.
A Equivariant Reedy model structures
In [BM11] Berger and Moerdijk extend the notion of Reedy category so as to allow for categories R with non-trivial automorphism groups Aut(r) for r ∈ R. For such R and suitable model category C they then show that there is a Reedy model structure on C R defined by modifying the usual characterizations of Reedy cofibrations, weak equivalences and fibrations (see [BM11, Thm. 1.6] or Theorem A.8 below) to be determined by the Aut(r)-projective model structures on C Aut(r) for each r ∈ R.
The purpose of this appendix is to show that, under suitable conditions, this can also be done by replacing the Aut(r)-projective model structures on C Aut(r) with the more general C Aut(r) Fr model structures for {F r } r∈R a nice collection of families of subgroups of each Aut(r).
To do so, we first need some key notation. For each map r → r ′ in the category R we will write Aut(r → r ′ ) for its automorphim group in the arrow category and write
for the obvious projections. We now introduce our equivariant generalization of the "generalized Reedy categories" of [BM11, Def. 1.1], the novelty of which is in axiom (iv). Definition A.2. A generalized Reedy category structure on a small category R consists of wide subcategories R + , R − and a degree function − ∶ ob(R) → N such that:
(i) non-invertible maps in R + (resp. R − ) raise (lower) degree; isomorphisms preserve degree;
, and this factorization is unique up to isomorphism.
Let {F r } r∈R be a collection of families of subgroups of the groups Aut(r). The collection {F r } is called Reedy-admissible if:
We note that condition (iv) above should be thought as of a constraint on the pair (R, {F r }). The original setup of [BM11] then deals with the case where {F r } = {{e}} is the collection of trivial families. Indeed, our setup recovers the setup in [BM11] , as follows. Example A.5. Let G be a group and set R = G × (0 → 1) with R = R + (and thus necessarily R − = Iso(R)). Then any pair {F 0 , F 1 } of families of subgroups of G is Reedy-admissible. Similarly, set R = G × (0 ← 1) with R = R − . Then a pair {F 0 , F 1 } of families of subgroups of G is Reedy-admissible iff F 0 ⊇ F 1 . Example A.6. Letting S denote any generalized Reedy category in the sense of [BM11, Def. 1.1] and G a group, we set R = G × S with R + = G × S + and R − = G × S + . Further, for each s ∈ S we write F Γ s for the family of G-graph subgroups of G × Aut S (s), i.e., those subgroups Γ ≤ G × Aut S (s) which are graphs of partial homomorphisms G ≥ H → Aut S (s). We note that G-graph subgroups are also characterized by the condition Γ ∩ Aut S (s) = {e}.
Reedy admissibility of {F Our primary example of interest is obtained by setting S = Ω op in the previous example. Moreover, in this case we are also interested in certain subfamilies {F U } U∈Ω ⊆ {F Γ U } U∈Ω .
Example A.7. Let R = G × Ω op and let {F U } U∈Ω be the family of graph subgroups determined by a weak indexing system F (see Remark 6.6). Then {F U } is Reedy-admissible. To see this, recall first that each Γ ∈ F U encodes a H-action on U ∈ Ω for some H ≤ G so that G ⋅ H U is a F -tree. Given a face map ϕ∶ U ′ ↪ U , the subgroup π −1 U (Γ) is then determined by the largest subgroupH ≤ H such that U ′ inherits theH-action from U along ϕ (thus making ϕ aH-map), so that π U ′ (π −1 U (Γ)) is the graph subgroup encoding theH-action on U ′ . Thus, we see that Reedyadmissibility is simply the sieve condition for the induced map of G-trees G ⋅H U ′ → G ⋅ H U .
We now state the main result. We will assume throughout that C is a model category such that for any group G and family of subgroups F , the category C G admits the F -model structure with weak equivalences/fibrations detected by the fixed points X H for H ∈ F (for example, this is the case whenever C is a cofibrantly generated cellular model category in the sense of [Ste16] ).
Theorem A.8. Let R be generalized Reedy and {F r } r∈R a Reedy-admissible collection of families. Then there is a {F r }-Reedy model structure on C R such that a map A → B is
• a (trivial) cofibration if A r ∐ LrA L r B → B r is a (trivial) F r -cofibration in C Aut(r) , ∀r ∈ R;
• a weak equivalence if A r → B r is a F r -weak equivalence in C Aut(r) , ∀r ∈ R;
• a (trivial) fibration if A r → B r × MrB M r A is a (trivial) F r -fibration in C Aut(r) , ∀r ∈ R.
The proof of Theorem A.8 is given at the end of the appendix after establishing some routine generalizations of the key lemmas in [BM11] . We note that the work in [BM11] has two main components: a formal analysis of the latching and matching objects L r A and M r A, which depends only on axioms [BM11, Def. 1.1](i),(ii),(iii), and a model category analysis, which depends on the extra axiom [BM11, Def. 1.1](iv).
Since axioms (i),(ii),(iii) in Definition A.2 repeat [BM11, Def. 1.1](i),(ii),(iii), we will only briefly recall the definitions of latching and matching objects. Writing ι n ∶ R ≤n → R for the inclusion of the full subcategory of those r ∈ R with r ≤ n, we have adjunctions One then defines n-skeleta by sk n A = ι n,! ι * n A and n-coskeleta by csk n A = ι n, * ι * n A as well as r-latching objects by L r A = sk r −1 A r and r-matching objects by M r A = csk r −1 A r . Axioms (i),(ii),(iii) then imply that sk n A (resp. csk n A) depends only on the restriction to R + ≤n (resp. R − ≤n ). We refer the reader to [BM11, §4] for a detailed discussion.
We now turn to the model categorical analysis, which depends on the Reedy-admissibility condition (iv) in Definition A.2, and is the actual novelty of this appendix. We first recall the following, cf. [BP17, Props. 6.5 and 6.6] (we note that [BP17, Prop. 6.6] can be proven in terms of fibrations, and thus does not depend on cofibrant generation assumptions on C). Proposition A.9. Let φ∶ G →Ḡ be a homomorphism and F ,F families of subgroups of G,Ḡ. Then the leftmost (resp. rightmost) adjunction below is a Quillen adjunction
provided that for H ∈ F it is φ(H) ∈F (resp. forH ∈F it is φ −1 (H) ∈ F ).
For F all the family of all subgroups of G the model structure C G F all is called the genuine model structure. We regard this as the default model structure, and as such denote it simply as C G .
Corollary A.10. For any homomorphism φ∶ G →Ḡ, the functor resḠ G ∶ CḠ → C G preserves all four genuine classes of cofibrations, trivial cofibrations, fibrations and trivial fibrations. in C R . A collection of maps f r ∶ B r → X r for r ≤ n that induce a lift of the restriction to C R≤n is called a n-partial lift.
Similarly, given a map f ∶ X → Y in C R , a factorization ι * n X → A → ι * n Y of ι * n f in C R≤n is called a n-partial factorization.
Lemma A.13. Let C be any bicomplete category, and consider a commutative diagram as in (A.12). Then any (n − 1)-partial lift uniquely induces commutative diagrams
(A.14)
in C Aut(r) for each r ∈ R such that r = n. Furthermore, extensions of the (n − 1)-partial lift to a n-partial lift are in bijection with choices of Aut(r)-equivariant lifts in the diagrams (A.14) for r ranging over representatives of the isomorphism classes of r ∈ R with r = n. for r ranging over representatives of the isomorphism classes of r ∈ R with r = n. More generally, given a map X → Y in C R , extensions of a (n − 1)-partial factorization ι * ≤n−1 X → A → ι * ≤n−1 Y in C R≤n−1 to a n-partial factorization ι * ≤n X →Ã → ι * ≤ Y in C R≤n are determined uniquely up to unique isomorphism by choices of Aut(r)-equivariant factorizations X r ∐ LrX (ι n,! A) r ⇢Ã r ⇢ Y r × Mr Y (ι n, * A) r for r ranging over representatives of the isomorphism classes of r ∈ R with r = n.
In the next result, by {F r }-cofibration/trivial cofibration/fibration/trivial fibration we mean a map as described in Theorem A.8, regardless of whether such a model structure exists.
Lemma A.21. Let R be generalized Reedy and {F r } r∈R a Reedy-admissible family.
Suppose further that A → B is a {F r }-Reedy cofibration in C R . Then the maps A r → B r are all {F r }-weak equivalences iff so are the maps A r ∐ LrA L r B → B r .
Proof. It suffices to check by induction on n that the analogous claim restricted to r ≤ n also holds. The n = 0 case is obvious. Otherwise, letting r range over representatives of the isomorphism classes of r with r = n, it suffices to check that for each H ∈ F r the map A r → B r is a H-genuine weak equivalence iff so is A r ∐ LrA L r B → B r .
One Proof. One repeats the same induction argument on r . In the induction step, it suffices to verify that, for each r with r = n and H ∈ F r , the map X r → Y r is a H-genuine weak equivalence iff so is X r → Y r × MrY M r X.
One now applies Lemma A.18 with K = H and S = H ⋉ R proof of Theorem A.8. Lemmas A.21 and A.22 say that the characterizations of trivial cofibrations (resp. trivial fibrations) in the statement of Theorem A.8 are correct, i.e. that they describe the maps that are both cofibrations (resp. fibrations) and weak equivalences.
We refer to the model category axioms in [Hov99, Def. 1.1.3]. Both 2-out-of-3 and the retract axioms are immediate (recall that retracts commute with Kan extensions). The lifting axiom follows from Corollary A.16 while the task of building factorizations X → A → Y of a given map X → Y follows by a similar standard argument from Lemma A.15 by iteratively factoring the maps X r ∐ LrX L r A → Y r × Mr Y M r A in C Aut(r) , thus building both A and the factorization inductively (recall that L r A, M r A depend only on the restriction ι * r −1 A, and are thus well defined in each inductive step).
