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Abstract
We construct a complete conformal scattering theory for Maxwell fields in the static exterior region
of a Reissner-Nordstrøm-de Sitter black bole spacetime. This is done using uniform energy decay results
that we obtain in a separate paper [47], to show that the trace operators are injective and have closed
ranges. We then solve the Goursat problem (characteristic Cauchy problem) for Maxwell fields on the
null boundaries showing that the trace operators are also surjective.
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1 Introduction
In the classic experiment of scattering one has a field propagating in a medium with an obstacle ; an incoming
plane wave hits the obstacle and scatters away from it as a superposition of outgoing plane waves. Scattering
theory is a way of summarizing this evolution, which may involve complicated intermediate interactions of
the field, described as the solution to an evolution equation, by constructing the map that, to the asymptotic
behaviour of the solution in the distant past (incoming wave), associates its asymptotic behaviour in the
distant future (outgoing wave). This can be done provided the asymptotic behaviour characterizes the
solution completely. Radar systems make use of this characterization of the solution by its asymptotic
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profile to gain information about the medium and the obstacles it contains. This reconstruction is the aim
of inverse scattering.
1.1 Analytic Scattering: Brief literature Overview
Scattering theory proved to be a useful tool in the framework of general relativity to study the asymptotic
influence of the geometry of spacetime on fields. Although in this current work we do not use an analytic
approach to scattering, we very briefly touch on the history of the subject because this is part of the origin
of conformal scattering and it helps to understand what new features the conformal approach bring to the
domain. Scattering theory in black holes spacetimes played an essential role in the rigorous description of
phenomena like superradiance, the Hawking effect, and quasi-normal modes (resonances of black holes which
are related to gravitational waves). In 1980 S. Chandrasekhar [12] used the stationary approach, resorting to
a Fourier transformation in time, to study quasi-linear modes of black hole spacetimes such as Schwarzschild,
Reissner-Nordstrøm, and Kerr. Chandrasekhar’s work systematically used the Newman-Penrose formalism
to develop stationary scattering theories described in terms of the scattering matrix of transmission and
reflection coefficients. And around the same time, M. Reed and B. Simon published “Scattering Theory”
the third volume of their classic series [57]. Then time-dependent scattering (based on the comparison of
dynamics) of classical and quantum fields on the exterior of a Schwarzschild black hole were first studied by
J. Dimock in 1985 [24] and by J. Dimock and B. Kay in 1986 and 1987 [25, 26, 27]. And in the 1990’s, A.
Bachelot produced an important series of papers starting with scattering theories for classical fields, Maxwell
in 1990 and 1991 [1, 3], Klein-Gordon in 1994 [4] and on the Hawking effect for a spherical gravitational
collapse in 1997 [2], 1999 [5] and 2000 [6]. J.-P. Nicolas in 1995 developed a scattering theory for classical
massless Dirac fields [49], and a work on a non linear Klein-Gordon equation on the Schwarzschild metric
(and other similar geometries) with partial scattering results obtained by conformal methods in 1995 [50].
W.M. Jin in 1998 contributed to the subject with a construction of wave operators in the massive case [36],
and F. Melnyk in 2003 obtained a complete scattering for massive charged Dirac fields [44] and the Hawking
effect for charged, massive spin-1/2 fields [45]. In 1999 I. Laba and A. Soffer [39] obtained complete scattering
for the nonlinear Schrödinger equation on Schwarzschild manifolds. Then people started using commutator
methods and Mourre theory. This led to scattering theories on the Kerr metric. One paper appeared in
1992 due to S. De Bièvre, P. Hislop and I.M. Sigal [23] on scattering theory for the wave equation on non-
compact manifolds by means of a Mourre estimate. A complete scattering theory for the wave equation,
on stationary, asymptotically flat space-times, was subsequently obtained by D. Häfner in 2001 using the
Mourre theory [32]. Time-dependent scattering theories on Kerr black holes were obtained by D. Häfner in
2003 [33] and in 2004 by D. Häfner and J.-P. Nicolas for massless Dirac fields using a Mourre estimate [34].
In 2005 T. Daudé produced scattering theories for Dirac fields in various spacetimes [19, 20, 21], and in 2010
he published results on time-dependent scattering for charged Dirac [22], before moving to several works on
inverse scattering in general relativity. In 2014 M. Dafermos, I. Rodnianski, and Y. Shlapentokh-Rothman
developed scattering theory for the scalar wave equation on Kerr exterior backgrounds in the subextremal
case [18].
1.2 Conformal Scattering
In the present work, we construct a Conformal Scattering theory. Conformal scattering is a geometrical
approach to time-dependent scattering based on Penrose conformal compactification: a rescaling of the
metric and the fields using conformal factors. This enables the definition of a scattering operator, the
fundamental object in the theory. This operator associates to the asymptotic behaviour of the solution in
the distant past, its asymptotic behaviour in the distant future. The asymptotics of the solution are the
scattering data and are given as restrictions of the conformally rescaled solution on past and future null
infinities and are called radiation fields. With suitable energy estimates, which is a crucial step in the theory,
the scattering data completely characterizes the solution. This can be viewed as a characteristic Cauchy
problem, also called a Goursat problem. This is an initial-value problem where data is given at null infinity
instead of some spacelike hypersurface as in the non-characteristic case. The resolution of the Goursat
2
i+
i−
i0
I +
M
I −
bc
bc
bc
r
=
0
Figure 1: Penrose diagram of Mˆ the conformal compactification of Minkowski spacetime M with timelike,
spacelike, and null curves.
problem is in the core of conformal scattering theory.
The Main Ingredients
We describe the essential steps of the general strategy of conformal scattering.
Conformal compactification. In the words of R. Penrose, conformal compactification is a technique to
“make infinity finite”. A globally hyperbolic spacetime1 (M , g), with suitable asymptotic structure,
such as asymptotic flatness, is rescaled and replaced by an “unphysical” Lorentzian manifold with
boundary (Mˆ , gˆ). Mˆ is called the conformal compactification of M , with ∂Mˆ = I representing
points at infinity of (M , g), and intMˆ = M . The new metric is conformally related to the original
metric by
gˆ = Ω2g ,
for an appropriate choice of a smooth non-negative boundary function Ω defined on Mˆ . Ω called
the conformal factor. It is positive on M and becomes zero on I , the asymptotic regions where g
becomes infinite, and dΩ|I 6= 0 (figure 1). What is important is to define things in a way such that the
new metric has some differentiability on the boundary hypersurface I . Now, the asymptotics of M
can be studied using local techniques on Mˆ , without resorting to complicated limit arguments when
studying, for example, the radiation fields of a physical field on the original spacetime. A conformally
invariant equation is an equation defined on M for g such that whenever Φ is a solution to the
equation, then for some s ∈ R, the rescaled field2 Φˆ := ΩsΦ is a solution to the same equation but
defined on Mˆ for the rescaled metric gˆ. Examples of conformally invariant equations are the conformal
wave equations, Dirac equation, and Maxwell’s equations. Working with this class of equations that
admit such rather explicit transformation law under conformal rescaling ensures that we can study the
equation on the rescaled spacetime and gain information on its behaviour in the physical spacetime.
Conformal scattering theories have been obtained on generic non-stationary spacetimes [37, 42], but
let us here assume the existence of a global Killing timelike (causal) vector field τ for simplicity. As the
just cited works illustrate, this symmetry assumption can be relaxed to more general situations such as
asymptotically simple spacetimes defined in [13, 14, 15, 16]. We note that not all spacetimes admit a
conformal compactification with the needed regularity of the rescaled metric at the boundary. This is in
fact related to the decay of the Weyl curvature at infinity. When the required compactification exists,
1A spacetime that admits a spacelike hypersurface that intersect every inextendible causal curve exactly once.
2See [55] for the precise definition.
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different parts of the boundary will correspond to different ways of going to infinity (along spacelike,
timelike, or null curves). Also, in the cases of black holes, part or all of the conformal boundary will
be the horizon or horizons. Horizons are finite null hypersurfaces for the physical metric and when the
whole conformal boundary is made of horizons, conformal rescalings are not required ; even in such
a case we talk about conformal scattering because we use the same approach based on the resolution
of a Goursat problem at the null boundary. We note that such cases are more amenable to extending
the method to non-conformally invariant equations since there is no conformal rescaling involved. For
more details on the topic of conformal rescaling and compactification we refer to [52, 53, 54, 55, 56].
Cauchy problem: Defining the trace operators. The scattering operator is defined using two opera-
tors called the past and the future trace operators T±. The past trace operator associates to data at
some finite instant of time (t = 0), data in the infinite past (t = −∞). The future trace operator is
defined similarly. These operators are defined between a normed energy space H on a Cauchy hyper-
surface of the compactified spacetime Mˆ and a normed energy spaces H± on the boundary parts I ±.
The energy norms are defined by contracting the timelike or causal vector field τ with the stress-energy
tensor T of the studied equations in order to define the energy current Ja = τ bTab, and the norm is
then the energy flux across the considered hypersurface:
Eτ,Σ0 =
∫
Σ0
τaTabdσ
b and Eτ,I± =
∫
I±
τaTabdσˆ
b .
The general construction of the future operator goes as follows: For a given finite energy data Φˆ0 on
the spacelike Cauchy hypersurface Σ0, we solve the Cauchy problem on Mˆ to get a solution Φˆ of our
equations. The future radiation field, or the image of Φˆ0 by the future trace operator, is then the
trace (a restriction) of the solution Φˆ to the future boundary I +, i.e. T+(Φˆ0) = Φˆ|I+ . The past
trace operator is defined similarly (figure 2). Of course, not all constructions follow this exact steps.
Depending on the asymptotic structure of the spacetime and the equations we are studying, some
intermediate steps may be required, and the definition of the trace operator may differ slightly. For
example, while the above scheme generally describes the situation of the wave equation on Minkowski
spacetime, additional steps are needed for different spacetimes depending on the nature of the timelike
and and spacelike infinities, i± and i0 (see [51]). On the other hand, the trace operators for Maxwell’s
equations do not associate to the initial Cauchy data the full restriction of the field, but rather a part of
it. This is because of the constraint equations that should be satisfied by the solution to the evolution
problem. This is the case we treat in this work. For other situations we refer for example to [38, 42,
51].
Let us for the sake of this general overview assume that the studied equations are linear, this entails that
the trace operators themselves are linear operators, yet, this is not an absolute necessity for the construction
of a conformal scattering theory, see [37] for example.
Energy estimates: The trace operators are one-to-one and have closed ranges. The next step is
to show that the trace operators are bijective. In fact, the above construction of the trace operators
is usually done first for a dense subset of the finite energy space H on Σ0 such as smooth compactly
supported functions. If one proves uniform energy estimates both ways between the initial Cauchy data
in the dense subset and their images under the trace operator, then the operator extends to the whole
of H as a one-to-one map with a closed range. In some cases, one can prove exact energy identities,
and the trace operators preserve the energy norms in this case, i.e. they are partial isometries. Ways of
getting the uniform estimates depend on the structure of the spacetime at infinity and the properties of
the stress-energy tensor. If the stress-energy tensor of the original unrescaled equations is divergence-
free i.e. conserved, and conformally invariant, as for the Maxwell’s equations, then working with the
rescaled quantities Φˆ and gˆ has the important advantage of seeing all the involved hypersurfaces as
regular hypersurfaces at finite distances, in particular I ±. If we are on Minkowski spacetime, a simple
application of Stokes’ theorem, or more precisely the divergence theorem, yields the required energy
identities:
Eτ,Σ0 = Eτ,I± .
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Figure 2: The trace operators T±.
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Figure 4: The closed hypersurfaces of the compactified spacetime.
Even if the rescaled metric is singular at i0, as long as the initial data is supported away from i0, finite
propagation speed guarantees that the solution does not see the singular spacelike infinity since it is
zero in a neighbourhood of it, and the above technique can be applied without essential modification
thanks to the density of compactly supported functions in the energy space (figure 3). In the case
of black hole spacetimes, timelike infinities are singular. This constitutes an important difficulty and
finite propagation speed will not help us here since the singularity lies in the future of any initial data
no matter how small its compact support may be. What we need is a suitable decay of the solutions
near timelike infinities so that we can rule out the accumulation of energy at these singularities. In
such situations the estimates can be obtained as follows. We consider an achronal hypersurface Ss
(s > 0) for the rescaled metric that forms a regular closed hypersurface with the future boundary I +
and Σ0 1 as shown in figure 4. Becuase τ is Killing, the divergence theorem now implies that
Eτ,Σ0 = Eτ,I+s + Eτ,Ss .
Assume that Ss accumulates on i+ as s → +∞. Here is where the decay is needed, namely to show
that
lim
s→+∞ Eτ,Ss = 0 ,
and the conservation law follows:
Eτ,Σ0 = Eτ,I+ .
Clearly, the same can be done in the past direction. Obtaining the desired decay is usually a separate
problem that has its difficulties. This is partly why we proved the decay results of [47]. In a different
1Except possibly for i0 when it is singular, but the compact support keeps us from running into troubles there.
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setting, such as the wave equation on the Schwarzschild metric, the energy estimates are not as direct
since the stress-energy tensor is not conformally invariant, and hence the stress-energy tensor of the
rescaled equation is not conserved. However, it happens that one can recover the conservation law for
the wave equation on Schwarzschild black hole spacetimes since the error term is a divergence [51],
here too a decay result [17] is needed to ensure no information is lost at the singular i±. The current
decay results use techniques that require local information that are too precise for a scattering theory.
It is however not clear yet what are the minimal decay assumptions needed for conformal scattering.
Goursat problem: The trace operators are onto. The third and last step in defining the scattering
operator is to prove that the trace operators we defined are surjective, this comes down to solving
the Goursat problem on a null hypersurface for data in dense subsets of the finite energy spaces H±,
usually smooth and compactly supported functions. This means that we need to find for a given smooth
compactly supported Goursat data, say Φˆ+ on I +, a Φˆ0 ∈ H such that T+(Φˆ0) = Φˆ+. Taking into
account the well-posedness of the Cauchy problem, we need then to find a finite energy solution to the
equations that has Φˆ+ as its trace on I +. One way of solving the characteristic Cauchy problem is to
approach the null conformal boundary by spacelike hypersurfaces. Goursat data are projected as part of
the Cauchy data on the spacelike slices by means of congruences of null geodesics in the neighbourhood
of I . The solution to the Goursat problem is then obtained using uniform energy estimates, weak
convergence, and compactness methods [35, 42]. In some case, some “reversible” modifications to the
setting is needed before applying the methods just mentioned or the results they produce. For example,
one can still apply the results of [35] where spatial compactness is needed, to spacetimes that are not
spatially compact by a cut-extend construction that transports the problem into a framework suitable
for [35]. This is done in section 3.3 following the construction done in [51], but there the situation is
needs a step more to the singularity at i0.
Scattering operator With the Goursat problem solved, the trace operators T± become isometries between
the boundary energy spaces H± on I ± and the initial energy space H on Σ0. We can then define
the scattering operator S : H− → H+ by S = T+ ◦ (T−)−1 and it is an isometry. Although this
construction of the scattering operator relies on a choice of Cauchy hypersurface used to construct
the trace operators T±, however, the scattering operator maps the past radiation fields to the future
radiation fields independently of the choice of the intermediate spacelike hypersurface and the theory
is in fact truly covariant as Penrose hinted in [52].
History
The introduction of “points at infinity” in a consistent way where these points constitute a hypersurface
boundary I to a manifold whose interior is conformally identical with the original space-time, was first
done by R. Penrose around 1964 [52, 53, 54] and presented in his classic book with W. Rindler [55, 56]
in the 1980’s. This idea was first motivated by the fact that massless free-field equations are conformally
invariant if interpreted in a suitable way, so their behaviour at “infinity” can be studied at this hypersurface.
In the same period of early 1960’s F.G. Friedlander introduced his notion of radiation fields [28, 29, 30]: In
spherical coordinates, a radiation field of a solution u(t, r, ω) to the wave equation is a function v(t, ω) on
R× S2 given by the limit
v(t, ω) = lim
r→+∞ ru(t+ r, r, ω) .
Penrose in [52] explicitly states that scattering is a motivation for introducing the conformal compactifica-
tion technique: “The technique affords a covariant approach to the definition of radiation fields in general
relativity.” Meanwhile, P.D. Lax and S.R. Phillips developed their theory of scattering [40] in 1967. The
Lax-Phillips scattering theory for the wave equation on flat spacetime is based on a translation representative
of the solution which is reinterpreted as an asymptotic profile of the field along outgoing null geodesics, anal-
ogous to Friedlander’s radiation field. Fifteen years after Penrose discussed radiations fields in the conformal
setting, Friedlander saw the connection between Lax-Phillips theory of scattering and his notion of radiation
fields, and in 1980 the first actual conformal scattering theory appeared in his founding paper [31]. The paper
treated the case of the conformal wave equation in a static asymptotically flat spacetime with a fast enough
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decay at infinity to ensure a smooth conformal compactification including at spacelike and timelike infinities.
The principle of the construction was first to reinterpret the scattering theory as the well-posedness of the
Goursat problem for the rescaled equation at null infinity, then to solve this Goursat problem. Friedlander
as well as J.C. Baez, I.E. Segal and Zhou Z.F. who pushed his ideas further in 1989-1990 [7, 8, 9, 10, 11]
worked exclusively on static backgrounds. Right after [10], L. Hörmander solved the Goursat problem for a
wave equation on generic null hypersurfaces in a spatially compact spacetime [35]. With this, and knowing
that constructing conformal scattering theories amounts to solving a Goursat problem on a compactified
spacetime, the road to non-stationary spacetimes was clear. Still, no one pushed it in this direction until
2004 when L. Mason and J.P. Nicolas picked up Friedlander’s ideas and applied them to scalar waves1,
Dirac, and Maxwell fields on generically non-stationary asymptotically simple spacetimes [42]. J. Joudioux
in 2012 [38] constructed a conformal scattering theory for a non-linear wave equation on non-stationary
backgrounds. And in 2013 J.P. Nicolas produced a paper [51] on a conformal scattering theory for the wave
equation on Schwarzschild black holes. In these recent works, [38, 42, 51] and the current work, the resolu-
tion of the Goursat problem is based on methods following the work of Hörmander [35] which deal with the
Goursat problem using energy estimates for the wave equation, weak convergence, and compactness. The
data in [35] is given on a general weakly spacelike Lipschitz hypersurface (including null), then the problem
is solved by changing the equation using a parameter in front of the Laplacian in the wave equation to slow
down the propagation speed so that the given weakly spacelike Lipschitz hypersurface becomes spacelike
for to the modified equation2. While in [42] the energy estimates of [35] are used, the authors, instead of
slowing down the propagation speed, approach null infinity by spacelike hypersurfaces without changing the
equation. Here in our work we directly apply [35] to show that the Goursat problem for Maxwell fields on
Reissner-Nordstrøm-de Sitter black holes is well-posed.
The ultimate purpose of conformal scattering is to use conformal methods to construct scattering theories,
not to reinterpret existing scattering theories in conformal terms. The idea of replacing spectral analysis by
conformal geometry is the door to the extension of scattering theories to general non-stationary situations,
which may be inaccessible to spectral methods. In [31, 42, 51], the reinterpretation is done in addition to the
conformal construction, giving more insight on questions such as the required decay for a conformal scattering
theory, or whether a conformal scattering theory and a scattering theory defined in terms of wave operators
are equivalent or not: Some spectral scattering theories cannot be reinterpreted as conformal scattering, but
when the spacetime has the right asymptotic structure and the equation considered is conformally invariant,
the question is valid. For the time being, the methods used require these two conditions, however it is
interesting to know whether and how they can be extended to more general situations of conformally non-
invariant equations which include the massive cases. The setting in the present paper may be suitable to
construct conformal scattering for massive fields3.
Work Done
Here, we address the topic of conformal scattering on the exterior region of RNdS black holes, and construct
a scattering operator establishing the isometric correspondence between null data on past horizons and null
data on future horizons of the static exterior region of RNDS in the case of three horizons. The paper is
divided as follows.
Section 2: We discuss the set–up of the work. Notations and tools required are introduced. Also, some of
the properties of the RNDS spacetime in the case of three horizons and its maximal extension are reviewed.
Section 3: In this section we construct the trace operators and show that they are injective and norm
preserving after establishing conservation laws. We start the section by expressing the Maxwell field in
null tetrad formalisms adapted to the geometry of our spacetime. We next define the energy spaces on the
1The result on waves was completed in another paper in 2009 [43] by the same authors.
2The resolution of the Goursat problem on a Lipschitz spacelike hypersurface is done by approximation with smooth spacelike
hypersurfaces then using the well-posedness of the Cauchy problem on them.
3See the end of section 1.2.
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horizons associated to the smoothly extended vector field T given by ∂t on the static exterior region, and
thus specify the Goursat data. By the decay results on achronal hypersurfaces that we obtained in [47], we
establish an energy identity or a conservation law between data on the initial Cauchy hypersurface Σ0 (t = 0)
and data on the horizons. Thereby, the energy of the Cauchy data is equal to the energy of the Goursat
data. The global hyperbolicity of the spacetime guarantees the well-posedness of the Cauchy problem and
allows us to define each trace operator between the space of finite energy constrained Cauchy data as a
partial isometry (an isometry into its range) into the space of finite energy Goursat data. Showing that the
trace operators are invertible, i.e. isometries between the full spaces of finite energy, requires solving the
Goursat problem on the horizons which we do in this section. For this, we proceed as follows. Since the spin
components of the Maxwell field satisfies a system of coupled wave equations. This allows us to transform the
problem from Maxwell’s equations to wave equations. We can with a simple construction adapt the setting
to the framework of Hörmander’s results in [35] that prove the well-posedness of the Goursat problem for
a general class wave equation. This gives the existence of the solution to our system of wave equations.
The next step is to reinterpret the solution of this wave equations as a Maxwell field. The main idea of the
proof is to use the fact that one can go back and forth from Maxwell’s equations (with perturbations) to
wave equations by successive applications of the Maxwell operator. This allow us to obtain a system of wave
equations whose well-posedness (again by [35]) entails the required interpretation of the solution to the wave
Goursat problem as a Maxwell field.
It is worth mentioning that the conformal scattering we construct here is done without conformal com-
pactification! This is because scattering data is taken on the horizons which are regular null hypersurfaces
for the original metric on the maximal extension of RNdS black hole. Nevertheless, the results we obtain
can be applied to any spherically symmetric spacetime satisfying the conditions stated in [47] with a confor-
mal compactification when needed, the rest goes through essentially without modifications since Maxwell’s
equations are conformally invariant and in fact the rescaled Maxwell field tensor is equal to the unrescaled
one, and the stress-energy tensor is also conformally invariant.
2 Geometric Framework
We start by recalling the Reissner-Nordstrøm-de Sitter metric.
2.1 Reissner-Nordstrøm-de Sitter Spacetime
One of the spherically symmetric solutions of Einstein-Maxwell Field equations in the presence of a posi-
tive cosmological constant is the Reissner-Nordstrøm-de Sitter solution (RNDS). It models a non-rotating
spherically symmetric charged black hole with mass and a charge, in a de Sitter background. The de Sitter
background means that there is a cosmological horizon beyond which lies a dynamic region that stretches to
infinity. While the Reissner-Nordstrøm nature entails that near the singularity, depending on the relation
between the mass and the charge, one has a succession of static and dynamic regions separated by horizons.
The properties of this spacetime that we summarize here, are detailed in [48].
The Reissner-Nordstrøm-de Sitter metric is given in spherical coordinates by
gM = f(r)dt2 − 1
f(r)
dr2 − r2dω2, (1)
where
f(r) = 1− 2M
r
+
Q2
r2
− Λr2 , (2)
and dω2 is the Euclidean metric on the 2-Sphere, S2, which in spherical coordinates is,
dω2 = dθ2 + sin(θ)2dϕ2 ,
and gM is defined onM = Rt×]0,+∞[r×S2θ,ϕ . Here M is the mass of the black hole, Q is its charge, and
Λ is the cosmological constant. We assume that Q is real and non zero, and M and Λ are positive.
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The metric in these coordinates appear to have singularities at r = 0 and at the zeros of f . Only
the singularity at r = 0 is a real geometric singularity at which the curvature blows up. The apparent
singularities at the zeros of f are artificial and due to this particular choice of coordinates. The regions
of spacetime where f vanishes are essential features of the geometry of the black hole, they are the event
horizons or horizons for short, and f is called the horizon function. If f has three positive zeros and one
negative, then the zeros in the positive range corresponds in an increasing order respectively to the Cauchy
horizon or inner horizon, the horizon of the black hole or the outer horizon, and the cosmological horizon. In
this case, f changes sign at each horizon and one has static and dynamic regions separated by these horizons.
In this work, we are interested in the construction of a conformal scattering theory for Maxwell fields on
the RNDS spacetime in the case of three horizons. Precisely, on the closure of the static region between the
horizon of the black hole and the cosmological horizon, which we refer to as the exterior static region. This
part of the spacetime contains a photon sphere in This is a hypersurface where photons orbit outside the
black hole. It consists of purely rotational null geodesics. The photon sphere is an important feature of the
geometry that affects the decay of the Maxwell solutions by trapping them and a priori may cause a loss in
the information for the scattering operator. In fact, under the the following conditions,
Q 6= 0 and 0 < Λ < 1
12Q2
and M1 < M < M2 , (3)
where
R =
1√
6Λ
; ∆ = 1− 12Q2Λ ; m1 = R
√
1−
√
∆ ; m2 = R
√
1 +
√
∆ (4)
M1 = m1 − 2Λm31 ; M2 = m2 − 2Λm32 , (5)
we have
Proposition 1 (Three Positive Zeros and One Photon Sphere). The function f has exactly three positive
distinct zeros if and only if (3) holds. In this case, there is exactly one photon sphere in the static exterior
region of the black hole defined by the portion between the largest two zeros of f .
Proof. This is proved in [48].
Consider the following open subsets ofM, which we also refer to by I, II, III, and IV, respectively:
U1 = Rt×]0, r1[r×S2θ,ϕ ;
U2 = Rt×]r1, r2[r×S2θ,ϕ ;
U3 = Rt×]r2, r3[r×S2θ,ϕ ;
U4 = Rt×]r3,+∞[r×S2θ,ϕ ,
and let Ii be the corresponding interval of r such that
Ui = Rt × Ii × S2θ,ϕ . (6)
With the assumption of (3), let the zeros of f be r0 < 0 < r1 < r2 < r3. For r > 0, we define the
Regge-Wheeler coordinate function r∗ by requiring
dr∗
dr
=
1
f(r)
> 0.
The Regge-Wheeler radial coordinate have the following expression:
r∗(r) =
3∑
i=0
ai ln |r − ri|+ a ; ai = −r
2
i
Λ
∏
j 6=i
1
(ri − rj) ; a = −
3∑
i=0
ai ln |P2 − ri|
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Figure 5: M−F and the integral curves of Y ∓.
where {
r = P2 =
3M +
√
9M2 − 8Q2
2
}
is the photon sphere hypersurface.
We now introduce the chart (t, r∗, θ, ϕ) over the exterior static region N = Rt×]r2, r3[×S2ω. We see that
r∗ is a strictly increasing continuous function of r (thus a bijection) over the interval ]r2, r3[, and ranges from
−∞ to +∞. We also have ∂r∗ = f∂r and dr = fdr∗. The RNdS metric in these coordinates is:
gN = f(r)(dt2 − dr2∗)− r2dω2. (7)
To cover the boundaries of N we need to introduce other charts. The Eddington-Finkelstein retarded
coordinate chart on Ui is
(u−i, r, ω) ∈ Ru− × Iir × S2ω ,
with u−i = t− r∗i. In this chart the metric is:
g = f(r)du−2i + 2du−idr − r2dω2 , (8)
This expression of the metric is analytic for all values (u−, r, ω) ∈ R×]0,+∞[×S2, including r = ri.
The Lorentzian manifold M− = Ru−×]0,+∞[r×S2ω with the metric (8) is called the retarded Eddington-
Finkelstein extension of the RNdS manifold. Taking the orientation of M, (∂u− , ∂r, ∂θ, ∂ϕ) is positively
oriented onM−, and when ∂r is chosen to be future-oriented1, we denoteM− byM−F and call it the future
retarded extension (figure 5).
For an observer in III, light coming from the singularity and passing through the first two event horizons
of the black hole is travelling forward in time and hence is from the past. Therefore the observer will consider
the singularity to be in the past as well as the past inner horizon H −1 = Ru− × {r = r1} × S2ω, and the
past outer horizon H −2 = Ru− × {r = r2} × S2ω, which are now regular null hypersurfaces. Similarly, the
observer can only send but never receive any signal from the last horizon and I . In this extension, we
denote I by I + since it lies in the future of the observer, and so does the future cosmological horizon
H +3 = Ru− × {r = r3} × S2ω which is a regular null hypersurface for the metric (8). The null horizons are
generated by null geodesics each lying in a fixed angular plane (figure 6). This means that at the horizon
some “photons hover” in place at r = ri and ω = ω0.
We refer to M− with the opposite time-orientation as M−P the past retarded extension. We can also
define the advanced Eddington-Finkelstein null coordinate u+ = t+ r∗ and a new extensionM+ covered by
1This is not the coordinate vector field ∂r of the chart (t, r, ω). If we denote the Eddington-Finkelstein retarded coordinates
by (u−, r−(= r), ω) then ∂r− = f−1∂t + ∂r = Y −.
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1
2 f
′(ri)u−∂u− at r = ri are null geodesics that generate the horizon {r = ri}.
a single chart (u+, r, ω) ∈ Ru+×]0,+∞[r×S2ω =M+. It is endowed with the analytic metric
g = f(r)du+
2 − 2du+dr − r2dω2 , (9)
where (∂u+ , ∂r, ∂θ, ∂ϕ) is positively oriented and−∂r is future-oriented. This is the future advanced Eddington-
Finkelstein extensionM+F . Similarly, with ∂r future-oriented we get the past advanced Eddington-Finkelstein
extension M+P . In M+F , we have the future inner horizon H +1 = Ru+ × {r = r1} × S2ω, the future outer
horizonH +2 = Ru+×{r = r2}×S2ω, and the past cosmological horizonH −3 = Ru+×{r = r3}×S2ω. For the
past extensions,M±P , I will be I −, and we denote the horizon by a minus sign when we want to specify:
−H ±i .
To cover the bifurcation spheres Si where the horizons from different charts but of the same r = ri value
meet, we need to introduce the Kruskal-Szekeres Extensions. With three families {Ak,l, Bk,l, Ck,l} of these
extension we can cover M∗ the maximal analytic extension of the RNDS manifold as shown in figure 7
below.
2.2 Maxwell’s Equations
Let F be a 2-form on the RNdS manifold N . The source free Maxwell’s equations can be written as
δF = 0 , (10)
dF = 0 , (11)
where δ = ?d?, and ? is the Hodge star operator. In abstract index notation,
∇aFab = 0 , (12)
∇[aFbc] = 0 , (13)
and in coordinate form these translate to the following two sets of equations,
gac
(
∂cFab − FdbΓdca − FadΓdcb
)
= 0 ∀b, (14)
∂cFab + ∂bFca + ∂aFbc = 0 ∀a, b, c. (15)
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Figure 7: The Structure ofM∗.
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If taken in the coordinates (t, r∗, θ, ϕ) = (x˜0, x˜1, x˜2, x˜3), (14) becomes respectively for b = 0, .., 3:
∂1F10 + V ∂2F20 + V sin(θ)
−2∂3F30 + 2rV F10 + V F20 cot(θ) + f ′F01 = 0, (16)
∂0F10 + V ∂2F21 + V sin(θ)
−2∂3F31 + V F21 cot(θ) = 0, (17)
∂1F12 + ∂0F20 + V sin(θ)
−2∂3F32 = 0, (18)
∂1F13 + ∂0F30 + V ∂2F23 + V F32 cot(θ) = 0. (19)
where V = fr−2.
As much as equations (10)-(13) are elegant and simple they are not the most convenient form for us to
use in all arguments and calculations, and evidently neither are their expressions in coordinates. We instead
use the tetrad formalism. We use the components of the field in a general basis of the tangent space which
might not be the canonical basis given by the coordinates. At each point, one defines a set of four vectors,
called the tetrad, that forms a basis for the tangent space at that point. One can then reformulate the field
equations using this tetrad. In general relativity, it is natural to project on a null tetrad, which consists of
two real null vectors and two conjugate null complex vectors usually defined as X ± iY for X and Y two
spacelike real vectors. Here, we use a null tetrad on N given by two null real vectors and a two conjugate
null complex vector tangent to the 2-Sphere S2:
L = ∂t + ∂r∗
N = ∂t − ∂r∗
M = ∂θ +
i
sin(θ)
∂ϕ (20)
M¯ = ∂θ − i
sin(θ)
∂ϕ
We shall call this tetrad the “stationary tetrad”. Using this tetrad, we can represent the Maxwell field by
three complex scalar functions Φ = (Φ−1,Φ0,Φ1) called the spin components of the Maxwell field associated
to the given tetrad, and defined by :
Φ1 = F (L,M)
Φ0 =
1
2
(
V −1F (L,N) + F
(
M¯,M
))
(21)
Φ−1 = F
(
N, M¯
)
We note that the tetrad we use, unlike those in the Newman-Penrose formalism, are not normalized: A
normalized tetrad is such that the inner product of the two null real vectors of the tetrad with each other
equals 1, and the product of the null complex vector with its conjugate is −1, while all other products are
zero. The formalism we use is a form of Geroch–Held–Penrose formalism (GHP), which does not require
normalization1. The form of Maxwell’s equations in this formalism is usually referred to as Maxwell’s
compacted equations (see [55]).
A straight forward coordinate calculation shows that in this framework, Maxwell’s equations translate as
follows.
Lemma 2 (Maxwell Compacted Equations). F satisfies Maxwell’s equations (10) and (11) if and only if
1The conventional definition of spin components of an anti-symmetric tensor is slightly different. One normally defines it
without the extra factor of V −1 in the middle component Φ0. Here we carry on with the notation we used in [47] for obtaining
decay. Also the usual way to label the components is different, conventionally, they are indexed by 0, 1, and 2. The conformal
weight and the spin weight are respectively related to the way the component change when we rescale the complex vector of the
tetrad by a complex constant and the conjugate vector by the conjugate constant, and when rescaling the first null vector of
the tetrad by a real constant and the second by the inverse constant. More precisely , the components transform as powers of
the real rescaling constant, the power being the index of the component. For more on spin–components notations see [55, 56].
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its spin components (Φ1,Φ0,Φ−1) in the stationary tetrad satisfy the compacted equations
NΦ1 = VMΦ0, (22)
LΦ0 = M¯1Φ1, (23)
NΦ0 = −M1Φ−1, (24)
LΦ−1 = −V M¯Φ0. (25)
where M1 = M + cot(θ) and M¯1 is its conjugate.
We need to study Maxwell fields up to the horizons, i.e. on
N¯ (26)
the closure of N inM∗. The boundary of N consists of the future and past outer horizons H ±2 , the future
and past cosmological horizons H ±3 , and the two bifurcation spheres S2 and S3. In addition we have the
two singular timelike infinities i± which are not part of N¯ (figure 8).
To do write Maxwell’s compacted equations on the closure, we express Maxwell’s equations in different
null tetrads adapted to the geometry of the spacetime. Let F be a Maxwell field on N¯ . To write down its spin
components we need to define a tetrad at each point of N¯ . Simply extending the old tetrad {L,N,M, M¯}
to the boundary will not work, particularly because one of the null vectors L and N , which are given
by ∂t ± f∂r in (t, r, ω)-coordinates, will always vanish on two of the horizons. For example, in (u−, r, ω)-
coordinates, L = f∂r and thus it vanishes on H +3 and H
−
2 , which means that the tetrad {L,N,M, M¯} is
singular there and does not form a basis of the tangent space. The same thing happens to N on H +2 and
H −3 as can be seen in the (u+, r, ω)-coordinates. However, if we rescale L by the factor f
−1, the tetrad
{Lˆ = f−1L = ∂r, N = 2∂u− − f∂r,M, M¯} becomes a regular basis onM−F , and in particular, on H +3 and
H −2 . We define the spin components of F in this tetrad as:
Φˆ1 = F
(
Lˆ,M
)
Φ0 =
1
2
(
Vˆ −1F (Lˆ, N) + F
(
M¯,M
))
(27)
Φ−1 = F
(
N, M¯
)
where Vˆ = f−1V = r−2. Since the integral curves of Lˆ are the outgoing radial null geodesics, we refer to this
tetrad as the outgoing tetrad, and the spin components as the outgoing components. Compared to (21), the
components in the stationary tetrad {L,N,M, M¯}, we have Φˆ1 = f−1Φ1 while the other two components
stay the same, hence we denote them by the same letters. The incoming tetrad {L, Nˆ = f−1N,M, M¯} and
the associated components are defined similarly. Neither of these two new tetrads defines a frame on the
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entire spacetime N¯ , however, we can use the two tetrads with a partition of unity subordinate to the open
setsM−F andM+F to define a tetrad that extends to all horizons. Using the relation Φˆ1 = f−1Φ1 with the
other components being the same, it is readily found that Maxwell compacted equations (2) in the outgoing
tetrad take the following form:
N Φˆ1 = Vˆ MΦ0 + f
′Φˆ1, (28)
LˆΦ0 = M¯1Φˆ1, (29)
NΦ0 = −M1Φ−1, (30)
LˆΦ−1 = −Vˆ M¯Φ0. (31)
Similar equations for the incoming tetrad hold.
We know that if the Maxwell field is given as an exterior derivative of some 1-form, one can then define
a Lagrangian. By varying the 1-form, the Euler-Lagrange equations will be Maxwell’s equations. Using this
Lagrangian, it is possible to define an energy-momentum tensor which by the Euler-Lagrange equations is
divergence-free. In this case, if F is a Maxwell field, then the energy-momentum tensor will be
Tab =
1
4
gabF
cdFcd − FacFbc . (32)
However, in general not all Maxwell fields admit a global potential. But, one can use the same expression of
energy-momentum tensor as in the case where the field is an exact form. By direct calculations, we see that
it is still divergence-free if Maxwell’s equations are satisfied.
We define the energy flux of a Maxwell field across a hypersurface Σt = {t = cst} by
ET [F ](t) =
1
4
∫
Σt
|Φ1|2 + 2V |Φ0|2 + |Φ−1|2 dr∗d2ω .
This norm is the natural energy associated with Maxwell’s equations and it can be defined geometrically:
Consider an energy-momentum tensor Tab that is a (0, 2)-symmetric tensor i.e. Tab = T(ab), and which is
divergence-free i.e. ∇aTab = 0. Let X be a vector field and (X)piab = ∇aXb + ∇bXa be its deformation
tensor. If U is an open submanifold of N with a piecewise C1-boundary ∂U , then by the divergence theorem
(see the appendix, Lemma 7) and the properties of T, we have for η a normal vector to ∂U and τ a transverse
one such that ηaτa = 1: ∫
∂U
TabX
bηaiτd
4x =
∫
U
∇a (TabXb) d4x
=
∫
U
(
Xb∇aTab + Tab∇aXb
)
d4x
=
1
2
∫
U
(X)piabT
abd4x . (33)
It is particularly interesting when X is Killing and thus its deformation tensor vanishes. Motivated by
this, we define the energy of a general 2-form F which the energy-momentum tensor depends on (aside from
the metric), on an oriented smooth hypersurface S to be:
EX [F ](S) =
∫
S
(X T)] d4x , (34)
or if we choose ηS and τS to be respectively vector fields normal and transverse to S, such that their scalar
product is one1, it will be,
EX [F ](S) =
∫
S
TabX
bηaSiτSd
4x . (35)
1The existence of such vector fields follows from the fact that S is a smooth orientable hypersurface of a smooth pseudo–
Riemannian manifold.
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Of course, it is understood that we are not integrating the 3-form but its restriction on S, which is the pull
back of the form by the inclusion map. If S = Σt = {t} × R × S2, then its unit normal is Tˆ = f− 12 ∂t, and
taking the transverse vector to be Tˆ also, a simple calculation allows us to see that
ET [F ](Σt) =
∫
Σt
TabT
bTˆ aiTˆd
4x
=
∫
Σt
T00f
− 12 f
1
2 r2dr∗d
2ω
=
1
4
∫
Σt
|Φ1|2 + 2f
r2
|Φ0|2 + |Φ−1|2dr∗d2ω = ET [F ](t) . (36)
This gives, by (33), that it is a conserved quantity as the vector field T is Killing, i.e.
ET [F ](t) = ET [F ](0) . (37)
Evidently not all solutions of Maxwell’s equations decay in time, take for example the case where Φ
is a non zero constant vector, then it satisfies (2) and clearly does not decay as it does not change with
time. Even solutions having finite energy, may not decay in time: Consider the constant vector Φ = (Φ1 =
0 , Φ0 = C 6= 0 , Φ−1 = 0), it has finite energy, yet it does not decay. Since Maxwell’s equations are linear,
the last example shows that solutions i.e. (even with finite energy) having charge do not decay, where by the
charge or stationary part of a Maxwell field we mean the l = 0 part of the spin–weighted spherical harmonic
decomposition ( see Ψ000 below). So, we need to exclude such solutions in order to have decay.
In fact, and as known in the literature, it turns out that
Proposition 3 (Stationary Solutions). The only admissible time–periodic solutions of Maxwell’s equations
with finite energy are exactly the pure charge solutions :
Φ =
 0C
0
 where C is a complex constant. (38)
Proof. See [1, 46] for example.
The solutions we will consider from now on are finite energy solutions with no stationary part, and by
Proposition 3, these are the finite energy solutions in the orthogonal complement of the l = 0 subspace, that
is solutions of the form:
Φ±1(t, r∗, θ, ϕ) =
+∞∑
l=1
l∑
n=−l
Ψl±1n(t, r∗)W
l
±1n(θ, ϕ) Ψ
l
±1n ∈ L2(Rr∗) , (39)
Φ0(t, r∗, θ, ϕ) =
+∞∑
l=1
l∑
n=−l
Ψl0n(t, r∗)W
l
0n(θ, ϕ)
√
f
r
Ψl0n ∈ L2(Rr∗) . (40)
where
{W lmn(θ, ϕ); l,m, n ∈ Z; l ≥ 0,−l ≤ m,n ≤ l}
form an orthonormal basis of spin-weighted spherical harmonics of L2(S2).
In fact, if F is a Maxwell field on N with spin components Φ whose spin-weighted harmonic coefficients
are Ψln, then F has a global potential if and only if the imaginary part of Ψ000 vanish. Thus, as a consequence
of the form (39) and (40), the solutions we consider here have global potentials.
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3 Conformal Scattering
The first step in defining the scattering operator is to define the trace operators. We define the energy
function spaces on the horizons and the initial Cauchy hypersurface, and we obtain an energy identity up
to i+. Then by the well–posedness of the Cauchy problem on the closure of N , the trace operators are well
defined.
3.1 Function Space and Energy Identity
Assume that F is a smooth Maxwell field defined on N¯ . The energy flux of the Maxwell field across an
oriented hypersurface of N¯ is defined to be the quantity (35) with respect to the smooth vector field T which
is given by ∂t in the RNdS coordinate, and by ∂u± onM±, and vanishes on the bifurcation spheres.
For any Cauchy hypersurface of constant t the expression of the energy flux across it is given by (36). We
therefore define the finite energy space H on Σ := Σ0 as the completion of the smooth compactly supported
data consisting of triplets (Φ−1,Φ0,Φ1) ∈ (C∞0 (Σ))3. However, if we look at Maxwell’s compacted equations
and subtract (24) from (23), we see that we have a constraint equation on the spin–components that only
involves spacial derivatives in directions tangent to Σ. It follows that in order for a triplet in H to be the
initial data of a Maxwell field, i.e. the restriction of a Maxwell field on the Cauchy hypersurface, it must
satisfy the constraint equation. Therefore, we need to restrict our Maxwell data to this constraint subspace
of H which we will denote by U .
It is still possible to approximate data in U by smooth compactly supported data satisfying the constraint
equation. In other words, (C∞0 (Σ))3 ∩ U is dense in U . One way to see this is by the fact that Maxwell
equations can be reformulated in terms of a potential satisfying the Lorentz gauge condition as a hyperbolic
system of four equations with four unknowns, without constraints. This means Maxwell data can always
be approached by smooth compactly supported data. For details we refer to [46]. Since our spacetime is
globally hyperbolic, then by Leray’s theory for hyperbolic equations [41] we have:
Proposition 4. The Maxwell’s Cauchy problem on N¯ is well-posed in U , the constrained space of finite
energy on Σ0.
Across the horizonsH +3 andH
−
2 the energy flux can be expressed using the outgoing tetrad defined above
and the outgoing spin components in (27). Precisely, in the retarded coordinates (u−, r, ω), N = 2∂u− + f∂r
is normal to these two horizons and is equal to 2T = 2∂u− on these null hypersurfaces. In addition, Lˆ = ∂r
is transverse to them and g(∂u− , ∂r) = 1. So, we take ηH +3 =
1
2N and τH +3 = Lˆ, and we have
ET [F ](H
+
3 ) =
1
4
∫
H +3
TabN
aN biLˆd
4x ,
which is,
ET [F ](H
+
3 ) = −
1
4
∫
H +3
|Φ−1|2du− ∧ d2ω ,
where we have chosen to orient H +3 by ∂r so that iLˆd
4x is a positively oriented volume form on it, and the
above quantity is thus positive. In other words, (∂u− , ∂θ, ∂ϕ) is a negatively oriented frame on the horizon
and so is the chart (u−, ω), hence,
ET [F ](H
+
3 ) =
1
4
∫
Ru−×S2
|Φ−1|2du−d2ω . (41)
The expression of ET [F ](H −2 ) is exactly the same. As for the other two horizons H
+
2 and H
−
3 which are
covered by the advanced coordinates (u+, r, ω), we orient them by Nˆ = −∂r and use the incoming tetrad
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and the spin components analogous to (27), to have,
ET [F ](H
+
2 ) =
1
4
∫
H +2
TabL
aLbiNˆd
4x =
1
4
∫
Ru+×S2
|Φ1|2du+d2ω , (42)
and ET [F ](H −3 ) has the same expression.
This gives us the definition of finite energy on the horizons H ±i . Compared to the expression of the
energy flux (36) on a spacelike slice of constant t, we can almost see the conservation law up to the horizons:
If we take “limits” as t goes to ±∞, the surface Σt approaches H ±2 ∪H ±3 respectively, and since f = 0 on
the horizons, we formally have
lim
t→±∞ET [F ](Σt) = ET [F ](H
±
2 ) + ET [F ](H
±
3 ),
but because of the energy conservation in (37), one expects the following conservation law
ET [F ](Σ0) = ET [F ](H
±
2 ) + ET [F ](H
±
3 ). (43)
Thus, we define the energy spaces on the horizons H ±i to be the completions of C∞0 (H ±i ) with respect
to the the norms
‖φ‖2
H ±2
= ±1
2
∫
H ±2
|φ|2du± ∧ d2ω , ; ‖φ‖2H ±3 = ∓
1
2
∫
H ±3
|φ|2du∓ ∧ d2ω . (44)
On the future and past total horizons H ± := H ±2 ∪ H ±3 , we define the energy space H± to be the
completions of C∞0 (H ±2 )× C∞0 (H ±3 ) with respect to the addition norm
‖(φ±, φ∓)‖2H± =
1
2
‖φ±‖2H ±2 +
1
2
‖φ∓‖2H ±3 . (45)
We now use the decay results obtained in [47] (Theorem 19) to show that these norms are conserved for
smooth compactly supported data. Consider the hypersurfaces
S±(s) = {(t, r∗, ω) ∈ R× R× S2 ; t = ±
√
1 + r2∗ + s ; ± s ≥ 0}. (46)
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Figure 10: The Trace operators defined for smooth compactly supported Maxwell Cauchy data.
S+(s) actually intersects H + in two spheres, one in each of the horizons H +2 and H
+
3 , namely at
{s}u+ × {r2}r × S2 and {s}u− × {r3}r × S2
respectively (figure 9). Therefore if we set
H +2 (s) = ]−∞, s[u+×{r2}r × S2 ,
H +3 (s) = ]−∞, s[u−×{r3}r × S2 ,
then these hypersurfaces along with Σ0 and S+(s), in addition to the bifurcation spheres S2 and S3, form a
closed hypersurface in N¯ . The same goes for S−(s), as shown in figure 9. Thus, if F is a smooth solution of
Maxwell’s equations which is compactly supported for each t, then since T is Killing on N¯ , we have by (33),
ET [F ](Σ0) = ET [F ](H
+
2 (s)) + ET [F ](H
+
3 (s)) + ET [F ](S
+(s)).
ET [F ](H
+
2 (s)) and ET [F ](H
+
3 (s)) are two positive increasing functions of s, and from the positiveness of
ET [F ](S
+(s)), their sum is bounded from above by ET [F ](Σ0). Thus they have limits when s tends to +∞,
and these limits are ET [F ](H +2 ) and ET [F ](H
+
3 ). Thanks to uniform decay proved in [47],
lim
s→+∞ET [F ](S
+(s)) = 0,
and the conservation law (43) is proved. The same holds true with past horizons and S−(s).
3.2 Trace Operators
We now define the trace operators. Since we only showed that the energy is conserved for smooth fields with
compact supports for each t, we first define the future and past trace operators by
T± : (C∞0 (Σ))3 ∩ U −→ H±,
and as follows: Let F0 be the 2-form on Σ0 whose spin components in the stationary tetrad {L,N,M, M¯}
are the initial Cauchy data φ = (φ1, φ0, φ−1) ∈ (C∞0 (Σ))3 ∩ U , and let F˜ be the unique solution to the
Cauchy problem on N¯ with F˜ |Σ0 = F0, and whose spin components in the tetrad {L,N,M, M¯} are Φ =
(Φ1,Φ0,Φ−1), then
T±(φ) = (Φ±1|H ±2 ,Φ∓1|H ±3 ),
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as figure 10 illustrates, and by (43)
‖φ‖H = ‖T±(φ)‖H± . (47)
By the density of (C∞0 (Σ))3 ∩ U in U , T± extend to bounded operators on U :
T± : U −→ H±,
with closed range, and still satisfy (47).
The main result of this section is that the trace operators defined above are invertible and hence isometries,
allowing us to introduce the scattering operator. Since an isometry is a surjective norm preserving linear
map between Hilbert spaces, all that is left is to show that the trace operators are surjective.
More precisely, let (φ±, φ∓) ∈ H±, we wish to show that there exist some Cauchy data φ ∈ U such that
T±(φ) = (φ±, φ∓), and since the trace operators are injective, the Cauchy data φ is unique if it exists. By
the well-posedness of the Cauchy problem, this will mean that there is a unique finite energy solution Φ such
that Φ|Σ0 = φ, and by the definition of T± we have
T±(Φ|Σ0) = (Φ±1|H ±2 ,Φ∓1|H ±3 ),
and hence
(Φ±1|H ±2 ,Φ∓1|H ±3 ) = (φ±, φ∓). (48)
Therefore, what we want to do is to solve the characteristic Cauchy problem, also known as the Goursat
problem, on the total horizons H ±. We do so by showing that the ranges of the trace operators contain
dense subsets of the Hilbert spaces H±, and since norm preserving linear maps take complete normed spaces
to complete ones, this means that the ranges are equal to H±. Thus, by density, it is enough to consider
Goursat data in C∞0
(
H ±2
)× C∞0 (H ±3 ). As the future and the past cases are analogous, we only work out
the case of the future trace operator. To further simplify the problem, we take advantage of the linearity of
Maxwell’s equations and assume that the non-trivial part of the initial (Goursat) data is only on one horizon,
i.e. we treat smooth compactly supported data of the form, say, (0, φ−) ∈ H+ with φ− ∈ C∞0
(
H +3
)
, which
represent the trace of an outgoing Maxwell solution. The case of (φ+, 0) ∈ H+ is completely analogous.
3.3 Goursat Problem and the Scattering Operator
To solve the Goursat problem we use the results of L. Hörmander [35] by first converting the initial-value
problem from Maxwell’s equations to wave equations, then following J.-P. Nicolas [51] in his approach of
putting the problem in a framework for which Hörmander’s results apply. The idea is then to reinterpret
the solution of the wave equations obtained, using the results of [35], as a Maxwell field.
As we shall restrict our attention to the future cosmological horizon, let us consider the outgoing tetrad
and the corresponding spin components of the Maxwell field in details. If F is a Maxwell field, then its
spin components satisfy coupled wave equations. In particular, this is true for the outgoing components in
Φˆ = (Φˆ1,Φ0,Φ−1).
Lemma 5. Let Φˆ = (Φˆ1,Φ0,Φ−1) be the outgoing spin components of a smooth Maxwell field defined on
M−F , then Φˆ satisfies the wave equation
Wˆ Φˆ =
 Wˆ11 −Vˆ ′M 00 Wˆ00 0
0 −V ′M¯ Wˆ0−1
 Φˆ1Φ0
Φ−1
 = 0, (49)
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where differentiation with respect to r is indicated by a prime, N1 = N − f ′ , and the diagonal entries are1
Wˆ11 := LˆN1 − Vˆ MM¯1 , Wˆ00 := LˆN − Vˆ M1M¯ , Wˆ0−1 := LˆN − Vˆ M¯M1 . (50)
Proof. We denote the left hand side of Maxwell’s equations (28)-(31) as:
N1Φˆ1 − Vˆ MΦ0 =: E1 ; (51)
LˆΦ0 − M¯1Φˆ1 =: E2 ; (52)
NΦ0 +M1Φ−1 =: E3 ; (53)
LˆΦ−1 + Vˆ M¯Φ0 =: E4 . (54)
As [N, Lˆ] = f ′Lˆ, i.e. N1Lˆ = LˆN , and M1M¯ = M¯1M , we have:
LˆE1 + Vˆ ME2 = Wˆ11Φˆ1 − Vˆ ′MΦ0 ; (55)
N1E2 + M¯1E1 = Wˆ00Φ0 ; (56)
LˆE3 −M1E4 = Wˆ00Φ0 ; (57)
N1E4 − Vˆ M¯E3 = Wˆ0−1Φ−1 − V ′M¯Φ0 . (58)
Finally, to see that Wˆ is indeed a modified d’Alembertian we just note that
LˆN − Vˆ M1M¯ = + rVˆ (fLˆ−N),
where
 = g = ∇α∇α = gab(∂a∂b − Γcab∂c), (59)
is the d’Alembertian of the geometric wave eqaution.
We now look at Maxwell’s equations on H +3 , in particular the first and the third, E1 = 0 and E2 = 0.
Since N is tangent to the horizon, equations (28) and (30) are tangent to it, i.e. contain only tangential
derivatives:
N1|H +3 Φˆ1|H +3 − Vˆ (r3)MΦ0|H +3 = 0 , (60)
N |H +3 Φ0|H +3 +M1Φ−1|H +3 = 0 . (61)
These are the constraints on the horizon. Thus, they must be satisfied by the restriction of the field’s spin
components. It follows that if the Goursat data φ− ∈ C∞0
(
H +3
)
is to be viewed as part of a Maxwell field,
namely Φ−1|H +3 , then the other two components of the field are determined uniquely on the horizon by
φ− through the above constraints and the requirement that they vanish in a neighbourhood of i+. This is
because (60) and (61) force them to vanish identically from i+ to the support of the Goursat data φ−. We
choose them to be zero near i+ since as we shall presently see, this allows us to apply Hörmander’s result.
Therefore, for φ− ∈ C∞0
(
H +3
)
we define φ0, φˆ+ ∈ C∞
(
H +3
)
consecutively by the constraints initial-value
problems in H +3 :
(C1)
{
2∂u−φ0 = M1φ−
φ0|Sp = 0
; (C2)
{
(2∂u− − f ′(r3))φˆ+ = Vˆ (r3)Mφ0
φˆ+|Sp = 0
(62)
where Sp is any sphere of H +3 in the future of the support of φ−. The supports of φ0 and φˆ+ may touch
the bifurcation sphere S3, but this is no problem since S3 is a finite smooth sphere in N¯ where the Cauchy
1The indices of Wˆij indicate their expressions: Wˆij = Lˆ I(N)− Vˆ J(M,M1) with
i =
{
0 if I(N) = N ;
1 if I(N) = N1 ,
j =

1 if J(M,M1) = MM¯1 ;
0 if J(M,M1) = M1M¯ = M¯1M ;
−1 if J(M,M1) = M¯M1 .
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hypersurface meets the future cosmological horizon, and no real scattering happens at S3. We refer to the
triplet
φˆ = (φˆ+, φ0, φ−)
also as the Goursat data, since it will be the Goursat data for the wave equations (49).
In [35], the author consider Lorentzian manifolds with a time function whose level hypersurfaces are
compact and spacelike. The work is actually done for product manifolds of the form R × X where X is
smooth compact manifold without boundary on which a time dependent Riemannian metric is defined, and
the Laplace-Beltrami operator is defined with respect to a fixed Riemannian density. The paper studies the
well-posedness of the Cauchy problem set on weakly spacelike hypersurfaces that are the graphs of Lipschitz
functions over X, for wave equations of the form:
u+Qu = h , (63)
where  is a the modified d’Alembertian while Q is a first order operator of essentially bounded measurable
coefficients, and h a source. In fact, Hörmander’s results are valid for globally hyperbolic and spatially
compact spacetimes, since the product structure can be recovered by global hyperbolicity, while any non-
degenerate change in the metric or the volume density, entails in the d’Alembertian a change that can be
absorbed into the first order operator Q.
In what comes next, we need the well-posedness of the Goursat problem on the future total horizon
for different wave equations (see Lemma 5) that are of the form (63). And although our spacetime is not
spatially compact (without boundary), as long as the Goursat data is smooth and supported away form i+,
then its compact support in H +3 ∪ S3 enables us to transform the problem into a framework suitable for
Hörmander’s results. Following the work of J.-P. Nicolas [51], this is done through the following construction.
We pick any point P whose future does not intersect the support of the Goursat data on the horizon,
that is, a point in the future of the past of the data. We then remove the future of this point, and set
Nˆ = (N¯ \ I+(p)) ∩ I+(Σ0),
where I+(Σ0) is the future of the Cauchy hypersurface Σ0 in N¯ . We now extend Nˆ as a globally hyperbolic
cylindrical spacetime (C = R×S3, g˜). We extend Σ0 as S3 and the remaining part of the future total horizon
as the graph of a Lipschitz function over S3, and the data by zero on the rest of the extended hypersurface.
Then [35] guarantees the existence of a unique smooth solution on C to the wave equation we consider. We
take the restriction of the solution to Nˆ . Finite propagation speed then ensures that the solution is zero in
the future of the past of the Goursat data (figure 11).
Moreover, despite the fact that (49) is a coupled system of three scalar wave equations, the coupling
happens only on lower order terms, meaning that  is in the diagonal only. Thus, the work in [35], where
a single scalar wave equation (not a system) with scalar source is treated, can be applied to our case, when
put in the above framework, with only a slight modification1. However in truth, the results in [35] can be
applied to (49) directly and without any modification at all since (49) can be considered as three separate
single scalar wave equations, two of which have a source, and one is source-free. This is because the middle
component, Φ0, satisfies the decoupled source-free wave equation Wˆ00Φ0 = 0, and the coupling is only
between the middle component and each of the other components separately. Hence the terms depending
on Φ0 in the other two equations can simply be viewed as source terms after solving Wˆ00Φ0 = 0.
Theorem 6 (Goursat Problem). For φ− ∈ C∞0
(
H +3
)
there is a unique smooth, finite energy, Maxwell field
F defined on N¯ , with Φ = (Φ1,Φ0,Φ−1) its spin components in the stationary tetrad, such that
(Φ1|H +2 ,Φ−1|H +3 ) = (0, φ−).
1The general operator Q of first and lower order terms in the equation considered in [35] is controlled by a priori estimates
giving exponential bounds in [35]. If the lower order term is a matrix instead of a simple scalar potential, it can be controlled
in the same manner, and the proof goes through unchanged.
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Figure 11: The construction done to understand the Goursat problem for data φ supported away from i+ in
a framework suited to Hörmander’s result.
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Figure 12: The solution of the wave equations and its support.
Proof. Finite energy is immediate from the law of conservation of energy (43), and thus uniqueness follows
directly from the injectivity of the future trace operator and the well-posedness of the Cauchy problem on
N¯ .
Let φ0 and φˆ+ be given by φ− and (62), so that
N1|H +3 φˆ+ − Vˆ (r3)Mφ0 = 0 , (a)
N |H +3 φ0 +M1φ− = 0 , (b)
and set φˆ = (φˆ+, φ0, φ−). We now extend φˆ by zero to H +2 . The reason we do so, is because Hörmander’s
results apply to Goursat data defined on a generalized Cauchy hypersurface1, so we consider our data to be
defined on the future total horizon H +. By [35] there is a unique smooth solution Φˆ = (Φˆ1,Φ0,Φ−1) to the
Goursat problem {
Wˆ Φˆ = 0
Φˆ|H + = φˆ
(64)
defined on N¯ ∩ (Σ0 ∪ I+(Σ0)). A nd by finite propagation speed and local uniqueness, Φ is zero on
I+(I−(suppφ)), of course except for the part of the horizon where the support lies (figure 12).
We now reinterpret Φˆ as the spin components2 of a solution to the Goursat problem onH + for Maxwell’s
equations with data (0, φ−). Let Wˆ Φˆ = (Ωˆ1,Ω0,Ω−1), then using (55)-(58) only, we have
N1Ωˆ1 − Vˆ MΩ0 = Wˆ01E1 + fVˆ ′ME2 ; (65)
LˆΩ0 − Vˆ M¯1Ωˆ1 = Wˆ10E2 ; (66)
N1Ω0 +M1Ω−1 = Wˆ00E3 ; (67)
LˆΩ−1 + Vˆ M¯Ω0 = Wˆ1−1E4 − Vˆ ′ME3 . (68)
where
Wˆ01 = LˆN − Vˆ MM¯1 ; (69)
Wˆ10 = LˆN1 − Vˆ M1M¯ ; (70)
Wˆ1−1 = LˆN1 − Vˆ M¯1M . (71)
Since (64) holds, then on the one hand, we see that the Ei’s are solutions of coupled wave equations, and on
the other hand, the constraints (a) and (b) implies that E1|H + = 0 and E3|H + = 0. It follows that E3 is a
1Weakly spacelike hypersurface such that every inextendible timelike curve intersect it only once.
2Although the outgoing tetrad is singular on H +2 , Φˆ vanishes on a neighbourhood of H
+
2 , so we can take our generalized
Cauchy hypersurface to be H +3 ∪ S′, where S′ is a null hypersurface in I+(I−(suppφ)) as in figure 13.
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Figure 13: The foliation by the hypersurfaces {u− = cst} for the equation N1E4 = 0.
solution of the Goursat problem {
Wˆ00E3 = 0
E3|H + = 0
and hence E3 = 0. This has an immediate effect on E4 by (58), i.e. N1E4 = 0, and in particular, we now
have N1|H +E4|H + = 0. But since Φˆ is zero in a neighbourhood of i+ which intersects the horizon, all
the derivatives of its components vanish as well, among which are LˆΦ−1 and M¯Φ0. (54) then means that
E4|H + = 0, and therefore E4 solves the Goursat problem{
Wˆ1−1E4 = 0
E4|H + = 0
and so E4 = 0. We could have alternatively used equation N1E4 = 0 directly to show that E4 = 0: Because
of the form of supp(Φˆ), LˆΦ−1 and M¯Φ0 are zero on a hypersurface S′ of constant u− lying in the future of
I−(suppφ), and so E4|S′ = 0 (figure 13). Now for the simple transport equation N1E4 = 0, the initial-value
problem {
N1E4 = 0
E4|S′ = 0
is well-posed and has a unique solution, thus, E4 = 0.
Because only E1 is tangential to the horizon while E2 is the one satisfying a source-free wave equation
among the two, we need to use both at the same time. The fact that E1|H + = 0 implies that N1|H +E2|H + =
0 by (56) and the fact that N is tangent to the horizon. Now by the above argument of zero derivatives near
i+, E2|H + itself is zero on some sphere at the horizon, say Sp. Therefore E2|H + in turn solves{
N1|H +E2|H + = 0
(E2|H +)|Sp = 0
which is a well-posed initial-value problem on the 2-surface Sp in the horizon. Thus, E2|H + = 0, and so,{
Wˆ10E2 = 0
E2|H + = 0
i.e. E2 = 0. For E1, we now have two options, both follow from what we have so far. Either we consider E1
as the solution of the Goursat problem {
Wˆ01E1 = 0
E1|H + = 0
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Figure 14: The foliation by the hypersurfaces {r = cst} for the equation LˆE1 = 0.
where the initial condition is given by the constraint (a), or, we use (55) as a simple initial-value problem{
LˆE1 = 0
E1|H +3 = 0
and since H +3 is a hypersurface of constant r, the problem is well-posed (figure 14). Both methods entails
that E1 = 0.
Therefore, Φˆ are the outgoing components of a Maxwell field F . The well-posedness of the Cauchy
problem on Σ0 for Maxwell’s equations ensures the global definition of F on N¯ as a smooth solution. The
only thing left to prove is that F has zero trace on the future outer horizon, which, since F is smooth up to
the horizons, follows from the relation fΦˆ1 = Φ1 and the fact that Φˆ1 vanishes on a neighbourhood of the
future outer horizon H +2 .
Scattering Operator
Theorem 6 shows that the trace operators T± have inverses and are in effect isometries from U to H±.
The scattering operator is the map S : H− −→ H+ defined as follows:
S = T+ ◦ (T−)−1
A Divergence Theorem
One important tool that we shall use is the divergence theorem. We present a version of this theorem which
we think is better suited for Lorentzian geometry than the usual one used for on Riemannian geometry.
Let U be an oriented smooth n-manifold. Fix ω a positively oriented volume form , i.e. determining the
orientation on U , and let X be a smooth vector field on it. The divergence of X is defined to be the function
divX such that,
LXω = (divX)ω . (72)
If the orientation on U is given by a pseudo-Riemannian metric g, then we can choose ω = dVg, and the
above definition of divX coincides with the more familiar one, which is locally defined as:
1√|g|∂i
(√
|g|Xi
)
, (73)
where |g| is the absolute value of the determinant of the metric g.
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Lemma 7 (Divergence Theorem). Let U be an oriented smooth n-manifold with boundary (possibly empty),
with ω a positively oriented volume form , i.e. determining the orientation on U , and the boundary ∂U is
outward oriented (Stokes’ orientation), and let X be a smooth vector field on U . If U is compact or X is
compactly supported then, ∫
∂U
iXω =
∫
U
LXω =
∫
U
divXω , (74)
Moreover, if the orientation on U is given by a pseudo-Riemannian metric g, i.e. ω = dVg, then (74)
can be reformulated as: ∫
∂U
N(X)iLdVg =
∫
U
LXdVg =
∫
U
divXdVg , (75)
where N is a conormal field to ∂U , i.e. N ] is a normal vector field, and L is a vector field transverse
(nowhere tangent) to ∂U , such that N(L) = 1.
If the normal vector field can be normalized (which is always the case if the metric is Riemannian and is
true in the Lorentzian case only if the hypersurface is timelike), one can then choose the transverse vector
to be the normal itself and thus recovering the well known form of this theorem:∫
∂U
N(X)dVg˜ =
∫
U
divXdVg , or,
∫
∂U
NaX
adVg˜ =
∫
U
∇aXadVg (76)
g˜ being the induced metric on ∂U , and dVg˜ = iN]dVg.
Killing vector fields have the nice property of vanishing divergence. A vector field X is said to be Killing
if the metric is conserved along the flow of X, i.e. LXg = 0. Thus, LXgab = ∇aXb +∇bXa = 2∇(aXb), and
for Killing fields,
∇aXb −∇bXa = 0 , (77)
consequently,
0 = gab (∇aXb −∇bXa) = 2∇aXa , (78)
hence divX = 0. Equation (77) is called the Killing equation, and the (0, 2)-tensor involved is sometimes
called the deformation tensor or Killing tensor, denoted
Xpiab = 2∇(aXb) . (79)
Acknowledgement
The results of this paper, the mentioned decay results, and the study of the RNDS spacetimes [47, 48], were
obtained during my PhD thesis [46]. I would like to thank my thesis advisor Pr. Jean-Philippe Nicolas for
his indispensable guidance during the thesis.
References
[1] A. Bachelot. “Gravitational scattering of electromagnetic field by Schwarzschild black-hole”. eng. In:
Annales de l’I.H.P. Physique théorique 54.3 (1991), pp. 261–320.
[2] A. Bachelot. “Scattering of scalar fields by spherical gravitational collapse”. English. In: Journal de
Mathématiques Pures et Appliquées. Neuvième Série 76.2 (1997), pp. 155–210.
[3] A. Bachelot. “Opérateur de diffraction pour le système de Maxwell en métrique de Schwarzschild”. fra.
In: Journées équations aux dérivées partielles (1990), pp. 1–11.
27
[4] A. Bachelot. “Asymptotic completeness for the Klein-Gordon equation on the Schwarzschild metric”.
eng. In: Annales de l’I.H.P. Physique théorique 61.4 (1994), pp. 411–441.
[5] A. Bachelot. “The Hawking effect”. eng. In: Annales de l’I.H.P. Physique théorique 70.1 (1999), pp. 41–
99.
[6] A. Bachelot. “Creation of Fermions at the Charged Black-Hole Horizon”. en. In: Annales Henri Poincaré
1.6 (2000), pp. 1043–1095.
[7] J. C. Baez. “Scattering and the geometry of the solution manifold of $\square f + \lambda f^3 $”. In:
Journal of functional analysis 83.2 (1989), pp. 317–332.
[8] J. C. Baez. “Scattering for the Yang-Mills equations”. In: Transactions of the American Mathematical
Society 315.2 (1989), pp. 823–832.
[9] J. C. Baez. “Conserved quantities for the Yang-Mills equations”. In: Advances in Mathematics 82.1
(1990), pp. 126–131.
[10] J. C. Baez, I. E. Segal, and Z.-F. Zhou. “The global Goursat problem and scattering for nonlinear wave
equations”. In: Journal of Functional Analysis 93.2 (1990), pp. 239–269.
[11] J. C. Baez and Z. Zhou. “The global Goursat problem on RxS”. In: Journal of functional analysis 83.2
(1989), pp. 364–382.
[12] S. Chandrasekhar. The Mathematical Theory of Black Holes. en. Clarendon Press-Oxford, 1984.
[13] P. T. Chrusciel and E. Delay. “Existence of non-trivial, vacuum, asymptotically simple spacetimes”.
en. In: Classical and Quantum Gravity 19.9 (2002), p. L71.
[14] P. T. Chrusciel and E. Delay. “On mapping properties of the general relativistic constraints operator
in weighted function spaces, with applications”. In: Mem.Soc.Math.France 94 (2003), pp. 1–103.
[15] J. Corvino. “Scalar curvature deformation and a gluing construction for the Einstein constraint equa-
tions”. In: Communications in Mathematical Physics 214.1 (2000), pp. 137–189.
[16] J. Corvino, R. M. Schoen, and others. “On the asymptotics for the vacuum Einstein constraint equa-
tions”. In: Journal of Differential Geometry 73.2 (2006), pp. 185–217.
[17] M. Dafermos and I. Rodnianski. “Lectures on black holes and linear waves”. In: Evolution equations,
Clay Mathematics Proceedings 17 (2008), pp. 97–205.
[18] M. Dafermos, I. Rodnianski, and Y. Shlapentokh-Rothman. “A scattering theory for the wave equation
on Kerr black hole exteriors”. In: arXiv preprint arXiv:1412.8379 (2014).
[19] T. Daudé. “Scattering theory for Dirac fields in various spacetimes of the General Relativity”. en. PhD
thesis. Université Sciences et Technologies - Bordeaux I, 2004.
[20] T. Daudé. “Propagation estimates for Dirac operators and application to scattering theory”. In: Annales
de l’institut Fourier 54.6 (2004), pp. 2021–2083.
[21] T. Daudé. “Scattering theory for massless Dirac fields with long-range potentials”. In: Journal de
Mathématiques Pures et Appliquées 84.5 (2005), pp. 615–665.
[22] T. Daudé. “Time-dependent scattering theory for charged Dirac fields on a Reissner–Nordström black
hole”. In: Journal of Mathematical Physics 51.10 (2010), p. 102504.
[23] S. Debièvre, P. D. Hislop, and I. Sigal. “Scattering theory for the wave equation on non-compact
manifolds”. In: Reviews in Mathematical Physics 04.04 (1992), pp. 575–618.
[24] J. Dimock. “Scattering for the wave equation on the Schwarzschild Metric”. en. In: General Relativity
and Gravitation 17.4 (1985), pp. 353–369.
[25] J. Dimock and B. S. Kay. “Scattering for massive scalar fields on Coulomb potentials and Schwarzschild
metrics”. en. In: Classical and Quantum Gravity 3.1 (1986), p. 71.
[26] J. Dimock and B. S. Kay. “Classical and quantum scattering theory for linear scalar fields on the
Schwarzschild metric II”. In: Journal of Mathematical Physics 27.10 (1986), pp. 2520–2525.
28
[27] J. Dimock and B. S. Kay. “Classical and quantum scattering theory for linear scalar fields on the
Schwarzschild metric I”. In: Annals of Physics 175.2 (1987), pp. 366–426.
[28] F. G. Friedlander. “On the radiation field of pulse solutions of the wave equation”. In: Proceedings of
the Royal Society of London A: Mathematical, Physical and Engineering Sciences. Vol. 269. The Royal
Society, 1962, pp. 53–65.
[29] F. G. Friedlander. “On the radiation field of pulse solutions of the wave equation. II”. In: Proceedings
of the Royal Society of London A: Mathematical, Physical and Engineering Sciences. Vol. 279. The
Royal Society, 1964, pp. 386–394.
[30] F. G. Friedlander. “On the radiation field of pulse solutions of the wave equation. III”. In: Proceedings
of the Royal Society of London A: Mathematical, Physical and Engineering Sciences. Vol. 299. The
Royal Society, 1967, pp. 264–278.
[31] F. G. Friedlander. “Radiation fields and hyperbolic scattering theory”. In: Mathematical Proceedings
of the Cambridge Philosophical Society. Vol. 88. Cambridge Univ Press, 1980, pp. 483–515.
[32] D. Häfner. “Complétude asymptotique pour l’équation des ondes dans une classe d’espaces-temps
stationnaires et asymptotiquement plats”. In: Annales de l’institut Fourier 51.3 (2001), pp. 779–833.
[33] D. Häfner. Sur la théorie de la diffusion pour l’équation de Klein-Gordon dans la métrique de Kerr. fr.
Polska Akademia Nauk, Instytut Matematyczny, 2003.
[34] D. Häfner and J.-P. Nicolas. “Scattering of massless dirac fields by a kerr black hole”. In: Reviews in
Mathematical Physics 16.01 (2004), pp. 29–123.
[35] L. Hörmander. “A remark on the characteristic Cauchy problem”. In: Journal of Functional Analysis
93.2 (1990), pp. 270–277.
[36] W. M. Jin. “Scattering of massive Dirac fields on the Schwarzschild black hole spacetime”. en. In:
Classical and Quantum Gravity 15.10 (1998), p. 3163.
[37] J. Joudioux. “Problème de Cauchy caractéristique et scattering conforme en relativité générale”. fr.
PhD thesis. Université de Bretagne occidentale - Brest, 2010.
[38] J. Joudioux. “Conformal scattering for a nonlinear wave equation”. In: Journal of Hyperbolic Differential
Equations 09.01 (2012), pp. 1–65.
[39] I. Laba and A. Soffer. “Global existence and scattering for the nonlinear Schrodinger equation on
Schwarzschild manifolds”. In: arXiv preprint math-ph/0002030 (2000).
[40] P. D. Lax and R. S. Phillips. Scattering theory. en. Academic Press, 1967.
[41] J. Leray. Hyperbolic differential equations. Institute for advanced study, 1955.
[42] L. J. Mason and J.-P. Nicolas. “Conformal scattering and the goursat problem”. In: Journal of Hyper-
bolic Differential Equations 01.02 (2004), pp. 197–233.
[43] L. J. Mason and J.-P. Nicolas. “Regularity at space-like and null infinity”. In: Journal of the Institute
of Mathematics of Jussieu 8.01 (2009), pp. 179–208.
[44] F. Melnyk. “Scattering on Reissner-Nordstrøm Metric for Massive Charged Spin 1/2 Fields”. en. In:
Annales Henri Poincaré 4.5 (2003), pp. 813–846.
[45] F. Melnyk. “The Hawking Effect for Spin 1/2 Fields”. en. In: Communications in Mathematical Physics
244.3 (2003), pp. 483–525.
[46] M. Mokdad. “Maxwell Field on the Reissner-Nordstrøm-de Sitter Manifold: Decay and Conformal Scat-
tering”. English. Theses.fr ; sudoc.abes.fr ; tel.archives-ouvertes.fr. Phd Thesis. Brest-France: Université
de Bretagne occidentale - Brest, 2016.
[47] M. Mokdad. “Decay of Maxwell Fields on Reissner-Nordstrøm-de Sitter Black Holes”. In: (2017). arXiv:
1704.06441.
[48] M. Mokdad. “Reissner-Nordstrøm-de Sitter Manifold : Photon Sphere and Maximal Analytic Exten-
sion”. In: arXiv:1701.06982 [math-ph] (2017). arXiv: 1701.06982.
29
[49] J.-P. Nicolas. “Scattering of linear Dirac fields by a spherically symmetric Black-Hole”. eng. In: Annales
de l’I.H.P. Physique théorique 62.2 (1995), pp. 145–179.
[50] J.-P. Nicolas. “Non linear Klein-Gordon equation on Schwarzschild-like metrics”. eng. In: Journal de
mathématiques pures et appliquées 74.1 (1995), pp. 35–58.
[51] J.-P. Nicolas. “Conformal scattering on the Schwarzschild metric”. In: Annales de l’institut Fourier
66.number 3 (2016), pp. 1175–1216.
[52] R. Penrose. “Zero Rest-Mass Fields Including Gravitation: Asymptotic Behaviour”. en. In: Proceedings
of the Royal Society of London A: Mathematical, Physical and Engineering Sciences 284.1397 (1965),
pp. 159–203.
[53] R. Penrose. “Asymptotic Properties of Fields and Space-Times”. In: Physical Review Letters 10.2
(1963), pp. 66–68.
[54] R. Penrose. “Conformal treatment of infinity”. In: Relativité, Groupes et Topologie (Lectures, Les
Houches, 1963 Summer School of Theoret. Phys., Univ. Grenoble). Gordon and Breach, New York,
1964, pp. 565–584.
[55] R. Penrose and W. Rindler. Spinors and Space-Time: Volume 1, Two-Spinor Calculus and Relativistic
Fields. en. Vol. 1. Cambridge University Press, 1987.
[56] R. Penrose and W. Rindler. Spinors and Space-Time: Volume 2, Spinor and Twistor Methods in Space-
Time Geometry. en. Vol. 2. Cambridge University Press, 1988.
[57] M. Reed and B. Simon. Methods of modern mathematical physics I, II, III, IV. en. 2nd ed. Academic
Press, 1972.
30
