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Abstract. Recently, heatmap regression based models become popular
because of their superior performance on locating facial landmarks. How-
ever, high-resolution feature maps have to be either generated repeatedly
or maintained through the network for such models, which is computa-
tionally inefficient for practical applications. Moreover, their generaliza-
tion capabilities across domains are rarely explored. To address these two
problems, we propose Pixel-In-Pixel (PIP) Net for facial landmark detec-
tion. The proposed model is equipped with a novel detection head based
on heatmap regression. Different from conventional heatmap regression,
the new detection head conducts score prediction on low-resolution fea-
ture maps. To localize landmarks more precisely, it also conduct off-
set predictions within each heatmap pixel. By doing this, the inference
time is largely reduced without losing accuracy. Besides, we also propose
to leverage unlabeled images to improve the generalization capbility of
our model through image translation based data distillation. Extensive
experiments on four benchmarks show that PIP Net is comparable to
state-of-the-arts while running at 27.8 FPS on a CPU.
1 Introduction
Facial landmark detection aims to locate predefined landmarks on a human
face, the result of which is useful for several face analysis tasks, such as face
recognition [25,14,13], face tracking [11], face editing [26], etc. These applications
usually run an online system in an uncontrolled environment, which requires
a facial landmark detector to be both computationally efficient and robust in
unconstrained conditions.
Despite the fact that the performance of facial landmark detectors has been
largely advanced by deep learning in recent years [16,30,17,3,5,33,15,32,1,24],
developing a computationally efficient facial landmark detection framework still
remains a challenge. The current deep learning based methods can be roughly
categorized into two types: coordinate regression and heatmap regression. Coor-
dinate regression based methods directly regress the coordinates of facial land-
marks through a fully connected layer. Because the result of a fully connected
layer is actually a fixed weighted sum of the global feature map, it is usually
robust in terms of global shape but inaccurate in details. Therefore, many works
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Fig. 1. The overall pipeline of PIP Net. PIP Net locates facial landmarks through PIP
regression, which predicts scores and offsets on heatmaps at the same time. The model
estimates pseudo-labels for unlabeled images by ensembling multiple translations of the
images. After getting pseudo-labels, the manually labeled images and pseudo-labeled
images are combined to retrain the detector
cascade coordinate regression in a two-stage [16,5] or multi-stage [28] architec-
ture to get refined predictions, which can lead to slow inference speed. Heatmap
regression based methods learn a likelihood heatmap for each landmark and
use the location with the highest response as the prediction. Several state-of-
the-art methods [24,3,19,35] are based on heatmap regression, which indicates
the potential of such a method. However, heatmap regression has to generate
high-resolution feature maps through upsampling layers to get precise locations,
which takes considerable time during inference. Hence, to get a faster but also
accurate facial landmark detector is challenging yet rewarding.
Testing on faces captured in unconstrained conditions is another challenge of
this area. Human faces captured in an uncontrolled environment can have large
variations in pose, expression, brightness and visibility. Quite a few prior works
aim to solve this problem by proposing various new modules [35,32,15,33,17,30].
Different from them, we believe training on large-scale and diverse training data
can help alleviate the problem based on the observation that performance gaps
exist between different domains of data (see details in Section 4.4). However, it
is labour-intensive to get a large number of annotated facial landmark datasets.
Therefore, we argue that effective utilization of massive unlabeled images from
various domains is promising for obtaining robust facial landmark detectors.
In this paper, we propose a facial landmark detection framework, Pixel-
In-Pixel (PIP) Net, to address the two problems above. In order to achieve
a faster inference speed, we propose a novel detection head for the task, which is
lightweight and accurate at the same time. The proposed detection head, denoted
as PIP regression, can be seen as a low-resolution version of heatmap regression.
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In other words, PIP regression does not generate high-resolution feature maps
through upsampling layers, resulting in an accelerated inference. In addition to
score prediction on heatmaps, PIP regression also conducts offset predictions
within each heatmap pixel through simple convolutional layers. By doing this,
the localization of landmarks becomes more precise with only marginal extra
cost. During inference, the heatmap pixel with the highest response and its cor-
responding offset together determine the location of the predicted landmark. It
is worth noting that PIP regression is a single-stage method because the score
and offset predictions are independent to each other, and can thus be computed
in parallel. Furthermore, we propose a semi-supervised learning method to ad-
dress the second problem. The proposed method is based on data distillation [20],
which attempts to generate a pseudo-label for an unlabeled image by ensembling
the results of different image transformations. In contrast to the original data
distillation, we use image translation as the transformations rather than scaling
and flipping. Such a modification is due to our observation that facial landmark
detectors are prone to overfitting to image positions, especially for cross-domain
datasets. That is to say, the model can be easily disturbed by background noise
at certain positions on a cross-domain image, which can lead to more false pos-
itives. To tackle this issue, we intentionally weaken the effect of such noise by
ensembling the results of multiple image translations in different directions (i.e.,
reduce the chance that certain noises appear at certain positions). By doing this,
the model can be more robust on estimating pseudo-labels against cross-domain
images. Figure 1 gives the overall pipeline of PIP Net. To better evaluate the
robustness of the proposed method, we also propose a new training and testing
scenario, denoted as Testing on Multiple Domains (TMD). Through extensive
experiments, we show that PIP Net gives comparable results to the best existing
works on four popular benchmarks, while being lightweight and fast.
Our contributions in this work are summarized as follows: (1) We propose a
novel detection head for facial landmark detection, which achieves comparable
accuracy to heatmap regression while being much faster; (2) For the first time,
we propose to utilize unlabeled images from various domains to address the
robustness issue of facial landmark detection through semi-supervised learning;
(3) We observe that deep learning based facial landmark detectors easily overfit
to specific positions, which can act like a prior on shape constraints but may also
result in false positives on cross-domain images. Based on this observation, we
propose to use image translation based data distillation for semi-supervised facial
landmark detection; (4) We perform extensive experiments on popular facial
landmark datasets in different scenarios, which demonstrate the superiority of
the proposed PIP Net.
2 Related Work
In this section, we review relevant works on supervised facial landmark detection
(coordinate regression models and heatmap regression models), semi-supervised
facial landmark detection and the model robustness issue.
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Coordinate Regression Models. Coordinate regression directly maps an
input image to landmark coordinates. In the context of deep learning, the fea-
tures of the input image are usually extracted using a Convolutional Neural
Network (CNN), and then mapped to coordinates through fully connected lay-
ers. Due to its fixed connections to feature maps, the predictions of coordinate
regression are inaccurate in details. Therefore, coordinate regression is usually
cascaded [5,16] or integrated with extra modules [30,33] to improve its accuracy.
Heatmap Regression Models. Heatmap regression maps an image to
high-resolution heatmaps, where each map represents one landmark prediction.
During inference, the location with the highest response on each heatmap is
used. There are several paradigms for obtaining high-resolution heatmaps. Hour-
glass [18,15] has been shown to perform well through repeated downsampling and
upsampling modules. CPM [29,3] is a sequential architecture composed of CNNs,
where the predictions are increasingly refined at each stage. Xiao et al. [31] pro-
posed a simple but effective architecture to obtain high-resolution heatmaps
through a few deconvolutional layers. Sun et al. [24] designed a high-resolution
network for landmark detection and several other vision tasks by maintaining
high-resolution representations through the whole network.
Robustness on Facial Landmark Detection. Feng et al. [5] proposed
to use a two-stage framework to mitigate the performance degradation prob-
lem. Zhu et al. [33] designed a geometry-aware module to address the occlusion
problem. In addition to a global-context module, Merget et al. [17] also applied a
PCA-based shape model as a postprocessing step to filter outliers. Dong et al. [3]
proposed a style-aggregated approach to handle the large intrinsic variance of
image styles. Liu et al. [15] proposed a lightweight global heatmap correction
unit to recover outliers after heatmap regression. To obtain a robust facial land-
mark detector, Zou et al. [35] designed a hierarchical structured landmark en-
semble model to automatically discover the most robust patterns on both local
and global structures. Unlike earlier works, we propose to use semi-supervised
learning to address the robustness problem.
Semi-supervised Facial Landmark Detection. Qian et al. [19] proposed
to augment training images through style translation. Honari et al. [8] proposed
a module to leverage unlabeled images by maintaining the consistency of pre-
dictions with respect to different image transformations. Although we also use
image transformations, there is a fundamental difference since we apply image
transformations to self-training framework, while Honari et al. [8] used it in
an unsupervised manner. Robinson et al. [22] designed an adversarial training
framework to leverage unlabeled data. Dong and Yang [4] applied an interac-
tion mechanism between a teacher and students to a self-training framework,
where the teacher learns to estimate the quality of the pseudo-labels generated
by students. Different from [4], we leverage unlabeled images by improving the
accuracy of the predicted pseudo-labels, which is an orthogonal approach to
theirs. If necessary, a selection strategy can also be used to filter unqualified
pseudo-labels in our framework to further boost the performance.
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(a) Coordinate Regression (b) Heatmap Regression (c) PIP Regression
Fig. 2. Comparison of the proposed PIP regression and the existing detection heads
in terms of architecture
3 Our Method
In this section, we first introduce PIP regression (Section 3.1), and then present
the proposed semi-supervised learning framework (Section 3.2).
3.1 PIP Regression
The existing facial landmark detectors can be categorized into two classes: co-
ordinate regression and heatmap regression, which are defined according to the
type of detection head. As we can see from Figure 2(a), coordinate regression
outputs a vector with length 2Nlms through fully connected layers, where Nlms
represents the number of landmarks. As for heatmap regression (Figure 2(b)),
it first gradually upsamples the extracted feature maps to the same (or close)
resolution as the input, then outputs a heatmap with Nlms channels, where
each channel reflects the likelihood of the corresponding landmark location. By
comparing the two detection heads, it is easy to see that coordinate regression
is more computationally efficient on locating a point, because heatmap regres-
sion needs to either upsample the feature maps repeatedly [18,31,15] or maintain
high-resolution feature maps through the network [24]. However, heatmap regres-
sion has been shown to consistently outperform coordinate regression in terms
of detection accuracy [35,24,4]. Despite the inefficiency, heatmap regression is
able to achieve state-of-the-art accuracy with a single-stage architecture, while
coordinate regression usually needs two or more stages. Accordingly, we would
like to ask, is it possible to get a detection head that is efficient and accurate at
the same time?
We propose a novel detection head, denoted as PIP regression (Figure 2(c)),
which is built upon heatmap regression. We argue that upsampling layers are not
necessary for locating points on feature maps. That is to say, low-resolution fea-
ture maps are sufficient for localization. By applying heatmap regression on low-
resolution feature maps, we obtain coarse estimations of landmarks. To obtain
more precise predictions, we also apply offset prediction within each heatmap
pixel, where each offset is relative to the top-left corner of the pixel on the x-axis
and y-axis. The training loss of PIP Net can be formulated as follows.
L = αLscore + Lx + Ly, (1)
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where Lscore is the loss for the score prediction, Lx and Ly are losses for the offset
prediction on the x- and y-axis, respectively, and α is a balancing coefficient.
Concretely, Lscore, Lx and Ly are formulated as
Lscore =
∑
i
(S∗i − S′i)2, S∗i ∈ {0, 1} (2)
Lx =
∑
S∗i =1
(X∗i −X ′i)2, Ly =
∑
S∗i =1
(Y ∗i − Y ′i )2, X∗i , Y ∗i ∈ [0, 1] (3)
where ∗ and ′ denote ground-truths and estimates. During inference, the final
prediction of a landmark is computed as the pixel location with the highest
response refined by its offsets on the corresponding channel.
A hyper-parameter of PIP regression is the stride of the network. Given the
image size and net stride, the size of a heatmap can be determined as follows.
Hmap =
Himage
Sstride
, Wmap =
Wimage
Sstride
, (4)
where Himage and Wimage are the height and width of the input image, and
Sstride denotes the net stride. Intuitively, PIP regression can be seen as a gen-
eral case of the two existing detection heads. When the net stride is equal to
the image size (i.e. Hmap = Wmap = 1), and the score prediction module is
cancelled, PIP regression can be seen as coordinate regression, where the con-
ventional fully connected layers are replaced by convolutional layers. When the
net stride is equal or close to 1, and the offset prediction is cancelled, then
PIP regression is equivalent to heatmap regression. Furthermore, compared to
heatmap regression, the optimization of PIP regression during training is easier
because low-resolution heatmap is less sensitive to the smoothness of the ground-
truth labels. In all the experiments, we simply set the relevant pixel to one and
the others to zeros, while heatmap regression requires Gaussian smoothness on
ground-truths [31,24].
3.2 Semi-supervised Facial Landmark Detection
The Scenario. As mentioned in Section 1, we propose to use semi-supervised
learning to mitigate the robustness issue of facial landmark detectors. Because
earlier works do not associate semi-supervised learning with model robustness,
their training and testing scenario is impractical. Specifically, a conventional set-
ting for semi-supervised learning is to train and test on a single dataset. Although
some works [4,22] utilize unlabeled data from a different domain, their testing
set is still restricted to one domain, which does not reflect the realistic situations.
To close the gap between the evaluation scenario and practical applications, we
propose a new training and testing setting, named Testing on Multiple Domains
(TMD). Accordingly, the conventional setting is denoted as Testing on a Single
Domain (TSD). The main differences between the two scenarios are two-fold:
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(a) Plain black image (b) CIFAR-10: Truck
(c) CIFAR-10: Cat (d) CIFAR-10: Deer
Fig. 3. Landmarks predicted (red dots) on images without human faces. Heatmaps
of four landmarks are also presented to show the positions of reponses. (a) Training
and testing on plain black images. (b)-(d) Training on face images, and testing on
CIFAR-10 images that do not contain human faces
(1) A model is tested on multiple domains in the TMD scenario, while only
one domain is involved in the TSD scenario; (2) Not every domain in the TMD
scenario has labeled data, while the single testing domain in TSD usually has
labeled data from the same domain.
Image Translation based Data Distillation. The proposed semi-supervised
learning algorithm is built upon data distillation [20]. Data distillation is an im-
proved self-training method. Different from the conventional self-training [27],
data distillation predicts pseudo-labels of unlabeled data by ensembling multiple
transformations of the input on a single model. In [20], they applied data dis-
tillation to multi-person keypoint detection and general object detection, where
image scaling and horizontal flipping were used as the geometric transforma-
tions. As for facial landmark detection, we find that horizontal flipping (we do
not consider scaling) is not as good as image translation.
As pointed out by [10], a CNN is able to encode position information through
zero paddings. In other words, the neurons of a CNN know which part of an im-
age it is looking at. To verify this conclusion, we train a facial landmark detector
where the training images are all plain black images but the ground-truth land-
marks are unchanged. Then, we input a plain black image for testing, and the
predictions are shown in Figure 3(a), Column 1. As we can see from the figure,
the model memorizes the most likely positions of the landmarks, which proves
its ability of perceiving absolute positions. Therefore, a CNN does learn what
(semantic features) and where (absolute position) jointly [10]. Different from
multi-person keypoint detection and general object detection, facial landmark
detection locates landmarks through a cropped face image, where the facial fea-
tures are correlated to certain positions (despite the augmentation techniques
during training, such as translation and rotation). To validate this, we train a
model with normal face images but test on images without human faces. As
shown in Column 1 of Figure 3(b)- 3(d), the model still gives landmark predic-
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(a) Original (b) Ensembled
(c) Translate Up (d) Translate Down
(e) Translate Left (f) Translate Right
Fig. 4. An example of image translation based data distillation. (a) Predicted land-
marks (red dots) as well as ground-truths (green dots) on a cross-domain image.
Heatmaps of four landmarks are also visualized for better understanding. (b) The
ensembled predictions and heatmaps from four translated images. (c)-(f) Predictions
and heatmaps of four translated images (10 pixels up, down, left and right) respectively
tions close to the human face, even if there is no information of facial features.
That is to say, position information also contributes to the response of heatmaps.
So what does this mean? On one hand, it is a good thing because it acts like a
prior that helps restrict the locations of landmark predictions. On the other hand,
it can also be seen as overfitting to positions, which may cause false positives
when tested on cross-domain data. Figure 4(a), Column 1 shows the predictions
of a model trained on COFW while the test image is from WFLW. It is easy to
find that several predicted landmarks (red dots) are far from the ground-truths
(green dots), which is a bit confusing because the false positives are not really
visually similar to the real landmarks. We argue that this is because positions
of image patches also matter, in addition to semantic features. More specifically,
if some background patch (especially the one from a different domain) happens
to be at certain positions, it may generate a higher response than the real land-
mark. By observing the heatmaps in Figure 4(a), Column 2-5, we can find that
the response of the real landmarks are slightly lower than the false positives.
To address this problem, we introduce image translation to reduce the chance
of noise being at certain positions. As shown in Figure 4(c)- 4(f), with slight
translations in different directions (namely 10 pixels up, down, left and right),
the predictions can change intensely. Among them, some make the predictions
much better (Figure 4(c) and 4(d)) while some make it even worse (Figure 4(f)).
Overall, by ensembling the results of the four translations, the false positive
problem is significantly alleviated (see Figure 4(b)). Although rotation and hori-
zontal flipping can achieve similar effects as translation, their results are inferior
(see Section 4.4).
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According to the above observation, we adopt the image translation based
data distillation method to semi-supervised facial landmark detection. The pipeline
of the algorithm can be simply described in the following steps: (1) Train the fa-
cial landmark detector with manually labeled data; (2) Estimate pseudo-labels
on multiple translations of the unlabeled data with the trained detector; (3)
Ensemble the pseudo-labels of each unlabeled data by averaging the predicted
landmark locations; (4) Retrain the detector with the combination of manually
labeled data and pseudo-labeled data. Step(2) to (4) are repeated until the model
converges. Empirically, we find the model converges after three iterations, which
is used in all the experiments. For the translation operation, we conduct two
translations (20 and 30 pixels) in each direction (up, down, left, right), so there
are eight translations in total for ensembling.
4 Experiments
To demonstrate the effectiveness of the proposed method, we perform experi-
ments on four benchmarks and one dataset captured in a realistic surveillance
scenario. We introduce the datasets in Section 4.1 and the experimental settings
in Section 4.2. In Section 4.3 and 4.4, we give the experimental results for the
supervised learning scenario and semi-supervised learning scenario, respectively.
Finally, we compare the inference speed of PIP Net with existing models in
Section 4.5.
4.1 Datasets
300W. This dataset [23] provides 68 landmarks for each face, where the face
images are collected from LFPW, AFW, HELEN, XM2VTS and IBUG. Fol-
lowing [21], all 3148 training images are from the training set of LFPW and
HELEN, and the full set of AFW. The 689 testing images are from the testing
set of LFPW and HELEN, and the full set of IBUG. The testing images are
further divided into two sets: the common set (554 images) and the challenging
set (135 images), where the common set is from LFPW and HELEN, and the
challenging set is from IBUG.
COFW. This dataset [2] contains 1345 training images and 507 testing im-
ages, where the face images have large variations and occlusions. 29 landmarks
are provided for each face.
WFLW. This dataset [30] consists of 7500 training images and 2500 testing
images from WIDER Face, where each face has 98 annotated landmarks. The
faces in WFLW introduce large variations in pose, expression and occlusion. The
testing set is further divided into six subsets for a detailed evaluation, namely,
pose (326 images), expression (314 images), illumination (698 images), make-up
(206 images), occlusion (736 images) and blur (773 images).
AFLW. This dataset [12] contains 25,000 face images in total, where 20,000
of them are training images, and the remaining 5000 are for testing. Follow-
ing [34], we use 19 landmarks of AFLW for training and testing.
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Table 1. A comparison of PIP Net with different net strides in supervised learning
scenario. The image size is 256 × 256. The NME (%) results are evaluated on 300W
full set, using inter-ocular as normalization
Method Net Stride Heatmap Size Full
PIP Net 16 16× 16 3.82
PIP Net 32 8× 8 3.52
PIP Net 64 4× 4 3.82
PIP Net 128 2× 2 4.90
Table 2. A comparison of detection heads in supervised learning scenario. The NME
(%) results are evaluated on the 300W full set, using inter-ocular as normalization
Method Coord Net Map Net
Sstride = 4
Map Net
Sstride = 2
Map Net
Sstride = 1
PIP Net
Test 5.31 4.52 3.78 3.54 3.52
UCCS. This dataset [7] is originally for face detection and recognition tasks
in unconstrained conditions, collected from a university campus through high-
resolution surveillance camera. To make it applicable to facial landmark detec-
tion, we detect faces with face detectors and manually filter the unqualified ones.
We then annotate the cropped 3010 faces from the validation set following the
19 landmarks in AFLW, which will be used as the testing set. The 14,811 faces
from the training set remain unlabeled for the semi-supervised learning scenario.
4.2 Experimental Settings
Implementation Details. The face images are cropped according to the pro-
vided ground-truths, where the bounding box height and width are Sscale times
the height and width of the minimum enclosed rectangle of the landmarks
(Sscale = 1.3 for 300W; Sscale = 1.5 for COFW; Sscale = 1.2 for WFLW; we
use the provided bounding boxes for AFLW). The cropped images are then re-
sized to 256× 256. We use ResNet-18 pretrained on ImageNet as the backbone
by default. We also use ResNet-50 in some experiments to explore better results.
Adam is used as the optimizer. The total number of training epochs is 60. The
initial learning rate is 0.0001, decayed by 10 at epoch 30 and 50. The batch size
is 16. We set the balancing coefficient α to 10. The data augmentation includes
translation (±30 pixels on x-axis and y-axis, p = 0.5), occlusion (rectangle with
maximum 102 pixels as length, p = 0.5), horizontal flipping(p = 0.5), rotation
(±30 degrees, p = 0.5) and blurring (Gaussian blur with maximum 5 radius,
p = 0.3).
Evaluation Metrics. To compare with most previous works, we use normalized
mean errors (NME) to evaluate our models, where the normalization distance
is inter-ocular for 300W, COFW and WFLW. As for AFLW and UCCS, we use
image width as the normalization distance, following [24].
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4.3 Supervised Learning Scenario
Hyper-parameters. Table 1 shows the results of our model with different
Sstride on the full 300W test set. From the table, Sstride = 32 gives the best
result. Intuitively, it is a trade-off between score prediction and offset prediction.
When the net stride is too large, the heatmap size will be small. Thus, the
accuracy of the heatmap score prediction will be good, but the offset prediction
will be inaccurate because of the large receptive field. Consequently, we use
Sstride = 32 for the remaining experiments.
Baselines. To verify the effectiveness of the proposed detection head, we com-
pare it with the existing ones, namely, coordinate regression and heatmap regres-
sion. We implement Coord Net, using ResNet-18 as the backbone. Coord Net
consists of three fully connected layers, each of which has 512, 512 and 2Nlms
channels, respectively, where Nlms is the number of landmarks. Due to the batch
normalization layers inside the head, Coord Net is trained with a batch size of 32
and 120 epochs. Following [31], we implement Map Net with ResNet-18. Specif-
ically, the heatmap regression in [31] is of net stride 4, considering the model
speed. During inference, in addition to the location of the highest response, there
is also a quarter offset in the direction from the highest response to the second
highest response. The rest of the settings are the same as PIP Net. Table 2 gives
the results of the three detection heads on the 300W test set. As we can see,
PIP Net is the best among the three. Although we claim that PIP regression
is faster than heatmap regression, we do not expect PIP regression to be much
more accurate. Thus, we suspect that the reduced heatmap resolution makes
the accuracy of Map Net drop. We further train Map Net with a net stride of 2
and 1, the results of which are also in Table 2. As expected, the Map Net with
net stride 1 (i.e. the heatmap resolution is the same as that of the input image)
has a comparable accuracy to PIP regression, but at a large cost on inference
speed (see Table 8). It is worth noting that the radius of Gaussian smoothness on
ground-truth labels needs to be changed adaptively when the net stride varies so
that Map Net can achieve optimal performance. For the Map Net in this work,
we use 1, 2 and 4 as the radii for net stride 4, 2 and 1, respectively. On the other
hand, the Gaussian radius of PIP Net is set to 1 in all the experiments, which
indicates that PIP regression is easier to train than heatmap regression.
Comparison with State-of-the-arts. We compare PIP Net with state-of-the-
art methods on four benchmarks. Table 3 shows the results on 300W, COFW
and AFLW. From the table, we observe that PIP Net with ResNet-50 achieves
new state-of-the-art on COFW and AFLW. PIP Net with ResNet-18 is also
quite competitive among the best existing models. When comparing it to similar
lightweight models (e.g., ODN), PIP Net with ResNet-18 achieves much better
results. Table 4 gives the results on WFLW. As can be seen, our PIP Nets achieve
comparable results to the best existing models. Also, it is worth noting that AS
w. SAN uses ResNet-152 as the backbone, which is much heavier than ours.
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Table 3. A comparison with state-of-the-art methods on 300W, COFW and AFLW
for supervised learning. The results are in NME (%), using inter-ocular as the normal-
ization distance
Method Year Backbone
300W COFW AFLW
Full Com. Cha. Full Full
RAR [32] 2016 - - - - 6.03 -
RCN [9] 2016 - 5.41 4.67 8.44 - 5.6
DAC-CSR [6] 2017 - - - - 6.03 -
LAB [30] 2018 Hourglass 3.49 2.98 5.19 5.58 1.85
PDB [5] 2018 ResNet-50 3.60 3.01 6.01 - 1.47
SAN [3] 2018 ResNet-152 3.98 3.34 6.60 - 1.91
RCN+ [8] 2018 - 4.90 4.20 7.78 - 1.61
HG+SA+GHCU [15] 2019 Hourglass - - - - 1.60
TS3 [4] 2019 Hourglass+CPM 3.78 3.17 6.41 - -
LaplaceKL [22] 2019 - 4.01 3.28 7.01 - 1.97
HG-HSLE [35] 2019 Hourglass 3.28 2.85 5.03 - -
ODN [33] 2019 ResNet-18 4.17 3.56 6.67 5.3 1.63
AS w. SAN [19] 2019 ResNet-152 3.86 3.21 6.49 - -
HRNet [24] 2019 HRNetV2-W18 3.32 2.87 5.15 3.45 1.57
PIP Net (ours) - ResNet-18 3.52 3.09 5.26 3.21 1.51
PIP Net (ours) - ResNet-50 3.39 2.96 5.16 3.08 1.47
Table 4. Comparison with state-of-the-art methods for the supervised learning sce-
nario. The NME (%) results are evaluated on the WFLW pose set, expression set,
illumination set, make-up set, occlusion set, blur set and full set, using inter-ocular as
the normalization
Method Year Backbone Pose Expr. Illu. M.u. Occ. Blur Full
PDB [5] 2018 ResNet-50 8.75 5.36 4.93 5.41 6.37 5.81 5.11
LAB [30] 2018 Hourglass 10.24 5.51 5.23 5.15 6.79 6.32 5.27
HRNet [24] 2019 HRNetV2-W18 7.94 4.85 4.55 4.29 5.44 5.42 4.60
AS w. SAN [19] 2019 ResNet-152 8.42 4.68 4.24 4.37 5.60 4.86 4.39
PIP Net (ours) - ResNet-18 8.02 4.77 4.50 4.44 5.66 5.29 4.64
PIP Net (ours) - ResNet-50 7.94 4.67 4.48 4.37 5.67 5.27 4.55
Table 5. Comparison with state-of-the-art methods in the TSD scenario. The NME
(%) results are evaluated on the 300W full set, using inter-ocular as the normalization
Method Year Backbone 10% 20% 50%
RCN+ [8] 2019 - 6.32 5.88 5.45
TS3 [4] 2019 Hourglass+CPM 5.64 5.03 -
PIP Net (ours) - ResNet-18 3.95 3.75 3.56
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Table 6. NME (%) results of PIP Net in TMD scenario. 300W (300), COFW (C) and
their combination is used as labeled training data and the remaining training images
are used as unlabeled data. The model is evaluated on all the domains for each setting.
The normalization term is image width
Training Testing
Labeled Unlabeled 300W COFW WFLW AFLW UCCS
300W × 1.32 2.83 3.18 3.61 7.03
300W
√
1.29 (+2.3%) 2.64 (+6.7%) 2.62 (+17.6%) 3.08 (+14.7%) 5.62 (+20.0%)
COFW × 2.64 1.84 4.69 4.42 6.14
COFW
√
2.43 (+8.0%) 1.76 (+4.3%) 3.95 (+15.8%) 3.76 (+14.9%) 5.57 (+9.3%)
300, C × 1.34 1.87 3.03 3.44 5.52
300, C
√
1.31 (+2.2%) 1.87 (+0.0%) 2.56 (+15.5%) 2.93 (+14.8%) 4.70 (+14.9%)
4.4 Semi-supervised Learning Scenario
Testing on a Single Domain. For image translation based data distillation,
we first compare our model to state-of-the-art methods in the TSD scenario,
though it is not proposed for such a scenario specifically. Table 5 shows the
results on 300W, where part of the training data is used with labels and the rest
is unlabeled. PIP Net achieves the best results for three settings with different
ratios of labeled data, which indicates its promising performance.
Testing on Multiple Domains. As mentioned in Section 3.2, we propose a
new scenario, TMD, to conduct a more realistic evaluation for semi-supervised
facial landmark detection. We use 300W, COFW, WFLW, AFLW and UCCS
to simulate datasets from different domains. In order to evaluate performance
across datasets, we unify the annotations of all the datasets to the 19 landmarks
of AFLW (see Figure 1, top left corner). Luckily, most landmarks of the datasets
are shared and the others can be calculated using the landmarks nearby. Now
we have a joint dataset of five subsets with the same landmark definitions. Each
subset has a labeled testing set. We choose 300W, COFW and their combination
to be the labeled training data, respectively. Aside from the labeled data, the
training images of all other datasets is the unlabeled data. The results are tested
on the reannotated testing sets of all five datasets, where image width is used
as the normalization. Table 6 gives the relevant results. First, we can clearly
see the performance gaps when the testing set is from a different domain than
the training set. After applying the proposed method, the testing results on all
the domains are consistently improved. Particularly, the accuracy on UCCS, a
dataset collected from a realistic environment, is significantly improved (10% to
20%) even though there is no labeled data for such a scenario.
Ablation Study. We conduct ablation studies on image translation based data
distillation to demonstrate its effectiveness. Since image translation is the key
to our method, we also replace it with other image transformations. Table 7
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Table 7. Ablation study on translation based data distillation
Scenario Transformation
Training Testing
Labeled Unlabeled 300W UCCS
TSD
None 300W(10%) 300W(90%) 4.05 -
Flipping 300W(10%) 300W(90%) 4.00 -
Rotation 300W(10%) 300W(90%) 4.00 -
Translation 300W(10%) 300W(90%) 3.95 -
TMD
None 300, C W+A+U 1.33 4.94
Flipping 300, C W+A+U 1.32 4.92
Rotation 300, C W+A+U 1.34 4.94
Translation 300, C W+A+U 1.31 4.70
Table 8. A comparison on inference speed in FPS
Model Year Backbone GPU CPU
LAB [30] 2018 Hourglass 16.7 -
PDB [5] 2018 ResNet-50 30 8
LaplaceKL [22] 2019 - - 4.9
Map Net (S=4) - ResNet-18 102 11.9
Map Net (S=2) - ResNet-18 74 3.9
Map Net (S=1) - ResNet-18 37.6 1.1
PIP Net (ours) - ResNet-50 61 13.6
PIP Net (ours) - ResNet-18 114 27.8
shows the comparison of different image transformations in both TSD and TMD
scenarios. From the TSD results on 300W, we see that translation is better than
flipping and rotation, as well as not using any transformations. For the TMD
scenario, translation also out performs the others on the 300W and UCCS testing
sets. By comparing flipping and rotation to no transformations, we see that they
can improve the performance as well. However, when we combine flipping and
rotation with translation, we do not observe obvious improvement.
4.5 Speed
Finally, we do a comparison on inference speed between our model and the
existing models. Table 8 gives the Frames Per Second (FPS) results on both
a GPU and CPU. PIP Net with ResNet-18 is considerably faster than prior
models. Thanks to the lightweight PIP regression, even PIP Net with ResNet-50
has a competitive speed.
5 Conclusions
In this work, we propose a novel facial landmark detection framework named
PIP Net. Thanks to the proposed lightweight detection head, the new model
achieves competitve results to state-of-the-art methods, while still running in
real-time on a CPU. Additionally, PIP Net has been shown to be more robust
on testing images from various domains by leveraging unlabeled data through
the proposed translation based data distillation method.
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