ABSTRACT Motivation: Short sequence patterns frequently define regions of biological interest (binding sites, immune epitopes, primers, etc.), yet a large fraction of this information exists only within the scientific literature and is thus difficult to locate via conventional means (e.g. keyword queries or manual searches). We describe herein a system to accurately identify and classify sequence patterns from within large corpora using an n-gram Markov model (MM). Results: As expected, on test sets we found that identification of sequences with limited alphabets and/or regular structures such as nucleic acids (non-ambiguous) and peptide abbreviations (3-letter) was highly accurate, whereas classification of symbolic (1-letter) peptide strings with more complex alphabets was more problematic. The MM was used to analyze two very large, sequence-containing corpora: over 7.75 million Medline abstracts and 9000 full-text articles from Journal of Virology. Performance was benchmarked by comparing the results with Journal of Virology entries in two existing manually curated databases: VirOligo and the HLA Ligand Database. Performance estimates were 98 ± 2% precision/84% recall for primer identification and classification and 67 ± 6% precision/85% recall for peptide epitopes. We also find a dramatic difference between the amounts of sequence-related data reported in abstracts versus full text. Our results suggest that automated extraction and classification of sequence elements is a promising, low-cost means of sequence database curation and annotation. Availability: MM routine and datasets are available upon request.
INTRODUCTION
For many short sequence elements (SSEs) of biological or medical interest (protein-DNA binding sites, immune epitopes, alternative splice sites, cellular localization signals, etc.) identified during the course of a scientific study, no dedicated database exists and even when a database does exist, authors are not always encouraged or required to submit their findings. Databases dedicated to cataloging these SSEs are now becoming more common, but rely upon manual curation, volunteer expertise and external contributions to populate their databases. The peer-reviewed literature remains the richest source of SSEs empirically determined to be of biological interest. In 2004 alone, however, Medline added $571 000 new records, bringing the total number of records to over 15 000 000. For databases that draw part or all of their data from the literature, its size and rate of growth provide the biggest challenges in curation and maintenance (Hirschman et al., 2002; Yeh et al., 2003) because manual efforts to locate and extract relevant information within large corpora can be extremely expensive and time-consuming, while manually keeping up with the rate of newly published data becomes harder every year.
Manual efforts are inefficient in several ways, one of which arises from the fact that most domain-specific database efforts are dedicated to one specific type of sequence element (plant promoters, alternative splice sites, etc.), and other types of sequence elements found during manual curation that might be of interest to different groups are discarded. From an informatics standpoint, location and extraction of relevant parameters for SSE-centric databases can be seen as a more generic problem that centers upon the accurate location and classification of SSEs from within scientific text. Once these elements are accurately located, then finding additional parameters (species, gene names, etc.) becomes a relatively straightforward (although certainly not trivial) matter of analyzing the surrounding text.
Using text mining to aid database curation and maintenance
With the increased demand for domain-focused databases coupled with the abundance of potentially relevant literature, a number of efforts in 'text mining' have been initiated to aid in database curation and maintenance. For example, several biomedical databases are already constructed primarily using information extraction and information retrieval related techniques (Albert et al., 2003; Donaldson et al., 2003) , whereas others have used these techniques as an aid to manual curation (Misra et al., 2002; Gattiker et al., 2003; Harris et al., 2003) . These efforts, however, have largely been dedicated to identifying interacting elements (e.g. protein-protein, protein-DNA) or functional properties of genes for the purposes of annotation. SSEs, however, pose a different problem since they are not recognizable by a thesaurus (e.g. for part-of-speech recognition and analysis), nor are they easily discernable using heuristic rules (e.g. length, character composition, unique identifying characters), which are normally time-consuming to formulate and inflexible once they are (Krauthammer and Nenadic, 2004) . It is possible that approaches to Named Entity Recognition (NER) could be applied to identify SSEs through analysis of sentence context, but two problems prevent the potential utility of this approach: first, recognition would be more indirect than direct-i.e. traditional NER approaches would identify terms based upon how they are being used within a sentence and identify those that are being referred to as if they were sequence data. Second, and more importantly, it would be difficult to identify sequence data without sentence context, as would be the case when analyzing data in tables, for example.
A growing number of online databases are either devoted to cataloging a certain type of SSE or rely upon SSEs to provide context-critical information (Table 1) . To our knowledge, no method has been developed for the accurate location, extraction and classification of SSEs within text, either nucleic acid or peptide. Thus, our goal in this project was to develop an automated method to accurately retrieve and classify sequence information (peptide or nucleic acid) specifically from within large text databases (e.g. >100 MB in size). To test our algorithm, we used all electronically available Medline abstracts, which are expected to contain nearly the full spectrum of SSE types. We also tested the algorithm on full text articles using 7 years of electronic full-text from the Journal of Virology, which is more biased in the types of sequence elements it contains, but is more representative of the type of corpora that will contribute most to database curation needs. This journal was also chosen because it is expected to be richest in sequence elements relevant to the missions of two SSE databases, VirOligo and the HLA ligand database (HLADB). Importantly, the manual efforts that have already gone into curation of these two databases offer the opportunity to evaluate algorithm performance by comparing what sequences were found and missed by both methods.
The HLA ligand database
Although our goal was to develop a broadly applicable method, one immediate practical application of this approach is to contribute to the development of a comprehensive catalog of immune epitope sequences (Sathiamurthy et al., 2003) . The importance of this effort is highlighted, in part, by recent funding initiatives totaling over an estimated $30 million as part of the NIAID's BISC (http://www. niaid.nih.gov/research/bisc.htm) and immune epitope database (IEDB) proposals (http://www.hoise.com/vmw/04/articles/vmw/ LV-VM-05-04-20.html). Current IEDBs are highly incomplete and typically lag far behind in content what has already been published within the biomedical literature. Thus, it is important to be able to assimilate this information into a database format that enables more advanced search and analysis capabilities. The scope of the domain, however, has become prohibitively large to rely solely upon a manual effort. For example, a PubMed search on the keyword 'epitope' alone returns 87 775 articles (query done January 31, 2005), and there are a number of such keywords that suggest the possible presence of an immune epitope sequence ('HLA', 'MHC', 'antibody', etc.).
The HLADB was created because peptide fragments are highly important in immune system surveillance and a catalog provides not only a source of reference, but permits a large number of analyses as well. The HLADB (http://hlaligand.ouhsc.edu/) is presently being populated with amino acid sequences of peptides that are bound to human major histocompatibility complex (MHC) class I molecules, which bind cellular peptides usually 8-10 amino acids in length and then transit to the cell surface. These are derived from thousands of different intracellular proteins and are used by the immune system to distinguish normal versus infected/cancerous cells. Shastri et al. (2002) provide an excellent overview on this topic and highlight the importance of a comprehensive catalog of immunoreactive peptides.
The peptides that distinguish virus-infected/cancerous cells from normal cells are putative vaccine candidates, and search algorithms to identify these candidates rely upon having a broad spectrum of different sequences that each are capable of binding one or more specific MHC-I subtypes. Informatics approaches to understanding/ predicting MHC-I mediated immunogenicity are limited by how much of the total 'sequence space' is readily available for analysis.
The VirOligo database
VirOligo is a database of oligonucleotides that has been used in virus detection and identification (Onodera and Melcher, 2002) and can be accessed from NCBI PubMed, GenBank, and Taxonomy pages via LinkOut links and is linked from PathPort (Eckart and Sobral, 2003) . Entries include hybridization probes and PCR primers and are obtained from articles published in peer-reviewed journals. The database includes not only the sequence data, but also the conditions used in the detection of viruses.
VirOligo was initiated as part of a larger plan to improve virus detection technology and has been used, for example, to detect viruses implicated in bovine respiratory disease and characterize influenza viruses by hybridization of cDNA (Sengupta et al., 2003) . Although such multi-virus detection systems motivated the establishment of the database, it has also proven useful in the meta-analysis of the effectiveness of PCR conditions, revealing that the most effective experimental conditions differed from those recommended in the literature or employed by primer design software (Onodera and Melcher, 2004) .
As of October 2004, the database contained almost 18 000 oligonucleotide entries and 4700 experimental conditions derived from 3658 peer-reviewed journal articles. Near complete coverage of $30 viruses is available. Despite the large coverage, we estimate that <10% of the available information has been entered.
A machine-learning approach for sequence pattern identification and classification
An n-gram Markov model (MM) was developed and trained on both scientific writing and sequence data to be able to recognize and classify words within text. MMs are a machine-learning approach, offering the advantage that they can learn by example. MMs also provide an easy means of classification as well as a confidence value associated with each classification judgment, permitting the user to not only adjust the performance tradeoff between precision and recall using a cutoff score, but also to evaluate and refine the MM structure based upon its ability to distinguish between models. Herein, we developed and tested an MM-based method to identify and classify various sequence patterns found within biomedical text. We demonstrate that this method is well suited to serve as a critical aid in sequence-based database annotation, construction and updating.
SYSTEMS AND METHODS
Code was developed on a Pentium IV 3 GHz computer with 1 GB RDRAM and 109 GB of SCSI hard drive space, using Visual Basic 6.0 (SP5) with ODBC connections to an SQL database. To train the MM on text, 2500 scientific abstracts were randomly obtained from Medline journals with the words 'geology', 'optics', 'astronomy', 'math' or 'anthropology' in their titles, the expectation being that no sequence data would be contained therein. Two corpora for testing were obtained: Leonid Tolstoy's 'War and Peace' was used because it was expected to contain neither scientific terms nor sequence data, and 2500 different scientific abstracts from the same type of journals mentioned previously.
Peptides were obtained from the National Center for Biotechnology Information's (NCBI) RefSeq database (ftp://ftp.ncbi.nih.gov/refseq/H_sapiens/ mRNA_Prot), and the first 5000 peptide sequences were used for training the MM on 1-letter symbolic peptide sequences. We examined Medline for 3-letter peptide abbreviations and found a large variety of ways in which 3-letter peptide abbreviations were concatenated (shown in Table 2 ). In all cases examined, peptide abbreviations consistently began with an upper case letter and had hyphens between subunits. However, the variation was somewhat problematic as far as classification is concerned, because many of these peptides are not naturally occurring peptides, but rather peptide-like molecules. Since there is not a training set available that classifies these various constructs, even if only loosely, we decided for this study to train the MM on standard peptide abbreviations only and rely upon the ability of the MM to distinguish degenerate patterns. The same RefSeq sequences used to train the MM on symbolic peptides were also used for the peptide abbreviations, except a routine was written to convert symbols into their corresponding abbreviated forms, beginning with uppercase letters and separated by hyphens between subunits.
Consensus RNA sequences were obtained from the same directory as the peptide sequences and 100 full-length mRNA sequences were used as a training set. DNA was obtained from Genbank, and the training set consisted of the first 1 Mb of sequence from chromosome 21. The National Library of Medicine graciously provided XML files containing Medline records. Full-text journal articles were downloaded from the Journal of Virology website (http://jvi.asm.org/) in HTML format via an automated script.
MM construction
Words within text are treated as consecutive strings of ASCII symbols, which will be primarily alphanumeric but may also contain nonalphanumeric symbols. When calculating symbolic transition frequencies, words were stripped of all characters falling outside the ASCII ranges of 33-125. Characters within this range include lowercase a-z, uppercase A-Z, numeric 0-9 as well as several symbols that might appear as part of a sequence, such as hyphens (-), slashes (/), brackets(][) and curly brackets (}{). A pseudovalue of 0.00001 was used as the minimum value (to avoid having previously unobserved patterns within a given class automatically be assigned a probability of zero). When using an MM to identify and classify a string of characters, the goal is to determine the most likely sequence of tags (states) that generates the characters in the word. In other words, given a word V, calculate the sequence U of tags that maximizes P(V|U). For a review of MMs, including hidden MMs, a paper by Rabiner (1989) provides a good tutorial and perspective on their overall utility. Another paper by Charniak discusses MMs more specifically within the context of sentence and word processing (Charniak et al., 1993) . Because there is a wealth of literature on MM theory and construction, we will not discuss it in detail here, but will provide a brief overview of how it applies to the problem at hand.
We begin by postulating that a string of consecutive character symbols found within Medline abstracts falls into one of five categories: word, DNA, RNA, peptide symbol (1-letter) or peptide abbreviation (3-letter). Ambiguous DNA (i.e. all possible IUPAC symbols) was not included, but because its alphabet is similar in complexity to the peptide symbolic alphabet, we expect recognition results will be similar. For each of these categories a state Residue position information included in string H-Arg-Thr-Tyr-Gln-Glu-NH 2 C-terminal has amide rather than carboxylate; amino terminal is standard Tyr-D-Ala-Phe-Phe-NH (2) Variation on amino terminal end spelling transition matrix gives the probability of one character within the string following another. A hypothetical state transition matrix between two categories is shown in Figure 1 . Given this matrix, we can then ask what the probability is of a word being a member of either category if we observe a given sequence of characters. Note that in this example, even though the probability the character sequence is a peptide, there is still a probability it could be a word. To reflect a statistical distance between the highest scoring model and the next highest, we can then calculate a confidence score by taking the log 10 ratio of their probabilities. When a word is passed to the MM for scoring, it returns the highest scoring category, the second highest and the log 10 ratio of their state transition probabilities.
Classification of peptide sequences as epitopes was done by keyword proximity analysis. If the sentence containing the peptide sequence contained any of the following word patterns, namely '
, and the sequence did not contain a hyphen (-), the sequence was classified as a potential immune epitope. Similarly, potential primers were identified by DNA sequences of at least length 15 found in sentences containing the words 'primer' or 'oligonucleotide'. Recall is defined as true positives/(true positives + false negatives), and precision is defined as true positives/(true positives + false positives).
RESULTS
A Sequence Classification and Recognition Algorithm (SRCA) was written, consisting of the MM to first detect and classify sequence data found within text into generic classes (DNA, RNA, peptide) and then a keyword proximity analysis routine to further narrow the more specific type of sequence (primer, immune epitope, promoter, etc.). The first goal was to determine the optimal n-gram size to be analyzed by the MM. To do this, the MM was trained using text, DNA, RNA, peptide symbols (1-letter) and peptide abbreviations (3-letter) as described in the Systems and Methods section with n-grams varying in size from 2 to 5. Words were only analyzed if they had a minimum length of 6, a cutoff selected because it corresponds to the length of the smallest peptide (Prilliman et al., 1998) currently listed in the HLADB. To estimate false-positive (FP) rates for each n-gram size, the MM analyzed text from Leonid Tolstoy's 'War and Peace' (564 277 words), which was expected to contain no sequence data and represent a best-case scenario (testing on scientific text is done in later sections). To estimate false negative (FN) rates, 20 000 known peptide fragments (not a part of the test set) varying in size from 6 to 16 were analyzed. The results are shown in Figure 2 . Figure 2a shows that as n-gram size increases from 2 to 5, the FP rate decreases, with the exception of n ¼ 3, where FPs went up relative to n ¼ 2. The correlation between greater n and lower FPs is expected as a result of the regular recurring patterns in English writing ('-tion', '-ing', etc.). Figure 2b , however, shows that as the n-gram size increases, the number of FNs also increases. This is probably because of the lack of regular recurring patterns in peptide sequence. Since FPs can be screened out in later steps, but FNs represent permanently missed opportunities, a bi-gram (n ¼ 2) MM was chosen to minimize FNs.
MM classification performance on test sets
Within the bi-gram MM model chosen, Figure 3 shows how the choice of a cutoff confidence score affects the identification of peptides by the system using the same 20 000 peptide fragments Fig. 1 . Hypothetical example of the principle by which a bi-gram (n ¼ 2) MM works to distinguish between two classes of strings: peptides and words (only two classes shown for simplicity). State transition frequencies are calculated for each letter in a word (which includes transitions from and to the spaces at the beginning and end of the word) and compared with models the bi-gram has been trained on; in this case peptides and words. The probability of observing a sequence of letters within each model is calculated as the product of each state (character) transition. To reflect a statistical distance between two models, the log 10 ratio is taken. Recognizing signal sequences within text for testing. Notice that the FN rate (% of true sequences missed) depends upon the length of the string analyzed. Longer peptides received higher confidence scores overall, suggesting that raising cutoff levels will affect shorter peptides disproportionately.
To select a suitable cutoff score, we measured FP rates associated with analysis of words in 2500 scientific abstracts (see Systems and Methods section). Each word at least 6 letters long was scored by the MM, which amounted to a total of 221 886 words processed. A total of 106 words were scored erroneously by the MM as something other than a word. In each case the word was mistaken for a peptide (symbolic). Lower FP error rates via higher cutoff scores become more important as sequence data become sparser relative to the amount of text being analyzed. For example, these 106 errors within 2500 abstracts correspond to a 4.2% per abstract FP rate (95.8% overall precision). If there are 7.5 million abstracts, then with a cutoff of zero this equates to an estimated 315 000 total errors (Fig. 4) . The fraction of erroneous database entries depends upon how rich or sparse the analyzed corpus was in sequence data.
MM classification performance on Medline abstracts
We evaluated MM performance on a larger test set by randomly choosing one of the larger Medline XML files for analysis: 'medline03n0396.xml' (Medline files are numbered sequentially), which was 117 MB in size, containing 26 590 records and 20 410 abstracts. The MM classified a total of 548 word strings within this file as sequence data, which were extracted along with their confidence scores and surrounding sentence context for manual examination. We evaluated how the use of a confidence score cutoff !2 would affect FN rates by manually examining the peptides below this cutoff. We found that only 11 of the 372 with a cutoff <2 were valid peptide symbols (3%). This rate was much lower than expected (i.e. estimating from Fig. 3) given that the average size of the words analyzed in this group was $7. These results suggest that peptides of this average length occur much less frequently within Medline abstracts than do sequence-like words of the same length.
We then evaluated the sequences with a cutoff !2. DNA and RNA were lumped together into the more general category 'Nucleic acids' because their recognition rates are expected to be similar if not identical. No classification errors were found for the 54 nucleic acid assignments or the 44 peptide abbreviations in this subset, but only 54 of the 78 symbolic peptide evaluations were correct (69%). Notably, 17 of these 24 errors were acronyms. Overall, these initial tests show success in accurately recognizing sequence patterns within scientific text (86% overall precision). Specifically, nucleic acid sequences were recognized with a low FP rate owing to their relatively limited alphabet. However, initial tests revealed that a number of text words 'look' like strings of consecutive peptide symbols. Approximately two-thirds of them in this test set were found to be acronyms (e.g. DELFIA, FSVPPS, ERLASS), whereas the others were capitalized words (e.g. DITTWEILER, MER-ISTEMLESS). We experimented with using an acronym resolution routine (Wren and Garner, 2002) to see if this strategy might help increase precision by throwing acronyms out if their associated definition received a score below cutoff (e.g. if CH stood for 'cys-his' it would be kept, but thrown out if it stood for 'Cardiac Hypertrophy'). We found that it raised the precision of the peptide symbol resolution to an estimated 81% and the overall precision to 92%. No valid entries were discarded. Alternatively, since most of the recognition events involved relatively short acronyms, the minimum word size analyzed could also be increased to raise precision.
Performance on large datasets
Once confident that the algorithm had a reasonable precision and recall on test sets, we then sought to evaluate its performance on large datasets. Analysis of large corpora is ordinarily problematic because of the wide variation in writing style and content, thus before the SRCA can be of use in a practical sense, its performance must be reasonably scalable. VirOligo and HLADB are ideal for benchmarking performance, as the sequences they seek are DNA and peptides, respectively, the major sequence types identified by Fig. 3 . FN rates in correctly classifying peptide symbolic sequences as such. The MM was trained on one set of peptides and tested on another. The FN rate measured on this test set (i.e. what percent of peptides were classified as nonpeptides) varies with the length of the peptide and the cutoff score selected. Negative scores in this graph indicate that another classification for the word was selected by the MM. Fig. 4 . FP rates associated with word classification by MM. Words from within 2500 scientific abstracts within Medline were scored against a MM trained on sets of words, DNA, RNA, peptide symbols and peptide abbreviations. Although the FP rate is generally low, it nonetheless corresponds to a relatively high number of bogus classifications when processing an estimated 7.5 million Medline abstracts. the algorithm. Two types of large datasets were analyzed: Medline abstracts and full-text articles. The rationale for this is straightforward: Medline abstracts are freely available summaries of research findings for all journals and go back at least to the 1970s, whereas electronic full-text does not usually exist prior to 1997 for most journals and cannot be obtained without a subscription. Abstracts thus are expected to cover more time and contain all the different types of sequence data to be found. Journal full text, however, is expected to contain more sequence data, be biased towards more specific types of sequence data and contain a more varied style of writing. Because abstracts are used so frequently in text-mining, we felt it would be useful to know how much sequence data would be missed if processing abstracts only. A cutoff score of 2 was used for both corpora.
A total of 7 760 256 Medline abstracts were processed and a total of 42 337 unique words of at least size 6 were classified as sequence data by the algorithm (from 118 989 total recognition events). Of these, 15 380 (36%) were classified as symbolic peptide sequences, 13 831 (33%) as peptide abbreviations and 13 126 (31%) as DNA/ RNA sequences. Three random samples of 50 entries were taken for both nucleic acid and peptides and manually evaluated. For the nucleic acid sequences, precision averaged 98 ± 2%, with only three sequences total misclassified. Peptide sequences, however, suffered a drop in precision to 46 ± 12%. Raising the cutoff to 3 increased precision to 66%, but 6 out of 55 (11%) of the discarded sequences were valid peptides. Raising the cutoff to 4 increased precision to 76%, but 6 out of 20 (30%) of the discarded sequences were valid.
In order to get a better idea of what types of sequence data were being recognized, we selected 100 extracted peptide and nucleic acid sequences randomly with a confidence value of at least 10. Using the sentence context of the extracted sequence, we classified their general biological relevance. We found that most reported peptides are in the context of a biological function or activity, such as binding, catalysis, transcription and repression (Table 3) . For nucleic acids, we found that most sequences were reported in the context of a motif (Table 4) that defined biological relevance, such as a protein-binding site, recognition site, a sequence relevant in terms of its 2D or 3D structure. A large fraction was also regulatory in nature such as promoter or repressor sites. These two classes are not necessarily mutually exclusive (e.g. a protein binding site can also lead to repression), but the biological relevance of the motif was not always fully specified within the sentence.
For the full-text analysis, a total of 9096 articles were downloaded for the years 1998 to June 2004 from Journal of Virology in HTML format, representing $881 MB worth of text. A routine was written to convert each of these HTML files to text and process the full-text using the SRCA. A total of 6652 peptide sequences were found, 1011 (15%) of which were classified as potential epitope sequences. For the same time period, only 130 peptides were found within Journal of Virology abstracts, 39 (30%) of which were classified as epitope sequences. A total of 27 359 DNA sequences were found, 17 060 (62%) of which were classified as primers. By contrast, only 51 DNA sequences were found in the abstracts, 1 of which was a primer. From this we can clearly conclude that abstracts only contain a small portion of the total published sequence data. For primers this was expected, but we were surprised to find that $25-fold more epitope data were located outside of abstracts.
Accuracy in identifying immune epitopes and primer sequences
Three random subsets of 100 words identified as potential epitopes or primers were taken from the analysis of each corpus and verified manually by examining the extracted sentence for context. If the classification could not be determined from the sentence, the entry was marked as 'unknown' and not included when calculating statistics. For words extracted from Medline abstracts and classified as primer sequences, there were only 206 entries found, so the entire set was analyzed. Five sentence contexts were unclear and 193 out of the remaining 201 (96%) were determined to be primers. For the full-text analysis, we found that 99 ± 2% (97 out of 98, 93/93 and 95/98) corresponded to primer sequences. Combining the full-text and abstract results gives an overall average precision of 98 ± 2% for primer identification.
For epitopes extracted from Medline abstracts, we found that 71 ± 6% of words classified as epitopes from within Medline abstracts were accurate, although for the purposes of HLADB which is restricted to human MHC class I and II epitopes only, the rate was lower (48 ± 7%). For the full-text analysis, we found that 63 ± 5% were epitopes and 51 ± 3% were HLADB-specific epitopes. In terms of the entries at least being peptide sequences, the precision in this set was higher than the 81% estimate obtained on the Medline sample set (94 ± 3% in abstracts and 95 ± 2% for full text), most likely because results were restricted on the basis of sentence context and thus enriched for words more likely to be peptides. Combining the results, we calculated an average precision of 67 ± 6% for epitope identification. Contrasting this with earlier precision for peptide identification in general, we see that the use of sentence context can increase precision without having to adjust the cutoff score.
Automated versus manual performance using VirOligo and HLADB
We compared the sequences extracted from the full text to existing entries in both databases. Construction of both VirOligo and the HLADB, however, were opportunistic rather than methodical, so direct comparison of manual versus automated performance over a given time frame or set of issues was not possible. Instead, the analysis was limited to how well the SRCA could identify the same sequences from Journal of Virology that had been input into the two databases from within this time frame. For VirOligo, there were 95 articles identified as containing primer information during this time frame and for the HLADB there were 11 found to have epitope information. The SRCA correctly identified primer sequences in 80/95 (84%) of the articles. For the remaining 15 articles it did not find primers, in this data was located inside tables, which are not included in the main HTML text file analyzed by the SRCA, but are stored in separate files. Originally, another 13 were missed because the sequence data were spaced apart for neatness (e.g. '5 0 -ACG GAC CCC TGT AAC-3 0 '), but this was corrected by checking for preceding '5 0 À' and trailing 'À3 0 ' patterns co-occurring within a sentence and then eliminating regularly occurring spaces between them. Fortunately, inclusion of tables is straightforward-they are normally located in subdirectories of the main full-text article and can be downloaded and processed separately. Inclusion of the tables for this analysis should raise article recall for primer sequences to near 100%. In summary, no primers were missed in this test set as a result of misclassification of DNA sequence data.
For the HLA DB, 39/46 (85%) of the epitope sequences were correctly identified. Two of the sequences were identified, but not classified as immune epitopes due to selected keywords not being present (e.g. one was referred to as an 'immunodominant determinant'). Four of these six missed sequences were because of the sequences appearing in a separate table, a problem noted during primer analysis, and one was missed because it appeared within a figure. For primers, the use of figures is less necessary, but unfortunately for epitopes, this seems to be a convenient way of visualizing epitope variation. Fortunately, none of the sequences in this set were missed because of misclassification of raw sequence datathey appeared outside of the main body of text being analyzed, either in tables or figures. The analysis, however, was very revealing in terms of the necessary types of improvements that need to be made to the SRCA. Analysis of graphical figures are beyond the scope of this work, but they can be flagged on the basis of keywords present in their legend and sent to a database curator for manual examination.
DISCUSSION AND CONCLUSION
We have shown that a machine-learning approach based upon an n-gram MM can accurately locate and classify sequence data from within large bodies of text. As expected, recall varies with the length of the word being analyzed but we found that acronyms were the largest source of FPs and use of a hybrid approach that resolved defined acronyms increased precision with little or no impact upon recall. We found that full text contained substantially more sequence data than abstracts, and a significant amount of this data was located in tables. Overall precision and recall rates were dependant upon the stringency cutoffs associated with confidence scores, but we obtained high recall levels in comparison with manual efforts using a cutoff score of 2. Precision was not as high for peptide sequence data, but it is easier for curators to deal with the presence of erroneous entries than it is for them to locate what might have been missed. Inclusion of NER routines holds the potential to offer even higher rates of precision by screening out the numerous FPs that accumulate when analyzing large corpora.
Use of the MM to identify sequence patterns within large corpora is sufficiently accurate that it provides perhaps the most promising means to date of constructing and supplementing databases and reference sources dedicated to the study and analysis of SSEs. For example, it was noted that VirOligo database contained $18 000 entries after several years of manual contributions. The number of potential primers found within Journal of Virology alone (17 060) rivals this in magnitude and given that $16% (15/95) of primer sequences were located in tables, which are usually used to present many primers at a time, the actual number of potential primers to be found within full text is probably much more. At this point in time the SRCA is not suitable for fully automated database construction, but significant progress has been made on the most labor-intensive problem of locating pertinent sequence information and its surrounding context from within large corpora. Certainly, the possibility of automating database construction from full text would not have been possible just 7 years earlier, as the online electronic availability of journal article text at that time was sparse. Sequence data published prior to electronic availability might represent a significant 'blind spot' to this approach. However, we did note that $18% of the sequences identified within Journal of Virology were mentioned more than once. This, along with other studies (Wren et al., 2004) , suggests that important information tends to be repeated over time as it is studied further, re-examined, or mentioned as part of a study's background. The rate by which this happens may be unacceptably slow by some standards and the coverage of all sequence data will never be complete without the information in these print-only articles, but inevitably this 'blind spot' will continue to become smaller.
