The cumulative logit or the proportional odds regression model is one of the popular choices to study covariate effects on ordinal responses. This paper provides some graphical and numerical methods for checking the adequacy of the proportional odds regression model. The methods focus on evaluating functional misspecification for specific covariate effects, but misspecification of the link function can also be dealt under the same framework. For the logistic regression model with binary responses, Arbogast and Lin [1] developed similar graphical and numerical methods for assessing the adequacy of the model using the cumulative sums of residuals. The paper generalizes their methods to ordinal responses and illustrates them using an example from the VA Normative Aging Study. Simulation studies comparing the performance of the different diagnostic methods indicate that some of the graphical methods are more powerful in detecting model misspecification than the Hosmer-Lemeshow type goodness-of-fit statistics for the class of models studied.
Introduction
Categorical responses with an ordinal scale often occur in many applications. For example, migraine severity or degree of pain is often recorded on a scale of "none", "mild", "moderate" and "severe". Often there are clinical reasons for recording certain continuous measurements in an ordinal scale, for example, fasting blood glucose is often recorded in three categories, clinically defined as normal level, impaired level, and diabetic level.
One may want to study the effect of a biomarker or a treatment or other covariates like age, ethnicity on such ordinal responses through a generalized linear model with linear predictors. For ordinal responses, the proportional odds model [2] is currently the most popular model that uses logits of cumulative probabilities. For a c-category ordinal response variable Y and a set of predictors X with corresponding effect parameters β, the model has the form logit[P (Y ≤ j | X)] = α j − β T X, j = 1, ..., c − 1.
(The minus sign in the predictor term makes the sign of each component of β have the usual interpretation in terms of whether the effect is positive or negative.) The parameters {α j }, called cut points, are usually nuisance parameters of little interest. This model applies simultaneously to all c − 1 cumulative probabilities, and it assumes an identical effect of the predictors for each cumulative probability. By collapsing the response into the binary outcome categories (≤ j, > j), for a fixed j, the proportional odds model reduces to a standard logistic regression model. Model (1) implies that each of the c − 1 logistic regression models holds with the same set of coefficients β.
Although there exists many models to analyze ordinal data (see Reference [3] , Ch. 7), a major advantage of using the proportional odds model is that to fit this model, it is unnecessary to assign scores to the response categories. So, when the model fits well, different studies using different scales for the response variable should give similar conclusions. Liu and Agresti [4] gave the detailed motivations of using proportional odds models. Agresti [3] discusses model fitting for the proportional odds model. Agresti [3] also describes other possible alternatives for modeling ordinal responses like the adjacent category logit model or the continuation-ratio logits model.
A common method used to test model fit for categorical responses is to compare observed frequencies and estimated expected frequencies under the assumed model, via a chi-squared type goodness of fit statistics. These goodness of fit statistics [5] use the grouping strategy based on the values of estimated probabilities, and compare the observed and the expected responses in these groups. Lipsitz et al. [6] generalized the popular Hosmer-Lemeshow statistic proposed for a logistic regression model with binary data to the situation when one has ordinal responses. Toledano and Gatsonis [7] gave a generalization of a receiver operating characteristic (ROC) curve that plots sensitivity against (1 -specificity) for all possible collapsing of c categories. Kim [8] proposed a graphical method for assessing the proportional odds assumption. All of the above methods check the overall adequacy of the proportional odds model. They do not give a close view of model misspecification for the functional form of specific covariates.
Lin et al. [9] and Arbogast and Lin [1] developed graphical and numerical methods for assessing the adequacy of the functional form of a covariate in the logistic regression model using the cumulative sums of residuals. In standard linear regression models, the plot of residuals against the explanatory variable X is often viewed as a diagnostic tool to examine model misspecification in X. The residuals for a binary logistic model are typically defined as the difference between observed response, and the estimated probability of the response, conditional on the covariates. The plot of the residuals vs X is hard to interpret in such cases and Arbogast and Lin [1] recommend using cumulative sums of the residuals over the covariate of interest to check for functional misspecification in X. They prove that when the model is correctly specified, the cumulative residual process converges weakly to a zero-mean Gaussian process. Then, they proceed to compare the observed cumulative residuals pattern with the simulated realization based on the limiting Gaussian process under the null hypothesis that the model is correctly specified. When c = 2, the proportional odds model is the logistic regression model. The current paper generalizes the methods proposed by Arbogast and Lin [1] for checking model misspecification to the proportional odds model with c > 2 using two different routes.
One approach considers the proportional odds model as c−1 logistic regression models, where the response categories are collapsed into the binary outcome (≤ j, > j), j = 1, . . . , c − 1. The cumulative sums of residuals have the same form as the ones given by Arbogast and Lin [1] for each of the collapsed logistic models and thus convergence to the limiting Gaussian process follows. In the second approach, the proportional odds model
(1) is viewed as a member of the class of multivariate generalized linear models (MGLM, see Reference [10] for a detailed definition). The response variable for subject i in a MGLM is a vector of indicator responses
T , where Y ij = 1 if subject i falls in category j and is 0 otherwise. Consequently, the residual, which is the difference between the observed value of the response and the predicted probability of the response for the ith subject is a (c−1)×1 vector. We then consider a vector of Gaussian processes for the limiting distribution (process) corresponding to the multivariate cumulative residuals
and proceed to assess model misspecification.
The remainder of the paper is organized as follows. Sections 2 and 3 discuss the two approaches respectively. Section 4 gives an example of a recent dataset from the Normative Aging Study [11] which studies the effect of two markers of oxidative stress namely, white blood cell count and C-reactive protein on fasting blood glucose (FBG) measurement in men in the age group of 48 to 94 years. FBG is measured into three clinically defined ordinal categories. In Section 5, we evaluate the performance of these approaches through a small-scale simulation study. The last section contains concluding remarks. 
Binary Approach
where X i is the covariate vector for the ith subject and P (Y ≤ j | X i ) satisfies the proportional odds model (1), which is simply a logistic regression model for a fixed j.
Therefore, this approach is equivalent to the method used for the logistic regression model
given by Arbogast and Lin [1] for each specific collapsing. Let
and let δ T j = (α j , β T ), which represents the parameters for the jth collapsed model (1).
Consider the following stochastic process
where X ik is the kth component of 
and, where I(δ j ) is the information matrix, and {Z i , i = 1, . . . , n} are independent standard normal random variables. The proof of this result was given in Arbogast and Lin [1] . 
is estimated by generating a large number (≥ 1000) of realizations W k (t;δ). That is, the p-value of the test is obtained by computing the proportion of the simulated realizations greater than the largest value of |W Graphical tools can be constructed exactly as in the same way as above by checking whether the observed realization is a random happenstance under the null model or an occurrence beyond chance.
Multivariate Approach
For the multivariate approach, we assume that
T is a multinomially distributed random variable with parameter π i = (π i1 , π i2 , . . . , π i,c−1 ) T , where
The multivariate residuals can be written as a vector
We consider a vector of stochastic processes
If the model holds, W m k (t;δ) converges weakly to a vector of zero-mean Gaussian processes. The distribution of the processes can be approximated by
where Z i are independent standard normal random variables,
, Ω = n −1 × the scaled Information Matrix, and U i is the score function for subject i. The proof of this result is furnished in the appendix.
Instead of using the multivariate residuals r, we can use the multivariate cumulative residuals r * defined by
where
T . Section 2 defined the notations r * ij and Y * ij in (2). We consider a vector of stochastic processes
Similarly, if the model holds, W * k (t;δ) converges weakly to a vector of zero-mean Gaussian processes. The distribution of the processes can be approximated by W * k (t;δ), which has the same form as W m k (t;δ) but replacingr i withr * i and in η replacingπ i withπ * i .
Unlike the binary approach, we can not plot the observed multivariate residuals directly, because both W m k (t;δ) and W * k (t;δ) are vectors. We consider a continuous function f (·)
where R c−1 denotes the (c − 1)−dimensional real plane. Applying function f (·) to the above stochastic processes, the continuous mapping theorem implies that f (W k ) and 
. Similar to the G W k in the binary approach, we cannot compute
is estimated by generating a large number (≥ 1000) of realizations W k (t;δ) and by computing the proportion of the G f ( c W k ) greater than the largest value of |f (W k (t;δ))| over t. The function f (·) needs to satisfy that f (0) = 0 and a monotonicity condition of the form, for every |a| < |b|, |f In addition, the p-value of the test can be calculated in the same way as in the binary approach using a Bonferroni adjustment. We plot the observed multivariate residuals r (or r * ) with the simulated realizations separated by rows to create c − 1 plots, denoted
. If the model is correct, the null hypothesis is accepted for each of the plots. We can adjust the significance level so that the overall Type I error rate is less than or equal to the sum of the individual error rates for all c − 1 plots. It leads to another two diagnostic method denoted by Bonf(W m ) and Bonf(W * ). Table 1 gives a summary of all graphical diagnostic methods corresponding to the two approaches. Details of the simulation process and proofs are relegated to the appendix.
The multivariate generalization of the diagnostic approach proposed by Arbogast and
Lin [1] and the associated results are new contributions of this article. The extension of the results to MGLM has not previously been developed in the literature. In the following, we discuss an example and conduct a simulation study illustrating the different diagnostics proposed in Sections 2 and 3.
Example
The increases insulin resistance, resulting in hyperglycemia or elevated levels of FBG which in turn causes oxidative stress again [13] . Inflammation is known to be a risk factor for diabetes [14] . White blood cell count and C-reactive protein can be viewed as biomarkers of systemic inflammation and thus could potentially be associated with FBG levels, leading to this analysis.
We first try to fit a simple model that includes linear terms of the covariates wbc, crp, age and smoking. In this analysis the effect of wbc on FBG turns out to be marginally significant with p-value 0.0857 with fitted estimate of β as 0.041, crp is not significant with p-value 0.27 and fitted estimate of β as 0.094 (see Table 4 ). The interpretation of the fitted model, for example, in terms of the wbc effect is that given fixed values of all other covariates in the model, the odds of having fasting blood glucose towards higher end of the FBG scale with one unit increase in WBC are estimated to be e 0.041 or 1.04 times higher than having values on the lower end of the FBG scale. Neither age, nor smoking status was found to be associated with FBG levels. So there appears to be a positive association between FBG and wbc and crp, but none of them are statistically significant.
We used different diagnostic tools to check the model misspecification for age, smoking, wbc and crp. Table 2 shows the p-value corresponding to each of the graphical methods. and crp. Since the correlation between wbc and crp in the original dataset were very weak (0.10) we treat the model specification issue in each predictor separately, which may not be optimal in every situation. We discuss joint multivariate extensions of the proposed method in our concluding discussion.
We re-fit the proportional odds model including a quadratic and cubic term of wbc and a quadratic term in crp in Table 4 . The linear and quadratic terms are significant in wbc with the cubic term marginally significant. The linear term in crp is also significant in the new model. The results corresponding to age and smoking remain almost unchanged in the second model, with both being non-significant. Table 3 for lower values of crp and wbc, below a certain threshold, but the relationship actually reverses or becomes less pronounced for higher extreme levels of these biomarkers, thus
overall showing a non-linear pattern. There appears to be a non-linear threshold effect in the association between FBP with both crp and wbc when we analyzed the continuous FBG data as well.
Simulations
In the previous section, the article proposes two approaches including 9 graphical diagnostic methods to detect model inadequacy in the proportional odds model. To compare the performances of these methods, in this section we undertake a small-scale simulation study for investigating the power under a fixed alternative H 1 and the Type I error rate under H 0 . We investigate two forms of functional misspecification in a single covariate X. We consider discrete X in one scenario and continuous in the other. For each situation, the empirical Type I error rate and powers are estimated based on the proportion of rejected null hypotheses in 10,000 simulated datasets.
Scenario 1: Let c = 3. We consider the true model as follows:
We first generate grouped categorical X observations with values ranging from -5 to +5
with equal probability, representing a discrete uniform distribution. Conditional on the Xvalues Y values are generated from Model (4) by choosing α 1 = −2, α 2 = −1, β 1 = +0.25 and β 2 = 0.0, −0.05, −0.1, and then simulating multinomial random variables with three categories. We generate 110 observations in each dataset, rendering approximately 10 occurrences for each distinct X-value on an average.
We try to fit a simple model with just the linear term to the simulated data with X 2 omitted, namely,
When β 2 = 0.0, the model is correctly specified and we can estimate the rejection rate under this H 0 and compare this estimate of Type I error rate with the significance level (α) which was always set at 0.05. When β 2 = −0.05, or −0.1, we evaluate the performance of the different graphical diagnostic methods by their power to detect departures from the correct model. Table 5 shows the results for this scenario in the first 3 columns.
Among all the methods compared, the naive binary collapsing approach exhibits the worst performance. It fails to maintain the nominal Type I error level and the estimated Type I error rate is about twice the desired level of significance α (= 0.05). The multivariate approaches based on the residuals and the cumulative residuals produce better results.
Both of the multivariate residuals (r) and multivariate cumulative residuals (r * ) maintain the correct level of significance under a correctly specified model with β 2 = 0. The power for the multivariate methods based on the functionals sum(W m ) and sum (W * ) appear to be the best.
Scenario 2
The second scenario represents a situation where the cumulative logit probabilities associated with the response are related in a non-linear manner with X, but has a linear form in cos(X). The correct model is as follows:
with α 1 = −1, α 2 = 1 and β = 0, −1, −3. We simulated X from a standard normal distribution and conditional on X simulated Y from the multinomial distribution with probabilities defined via (6). Again we fit each simulated dataset using the model (5) with a linear term of X. Table 5 shows the results in the last 3 columns. Similar to the first scenario, the binary collapsing approach gives a overly liberal result that rejects the null hypothesis more often than we expect and consequently has high power values.
Among the methods in the multivariate approach, the sum(W * ) has the best performance in terms of maintaining Type I error and attaining high power values.
A goodness-of-fit statistics as proposed in Lipsitz et al. [6] based on the mean score are also included in the simulation study for comparison purposes. According to percentiles of the predicted mean score, subjects are partitioned into G regions as defined in Lipsitz et al. [6] . Given the partition of the data, the following model is fitted
where I ig are group indicators with I ig = 1, if s Table 5 only lists the result of the HL-type score tests.
For the first scenario, On the other hand, the graphical methods of "Bonf", "sum" and "prod" using the cumulative residuals (r * ) in the multivariate approach have higher power than the overall Hosmer-Lemeshow test in scenario 1. The methods with "sum" and "prod" using the cumulative residuals (r * ) still give higher power than the overall Hosmer-Lemeshow test in Scenario 2. The diagnostic based on sum(W * ) appear to be the best choice based on our limited simulation settings.
Discussion
This article proposes graphical diagnostic methods based on two approaches to test model misspecification for the proportional odds regression models. In the naive binary approach, we treat the proportional odds model as c − 1 collapsed logistic regression models. Using the cumulative sums of residuals, the graphical diagnostic method extends previously introduced techniques by Arbogast and Lin [1] . However, according to the simulations, it is more appropriate to treat the residuals in a multivariate format as in the second approach and then consider a vector of stochastic processes to represent the limiting behavior of the residuals. In this way, the asymptotic Gaussian processes ( W k ) take the correlation between the ordinal responses into account which is ignored in the binary approach.
In the multivariate approach, both the multivariate residuals (r) and the cumulative residuals (r * ) perform better than the binary approach but cumulative residuals outperform the multivariate residuals in our simulation study. For instance, in both simulation scenarios, the methods based on r * are better in terms of power than the ones based on r, while maintaining nominal error levels. Furthermore, among the different choices for the functions to combine the components of a vector, f (·), the "sum" tends to be the best among the ones we considered, in most of our simulations.
Lin et al. [9] noted that the tests are slightly more powerful when the process has the form
where b covers the lower half-plane of the covariates. In our large amount of simulations that there is not space to report, including b doesn't give consistently higher power. In general, we suggest taking b = ∞.
Following Lin et al. [9] , we can extend our method and consider a vector-valued stochastic process to check the functional form of a set of multivariate covariates
where I(X i ≤ t) is a diagonal matrix with I(X ij ≤ t) as the jth entry on the diagonal. The In the Appendix, the notation W k might either stand for W m k or W * k and used as a generic representation for both. Let us define the univariate process W k := sum(W k ) and also the estimated process. W k := sum( W k ). The method of generalized estimation equations (GEE) is commonly used for marginal models with dependent observations. Lin et al. [9] showed that W k (t;δ) converges under the marginal model for dependent observations to a zero mean Gaussian process and is asymptotically equivalent to W k (t;δ).
In the proportional odds model (1), the Y ij is the response on level j for the ith subject. We can re-consider Y ij as the response at the jth occasion for the ith subject in a longitudinal setting and then use the result given by Lin et al. [9] to prove the asymptotical equivalence of f (W k ) and f ( W k ).
According to Lin et al. [9] , first, we know that W k (t;δ) converges under model (1) to a zero mean Gaussian process and is asymptotically equivalent to W k (t;δ). Note the process W k can be expressed in terms of the multivariate process W k by W k (t; δ) = 1 T c−1 W k (t; δ), where 1 c−1 is a vector of ones of length c − 1. Similarly we have W k (t; δ) = 1
We want to show that W k converges to a zero mean Gaussian process under model (1) and that W k is asymptotically equivalent to W k . According to the proposition in Andrews [15] on page 2251, we need to show: (i) for every finite set of indices {t 1 , . . . , t m } : W k (t 1 ;δ) , . . . , W k (t m ;δ) (also for W k ) converges to a zero mean multivariate normal distribution, and (ii) W k is equicontinuous. Let λ = (λ 1 , . . . , λ c−1 ) be arbitrary but fixed with λ 2 = 1, where · 2 is the Euclidean norm. Now let the univariate process W k be defined in terms ofỸ i := Diag(λ) · Y i and not in terms of Y i . In other words, the underlying random variable of W k is scaled according to λ, but the underlying variable of W k stays unscaled. Previously (without scaling) we had W k (t; δ) = 1
, whereas now we can show
for fixed λ.
Thus W k (t;δ) and W k (t;δ) converge to a zero mean Gaussian process [9] and from the aforementioned proposition (see Reference [15] , p. 2251) it follows that W k (t;δ) ≡ λ T W k and W k (t;δ) ≡ λ T W k are equicontinuous and for all finite sets {t 1 , . . . , t m } : converge to the same stochastic process (not necessarily Gaussian) by the continuous mapping theorem.
A2. Proof of Consistency of the Supremum Tests:
The consistency of similar supremum tests was shown/mentioned in several papers [16, 17, 9, 18, 1] . It was shown that under certain sufficient conditions n −1/2 W k (t 0 ;δ) → p c = 0
for at least some t 0 , hence, n −1/2 G W k converges to a nonzero constant.
We want to show now the consistency of G f (W k ) . First, we show that n −1/2 (W k ) j converges to a non-zero constant c j . As before we use (8) and set λ := e j , where e j is the jth unit vector. We now have
To show that the test
verges to a nonzero vector for some t 0 (then n −1/2 G f (W k ) converges to a nonzero constant).
We just established that n −1/2 W k → p c with c being nonzero in all components. Thus,
. We have 0 < |c| and it follows from the monotonicity condition 0 = |f (0)| < |f (c)|, which was to be shown.
A3. Simulating observations from the Gaussian Processes: Computational Details
Given the parameter estimates obtained from the dataset after fitting the proportional odds model, the computation of the W k 's is relatively easy. The vector of residuals r = (r 1 , . . . , r n ) T is a byproduct of the fitting process and the computation of the W k only requires the computation of the unknown indicator functions I(X ik ≤ t). We do not need to compute I(X ik ≤ t) for infinitely many t's, but only for the number m ≤ n of different values t 1 , . . . , t m corresponding to the kth covariate. We can store all these I(X ik ≤ t) in a n × m matrix I(X k ). For given r and I(X k ), the computation of W k simply requires matrix operations. The functional form of β T X in the true model 0.25X + βX 
