Abstract-In this correspondence we present a new method to convert the maximum-likelihood soft-decision decoding problem for linear block codes into a graph search problem where generalized Dijkstra's algorithm can still be applied to the decoding procedure. The cost assigned to every branch in the graph is based on a generalization of Wagner rule which is an equivalent form of the maximum-likelihood decoding rule used in [1]. The new decoding algorithm uses the properties of error patterns to reduce the search space.
I. INTRODUCTION
The authors in [1] proposed a novel and efficient maximumlikelihood soft-decision decoding algorithm for linear block codes. The approach used there converts the decoding problem into a search problem through a graph that is a code tree for an equivalent code of the transmitted code. In a code tree, a path from the start node to a goal node corresponds to a codeword. Furthermore, every branch in the graph is assigned a cost based on a maximum-likelihood decoding rule. A generalized Dijkstra's algorithm (GDA) [2] , [1] that uses a priority-first search strategy is employed to search through this graph. The purpose of the search is to find a desired path (codeword) which satisfies the maximum-likelihood decoding rule. This search is guided by an evaluation function f defined for every node in the graph to take advantage of the information provided by the received vector and codewords of the transmitted code. The algorithm maintains a list OPEN of nodes of the graph that are candidates to be expanded.
The node on list OPEN with minimum values of function f is selected to expand. If the algorithm selects a goal node for expansion, it has found a desired path from the start node to the goal node. Such a path is denoted as an optimal path. Furthermore, this algorithm also keeps an upper bound on the value of f for every node in an optimal path. If the value of f for a node is larger than this upper bound, the node can be discarded. Consequently, no further search through this node is necessary. The function f defined above contains two parts: a function g and a function h: The function g for a node is obtained by summing all the branch costs encountered while constructing the path from the start node to this node; the function h for a node is an estimate of the minimum costs among all the paths from this node to goal nodes. The worst case for this decoding algorithm is to search all the nodes in the graph whose total number is 2 k+1 0 1: Although the probability of occurrence of the worst case is rare, it is worthy to find a way to reduce the total number of nodes searched for the worst case.
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present a new method to convert the decoding problem into a graph search problem where GDA can still apply on the decoding procedure.
The new decoding algorithm searches through error patterns instead of codewords, and in the worst case the total number of 6 n0k i=0 k+1 i+1
of nodes is searched. Concluding remarks are addressed in Section IV.
II. PRELIMINARIES
Let C C C be a binary (n; The maximum-likelihood decoding rule (MLD rule) for a timediscrete memoryless channel can be formulated as [3] - [5] We, therefore, may consider that the "received vector" is = ( 0 ; 1 ; 1 11; n01 ):
A code tree is a way to represent every codeword of an (n; k)
code C C C as a path through a tree containing n + 1 levels. In the code tree every path is totally distinct from every other path. The leftmost node is called the start node, which is at level 01. We denote the start node m start : There are two branches, labeled by 0 and 1, (c0; c1; 111; c k ; c k+1 ; 111; cn01) = (c0;c1; 11 1;c k01 )G G
G:
We now give a short description of the decoding algorithm presented in [1] . This algorithm uses the priority-first search strategy, thus avoiding traversing the entire code tree. Guided by an evaluation function f, it searches through a code tree for a code C C 
where c(mi; mj) is the branch cost between node mi and node mj: This requirement guarantees that GDA will always find an optimal path. In GDA, the next node to be expanded is one with the smallest value of f on the list of all leaf nodes (list OPEN) of the subtree constructed so far by the algorithm. Thus list OPEN must be kept ordered according to the values f of its nodes. When the algorithm chooses to expand a goal node, it is time to stop, because the algorithm has constructed an optimal path.
We now define the estimate function h given in [1] . n01 are the labels of the only path P P P m from node m to a goal node. The estimate h(m) computed here is always
exact.
An algorithm to calculate h(m) for node m at level`; 01 < k 0 1, whose time complexity is O(n), is presented in [1] .
There, the decoding algorithm is shown to be a depth-first searchtype algorithm. Thus upper bounds (UB's) on the cost of an optimal path are obtained whenever a codeword is generated. These UB's can be used to reduce the size of list OPEN. More details about this decoding algorithm can be found in [1] where authors also described other speedup techniques, such as stopping criterion and changing the seed during decoding procedure. Furthermore, the algorithm will still find an optimal path even if in the computation of function h the algorithm considers all the Hamming weights of any superset of HW: We remark here that since it is rare to have more than one optimal paths in the ML decoding problem, in the remaining part of the correspondence, we assume, for simplification, that there exists a unique optimal path in the decoding problem. Furthermore, we present a result given in [1] which will be used later. for every nongoal node m: Furthermore, there exists a unique optimal path. Then the GDA, using evaluation function f 2 , will never expend more nodes than the algorithm using evaluation function f1:
In the preceding section, the decoding problem has been converted into a search problem through a graph based on the MLD rule described there. In this section, we will describe how the decoding problem can be converted into a search problem through a graph based on another equivalent form of MLD rule, which is a generalization of the Wagner rule. Furthermore, GDA can be applied to the new decoding procedure. Some speedup techniques which can further reduce the search space during the decoding procedure are also presented. The techniques use the properties of the error patterns and some of them are analogous to those presented in [1] . The worst case for new decoding algorithm will be shown to be bounded by 6 n0k i=0 k+1 i+1 instead of 2 k+1 01 in [1] . Hence the decoding algorithm is suitable for both high-rate codes and low-rate codes. 
We now specify the branch cost from a node at level t 0 1 to a node at level t in the code tree of C C C 3 as the value j 3 t j(yt 8 c 3 t ),
where c 3 t is the label of the branch. Thus according to inequality (2) , the solution of the decoding problem is converted into finding a lowest cost path from mstart to a goal node. In this case, the decoding algorithm searches through the error patterns in E(s s s): Now we define an evaluation function fnew for every node m in the code It is very important that the calculation of h new cannot be heavily time-consuming. In order for GDA using function f new to be feasible, there must be a linear time complexity (with respect to n) algorithm to calculate h new : Next we show that the algorithm presented in [1] to calculate h(m) with time complexity of O(n) can be used to calculate hnew(m): The proof of Theorem 2 is given in Appendix A. It can be shown that not only can an algorithm be used to calculate both estimate functions, but also GDA using these two functions results in the same performance. That is, even though the function f new is defined according inequality (2) , GDA using function fnew will expand the same set of nodes in the code tree as that using function f defined in Section II. Therefore, the proposed new decoding algorithm is at least as good as that given in [1] . Then GDA using evaluation function f new will expand the same set of nodes as that using evaluation function f:
The proof of Theorem 4 is given in Appendix B.
We have shown that the GDA using the new evaluation function f new has the same performance as that using evaluation function f: As mentioned in [1] , the estimate function hnew(m)(h(m)) can help GDA to reduce the search space even though GDA spends some computation power on calculating it. In order to simplify the decoding algorithm one may not want to use hnew(h) to reduce the search space and only use g new (g) to search through the code tree. Under this circumstance, we show that GDA using g new will expand no more nodes than that using g: GDA using evaluation function f new will expand no more nodes than that using evaluation function g:
Simulation results for GDA using f new and using f = g are given in Table I . These results were obtained by simulating 10 000 samples for each SNR (signal-to-noise ratio) for the (104; 52) binary extended quadratic residue code when the code is transmitted over the additive white Gaussian noise channel. For those samples tried, the new decoding algorithm is much better than that presented in [1] when no estimate functions are used. Furthermore, for GDA using f = g, when SNR was under 6 dB, the computer crashed due to lack of memory. Therefore, if GDA is using f = g, then it will become impractical with SNR under 6 dB for the code (104; 52). We remark here that an equivalent form of GDA using f new was independently proposed very recently in [7] where computer simulation results were also given for several codes. The decoding algorithm searches the code tree only up to level k 01 since G G G 3 can be used to construct the only path from any node m at level k 0 1 to a goal node. Thus the cost of the path can be calculated and used as an upper bound on the cost of the optimal path. Any node m on list OPEN with or equal to this bound can be eliminated from list OPEN.
A criterion can be used to check if the search may be stopped or not. The criterion is as follows. where the seed of the decoding algorithm is e e e, then e e e is the error pattern which satisfies inequality (2).
This criterion follows directly from the definition of hnew: Thus during the decoding procedure, if any seed e e e satisfies Criterion 1, then e e e 8 y y y is the desired codeword. The seed e e e does not need to be fixed during the decoding procedure. It may be changed according to any rule which will help to reduce the search space. Under these circumstances, the decoding algorithm has an adaptive decoding procedure. The values of function hnew of the nodes on list OPEN will not be recalculated with respect to the new seed in order to save computation power.
Only new open nodes are calculated with respect to the new seed. As proved in [1] , the adaptive decoding procedure still finds the optimal path.
Since GDA using f new searches through all possible error patterns, we may use the properties of error patterns to reduce the search space.
If an error pattern has Hamming weight which is greater than n 0 k, then this error pattern can be eliminated from the search space [6] , [8] . That is, when GDA using fnew searches for the optimal path, the path which corresponds to an error pattern with Hamming weight greater than n 0 k can be eliminated from list OPEN. Consequently, the worst case of the search space for GDA will be bounded by The worst case decoding complexity of the GDA using f new and the GDA given in [1] for some codes are given in Table II . By the results given, the new decoding algorithm is quite suitable for both high-rate and low-rate codes.
Several trellis-based decoding algorithms were proposed [9] , [8] . The method proposed in [9] is to apply the Viterbi algorithm on a trellis of the code and that in [8] on a minimal trellis representation of the code. Table III presents for each code studied the number of nodes opened for these trellis-based decoding algorithms. All of these are much greater than the average number of nodes opened by the proposed decoding algorithm shown in the table. In [8] , a punctured minimal trellis technique was proposed to further reduce the number of nodes opened in a minimal trellis presentation of the code; however, this technique is suitable only for high-rate codes.
Another maximum-likelihood soft-decision decoding algorithm using an algebraic decoder was recently reported [10] . This approach is a generalization of Chase algorithm and it performs MLD rule. Table IV shows the number of algebraic decoder used by this method for the (128; 64) extended BCH code. One may see that the decoding complexity of the proposed decoding algorithm is much smaller than that of the algorithm given in [10] at 5.0 and 5.5 dB. Furthermore, the decoding algorithm given in [10] can only work on codes for which algebraic decoders exist; however, the proposed decoding algorithm can work on all linear block codes.
IV. CONCLUSIONS
In this correspondence we present a new method to convert the decoding problem into a graph-search problem based on the generalization of Wagner rule. GDA can be applied on the graph to reduce the search space. We show that the new decoding algorithm opens less nodes than that presented in [1] for the worst cases. From simulation results, the new decoding algorithm has about 1000 computation gain over the old one when no estimate functions are used. Although we concentrate only on the case that the graph is a code tree, the graph can also be a trellis. The decoding algorithm must be modified to check for the repeated nodes if we apply GDA to a trellis. The branch costs assigned to the code tree which are presented in Section II may be replaced with the value 0(01) c 3 t to save computation power. The designed heuristic function can not violate the requirement of inequality (1) in order to guarantee that GDA will find an optimal path. For example, when f = g, the branch cost cannot be changed to the value 0(01) 
Since x x x 2 V (m), x x x must be the form of 
if GDA is using evaluation function fnew: 
If we multiple inequality (9) then inequality (10) equals inequality (7) . Since inequality (6) equals inequality (7), we can claim that GDA using evaluation function f new will expand the same set of nodes as that using evaluation function f:
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