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1. Introduction
1.1. Varie´te´s de modules de morphismes
Soient X une varie´te´ alge´brique projective sur le corps des nombres complexes, et E , F des
faisceaux alge´briques cohe´rents sur X . Soit
W = Hom(E ,F).
Alors le groupe alge´brique
G = Aut(E)× Aut(F)
agit d’une fac¸on e´vidente sur W . Si deux morphismes sont dans la meˆme G-orbite, leurs
noyaux sont isomorphes, ainsi que leurs conoyaux. C’est pourquoi il peut eˆtre inte´ressant, pour
de´crire certaines varie´te´s de modules de faisceaux, de construire des bons quotients d’ouverts
G-invariants de W par G. On s’inte´resse au cas particulier suivant : soient r, s des entiers
positifs, E1, . . . , Er,, F1, . . . ,Fs des faisceaux cohe´rents sur X , qui sont simples, c’est-a`-dire que
leurs seuls endomorphismes sont les homothe´ties. On suppose aussi que
Hom(Ei, Ei′) = {0} si i > i
′ , Hom(Fj,Fj′) = {0} si j > j
′,
Hom(Fj, Ei) = {0} pour tous i, j.
SoientM1, . . . ,Mr, N1, . . . , Ns des espaces vectoriels complexes de dimension finie. On suppose
que
E =
⊕
1≤i≤r
(Ei ⊗Mi) , F =
⊕
1≤l≤s
(Fl ⊗Nl).
Les e´le´ments de W sont appele´s morphismes de type (r, s). Le groupe G n’est pas re´ductif
en ge´ne´ral. On a conside´re´ dans [6] le proble`me de l’existence de bon quotients d’ouverts
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G-invariants de Hom(E ,F). On introduit une notion de semi-stabilite´ pour les morphismes
de type (r, s) qui de´pend du choix d’une suite (λ1, . . . , λr,µ1, . . . , µs) de nombres rationnels
positifs tels que ∑
1≤i≤r
λi dim(Mi) =
∑
1≤l≤s
µl dim(Nl) = 1.
On appelle cette suite une polarisation de l’action de G. Il existe un bon quotient de l’ouvert
des points semi-stables pour certaines valeurs de (λ1, . . . , λr, µ1, . . . , µs) (ces re´sultats sont
rappele´s au § 5.4).
Les morphismes de type (2, 1) sont utilise´s dans [2] pour de´crire certaines varie´te´s de modules
de faisceaux semi-stables sur P2. Dans un certain nombre de travaux (cf. par exemple [10],
[14]) des faisceaux semi-stables ou des faisceaux d’ide´aux de sous-varie´te´s de l’espace projectif
sont de´crits comme conoyaux de morphismes de type (r, s).
Le but du pre´sent article est de de´crire et d’e´tudier certaines transformations, appele´es muta-
tions, associant a` un morphisme de type (r, s) un autre morphisme, pouvant eˆtre d’un autre
type (mais la somme r + s reste constante). On obtient en quelque sorte une correspondance
entre deux espaces de morphismes W et W ′, sur lesquels agissent respectivement les groupes en
ge´ne´ral non re´ductifs G et G′. Ceci permet de de´finir une bijection de l’ensemble des G-orbites
d’un ouvert de W sur l’ensemble des G′-orbites d’un ouvert de W ′.
On associe de manie`re naturelle a` chaque polarisation σ de l’action de G surW une polarisation
σ′ de l’action de G′ sur W ′. Soit W ss (resp. W ′ss) l’ouvert de W (resp. W ′) constitue´ des
morphismes semi-stables relativement a` σ (resp. σ′). Dans certains cas on montre qu’un point
de W est semi-stable relativement a` σ si et seulement si la mutation de ce point est semi-stable
relativement a` σ′. On verra alors qu’il est possible (sous certaines conditions) de de´duire de
l’existence d’un bon quotientW ss//G celle d’un bon quotientW ′ss//G′. C’est l’inte´re`t principal
de l’e´tude des mutations de morphismes.
1.2. Motivation
La de´finition des mutations s’introduit naturellement lorsqu’on e´tudie les fibre´s vectoriels
alge´briques sur Pn au moyen des suites spectrales de Beilinson ge´ne´ralise´es (pour la de´finition,
les proprie´te´s et l’usage des suites spectrales de Beilinson ge´ne´ralise´es sur les espaces projectifs,
voir [1], [2], [3], [5],[7]). On associe une telle suite spectrale a` un fibre´ E sur Pn et a` une base
d’he´lice σ de fibre´s exceptionnels sur Pn (cf [1] et [7]). Si le diagramme de Beilinson correspon-
dant a` E est suffisamment simple, et sous certaines conditions, on obtient E comme conoyau
d’un morphisme injectif du type⊕
1≤i≤r
(Ei ⊗ C
mi) −→
⊕
1≤l≤s
(Fl ⊗ C
nl),
la base d’he´lice σ e´tant (E1, . . . , Er, F1, . . . , Fs) (et donc r + s = n + 1). On peut, en changeant
judicieusement la base d’he´lice, obtenir d’autres repre´sentations semblables de E . On peut
changer de base d’he´lice en faisant subir a` celle dont on part une se´rie de transformations
e´le´mentaires appele´es mutations, d’ou` la terminologie employe´e pour les transformations de
morphismes e´tudie´es ici.
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Soient W = Hom(
⊕
1≤i≤r
(Ei ⊗ Cmi),
⊕
1≤l≤s
(Fl ⊗ Cnl)), et w ∈ W le morphisme pre´ce´dent. Soient
Winj ⊂W l’ouvert constitue´ des morphismes injectifs, U le conoyau du morphisme universel
e´vident sur Winj × Pn. On a donc Uw ≃ E . Il est facile de voir que le morphisme de de´formation
infinite´simale de Koda¨ıra-Spencer de U en w
W −→ Ext1(E , E)
est surjectif, et que son noyau est l’espace tangent a` l’orbite Gw. Il est donc clair que les
de´formations de E sont en quelque sorte les G-orbites dans W au voisinage de Gw. On a
une repre´sentation analogue des de´formations de E si on parvient a` de´crire celui-ci comme un
conoyau d’un morphisme injectif en utilisant une autre base d’he´lice : on obtient un autre
espace de morphismes W ′ sur lequel agit un groupe G′. Il y a donc une correspondance entre
les G-orbites d’un ouvert de W et les G′-orbites d’un ouvert de W ′. On peut alors espe´rer
de´crire cette correspondance explicitement, et l’e´tendre formellement a` des morphismes plus
ge´ne´raux.
On va de´crire dans cet article une telle correspondance, qu’on pourrait appeler mutation non
constructive. En effet, ce proce´de´ a de´ja` e´te´ utilise´ dans [4] : on de´finit plus ge´ne´ralement
des mutations de complexes permettant de se ramener a` des actions de groupes re´ductifs. On
peut ainsi construire des quotients d’ouverts de W par G en travaillant sur l’espace sur lequel
ope`re le groupe re´ductif, en employant la ge´ome´trie invariante classique. C’est pourquoi les
mutations de´crites dans [4] sont dites constructives. La construction des quotients d’espaces de
morphismes de [6] en est un cas particulier.
1.3. Mutations de morphismes
1.3.1. De´finition succinte
Soient U1, U2, V1, Γ des faisceaux cohe´rents sur X. On suppose que Γ est simple et que le
morphisme canonique
ev∗ : U2 −→ Γ⊗Hom(U2,Γ)
∗
est injectif. On note V2 son conoyau. On suppose que
Hom(Γ,U2) = Ext
1(Γ,U2) = {0}.
On suppose de plus que
Ext1(U1,U2) = Ext
1(Γ,V1) = Ext
1(U1,Γ) = Ext
1(V2,V1) = {0}.
Soit Φ : U1 ⊕ U2 −→ (Γ⊗M)⊕ V1 un morphisme injectif induisant une surjection
λ : Hom(U2,Γ)∗ −→M . On montre dans le the´ore`me 3.2 qu’il existe un morphisme injectif
Φ′ : U1 ⊕ (Γ⊗ ker(λ)) −→ V2 ⊕ V1
tel que coker(Φ′) ≃ coker(Φ). On donne au § 3.2.2 une description pre´cise du passage de Φ a`
Φ′. Cette description est a` la base de l’e´tude abstraite faite ensuite.
Dans le chapitre 4 on de´finit les mutations dans un cadre plus abstrait. On de´finit des actions de
groupes sur des espaces vectoriels modele´es sur les cas e´tudie´s dans le chapitre pre´ce´dent, c’est-
a`-dire qu’on formalise le passage de Φ a` Φ′ e´tudie´ au chapitre 3. Une mutation apparait alors
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comme une correspondance entre une telle action d’un groupe G sur un espace vectoriel V et
une autre action d’un groupe G′ sur un espace vectoriel V ′, de telle sorte qu’on ait une bijection
V 0/G ≃ V ′0/G′, pour des ouverts ade´quats V 0 et V ′0 non vides de V et V ′ respectivement.
C’est un cas particulier de quasi-isomorphisme entre varie´te´s sur lesquelles ope`rent des groupes
alge´briques (cette notion introduite dans [4], ainsi que celle de quasi-isomorphisme fort sont
rappele´es au § 4.4.2 et des comple´ments sont apporte´s au § 4.4.3 dans le but de construire des
bons quotients).
Soient N un C-espace vectoriel tel que dim(M) + dim(N) = dim(Hom(U2,Γ)), et
W = Hom(U1 ⊕ U2, (Γ⊗M)⊕ V1), W
′ = Hom(U1 ⊕ (Γ⊗N),V2 ⊕ V1).
Soient W0 (resp. W
′
0) l’ouvert de W (resp. W
′) constitue´ des morphismes induisant une
surjection Hom(U2,Γ)∗ −→M (resp. une injection N −→ Hom(Γ,V2)). Soient enfin
G = Aut(U1 ⊕ U2)×Aut((Γ⊗M)⊕ V1), G
′ = Aut(U1 ⊕ (Γ⊗N))× Aut(V2 ⊕ V1).
Il re´sulte de l’e´tude abstraite du chapitre 4 que l’association de Φ′ a` Φ induit une bijection
W0/G ≃W
′
0/G
′. En fait on montre dans le the´ore`me 4.11 qu’on a un quasi-isomorphisme
fort, ce qui pour re´sumer signifie que cette bijection est fortement compatible avec l’action
(alge´brique) des groupes. La transformation re´ciproque (celle qui fait passer de Φ′ a` Φ) est
formellement identique a` la transformation directe (c’est encore plus clair si on suppose que tous
les faisceaux cohe´rents qui interviennent sont localement libres). La mutation des morphismes
est donc une transformation involutive.
1.3.2. Le cas des morphismes de type (r, s)
Dans le § 3.3 on obtient le re´sultat suivant : soit
Φ :
⊕
1≤i≤r
(Ei ⊗Mi) −→
⊕
1≤l≤s
(Fl ⊗Nl)
un morphisme injectif, U son conoyau et p un entier tel que 0 ≤ p ≤ r − 1. On suppose que
pour p+ 1 ≤ j ≤ r le morphisme canonique
Ej −→ Hom(Ej,F1)
∗ ⊗ F1
est injectif. Soit Gj son conoyau. Soit
fp :
⊕
p+1≤j≤r
(Hom(Ej,F1)
∗ ⊗Mj) −→ N1
l’application line´aire de´duite de Φ. On suppose que fp est surjective. Alors on montre que sous
certaines hypothe`ses il existe une suite exacte
0 −→
(⊕
1≤i≤p
(Ei⊗Mi)
)
⊕ (F1⊗ker(fp)) −→
( ⊕
p<j≤r
(Gj⊗Mj)
)
⊕
( ⊕
2≤l≤s
(Fl⊗Nl)
)
−→ U −→ 0.
On a donc associe´ a` un morphisme de type (r, s) un morphisme de type (p+ 1, r + s− p− 1).
Il suffit bien entendu d’appliquer les re´sultats du chapitre 3 avec
U1 =
⊕
1≤i≤p
(Ei ⊗Mi), U2 =
⊕
p+1≤i≤r
(Ei ⊗Mi),
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Γ = F1, V1 =
⊕
2≤l≤s
(Fl ⊗Nl).
On associe naturellement au §5.5 a` toute polarisation σ de l’action de G surW une polarisation
σ′ de l’action de G′ sur W ′. Soit W ss (resp. W ′ss) l’ouvert de W (resp. W ′) des points G-
semi-stables relativement a` σ (resp. G′-semi-stables relativement a` σ′). On montre que sous
certaines conditions un point de W0 est G-(semi-)stable relativement a` σ si et seulement si les
points correspondants de W ′0 sont G
′-(semi-)stables relativement a` σ′ (proposition 5.2). On
en de´duit dans les the´ore`mes 5.6, 5.7 et 5.8 que sous certaines conditions l’existence d’un bon
quotient W ′ss//G′ de´coule de celle d’un bon quotient W ss//G.
Ceci permet d’e´tendre les re´sultats de [6] concernant les varie´te´s de modules de morphismes de
type (2, 1) (the´ore`me 5.9). C’est-a`-dire qu’on peut trouver d’autres polarisations telles qu’un
bon quotient de l’ouvert des points semi-stables existe et est projectif.
1.4. Plan des chapitres suivants
Dans le chapitre 2 on donne un exemple simple et bien connu de mutations dans le cas des
morphismes de type (1,1). C’est ce type de re´sultats qu’il s’agit de ge´ne´raliser.
Dans le chapitre 3 on donne la de´finition des mutations de morphismes en termes de faisceaux.
On montre que si un faisceau cohe´rent peut eˆtre repre´sente´ comme conoyau d’un morphisme
injectif de faisceaux, on peut dans certaines conditions le repre´senter aussi comme conoyau d’un
morphisme injectif d’un autre type. On donne aussi une description pre´cise des mutation de
morphismes, qui sera formalise´e ensuite.
Dans le chapitre 4 on de´crit les espaces abstraits de morphismes qui sont des mode´lisations
des espaces de morphismes e´tudie´s au chapitre 3, avec l’action des groupes d’automorphismes.
On de´crit de manie`re abstraite la mutation d’un espace abstrait de morphismes, qui en est un
autre. Les principaux re´sultats sont les the´ore`mes de quasi-isomorphisme 4.7 et 4.11.
Dans le chapitre 5, on applique les re´sultats qui pre´ce`dent dans le but de trouver d’autres cas
ou` on sait de´finir des bons quotients d’espaces de morphismes de type (r, s). Dans le cas des
morphismes de type (2,1), le the´ore`me 5.9 e´tend les re´sultats obtenus dans [6].
Dans le chapitre 6 on donne des exemples d’applications des re´sultats pre´ce´dents. On s’inte´resse
ici aux morphisme du type
(O(−2)⊗ Cm1)⊕ (O(−1)⊗ Cm2) −→ O ⊗ Cn1
sur Pn. La construction de bons quotients d’espaces de tels morphismes ne´cessite le calcul de
certaines constantes dont on a donne´ des estimations dans [6]. Elles sont calcule´es exactement
dans le § 6.1. Ceci permet d’obtenir le the´ore`me 6.4 qui donne les polarisations pour lesquelles
on sait construire un bon quotient W ss//G pour les morphismes du type pre´ce´dent, aussi bien
en utilisant directement les re´sultats de [6] que les mutations. On donne ensuite des exemples
plus concrets. En particulier dans le § 6.4 on e´tudie les morphismes
O(−2)⊕ (O(−1)⊗ Ck) −→ O ⊗ Cnk+1
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sur Pn. L’application directe de [6] ne donne que le bon quotient trivial, qui est un fibre´ en
grassmanniennes sur la varie´te´ de modules des morphismes stables O(−1)⊗ Ck −→ O ⊗ Cnk+1.
En utilisant des mutations on peut construire d’autres quotients.
Remerciements. Je tiens a` remercier G. Trautmann pour de nombreuses discussions qui
m’ont beaucoup aide´, ainsi que l’Universite´ de Kaiserslautern pour son hospitalite´ durant la
re´alisation d’une partie de ce travail. Je remercie aussi A. Rudakov pour ses suggestions (je lui
dois en particulier le lemme 4.2).
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2. Un exemple simple
Les re´sultats de ce chapitre sont de´montre´s dans [2]. Soient L, M et N des espaces vecto-
riels complexes de dimension finie, avec dim(L) ≥ 3. On pose q = dim(L), m = dim(M),
n = dim(N). Les applications line´aires
L⊗M −→ N
sont appele´es des L-modules de Kronecker. Soit
W = Hom(L⊗M,N).
Sur W ope`re de manie`re e´vidente le groupe alge´brique re´ductif
G = (GL(M)×GL(N))/C∗.
L’action de SL(M)× SL(N) sur P(W ) se line´arisant de fac¸on e´vidente, on a une notion de
point (semi-)stable de P(W ) (au sens de la ge´ome´trie invariante). On montre que si f ∈ W , f
est semi-stable (resp. stable) si et seulement si pour tous sous-espaces vectoriels M ′ de M et
N ′ de N , tels que M ′ 6= {0}, N ′ 6= N , et f(L⊗M ′) ⊂ N ′, on a
dim(N ′)
dim(M ′)
≥
dim(N)
dim(M)
(resp. > ).
Soit W ss (resp. W s) l’ouvert des points semi-stables (resp. stables) de W . Alors il existe un
bon quotient (resp. un quotient ge´ome´trique)
N(L,M,N) =W ss//G (resp. Ns(L,M,N) = W
s/G ),
N(L,M,N) est projective, et Ns(L,M,N) est un ouvert lisse de N(L,M,N).
On pose m′ = qm− n. On suppose que m′ > 0. Soit M ′ un espace vectoriel complexe de
dimension m′. Soit f : L⊗M −→ N un L-module de Kronecker surjectif. Alors
dim(ker(f)) = m′. Soient
f ′ : L∗ ⊗ ker(f) −→ M
la restriction de l’application
tr ⊗ IM : L
∗ ⊗ L⊗M −→ M
(tr de´signant l’application trace), et
A(f) : L∗ ⊗M∗ −→ ker(f)∗
l’application line´aire de´duite de f ′, qu’on peut voir comme un e´le´ment de
W ′ = Hom(L∗ ⊗M∗,M ′), en utilisant un isomorphisme ker(f)∗ ≃ M ′. Soit W0 l’ouvert de W
constitue´ des applications surjectives, W ′0 l’ouvert analogue de W
′, et
G′ = (GL(M∗)×GL(M ′))/C∗. On de´montre aise´ment la
Proposition 2.1. 1 - En associant A(f) a` f on de´finit une bijection
W0/G ≃ W
′
0/G
′.
2 - La bijection pre´ce´dente induit un isomorphisme
N(L,M,N) ≃ N(L∗,M∗,M ′)
(induisant un isomorphisme Ns(L,M,N) ≃ Ns(L
∗,M∗,M ′)).
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On note plus simplement, si q = dim(L), m = dim(M) et n = dim(N),
N(q,m, n) = N(L,M,N), Ns(q,m, n) = Ns(L,M,N).
3. Mutations en termes de morphismes de faisceaux
On va d’abord de´montrer un re´sultat ge´ne´ral (prop. 3.1), qu’on appliquera ensuite dans le §3.2
a` la de´finition des mutations de morphismes. Dans le § 3.1 on e´tudie des faisceaux cohe´rents
pouvant eˆtre repre´sente´s comme conoyaux de morphismes injectifs de faisceaux d’un certain
type. Une e´tude similaire pourrait sans doute eˆtre faite sur les noyaux, ou dans un cadre encore
plus ge´ne´ral.
3.1. Re´sultat ge´ne´ral
Soient E , E ′, F , F ′ et Γ des faisceaux cohe´rents sur une varie´te´ projective irre´ductible X, avec
Γ simple. On suppose que le morphisme canonique
ev : Γ⊗ Hom(Γ,F) −→ F
est surjectif. Soit E0 son noyau. On suppose que le morphisme canonique
ev∗ : E ′ −→ Γ⊗Hom(E ′,Γ)∗
est injectif. Soit F0 son conoyau. On suppose enfin que
Hom(E ′, E0) = Ext
1(E ′, E0) = Ext
1(F0,F
′) = Ext1(E , E0) = {0}.
De la suite exacte
0 −→ E0 −→ Γ⊗ Hom(Γ,F) −→ F −→ 0
on de´duit un isomorphisme
Hom(E ′,F) ≃ Hom(Hom(E ′,Γ)∗,Hom(Γ,F)).
Si λ ∈ Hom(Hom(E ′,Γ)∗,Hom(Γ,F)), le morphisme E ′ −→ F correspondant est la compose´e
E ′
ev∗
−−−−→Γ⊗ Hom(E ′,Γ)∗
IΓ⊗λ−−−−→Γ⊗ Hom(Γ,F)
ev
−−−−→F .
Proposition 3.1. Soient
Φ : E ⊕ E ′ −→ F ⊕F ′
un morphisme injectif de faisceaux et
λ : Hom(E ′,Γ)∗ −→ Hom(Γ,F)
l’application line´aire de´duite du morphisme E ′ −→ F de´fini par Φ.
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1 - On suppose que λ est surjective et que Ext1(E ,Γ) = {0}. Alors il existe un morphisme
injectif
Φ′ : E ⊕ E0 ⊕ (Γ⊗ ker(λ)) −→ F0 ⊕ F
′
tel que coker(Φ′) ≃ coker(Φ).
2 - On suppose que λ est injective et que Ext1(Γ,F0) = Ext
1(Γ,F ′) = {0}. Alors il existe un
morphisme injectif
Φ′′ : E ⊕ E0 −→ (Γ⊗ coker(λ))⊕ F0 ⊕ F
′
tel que coker(Φ′′) ≃ coker(Φ).
De´monstration. On conside`re le morphisme A : E ′ −→ (Γ⊗Hom(E ′,Γ)∗)⊕ F ′ = A dont la
premie`re composante est ev∗ et la seconde provient de Φ. On a un diagramme commutatif avec
lignes et colonnes exactes :
0 0
0 // E ′ // Γ⊗ Hom(E ′,Γ)∗
OO
// F0
OO
// 0
0 // E ′
A // A
OO
// coker(A)
OO
// 0
F ′
OO
F ′
OO
0
OO
0
OO
Puisque Ext1(F0,F
′) = {0}, on a un isomorphisme coker(A) ≃ F ′ ⊕F0 .
On suppose maintenant que les hypothe`ses de 1- sont ve´rifie´es. Soit
π : Γ⊗Hom(E ′,Γ)∗ −→ F
le morphisme compose´ Γ⊗ Hom(E ′,Γ)∗
IΓ⊗λ−−−−→Γ⊗ Hom(Γ,F)
ev
−−−−→F . Alors on a
ker(π) ≃ E0 ⊕ (ker(λ)⊗ Γ).
Soit V le conoyau du morphisme injectif E ′ −→ F ⊕ F ′ de´duit de Φ. On a un diagramme
commutatif avec lignes et colonnes exactes :
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0 0
0 // E ′ // F ⊕F ′
OO
// V
OO
// 0
0 // E ′
A // A
pi⊕IF′
OO
// F ′ ⊕ F0
OO
// 0
ker(π)
OO
ker(π)
OO
0
OO
0
OO
On a une suite exacte
0 −→ E −→ V −→ coker(Φ) −→ 0,
et le morphisme E −→ V se rele`ve en un morphisme E −→ F ′ ⊕F0 (car Ext
1(E , E0) =
Ext1(E ,Γ) = {0}). On noteW le conoyau de ce morphisme. On a alors un diagramme commu-
tatif avec lignes et colonnes exactes, dont la ligne verticale du milieu provient du diagramme
pre´ce´dent :
0 0
0 // E // V
OO
// coker(Φ)
OO
// 0
0 // E // F ′ ⊕F0
OO
// W
OO
// 0
ker(π)
OO
ker(π)
OO
0
OO
0
OO
On en de´duit une suite exacte
0 −→ E ⊕ ker(π) −→ F ′ ⊕ F0 −→ coker(Φ) −→ 0.
Ceci de´montre 1-.
Supposons maintenant que les hypothe`ses de 2- soient ve´rifie´es. Soit
B = (Γ⊗Hom(Γ,F))⊕F ′. On conside`re le morphisme injectif B : E ′ −→ B dont la premie`re
composante est la compose´e
E ′
ev∗
−−−−→Γ⊗ Hom(E ′,Γ)∗
λ
−−−−→Γ⊗ Hom(Γ,F)
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et dont la seconde provient de Φ. On a un diagramme commutatif avec lignes et colonnes
exactes :
0

0

0 // E ′ // A

// F0 ⊕ F ′

// 0
0 // E ′
B // B

// coker(B)

// 0
Γ⊗ coker(λ)

Γ⊗ coker(λ)

0 0
Puisque Ext1(Γ,F0) = Ext
1(Γ,F ′) = {0}, on a un isomorphisme
coker(B) ≃ (Γ⊗ coker(λ))⊕ F0 ⊕F
′.
Le carre´ commutatif
E ′
B //
 _

B
ev⊕IF′

E ⊕ E ′
Φ // F ⊕ F ′
induit un morphisme surjectif ρ : coker(B) −→ coker(Φ), et une suite exacte
0 −→ E0 −→ ker(ρ) −→ E −→ 0.
Comme Ext1(E , E0) = {0}, on a un isomorphisme ker(ρ) ≃ E ⊕ E0. On a donc une suite
exacte
0 −→ E ⊕ E0 −→ (Γ⊗ coker(λ))⊕F0 ⊕F
′ −→ coker(Φ) −→ 0.
Ceci de´montre 2-.
3.2. Mutations de morphismes
3.2.1. Application de la proposition 3.1
On va appliquer ce qui pre´ce`de aux cas ou` E0 = 0 ou F0 = 0. Dans ce cas des syme´tries
apparaissent qui justifient le changement de notations qu’on va effectuer. Soient U1, U2, V1, Γ
des faisceaux cohe´rents sur X. On suppose que Γ est simple et que le morphisme canonique
ev∗ : U2 −→ Γ⊗Hom(U2,Γ)
∗
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est injectif. On note V2 son conoyau. On suppose que
Hom(Γ,U2) = Ext
1(Γ,U2) = {0}.
Ceci entraine qu’on a un isomorphisme canonique
Hom(Γ,V2) ≃ Hom(U2,Γ)
∗
et une suite exacte
0 // U2
ev∗ // Γ⊗ Hom(U2,Γ)∗ ≃ Γ⊗Hom(Γ,V2)
ev // V2 // 0 .
On suppose de plus que
Ext1(U1,U2) = Ext
1(Γ,V1) = Ext
1(U1,Γ) = Ext
1(V2,V1) = {0}.
Soient enfin M , N des C-espaces vectoriels de dimension finie. On a a alors le
The´ore`me 3.2. 1 - Soit Φ : U1 ⊕ U2 −→ (Γ⊗M)⊕ V1 un morphisme injectif induisant une
surjection λ : Hom(U2,Γ)∗ −→M . Alors il existe un morphisme injectif
Φ′ : U1 ⊕ (Γ⊗ ker(λ)) −→ V2 ⊕ V1
tel que coker(Φ′) ≃ coker(Φ).
2 - Re´ciproquement soit Φ′ : U1 ⊕ (Γ⊗N) −→ V2 ⊕ V1 un morphisme injectif induisant une
injection λ : N −→ Hom(Γ,V2). Alors il existe un morphisme injectif
Φ : U1 ⊕ U2 −→ (Γ⊗ coker(λ))⊕ V1
tel que coker(Φ) ≃ coker(Φ′).
De´monstration. Pour de´montrer 1- on utilise la proposition 3.1, 1-, avec
E = U1, E
′ = U2, F = Γ⊗M, F
′ = V1.
Pour de´montrer 2- on utilise la proposition 3.1, 2-, avec
E = U1, E
′ = Γ⊗N, F = V2, F
′ = V1.
On peut sans peine ge´ne´raliser le re´sultat pre´ce´dent a` des morphismes non ne´cessairement injec-
tifs (l’hypothe`se d’injectivite´ simplifie les de´monstrations). On associe en fait a` un morphisme
Φ un morphisme Φ′ ayant meˆmes noyau et conoyau que Φ. On dit que Φ′ est une mutation de
Φ (et Φ une mutation de Φ′).
3.2.2. Description des mutations de morphismes
On donne maintenant une description des transformations de morphismes dont il est question
dans le the´ore`me 3.2. Ceci a pour but de justifier les constructions abstraites du chapitre 4.
Formellement les deux transformations sont identiques (c’est encore plus clair si on suppose
que les faisceaux U1, U2, V1, V2 et Γ sont localement libres). On ne de´crira que la premie`re.
Soient M , N des C-espaces vectoriels tels que
dim(M) + dim(N) = dim(Hom(U2,Γ)).
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Soit
Φ : U1 ⊕ U2 −→ (Γ⊗M)⊕ V1
un morphisme injectif, de´fini par la matrice(
ψ1 ψ2
φ1 φ2
)
,
avec
ψi : Ui −→ Γ⊗M, φi : Ui −→ V1
pour i = 1, 2 (les notations suivent celles du chapitre 4). Soit
λ : Hom(U2,Γ)
∗ −→M
l’application line´aire de´duite de φ2. On suppose que λ est surjective. Soit
A = (ev∗, φ2) : U2 −→ A = (Γ⊗Hom(U2,Γ)
∗)⊕ V1,
Comme dans la proposition 3.1, on montre que
coker(A) ≃ V2 ⊕ V1, en conside´rant le diagramme commutatif
0 0
0 // U2 // Γ⊗ Hom(U2,Γ)
∗
OO
// V2
OO
// 0
0 // U2
A // A
OO
θ // coker(A)
OO
// 0
V1
OO
V1
OO
0
OO
0
OO
On a donc un morphisme
θ : A = (Γ⊗ Hom(U2,Γ)
∗)⊕ V1 −→ V2 ⊕ V1
qu’on va de´crire. D’apre`s le diagramme commutatif pre´ce´dent, la composante
θ22 : Γ⊗ Hom(U2,Γ)
∗ −→ V2
est le morphisme canonique, la composante V1 −→ V2 est nulle, et la composante
θ1 : A = (Γ⊗Hom(U2,Γ)
∗)⊕ V1 −→ V1
est de la forme (u, IV1), ou` u ∈ Hom(U2,Γ)⊗Hom(Γ,V1). On a (u, IV1) ◦ A = 0, d’ou` il
de´coule que l’image de u par le morphisme de composition
σ : Hom(U2,Γ)⊗ Hom(Γ,V1) −→ Hom(U2,V1)
est −φ2. Re´ciproquement, e´tant donne´ u′ ∈ Hom(U2,Γ)⊗Hom(Γ,V1) dont l’image dans
Hom(U2,V1) est −φ2, le morphisme
Γ⊗Hom(U2,Γ)
∗ −→ V2 ⊕ V1
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de´fini par la matrice
(
θ22 0
u′ IV1
)
induit un isomorphisme coker(A) ≃ V2 ⊕ V1, qui diffe`re
du pre´ce´dent par l’action de l’e´le´ment de Aut(V2 ⊕ V1) de´fini par la matrice
(
IV2 0
u− u′ IV1
)
,
u− u′ e´tant vu comme un e´le´ment de ker(σ) ≃ Hom(V2,V1). On va maintenant de´crire le
morphisme
Φ′ : U1 ⊕ (Γ⊗N) −→ V2 ⊕ V1
associe´ a` Φ. Il est donne´ par la matrice (
φ′2 ψ
′
2
φ′1 ψ
′
1
)
,
avec
ψ′i : Γ⊗N −→ Vi, φ
′
i : U1 −→ Vi
pour i = 1, 2. On fixe un isomorphisme ker(λ) ≃ N . Le morphisme Γ⊗N −→ V2 ⊕ V1 induit
par Φ′ provient du diagramme commutatif
0 0
0 // U2
φ // (Γ⊗M)⊕ V1
OO
// V
OO
// 0
0 // U2
A // A
(IΓ⊗λ)⊕IV1
OO
θ // V2 ⊕ V1
OO
// 0
Γ⊗ ker(λ)
OO
Γ⊗ ker(λ)
OO
0
OO
0
OO
(avec V = coker(φ), φ e´tant de´fini par φ2 et ψ2). Il en de´coule que le morphisme
ψ′2 : Γ⊗N −→ V2
est induit par l’inclusion N ⊂ Hom(U2,Γ)∗ = Hom(Γ,V2). Le morphisme
ψ′1 : Γ⊗N −→ V1
est la restriction de u : Γ⊗Hom(U2,Γ)∗ −→ V1. Il reste a` de´finir
(φ′1, φ
′
2) : U1 −→ V1 ⊕ V2.
On part du morphisme compose´
U1
(ψ1,φ1)// (Γ⊗M)⊕ V1 // V ,
(le second morphisme e´tant le morphisme quotient). Comme Ext1(U1,Γ) = Ext
1(U1,U2) = {0},
ce morphisme se rele`ve en un morphisme (φ′1, φ
′
2) : U1 −→ V1 ⊕ V2, qui lui-meˆme se rele`ve en
un morphisme
Ψ : U1 −→ A = (Γ⊗ Hom(U2,Γ)
∗)⊕ V1
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On peut de´crire ces rele`vements en utilisant le diagramme commutatif pre´ce´dent. La com-
posante v : U1 −→ Γ⊗Hom(U2,Γ)∗ est un rele`vement de ψ1 : U1 −→ Γ⊗M , et φ′2 est la
composition
U1
v // Γ⊗Hom(U2,Γ)∗ = Γ⊗ Hom(Γ,V2)
ev // V2
Le morphisme φ′1 est la composition
U1
Ψ // A
θ1 // V1
On a donc
φ′1 = <u, v> + φ1,
ou` <u, v> est obtenu de la fac¸on suivante : rappelons que u ∈ Hom(Γ,V1)⊗Hom(U2,Γ)
et v ∈ Hom(U1,Γ)⊗ Hom(U2,Γ)∗. La contraction de u et v donne donc un e´le´ment de
Hom(Γ,V1)⊗ Hom(U1,Γ), et <u, v> est obtenu par composition.
3.3. Application aux morphismes de type (r, s)
Soient X une varie´te´ projective, r, s des entiers positifs, et E1, . . . , Er,,F1, . . . ,Fs des faisceaux
cohe´rents simples sur X tels que
Hom(Ei, Ei′) = 0 si i > i
′ , Hom(Fj,Fj′) = 0 si j > j
′,
Hom(Fj, Ei) = {0} pour tous i, j.
On suppose que pour 1 ≤ i ≤ r le morphisme canonique
Ei −→ Hom(Ei,F1)
∗ ⊗F1
est injectif. Soit Gi son conoyau. On suppose que
Ext1(F1,Fj) = Ext
1(F1, Ei) = Ext
1(Ei,F1) = Ext
1(Ei, Ek) = Ext
1(Gi,Fj) = {0}
si 1 ≤ i ≤ k ≤ r, 2 ≤ j ≤ s. Du the´ore`me 3.2 on de´duit le
The´ore`me 3.3. Soient M1, . . . ,Mr, N1, . . . , Nl des C-espaces vectoriels de dimension finie et
p un entier tel que 0 ≤ p ≤ r − 1.
1 - Soient
Φ :
⊕
1≤i≤r
(Ei ⊗Mi) −→
⊕
1≤l≤s
(Fl ⊗Nl)
un morphisme injectif et
fp :
⊕
p+1≤j≤r
(Hom(Ej,F1)
∗ ⊗Mj) −→ N1
l’application line´aire de´duite de Φ. On suppose que fp est surjective. Alors il existe un mor-
phisme injectif
Φ′ :
(⊕
1≤i≤p
(Ei ⊗Mi)
)
⊕ (F1 ⊗ ker(fp)) −→
( ⊕
p<j≤r
(Gj ⊗Mj)
)
⊕
( ⊕
2≤l≤s
(Fl ⊗Nl)
)
tel que coker(Φ′) ≃ coker(Φ).
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2 - Soient P1 un espace vectoriel de dimension finie,
Ψ′ :
(⊕
1≤i≤p
(Ei ⊗Mi)
)
⊕ (F1 ⊗ P1) −→
( ⊕
p<j≤r
(Gj ⊗Mj)
)
⊕
( ⊕
2≤l≤s
(Fl ⊗Nl)
)
un morphisme injectif et
g : P1 −→
⊕
p+1≤j≤r
(
Hom(F1,Gj)⊗Mj
)
l’application line´aire de´duite de Ψ. On suppose g injective. Alors il existe un morphisme injectif
Ψ :
⊕
1≤i≤r
(Ei ⊗Mi) −→ (F1 ⊗ coker(g))⊕
(⊕
2≤l≤s
(Fl ⊗Nl)
)
tel que coker(Ψ) ≃ coker(Ψ′).
Bien suˆr on peut donner comme dans le § 3.2.2 une description comple`te des transformations
faisant passer de Φ a` Φ′ et de Φ′ a` Φ.
4. Mutations abstraites
4.1. Espaces abstraits de morphismes
4.1.1. Motivation
On de´crit ici de fac¸on abstraite le the´ore`me 3.2, c’est-a`-dire la transformation qui fait passer
des morphismes du type
U1 ⊕ U2 −→ (Γ⊗M)⊕ V1
aux morphismes du type
U1 ⊕ (Γ⊗N) −→ V2 ⊕ V1
(avec dim(M) + dim(N) = dim(Hom(E ′,Γ)), ainsi que la transformation re´ciproque. On dira
qu’un de ces morphismes est une mutation de l’autre. On remarquera que formellement les deux
types de morphismes sont semblables (c’est encore plus clair si les faisceaux en question sont
localement libres et si on conside`re les transpose´s des morphismes du second type). D’autre
part, une fois qu’on a re´alise´ cette similitude, il est facile de voir que la transformation inverse
(d’un morphisme du second type a` un morphisme du premier type) est formellement identique
a` la transformation directe.
On supposera pour simplifier que
Hom(U2,U1) = Hom(Γ,U1) = Hom(V1,V2) = Hom(V1,Γ) = {0}.
Soient
W = Hom(U1 ⊕ U2, (Γ⊗M)⊕ V1), W
′ = Hom(U1 ⊕ (Γ⊗N),V2 ⊕ V1).
Soient W0 l’ouvert de W constitue´ des morphismes induisant une surjection
Hom(U2,Γ)
∗ −→ M , et W ′0 l’ouvert de W
′ constitue´ des morphismes induisant une injection
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N −→ Hom(Γ,V2). Soient GR le groupe agissant a` droite sur W , constitue´ des automor-
phismes de U1 ⊕ U2, et GL le groupe agissant a` gauche sur W constitue´ des automorphismes
de (Γ⊗M)⊕ V1 . Soit enfin G = G
op
R ×GL qui agit de fac¸on e´vidente sur W . Soit G
′ le
groupe analogue agissant sur W ′. On va construire de manie`re abstraite une bijection entre
W0/G et W
′
0/G
′ (the´ore`me 4.7). En fait on montrera dans le the´ore`me 4.11 qu’on obtient un
quasi-isomorphisme fort W0/G ≃ W ′0/G
′ (cf [4], §2). Dans les applications aux morphismes de
type (r, s) et sous certaines conditions on obtient en fait l’existence de bons quotients d’ouverts
G-invariants deW0 a` partir de celle de bons quotients d’ouverts G
′-invariants deW ′0 (cf. chapitre
5).
Une des raisons pour lesquelles une traduction abstraite du the´ore`me 3.2 est utile est la suivan-
te : il est the´oriquement possible que toutes les hypothe`ses du § 3.2 ne soient pas ve´rifie´es par
les faisceaux intervenant dans les morphismes du premier type, et qu’on ne puisse donc pas
construire des mutations de ces morphismes comme morphismes du second type, mais que les
mutations soient cependant de´finies de manie`re abstraite (comme e´le´ments d’un espace vectoriel
W ′ associe´ a` W , obtenu comme indique´ dans ce qui va suivre). Mais je n’ai pas encore trouve´
d’exemple re´ellement inte´ressant de cette situation.
Plan de la suite du chapitre 4 :
Le reste du § 4.1 est consacre´ a` la de´finition d’un espace abstrait de morphismes. C’est une
structure assez complique´e qui comporte en particulier la donne´e d’un espace vectoriel W
appele´ espace total sur lequel agit un groupe G. La correspondance entre les espaces abstraits
de morphismes et les morphismes de faisceaux e´tudie´s pre´ce´demment est donne´e au § 4.1.6.
Dans les §4.2 et 4.3 on de´finit la mutation d’un espace abstrait de morphismes, qui est un autre
espace abstrait de morphismes, comportant un autre espace total W ′ sur lequel agit un groupe
G′. Ce n’est rien d’autre que la formalisation de la description du § 3.2.2. On en de´duit une
bijection W0/G ≃W
′
0/G
′, W0 e´tant un ouvert G-invariant particulier de W et W
′
0 un ouvert
G′-invariant de W ′. Ceci ge´ne´ralise et ame´liore le the´ore`me 3.2.
Dans la suite du chapitre 4 on s’inte´resse a` la construction de bons quotients par des groupes
alge´briques. Dans ce cas on montre que la bijection pre´ce´dente est en fait un quasi-isomorphisme
fort. Cette notion est rappele´e au § 4.4.2, ainsi que des re´sultats de [4] concernant les quasi-
morphismes et les quasi-morphismes forts entre varie´te´s sur lesquelles ope`rent des groupes
alge´briques.
L’e´tude des quasi-isomorphismes forts et leur utilisation pour construire des bons quotients est
poursuivie dans le § 4.4.3. Les re´sultats du § 4.4.3 seront utilise´s au chapitre 5 pour de´duire
l’existence d’un bon quotient par G′ d’un ouvert G′-invariant de W ′0 de celle d’un bon quotient
par G de l’ouvert G-invariant correspondant de W0, dans le cas des morphismes de type (r, s).
On prouve au §4.4.4 que la bijection W0/G ≃W
′
0/G
′ est un quasi-isomorphisme fort (the´ore`me
4.11).
On applique ce re´sultat au § 4.4.4 a` la construction de quasi-bons quotients d’ouverts G′-
invariants de W ′0 a` partir de quasi-bons quotients d’ouverts G-invariants de W0 (la notion de
quasi-bon quotient est rappele´e au § 4.4.2). On utilise uniquement ici le fait que la bijection
pre´ce´dente est un quasi-isomorphisme, ce qui est plus facile a` de´montrer que le the´ore`me 4.11.
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Dans le contexte des morphismes de type (r, s) on peut cependant obtenir des bons quotients
en utilisant ce the´ore`me et les re´sultats du § 4.4.3.
4.1.2. Notations
Soit k un corps commutatif. Pour tout espace k-vectoriel K, on note trK : K ⊗K∗ −→ C le
morphisme trace. Si E, F sont des k-espaces vectoriels, φ ∈ E ⊗K, ψ ∈ K∗ ⊗ F , on notera
<φ⊗ ψ>K = <φ, ψ>K = (IE⊗F ⊗ trK)(φ⊗ ψ)
(s’il n’y a pas d’ambigu¨ıte´). On notera aussi <φ⊗ ψ> ou <φ, ψ> s’il n’y a pas de risque de
confusion.
On note L(E, F ) l’espace vectoriel des applications line´aires de E dans F .
4.1.3. De´finition ge´ne´rale
Soient N1, N2, M1, M2, M , A0, B0 des espaces vectoriels sur k, de dimension finie, avec
dim(M) < dim(N2). On pose
W = (N1 ⊗M)⊕ (N2 ⊗M)⊕M1 ⊕M2.
Les e´le´ments de W seront ge´ne´ralement repre´sente´s par des matrices
(
ψ1 ψ2
φ1 φ2
)
, avec
φi ∈ Mi, ψi ∈ Ni ⊗M pour i = 1, 2.
Soient L, R, B des groupes. On suppose que :
L ope`re line´airement a` gauche sur M1, M2, B0.
R ope`re line´airement a` droite sur N1, M1, A0.
B ope`re line´airement a` droite sur N2, M2, et a` gauche sur A0.
Les notations s’expliquent ainsi : le groupe L n’agit qu’a` gauche (L pour Left), R qu’ a` droite
(R pour Right), et B des deux cote´s (B pour Both). Avec les notations du § 4.1.1, L, R, B
jouent le roˆle de Aut(V1), Aut(U1) et Aut(U2) respectivement.
On suppose que ces actions sont compatibles, c’est-a`-dire que si deux de ces groupes Gα,
Gβ, ope`rent sur un meˆme espace vectoriel Z, a` gauche et a` droite respectivement, pour tous
gα ∈ Gα,gβ ∈ Gβ et z ∈ Z on a gα(zgβ) = (gαz)gβ. On suppose aussi que le groupe {1,−1} est
contenu dans L, R et B, et agit comme on le pense sur les espaces vectoriels sur lesquels ces
groupes agissent (c’est-a`-dire que −1 agit par multiplication par −1).
Soient
ρ1 : B0 ⊗N1 −→M1,
ρ2 : B0 ⊗N2 −→M2,
ν : N2 ⊗A0 −→ N1,
µ :M2 ⊗A0 −→M1
des applications line´aires. On suppose que le diagramme suivant (D) est commutatif :
ESPACES ABSTRAITS DE MORPHISMES ET MUTATIONS 19
B0 ⊗N2 ⊗A0
IB0⊗ν //
ρ2⊗IA0

B0 ⊗N1
ρ1

M2 ⊗A0 µ
//M1
On suppose aussi que ces applications line´aires sont compatibles avec l’action des groupes. Par
exemple R ope`re a` droite sur N1 et A0, donc pour tous r ∈ R, α0 ∈ A0 et l2 ∈ N2 on a
ν(l2 ⊗ (α0r)) = ν(l2 ⊗α0).r.
De meˆme, B ope`re a` droite sur N2 et a` gauche sur A0, donc pour tous b ∈ B, α0 ∈ A0 et
l2 ∈ N2 on a
ν(l2b⊗α0) = ν(l2 ⊗ bα0).
On suppose aussi que ρ2 est surjective, et que l’application line´aire
ν : A0 −→ N2
∗ ⊗N1
de´duite de ν est injective.
De´finition 1. On appelle espace abstrait de morphismes et on note Θ la donne´e de N1, M1,
N2, M2, A0, B0, M , L, R, B, ν, µ, ρ1 et ρ2. L’espace vectoriel
W = (N1 ⊗M)⊕ (N2 ⊗M)⊕M1 ⊕M2
est l’espace total de Θ.
4.1.4. Groupes associe´s
On va construire deux nouveaux groupes associe´s a` Θ : GL et GR. Le groupe GR est constitue´
des matrices
(
r 0
α0 b
)
avec r ∈ R, b ∈ B, α0 ∈ A0. La loi de groupe de GR est(
r 0
α0 b
)
.
(
r′ 0
α
′
0 b
′
)
=
(
rr′ 0
α0r
′ + bα′0 bb
′
)
.
Le groupe GL est constitue´ des matrices
(
gM 0
β ℓ
)
avec gM ∈ GL(M), ℓ ∈ L, β ∈M
∗ ⊗ B0.
La loi de groupe de GL est(
gM 0
β ℓ
)
.
(
g′M 0
β ′ ℓ′
)
=
(
gMg
′
M 0
βg′M + ℓβ
′
ℓℓ
′
)
(GL(M) agit de manie`re e´vidente a` droite sur le premier facteur de M∗ ⊗ B0, et L a` gauche
sur le deuxie`me facteur).
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4.1.5. Actions des groupes associe´s sur l’espace de morphismes
Le groupe GR ope`re a` droite sur W : si ψ1 ∈ N1 ⊗M , ψ2 ∈ N2 ⊗M , φ1 ∈M1, φ2 ∈M2,
r ∈ R, b ∈ B et α0 ∈ A0 on a(
ψ1 ψ2
φ1 φ2
)(
r 0
α0 b
)
=
(
ψ1r+ (ν ⊗ IM)(ψ2 ⊗α0) ψ2b
φ1r+ µ(φ2 ⊗α0) φ2b
)
.
Le groupe GL ope`re a` gauche sur W : si ψ1 ∈ N1 ⊗M , ψ2 ∈ N2 ⊗M , φ1 ∈M1, φ2 ∈M2,
ℓ ∈ L, gM ∈ GL(M) et β ∈M∗ ⊗ B0 on a(
gM 0
β ℓ
)(
ψ1 ψ2
φ1 φ2
)
=
(
(IN1 ⊗ gM)(ψ1) (IN2 ⊗ gM)(ψ2)
ℓφ1 + ρ1(<β, ψ1>M) ℓφ2 + ρ2(<β, ψ2>M)
)
.
Les actions de ces groupes sont compatibles, c’est-a`-dire que si gL ∈ GL, gR ∈ GR et w ∈ W ,
on a gL(wgR) = (gLw)gR. On obtient donc une action a` gauche du groupe
G = GopR ×GL
sur W .
On note H le sous-groupe de G constitue´ des paires((
1 0
α0 1
)
,
(
1 0
β 1
))
(ou` α0 ∈ A0, β ∈M
∗ ⊗ B0).
4.1.6. Dictionnaire
Soient Γ, U1, U2, V1 et V2 des faisceaux cohe´rents sur X posse´dant les proprie´te´s du § 3.2.1 et
M un C-espace vectoriel non nul dels que dim(M) ≤ dim(Hom(U2,Γ). On en de´duit un espace
abstrait de morphismes qu’on de´crit ci-dessous. On conside`re
M1 = Hom(U1,V1), M2 = Hom(U2,V1), A0 = Hom(U1,U2),
N1 = Hom(U1,Γ), N2 = Hom(U2,Γ), B0 = Hom(Γ,V1).
Les applications ρ1, ρ2, µ et ν sont les compositions. On a
B = Aut(U2), L = Aut(V1), R = Aut(U1)
ope´rant de fac¸on e´vidente sur les espaces vectoriels pre´ce´dents. L’espace total de cet espace
abstrait de morphismes est
W = Hom(U1 ⊕ U2, (Γ⊗M)⊕ V1).
Si de plus on suppose que
Hom(U2,U1) = Hom(Γ,U1) = Hom(V1,V2) = Hom(V1,Γ) = {0}
on a GL = Aut((Γ⊗M)⊕ V1), GR = Aut(U1 ⊕ U2) ope´rant eux aussi de la fac¸on e´vidente.
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4.2. Mutation d’un espace abstrait de morphismes
Soit N un k-espace vectoriel tel que dim(N) = dim(N2)− dim(M). On va de´finir un nouvel
espace abstrait de morphismes D(Θ) associe´ a` Θ.
4.2.1. Les espaces vectoriels
Posons
N ′1 = B0, N
′
2 = N2
∗, M′1 =M1, B
′
0 = N1.
On de´finit M′2 et A
′
0 par les suites exactes
0 −→ A′0 −→ B0 ⊗N2
ρ2
−−−−→ M2 −→ 0,
0 −→ A0
ν
−−−−→ N2
∗ ⊗N1 −→M
′
2 −→ 0.
4.2.2. Les morphismes
Lemme 4.1. L’application
ρ1 ◦ trN2 : B0 ⊗N2 ⊗N
∗
2 ⊗N1 −→M1
s’annule sur A′0 ⊗A0.
De´monstration. Le morphisme ν se factorise de la fac¸on suivante :
N2 ⊗A0
ν
−−−−→ N2 ⊗N
∗
2 ⊗M1
trN2⊗I−−−−→ M1.
On en de´duit avec le diagramme (D) un autre diagramme commutatif :
B0 ⊗N2 ⊗A0
IB0⊗ν //
ρ2⊗IA0

B0 ⊗N2 ⊗N ∗2 ⊗N1
ρ1⊗trN2

M2 ⊗A0 µ
//M1
On en de´duit imme´diatement le lemme.
Lemme 4.2. Soient
0 −→ X0
i′
−−−−→ E ⊗K
p′
−−−−→ X0 −→ 0,
0 −→ Y0
i′′
−−−−→ K∗ ⊗ F
p′′
−−−−→ Y 0 −→ 0
des suites exactes d’espaces vectoriels. Soit φ : E ⊗ F −→ C une application line´aire telle que
φ ◦ (IE ⊗ trK ⊗ IF ) : E ⊗K ⊗K
∗ ⊗ F −→ C
s’annule sur X0 ⊗ Y0. Soient
r′ = (IE ⊗ trK ⊗ IF ) ◦ (IE⊗K ⊗ i
′′) : E ⊗K ⊗ Y0 −→ E ⊗ F,
r′′ = (IE ⊗ trK ⊗ IF ) ◦ (i
′ ⊗ IK∗⊗F ) : E ⊗K ⊗ Y0 −→ E ⊗ F.
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Alors il existe des applications line´aires uniques
φ′ : X0 ⊗ Y0 −→ C, φ
′′ : X0 ⊗ Y
0 −→ C
telles qu’on ait un diagramme commutatif
E ⊗K ⊗ Y0
r′ //
p′⊗IY0

E ⊗ F
φ

X0 ⊗K∗ ⊗ F
r′′oo
IX0⊗p
′′

X0 ⊗ Y0
φ′
// C X0 ⊗ Y 0
φ′′
oo
De´monstration. L’unicite´ de φ′ de´coule de la surjectivite´ de p′. Son existence de´coule du fait que
φ ◦ r′ s’annule sur ker(p′ ⊗ IY0) = X0 ⊗ Y0. L’existence et l’unicite´ de φ
′′ sont analogues.
On applique les lemmes pre´ce´dents aux suites exactes du 4.2.1. Le diagramme de gauche est
(D) (cf 4.1.3), et celui de droite, e´crit convenablement, est (D′) :
B′0 ⊗N
′
2 ⊗A
′
0
IB′
0
⊗ν′
//
ρ′
2
⊗IA′
0

B′0 ⊗N
′
1
ρ′
1

M′2 ⊗A
′
0 µ′
//M′1
ce qui de´finit les applications ν ′, ρ′2, ρ
′
1 et µ
′.
Les morphismes ν ′, ρ′2, ρ
′
1 sont de´finis plus simplement de la fac¸on suivante :
ρ′1 = ρ1.
ρ′2 est la projection N
∗
2 ⊗N1 −→ (N
∗
2 ⊗N1)/ν(A0).
ν ′ est l′inclusion ker(ρ2) ⊂ B0 ⊗N2.
4.2.3. Les groupes
On pose L′ = Rop, R′ = Lop, B′ = Bop. Les actions de ces groupes se de´duisent
imme´diatement de celles des groupes L,R et B. Par exemple, R agit a` droite sur A0 et
N1, et cette action est compatible avec ν : N2 ⊗A0 −→ N1. On obtient donc une action a`
droite de R sur (N2
∗ ⊗N1)/A0, c’est-a`-dire une action a` gauche de L′ sur M′2.
4.2.4. Mutation d’un espace abstrait de morphismes
De´finition 2. On note D(Θ) l’espace abstrait de morphismes de´fini par N ′1, N
′
2, M
′
1, M
′
2,
A′0, B
′
0, N
∗, L′, R′, B′, ν ′, µ′, ρ1
′ et ρ2
′. On l’appelle la mutation de Θ.
Proposition 4.3. On a D(D(Θ)) = Θ.
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Imme´diat. Cela de´coule notamment de la syme´trie du diagramme commutatif du lemme 4.2.
On de´finit comme pour Θ les groupes G′ = G′R
op ×G′L et H
′ correspondant a` D(Θ).
4.2.5. Dictionnaire
Avec les notations du § 3.2.1, dans la situation du § 4.1.6 on a
M′1 = Hom(U1,V1), M
′
2 = Hom(U1,V2), A0 = Hom(V2,V1),
N ′1 = Hom(Γ,V1), N
′
2 = Hom(Γ,V2), B
′
0 = Hom(U1,Γ).
Les applications ρ′1, ρ
′
2, µ
′ et ν ′ sont les compositions.
En ce qui concerne les groupes la situation est un peu plus complique´e. Pour obtenir une
repre´sentation exacte il faudrait supposer que tous les faisceaux qui interviennent sont locale-
ment libres et que les mutations sont des morphismes V∗1 ⊕ V
∗
2 −→ (Γ
∗ ⊗N∗)⊕ U∗1 . Si on
ne´glige cette subtilite´ on a
B′ = Aut(V2), L
′ = Aut(U1), R
′ = Aut(V1)
ope´rant de fac¸on e´vidente sur les espaces vectoriels pre´ce´dents. L’espace total de cet espace
abstrait de morphismes est
W ′ = Hom(U1 ⊕ (Γ⊗N),V2 ⊕ V1).
On a G′L = Aut(U1 ⊕ (Γ⊗N)), G
′
R = Aut(V2 ⊕ V1) ope´rant eux aussi de la fac¸on e´vidente.
4.3. Mutation des morphismes
4.3.1. De´finition
On note W ′ l’espace total de D(Θ), c’est-a`-dire
W ′ = (N ′1 ⊗N
∗)⊕ (N ′2 ⊗N
∗)⊕M′1 ⊕M
′
2.
On note W 0 l’ouvert de W constitue´ des
(
ψ1 ψ2
φ1 φ2
)
tels que l’application line´aire
ψ2 : N2
∗ −→ M de´duite de ψ2 soit surjective. On de´finit de meˆme l’ouvert W
′0 de W ′.
Soit
w =
(
ψ1 ψ2
φ1 φ2
)
∈ W 0.
On va en de´duire un e´le´ment de W ′0 (pas de manie`re unique). On choisit d’abord un isomor-
phisme
ker(ψ2) ≃ N.
On note ψ′2 l’e´le´ment de N
′
2 ⊗N
∗ provenant de l’application line´aire
ψ′2 : N
′
2
∗
= N2 −→ ker(ψ2)
∗ = N∗,
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qui est la transpose´e de l’inclusion de ker(ψ2) dans N2
∗.
On conside`re le diagramme commutatif avec ligne exacte :
0 −−−→ A′0
ν′
−−−→ B0 ⊗N2
ρ2
−−−→ M2 −−−→ 0
I⊗ψ′
2
y
N ′1 ⊗N
∗
Soient
u ∈ ρ−12 (−φ2) ⊂ B0 ⊗N2, et ψ
′
1 = (I ⊗ ψ
′
2)(u) ∈ N
′
1 ⊗N
∗.
Notons que u est de´fini a` un e´le´ment pre`s de A′0.
On conside`re le diagramme analogue au pre´ce´dent, mais correspondant a` D(Θ).
0 −−−→ A0
ν
−−−→ B′0 ⊗N
′
2
ρ′
2−−−→ M′2 −−−→ 0
I⊗ψ2
y
N1 ⊗M
Soient
v ∈ (I ⊗ ψ2)
−1(ψ1) ⊂ B
′
0 ⊗N
′
2, et φ
′
2 = ρ
′
2(v) ∈ M
′
2.
Notons que v est de´fini a` un e´le´ment pre`s de N ⊗ B′0.
Soient enfin
φ′1 = φ1 + ρ1(<v, u>N2), et z(w, u, v) =
(
ψ′1 ψ
′
2
φ′1 φ
′
2
)
∈ W ′0.
On emploiera aussi la notation z(w) = z(w, u, v), bien que cet e´le´ment de W ′0 ne de´pende pas
uniquement de w.
4.3.2. Proprie´te´s
Proposition 4.4. Soit w ∈ W 0. Les e´le´ments z(w, u, v), pour tous les choix possibles de u et
v, constituent une H ′-orbite de W ′0.
De´monstration. On ve´rifie aise´ment que si on remplace u par u+α′0 et v par v + β
′ (avec
α
′
0 ∈ A
′
0 et β
′ ∈ N ⊗ B′0), l’e´le´ment obtenu de W
′ est(
1 0
β ′ 1
)(
ψ′1 ψ
′
2
φ′1 φ
′
2
)(
1 0
α
′
0 1
)
.
Proposition 4.5. Pour tout w ∈ W 0, on a z(z(w)) ∈ Gw.
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De´monstration. On part de
w =
(
ψ1 ψ2
φ1 φ2
)
∈ W 0,
et on prend comme pre´ce´demment u ∈ ρ2−1(−φ2), v ∈ (I ⊗ ψ2)−1(ψ1) pour de´finir
z(w) =
(
ψ′1 ψ
′
2
φ′1 φ
′
2
)
∈ W ′
0
.
On cherche maintenant u′ ∈ ρ2′
−1(−φ′2) et v
′ ∈ (I ⊗ ψ′2)
−1(ψ′1) pour de´finir z(z(w)). On a
ρ2
′(−v) = −φ′2, donc on peut prendre u
′ = −v. D’autre part, on a (I ⊗ ψ′2)(u) = ψ
′
1, et on
peut prendre v′ = u.
Soit
z(z(w)) =
(
ψ′′1 ψ
′′
2
φ′′1 φ
′′
2
)
∈ W 0
l’e´le´ment de W 0 de´fini par u′ et v′. On a e´videmment ψ′′2 = ψ2, et
ψ′′1 = (I ⊗ ψ2)(u
′) = −(I ⊗ ψ2)(v) = −ψ1,
φ′′2 = ρ2(v
′) = ρ2(u) = −φ2,
φ′′1 = φ
′
1 + ρ1(<v
′, u′>N2) = φ1 + ρ1(<v, u>N2)− ρ1(<v, u>N2) = φ1.
Donc
z(z(w)) =
(
−ψ1 ψ2
φ1 −φ2
)
=
(
−1 0
0 1
)(
ψ1 ψ2
φ1 φ2
)(
1 0
0 −1
)
Proposition 4.6. Soient w1, w2 ∈ W 0 des points qui sont dans la meˆme G-orbite. Alors z(w1)
et z(w2) sont dans la meˆme G
′-orbite.
De´monstration. On ve´rifie aise´ment que c’est vrai si
w2 =
(
gM 0
0 ℓ
)
w1
(
r 0
0 b
)
.
Il reste a` traiter les cas
w2 =
(
1 0
β 1
)
w1, ou w2 = w1
(
1 0
α0 1
)
,
avec α0 ∈ A0, β ∈M∗ ⊗ B0. On ne traitera que le premier cas, le second e´tant analogue.
Posons
w1 =
(
ψ1 ψ2
φ1 φ2
)
.
Alors on a
w2 =
(
ψ1 + (ν ⊗ IM)(ψ2 ⊗α0) ψ2
φ1 + µ(φ2 ⊗α0) φ2
)
.
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On suppose que
z(w1) =
(
ψ′1 ψ
′
2
φ′1 φ
′
2
)
est de´fini par u1 ∈ B0 ⊗N2 et v1 ∈ N2
∗ ⊗N1. On va chercher des e´le´ments u2, v2 convenables
pour de´finir z(w2). On doit avoir u2 ∈ ρ2−1(−φ2), donc on peut prendre u2 = u1. On doit
avoir
(I ⊗ ψ2)(v2) = φ1 + (ν ⊗ IM)(ψ2 ⊗α0).
Posons v2 = v1 + v0. On doit donc avoir
(I ⊗ ψ2)(v0) = (ν ⊗ IM)(ψ2 ⊗α0).
Pour cela il suffit de prendre v0 = α0 (vu comme e´le´ment de N2
∗ ⊗N1, a` l’aide de ν). On a
alors
z(w2) =
(
ψ′′1 ψ
′
2
φ′′1 φ
′′
2
)
,
avec
ψ′′1 = (I ⊗ ψ
′
2)(u2) = (I ⊗ ψ
′
2)(u1) = ψ
′
1,
φ′′2 = ρ2(v2) = ρ2(v1 + v0) = ρ2(v1) = φ
′
2,
φ′′1 = φ1 + ρ1(<v2, u2>N2)
= φ′1 − µ(α0 ⊗ ρ2(u2)) + ρ1(<v0, u2>N2)
Mais on a µ(α0 ⊗ ρ2(u2)) = ρ1(<v0, u2>N2), si on se souvient que v0 = ν(α0), a` cause du
diagramme commutatif (D) du §4.1.3. On a donc φ′′1 = φ
′
1 et finalement z(w1) = z(w2).
4.4. The´ore`mes d’isomorphisme
4.4.1. Correspondance entre les ensembles d’orbites
Le the´ore`me suivant de´coule imme´diatement des re´sultats des § 4.2 et 4.3 :
The´ore`me 4.7. L’application associant a` l’orbite d’un point w de W 0 l’orbite de z(w) de´finit
une bijection
DΘ : W
0/G ≃ W ′0/G′
dont l’inverse est DD(Θ).
4.4.2. Quasi-isomorphismes et quasi-bons quotients
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Les de´finitions et re´sultats de cette partie proviennent de [4].
Soit G un groupe alge´brique. On appelle G-espace une varie´te´ alge´brique X munie d’une action
alge´brique de G. Rappelons qu’on appelle bon quotient de X par G un morphisme
π : X −→M
(ou` M est une varie´te´ alge´brique) tel que :
(i) Le morphisme π est G-invariant, affine, ouvert et surjectif.
(ii) Si U est un ouvert de M , alors on a O(U) ≃ O(π−1(U))G.
(iii) Si F1, F2 sont des sous-varie´te´s ferme´es G-invariantes disjointes de X , alors π(F1) et π(F2)
sont des sous-varie´te´s disjointes de M .
De´finition 3. On appelle quasi-bon quotient de X par G un morphisme
π : X −→M
(ou`M est une varie´te´ alge´brique) qui est G-invariant, ouvert et surjectif et tel que les conditions
(ii) et (iii) pre´ce´dentes soient ve´rifie´es.
On dit parfois par abus de language que M est le quasi-bon quotient de X par G. On note
comme dans le cas des bons quotients M = X//G. Il est clair qu’un bon quotient est un
quasi-bon quotient.
Soient G, G′ des groupes alge´briques, X un G-espace et X ′ un G′-espace.
De´finition 4. 1 - On appelle quasi-morphisme de X vers X ′ une application
φ : X/G −→ X ′/G′
telle que pour tout point x de X il existe un ouvert de Zariski U de X contenant x et un
morphisme U −→ X ′ induisant φ. On appelle quasi-isomorphisme de X vers X ′ une bijection
φ : X/G −→ X ′/G′ qui est un quasi-morphisme ainsi que son inverse.
2 - On appelle quasi-morphisme fort de X vers X ′ la donne´e d’un quasi-morphisme
φ : X/G −→ X ′/G′, d’un recouvrement ouvert (Ui)i∈I de X, et d’une famille (φi)i∈I de
rele`vements de φ , φi : Ui −→ X ′, telle que :
(i) pour tout j ∈ I et g ∈ G, le morphisme
gUj −→ X
′
x 7−→ φj(g
−1x)
appartient a` la famille (φi).
(ii) Pour tous i, j ∈ I, et tout x ∈ Ui ∩ Uj il existe un voisinage V de x dans Ui ∩ Uj et un
morphisme λij : V −→ G′ tel que φj |V = λijφi|V ,
(iii) Pour tout i ∈ I et x ∈ Ui, il existe un voisinage V de (e, x) dans G× Ui et un
morphisme γ : V −→ G′ tel que γ(e, x) = e et que pour tous (g, y) ∈ V , on ait gy ∈ Ui et
φi(gy) = γ(g, y)φi(y).
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On appelle quasi-isomorphisme de X vers X ′ une bijection φ : X/G −→ X ′/G′ qui est un
quasi-morphisme ainsi que son inverse.
Il est clair que si φ : X/G −→ X ′/G′ est un quasi-isomorphisme (non ne´cessairement fort), φ
induit une bijection entre l’ensemble des ouverts (resp. ferme´s) G-invariants de X et l’ensemble
des ouverts (resp. ferme´s) G′-invariants de X ′. De plus, si X est lisse, les hypersurfaces G-
invariantes de X correspondent aux hypersurfaces G′-invariantes de X ′. Si U est un ouvert
G-invariant de X , et U ′ l’ouvert G′-invariant correspondant de X ′, φ induit un isomorphisme
d’anneaux
O(U)G ≃ O(U ′)G
′
.
Plus ge´ne´ralement, si Y est une varie´te´ alge´brique, les morphismes G-invariants X −→ Y
s’identifient de manie`re e´vidente aux morphismes G′-invariants X ′ −→ Y .
De´finition 5. Soit σ = (φ : X/G −→ X ′/G′, (φi : Ui −→ X ′)) un quasi-morphisme fort. On
appelle carte de σ un rele`vement local f : U −→ X ′ de φ (U e´tant un ouvert non vide de X)
tel que pour tout x ∈ U les proprie´te´s suivantes soient ve´rifie´es :
(i) Pour tout i ∈ I il existe un voisinage V de x dans U ∩ Ui et un morphisme λi : V −→ G′
tel que f|V = λiφi|V ,
(ii) Il existe un voisinage V de (e, x) dans G× U et un morphisme γ : V −→ G′ tel que
γ(e, x) = e et que pour tous (g, y) ∈ V , on ait gy ∈ U et φi(gy) = γ(g, y)φ(y).
On dit que deux quasi-morphismes forts de X dans X ′ sont e´quivalents si les cartes de l’un
sont aussi des cartes de l’autre. On de´finit aussi dans [4] la composition de deux quasi-
morphismes forts : si un quasi-morphisme fort de X dans X ′ (resp. de X ′ vers X ′′) est
de´fini par (φi : Ui −→ X ′)i∈I (resp. (ψj : Vj −→ X ′′)j∈J), on de´finit un quasi-morphisme fort
de X vers X ′′ par (ψj ◦ φi : φ
−1
i (Vj) −→ X
′′)(i,j)∈I×J . On de´finit de manie`re e´vidente le quasi-
morphisme fort identite´ IX de X dans X . Il est clair que la composition a` droite ou a` gauche
d’un quasi-morphisme fort avec IX donne un quasi-morphisme fort e´quivalent. On de´finit un
quasi-isomorphisme fort σ de X dans X ′ comme e´tant un quasi-morphisme fort de X dans
X ′ tel qu’il existe un quasi-morphisme fort σ′ de X ′ dans X tel que σ ◦ σ′ (resp. σ′ ◦ σ) soit
e´quivalent a` IX′ (resp. IX).
Proposition 4.8. Si X et X ′ sont quasi-isomorphes, il existe un quasi-bon quotient de X
par G si et seulement si il existe un quasi-bon quotient de X ′ par G′, et dans ce cas les deux
quotients sont isomorphes.
(prop. 2.2 de [4]).
Rappelons qu’un G-fibre´ vectoriel sur X est un fibre´ vectoriel alge´brique F sur X muni d’une
action alge´brique line´aire de G, au dessus de l’action de G sur X .
De´finition 6. On dit qu’un G-fibre´ vectoriel F sur X est admissible si pour tout point x de
X, le stabilisateur de x dans G agit trivialement sur Fx.
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On suppose qu’il existe un quasi-isomorphisme fort entre X et X ′. On montre dans [4], § 2.3,
qu’il existe alors une bijection canonique entre l’ensemble des classes d’isomorphisme de G-fibre´s
vectoriels admissibles sur X et l’ensemble des classes d’isomorphisme de G′-fibre´s vectoriels
admissibles sur X ′. De plus, il est aise´ de voir que si F est un G-fibre´ vectoriel admissible sur
X et F ′ le G′-fibre´ vectoriel admissible sur X ′ correspondant, on a un isomorphisme canonique
H0(X,F )G ≃ H0(X ′, F ′)G
′
.
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4.4.3. Actions de groupes sur des espaces affines
Soient G, G′ des groupes alge´briques agissant line´airement sur des espaces vectoriels E, E ′
respectivement, de dimension finie positive. Soient X un ouvert G-invariant de E, X ′ un
ouvert G′-invariant de E ′. On suppose donne´ un quasi-isomorphisme fort entre X et X ′.
Soit χ un caracte`re non trivial de G. Soit Ess(χ) l’ouvert de E constitue´ des points x tels qu’il
existe un entier k > 0 et un polynoˆme homoge`ne χk-invariant f tel que f(x) 6= 0. On note Lχ
le G-fibre´ en droites sur E induit par χ (le fibre´ en droites sous-jacent est trivial et l’action de
G induite par χ). Alors les polynoˆmes χk-invariants sont exactement les sections G-invariantes
de Lkχ, et Lχ est admissible sur E
ss(χ). Si f est un tel polynoˆme, on note Ef l’ouvert de E
ss(χ)
constitue´ des points ou` f ne s’annule pas. On emploie des notations analogues pour E ′.
Proposition 4.9. On suppose qu’il existe un bon quotient M de Ess(χ) par G, et que les
proprie´te´s suivantes sont ve´rifie´es :
1. Toute fonction re´gulie`re inversible sur G′ est le produit d’un caracte`re par une constante.
2. On a Ess(χ) ⊂ X.
3. On a codim(X\Ess(χ)) ≥ 2.
4. Il existe un recouvrement de M par des ouverts affines dont l’image inverse dans Ess(χ)
soit de la forme Ef (ou` f est un polynoˆme χ
k-invariant, pour un entier k > 0).
Soit X ′0 l’ouvert de X
′ correspondant a` Ess(χ). Alors le G′-fibre´ en droites admissible sur X ′0
correspondant a` Lχ|Ess(χ) est de la forme Lχ′ |X′
0
, on a X ′0 = E
′ss(χ′) et le quasi-bon quotient
E ′ss(χ′)//G est un bon quotient.
De´monstration. Il de´coule de la proprie´te´ 1 et de la proposition 14 de [2] que tout G′-fibre´ en
droites sur un ouvert G′-invariant U de E ′ est de la forme Lχ′ |U , pour un caracte`re χ
′ de G′.
Ceci prouve la premie`re assertion de la proposition 4.9.
Montrons que X ′0 = E
′ss(χ′). Remarquons d’abord que codim(E ′\X ′0) ≥ 2. En effet dans le
cas contraire X ′\X ′0 contiendrait une hypersurface de X
′ qui correspondrait a` une hypersurface
de X\Ess(χ), ce qui est impossible. Les sections G′-invariantes de Lχ′ |X′
0
se prolongent donc a`
E ′. Comme pour tout point x de Ess(χ) il existe un entier k > 0 une section G-invariante de
Lχk ne s’annulant pas en x, on en de´duit que pour tout point x
′ de E ′ss(χ′) il existe un entier
k > 0 et une section G′-invariante de Lχ′k ne s’annulant pas en x
′. On a donc X ′0 = E
′ss(χ′).
Montrons maintenant queM est un bon quotient de X ′0 par G
′. Soit U un ouvert affine non vide
de M , dont l’image inverse dans Ess(χ) est de la forme Ef , f e´tant un polynoˆme χ
k-invariant.
Alors f est une section G-invariante de Lχk . Soit f
′ la section G′-invariante correspondante de
Lχ′k . Alors l’ouvert de E
′ss(χ′) au dessus de U n’est autre que E ′f ′ , qui est affine.
Remarques : Les proprie´te´s de la proposition 4.9 ve´rifie´es par le quotient Xss(χ) −→ M le
sont aussi par le quotient associe´ X ′ss(χ′) −→M .
Proposition 4.10. On suppose qu’il existe un bon quotient de X par G et que les proprie´te´s
suivantes sont ve´rifie´es :
1. Toute hypersurface G-invariante de E contient E\X.
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2. Toute hypersurface G′-invariante de E ′ contient E ′\X ′.
Alors le quasi-bon quotient X ′//G′ ≃ M est un bon quotient.
De´monstration. Soit U un ouvert affine de M , X0 l’ouvert affine de X au dessus de U . Alors
X0 est le comple´mentaire d’une hypersurface G-invariante dans E. Il en de´coule que l’ouvert
correspondant X ′0 de X
′ est aussi le comple´mentaire d’une hypersurface G′-invariante H ′ dans
X ′. Comme l’adhe´rence H ′ de cette hypersurface dans E ′ contient E ′\X ′, on a X ′0 = E
′\H ′,
qui est affine.
4.4.4. The´ore`me d’isomorphisme fort
On suppose maintenant que les groupes L, R, B sont alge´briques sur k et que leurs actions
sont alge´briques.
On reprend les notations des § 4.1, 4.2 et 4.3 et 4.4.1.
The´ore`me 4.11. La bijection
DΘ : W
0/G ≃ W ′
0
/G′
est un quasi-isomorphisme fort, ainsi que son inverse DD(Θ).
De´monstration. La de´monstration comporte six e´tapes.
E´tape 1 - De´finition de quelques applications line´aires
Soit
r2 :M2 −→ B0 ⊗N2
une application line´aire telle que ρ2 ◦ r2 = IM2 (son existence de´coule de la surjectivite´ de ρ2).
Soit M0 un sous-espace vectoriel de N ∗2 tel que dim(M0) = dim(M). Soit U2(M0) l’ou-
vert de N2 ⊗M constitue´ des applications line´aires surjectives f : N ∗2 −→M telles que
ker(f) ∩M0 = {0}. Soit W (M0) l’ouvert de W constitue´ des e´le´ments dont la composante
de N2 ⊗M est dans U2(M0).
Pour tout ψ2 ∈ N2 ⊗M , on note ψ2 : N ∗2 −→M l’application line´aire de´duite de ψ2. Si
ψ2 ∈ U2(M0), ψ2|M0 est un isomorphisme M0 ≃M , et on note rM0(ψ2) l’application line´aire
M −→ N ∗2 qui est la compose´e
M
(ψ2|M0 )
−1
// M0
  // N ∗2 .
On a ψ2 ◦ rM0(ψ2) = IM .
Soit maintenant
sM0(ψ2) : N
∗
2 −→ ker(ψ2)
x 7−→ x− rM0(ψ2) ◦ ψ2(x)
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On a alors sM0(ψ2)|ker(ψ2) = Iker(ψ2) et
<rM0(ψ2)⊗ ψ2>M + <sM0(ψ2)⊗ iψ2>ker(ψ2) = IN2 ,
iψ2 de´signant l’inclusion ker(ψ2) −→ N
∗
2 .
Soit N0 ⊂ N ∗2 un sous-espace vectoriel supple´mentaire de M0. On fixe un isomorphisme
ǫ0 : N −→ N0. La projection sur N0 associe´e a` la de´composition N2 = M0 ⊕N0 induit un
isomorphisme p : ker(ψ2) ≃ N0. On note q = q(M0, N0, ǫ0, ψ2) = ǫ
−1
0 ◦ p : ker(ψ2) ≃ N .
E´tape 2 - De´finition des cartes et du quasi-isomorphisme
Soit I l’ensemble des triplets (M0, N0, ǫ0) comme pre´ce´demment. On va de´finir un recouvrement
ouvert (Ui)i∈I de W0, et pour tout i ∈ I un morphisme
λi : Ui −→W
′
0
au dessus de Dθ. Si i = (M0, N0, ǫ0), on prend Ui = W (M0). Pour de´finir λi on suit le § 4.3.
Soit
w =
(
ψ1 ψ2
φ1 φ2
)
∈ W (M0),
avec ψ1 ∈ N1 ⊗M , ψ2 ∈ N2 ⊗M , φ1 ∈M1, φ2 ∈M2. Soit
ψ′2 : N
′∗
2 = N2 −→ N
∗
l’application line´aire compose´e
N2 // ker(ψ2)∗
tq−1 // N∗ .
Soit ψ′2 ∈ N
′
2 ⊗N
∗ l’e´le´ment associe´ a` ψ′2. Soient u = −r2(φ2) ∈ B0 ⊗N2 et
ψ′1 = (IB0 ⊗ ψ
′
2)(u) ∈ N
′
1 ⊗N
∗.
Soient v = (I ⊗ rM0(ψ2))(ψ1) ∈ B
′
0 ⊗N
′
2 et
φ′2 = ρ
′
2(v) ∈M
′
2.
Soit enfin
φ′1 = φ1 + ρ1(<v, u>N2).
On de´finit λi par
λi(w) =
(
ψ′1 ψ
′
2
φ′1 φ
′
2
)
.
Pour satisfaire a` la condition (i) de la de´finition 4,2, il faut conside´rer la famille plus large
(λgi )(i,g)∈I×G, ou` pour tout (i, g) ∈ I ×G, i = (M0, N0, ǫ0),
λgi : gW (M0) −→ W
′
0
x 7−→ λi(g−1x)
On va ve´rifier les proprie´te´s (ii) et (iii) de la de´finition 4, 2-, pour montrer que la famille
(λgi ) de´finit un quasi-morphisme fort de W0 vers W
′
0. On montrera ensuite que c’est un quasi-
isomorphisme fort.
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E´tape 3 - Compatibilite´ avec l’action des sous-groupes laissant W (M0) invariant
On conside`re le sous-groupe G0 de G dont la composante dans B est l’identite´. Alors il est clair
que pour tout i = (M0, N0, ǫ0) ∈ I, G0 laisse invariant l’ouvert W (M0) de W0. On va montrer
qu’il existe un morphisme
γi : G0 ×W (M0) −→ G
′
tel que pour tous (g, x) ∈ G0 ×W (M0) on ait
λi(gx) = γi(g, x)λi(x).
On a un isomorphisme de varie´te´s
R×A0 ×GL(M)× L× (M
∗ ⊗ B0) ≃ G0
qui a` (r,α0, gM , ℓ, β) associe le produit des e´le´ments
(
r 0
0 1
)
,
(
1 0
α0 1
)
,
(
gM 0
0 1
)
,(
1 0
0 ℓ
)
et
(
1 0
β 1
)
. Il suffit donc de construire pour tout sous-groupe K parmi Rop, A0,
GL(M)op, L, M∗ ⊗ B0 un morphisme
γK : K ×W (M0) −→ G
′
tel que pour tous (g, x) ∈ K ×W (M0) on ait
λi(gx) = γK(g, x)λi(x).
On peut e´liminer de´ja` le cas de GL(M)op, car λi est GL(M)
op-invariant (on prend
γGL(M)op = 1). Si w =
(
ψ1 ψ2
φ1 φ2
)
∈ W (M0) et si g est un e´le´ment d’un des groupes
pre´ce´dents, on notera comme dans l’e´tape 1
λi(w) =
(
ψ′1 ψ
′
2
φ′1 φ
′
2
)
,
et
λi(gw) =
(
ψ′1,0 ψ
′
2,0
φ′1,0 φ
′
2,0
)
.
On notera u, v les e´le´ments de B0 ⊗N2, v ∈ B′0 ⊗N
′
2 respectivement servant a` de´finir λi(w)
(cf. e´tape 1), et u0, v0 les e´le´ments analogues servant a` de´finir λi(gw).
De´finition de γRop - Soit r ∈ Rop. On a((
r 0
0 1
)
, I
)
.
(
ψ1 ψ2
φ1 φ2
)
=
(
ψ1r ψ2
φ1r φ2
)
.
Il en de´coule que u0 = u et
v0 = (I ⊗ rM0(ψ2))(ψ1r) = vr,
car R n’agit que sur le facteur de gauche dans B′0 ⊗N
′
2. On en de´duit
λi(rw) =
(
ψ′1 ψ
′
2
φ′1,0r φ
′
2,0r
)
= r.λi(w),
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ou` r est vu dans le terme de droite comme un e´le´ment de Rop = L′. On a ici simplement
γRop(r, w) =
(
I,
(
IN∗ 0
0 r
))
.
De´finition de γA0 - Soit α0 ∈ A0. On a((
1 0
α0 1
)
, I
)
.
(
ψ1 ψ2
φ1 φ2
)
=
(
ψ1 + (ν ⊗ IM )(ψ2 ⊗α0) ψ2
φ1 + µ(φ2 ⊗α0) φ2
)
.
Il en de´coule que u0 = u et
v0 − v = (IN1 ⊗ rM0(ψ2)) ◦ (ν ⊗ IM)(ψ2 ⊗α0),
= (ν ⊗ IN ∗
2
) ◦ (IN2⊗A0 ⊗ rM0(ψ2))(ψ2 ⊗α0).
Il en de´coule que pour tout x ∈ N2, on a
(v0 − v)(x) = ν(α0⊗ <rM0(ψ2), ψ2>M (x))
(ou` v − v0 est vu comme un e´le´ment de L(N2,N1)).
Soit β ′(α0) ∈ N ⊗N1 de´fini par
β ′(α0)(λ) = −ν(α0 ⊗
tsM0(ψ2)(
tq(λ)))
pour tout λ ∈ N∗ (q est de´fini a` la fin de l’e´tape 1). Alors on a, pour tout x ∈ N2,
− <β ′(α0), ψ′2>N (x) + (v0 − v)(x) = ν(α0 ⊗ x),
c’est-a`-dire
v0 − v = ν(α0)+ <β
′(α0), ψ′2>N .
On a donc
φ′2,0 = ρ
′
2(v0) = φ
′
2 + ρ
′
2(<β
′(α0), ψ′2>N).
On a
φ′1,0 = φ1 + µ(φ2 ⊗α0) + ρ1(<v0, u0>N2)
= φ′1 + µ(φ2 ⊗α0) + ρ1(<v0 − v, u>N2).
Mais on a
µ(φ2 ⊗α0) = µ(ρ2(r2(φ2))⊗α0) = −ρ1(<ν(α0), u>N2)
d’apre`s le diagramme commutatif du lemme 4.1. Donc
φ′1,0 = φ
′
1 + ρ1(<v0 − v − ν(α0), u>N2)
= φ′1 + ρ1(<β
′(α0), ψ
′
2>N , u)
= φ′1 + ρ1(<β
′(α0), ψ
′
1>N2).
On peut donc prendre
γA0(α0, w) =
(
I,
(
1 0
β ′(α0) 1
))
.
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De´finition de γL - Soit ℓ ∈ L. On a(
I,
(
1 0
0 ℓ
))
.
(
ψ1 ψ2
φ1 φ2
)
=
(
ψ1 ψ2
ℓφ1 ℓφ2
)
.
Il en de´coule que v0 = v et u0 = −r2(ℓφ2). On a donc ρ2(u0 − ℓu) = 0, ce qui entraine que
u0 − ℓu = ν ′(α′0), pour un α
′
0 ∈ A
′
0 uniquement de´termine´. On a donc
φ′1,0 = ℓφ1 + ρ1(<ℓu+ ν
′(α′0), v>N2)
= ℓφ1 + ℓρ1(<u, v>N2) + ρ1(<ν
′(α′0), v>N2)
= ℓφ′1 + ρ1(<ν
′(α′0), v>N2)
= ℓφ′1 + ρ1(IB′0 ⊗ ν
′)(v ⊗α′0)
= ℓφ′1 + µ
′(ρ′2(v)⊗α
′
0)
= ℓφ′1 + µ
′(φ′2 ⊗α
′
0),
ψ′1,0 = (IB0 ⊗ ψ
′
2)(ℓu+ ν
′(α′0))
= ℓ(IB0 ⊗ ψ
′
2)(u) + (IB0 ⊗ ψ
′
2) ◦ ν
′(α′0)
= ℓψ′1 + (ν
′ ⊗ IN ∗)(ψ
′
2 ⊗α
′
0).
On peut donc prendre
γA0(α0, w) =
((
ℓ 0
α
′
0 1
)
, I
)
.
De´finition de γM∗⊗B0 - Soit β ∈M
∗ ⊗ B0. On a(
I,
(
1 0
β 1
))
.
(
ψ1 ψ2
φ1 φ2
)
=
(
ψ1 ψ2
φ1 + ρ1(<β, ψ1>M) φ2 + ρ2(<β, ψ2>M)
)
.
Il en de´coule que v0 = v et u0 = u− r2 ◦ ρ2(<β, ψ2>M), d’ou`
u0 = u− <β, ψ2>M +ν ′(α
′
0),
pour un α′0 ∈ A
′
0 uniquement de´termine´. On a d’apre`s la de´finition de v et le fait que
ψ2 ◦ rM0(ψ2) = IM
<v,<β, ψ2>M>N2 = <β, ψ1>M .
On a donc
φ′1,0 = φ1 + ρ1(<β, ψ1>M) + ρ1(<v, u+ ν
′(α′0)− <β, ψ2>M>N2)
= φ1 + ρ1(<v, u+ ν ′(α
′
0)>N2)
= φ′1 + ρ1(<v, ν
′(α′0)>N2)
= φ′1 + µ
′(φ′2 ⊗α
′
0)
(la dernie`re e´galite´ se de´montrant comme dans le calcul de φ′1,0 dans la de´finition de γL. On a
(IB0 ⊗ ψ
′
2)(<β, ψ2>M) = 0,
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donc
ψ′1,0 = (IB0 ⊗ ψ
′
2)(u+ ν
′(α′0)− <β, ψ2>M)
= ψ′1 + (IB0 ⊗ ψ
′
2)(ν
′(α′0))
= ψ′1 + (ν
′ ⊗ IN ∗)(ψ
′
2 ⊗α
′
0).
On peut donc prendre
γM∗⊗B0(β, w) =
((
1 0
α
′
0 1
)
, I
)
.
E´tape 4 - Compatibilite´ avec l’action de B
Soit b ∈ B. On notera aussi b l’automorphisme associe´ de N2 (la multiplication par
b). Soient i0 = (M0, N0, ǫ0), i1 = (M1, N1, ǫ1) ∈ I. Alors, si w =
(
ψ1 ψ2
φ1 φ2
)
∈ W0, on
a w ∈ W (M0) ∩ b−1W (M1) si et seulement si ker(ψ2) ∩M0 = ker(ψ2) ∩ b(M1) = {0}. Soit
U(M0,M1) l’ouvert de W0 ×B constitue´ des points (w,b) tels que w ∈ W (M0) ∩ b−1W (M1).
On va montrer qu’il existe un morphisme
δi0i1 : U(M0,M1) −→ G
′
tel que pour tout (w,b) ∈ U(M0,M1) on ait
λi1(bw) = δi0i1(b, w)λi0(w).
Soit (w,b) ∈ U(M0,M1). On pose
w =
(
ψ1 ψ2
φ1 φ2
)
, bw =
(
ψ1 ψ2b
φ1 φ2b
)
,
λi0(w) =
(
ψ′1 ψ
′
2
φ′1 φ
′
2
)
, λi1(bw) =
(
ψ′′1 ψ
′′
2
φ′′1 φ
′′
2
)
.
Posons q0 = q(M0, N0, ǫ0, ψ2) : ker(ψ2) ≃ N , q1 = q(M1, N1, ǫ1, ψ′2) : ker(ψ2b) ≃ N (cf. e´tape
1). On note
π′ : N2 −→ ker(ψ2)
∗, π′′ : N2 −→ ker(ψ2b)
∗
les transpose´es des inclusions. Rappelons qu’on a ψ′2 =
tq−10 ◦ π
′ et ψ′′2 =
tq−11 ◦ π
′′.
On a ψ2b = ψ2 ◦ tb. Il en de´coule que π′′ = b ◦ π′ ◦ b−1, d’ou`
ψ′′2 =
tq−11 ◦ b ◦
tq0 ◦ ψ′2 ◦ b
−1 = tq−11 ◦ b ◦
tq0 ◦ ψ′2b
−1.
Posons θ = tq−11 ◦ b ◦
tq0 ∈ GL(N∗). On a alors
ψ′′2 = (IN ∗2 ⊗ θ).ψ
′
2.b
−1.
On notera u′, v′ les e´le´ments de B0 ⊗N2, v ∈ B′0 ⊗N
′
2 respectivement servant a` de´finir λi0(w)
(cf. e´tape 1), et u′′, v′′ les e´le´ments analogues servant a` de´finir λi1(bw). On a
u′′ = −r2(φ2b) = −r2(φ2)b+α
′
0 = (u
′ +α′0).b
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pour un α′0 ∈ A
′
0 uniquement de´termine´. On a d’autre part
v′′ = (IN1 ⊗ rM1(ψ2b))(ψ1).
On a
ψ2 ◦ rM0(ψ2) = ψ2 ◦
tb ◦ rM1(ψ2b) = IM ,
d’ou` il de´coule que λ = tbrM1(ψ2b)− rM0(ψ2) est a` valeurs dans ker(ψ2). Soit ψ1 : N
∗
1 −→M
l’application line´aire de´duite de ψ1. Posons
β ′ = q−10 ◦ λ ∈ N
∗
1 ⊗N = B
′
0 ⊗N.
Alors on a
v′′ = (v+ <β ′, ψ′2>N ).b
−1,
d’ou`
φ′′2 = ρ
′
2(v
′′)
= (φ′2 + ρ
′
2(<β
′, ψ′2>N)).b
−1.
On a
ψ′′1 = (IB0 ⊗ ψ
′′
2)(u
′′)
= (IB0 ⊗ (θ ◦ ψ
′
2 ◦ b
−1))((u′ +α′0)b)
= (IN ′
1
⊗ θ)(ψ′1 + (ν
′ ⊗ IN∗)(ψ
′
2 ⊗α
′
0)),
φ′′1 = φ1 + ρ1(<v
′′, u′′>N2).
En de´veloppant on trouve
φ′′1 = φ
′
1 + ρ1(<β
′, ψ′1 + (ν ⊗N
∗)(ψ2 ⊗α
′
0)>N2) + µ
′(φ′2 ⊗α
′
0).
Finalement on prend
δi0i1(w) =
((
1 0
α0 b
−1
)
,
(
θ 0
β ′ 1
))
.
E´tape 5 - Ve´rification des proprie´te´s (i) et (ii) de la de´finition 4
Le fait que la famille (λgi )(i,g)∈I×G de´finie dans l’e´tape 2 ve´rifie les proprie´te´s (i) et (ii) de la
de´finition 4 de´coule imme´diatement des e´tapes 3 et 4. On a donc de´fini un quasi-morphisme
fort de W0 vers W
′
0 au dessus de Dθ.
Il reste a` montrer que c’est un quasi-isomorphisme fort. Pour cela on de´finit la famille
(λg
′
j )(j,g)∈J×G′, ou` J est l’ensemble des triplets (M
′
0, N
′
0, ǫ
′
0), ou` N
′
0 ⊕M
′
0 est une de´composition
en somme directe de N2 avec dim(N ′0) = dim(N), et ǫ
′
0 : M
∗ −→M ′0 un isomorphisme. Pour
tout j = (M ′0, N
′
0, ǫ
′
0) ∈ J , λ
g′
j est un morphisme de g
′U ′(N ′0) dans W0 au dessus de DD(θ),
U ′(N ′0) e´tant l’ouvert de W
′
0 constitue´ des e´le´ments
(
ψ′1 ψ
′
2
φ′1 φ
′
2
)
tels que ker(ψ′2) ∩N
′
0 = {0}.
La de´finition des λg
′
j est semblable a` celle des λ
g
i de l’e´tape 2.
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E´tape 6 - (λgi )(i,g)∈I×G est un quasi-isomorphisme fort
Soient (i, g) ∈ I ×G et (j, g′) ∈ J ×G′, avec j = (N ′0,M
′
0, ǫ
′
0). Il suffit de montrer que
φ = λg
′
j ◦ λ
g
i : V = (λ
g
i )
−1(g′U ′(N ′0)) −→W0
est une carte de IW0 , c’est-a`-dire qu’il existe un morphisme γ : V −→ G tel que pour tout
w ∈ V on ait φ(x) = γ(x).x. Cela se de´montre comme dans les e´tapes 3 a` 5 et est laisse´ au
lecteur.
4.4.5. Correspondance entre les quotients
On de´duit du the´ore`me 4.11 et de la proposition 4.8 le
The´ore`me 4.12. Soient U un ouvert G-invariant de W ′0 tel qu’il existe un quasi-bon quo-
tient U//G et U ′ l’ouvert correspondant de W ′0. Alors il existe un quasi-bon quotient U
′//G′
canoniquement isomorphe a` U//G.
Pour obtenir des bons quotients il faut faire des hypothe`ses supple´mentaires, pour appliquer les
propositions 4.9 ou 4.10. C’est ce qu’on va faire au chapitre suivant pour e´tudier les morphismes
de type (r, s).
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5. Le cas des morphismes de type (r, s)
5.1. Introduction
On applique les re´sultats du chapitre 4 aux cas de´crits au § 3.3.
5.1.1. Mutations des morphismes de type (r, s)
Soient X une varie´te´ projective, r, s des entiers positifs, et E1, . . . , Er,,F1, . . . ,Fs des faisceaux
cohe´rents simples sur X tels que
Hom(Ei, Ei′) = 0 si i > i
′ , Hom(Fj,Fj′) = 0 si j > j
′,
Hom(Fj, Ei) = {0} pour tous i, j.
On suppose que pour 1 ≤ i ≤ r le morphisme canonique
Ei −→ Hom(Ei,F1)
∗ ⊗F1
est injectif. Soit Gi son conoyau. On suppose que
Ext1(F1,Fj) = Ext
1(F1, Ei) = Ext
1(Ei,F1) = Ext
1(Ei, Ek) = Ext
1(Gi,Fj) = {0}
si 1 ≤ i ≤ k ≤ r, 2 ≤ j ≤ s. Soient M1, . . . ,Mr, N1, . . . , Ns des C-espaces vectoriels de dimen-
sion finie m1, . . . , mr,n1, . . . , ns respectivement. On s’inte´resse aux morphismes⊕
1≤i≤r
(Ei ⊗Mi) −→
⊕
1≤l≤s
(Fl ⊗Nl).
Soit p un entier tel que 0 ≤ p ≤ r − 1. On pose (cf. 3.2)
U1 =
⊕
1≤i≤p
(Ei ⊗Mi), U2 =
⊕
p+1≤j≤r
(Ej ⊗Mj),
Γ = F1, M = N1, V1 =
⊕
2≤l≤s
(Fl ⊗Nl).,
de sorte que les morphismes pre´ce´dents peuvent s’e´crire sous la forme
U1 ⊕ U2 −→ (Γ⊗M)⊕ V1,
comme dans le chapitre 4. On suppose que dim(M) < dim(Hom(U2,Γ)). Soit N un C-espace
vectoriel tel que dim(M) + dim(N) = dim(Hom(U2,Γ)). On s’inte´resse maintenant aux muta-
tions des morphismes pre´ce´dents. Ce sont des morphismes du type
U1 ⊕ (Γ⊗N) −→ V2 ⊕ V1,
c’est-a`-dire(⊕
1≤i≤p
(Ei ⊗Mi)
)
⊕ (F1 ⊗N) −→
( ⊕
p<j≤r
(Gj ⊗Mj)
)
⊕
( ⊕
2≤l≤s
(Fl ⊗Nl)
)
.
Remarque : Les morphismes de de´part ne de´pendent pas de p, mais les mutations de
morphismes vont en de´pendre.
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De´finition de l’espace abstrait de morphismes Θp
Il correspond aux morphismes U1 ⊕ U2 −→ (Γ⊗M)⊕ V1. On pose
Hli = Hom(Ei,Fl), Aji = Hom(Ei, Ej), Bml = Hom(Fl,Fm).
On a n1 = dim(N1) <
∑
1≤i≤r
dim(H1i)mi. On pose
N1 =
⊕
1≤i≤p
(H1i ⊗M
∗
i ) = Hom(U1,Γ), N2 =
⊕
p+1≤j≤r
(H1j ⊗M
∗
j ) = Hom(U2,Γ),
M1 =
⊕
1≤i≤p,2≤l≤s
(Hli ⊗M
∗
i ⊗Nl) = Hom(U1,V1),
M2 =
⊕
p+1≤j≤r,2≤l≤s
(Hlj ⊗M
∗
j ⊗Nl) = Hom(U2,V1),
A0 =
⊕
1≤i≤p,p+1≤j≤r
(Aji ⊗M
∗
i ⊗Mj) = Hom(U1,U2),
M = N1, B0 =
⊕
2≤l≤s
(Bl1 ⊗Nl) = Hom(Γ,V1).
On de´finit de meˆme les groupes L, R, B, et les applications ν,µ,ρ1, et ρ2. On obtient ainsi un
espace abstrait de morphismes note´ Θp, d’espace total de morphismes note´ Wp. On a
Wp = W =
⊕
1≤i≤r,1≤s≤l
(Hli ⊗M
∗
i ⊗Nl),
mais en ge´ne´ral W 0p 6= W
0
q si p 6= q.
Soit
w = (ψli)1≤i≤r,1≤s≤s ∈ W.
Alors, par de´finition, on a w ∈ W 0p si et seulement si l’application line´aire∑
p+1≤j≤r
ψj :
⊕
p+1≤j≤r
(H∗1j ⊗Mj) −→ N1
de´duite de w est surjective. On a donc W 0r−1 ⊂W
0
r−2 ⊂ · · · ⊂W
0
0 ⊂W .
5.1.2. Plan de la suite du chapitre 5
Dans les § 5.2 et 5.3, on donne la description de l’espace abstrait de morphismes D(Θp). On
note W ′(p) son espace total, et G(p) le groupe qui agit sur W ′(p). L’espace abstrait D(Θp)
correspond en fait a` un espace de morphismes de type (r + s− p− 1, p+ 1) (les morphismes
obtenus dans le the´ore`me 3.3).
On rappelle au §5.4 des re´sultats de [6] permettant de construire des bons quotients de certains
ouverts G-invariants de W . On obtient une notion de (semi-)stabilite´ sous l’action de G en
fixant une suite de nombre rationnels, appele´e polarisation : Λ = (λ1, . . . , λr, µ1, . . . , µs). On
de´finit au § 5.5 une polarisation Λ′p de l’action de G(p) sur W
′(p) naturellement associe´e a` la
pre´ce´dente.
ESPACES ABSTRAITS DE MORPHISMES ET MUTATIONS 41
Dans le § 5.6 on donne des conditions pour qu’il y ait e´quivalence entre la (semi-)stabilite´ d’un
morphisme de W relativement a` Λ et la semi-stabilite´ relativement a` Λ′p des mutations de
ce morphisme. On en de´duit, a` l’aide des the´ore`me 4.11, 4.12 et des re´sultats du § 4.4.3 les
the´ore`mes 5.6, 5.7, 5.8 et 5.9, ce dernier e´tant une ame´lioration du the´ore`me 5.1 obtenu dans
[6]. On peut ainsi construire des varie´te´s de modules de morphismes pour d’autres polarisations
que celles qui sont indique´es dans [6]. De nombreux exemples sont donne´s au chapitre 6.
5.2. Description des mutations d’espaces de morphismes abstraits
L’espace de morphismes abstraits D(Θp) correspond a` un espace de morphismes de type
(p+ 1, r + s− p− 1). Rappelons qu’il s’agit des morphismes
U1 ⊕ (Γ⊗N) −→ V2 ⊕ V1,
c’est-a`-dire(⊕
1≤i≤p
(Ei ⊗Mi)
)
⊕ (F1 ⊗N) −→
( ⊕
p<j≤r
(Gj ⊗Mj)
)
⊕
( ⊕
2≤l≤s
(Fl ⊗Nl)
)
.
On les notera plutoˆt
(∗)
⊕
1≤i≤p+1
(E ′i ⊗M
(p)
i ) −→
⊕
1≤l≤r+s−p−1
(F ′l ⊗N
(p)
l ),
par analogie avec les morphismes de de´part.
On a donc
E ′i = Ei si 1 ≤ i ≤ p, E
′
p+1 = F1,
F ′j = Gj+p si 1 ≤ j ≤ r − p, F
′
j = Fj−r+p+1 si r − p+ 1 ≤ j ≤ r + s− p− 1,
M
(p)
i =Mi si 1 ≤ i ≤ p,
dim(M
(p)
p+1) =
( ∑
p+1≤j≤r
mj dim(H1j)
)
− n1,
N
(p)
i =Mp+i si 1 ≤ i ≤ r − p, N
(p)
l = Nl−r+p+1 si r − p+ 1 ≤ l ≤ r + s− p− 1,
On pose
H
(p)
li = Hom(E
′
i,F
′
l ), A
(p)
ji = Hom(E
′
i, E
′
j), B
(p)
ml = Hom(F
′
l ,F
′
m).
On a donc
A
(p)
ji = Aji si 1 ≤ i ≤ j ≤ p, A
(p)
p+1,i = H1i si 1 ≤ i ≤ p,
B
(p)
lm = Al+p,m+p si 1 ≤ m ≤ l ≤ r − p,
B
(p)
lm = Bl−r+p+1,m−r+p+1 si r − p+ 1 ≤ m ≤ l ≤ r + s− p− 1,
B
(p)
lm = ker(Bl−r+p+1,1 ⊗H1,m+p −→ Hl−r+p+1,m+p)
si r − p + 1 ≤ l ≤ r + s− p− 1, 1 ≤ m ≤ r − p,
H
(p)
li = (H1i ⊗H
∗
1,l+p)/Al+p,i si 1 ≤ i ≤ p, 1 ≤ l ≤ r − p,
H
(p)
li = Hl−r+p+1,i si 1 ≤ i ≤ p, r − p+ 1 ≤ l ≤ r + s− p− 1,
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H
(p)
l,p+1 = H
∗
1,l+p si 1 ≤ l ≤ r − p, H
(p)
l,p+1 = Bl−r+p+1,1 si r − p+ 1 ≤ l ≤ r + s− p− 1.
La description des compositions est laisse´e au lecteur. On note
W ′(p) =
⊕
1≤i≤p+1,1≤l≤r+s−p−1
L(H
(p)∗
li ⊗M
(p)
i , N
(p)
l )
l’espace total de morphismes de D(Θp), W
′
0(p) l’ouvert correspondant, G(p) le groupe agissant
sur W ′(p). Le the´ore`me 4.7 dit qu’on a une bijection
W 0p /G ≃ W
′
0(p)/G(p).
Rappelons que W ′0(p) est l’ouvert des morphismes de type (∗) pre´ce´dent tels que l’application
line´aire associe´e
N =M
(p)
p+1 −→
⊕
1≤j≤r−p
H
(p)
j,p+1 ⊗N
(p)
j,p+1
soit injective.
5.3. Description des mutations de morphismes
Cette description n’est utilise´e que dans la de´monstration de la proposition 5.2.
Soit
w = (θli)1≤i≤r,1≤l≤s ∈ W
0
p ⊂
⊕
1≤i≤r,1≤l≤s
L(H∗li ⊗Mi, Nl),
avec θli ∈ L(H∗li ⊗Mi, Nl) = Hom(Ei ⊗Mi,Fl ⊗Nl), et
ψ1 = (θ1i)1≤i≤p ∈ Hom(U1,Γ⊗M), ψ2 = (θ1j)p+1≤j≤r ∈ Hom(U2,Γ⊗M),
φ1 = (θli)1≤i≤p,2≤l≤s ∈ Hom(U1,V1), φ2 = (θli)p+1≤i≤r,2≤l≤s ∈ Hom(U2,V1).
On va de´crire
z(w) =
(
ψ′1 ψ
′
2
φ′1 φ
′
2
)
,
(les notations sont en accord avec celles du § 3.2.2 et du chapitre 4). On construit d’abord les
e´le´ments u et v des § 3.2.2 et 4.3. On doit prendre pour u un e´le´ment de
B0 ⊗N2 =
⊕
p+1≤j≤r,2≤l≤s
(H1j ⊗ Bl1 ⊗M
∗
j ⊗Nl)
tel que le diagramme suivant soit commutatif :⊕
p+1≤j≤r,2≤l≤s
(H∗lj ⊗Mj) −φ2 //

⊕
2≤l≤s
Nl
⊕
p+1≤j≤r,2≤l≤s
(H∗1j ⊗ B
∗
l1 ⊗Mj)
u
88rrrrrrrrrrrrrrrrrrrrrrrr
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La fle`che verticale est induite par les compositions Bl1 ⊗H1j −→ Hlj . Le diagramme pre´ce´dent
traduit le fait qu’on doit avoir ρ2(u) = −φ2 (cf. § 4.3).
On prend pour v un e´le´ment de
N1 ⊗N
∗
2 =
⊕
1≤i≤p,p+1≤j≤r
(H∗1j ⊗H1i ⊗M
∗
i ⊗Mj)
tel que le diagramme suivant soit commutatif :⊕
1≤i≤p
(H∗li ⊗Mi) //
v
%%KK
KK
KK
KK
KK
KK
KK
KK
KK
KK
KK
N1
⊕
p+1≤j≤r
(H∗lj ⊗Mj)
ψ2
OO
La fle`che horizontale provient de ψ1. Le diagramme pre´ce´dent traduit le fait que
(IN1 ⊗ ψ2)(v) = ψ1 (cf. § 4.3).
De´terminons maintenant ψ′1, ψ
′
2, φ
′
1 et φ
′
2. On fixe un isomorphisme N ≃ ker(ψ2), et N
s’identifie donc a` un quotient de
⊕
p+1≤j≤r
(H∗lj ⊗Mj). Alors φ
′
2 est l’image de v dans
⊕
1≤i≤p,p+1≤j≤r
((
(H∗1j ⊗H1i)/Aji
)
⊗M∗i ⊗Mj
)
=
⊕
1≤i≤p,1≤l≤r−p
(H
(p)
li ⊗M
(p)∗
i ⊗N
(p)
l ),
(cela traduit le fait que φ′2 = ρ
′
2(v), cf. § 4.3), ψ
′
2 est l’inclusion
ker(ψ2) ⊂
⊕
p+1≤j≤r
(H∗lj ⊗Mj),
et ψ′1 est la restriction a` ker(ψ2) de l’application line´aire⊕
p+1≤j≤r
(H∗1j ⊗Mj) −→
⊕
2≤l≤s
(Bl1 ⊗Nl)
provenant de u (cela traduit le fait que ψ′1 = (IN1 ⊗ ψ
′
2)(u), cf. §4.3). Pour obtenir φ
′
1, on fait
la somme de φ1 et de la compose´e⊕
1≤i≤r
(H∗1i ⊗Mi)
v
−−−−→
⊕
p+1≤j≤r
(H∗1j ⊗Mj)
u
−−−−→
⊕
2≤l≤s
(Bl1 ⊗Nl)
(cela traduit le fait que φ′1 = φ1 + ρ1(<v, u>N2)).
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5.4. Construction des varie´te´s de modules de morphismes de type (r, s)
Les re´sultats de cette section provienne de [6].
5.4.1. Notions de (semi-)stabilite´
On veut de´finir une notion de (semi-)stabilite´ pour les points de
W = Hom(
⊕
1≤i≤r
(Ei ⊗Mi),
⊕
1≤l≤s
(Fl ⊗Nl)).
On identifie les e´le´ments de GL a` des matrices

g1 0 . . . 0
u21 g2 . . . 0
. . . .
. . .
. uij . .
ur1 . . . . gr


avec gi ∈ GL(Mi) et uij ∈ Hom(Ej ⊗Mj , Ei ⊗Mi), et on a une repre´sentation analogue des
e´le´ments de GR.
On ne peut pas appliquer la ge´ome´trie invariante a` l’action de G sur W si r > 1 ou s > 1 car le
groupe G n’est pas re´ductif. On va de´finir deux sous-groupes canoniques de G. Soit HL (resp.
GL,red ) le sous-groupe de GL forme´ des matrices du type pre´ce´dent telles que gi = IMi pour
1 ≤ i ≤ r (resp. uij = 0 pour 1 ≤ j < i ≤ r). Alors HL est un sous-groupe unipotent normal
maximal de GL, GL,red est un sous-groupe re´ductif de GL et l’inclusion GL,red ⊂ GL induit un
isomorphisme GL,red ≃ GL/HL. On de´finit de meˆme les sous-groupes HR et GR,red de GR.
Maintenant soient H = HL ×H
op
R , Gred = GL,red ×G
op
R,red. Alors H est un sous-groupe unipo-
tent normal maximal de G et Gred est un sous-groupe re´ductif de G.
L’action de Gred sur W est un cas particulier des actions traite´es dans [9]. Soient λ1, . . . , λr,
µ1, . . . , µs des nombres rationnels positifs tels que∑
1≤i≤r
λimi =
∑
1≤l≤s
µlnl.
De´finition 7. On dit qu’un e´le´ment (θli) de W est Gred-semi-stable ( resp. Gred-stable) rel-
ativement a` (λ1, . . . , λr, µ1, . . . , µs) si la proprie´te´ suivante est ve´rifie´e : soient M
′
i ⊂Mi,
N ′l ⊂ Nl des sous-espaces vectoriels tels que l’un au moins des N
′
l soit distinct de Nl et que
pour 1 ≤ i ≤ r, 1 ≤ l ≤ s, on ait
θli(H
∗
li ⊗M
′
i) ⊂ N
′
l .
Alors on a ∑
1≤i≤r
λi dim(M
′
i) ≤
∑
1≤l≤s
µl dim(N
′
l ) (resp. < ) .
De´finition 8. On dit qu’un e´le´ment x de W est G-semi-stable ( resp. G-stable) relativement
a` (λ1, . . . , λr, µ1, . . . , µs) si tous les points de l’orbite H.x sont Gred-semi-stables ( resp. Gred-
stables) relativement a` (λ1, . . . , λr, µ1, . . . , µs).
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On note W ss(λ1, . . . , λr, µ1, . . . , µs) (resp. W
s(λ1, . . . , λr, µ1, . . . , µs)), ou plus simplement
W ss (resp. W s) si aucune confusion n’est a` craindre, l’ouvert de W constitue´ des points G-
semi-stables ( resp. G-stables) relativement a` (λ1, . . . , λr, µ1, . . . , µs).
5.4.2. Cas d’existence d’un bon quotient projectif
On donne dans [6] des conditions suffisantes portant sur λ1, . . . , λr, µ1, . . . , µs, pour qu’il existe
un bon quotient
π :W ss −→M =M(λ1, . . . , λr, µ1, . . . , µs)
par G avec M projective. Dans ce cas M est normale et la restriction de π
W s −→Ms = π(W s)
est un quotient ge´ome´trique. Le re´sultat le plus ge´ne´ral est assez complique´. Rappelons sim-
plement ici le cas des morphismes de type (2, 1), le seul qu’on utilisera ici (dans le chapitre
6).
On s’inte´resse donc a` des morphismes
(E1 ⊗M1)⊕ (E2 ⊗M2) −→ F1 ⊗N1.
Il faut d’abord de´finir certaines constantes. Soit k > 0 un entier. Soient
τ : H∗11 ⊗ A21 −→ H
∗
12
l’application line´aire de´duite de la composition H12 ⊗ A21 −→ H11, et
τk = τ ⊗ ICk : H
∗
11 ⊗ (A21 ⊗ C
k) −→ H∗12 ⊗ C
k.
Soit K l’ensemble des sous-espaces vectoriels propres K ⊂ A21 ⊗ Ck tels que pour tout sous-
espace propre F ⊂ Ck, K ne soit pas contenu dans A21 ⊗ F . Alors posons
c(τ, k) = sup
K∈K
(
codim(τk(H
∗
11 ⊗K)
codim(K)
).
Dans le cas des morphismes de type (2, 1), les notions de semi-stabilite´ sont de´finies a` partir de
triplets
(λ1, λ2,
1
n1
)
tels que λ1m1 + λ2m2 = 1. Elles de´pendent donc essentiellement d’un parame`tre. On les
exprimera donc en fonction de
t = m2λ2
qui est un nombre rationnel dans l’intervalle ]0, 1[. Le re´sultat suivant est de´montre´ dans [6] :
The´ore`me 5.1. Il existe un bon quotient projectif W ss//G de`s que
t >
m2 dim(Hom(E1, E2))
dim(Hom(E1, E2)) +m1
et t > dim(Hom(E1, E2)).c(τ,m2)
m2
n1
.
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Remarque : il de´coule de la construction des quotients W ss//G dans [6] que si les hypothe`ses
du the´ore`me pre´ce´dent sont ve´rifie´es, alors il existe un caracte`re χ de G de´pendant de la
polarisation tel que W ss = W ss(χ) (cf. 4.4.3). De plus il existe un recouvrement de W ss//G
par des ouverts affines dont l’image inverse dans W ss est de la forme Wf , f e´tant un polynoˆme
χk-invariant (pour un entier k > 0).
5.5. Polarisations associe´es
Soit (λ1, . . . , λr, µ1, . . . , µs) une polarisation de l’action de G sur W . On va en de´duire une
polarisation de l’action de G(p) sur W ′(p).
Soient M ′i ⊂Mi, N
′
l ⊂ Nl ,1 ≤ i ≤ r, 1 ≤ l ≤ s des sous-espaces vectoriels. On pose
m′i = dim(M
′
i), n
′
l = dim(N
′
l ),
Mi = M
′
i si 1 ≤ i ≤ p,
Nl =M
′
l−p si 1 ≤ l ≤ r − p, Nl = N
′
l−r+p+1 si r − p+ 1 ≤ l ≤ r + s− p− 1,
mi = dim(Mi) si 1 ≤ i ≤ p, mp+1 =
( ∑
p+1≤j≤r
dim(H1j)m
′
j
)
− n′1,
nl = dim(Nl) si 1 ≤ l ≤ r + s− p− 1.
Remarquons que M1, . . . ,Mp, N1, . . . ,Nr+s−p−1 sont des sous-espaces vectoriels de
M
(p)
1 , . . . ,M
(p)
p , N
(p)
1 , . . . , N
(p)
r+s−p−1 respectivement. On de´finit une suite
(α′1, . . . , α
′
p+1,β
′
1, . . . , β
′
r+s−p−1) de nombres rationnels par les identite´s∑
1≤i≤r
λim
′
i −
∑
1≤l≤s
µln
′
l =
∑
1≤i≤p+1
α′imi −
∑
1≤l≤r+s−p−1
β ′lnl.
On a donc
α′i = λi si 1 ≤ i ≤ p, α
′
p+1 = µ1,
β ′l = µ1 dim(H1,l+p)− λl+p si 1 ≤ l ≤ r − p,
β ′l = µl+r−p+1 si r − p+ 1 ≤ l ≤ r + s− p− 1.
On normalise ensuite, pour obtenir la suite (α1, . . . , αp+1,β1, . . . , βr+s−p−1) ve´rifiant∑
1≤i≤p+1
αi dim(M
(p)
i ) =
∑
1≤l≤r+s−p−1
βl dim(N
(p)
l ) = 1.
On a donc
αi =
α′i
c
, βl =
β ′l
c
,
avec
c =
∑
1≤i≤p
λimi + µ1
(
(
∑
p+1≤j≤r
mj dim(H1j))− n1
)
.
De´finition 9. On appelle (α1, . . . , αp+1,β1, . . . , βr+s−p−1) la polarisation associe´e a`
(λ1, . . . , λr,µ1, . . . , µs). C’est une polarisation de l’action de G(p) sur W
′(p).
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Hypothe`se : Dans toute la suite on supposera que les αi et les βl sont positifs.
5.6. Comparaison des (semi-)stabilite´s
On veut comparer la (semi-)stabilite´ d’un e´le´ment de W 0p avec celle des e´le´ments de W
′
0(p)
associe´s.
Proposition 5.2. On suppose que ∑
1≤i≤p
λimi ≤ µ1.
Si w ∈ W 0p n’est pas G-(semi-)stable relativement a` (λ1, . . . , λr,µ1, . . . , µs), alors
z(w) ∈ W ′0(p) n’est pas G(p)-(semi-)stable relativement a` (α1, . . . , αp+1,β1, . . . , βr+s−p−1).
De´monstration. On ne traitera que le cas de la semi-stabilite´, la stabilite´ e´tant analogue. Posons
w = (ψli)1≤i≤r,1≤l≤s. Soient M
′
i ⊂Mi, N
′
l ⊂ Nl des sous-espaces vectoriels tels que
ǫ =
∑
1≤i≤r
λi dim(M
′
i)−
∑
1≤l≤s
µl dim(N
′
l ) > 0
et ψli(H
∗
li ⊗M
′
i) ⊂ N
′
l pour 1 ≤ i ≤ r, 1 ≤ l ≤ s. On peut supposer que
N ′1 =
∑
p+1≤j≤r
ψ1j(H
∗
1j ⊗M
′
j).
En effet, supposons que
k = codimN ′
1
(
∑
p+1≤j≤r
ψ1j(H
∗
1j ⊗M
′
j)) > 0.
On a, en posant m′i = dim(M
′
i), n
′
l = dim(N
′
l ),∑
p+1≤i≤r
λim
′
i − µ1(n
′
1 − k) = ǫ−
∑
1≤i≤p
λim
′
i + kµ1 +
∑
2≤l≤s
µln
′
l
> kµ1 −
∑
1≤i≤p
λim
′
i > 0
par hypothe`se. On peut donc au besoin remplacer (M ′1, . . . ,M
′
r, N
′
1, . . . , N
′
s) par
(0, . . . , 0,M ′p+1, . . . ,M
′
r,
∑
p+1≤j≤r
ψ1j(H
∗
1j ⊗M
′
j), 0, . . . , 0).
Soient Mi =M
′
i ⊂M
(p)
i pour 1 ≤ i ≤ p,
Mp+1 = ker(
∑
p+1≤j≤r
ψ1j) ∩
( ⊕
p+1≤j≤r
(H∗1j ⊗M
′
j)
)
⊂ M (p)p+1 = ker(
∑
p+1≤j≤r
ψ1j),
Nl =M
′
l+p ⊂ N
(p)
l si 1 ≤ l ≤ r − p, Nl = N
′
l−r+p+1 si r − p+ 1 ≤ l ≤ r + s− p− 1.
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Il faut s’arranger pour trouver
z(w) =
(
φ′11 φ
′
12
h′21 h
′
22
)
= (ψ′li)1≤i≤p+1,1≤l≤r+s−p−1
de telle sorte que
ψ′li(H
(p)∗
li ⊗Mi) ⊂ Nl pour 1 ≤ i ≤ p+ 1, 1 ≤ l ≤ r + s− p− 1.
On peut prendre u tel que
u
( ⊕
p+1≤j≤r,2≤l≤s
(H∗1j ⊗ B
∗
l1 ⊗M
′
j)
)
⊂
⊕
2≤l≤s
N ′l ,
et v tel que
v
(⊕
1≤i≤p
(H∗1i ⊗M
′
i)
)
⊂
⊕
p+1≤j≤r
(H∗1j ⊗M
′
j)
(car N ′1 = φ2(
⊕
p+1≤j≤r
(H∗1j ⊗M
′
j)) ). Dans ce cas z(w) posse´de les proprie´te´s voulues.
Corollaire 5.3. Si
µ1 ≥
1
n1 + 1
et si w ∈ W 0p est tel que z(w) n’est pas G(p)-(semi-)stable relativement a`
(α1, . . . , αp+1,β1, . . . , βr+s−p−1), alors w n’est pas G-(semi-)stable relativement a`
(λ1, . . . , λr,µ1, . . . , µs)
De´monstration. . On applique la proposition pre´ce´dente a` la mutation inverse.
Le re´sultat suivant est imme´diat :
Proposition 5.4. Si
µ1 <
∑
p+1≤j≤r
λjmj
n1 − 1
,
alors on a W ss ⊂W 0p .
Corollaire 5.5. Si
µ1 >
∑
p+1≤j≤r
λjmj
n1 + 1
,
alors on a W ′(p)ss ⊂W ′0(p).
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5.7. Construction de quotients
5.7.1. Quasi-bons quotients
On de´duit de ce qui pre´ce`de et du the´ore`me 4.12 le
The´ore`me 5.6. Si
Max(
1
n1 + 1
, 1−
∑
p+1≤j≤r
λjmj) ≤ µ1 <
∑
p+1≤j≤r
λjmj
n1 − 1
,
alors il existe un quasi-bon quotient W ′(p)ss//G(p) si et seulement si il existe un quasi-bon
quotient W ss//G, et dans ce cas les deux quotients sont isomorphes.
Cas particuliers :
1 - Si p = 0, la condition du the´ore`me pre´ce´dent se re´duit a`
µ1 ≥
1
n1 + 1
.
2 - Si s = 1, la condition du the´ore`me pre´ce´dent se re´duit a`∑
p+1≤j≤r
λjmj ≥
n1 − 1
n1
.
3 - Si p = 0 et s = 1, la condition du the´ore`me pre´ce´dent est toujours ve´rifie´e.
5.7.2. Bons quotients
On de´duit du § 5.6 de la proposition 4.9 le
The´ore`me 5.7. On suppose que les proprie´te´s suivantes sont ve´rifie´es :
1. On a Max(
1
n1 + 1
, 1−
∑
p+1≤j≤r
λjmj) ≤ µ1 <
∑
p+1≤j≤r
λjmj
n1 − 1
.
2. Il existe un bon quotient W ss//G.
3. Il existe un caracte`re χ de G tel que W ss =W ss(χ).
4. On a codim(W\W ss) ≥ 2.
5. Il existe un recouvrement de W ss//G par des ouverts affines dont l’image inverse dans
W ss soit de la forme Wf (ou` f est un polynoˆme χ
k-invariant, pour un entier k > 0).
Alors il existe un bon quotient W ′(p)ss//G(p) qui est isomorphe a` W ss//G.
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Remarquons que les proprie´te´s 3 et 5 sont ve´rifie´es si W ss//G est un des bons quotients
construits dans [6]. Enfin, on de´duit de la proposition 4.10 le
The´ore`me 5.8. On suppose que p = 0, µ1 ≥
1
n1 + 1
, et qu’il existe un bon quotient W ss//G.
Alors il existe un bon quotient W ′(p)ss//G(p) qui est isomorphe a` W ss//G.
De´monstration. Dans ce cas les mutations de morphismes de type (r, s) sont de type
(1, r + s− 1). Il suffit de prouver que toute hypersurface G-invariante de W contient le
comple´mentaire de W 0p , et que toute hypersurface G(p)-invariante de W
′(p) contient le
comple´mentaire de W ′0(p). Rappelons que dans ce cas W
0
p est l’ouvert de W constitue´
des morphismes
⊕
1≤i≤r
(Ei ⊗Mi) −→
⊕
1≤j≤s
(Fj ⊗Nj) tels que l’application line´aire induite⊕
1≤i≤r
H∗1i ⊗Mi −→ N1 soit surjective. Il est imme´diat que pour tout choix de la polarisa-
tion, les points de W\W 0p sont non semi-stables. Soit Z0 une hypersurface G-invariante de W .
Alors son e´quation f est un polynoˆme χ0-invariant, χ0 e´tant un caracte`re non trivial de G (cela
de´coule du fait que toute fonction re´gulie`re inversible sur G est le produit d’un caracte`re de G
par une constante et de la proposition 14 de [2]). A ce caracte`re correspond une polarisation Λ′
de l’action de G (cf. [6] et [9]) telle que les points de W\Z0 sont Gred-semi-stables relativement
a` Λ′. On a donc W\W 0p ⊂ Z0. On montre de meˆme que toute hypersurface G(p)-invariante
de W ′(p) contient le comple´mentaire de W ′0(p).
5.7.3. Varie´te´s de modules de morphismes de type (2, 1)
On suppose maintenant que r = 2 et s = 1, c’est-a`-dire qu’on veut construire des varie´te´s de
modules de morphismes du type
(E1 ⊗M1)⊕ (E2 ⊗M2) −→ F1 ⊗N1.
On utilise les notations du § 5.4.2. Soient
τ ∗ : H12 ⊗A21 −→ H11
la composition, et
τ : H∗11 ⊗ A21 −→ H
∗
12
l’application de´duite de τ ∗. On de´duit de ce qui pre´ce`de l’ame´lioration suivante du the´ore`me
5.1 :
The´ore`me 5.9. Si r = 2 et s = 1, il existe un bon quotient projectif W ss//G dans chacun
des deux cas suivants :
1 - On a
t >
m2 dim(Hom(E1, E2))
dim(Hom(E1, E2)) +m1
et t > dim(Hom(E1, E2)).c(τ,m2)
m2
n1
.
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2 - On a, en posant b = dim(Hom(E1, E2)) dim(Hom(E2,F1))− dim(Hom(E1,F1)),
t <
m2
n1
dim(Hom(E2,F1)) , t >
m2
n1
.
bm1 + n1
dim(Hom(E1, E2))m1 +m2
,
et
t > 1−
m1
n1
(
dim(Hom(E1,F1))− dim(Hom(E1, E2))c(τ
∗, m1)
)
.
De´monstration. Les cas 1 sont ceux du the´ore`me 5.1. Pour obtenir les cas 2, on emploie le
the´ore`me 5.8 et on applique le the´ore`me 5.1 a` l’espace W ′(0) des mutations de morphismes.
6. Applications
6.1. Calcul de constantes
Soient E, H , F des espaces vectoriels de dimension finie et
τ : E ⊗H −→ F
une application line´aire. Soit M un espace vectoriel de dimension m > 0. On note
τm = τ ⊗ IM : E ⊗ (H ⊗M) −→ F ⊗M.
On dit qu’un sous-espace vectoriel K de H ⊗M est ge´ne´rique s’il est propre et si pour tout
sous-espace vectoriel propreM ′ deM , K n’est pas contenu dans H⊗M ′. On note K l’ensemble
des sous-espaces vectoriels ge´ne´riques de H ⊗M . Si K est un sous-espace vectoriel ge´ne´rique
de H ⊗M on note
δ(K) =
codim(τm(E ⊗K))
codim(K)
.
On pose
cτ (m) = sup
K∈K
(δ(K)).
Nous aurons besoin des constantes correspondant aux applications τ suivantes :
σ0 : S
2V ⊗ V ∗ −→ V,
σ1 : V ⊗ V −→ S
2V,
On posera
ci(m) = cσi(m)
pour i = 0, 1. On montrera aux § 6.1.2 et 6.1.3 la
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Proposition 6.1. On a
c0(m) =
m(m− 1)
2(m(n+ 1)− 1)
si m ≤ n + 1, c0(m) =
n+ 1
2(n+ 2)
si m ≥ n+ 1,
c1(m) =
(n+ 1)(m(n+ 2)− 2)
2(m(n+ 1)− 1)
si m ≤ n + 1, c1(m) =
(n + 1)(n+ 3)
2(n + 2)
si m ≥ n + 1.
6.1.1. Proprie´te´s ge´ne´rales
On conside`re l’application
τ : E ⊗H −→ F
et les τm de´rive´es. Soit u ∈ H ⊗M non nul. On appelle longueur de u le plus petit entier d
tel qu’il existe des e´le´ments h1, . . . , hd de H , x1, . . . , xd de M tels que
u = h1 ⊗ x1 + · · ·+ hd ⊗ xd.
C’est aussi la dimension du plus petit sous-espace vectoriel M ′ ⊂M tel que u ∈ H ⊗M ′.
Proposition 6.2. Soit K ∈ K tel qu’il existe un e´le´ment non nul de K de longueur m′ < m.
Alors on a
codim(τm(E ⊗K))
codim(K)
≤ sup(cτ (m
′), cτ (m−m
′)).
De´monstration. Soient u ∈ K un e´le´ment de longueur m′ et M ′ le plus petit sous-espace
vectoriel de M tel que H ⊗M ′ contienne u. Soient p : H⊗M → H ⊗ (M/M ′) la projection et
K ′ = K ∩ (H ⊗M ′), K ′′ = p(K).
Alors M ′ (resp. M/M ′) est le plus petit sous-espace vectoriel M ′′ de M ′ (resp. M/M ′) tel que
K ⊂ H ⊗M ′′ (resp. K ′′ ⊂ H ⊗M ′′). On a donc
codim(τm′(E ⊗K
′)) ≤ cτ (m
′) codimH⊗M ′(K
′),
codim(τm−m′(E ⊗K
′′)) ≤ cτ (m−m
′) codimH⊗(M/M ′)(K
′′).
Comme dim(K) = dim(K ′) + dim(K ′′) on obtient le re´sultat voulu.
Corollaire 6.3. Si m ≥ dim(H) on a cτ (m) = cτ (dim(H)).
De´monstration. Cela de´coule de la proposition pre´ce´dente et de [6], lemma 7.1.1.
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6.1.2. Calcul de c0(m)
D’apre`s le corollaire 6.3 il suffit de montrer que
c0(m) =
m(m− 1)
2(m(n+ 1)− 1)
si 1 ≤ m ≤ n + 1. Soit m = dim(M), avec 1 ≤ m ≤ n+ 1. On ve´rifie aise´ment que la formule
pre´ce´dente est la valeur de δ(K) lorsque K est de dimension 1 et engendre´ par un e´le´ment de
longueur m. D’apre`s la proposition 6.2 il suffit de montrer que si tous les e´le´ments non nuls de
K sont de longueur m et si d = dim(K) > 1, alors on a τm(S
2V ⊗K) = V ⊗M . Il suffit de
conside´rer le cas d = 2. Soient (x1, . . . , xm) une base de M et
(z1 ⊗ x1 + · · · , zm ⊗ xm, z
′
1 ⊗ x1, · · · , z
′
m ⊗ xm)
une base de K. Alors
dim(<z1, . . . , zm, z
′
1, . . . , z
′
m>) > m
car dans le cas contraire K contiendrait des e´le´ments de longueur infe´rieure a` m. On
peut donc supposer que z′m n’appartient pas au sous-espace vectoriel de V engendre´ par
z1, . . . , zm, z
′
1, . . . , z
′
m−1. On proce`de maintenant par re´currence sur m. Pour m = 1, on a
de´ja` τ(S2V⊗ <z1>) = V , donc a fortiori τ(S2V ⊗K) = V . Supposons donc que le re´sultat
soit vrai pour m− 1. Soient W = z′m
⊥ et e′m ∈ V tel que z
′
m(e
′
m) = 1 et orthogonal
a` z1, . . . , zm,z
′
1, . . . , z
′
m−1. On identifie W
∗ a` e′m
⊥
. Soit M ′ =<x1, . . . , xm−1>. Soit K
′ le
sous-espace vectoriel de W ∗ ⊗M ′ engendre´ par
x1 ⊗ z1 + · · ·+ xm−1 ⊗ zm−1, x1 ⊗ z
′
1 + · · ·+ xm−1 ⊗ z
′
m−1.
Soient maintenant vi = v
′
i + αie
′
m ∈ V , 1 ≤ i ≤ m, avec v
′
i ∈ W
′. On peut d’apre`s l’hypothe`se
de re´currence trouver q0, q
′
0 ∈ S
2W tels que
q0(zi) + q
′
0(z
′
i) = v
′
i
pour 1 ≤ i ≤ m− 1. Soient u, u′ ∈ V et
q = q0 + ue
′
m, q
′ = q′0 + u
′e′m.
On veut obtenir q(zi) + q
′(z′i) = vi pour 1 ≤ i ≤ m. Ces e´quations e´quivalent a`
zi(u) + z
′
i(u
′) = αi pour 1 ≤ i ≤ m− 1,
u′ + q0(zm) + (zm(u) + z
′
m(u
′))e′m = vm.
La seconde e´quation permet (en fixant zm(u) = 0) de de´terminer u
′ et les autres permettent
alors de de´terminer u. On a donc bien prouve´ que τ(S2V ⊗K) = V ⊗M .
6.1.3. Calcul de c1(m)
D’apre`s le corollaire 6.3 il suffit de montrer que
c1(m) =
(n+ 1)(m(n+ 2)− 2)
2(m(n+ 1)− 1)
si 1 ≤ m ≤ n + 1. Soit m = dim(M), avec 1 ≤ m ≤ n+ 1. On ve´rifie aise´ment que la formule
pre´ce´dente est la valeur de δ(K) lorsque K est de dimension 1 et engendre´ par un e´le´ment de
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longueur m. D’apre`s la proposition 6.2 il suffit de montrer que si tous les e´le´ments non nuls de
K sont de longueur m et si d = dim(K) > 1, alors on a
δ(K) <
(n+ 1)(m(n + 2)− 2)
2(m(n+ 1)− 1)
.
Supposons d’abord que m = 1. Alors on a K ⊂ V , τ1(V ⊗K) = V.K ⊂ S2V . Donc
codim(τ1(V ⊗K)) = dim(S2(V/K)) et
δ(K) =
dim(V/K)
2
<
n + 1
2
.
On suppose maintenant que m > 1. On va montrer que la restriction de
τ : V ⊗K → S2V ⊗M est injective. Supposons le contraire. Soient u1, . . . , up des e´le´-
ments de K line´airement inde´pendants et v1, . . . , vp ∈ V non tous nuls tels que
τm(v1 ⊗ u1 + · · · vp ⊗ up) = 0. On suppose que p est minimal, ce qui entraine que v1, . . . , vp
sont line´airement inde´pendants. Soit V ′ ⊂ V le sous-espace vectoriel engendre´ par v1, . . . , vp.
Posons pour 1 ≤ i ≤ p
ui = w
i
1 ⊗ x1 + · · ·w
i
m ⊗ xm
avec wij ∈ V , (x1, . . . , xm) e´tant une base de M . On a alors pour 1 ≤ j ≤ m
v1w
1
j + . . . vpw
p
j = 0.
Ceci entraine que wij ∈ V
′. Il existe donc une combinaison line´aire non nulle de (w11, . . . , w
p
1)
et (w12, . . . , w
p
2) qui n’est pas contitue´e de vecteurs line´airement inde´pendants. En changeant la
base (x1, . . . , xm) de M on peut donc se ramener au cas ou` w
1
1, . . . , w
p
1 ne sont pas line´airement
inde´pendants. Comme u1, . . . , up le sont, ceci entraine qu’on peut trouver dans K un e´le´ment
non nul de longueur strictement infe´rieure a` m. Ceci est contraire a` l’hypothe`se. Donc la
restriction de τ a` V ⊗K est injective. On a donc, en posant d = dim(K),
dim(τm(V ⊗K)) = (n + 1)d,
et on ve´rifie aise´ment que
δ(K) <
(n+ 1)(m(n + 2)− 2)
2(m(n+ 1)− 1)
.
Ceci ache`ve la de´monstration de la proposition 6.1.
6.2. Varie´te´s de modules de morphismes m1O(−2)⊕m2O(−1) −→ n1O sur Pn
On applique le the´ore`me 5.9 aux morphismes
(O(−2)⊗ Cm1)⊕ (O(−1)⊗ Cm2) −→ O ⊗ Cn1 ,
compte tenu des calculs du § 6.1. On pose
η1 =
m1
n1
, η2 =
m2
n1
.
On obtient le re´sultat suivant, qui ge´ne´ralise celui du § 10.2 de [6] :
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The´ore`me 6.4. Il existe un bon quotient projectif W ss//G dans chacun des deux cas sui-
vants :
1 - On a
t >
(n+ 1)η2
(n+ 1)η2 + η1
,
t >
(n+ 1)m2(m2 − 1)
2(m2(n + 1)− 1)
η2 si 2 ≤ m2 ≤ n+ 1,
t >
(n+ 1)2
2(n+ 2)
η2 si m2 > n + 1.
2 - On a
t < (n + 1)η2
t >
n(n + 1)
2
η1 + 1
(n + 1)
η1
η2
+ 1
,
t > 1−
n(n+ 1)
2(m1(n + 1)− 1)
η1 si m1 ≤ n+ 1,
t > 1−
n + 1
2(n+ 2)
η1 si m1 > n + 1.
La partie 1- s’obtient directement a` partir de [6] et des calculs de constantes du § 6.1, et la
partie 2- en utilisant des mutations des morphismes.
6.3. Exemple 1
On conside`re les morphismes
(φ1, φ2) : O(−2)⊕O(−1) −→ O ⊗ C
n+2
sur Pn.
On sait d’apre`s les re´sultats de [6] (re´sume´s dans le the´ore`me 6.4, 1-) construire un bon quotient
W ss//G de´s que
t = λ2 >
n + 1
n + 2
.
Mais dans ce cas le quotient est vide ! En effet, il existe toujours un sous-espace vectoriel
H ⊂ Cn+2 de dimension n+ 1 tel que Im(φ2) ⊂ O ⊗H . On doit donc avoir, si (φ1, φ2) est
G-semi-stable relativement a` (λ1, λ2, µ1), λ2 −
n+1
n+2
≤ 0.
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On emploie maintenant le the´ore`me 6.4. On peut construire un bon quotient W ss//G de´s que
t >
n + 3
2(n+ 2)
.
Les valeurs singulie`res de t sont par de´finition celles pour lesquelles la G-semi-stabilite´
n’implique pas la G-stabilite´. Ces valeurs sont exactement les nombres
tk =
k
n + 2
pour 1 ≤ k ≤ n+ 1 . Dans ce cas un morphisme (φ1, φ2) G-semi-stable non G-stable est con-
struit de la fac¸on suivante : on conside`re un sous-espace vectoriel H ⊂ Cn+2 de dimension k,
et on prend pour φ2 un morphisme tel que Im(φ2) ⊂ O ⊗H et que H soit le plus petit sous-
espace vectoriel ayant cette proprie´te´. On prend pour φ1 un morphisme tel que l’application
line´aire induite
H0(O(2))∗ −→ Cn+2
soit surjective.
On obtient donc au total n quotients distincts et non vides, dont [n+1
2
] sont singuliers. Ils sont
de dimension (n+2)(n
2+3n−2)
2
, sauf celui correspondant a` tn+1, qui est de dimension
n(n+3)
2
.
On peut ge´ne´raliser ce qui pre´ce`de et obtenir des bons quotients projectifs d’espaces de mor-
phismes du type
O(−p− q)⊕O(−p) −→ O ⊗ Cn+2
sur Pn, p, q e´tant des entiers positifs.
6.4. Exemple 2
On conside`re les morphismes
O(−2)⊕ (O(−1)⊗ Ck) −→ O ⊗ Cnk+1
sur Pn.
On sait d’apre`s les re´sultats de [6] (re´sume´s dans le the´ore`me 6.4, 1-) construire un bon quotient
W ss//G de´s que
t > 1−
1
1 + (n+ 1)k
= t1.
Si on utilise le the´ore`me 6.4, 2-, on peut construire un bon quotient W ss//G de´s que
t > 1−
n+ 1
2(nk + 1)
= t2.
On s’inte´resse maintenant aux valeurs singulie`res de t, c’est-a`-dire a` celles pour lesquelles il
peut exister des morphismes semi-stables non stables. Si (λ1, λ2, 1/(nk + 1)) est la polarisation
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correspondant a` t, ce dernier est singulier si et seulement si il existe des entiers k′, p, avec
1 ≤ k′ < k, 0 ≤ p < nk, tels que
λ2k
′ =
nk − p
nk + 1
.
On a alors
t =
k(nk − p)
k′(nk + 1)
.
Les valeurs singulie`res de t sont donc les nombres de la forme
k(nk − p)
k′(nk + 1)
(ou` 1 ≤ k′ < k,
0 ≤ p < nk) compris strictement entre 0 et 1.
Lemme 6.5. La plus grande valeur singulie`re de t est tmax =
nk
nk + 1
.
De´monstration. On peut obtenir tmax en prenant p = n(k − k′), donc c’est bien une valeur
singulie`re de t. Il reste a` montrer que c’est la plus grande. Pour cela il suffit de prouver que
si t =
k(nk − p)
k′(nk + 1)
(avec 1 ≤ k′ < k, 0 ≤ p < nk), et si 0 < t < 1, alors on a 1− t ≥
1
nk + 1
.
L’ine´galite´ t < 1 e´quivaut a` p > n(k − k′)−
k′
k
. Ceci entraine que p ≥ n(k − k′), et cette
dernie`re ine´galite´ e´quivaut a` 1− t ≥
1
nk + 1
.
On ve´rifie aise´ment qu’on a
t2 < tmax < t1.
La varie´te´ de modules M+ = W
ss//G obtenue pour t > tmax est de´crite dans le § 10.2 de [6]:
c’est un fibre´ en grassmanniennes sur la varie´te´ N(n + 1, k, nk + 1) (cf. chapitre 2). C’est la
seule que l’on puisse construire en utilisant directement les re´sultats de [6]. En utilisant les
mutations de morphismes on peut donc obtenir les deux varie´te´s de modules supple´mentaires
suivantes : M0 (pour t = tmax) et M− (pour t < tmax proche de tmax). Il est possible de de´crire
comple`tement les varie´te´s M0 et M−, ainsi que le passage de M+ a` M− en termes de flips,
comme dans l’exemple du § 10.1 de [6].
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