Abstract. The spectrum structure problem is considered for a distribution that is periodic in the mean and satisfies uniqueness conditions of John type. The solution of this problem is obtained for a wide class of distributions on arbitrary Riemannian two-point-homogeneous spaces. §1. Introduction
§1. Introduction
The classical John uniqueness theorem (see [1] and also [2, Chapter 6] ) states that if a function f ∈ C ∞ (R n ) with zero integrals over all spheres of a fixed radius r vanishes in some ball of radius r, then f = 0 in R n . If n = 1, then this statement is obviously valid also for f ∈ C(R 1 ) (the integral over a zero-dimensional sphere is understood as the sum of values of the function at the points of this sphere). However, for n ≥ 2, the condition of infinite smoothness of f cannot be relaxed (see [1] for n = 2, 3 and [3, Part 2, Theorem 1.2] in the general case).
The John theorem has been refined and developed further in various directions [3] - [14] . First, its generalizations were studied for functions f satisfying the convolution equation f * T = 0, where T is a given distribution with compact support in R n . The solutions f were assumed to be equal to zero in the convex hull of the support of T . Moreover, meaningful problems and results arise even in the one-dimensional situation (see [3] , [5, Appendix II] , [9, Chapter 6, §F] .
Second, analogs of the John theorem on Riemannian two-point-homogeneous spaces X were obtained in [12, 14] . This class of spaces arises naturally in differential geometry and is defined as the class of Riemannian manifolds possessing the following property (see [15, Chapter 1] ): for any two pairs of points (x 1 , x 2 ) and (y 1 , y 2 ) in X that satisfy the relation d(x 1 , x 2 ) = d(y 1 , y 2 ), where d(·, ·) is the distance on X, there exists an isometry of X that takes x 1 to y 1 and x 2 to y 2 . The methods of [12] - [14] turned out to be rather useful in many problems related to periodicity in the mean, both on the spaces X and on other homogeneous spaces.
Third, some "spectral" analogs of the John theorem were proved for functions of finite smoothness. The essence of those theorems is that the greater is the order of smoothness of a function f satisfying conditions of John type, the greater is the number of zero terms in its Fourier expansion in spherical harmonics (see [12] - [14] ).
Fourth, a deep relationship was found between the John theorem (and its analogs) and microlocal analysis, which is widely used in current investigations on partial differential equations; see [10] and [16, Chapter 8] .
Along with being of interest in themselves, the results mentioned above turned out to be important because of their numerous and significant applications in optimization problems of integral geometry, in the theory of gap series, as well as in studying various classes of functions periodic in the mean and their generalizations (see [3] ).
New effects that emerged in "spectral" analogs of the John theorem have led to the natural problem of finding the exact dependence between the order of smoothness of a function f belonging to the above-mentioned classes and the number of zero Fourier coefficients in its expansion in spherical harmonics (see [ The present paper is devoted to the solution of this problem on arbitrary two-pointhomogeneous spaces.
In §2, the basic notation is outlined. Exact statements of the main results are presented in §3. The machinery necessary for their proof is developed in § §4, 5. In particular, in §5 we construct maps of a special kind that possess the transmutation property on compact two-point-homogeneous spaces. They are of independent interest and play an important role in a number of other problems related to functions periodic in the mean. Proofs of the main results are given in §6. §2. Notation
In the paper, we use the following standard notation: R, C, N, Z, and Z + are, respectively, the sets of real, complex, and natural numbers and the sets of integers and nonnegative integers; [λ] is the integral part of a number λ ∈ R; s λ is the complex conjugate to λ ∈ C; j k is a binomial coefficient; Γ is the gamma-function; (a) j = Γ(a+j)/Γ(a) (j ∈ Z + ) is the Pochhammer symbol; J ν is the Bessel function of the first kind with index ν; F (a, b; c; z) is the Gauss hypergeometric function; R
For an entire function f : C → C, we set Z(f ) = {z ∈ C : f (z) = 0}. If f ≡ 0 and λ ∈ Z(f ), we denote by n λ (f ) the multiplicity of the zero λ.
Let T be a distribution with compact support in R 1 . Its Fourier transform is defined by the relation p T (z) = T (x), e −ixz (z ∈ C). By the symbol r(T ) we denote the radius of the smallest closed ball in R 1 that contains the support of T . We also put r 0 (T ) = inf{r > 0 :
Let X be a Riemannian two-point-homogeneous space. We need the following classes of functions and distributions on an open set O in X : For any class W(−R, R) of distributions on the interval (−R, R) ⊂ R 1 , we denote by W (−R, R) the set of all even distributions belonging to W(−R, R). Now we define the class M ν (X) (ν ∈ Z). Let M 0 (X) be the set of all complex-valued measures on X, and let M 1 (X) be the set of all distributions f ∈ D (X) such that Df ∈ M 0 (X) for any differential operator D on X of order not exceeding one. For example, the surface delta-function of a sphere in X belongs to M 0 (X), but the indicator function of a ball in X belongs to M 1 (X). If ν > 1 and ν is even (respectively, ν is odd), we denote by
, where L is the Laplace-Beltrami operator on X. Finally, if ν < 0 and ν is even (respectively, ν is odd), we denote by M ν (X) the set of all distributions f ∈ D (X) such that f = P (L)u for some u ∈ M 0 (X) (respectively, u ∈ M 1 (X)) and for a polynomial P of degree not exceeding
For a distribution f ∈ D (O), s f denotes complex conjugation, supp f stands for the support of f , and ord f for the order of f . The delta-function at a point o ∈ X is denoted by δ o . Finally, we denote by × the convolution of distributions on domains in X in the cases where it exists (see [15, Chapter 2, §5] Ca . Let X 1 be the class of noncompact spaces X different from R n , and let X 2 be the class of compact spaces X. For X ∈ X 1 , we assume that the maximum of the sectional curvature of X is equal to −1, and for X ∈ X 2 we assume that the minimum of the sectional curvature of X is equal to 1. Moreover, the real dimension a X of the space X is assumed to be at least 2. We define
Then X can be regarded as a Riemannian manifold (D, ds 2 ), where the domain D and the Riemannian metric ds 2 are given in the following way (see [14] , [17, § §19, 20] ):
, where
We note that the polynomials p 1 , . . . , p 8 and the form Φ(x, y) have a clear interpretation in terms of the Cayley numbers (see [14, §3] ).
. In the models given above, the distance on X is defined by the relation
and by the invariance condition for d with respect to the isometry group G of the space X. Relation (3.1) shows that the geodesic ball B R = x ∈ X : d(0, x) < R coincides with the open Euclidean ball in R a X centered at the origin and having the corresponding radius. Henceforth we assume that 0 < R ≤ diam X.
Let X 3 be the class of two-point-continuous spaces of constant curvature, i.e.,
We set
and β X = n/2 − 1, −1/2, 0, 1, 3, respectively, in each of the following five cases: 
becomes an invariant subspace of the quasiregular representation T(τ ) of the group [14, §2] ).
An arbitrary point x ∈ R a X \ {0} can be represented in the form x = σ, where
has a Fourier series of the form
X relative to a surface measure dω on S a X −1 , and }, and let dτ be the Haar measure of total mass 1. The series (3.2) can be extended to distributions f ∈ D (B R ) in the following way:
where the series (3.4) converges to f in D (B R ) and the distribution f k,m,j acts on the space D(B R ) by the rule
(see the proof of formula (5.19) 
, and s ∈ Z + ∪ {∞}. Consider the classes
The relation
Then the following statements are valid.
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Now several remarks are in order. First, every distribution T from E (X ) lies in M ν (X) for some ν ∈ Z (see Propositions 5.2, 5.4, and 5.5 and Remark 5.2 in §5). Next, generally speaking, the radius r(T ) in the condition (3.7) cannot be reduced; see [12, Theorem 1] . Moreover, the dependence between the order of smoothness of a distribution f and the set of zero coefficients in its Fourier expansion is also sharp (see Theorem 3.2 below).
Theorem 3.1 easily implies the following statement.
Then the following assertions are valid :
Corollary 3.1 is new for compact spaces X. For Euclidean and hyperbolic spaces, this result was obtained earlier in [3, Part 3] and [12] , where the noncompactness of X was used essentially.
In the following theorem, r T denotes the spherical transform of a distribution T ∈ E (X ) (see the definition (5.2) in §5).
, the following asymptotic relation holds true:
, respectively) that satisfies (3.7) and lies in D T (X ). We note that condition (3.8) is fulfilled for a wide class of distributions T ∈ M ν (X). In many cases, this condition is verified easily by using known methods of asymptotic expansions [19, Chapter 2, Theorem 10.2]. In particular, it is satisfied if T is the indicator function of a ball or the surface delta-function of a sphere in X (see [13, 14] ). In these cases, Theorem 3.2 holds true for ν = 1 and ν = 0, respectively.
The result below shows that Theorem 3.2 fails if we do not assume that condition (3.8) is fulfilled.
The main results of the present paper were announced by the authors in [20] . On Euclidean spaces, analogs of Theorems 3.1 and 3.2 for some other classes of distributions were obtained in [11] by different methods; these methods do not work in the general case. §4. Auxiliary constructions 4.1. Infinitesimal operators. In this subsection, we assume that X = R n unless otherwise stipulated. In the expressions ± and ∓ below, the upper sign corresponds to the compact case and the lower sign to the noncompact case. For 1 ≤ j ≤ a X , we define differential operators A j on X in the following way:
Ca :
(4.5)
, λ 7 = 6, λ 9 = 1, λ 11 = 5, λ 13 = 3, λ 15 = 7, and the polynomials P l,s :
where i 0 , i 1 , . . . , i 7 is the standard basis in the algebra of octaves (see [14, §3] ) and the A j are infinitesimal operators corresponding to involutive isometrics of the spaces X (see [14, the proof of Lemma 7] ). Next, we set
where α X = −1+a X /2 and β X is as defined in §3. We note that the Riemannian measure on X has the form
(dx is the Lebesgue measure in R a X ), and the area of a sphere of radius r in X is equal to
We also define a differential operator D(α, β) by
X \ {0} and s ∈ N. Then:
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Proof. This can be proved by a minor modification of the proofs of Lemmas 6-8 in [14] . 
Generalized spherical harmonics.
A spherical harmonic on X is a radial eigenfunction of the operator L. Below we need some generalizations of these functions, which we introduce separately for R n , for compact spaces X, and for hyperbolic spaces. In all three cases, we assume that
For X = R n we define
Let X be compact. We set
where
(4.10)
Finally, using the above notation, we define Φ λ,η,k,m,j for hyperbolic spaces X by the formula
It is easily seen that the functions Φ λ,η,k,m,j admit a continuous extension to the point x = 0, becoming real-analytic functions on X and
X is assumed to be zero for X = R n (see [15, Introduction, Lemma 3.6 ] and the proof of formula (41) in [14] ). If N ∈ Z + and r ∈ (0, diam X), then [14, §4] , [13] .
In conclusion, we consider the relationship between Φ λ,0,k,m,j on compact spaces X and the Jacobi polynomials.
For l ∈ Z + , we set (4.13)
Proposition 4.3. The collection of functions {Φ
Proof. The mapping
is an isomorphism of the space L 2 ((−1, 1),
Since the polynomials R For Euclidean and hyperbolic spaces, r f coincides with the spherical transform of the distribution f (see [15, Chapter 4] ). If X is compact, then r f is an analytic continuation of the discrete Fourier-Jacobi transform (see (4.15)).
We shall need the basic properties of F k,m j on compact two-point-homogeneous spaces X. This condition, imposed on X, will be assumed throughout in this subsection.
Proposition 5.1. Suppose T ∈ E (X ), R ∈ (r(T ), π/2], f ∈ D (B R ), and
Proof. This statement is obtained by standard arguments (see, e.g., [15, Chapter 4, §2, the proof of Proposition 2.4]).
Corollary 5.1. Let T ∈ E (X ), and let
Proof. Using (4.11) and (5.3), we obtain the required statement for η = 0. The general case follows from this one by differentiation (see the definition of Φ λ,η,k,m,j ).
Proposition 5.2. Suppose f ∈ E k,m,j (X ), T ∈ E (X ), and r(f ) + r(T ) < π/2. Then
In particular,
for any polynomial P .
Proof. By (4.11) and (5.3), we have
which implies (5.4). Substituting T = P (L)δ 0 in (5.4), we get (5.5).
Proposition 5.3. The transformation F k,m j is injective on E k,m,j (X ).
Proof. Suppose f ∈ E k,m,j (X ) and F k,m j (f ) = 0. We take ψ ∈ D (X ) such that r(ψ) < π/2 − r(f ). The following integral representation is valid for θ ∈ (0, π/2):
(see (4.10) and [14, formula (17)]). Using (5.4), (5.1) and (5.6), we obtain
for all t ∈ (0, π/2). Then the Titchmarsh convolution theorem implies that f × ψ = 0 (see Theorem 4.3.3 in [16, Chapter 4] in the one-dimensional case). Since ψ is arbitrary, f is zero.
(1 + |λ|) s+k , λ ∈ C, where the constant γ does not depend on λ.
(ii) If f ∈ E k,m,j (X ), and for some s ∈ Z + we have
as l → +∞, where λ l is defined in (4.13), then f ∈ C s (X ).
Proof. First we prove statement (i). The definition of F k,m j
and (4.6) show that
where D is defined by (4.9). Integrating in (5.9) by parts and using differentiation formulas for Φ λ,0,k,m ( ) (see [14, (36) - (39)]), we deduce that
. Relation (5.10) and estimate (4.12) imply (5.8). Part (ii) easily follows from Proposition 4.3, (4.14), and (4.12).
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Using (5.14) and the Phragmén-Lindelöf principle, we obtain (5.11) (see, e.g., the proof of Lemma 4.3 in [22, Chapter 3] ). We prove the converse statement. First, we consider the case where w has finitely many zeros. In this situation, w is an even polynomial, by the Hadamard factorization theorem. We write w in the form w(λ) = c(λ
From (4.8) and (5.15), we conclude that 
Now, suppose w has infinitely many zeros, and let c 2 be the constant in estimate (5.11) for the function w and s = 2α X . We choose a natural number l ≥ (s + c 2 + 6)/2 and consider the even entire function
, where z 1 , . . . , z l ∈ Z(w). By the Paley-Wiener theorem for the one-dimensional Fourier transformation, there exists an even function ϕ ∈ C s+2 (R 1 ) such that supp ϕ ⊂ [−r, r] and 
Finally, we give an inversion formula for the transformation
and
in X , where the λ l and μ l are as in (4.13).
Proof. Estimate (5.19) follows from (4.14) and (5. A k,m,j . In this subsection, we still assume that the space X is compact. The maps A k,m,j constructed below make it possible to reduce a series of problems for convolution equations on X to the one-dimensional case.
The maps
Suppose
By using (4.14), (5. 
The correspondence Λ :
2 ), and (5.23) r(Λ(T )) = r(T ).
Lemma 5.1. (i) Suppose f ∈ E k,m,j (X ), T ∈ E (X ), and r(f ) + r(T ) < π/2. Then the following relation is valid on the interval r(T
, and for θ ∈ 0, π 2 we have
where the function
Proof. Part (i) follows immediately from (5.21), (5.22) , and Proposition 5.2. We prove (ii). Estimate (5.19) 
and the definition of
Now Proposition 5.6 and relation (5.6) imply part (ii
is an easy consequence of part (ii). In the general case, (iii) is obtained with the help of the standard smoothing by convolutions with delta-shaped sequences (see (5.21) and (5.23)).
We extend the operator (
, and r(T ) < R. Then (5.24) is fulfilled on the interval (r(T ) − R, R − r(T )). In particular, for any polynomial P we have the following transmutation relation:
Proof. Using the definition of A k,m,j on D k,m,j (B R ) and Lemma 5.1 (ii), (iii), we obtain (i) and (ii). Now we prove (iii). First, suppose f q ∈ D k,m,j (B R ), q = 1, 2, . . ., and
converges in D(B R ) (see (4.12) ). Denoting its sum by ϕ(x), we have
. . , and
We fix r ∈ (0, R) and choose η ∈ D (B R ) so that η = 1 in B r+ε for some ε ∈ (0, R − r). By (5.21), (4.11), (4.12) , and the symmetry of the operator L, we conclude that
where E = supp η and the constant c > 0 does not depend on q. Estimate (5.29) and statement (i) imply that
, which completes the proof of (iii). Next, by (5.25) and (5.6),
(see the proof of Proposition 5.3). Differentiating (5.30) with respect to λ, we obtain (iv). Finally, in (v) we may assume that f ∈ D k,m,j (B R ). Moreover,
where the series converges in C ∞ (X ) (see Propositions 5.1 and 5.6). Applying the operator A k,m,j to (5.31) and taking (5.22) and (5.27) into account, we have
Comparing A k,m,j (f ) * Λ(T ) with (5.32), we get (5.24) on the interval (r(T )−R, R−r(T )). Relation (5.28) is a special case of (5.24) for T = P (L)δ 0 .
§6. Proof of the main results
To prove Theorem 3.1, we need two lemmas.
Proof. Case 1: X is noncompact. By the condition imposed on f , there exists
. . , in the following way: f q (x) = g q (d (0, x) ), where
for q ≥ 2. Relation (6.1) implies that f q = 0 in B r(T ) and f q+1 ∈ C 2q−1 (B R ). Moreover,
because the radial part of the Laplace-Beltrami operator L is equal to .2) with T , we obtain
Since T ∈ M 0 (X), we have
Moreover, 
Proof. If k = 0, then Lemma 6.2 is an immediate consequence of Lemma 6.1. Let k ∈ {1, 2, 3}. First, we consider the case of X = R n . Without loss of generality, we may assume that
x ∈ B R , where
We define (6.10)
This yields
These relations and (6.11) imply that V k = 0. Then, by Lemma 6.1, we have U k = 0 (see (6.10) ). Now relations (6.7)-(6.9) show that f = 0 in B R . Now, let X be a compact space. For κ ∈ {1, 2, 3} and μ ∈ {0, . . . , M X (κ)}, we put U κ,μ (x) = u κ,μ ( ), p ∈ B R , where
Clearly, V κ,μ ∈ C κ (B R−r(T ) ). We prove that
For each of the spaces X, we have the following relations (see (4.1)-(4.5)): (6.20) If k = 1, then (6.32) and (6.27) imply that V 1,0 = 0. Suppose k ≥ 2. Using the relations
(see (6. 3) and (4.7)), from (6.28)-(6.32) we conclude that
Thus, (6.18) is established. By (6.18) and Lemma 6.1, U k,m = 0 in B R , but then f = 0 in B R . Finally, for hyperbolic spaces X the arguments are in perfect analogy with the compact case. Thus, Lemma 6.2 is proved. T , we see that r(T 2 ) = r(T ) and Φ ∈ D T 2 (B R ). As above, we obtain Theorem 3.1 for ν > 0.
Proof of Corollary 3.1. Statement (i) is easily derived from (ii) with the help of standard smoothing. To obtain (ii), it suffices to use Theorem 3.1 (ii). We prove (iii). Without loss of generality, we assume that the distribution f in the assumptions of Corollary 3.1 belongs to D k,m,j (B R ) (see (3.5) and (3.6)). Suppose R 1 ∈ (r(T ), R), f 1 ∈ E k,m,j (X ), and f 1 = f in B R 1 . Proposition 5.5 and its analog for noncompact X (see Remark 5.2) imply that there exists a function F ∈ (C ∩ E k,m,j )(X ) such that f 1 = P (L)F for an appropriate polynomial P . Then
in B R 1 −r(T ) , whence F = 0 in B R 1 by Theorem 3.1 (ii). Now, since R 1 ∈ (r(T ), R) is arbitrary, we conclude that f = 0 in B R .
To prove Theorem 3.2, we need the following lemma.
Lemma 6.3. Let w be an entire function satisfying the following conditions:
(1) Z(w) = ∅; (2) there exists a sequence {r n } Proof of Theorem 3.3. Suppose T 1 ∈ D (X ), r(T 1 ) > 0. Let T 2 ∈ E (X ) be a distribution such that T 2 ∈ M ν (X), T 2 ∈ M ν+1 (X), and r(T 2 ) < r(T 1 ). We check that T = T 1 + T 2 is the required distribution. The first assumption on T in Theorem 3.3 follows from the definition. Next, R > r(T ), f ∈ D T (B R ), and f = 0 in B r(T ) . Then f × T 1 = 0 in B R 1 −r(T ) if r(T ) < R 1 < 2r(T ) − r(T 2 ) and R 1 ≤ R. Applying Corollary 3.1 (i), (iii), we conclude that f = 0 in B R . Thus, T satisfies the second assumption of Theorem 3.3, which completes the proof.
