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Breast cancer (BC) is the most common cancer among women in the United States; approximately 
one out of every 24 women die of related causes. BC screening is a critical factor for improving 
patient prognosis and survival rate. Infrared (IR) thermography is an accurate, inexpensive and 
operator independent modality that is not affected by tissue density as it captures surface 
temperature variations induced by the presence of tumors. A novel patient-specific approach for 
IR imaging and simulation is proposed.  In this work, multi-view IR images of isolated breasts are 
obtained in the prone position (face down), which allows access to the entire breast surface because 
the breasts hang freely. The challenge of accurately determining size and location of tumors within 
the breasts is addressed through numerical simulations of a patient-specific digital breast model. 
The digital breast models for individual patients are created from clinical images of the breast, 
such as IR imaging, digital photographs or magnetic resonance images. The numerical simulations 
of the digital breast model are conducted using ANSYS Fluent, where computed temperature 
images are generated in the same corresponding views as clinical IRI images. The computed and 
clinical IRI images are aligned and compared to measure their match. The determination of tumor 
size and location was conducted through the Levenberg-Marquardt algorithm, which iteratively 
minimized the mean squared error. The methodology was tested on the breasts of seven patients 
with biopsy-proven breast cancer with tumor diameters ranging from 8 mm to 27 mm. The method 
successfully predicted the equivalent tumor diameter within 2 mm and the location was predicted 
within 6.3 mm in all cases. The time required for the estimation is 48 minutes using a 10-core, 
3.41 GHz workstation. The method presented is accurate, fast and has potential to be used as an 
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This work proposes a novel methodology for the detection and localization of tumors within the 
breast using multiview IR images. This chapter starts with a brief definition of cancer. The impact 
of breast cancer and the need for early detection are then introduced. The different modalities for 
breast cancer screening are presented. This chapter also discusses breast thermography and its 
potentials for breast cancer screening. Finally, an overview of the proposed work is presented. 
 Motivation 
Cancer is a term to describe a group of diseases that involve abnormal cell growth, leading to 
formation of tumors, invasion of surrounding tissue and spread to other parts of the body. Some 
very rare types of cancer do not form lump or tumors. Not all tumors are malignant or lead to 
cancer. Benign tumors do not invade surrounding tissue and do not possess the ability to spread to 
other parts of the body; these tumors grow encapsulated by fibrous connective tissue. Benign 
tumors usually grow slower and malignant (cancer) tumors grow faster. The exact causes for 
developing cancer remain unknown, but researchers agree that some of the factors that can increase 
the chances of developing cancer are inherit genetic mutations, hormones, immune conditions, 
age, infectious organisms, tobacco, prolonged exposure to ultraviolet radiation or carcinogenic 
agents, a sedentary lifestyle and diet [1]–[3]. Cancer tumors can develop in almost any part of the 
body. Some of the most common types of cancer are breast, liver, prostate, lung, stomach, skin, 
cervical and colorectal. Older people are in greater risk of developing cancer, 86 % of all patients 
diagnosed with cancer in the US are at least 50 years old [3].  
The types of cancer that are have not extended beyond the original layer of cells where they 
developed initially are referred as “in situ”. The types of cancers that have spread to other tissues 
are referred as “invasive.” Cancer is staged according with its extent at the time of the diagnosis. 
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The staging system preferred by clinicians evaluates the extent of the cancer in three different 
classes: primary tumor (T), involvement of regional lymph node (N) and existence of metastasis 
(M). Each of these classes are divided in five stages, depending on the stage of the disease, stage 
0 is in situ, stage I is early cancer, stages II and III are moderate cancer and the most advanced 
cancer is stage IV. The optimal treatment for a cancer patient depends on the stage level of the 
existing cancer.  
Depending on the body part where the presence of cancer is suspected, there are various screening 
and diagnostic techniques that be used to identify tumors. Irrespective of the body part a sample 
of the suspected lesion is extracted using biopsy, which a surgical procedure to extract samples of 
the suspected malignancy. The material is then extracted and analyzed by a pathologist either by 
observing it under the microscope or performing additional tests. 
The most common cancer found in women is breast cancer. Breast cancer is the second most lethal 
cancer among women, with 40,450 deaths in in the United States in 2016.  
 Breast Cancer  
In 2016 alone, 246,660 new cases of breast cancer (BC) in the US were reported. It is estimated 
that one in every eight women will develop breast cancer during their lifetime [4] and that one in 
every 24 women die of breast cancer [5]. From 2003 to 2012, the mortality of breast cancer reduced 
almost 1.5 % per year mainly because of the improvements in detection and treatment of BC. Men 
can also develop breast cancer; however, male breast cancer accounts only for ~ 0.7% of all breast 
cancer cases [6]. Due to the small proportion of male breast cancer, the focus of this research is in 
female breast cancer.  
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Early detection of BC improves the chances of survival and increases the options for curative 
treatment. The five-year relative survival rates for individuals diagnosed with breast cancer are 
99%, 93%, 72% and 22% for stages 0 and I, II, III, and IV, respectively. Early detection of breast 
cancer helps in reducing the annual cost of treatment. Current annual costs of BC treatment per 
patient in each of the four different stages are $60,637 for stage 0, $82,121 for stages I and II, 
$129,387 for stage III, and $182,655 for stage IV cancer [7].  
1.2.1 Anatomy of the female breast 
The female breast consists of secretory glands (lobules) connected to the nipple through milk ducts 
(Figure 1). The nipple is surrounded by a pigmented area of skin called areola. Subcutaneous fat 
(fatty tissue) surrounds the glands and milk ducts. Embedded in the subcutaneous fat are the blood 
vessels, lymph nodes and Cooper’s ligaments. The Cooper’s ligaments are connective tissue that 
supports the whole structure of the breast [8]. The amount of fatty tissue is lower for younger 
women and higher for older women; therefore, younger women usually have denser breasts than 
older women. 
Breast cancer can develop in any part of the breast. The two most common breast cancers are 
ductal carcinoma, which develops in the epithelium of the milk ducts; and lobular carcinoma, 
which develop in the secretory glands. Inflammatory breast cancer is a third type of BC that is rare 
and aggressive, it starts with swelling and a red color in the breast rather than a lump. This type of 






Figure 1. Anatomy of the female breast [9]. 
1.2.2 Signs and symptoms 
The most common and first detected symptom is a mass or lump in the breast. The lump can be 
painless or it can cause discomfort to the touch. Other symptoms that are less common include 
thickening, a protuberance or distortion in the affected breast, abnormalities and sudden discharges 
in the nipples [3]. Pain in the breast is more likely caused by a benign condition and is not often a 
sign of breast cancer, except in inflammatory breast cancer. 
1.2.3 Risk factors and potential causes 
Some of the risk agents that can be controlled are weight, use of hormonal therapies, lifestyle and 
tobacco and alcohol consumption [10]. Recently, it was found that work shifts that disrupt the 
normal sleep patterns might be associated with higher risk of breast cancer.  
Among the agents that cannot be controlled are age, family history of cancer, density of the breast 
tissue, inherited mutations especially in the BRCA1 and BRCA2 genes, type 2 diabetes, never 
having children or pregnancy after the age of 30. High breast densities are also correlated with 
higher risk of breast cancer [11]. Women with more than 60-75 % of dense tissue (dense breasts) 
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are at four to six times risk of developing breast cancer, as compared with women with mostly 
fatty breasts (less than 25% dense tissue) [11]. Approximately 50 % of women have dense breasts. 
It is estimated that dense breasts tissue contributes with up to 30 % of breast cancer cases. 
According to their densities, breasts are usually classified as predominantly fatty, scattered fibro 
glandular or heterogeneously dense.   
Some researchers claim that artificial breast implants increase the risk of developing breast 
cancer [12], [13]; however this claim has not been fully verified.  
 Screening modalities for breast cancer 
Screening is the test of patients to detect the possible presence of breast cancer. Periodic screening 
improves the early detection of cancer, which results in more effective treatments and higher 
chances of survival. The most common screening exams for breast cancer are self exams, 
mammography, tomosynthesis or 3D mammography, magnetic resonance imaging (MRI), 
ultrasound and thermography.  
Sensitivity or True Positive Rate (TPR) and specificity or True Negative Rate (TNR) are the two 
most common parameters used to evaluate the performance of different screening techniques. 









                                                                 (2) 
where TP is the total number of positive cases, FN is the number of false negative cases, TN is the 
total of true negative cases and FP is the number of false positive cases. The TPR is the proportion 
of positive cases that are correctly classified as positive. The TNR is the proportion of negative 
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cases that are correctly classified as negative. Table 1 shows the comparison for the different 
screening techniques, excluding the manual self-exam and breast thermography.   
1.3.1 Manual self-examination 
In this exam, the woman or a physician touches the breast with the pads of the fingers from 
different positions searching for abnormal lumps or distortions. The fingers are moved in various 
patterns to improve the effectiveness of the technique. Some agencies, such as the American 
Medical Association recommend monthly self-breast examinations [14]. In 1999, Barton et al. 
[15] stated that well performed self-exams can detect up to 50 % of asymptomatic breast cancers. 
In 2009, the U.S. Preventive Services Task Force advised against teaching self-examinations 
arguing that it results in a high rate of false positives (~50 %)  and can cause anxiety and depression 
in the women that practice them [16]. 
1.3.2 Mammography  
 Mammography has been the gold standard technique for breast cancer screening since the early 
60’s. In mammography, the breasts are compressed between two X-ray transparent flat plates. 
Then, a burst of low-energy X-rays are emitted and passes through the breast to a detector located 
in the opposite side. Currently, computers are used to analyze the signals captured by the detector 
and display the resulting images, this is known as digital mammography. The exam is done on 
each breast at a time and usually a top and side view of each breast are captured. The length of an 
exam is typically lower than 15 min. 
In a mammogram, the background is black, the soft, less dense tissue appears in tones of dark grey 
because this tissue is not fully transparent to X-rays. Dense tissue such as the glands or the 
Cooper’s ligaments appear white. Tumors are denser entities that ideally appear as white regions 
embedded in the breast. a shows a mammogram of a patient with cancer and fatty breasts where 
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the tumor is highly visible. b shows a mammogram of a patient with dense breasts. In this case, 
because the breast tissue is dense, most of the breast appears in white tones and the exam cannot 
conclude whether there is cancer or not. 
 
Figure 2. Mammograms on patients with a) fatty tissue and b) dense tissue. 
The sensitivity of mammography in women with dense breasts, implants and hormone replacement 
therapy is 68%, as compared to over 84% in a more general population [18]. Mammography can 
increase the risk of developing breast cancer, especially in younger women.  Berrington de 
Gonzalez and Reeves [19] estimated that if breast cancer screening with mammography starts at 
age 20, this would cause more deaths by radiation-induced breast cancer than it would prevent. If 
screening starts at age 30, the benefits and risks are balanced and if screening starts at age 40, the 
benefits are evident and the mortality rate of breast cancer would be reduced by 20 %. Law et al. 
[20] also agree that mammography prior to age 35 presents more risks than benefits. For women 
with artificial breast implants mammography is not recommended because the implant can become 
damaged or the tumor may not show on a mammogram. 
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Table 1. Comparison of imaging techniques for breast cancer [17]. 
Technique Mechanism of 
operation 
Sensitivity Specificity Cost Method Cause of discomfort Recommended for 
Mammography Low energy X-
rays 
84% 92% Moderate Compressed 
breast 
















- Holding still and 
lying prone for a long 
exam 
- Possible reaction to 
contrast agent 
- Contrast cannot be 
used in patients with 
renal insufficiency 
 
- Screening in women at 
high risk for breast 
cancer 








90% 86% High Small amount 
of radioactive 
tracer injected 
in the body 
No significant 
discomfort 
Determine if cancer has 
spread to other parts of 
the body 
Ultrasound High frequency 
sound waves 






- Screening in women 
with dense breasts 
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1.3.3 Tomosynthesis or 3D mammography 
The approach of digital breast tomosynthesis (CT scan) is similar to mammography. The 
difference between tomosynthesis and mammography is that in tomosynthesis the source of x-rays 
moves and directs the radiation from several positions, acquiring multiple views of the breast and 
generates a 3D image. Digital breast tomosynthesis is approved by the FDA as an adjunct to 
mammography for the screening of breast cancer. The combination of mammography and 
tomosynthesis lead to a slight increase in the detection rate of breast cancer when compared with 
the use of mammography only [21].  
Tomosynthesis presents the same limitations discussed in section 1.3.2. An additional 
inconvenience is that usually tomosynthesis is performed in conjunction with mammography, 
which increases the exposure to radiation of a patient.  
1.3.4 Magnetic Resonance Imaging (MRI) 
MRI uses strong magnetic fields and radio waves to generate images of the tissues within the body. 
During an MRI exam, a sequence of images at equally spaced parallel planes is obtained. In order 
to improve the contrast between tissues, a contrast agent, usually gadolinium-based, is injected in 
the body. During an MRI exam, the patient remains still to avoid excessive motion between 
consecutive images. The exam takes up to 1 hour in which the patient remains in a tunnel-like 
structure. Figure 3 shows MRI images of a patient with one breast healthy and the other with two 
malignant tumors (encircled in red). MRI images provide information of the location of tissues 




Figure 3. MRI of a healthy (left) and breast with cancer (right). Tumors surrounded in red [22]. 
MRI does not pose risk of radiation for the patients and is recommended for women at high risk, 
especially women with family history of cancer, dense breasts, or women with BRCA1 or BRCA2 
genes.  
The cost of MRI exams are high mainly due to the special equipment and facilities required. 
Because the exam lasts for up to an hour, patients may experience claustrophobia and anxiety. 
Besides, the contrast agent can cause allergic reactions in some patients. The contrast agent cannot 
be used in patients with renal insufficiency, reducing the efficacy of the screening technique.  
1.3.5 Ultrasound imaging or sonography 
In a breast exam with sonography, high frequency sound waves (> 2 MHz) are directed to the 
breast by a transducer either handheld or automated. Once the waves reflect, the transducer collects 
the signals, which are interpreted in a computer and an image is generated in a screen. Figure 4 
shows an abnormal finding in a sonography exam surrounded by a red circle. Abnormal masses 




Figure 4. Abnormality found by sonography [23]. 
Sonography is recommended for women with dense breasts and for women with an 
abnormal finding discovered by another technique. Sonography is a relatively inexpensive 
technique which does not cause any discomfort in the patient. Sonography is commonly used in 
biopsy procedure to aid in the location of the area of suspicion. 
1.3.6 Breast Thermography 
During a breast thermography exam, the temperature of the breast is obtained either using liquid 
crystals or an infrared (IR) camera. The goal in breast thermography is to detect the temperature 
in the breasts and identify areas of higher temperature. Thermography relies on the fact that tumors 
are more metabolically active, require more blood than healthy tissue and therefore, generate more 
heat. The excess of heat generated within a tumor is dissipated to the surrounding tissue and   
manifest as areas of higher or abnormal temperature distributions. In healthy patients, the 
temperature distribution of both breasts is nearly symmetric (Figure 5a). In contrast, in patients 
with cancer, there is a deviation from the normal temperature distribution, leading to an 




Figure 5. Breast thermogram of a) healthy patient and b) patient with abnormal temperature in 
the left breast [24]. 
Initially, liquid crystal thermography was widely preferred over infrared thermography, 
mainly due to the high cost and low temperature sensitivity of infrared thermography. In liquid 
crystal thermography, a film of temperature sensitive liquid crystals is placed on the breasts. These 
crystals change color, depending on the temperature of the breasts. The temperature sensitivity of 
liquid crystal thermography is typically ~ 0.1 °C, which is lower than sensitivity in modern IR 
cameras [25] (< 0.02 °C). Two major drawbacks of liquid crystal thermography are the need for 
contact, which may affect the surface temperature of the breasts, and the need for external light 
sources directed to the breast than can indeed influence the temperature of the breasts, leading to 
unreliable results. Currently, IR thermography is the preferred thermography technique mainly due 
to the reduction in cost and the higher temperature sensitivities.  
The most common method for capturing thermograms is to let the patient acclimate to the 
temperature of the room for at least 10 min [26]; this is known as steady state thermography. In 
steady state thermography, usually three different thermograms of each breast are captured. In 
contrast, dynamic thermography is a technique in which some parts of the body are subjected 
temporally to lower temperatures, known as cold stress, and the thermal response of the breasts is 
captured in equally time-spaced thermograms. 
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For women with artificial breast implants, thermography can be used as a screening technique 
because the implants are placed at the base of the breast and not interfering thermally with the rest 
of the breast.  
Infrared (IR) thermography is a screening technique that does not create any discomfort in the 
patients, does not involve radiation and does not require contact. IR thermography is highly 
portable and inexpensive as it only requires an infrared detector.  
1.3.7 Recently developed imaging techniques 
Positron Emission Tomography (PET) is a technique used to visualize the different metabolic 
processes in the body. For breast cancer detection, it relies on the fact that tumors are more 
metabolically active than healthy tissue. A slightly radioactive sugar (tracer) is injected in the 
body. Tissues with higher metabolic activities absorb more of the tracer substance and emit more 
gamma rays (Figure 6).  PET scans are especially used to determine the spread of the cancer, 
once its existence has been confirmed. It is a very expensive procedure due to the highly 
specialized sensors and facilities required.  
 
Figure 6. PET scan of a patient with breast cancer [27]. 
Electronic Palpation Imaging (EPI) consists of applying pressure and a stiffness map of the 
breast is generated. Cancer appears as a harder region embedded in a softer tissue. During an EIS 
exam of the breast, an array of electrodes is attached to the surface of the breast and the small 
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alternating electric currents are applied to the electrodes [28]. EIS relies on the principle that 
tumors have higher electrical conductivities and lower impedance than healthy tissue. In an EIS 
exam, tumors appears as brighter entities embedded in a darker medium. EIS is usually 
recommended as a follow-up technique for patients with abnormal findings with other techniques 
[29]. [30]. EPI is approved by the FDA as a system to document abnormal findings in manual 
breast examination.  
Other non-invasive emerging techniques for breast cancer detection are Diffuse Optical Imaging 
[31], which relies on the translucent nature of the breast under near infrared light, Photoacoustic 
Imaging [32] and Thermoacoustic Imaging [33], which rely on the absorption of radiation and its 
detection using ultrasound. However, their use has been limited to research studies and has not 
been widely incorporated in clinical centers.  
1.4 Guidelines for breast cancer screening in the United States 
In the US, the U.S. Preventive Services Task Force recommends screening mammography every 
1 to 2 years for women at age 40 or older [34] at intermediate risk of developing breast cancer. For 
women at high risk of developing breast cancer (20-25% greater lifetime risk), which includes 
women with previous history of ovarian or breast cancer, women with direct family history of 
breast cancer and women with BRCA gene mutations, MRI is conducted in addition to 
mammography [35]. For women under age 40, mammography is usually not recommended [36]. 
For these women, ultrasound and MRI are preferred.  
Despite their higher risk of developing breast cancer, women with dense breasts are not 
additionally screened and only get annual screening mammography. The sensitivity of 
mammography in dense breasts decreases to 62%. Therefore, ~38% of tumors are missed or 
misdiagnosed in women with dense breasts [18].  
15 
 
1.5 Overview of present work 
We hypothesize that infrared thermography can be a cost-effective and reliable screening modality 
for breast cancer that is equally effective for dense breasts. In conjunction with numerical 
simulation techniques, it can detect and localize the tumors in the breasts. 
The success of breast thermography has been limited in previous studies, mainly for (1) the lack 
of standardized imaging and analysis protocols, and (2) the imaging position. Most thermograms 
are obtained while patients are upright with the arms lifted. In this position, the inframammary 
fold is not optically accessible for imaging. In addition, in this position, the breasts contact the 
chest, which induces thermal artifacts. As a way to mitigate these factors, imaging breasts in the 
prone position (face down) is proposed. In the prone position, breasts hang freely allowing optical 
access to the entire breast surface, with no contact between the breasts and other body parts. 
Recently, computer models have been used to aid in the study of the effect of various parameters 
on the breast surface temperature. However, these studies have been conducted using simplified 
breast shapes, which limits their applicability. In this study, a digital breast model with the actual 
breast shape is generated, which resulted in accurate temperature calculations. 
The digital breasts models were used to predict the location and size of tumors through an iterative 
method. The estimations matched within 5% the actual values from MRI data. Therefore, the 




The surface temperature distribution is dependent on various factors including the size and location 
of the tumor and the breast structure. In this project, patient-specific digital breast models are 
generated to compute the breast temperature using computational numerical simulations.  
The overall goal of the project is to develop a patient-specific method to detect presence of a tumor 
and accurately estimate its size and location from thermal images of the breast. The specific 
objectives of the work can be summarized as follows: 
1. Obtain multiview IR images of the breasts in the prone position. The multiview IR images 
should cover the entire breast surface. For this purpose, an imaging system is developed. 
2. Generation and thermal simulation of patient-specific digital breast models. These models 
are generated from clinical images of the breasts in the prone position, which can be IR or MRI 
images. The temperature in the models is computed through numerical simulations. The 
resulting computed temperature images are compared with the corresponding multiview IR 
images to determine the accuracy of the temperature predictions. 
3. Development of an iterative method for tumor detection and localization within the 
breasts. Initial guesses of the tumor size and location from are input to the patient-specific 
digital breast model to generate computed temperature images. The values of tumor size and 
location are refined through an iterative method to generate computed temperature images that 
match the corresponding multiview IR images. The final value of tumor size and location is 
used as the best estimations of tumor size and location. 
17 
 
3. Literature Review 
The literature review section is divided in three parts. In the first part, a review of some of the most 
relevant publications in the field of thermography is provided. The second part covers modeling 
approaches to compute the surface temperature distribution induced by breast cancer. Finally, the 
third part covers previous approaches to estimate thermal parameter from thermal images through 
mathematical analysis. 
3.1 Clinical breast thermography 
This section starts with an explanation of the theory that allows the operation of IR cameras to 
detect surface temperatures. Then, it reviews the progress in thermography, from its origins to its 
status and the findings of some of the most relevant clinical trials. This section also covers the 
different variations in thermography aimed to improve the accuracy of the technique.  
3.1.1 Temperature measurements using thermography 
All surfaces with a temperature above 0 K (-273.15 °C) emit thermal radiation with a wavelength 
and intensity that depends on the temperature of such surface. The relation between intensity (I), 








                                               (3) 
where h is the Plank constant (6.62607004×10-34 J∙s), c is the speed of light in vacuum (3×108 m∙s-
1) and k is the Boltzmann constant (1.38064852×10-23 J∙K-1). The infrared (IR) band of the 
electromagnetic spectrum comprises wavelengths from 700 nm to 1 mm. The human body emits 
thermal radiation at wavelengths between 2-20 µm [37]; 90% of the body thermal radiation occurs 
in the band of 6-14 µm. Integrating Plank’s Radiation Law for all frequencies results in the Stefan-
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Boltzmann Law, which describes the emissive power from a hypothetical black body. For a real 
surface with emissivity ε, Stefan-Boltzmann Law is [38]: 
𝐸 = 𝜀𝜎𝑇4                                                                       (4) 
Therefore, the wavelength of IR radiation emitted by the human body can be related to the skin 
temperature. The emissivity depends on the material and characteristics of the radiating surface. 
For the case of the human skin, the works by Hardy [39], Watmough and Oliver [40], Steketee 
[41] and Patil and Williams [42] agreed that the emissivity is 0.989±0.01 and is independent of 
the skin color. Further details of the process of converting infrared radiation to temperature 
measurements can be found in Lahiri et al [37]. 
3.1.2 Infrared detectors 
Infrared (IR) cameras are devices that capture (IR) radiation and convert this information to 
temperature readings. IR cameras differ from optical cameras in the type of lenses and sensors that 
they use. Optical cameras use glass lenses to detect light; IR cameras require special lenses made 
of IR-transparent materials such as germanium and sapphire while glass (used in conventional 
optical cameras) absorbs IR radiation. Optical cameras use light-sensitive detectors whereas the 
detectors used for IR cameras can be classified in two classes, thermal and photonic detectors [43]. 
In thermal detectors, the radiation is absorbed and it changes the temperature of the sensing 
material and the change in temperature generates an electric signal that conveys the information. 
Thermal detectors possess a broad IR response, but are slow when compared to photonic detectors. 
In the case of photonic detectors, the radiation is absorbed within the sensing material through 
interaction with electrons, these sensors have a very fast response. However, these must be cooled 
to cryogenic temperatures for their proper operation [44]. Common materials for photonic sensors 
are indium-antimonide, indium arsenide, and mercury cadmium telluride. Cameras with thermal 
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detectors are smaller and less expensive, but also less accurate and sensitive than cameras with 
photonic detectors. The typical temperature of operation of photonic sensors is in the range of 60-
100 K. To achieve such low temperatures, the most common methods are the use of Stirling engine 
coolers or the expansion of a pressurized gas. IR cameras with photonic sensors are more robust 
in construction due to the cooling system needed, but they are more accurate and faster than IR 
cameras with thermal detectors.  
3.1.3 Evolution of IR cameras 
Infrared (IR) cameras were used initially for military applications, especially surveillance. 
Pioneering IR cameras used thermal detectors that were inaccurate and slow where an IRI (Infrared 
Imaging) image would require several seconds to form. The advances in technology allowed IR 
cameras to become faster and more accurate, mainly because of the use of photonic detectors. A 
common parameter to compare the performance of infrared cameras is the thermal sensitivity, 
which is the minimum temperature difference that can be accurately captured. In the early 1970’s, 
the thermal sensitivity of IR cameras was 230 mK. Current IR cameras have a thermal sensitivity 
below 20 mK (Figure 7), at such levels of thermal sensitivity, very fine thermal details can be 
captured.  
 
Figure 7. Improvements in thermal sensitivity of IR cameras [17]. 
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Although IR cameras are faster and more accurate, they also require a more strict control of the 
ambient conditions to achieve thermal sensitivities about 20 mK. In the case of breast 
thermography, Ng [45] collected a review of the more convenient practices to reduce the sources 
of interference in a clinical room. Some of the recommendations include avoiding direct sunlight 
and incandescent bulbs, as well as use a non-reflective background and cover all IR-reflective 
surfaces.  
3.1.4 Breast thermography 
In breast thermography, the surface temperature of the breasts is measured using an IR camera and 
areas of atypical temperature are identified through further analysis and processing. One of the 
first evidences that breast cancer modifies the normal temperature distribution of the breasts was 
given in 1956 by Lawson [46]. In his study, all the patients (26) had confirmed breast cancer and 
presented an increase of 1.3 °C near the tumor site, as compared to the contralateral region of the 
healthy breast. Later in 1963, Lawson and Chugtai [47] measured the temperature of patients with 
breast cancer and found that  temperatures in the region surrounding the tumor can be up to 3.5 °C 
higher than the contralateral healthy region with an average of  2 °C.  In 1980, Gautherie [48] used 
a fine-needle thermocouple to measure the internal temperature distribution of breasts, both 
healthy and with cancer. In his work, he reported that a tumor results in a peak of ~ 3 °C in the 
region surrounding the tumor when compared to the internal temperature distribution of a healthy 
breast (Figure 8). Gautherie studied the natural progression of cancer on 128 patients who refused 
to receive treatment. He measured the metabolic activity and blood perfusion in healthy and 
tumorous tissue. He observed that fast growing tumors (doubling time < 100 days) have metabolic 
activities of up to 70,000 W/m3. In contrast, slow growing tumors (doubling time >250 days) had 
metabolic activities of about 10,000 W/m3. He reported an exponential decaying relationship 
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between tumor doubling time and metabolic activity (Figure 9). In his study, he reported that the 
metabolic activity of healthy breast tissues varies between 400 and 700 W/m3, demonstrating that 
tumors are at least 15 times more metabolically active than healthy tissue. 
 
Figure 8. Internal temperature distribution in the human breast [48]. 
 
Figure 9. Relationship between metabolic generation and doubling time. Redrawn from [49]. 
In 1982, the FDA approved breast thermography as an adjunct tool to mammography for the 
screening of breast cancer. After the FDA approval, breast thermography, especially IR 
thermography, became widespread and numerous research groups conducted clinical trials to 
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detect breast cancer. In the early days of IR thermography, some works reported sensitivities as 
low as 41%. As a direct consequence, the research community lost interest in thermography. The 
low accuracies achieved in these trials occurred due to: (1) lack of standardized techniques and 
protocols concerning the clinical room; (2) inconsistent preparation of the patient prior and during 
the exam; (3) low thermal sensitivity of the IR cameras available (Figure 7); (4) lack of training 
using the IR equipment; (5) inexperience and improper training of clinicians in charge of 
interpreting the IR thermograms [50].  
Thermograms can be affected by a wide variety of external and internal factors prior and during 
clinical examinations. To obtain appropriate thermograms, the influence of these factors is 
minimized through a series of standards and protocols.  A well detailed collection of the 
recommended procedures to mitigate the effect of the external factors is provided by Ng [51] and 
Ring [52]. 
Breast thermography regained attention again during the late 1990’s, when IR cameras became 
more thermally sensitive (Figure 7) and more reliable and has become an active research field. The 
number of scientific publications related with breast thermography increased from about 11 in the 
year 2000 to over 50 in the year 2018 (Figure 10). Researchers such as Kaczmarek and 
Nowakowski [50] identified some of the optimal conditions for capturing thermograms. A deeper 




Figure 10. Number of publications related with breast thermography [54]. 
In February 2019, the Food and Drug Administration issued a warning to all healthcare providers 
stating that there is no valid scientific data to demonstrate that thermography devices, when used 
on their own or with another diagnostic test, are an effective screening tool for any medical 
condition including the early detection of breast cancer or other diseases and health conditions 
[55]. This warning was issued because some centers and operators used thermography as a 
standalone screening, which replaced mammography, rather than as an adjunct screening 
technique. Thermography has potential to be used as an accurate adjunct tool. However, 
scientifically developed criteria need to be defined in order to establish standards for the analysis 
of thermograms. 
3.1.5 Prognostic features for breast cancer 
In patients with healthy breasts, the temperature distribution between both breasts is symmetric 
(Figure 11a), as discussed in section 1.3.6. When there is an abnormality e.g. fibrosis, 
inflammation, infection or a tumor either benign or malignant, the temperature in the region 
surrounding the affection increases due to the increased blood flow and metabolic activities. The 
heat generated within the affection is dissipated to the surrounding tissue, distorting the thermal 
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symmetry between both breasts and leading to an asymmetric temperature distribution. Figure 11b 
shows the thermogram of a patient with early breast cancer in the left breast, the asymmetry 
between both breasts and the complex heat pattern in the affected breast are evident. Figure 11c 
shows the thermogram of a patient with advanced breast cancer in the right breast and it is evident 
that there is an area of high temperature in the affected breast.  
The temperature distribution in breasts with a tumor is affected by the size and the depth (measured 
from the skin) of the tumor, usually, shallow tumors generate higher temperature rises than deep 
tumors. The stage of cancer also affects the temperature distribution; in general more advanced 
tumors lead to higher temperatures. There are other factors that affect the surface temperature of 
the breasts such as pregnancy, lactation, hormone intake and menstrual period. However, these 
factors tend to affect both breasts equally.  
The thermal features that indicate cancer are ([25], [45]): (1) highly asymmetric thermal profile; 
(2) hyper-thermic vascularity; (3) localized regions of high temperature; (4) complex vascular 
patterns; (5) areolar and peri-areolar heat patterns; (6) temperature differences in a single breast of 
more than 2 °C.  
 
Figure 11. Thermograms of  a) healthy breasts, b) early cancer in the right breast and c) 
advanced cancer in right breast [25]. 
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One factor that aids in the distinction between benign and malignant tumors is the magnitude of 
the temperature gradient. High temperature differences (> 1 °C) are associated with malignant 
tumors whereas lower temperature gradients are typical in benign breast diseases. Head et al. [56] 
reported that in a thermogram, fast growing tumors, which are usually malignant, are seen more 
clearly because they have higher metabolic activities.  
Breast thermography has the potential to detect angiogenesis (development of new blood vessels) 
due to the higher amount of blood to supply the growing vessels and the metabolic activity for the 
growing process. Angiogenesis is an early indicator of cancer. Guidi and Schnitt [57] reported that 
women with pre-invasive lesions having increased microvessel density have a 7 times higher risk 
of developing breast cancer than women with normal microvessel density. Yahara et al. [58] found 
that abnormal thermograms are associated with increased microvessel density. 
Gamagami [59] reported that hyperthermic and hyper-vascular patterns are observed in 86 % of 
non-palpable breast cancers. The author also reported that 15 % of non-palpable breast cancers are 
not detected by mammography, but detectable using IR thermography. Gautherie and Gross [49] 
conducted a 12-year clinical study (from 1965 to 1977) on 58,000 patients. From the total cohort, 
1,527 patients had suspicious thermograms, but no conclusive findings. From these, 784 were 
found normal through mammography and ultrasound, 461 had benign breast diseases, mainly 
cystic mastopathy and 282 women were diagnosed with cancer using mammography and 
ultrasound. From the 784 classified as healthy patients by mammography and ultrasound, 177 were 
diagnosed with cancer in the subsequent two years of the initial diagnosis and, 121 patients more 
were diagnosed with cancer in the two subsequent years (4 years after the initial diagnosis). A total 
of 298 out of 784 patients with initial thermal abnormal findings (38 %) developed breast cancer 
in a period of 4 years following the initial diagnosis. From these findings, the authors reported that 
26 
 
patients with abnormal thermograms are at higher risk of developing breast cancer. The authors 
also reported that thermography is effective in detecting early signs of breast cancer. A deeper 
review of the application of thermography for the diagnosis of breast cancer is provided by Amalu 
[60].  
In order to increase the accuracy and reduce the interpretation errors, several researchers have 
focused on automatically analyzing thermograms. The most common approaches for the automatic 
analysis of thermograms are Automatic Segmentation [61], [62] and Pattern Recognition [63]–
[67]. For a deep review of the progress in breast thermography using image processing techniques, 
the reader is encouraged to consult the publication by Borchartt et al. [9]. 
3.1.6 Dynamic thermography 
Dynamic thermography was introduced to reduce false positives and false negatives present in 
pioneering studies using steady state thermography. In dynamic thermography, sequential 
thermograms are captured after a cold stress is removed. Then, the thermal response of the breasts 
is analyzed. The premise of dynamic thermography is that the cold stress increases the thermal 
contrast between tumor and healthy tissue, increasing the detectability of breast cancer. Several 
studies have been reported to evaluate the detectability limits for different levels of cold stresses. 
Detection criterion in clinical dynamic thermography is derived from the evolution of thermal 
profiles in sequential images and identifying specific warming patterns that are linked to the 
presence of tumors. These techniques do not numerically or analytically simulate the heat 
conduction or perfusion effects and as such they may essentially be considered as empirical. 
The thermal stress used in breast thermography can be local (breasts) or non-local (hand or feet). 
The cold stress aims to reduce the overall temperature of the breasts in order to increase the thermal 
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contrast in areas with abnormal vascularity and metabolic activities. A series of images is then 
captured to measure the cooling or rewarming period to include data to enhance suspicion.  
The local cold stress consists of subjecting the breasts to temperatures between 5 °C and 20 °C 
during short times, usually less than 5 min. The lower the temperature, the higher the thermal 
contrast; however, low temperatures also create discomfort in the patients. The most common 
practice for local cold stress is to direct cold air at the breasts for 1-5 min to homogenize the 
temperature of the breasts. Once the cold stress ends (airflow ceases), the recovery phase starts 
and the thermal response of the breast is captured in a sequence of thermograms.  During the 
recovery phase, areas surrounding the tumor warm up faster than healthy tissue, improving the 
thermal contrast. The main disadvantages of blowing cold air to the breasts are (1) uneven cooling, 
inducing thermal artifacts and (2) patient discomfort. Other alternatives to blowing cold air include 
submerging the breasts in cold water or rubbing the breasts with alcohol. 
The non-local cold stress, also known as “the cold challenge” consist of immersing either the 
patient’s feet or hands in cold water at about (5 °C-10 °C) for 10 min. The rationale for the “cold 
challenge” is the natural response of the body to prevent hypothermia, which is a neurovascular 
modulation mechanism. Normal blood vessels constrict to reduce the blood flow in healthy tissue, 
allowing more blood supply to the regions where the cold stress is applied. Blood vessels 
surrounding tumors fail to constrict and remain dilated due to the higher concentrations of nitrous 
oxide (NO) associated with tumor growth. Therefore, healthy tissue cools down whereas affected 
tissue remains at the same temperature. Amalu [68] discussed the breast response to the cold 
challenge in 23 patients with breast cancer and 500 patients with healthy breasts. For their study, 
the obtained both, steady state and dynamic thermograms using the “cold challenge” approach. 
They classified thermograms in five different categories, from TH1 to TH5. The categories TH1 
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and TH2 indicated thermograms of healthy breasts. Categories TH3 to TH5 indicated suspicious 
thermograms, with the degree of suspicion increasing accordingly. First, the thermograms were 
classified using steady state thermography. Then the thermograms were re-evaluated after the 
“cold challenge”. The use of the “cold challenge” did not change the category of any thermogram, 
nor modify the sensitivity and specificity of steady state thermography. From the findings in the 
article, the author recommends that the use of the “cold challenge” should be at the discretion of 
the practitioner and not a mandatory procedure with every breast thermogram.  
Recently, the American College of Clinical Thermology [69] and the International Academy of 
Clinical Thermology [70] opted for not recommending the use of cold stresses because some 
anatomical conditions affect vasoconstriction. Besides, blood vessels affected by surgery, biopsy, 
local trauma, etc. fail to respond to the cold stress.  
3.1.7 Commercially available tools for breast cancer screening 
Many clinics throughout the United States practice thermography and use various systems to assist 
in their analysis. The Sentinel BreastScanTM [71] and the No Touch BreastScan [41] are two 
major systems commercially available for breast cancer screening; both use dynamic 
thermography. These systems use a local cold stress by means of cold air and have been used in 
numerous clinical examinations. However, there is no consensus on the performance of these 
devices as the sensitivity and specificity vary greatly among different studies. As stated earlier, 
these techniques are not based on scientifically or mathematically developed detection criteria and 
are based on empirical observations. 
One system that does not rely on cold stresses is the iTBraTM by Cyrcadia Health [73]. This 
system consists of wearable breast patches that constantly measure (within five minutes) the 
temperature of the breasts in 16 locations (8 for each breast). The system relies on circadian 
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temperature cycles within the body. This system compares the contralateral temperatures for both 
breasts, capture the temporal variation and estimates the risk of breast cancer using artificial 
intelligence algorithms. The system should be worn between 2-24 hours for each screening. 
However, this system needs additional testing to validate its effectiveness. Additional discussion 
on these systems can be found in Gonzalez-Hernandez et al. [54]. 
3.1.8 Clinical studies 
Geser et al. [74] analyzed 162 individuals with negative clinical and radiographic findings but with 
abnormal steady state thermograms and 51 individuals with proven breast cancer using steady state 
and dynamic thermography. The cold stress was supplied by two fans blowing cold air until the 
breast surface decreased by ~3°C. The authors found that by combining steady state and dynamic 
thermography, the false positive rate was reduced to 40%.  
Cary et al. [75] used local cooling to differentiate between benign and malignant breast tumors for 
pathologies confirmed with another screening tool. They used two cylindrical units at 10°C or less 
to cool the region of the lesion and the corresponding region on the contralateral breast. The 
cooling units weighed 500 grams and were held in place by the subjects under analysis while they 
were lying on their back (supine position); the length of the exam was 10 min. They classified 
tumors as malignant if the temperature difference between both regions under cooling was higher 
than 0.9°C and as benign if the difference was lower than 0.9°C. They tested the method on 130 
subjects, 52 with healthy breasts, 31 with cancer, 22 with diffuse dysplexia, 18 with benign 
conditions and 7 with ‘other’ condition. They classified correctly 74% of the malignancies and 
88% of the healthy breasts and benign conditions. However, in women with diffuse dysplexia, the 
false positive rate was 45%.  
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Usuki et al. [76] analyzed 376 individuals, 56 with cancer and 320 with benign conditions, using 
dynamic and steady state thermography. For the steady state, an acclimation time of 15 minutes 
was adopted. Then a mist composed of 70% alcohol was used to cool the breasts and thermograms 
were obtained after 0, 1, 2 and 3 minutes. They analyzed the dynamic thermograms by subtracting 
the last thermogram (3 minutes) from previous IR images. By using steady state thermography, 
they reported a sensitivity of 85.7% and a specificity of 65.6%. For the dynamic thermograms, 
they reported a sensitivity of 89.3% and a specificity of 78.4%.  
Ohashi and Uchida [77] compared the performance of steady state and dynamic thermography on 
728 individuals with confirmed breast cancer. For the dynamic study, they utilized a fan blowing 
air over a 2 minute duration and sequential IR images were captured every 15 seconds over a 20 
minute span. In their study, the diagnostic accuracy using steady state thermography was 54%. 
This value increased to 82% when using dynamic thermography; however, the false positive rate 
exceeded 40%.  
Ohashi and Uchida then applied subtraction thermography to analyze the thermograms. They used 
an expression proposed by Steketee and van der Hoek [78], which is a mono exponential function, 
for the thermal recovery phase. For every pixel, the function is: 
𝑇 − 𝑇0 = (𝑇𝑚 − 𝑇0)(1 − 𝑒
−𝜇𝑡)                                                    (5) 
where T is the dynamic temperature, T0 is the initial temperature, Tm is the steady state temperature, 
which was assumed to have reached after 15 minutes, µ is a factor that depends on the perfusion 
rate and thermal conductivity, and t is the time. The magnitude of the value µ can be correlated 
with the presence of cancer. The authors demonstrated the potential of µ-thermography in the 
detection of breast cancer. 
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Parisky et al. [79] used the Sentinel BreastScanTM to collect thermograms of 769 individuals that 
had undergone biopsy. The total number of biopsied lesions was 875, with 187 being malignant 
and 688 benign. For their study, the thermograms were captured one breast at a time. The breast 
under study was disrobed while the other breast remained covered. The thermograms were 
captured while subjects were in the prone position (lying face down). The authors reported a True 
Positive Rate (TPR) or sensitivity of 97% and a True Negative Rate (TNR) or specificity of 14%. 
One of the factors that could influence the high TPR is that the thermographers knew the location 
of each biopsy, which could introduce bias and lead to a high number of false positives. The 
authors reported that the diagnosis was more accurate for younger patients due to the higher breast 
density in these patients. Arora et al. [80] used the Sentinel BreastScanTM to capture and analyze 
the thermograms of 92 individuals with suspicious findings with either mammography or 
ultrasound. In their study, 58 out of the 60 cancer tumors were correctly diagnosed, leading to a 
TPR of 97%. However, the authors considered any slightly abnormal heat pattern to indicate 
cancer, resulting in high TPR but low TNR values, i.e. the false positive rate was very high. 
Wishart et al. [81] used the Sentinel BreastScanTM to capture thermograms of 100 individuals 
that underwent biopsy after the IR thermography study. In total, 106 tissues were biopsied, 65 of 
which were malignant tumors and the rest benign lesions. The authors analyzed the thermograms 
using the Sentinel BreastScanTM software and the NoTouch BreastScan software. They reported a 
TPR of 53% and 70% using the Sentinel BreastScanTM software and the NoTouch BreastScan 
software, respectively. The NoTouch BreastScan performed better due to the Artificial Intelligence 
(AI) algorithms used to classify the salient features in the thermograms. In addition, an expert 
thermographer, who achieved a TPR of 78%, also analyzed the thermograms. Despite the use of 
(AI) algorithms, the expert thermographer over performed both systems. The improvement in 
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performance from 53% to 70% is significant and the authors identify the need for further research 
and development of the algorithms used. Collet at al. [82] reported a TPR of 78.8% in the diagnosis 
of breast cancer in a group of 99 individuals that had abnormal findings with other screening 
techniques. They used the NoTouch BreastScan system to capture and analyze the thermograms. 
Lääperi [83] cooled the breasts for 15 seconds using a gel pad initially at 4°C and then obtained 
300 thermograms at a framerate of 2 frames/s (total time of 150 seconds). Their findings disagree 
with previous knowledge because in breasts with a malignancy, the recovery period was longer 
than in healthy individuals. However, only the findings on 3 subjects were reported.  
Francis et al. [84] obtained thermograms of 24 individuals without breast cancer and 12 individuals 
with breast cancer. Individuals were imaged in the prone position and 12 thermograms of each 
breast were obtained at both steady state and after an applied cold stress. Thermograms were 
obtained at steady state and after the temperature was reduced by 2 – 3°C and the breasts were re-
imaged. The authors found an accuracy of 83.3% using the steady state thermograms and 70.8% 
when using the thermograms after cooling. However, the authors only obtained one thermogram 
at every position after cooling and did not track temperature evolution during recovery. This 
caused distorted heat patterns that may lead to a lower accuracy by using the cooling stress. 
Vreugdenburg et al. [29] collected a summary of the results from some of the most relevant studies 
using IR thermography to detect breast cancer. They observed that the reported range of 
sensitivities (TPR) is from 0.71 to 0.96. The range of specificities (TNR) reported is from 0.14 to 
0.85. In the publications that reported very high TPR values (Tang et al. [85], Parisky et al. [79] 
and Arora et al. [80]), the specificity was extremely low, indicating that pointing any slight 
abnormality as cancer leads to a high rate of false positives. A comparison of the results reported 
in [29] for the sensitivity and specificity is shown in Figure 12. The range of the results displayed 
33 
 
in Figure 12 is wide, indicating that the protocols used among the different publications were not 
the same.  
 
Figure 12. Sensitivity (TPR) and specificity (TNR) of selected studies [29]. 
3.1.9 Concluding remarks 
Most clinical studies have been conducted while patients are upright, which prevents optical access 
to the inframammary fold and induces thermal artifacts due to the breasts contacting the chest. 
Imaging in the prone position mitigates these factors because breasts hang freely, allowing the 
visualization of the entire breast surface and preventing contact with the chest. However, only 
Parisky et al. [79] and Francis et al. [84] have explored the prone position. 
It is seen that Infrared (IR) thermography is able to detect thermal changes caused by the presence 
of a tumor and this technique has potential to detect breast cancer at an early stage. However, up 
to date, there are no well-defined criteria on the determination of suspicion from thermal images. 
Clinical studies and commercial systems use their own criteria to distinguish between normal and 
abnormal thermal images. Therefore, there is a need to define scientifically developed criteria for 
the risk determination of breast cancer from thermal images. Further, there are no techniques 




3.2 Role of numerical models on breast cancer detection 
This section discusses the Pennes’ bioheat model, which is the most widely used to compute 
temperature distributions on the female breasts. Then, the existing breast models used to study the 
effect of breast cancer are introduced, from simple Cartesian geometries to more accurate 
hemispherical computational domains. Finally, the need for a breast model that reproduces the 
actual breast shape is discussed. 
3.2.1 Modeling heat transfer in perfused tissues 
Biological tissues are a complex structure that comprises fat, muscle, veins, arteries and nerves. 
The exact morphology of a tissue is unique for each individual and body part. There are different 
models to analyze the thermal interaction in biological tissues. However, the Pennes’ model is the 
most widely used and simplest to implement.  
The Pennes’ model [86], also known as the bioheat equation, was one of the first attempts to model 
perfused tissues. Pennes modified the transient conduction equation and added two terms. The first 
term assumes that the main heat exchange between blood vessels and surrounding tissue occurs at 
the wall of capillaries, vessels with diameter between 5 and 150 µm, because the velocity of the 
blood is low in such vessels. In the model, the blood enters at the temperature of the blood in the 
larger arteries (Ta) and it leaves the domain at the tissue temperature (T). The blood flow can have 
either cooling or warming effects, depending on the temperature of the tissue. For example during 
exercise, when the tissue temperature is high, the blood flow cools down the surrounding tissue. 
In the case of the human breasts, these are dormant tissue and the blood warms up the surrounding 
tissue. The second term accounts for the metabolic heat generation of the tissue. The model was 
proposed in 1948 by Pennes by studying the temperature variations in the human resting forearm. 






) = 𝛻. (𝑘𝑡𝛻𝑇𝑡) + 𝜔𝑏𝑐𝑏(𝑇𝑎 − 𝑇𝑡) + 𝑞𝑚                                       (6) 
 
where 𝜌, 𝑐 and 𝑘 are the density, specific heat and thermal conductivity, respectively. The 
subscripts t, b and a refer to tissue, blood and arteries, respectively. ω is the rate of blood flow per 
unit volume of tissue (perfusion rate) and qm is the metabolic activity of the tissue.  
Pennes’ model is the most widely used model to predict the thermal behavior of biological tissues. 
However, there are some concerns and criticism regarding its applicability. Wulff [87] and 
Bhowmik et al. [88] stated that having different temperatures in a single control volume is not 
valid. Besides, there is evidence that the heat exchange between large arteries/veins and the 
surrounding tissue is also important. Despite the criticism, the Pennes’ model has demonstrated to 
be valid and provide reasonable approximations in tissues with capillary vessels lower than 300 
µm in diameter, which is the case of the breasts.  
Mitchell and Myers [54] proposed a counter-current model and other researchers have 
subsequently developed variations of the model [55–58]. The model postulates that heat transfer 
between the body and the environment is best modeled as a cumulative effect of the counter current 
heat exchange process between the arteries and veins, and heat lost from the body due to 
convection, radiation and evaporation. The model by Mitchell and Myers was valid for sections of 
the body where the vessel structure was simple and the blood flow rate was low like the extremities 
of the body. Weinaum et al. [56,57] refined the model by classifying tissues into three categories 
based on the thermal interaction between the tissue and the blood vessel. Countercurrent models 
consider only an artery-vein pair and are valid for small regions of tissue. In order to increase the 
accuracy of the temperature distribution, the effect of the vascular network can be introduced in 
larger areas during the modelling. However, including more specific detail about the discrete 
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vasculature limits the applicability of the models to only the patients for which they were 
developed. It should also be noted that the parameters such as metabolic activity of tumor and 
blood perfusion rate and its variation within the breast are highly tumor/patient-specific and very 
scant data is available even as a general guideline in this field. 
The duel phase lag model was developed to model highly transient processes such as laser surgery 
and cryosurgery where there is a phase lag as a result of the thermal inertia and microstructural 
interactions in the tissues (Roemer et al. [89] and Mitra et al. [90]). Bhowmik et al. [64] reviewed 
the prominent bioheat transfer models and their relevance to various applications. 
3.2.2 Cartesian breast models 
Numerical models of the breast are useful to study how external factors such as the environmental 
conditions and internal factors such as the depth and metabolic activity of the tumor and tissue 
composition affect the temperature of the breasts. Numerical models must be valid and exact 
enough to predict accurately the temperature distribution. The Pennes’ bioheat equation has been 
the only model incorporated in numerical simulations of the breasts. This is because it does not 
require specific information about the vasculature and it is simple to implement. Different breasts 
models can be classified according the geometry of the domain studied.  
Cartesian models were the first attempt to simulate the temperature distribution of breasts with 
cancer. There are two variations of Cartesian models, 2D and 3D. For the 2D model, a rectangle 
is the computational domain and for the 3D model, the domain is a rectangular prism. The tumor 
is embedded in the computational domain. Three types of boundary conditions are considered in 
the domain: (1) a constant temperature in the bottom to emulate the core temperature of the body; 
(2) no heat flux boundary conditions at the sides of the domain and; (3) convection heat transfer 
in the top face of the domain to emulate the interaction between the skin of the breasts and the 
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environment. The models can be more accurate by defining different layers of tissue in the 
computational domain. Figure 13a shows the 2D domain considered by Das and Mishra [91], their 
model did not consider any tissue layer. The dimensions of the computational domain were 10 × 
5 cm. The authors predicted the temperature distribution for different tumor depths. They used the 
results from the simulations to develop a tool that predict the tumor characteristics from the surface 
temperature distribution of the domain. Figure 13b shows the computational domain in the work 
of Amri et al. [92]. In their study, they considered a 3D rectangular domain with gland and fat 
layers and a spherical tumor embedded in the gland tissue. The thickness of the fat and tissue layers 
were 0.5 and 4.5 cm. The authors studied the effect of tumor diameter and tumor depth on the 
surface temperature distribution. Theirs results indicate that the effect of varying the tumor 
diameter is small as compared with the effect of varying the tumor depth.  Table 2 shows the range 
of values for tumor diameter and depth that the authors used. The maximum thermal contrast (1.2 
°C) occurred when the tumor depth was 0.5 cm. As the tumor depth increases, the thermal contrast 
decreases exponentially. For a tumor depth of 2 cm, the thermal contrast is 0.2 °C; as the tumor 
depth increases, the thermal contrast reduces until its effect on the temperature distribution is 
negligible.  
 
    a)                                                                   b) 
Figure 13. Rectangular domains a) 2D [91] and b) 3D [92]. 
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Numerical simulations that adopt a rectangular domain provide insight of the heat transfer 
processes within the breasts. However, due to the nature of the computational domain and the 
boundary conditions to which it is subjected (no heat flux across the sides of the domain), it is 
valid for small areas of the breast only. This limitation is present because this model assumes that 
the heat transfer is unidirectional and neglects the thermal effect of the surrounding tissue. To 
simulate the thermal behavior of the whole breast, it is necessary to use a model that resembles 
more closely the shape of the breasts. 
3.2.3 Hemispherical model with concentric layers 
A model with a more accurate geometry of the breasts is the hemispherical model with concentric 
layers. In this model, different concentric layers are introduced to emulate the different tissues 
inside the breast. Osman and Afify [93] introduced the model in 1984. The authors used a 
hemisphere with four concentric layers, skin, fat, muscle and core (gland) to study the temperature 
distribution on a healthy breast (Figure 14). The authors expanded Pennes’ model to account for 
the interactions between tissue and the blood vessels. They imposed various perfusion rates on 
different mesh elements to account for the natural temperature variations on breasts. The diameter 
of the breast was 14.4 cm. In the model, they found that the temperature distribution obtained with 
the model is representative of the actual temperature of breasts. In a later publication, Osman and 
Afify [94] used their previous model with a tumor embedded. The tumor domain had higher 
metabolic generation and blood perfusion than the healthy tissue.  The authors studied the effect 
of tumor diameter and depth on the surface temperature distribution. They observed that for tumor 
depths between 0.5 and 1.8 cm, higher thermal contrasts were obtained. In contrast, tumors deeper 




Figure 14. Hemispherical computational domain with concentric layers [17].  
The model introduced by Osman and Afify [93], [94] is the only hemispherical model that 
predicts a warmer upper region, as observed in clinical thermograms [95], but this happens because 
they imposed a higher blood perfusion rate in such region, which caused the higher temperatures.  
3.2.4 Hemispherical model with non-concentric layers 
The hemispherical model with non-concentric layers was introduced by Ng and Sudharsan [96] as 
an extension to the hemispherical model with concentric layers. The model incorporates four 
different layers (Figure 15): a concentric layer of subcutaneous fat, a layer of gland tissue, a layer 
of muscle tissue and the thoracic wall. In contrast to the model with concentric layers, the blood 
perfusion is uniform in each of the different layers of tissues and the Pennes’ bioheat equation is 
used to model the thermal interactions.  
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Table 2. Comparison of various publications available in the literature. 












Das and Mishra 
[91] 
2D Rectangular Gland 10 × 5 1.25 × 3.75 29,000,40,000 2.5, 5 and 7.5 20 
Amri et al. [92] 3D Rectangular Gland, fat 2 × 5 D=1, 2 and 3 65,400 0.5, 0.75, 1, 1.5, 
2, 2.5 and 3 
13.5 






D=14.4  No tumor No tumor No tumor 13.5 






D=14.4  D=1-3.6 5,000-65,400 0.5-1.8 13.5 









D=14.4 D=0.5, 0.7, 1.0, 
1.2 and 1.5 
1,400 1.5 13.5 









D=14.4 D=0.5, 1.5 700 and 65,400 1.5 and 2.25 10.8 and 16.2 





D=18 D=0.5-3 29,000 0.5-7 5 







D=14.4 D=1-3.6 5,000-65,400 0.5-3 13.5 
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Sudharsan and Ng [97] conducted an ANOVA (Analysis of Variance) study with seven 
different factors to identify the parameters that have more influence on the surface temperature of 
the breast. The factors (parameters) studied were metabolic generation of the skin and tumor, heat 
transfer coefficient, tumor diameter and depth, and perfusion rate of skin and tumor. The authors 
analyzed two different levels of each of the parameters varied. The results of this analysis indicate 
that the tumor depth and the metabolic generation are the two parameters that have a higher impact 
on the temperature distribution. Low depths and high metabolic generations result in higher 
temperature increases. In contrast, high values of the depth and low values of the metabolic 
generation result in low temperature increases. Given a tumor, the conditions that result in higher 
thermal contrast are having high heat transfer coefficients and low perfusion rates of the 
subcutaneous fat. These conditions are achieved by allowing the patient to reach a basal state (low 
metabolic and perfusion rate of the subcutaneous fat) and increasing the heat transfer from the 
environment (keeping the ambient temperature at ~21 °C). 
In a later study Mital and Pidaparti [100] used the surface temperature distribution of the model to 
predict tumor size, depth and metabolic generation. Their approach consisted of three major 
components, a numerical model of the breast that provided temperature information given the 
tumor parameters, an Artificial Neural Network (ANN) that was trained with tumor data to 
generate surface temperature plots and a Genetic Algorithm that generated combinations of 
parameters given initial values of the parameters. The procedure to predict the tumor diameter, 
depth and metabolic generation is as follows: (1) a temperature plot is fed to the system; (2) the 
Genetic Algorithm generates sets of tumor parameters; (3) each of the different combination of 
values is fed to the ANN and a surface temperature plot is predicted; (4) the difference between 
the simulated and the predicted temperature plots is computed; (5) the Genetic Algorithm generates 
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new sets of parameters and (6) the procedure is repeated until a criterion for the prediction is 
fulfilled. Figure 16 shows the temperature distribution obtained from the numerical simulation and 
the predicted using the ANN and Genetic Algorithm. The results of this work indicate that by using 
Artificial Intelligence (AI), it is possible to predict accurately the tumor parameters given the 
surface temperature distribution. However, this approach was tested only for two-dimensional 
representations of the breast. Further research is needed to extend the methodology to a three-
dimensional breast model. 
 
Figure 15. Hemispheric model with non-concentric layers [100]. 
Hu et al. [101], Gonzalez [98] and Gonzalez [102] used a different hemispherical model with non-
concentric layers consisting only of two different tissues. The hemispheric domain consisted only 
of gland tissue and the rectangular domain below the hemisphere was considered as the chest wall 




Figure 16. Comparison of simulated and ANN predicted temperature distributions [100]. 
 
Figure 17. Hemispherical model with two layers [98]. 
Hu et al. [101] studied the effect of airflow on the surface temperature distribution of the breast 
model. The breast model was attached to the bottom wall of a closed channel in which air was 
flowing. Their results indicate that at higher flow rates of air, the thermal contrast between the 
tumor and the healthy tissue increases. However, as the flow rate increases, the thermal artifacts 
due to the airflow also increase.  
Gonzalez [98] conducted simulations on a hemispherical model with a diameter of 18 cm. To 
simulate the chest wall, he considered a 1.3 cm thick plate beneath the hemisphere. The tumor was 
assumed a perfect sphere embedded in the hemispherical domain. The perfusion rate for healthy 
tissue and tumor were assumed to be 0.00018 and 0.009 ml/s/ml, respectively (No independent 
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confirmation of perfusion rate is available in the literature). The authors found that for a tumor of 
2 cm in diameter, the increase of surface temperature due to the tumor is up to 2 °C for a tumor 
depth of 2 cm. If the depth increases to 6 cm, the temperature rise decreases to 0.8 °C. The authors 
conducted a parametric study to investigate the limits in detection for IR cameras with different 
sensitivities. For such analysis, the authors computed the increase in temperature when a tumor is 
present, with respect to the case of a breast without tumor. Figure 18 shows the maximum depth 
and the minimum size that a tumor can have to be detected by IR cameras of various thermal 
sensitivities. It is important to note that the tumor was placed along the center axis of the 
hemispherical domain and the maximum surface temperature was always obtained at the center of 
the domain. The results from their parametric study are a first effort to identify the limits in 
detection for IR cameras. However, the heat transfer coefficient was low (5 W/m2-K) as compared 
to the values reported in clinical environments (~13 W/m2-K). A similar parametric study using a 
higher heat transfer coefficient and off-axis positions of the tumor is needed to investigate the 
limits of IR detection under more realistic conditions. 
 
Figure 18. Limits of tumor detection for various IR thermal sensitivities [98]. 
3.2.5 Models with a more realistic breast shape 
The first attempt to simulate the surface temperature on a breast model with the actual breast shape 
was carried out by Ng et al. [103], [104]. To generate the breast model, the authors used a CNC 
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(Computer Numerical Control) machine to follow and trace the outline of mannequin breast with 
breast size 34 cup C. The breast model consisted of five different layers, named nipple, 
subcutaneous fat, gland, core gland and muscle. In order to simulate the temperature variations 
due to the presence of cancer, the authors considered a tumor of 3.2 cm in diameter embedded in 
the breast model. The simulated temperature distributions showed lower temperatures in the region 
surrounding the nipple and a warmer upper quadrant, which have been observed in clinical 
thermograms of patients [95].  
Jiang et al. [105], [99] introduced a different approach to model the actual shape of the female 
breasts when seated. To generate their breast model, a hemispherical domain was deformed by the 
gravity effect. The initial hemisphere was a hemispherical domain with concentric layers. The 
elastic deformation was accounted for using the Finite Element Method. Once the hemispherical 
model deformed, the temperature distribution of the breast was studied under different conditions. 
For the case of a breast without tumor, the gravity induced deformation led to warmer temperatures 
in the upper quadrant and lower temperatures in the lower quadrant, which agrees with clinical 
data [95]. Jiang et al. [99] compared the temperature difference between a hemispherical non-
deformed breast and their deformed model. The maximum difference occurs in the upper portion 
of the breast model (Figure 19). Jiang et al. [99] also compared the temperature difference between 
deformed breasts with and without tumor. Their results indicate that the effect of varying the tumor 
diameter has a lower impact on the surface temperature than varying the depth of the tumor. The 
tumor induced difference of temperatures (thermal contrast) is greater than 0.5 °C for tumors 
between 0.5 and 1.5 cm deep. For tumors deeper than 2 cm, the thermal contrast reduces to less 




Figure 19. Gravity induced temperature difference a) cross-sectional and b) surface [99]. 
It is seen from literature that the actual breast shape of the individual patient has not been employed 
in any of the numerical studies. Such simulations are expected to provide more meaningful results 
in predicting surface temperature images. 
3.2.6 Transient numerical simulations 
Dynamic thermography consists of applying a cold stress to the breast with the aim of increasing 
the contrast between healthy tissue and tumor. Transient numerical simulations are used to study 
the effect of cooling time and temperature on the surface temperature of the breasts without causing 
any discomfort in the patients. Lower temperatures and longer times of cooling stress increase the 
thermal contrast during the recovery phase. However, such conditions result in more discomfort 
in the patients. Through transient simulations, the optimal range of temperatures and times to 
achieve high thermal contrast can be determined.  
Chanmugam et al. [106] used a hemispherical domain to study the effect of temperature and 
duration of the cold stress. They observed that by decreasing the ambient temperature from 20 °C 
to 14 °C, the thermal contrast increased from 0.6 °C to 0.65 °C. In regards to the cooling time, 
they noted that increasing the duration of the cold stress from 30 s to 2 min (120 s), the thermal 
contrast increased by 0.05 °C.  
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Jiang et al. [99] conducted transient simulation on a breast deformed by gravity. The authors 
studied the effects of time and temperature of the cold stress. They analyzed cooling times from 0 
s to 60 min and cooling temperatures from 10 °C to 20 °C. Their results indicate that cooling times 
of at least 30 min at temperatures below 15 °C are recommended to induce deep cooling of the 
tissues. They also studied the observation time required to obtain high thermal contrasts and 
concluded that the observation time after the cold stress should be of at least 25 min. However, the 
findings of this study are unpractical in a clinical environment because the authors suggest to 
subject patients to temperatures below 15 °C for long times (> 25 min), which would cause severe 
discomfort. Amri et al. [92] conducted a study on the effect of cooling time and temperature on 
the surface temperature of the breasts. The authors suggest cooling times lower than 2 min, at a 
temperature of 15 °C to achieve high thermal contrasts. The authors also noted that for tumors 
deeper than 2 cm, the thermal contrast does not improve by imposing a cold stress as compared to 
the steady state case. However, their domain was a rectangular prism, which does not represent 
accurately the morphology of the breasts and the applicability of the results is unclear.  
3.2.7 Concluding remarks 
The only models that have considered a more realistic breast shape were introduced by Jiang et 
al. [99], [105] and Ng. et al. [103], [104]. Both models present a warmer upper region of the 
breasts, which agrees with clinical observations [95]. The increase of temperature in the upper 
region occurs because the surface in such region is closer to the core than other regions due to a 
thinner layer of tissue and not due to different blood perfusion rates as in the model by Osman 
and Afify [93], [94]. Therefore, models with a more accurate representation of the breast produce 
thermal pattern that are more representative of the temperature distributions observed in clinical 
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thermograms. It should be noted that these techniques are not applied in any clinical studies and 
are conducted at a fundamental scientific level to understand the complex heat transfer problem. 
3.3 The inverse heat transfer problem in breast cancer detection 
This section covers the efforts that have been done in estimating parameters from thermal images. 
Most of these efforts have been made on simplified geometries, which limit their applicability in 
clinical scenarios. Developing models with the actual breast shape can be potentially incorporated 
into clinical practice to aid in the diagnosis of malignancies from thermal images. 
Parameter estimation through inverse heat transfer problems has the potential to aid in the 
detection of diseases that alter the normal temperature distribution of the body, which occurs in 
breast cancer. In order to estimate the desired parameters, a computational representation of the 
geometry of interest is required. Once the computational domain is defined, the governing 
equations are solved by means of numerical approximations. The most common governing 
equation is the Pennes bioheat equation (4) [107], which provides accurate predictions for tissues 
with vessels smaller than 300 µm in diameter as occur in the breasts, and does not require a model 
of the discrete vasculature. Most approaches for the inverse thermal solution are iterative and 
require a large number of evaluations to find the optimal set of parameters. The optimal set of 
parameters is found by minimizing a cost function that compares the current and target 
temperature distributions. Often, idealized geometries are used to simplify the modeling process 
and reduce the computational time required. However, this reduces the applicability of the 
solution, as complex parts of the body are represented by simple geometric entities. In this 
section, we provide a brief review of the different approaches that have been used for parameter 
estimation mainly for breast cancer. A detailed description of the different breast models used in 
the literature is given by Kandlikar et al. [17] and Gonzalez-Hernandez et al. [108]. All the works 
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discussed have used the Pennes’ bioheat equation to model the heat transfer interactions. Besides, 
works discussed have used target temperature distributions (ground truth) generated by numerical 
simulations using known values of the parameters of interest, unless specified. 
3.3.1  Simplified breast geometries 
Agnelli et al. [109] used a 3D Cartesian model to estimate the tumor location and size of a 
spherical tumor embedded within. The dimensions of the model were 9 × 9 × 3 cm; the tumor 
diameter was 5 cm. The authors considered a linear transition between the tumor and healthy 
tissue properties in the region surrounding the tumor. For the inverse solution and parameter 
estimation, the authors used the Pattern Search algorithm. The function to minimize was the mean 
squared error between ground truth and estimated temperatures. The estimated parameters were 
within 5% when noise was not present. In the presence of 10% and 15% noise levels, the 
estimated parameters were within 15% of the actual values. Das and Mishra [110] estimated the 
depth, size and blood perfusion of a rectangular tumor embedded in a 2D rectangular breast model 
(Figure 20). The inverse solution was obtained using genetic algorithms (GA). The tumor was 
located along the centerline of the domain, which allowed for the simulation of only half of the 
geometry due to symmetry. When only one parameter was estimated at a time, using known 
values for the other two, the estimated values were  was estimated at a time, the estimations were 
the same as the known values used. When the three parameters were estimated simultaneously, 




Figure 20. 2D Cartesian model used by Das and Mishra [110]. 
Das and Mishra [111] proposed a methodology to estimate the tumor location and size of a tumor 
within a 2D rectangular breast model using a curve fitting approach. The authors observed that 
the maximum amplitude in the surface temperature distribution occurs at the location of the 
tumor. The amplitude increases as the tumor is closer to the surface. As the tumor depth increases, 
the amplitude tends to zero because the surrounding tissue masks the tumor effect. When the size 
of the tumor increases, the area under the curve of the distribution and the amplitude increase 
because the heat generated is higher. They found that a tumor of particular size and location yields 
a unique surface temperature distribution. Therefore, the amplitude, width and area under the 
curve are unique. The method consists of generating a database of amplitude vs location and area 
vs depth for various tumor sizes. The accuracy in detection is within 8% for all parameters 
estimated.  
Hatwar and Herman [112] developed a method to estimate size, location and blood perfusion of 
a tumor embedded in a 2D hemispherical breast model. They noted that transient simulations 
were required to estimate the perfusion rate. The breast model was  axisymmetric with a diameter 
of 144 mm and six layers of tissue and the tumor was located along the axis. For the solution of 
the inverse modeling, the temperature was measured at 12 different locations spaced in 
increments of 2° from the axis, starting from 0°. For the transient analysis, they only used the 
temperature of the point located on the axis to simplify the approach. The accuracy in the 
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estimation was within 1% for tumors shallower than 2 cm, but the accuracy decreased 
considerably for deeper tumors. 
Mital and Pidaparti [113] developed a methodology to predict tumor size, depth and metabolic 
generation. They used a hemispherical breast model with non-concentric layers with an 
embedded tumor along the centerline. The procedure to estimate the parameters was as follows: 
(1) the surface temperature profile is obtained, (2) a Genetic Algorithm generated combinations 
of tumor parameters, (3) for each combination of parameters, an Artificial Neural Network 
generated a plot of the surface temperature profile. (4) the difference between the estimated and 
the actual temperature data is obtained, (5) the Genetic Algorithm generates new combinations 
of tumor parameters. (6) The procedure is repeated until a criterion of convergence is fulfilled. 
The accuracy in parameter estimation was within 10% for all cases, including 15% noise level. 
Paruch and Majchrzak [114] developed an inverse modeling approach for the simultaneous 
estimation of thermal conductivity, perfusion rate, metabolic activity, location and size of a tumor 
using evolutionary algorithms. They tested the approach in two different tissue domains, 
rectangular (2D) and hemispherical (3D) with elliptical and ellipsoidal tumor, respectively. The 
authors used the boundary element method, which only requires the meshing of the boundaries 
of interest. For the parameter estimation, authors used evolutionary algorithms. The estimations 
were within 10% of the actual values for all the parameters. Han et al. [115] used a spherical 
breast model with a point source embedded as a tumor to estimate the size of the tumor. The 
authors tested the approach on two female patients with fatty breasts, one with a benign and one 
with a malignant tumor. The solution of the inverse problem is based in an analytical solution in 
spherical coordinates. The accuracy of estimation was within 10% of the measured values. 
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Das and Mishra [116] estimated simultaneously the size, radial and angular locations of a 
malignant tumor within a 3D hemispherical model of a female breast (Figure 21). They used a 
similar approach to the presented in [111]. The authors found that for a particular set of 
parameters, there is a unique set of amplitude vs area values. The method starts by building a 
database of area vs amplitude for various tumor sizes for different angular positions. For a given 
temperature distribution, the first step is to find the maximum temperature, with this, the angular 
position of the tumor is obtained. Then, analyzing the temperature distribution, a Gaussian curve 
is fitted. By analyzing this curve, the tumor size is found. The error in estimation was within 13%. 
This methodology shows promise however it is only applicable to simple geometries. 
 
Figure 21. Breast model used to estimate the parameters [116].  
3.3.2 Realistic breast geometries 
Bezerra et al. [117] developed a methodology to estimate the thermal conductivity and blood 
perfusion of the gland tissue. The breast model was generated by extracting the outline of the 
breast in IR images. First, they provided initial estimates of the parameters. These estimates were 
used to solve the Pennes bioheat equation in the software ANSYS Fluent. The maximum surface 
temperature obtained in the simulations was compared with the results of a simulation with 
known parameters (target). The authors used the Sequential Quadratic Programming method to 
provide new estimates of the gland tissue parameters. These new parameters were used to obtain 
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the direct numerical solution and the procedure was repeated until the difference in estimates was 
lower than 10-6. In order to test the robustness of their approach, they introduced three levels of 
random noise to the target temperatures; they used those as experimental temperatures and 
proceeded as previously stated. The relative error in determining the parameters was within 5 % 
even for the higher noise level (15%), which indicated that the properties were determined with 
high accuracy. However, only the temperature at one location was used. The approach was not 
tested in estimating location and size of a tumor. Therefore, the potential of the technique in 
aiding in the detection of tumors was not explored.  
Saniei et al. [118] proposed a new approach to estimate depth, size and metabolic activity of a 
tumor embedded in a breast tissue from thermal data. Solution data from the forward solution of 
the Pennes bioheat equation was used to train a dynamic neural network model. For the inverse 
solution part, the dynamic neural network was used to estimate the tumor parameters from the 
temperature distribution. The breast model was an ellipsoid  rotated 30 ° around a horizontal 
plane, then a vertical plane was used to cut the model to the desired shape. The major axis was 8 
cm and the minor axis was 5 cm. The authors used the software COMSOL Multiphysics to solve 
the Pennes’ bioheat equation. The method was tested on the thermal images of 20 patients with 
confirmed breast cancer. The estimations were within 25% of the actual parameters. However, 





Figure 22. Estimated vs actual tumor depth [118]. 
3.3.3 Concluding remarks 
Solutions to the inverse heat transfer problem have potential to aid in breast cancer detection 
through thermal images. However, at this point, this method has been mostly used with 
simplifications of the breast shape, which limits their applicability and value. In the case of closer 
approximations to the breast shape, the inverse heat transfer problem has been used to estimate 
parameters of healthy tissue. All these applications have required computation times over 16 hours 
to conduct the parameter estimation even for the simplified breast model considered. There is a 
need in the field to reduce the time required to solve the inverse heat transfer problem to make it 
more attractive for its use in diagnostic applications. Besides, the real breast shape needs to be 
used to have more meaningful estimations than can be implemented into clinical practice.
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4.  Approach 
The overall goal of this work is to develop a technique to detect and localize the tumor in breast 
cancer patients using infrared imaging and numerical simulations. This is achieved through the 
following specific steps. 
a) Obtain multiview IR images of the breasts in the prone position 
b) Development of patient-specific digital breast models of the breasts in the prone position 
c) Development of an iterative method for tumor detection and localization from IR images of 
the breasts. 
Each step is described in further detail in the following subsections. 
4.1 Obtain multiview IR images of the breasts in the prone position 
A system is developed to obtain IR images from multiple views in the prone position using an 
infrared (IR) camera (Figure 23). The prone position is selected because the breasts hang freely, 
which prevents contact with the chest and allows imaging of the entire breast surface. The purpose 
of obtaining thermograms from multiple predetermined orientations is to accurately capture the 
outline and the temperature distribution over the entire breasts. The table for capturing IRI images 
is a sturdy retrofitted table (2’ × 7’) with a 9” hole for breast imaging. A 2-inch layer of foam is 
on top for comfort and a layer of disposable paper is used for hygienic purposes. The resolution 
of the infrared camera used for IRI is 640×512 pixels, with a thermal sensitivity of 0.02°C (FLIR 
SC6700). The camera rotates on a stand below the table under the hole (Figure 25). Eight images 




Figure 23. System to obtain multiview IR images in the prone position. 
The thermograms were acquired at the Rochester General Hospital (RGH) in a dedicated 
examination room. An Internal Review Board (IRB) proposal was approved to acquire IR images 
of patients with biopsy-proven cancer and de-identified copies of the MRI studies. Prior to 
infrared imaging, patients signed an informed consent document volunteering to participate in this 
study.  
When patients entered the clinical room, they were asked to disrobe from the waist up and lie on 
the imaging table with one breast in the hole for 10 min. IR images were then acquired, lasting 
approximately 90-120 seconds. Patients were then asked to repeat the process on the contralateral 





Figure 24. Schematic of IR imaging process. 
 
Figure 25. Components of IR setup. 
The test bench and imaging stand were developed and built in the Thermal Analysis and 
Microfluidics Laboratory. The IRI images were acquired by Alyssa Recinella (Dissertation – 
Steady State Infrared Imaging for the Adjunctive Breast Cancer Screening: A Clinical & 
Simulation Based Approach, to be completed in Summer 2020). The MRI images and patient data 
were captured and provided by the Rochester General Hospital. 
In this work, the multiview IR images will be used to detect and localize tumors using a proposed 
novel method. In this method, patient-specific digital breast models will be generated. These 
models are generated in the prone position. Initial values of the parameters to estimate (size and 
location of a tumor) are supplied and computed temperature images are generated. The computed 
(simulated) temperature images are compared to the multiview IR images. The goal of the method 
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is to determine values of the parameters to estimate that result in temperature images that match 
the multiview IR images. The match between images is improved through an iterative method 
(Figure 26). More details about the generation and thermal simulation of a patient-specific breast 
model and the proposed iterative method are given in the following subsections. 
 
Figure 26. Overview of overall approach. 
4.2 Development of patient-specific digital breast models of the breasts in the prone 
position 
A patient-specific digital breast model is a digital entity that accurately represents the shape of the 
breast and can be manipulated to add or remove features. The patient-specific digital breast model 
can be generated from any imaging modality in which the breasts are observed entirely such as 
digital photographs, infrared images, MRI images, ultrasounds, videos, etc. The process to 
generate a digital breast model from clinical breast images is outlined in Figure 27. 
 
Figure 27. Process to generate patient-specific digital breast model from clinical breast images. 
In the case of digital photographs, the digital breast model can be generated using photogrammetry 
or software for multi-view reconstruction such as Autodesk ReCap, ImageJ or Amira. For accurate 
geometry reconstruction, a large number of images are needed, usually more than 20. This process 
is well documented in the literature, for an example see Seitz et al. [119].  
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Another alternative is to use the IRI images to generate the digital breast model. Algorithms similar 
to the ones used for digital photographs could be used or the breast outline can be identified in the 
multiple images and this information used to generate the digital breast model.  
In this work, the patient-specific digital breast models are generated from the available MRI 
images. MRI images are obtained in the same prone position as IR imaging. Therefore, the patient-
specific digital breast models will have the actual breast shape in the prone position. In addition, 
MRI provides the exact location and size of tumor(s) within the breast. The process to generate a 
patient-specific digital breast model from MRI images is described in Gonzalez-Hernandez et al. 
[108]. 
4.2.1 Generation of surface temperature distributions using the digital breast model 
Once the digital breast model is ready, it can be used to compute the breast surface temperature 
distribution by following the process outlined in Figure 28. 
 
Figure 28. Process to generate surface temperature computations using a patient-specific digital 
breast model. 




) = 𝛻. (𝑘𝑡𝛻𝑇𝑡) + 𝜔𝑏𝑐𝑏(𝑇𝑎 − 𝑇𝑡) + 𝑞𝑚                                       (6)  
This is used as the governing equation because it provides accurate results for tissues, such as the 
breasts. The implementation of (6) does not require information about the discrete vasculature, 
which makes it more general and applicable.  
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The governing equation is a partial differential equation with no analytical solution for the real 
breast geometry. Therefore, a numerical approximation must be obtained. For this purpose, the 
governing equation is discretized using the Finite Volume Method (FVM). The FVM method was 
selected because it is a well-established method that has been successfully applied to a variety of 
heat transfer applications, including conduction analysis in solids with internal heat generation 
[120]. To obtain the numerical solution, the computational domain (digital breast model) is divided 
into simpler and smaller volumes, called mesh elements. Using the discretization scheme, an 
algebraic equation is obtained for every mesh cell in the domain. The resulting set of algebraic 
equations can be solved using numerical techniques. The number of mesh cells must be high 
enough to accurately predict the phenomenon under study, but more elements results in a larger 
set of equations and longer computational times. Therefore, there is a tradeoff between accuracy 
and computational time. A mesh scale analysis needs to be conducted to identify the optimal 
number of elements to achieve accurate and fast computations. Another important aspect of the 
mesh is the quality of its elements (measured in terms of skewness) must be below 0.7 to improve 
convergence in the results. The mesh is created using the software ANSYS Icem and consists only 
of tetrahedral elements. The skewness for all the meshes that were generated in this study were 
below 0.6.  
The computational domain is shown in Figure 29. The external surface of the breasts (F) is 
subjected to a convection boundary condition, where values of the ambient temperature and heat 
transfer coefficient need to be supplied. This condition is valid because in the clinical room where 
thermograms are obtained, the temperature is controlled and the air drifts minimized. The wall 
behind the surface of the breast (E) is the chest wall and is at the core body temperature. The 
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bottom (B) and top (A) portions of the model are considered as insulated faces with no heat transfer 
across them.  
 
Figure 29. Computational domain. 






= ℎ(𝑇𝑠 − 𝑇∞)                                                                (7) 





= 0                                                                         (9) 
The values of the constant thermophysical properties and parameters used in the simulations are 









Table 3. Value of the constant parameters used in the simulations. 
Property Value Unit 
Perfusion rate of healthy tissue (ωh)  [121] 1.8×10
-4 s-1 
Perfusion rate of tumor (ωt) [121] 9×10
-3 s-1 
Metabolic activity of healthy tissue (Qh) [121] 450 W m
-3 
Temperature of arteries (Ta) [122] 37 °C 
Specific heat of blood (cb) [122] 3,840 J kg
-1 K-1 
Density of blood (ρb) [122] 1,060 Kg m
-3 
Core temperature (Tc) [121] 37 °C 
Ambient temperature (T∞) [123] 21 °C 
Heat transfer coefficient (h) [124] 13.5 W m-2 K-1 
 
The software ANSYS Fluent was used to numerically obtain the solution. The governing equation 
(6) was discretized using a second order scheme to improve the accuracy of the solution. 
Convergence was considered when the residuals of the energy equation were lower than 10-16. This 
value was selected because the change in temperature for consecutive iterations must me small as 
the temperatures at the previous iteration are used to compute the blood perfusion term and its 
effect on the current temperature. The value of 10-16 guaranteed that the temperature variations 
between iterations were negligible. The temperature computations using the patient-specific digital 
breast model are validated by comparing them with the corresponding infrared images of the 
patients obtained using the imaging system. It should be noted that the blood perfusion rates and 
its variation with location within the breast are not available. Simulations therefore are conducted 
under the assumption of a constant value of the perfusion rate in the absence of such data. Such 
detailed information on various parameters is recommended as fundamental work in future studies. 
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4.2.2 Validation of the computed temperature distributions 
The computed surface temperature images are generated in ANSYS Fluent by adjusting the camera 
orientation to make it coincide with the camera orientation during clinical imaging. In such way, 
the corresponding computed and clinical images are similar in order to facilitate comparison.  
The computed and infrared images are read in Matlab®. First, the region of the breast under 
analysis was selected and the image intensity values are transformed to temperature values using 
an in house code for the target and computed images. Generally, the target and computed surface 
temperature images need to be aligned and scaled to the same size to facilitate the comparison. If 
this is the case, image registration is used.  
Once the computed and target surface temperature images are aligned, a region of interest (ROI) 
is defined. This region of interest can cover most of the breast or the central region in case images 
from multiple views are used. The ROI in each image was divided into 𝑛𝑟 rows by 𝑛𝑐 columns. 
Resulting in 𝑛𝑟 × 𝑛𝑐  sub regions (𝑅𝑖) in each of the images.  
 
Figure 30. Region of interest within the breast. 
The median temperature of the pixels in each of the sub regions is used to represent the temperature 
of all the pixels within because it filters the effect of vasculature and provides more representative 
temperatures than other indicators such as the mean temperature.  
64 
 
The discrepancy between computed and IRI images is measured using the absolute error as 
𝐸 = ‖𝑇𝑒𝑥𝑝 − 𝑇𝑛𝑢𝑚‖                                                            (10) 
where Texp is the vector of experimental (IR) temperatures in the entire ROI and Tnum is the vector 
of computed temperatures. These vectors contain all the individual temperatures in the sub regions. 
The mean absolute error (MAE) is defined as the absolute error divided by the total number of 




                                                                    (11) 
The MAE measures how well the computed temperatures compare to the temperatures in the 
clinical IR images. For all the simulations that were conducted, the MAE was below 0.12 °C in 
each case, which indicates that the patient-specific digital breast models and simulations provide 
excellent predictions.  
 
4.3 Estimation of tumor size and location from IR thermal images 
Infrared images of the breasts show the surface temperature distribution, which is unique 
depending on the size/location of tumors and thermal properties of the tumor and the surrounding 
tissue. However, determining accurately the location and size of tumors, if any, by only using IR 
images remains a challenge.  
The value of relevant thermal parameters such as tumor location and size and tissue properties can 
be estimated from the surface temperature distribution; this process is known as the inverse heat 
transfer problem [125]. In this work, the inverse heat transfer problem is solved using the 
Levenberg-Marquardt algorithm, by iteratively improving the match between the clinical IR 
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images and computed surface temperature images. The computed surface temperatures are 
obtained through numerical simulations of a digital breast model of the breast under analysis. 
The Levenberg-Marquardt algorithm was selected because its implementation for inverse heat 
transfer problems is well documented and the results have found to be accurate [125], [126]. 
Another desired characteristic of the Levenberg-Marquardt algorithm is that the parameters are 
updated only if the value of the cost function decreases for the new set of parameters, leading to 
better estimations after every iteration.  
In this work, five thermal parameters are estimated simultaneously: tumor size (d), tumor location 
(xt, yt, zt), as determined by the coordinates of its center, and thermal conductivity of gland tissue 
(kh). Figure 31 shows a schematic of the key elements for the inverse heat transfer problem solved 
in this work. 
 
Figure 31. Process to estimate location and size of tumor using the patient-specific digital breast 
model. 
To start the procedure, an initial guess of the thermal parameters to estimate is required in order to 
compute an initial surface temperature. The computed surface temperature images are compared 
with the clinical IRI images and the mean squared error (cost function) between them is computed. 
If the value of the cost function is below 10-3, the current values of the thermal parameters are used 
as the estimations. If the comparison is above the convergence criteria, the parameters are updated 




Figure 32. Iterative process used to estimate the thermal parameters. 
4.3.2 Estimation parameters 
To start the process of parameter estimation, a text file containing initial values of the five 
parameters to estimate is prepared. All the values must be within the ranges shown in Table 4.  
Table 4. Range of values for the parameters to estimate. 
Parameter Minimum value Maximum Value Units 
𝑘ℎ 0.15 2 W m
-1K-1 
𝑑 0.0099 0.07 m 
𝑥𝑡 xmin xmax m 
𝑦𝑡 ymin ymax m 
𝑧𝑡 zmin zmax m 
 
The range of values for the thermal conductivity varies from a completely fatty to an extremely 
dense breast [121], [122]. In the case of tumor diameter, the minimum value (9.9 mm) results in 
the maximum metabolic activity reported by Gautherie [127], the maximum is a 7cm tumor, which 
would be easily palpable. For the case of tumor location, the tumor center must lie within a box 
bounding the computational domain (specific for each digital breast model). The coordinate system 
is shown in Figure 29.  
4.3.3 Surface temperature images 
The computed temperature images for each set of parameters were generated through numerical 
simulations using the generated digital breast model, as previously described. The clinical IRI 
images, also known as target images, are the images obtained from the patients with biopsy-proven 
67 
 
breast cancer. The computed images were generated in ANSYS Fluent by manually adjusting the 
orientation of the patient-specific digital breast model to similar views in which the multiview IR 
images were obtained. This is done to facilitate the alignment and comparison between computed 
and multiview IR images.  
4.3.4 Image analysis 
The computed and target surface temperature images were read in Matlab ®. First, the region of 
the breast under analysis was selected and the image intensity values were transformed to 
temperature values using an in house code for the target and computed temperature images. The 
computed temperature images were aligned and scaled to the same size as the target images using 
image registration. The process to compare target and computed temperature images is the same 
as described in 4.2.2. 
4.3.5 Inverse heat transfer problem 
The estimation of thermal parameters is conducted by solving the inverse heat transfer problem 
using the Levenberg-Marquardt algorithm. The set of parameters to estimate, 𝛽, is: 
𝛽 = [𝑘ℎ 𝑑 𝑥𝑡 𝑦𝑡 𝑧𝑡]
𝑇                                                       (12) 
The solution of the inverse heat transfer problem (inverse modeling) is found by minimizing the 
cost function: 
𝑆(𝛽) = [𝑇𝑒𝑥𝑝 − 𝑇(𝛽)]
𝑇
[𝑇𝑒𝑥𝑝 − 𝑇(𝛽)]                                               (13) 
The cost function (13) is the mean squared error between the infrared (target) 𝑇𝑒𝑥𝑝, and the 
computed 𝑇(𝛽) surface temperature images.  




𝛽𝑘+1 = 𝛽𝑘 + [(𝐽𝑘)𝑇𝐽𝑘 + 𝜇𝑘Ω𝑘]−1(𝐽𝑘)𝑇[𝑇𝑒𝑥𝑝 − 𝑇(𝛽
𝑘)]                            (14) 
where the subscript 𝑘 refers to the current value of parameters, the subscript 𝑘 + 1 refers to the 
updated value of parameters and 𝐽 is the Jacobian matrix. The Levenberg-Marquardt algorithm is 
an iterative procedure mainly used for minimization of least squares functions [126]. The 
algorithm uses a damping parameter, 𝜇, which value changes every iteration.  
To start the algorithm, initial values of the parameters β and the damping factor µ must be supplied. 
At the beginning of the iterations the damping parameter 𝜇 should have a relatively large value, 
because the term (𝐽𝑘)𝑇𝐽𝑘 is usually close to being singular. At this point, large values of 𝜇 are used 
to solve the ill-conditioned problem. As the method continue, the value of 𝜇 decreases after every 
iteration. In this work, the initial value for µ was selected as 0.001, which is a commonly used 
value [125]. 
Then, the temperature distribution and the objective function (13) are computed. The Jacobian 






                                                                  (15) 




                                                                      (16) 
The Jacobian matrix is a key element to achieve accurate and fast predictions. Therefore, a central 
difference scheme is used because it provides a second order approximation, in contrast to first 
order approximations, such as forward or backward differences. Equation (16) can be 






𝑇𝑖(𝛽𝑗 + 𝜀𝛽𝑗) − 𝑇𝑖(𝛽𝑗 − 𝜀𝛽𝑗)
2𝜀𝛽𝑗
                                              (17) 
In this work, the matrix Ω is defined as: 
𝛺 = diag(𝐽𝑇𝐽)                                                                   (18) 
The matrix Ω is diagonal and its aim is to damp oscillations and instabilities by making its 
components large as compared to those of (𝐽𝑘)𝑇𝐽𝑘 if needed.  
Once the parameters are updated according to (14), new computed surface temperature images are 
generated and the cost function is evaluated for the new set of parameters. If the objective function 
decreased its value, the damping parameter is decreased by a factor of 0.1. In this case, the value 
of the new set of parameters is accepted and the method continues. In contrast, if the objective 
function increased its value, the damping parameter is increased by a factor of 10 and the objective 
function is re-evaluated. These values were chosen following the implementation 
recommendations by Ozizik and Orlande [125].  This process is shown in Figure 33. As the method 
progresses, the damping factor decreases, tending to the Gauss method.   
The algorithm stops when at least one of three conditions are met. In the first condition (19), the 
algorithm runs for a maximum of 𝑘max iterations, where 𝑘max = 50 is used. In the second condition 
(20), the algorithm stops and accepts the current parameters as the best estimations when the 
objective function (13) is lower than a small value 𝜀1, for this work 𝜀1 = 10
−3. This value was 
selected because it provided the best trade-off between accuracy in the estimations and time 
required. Using lower the values of  10−4 and 10−5 did not improve the accuracy in the 
estimations; however, the time required increased to 65 and 92 minutes, respectively. The last 
condition (21), implies that the algorithm stops when the norm of the difference between current 
and updated parameters is lower than a value 𝜀2, in this work 𝜀2 = 10
−13 is used. This value is 
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selected to avoid small parameter updates that have negligible effect on the surface temperature 
and cost function.  
𝑘 > 𝑘max                                                                   (19) 
𝑆(𝛽𝑘+1) < 𝜀1                                                               (20) 
‖𝛽𝑘+1 − 𝛽𝑘‖ < 𝜀2                                                            (21) 
 
Figure 33. Flowchart of the Levenverg-Marquardt algorithm. 








This section introduces the results obtained with the methodology proposed, from acquisition of 
the infrared (IR) images, to generation of the digital breast models and the localization of tumor, 
if any. The methodology was tested on seven patients, all with biopsy-proven breast cancer and 
with available MRI studies. 
5.1 Acquisition of breast thermograms in the prone position 
The breast thermograms were obtained at the Rochester General Hospital using the table and 
processes described in section 4.1. Prior to imaging, patients gave informed consent and were 
asked questions about previous activities, personal health, and clothing that may affect the surface 
temperature of the breasts, as observed in the IRI images. These questions follow the 
recommendations pointed in [25], [60], [123]. Eight views, each separated 45° with a horizontal 
plane, were obtained for each breast. The camera positions for each of the eight views are shown 
in Figure 35. The angle of the IR camera with respect to the vertical was adjusted for each breast.  
Infrared imaging (IRI) images of the breasts of seven individuals with biopsy-proven breast cancer 
were obtained. Six out of the seven individuals had cancer in only one breast. Only one individual 
had bilateral breast cancer. The clinical information about the breasts with tumor, including breast 
density, tumor size, location, type and stage is shown in Table 5. In Table 5, BWT is the breast 
with tumor, R refers to right breast, L to left breast and PF, SF and HD refer to predominantly 
fatty, scattered fibro glandular and heterogeneously dense, respectively. DCIS, IDC and ILC refers 





Figure 35. Positions of the IR camera during imaging. 
Table 5. Clinical information of tumors within the breasts. 












001 60 R HD 10:00 1.4 Posterior 2 DCIS 
002 70 R SF 11:00 0.8 Middle 2 IDC 




12:00 2.7 Middle 3 IDC 
L 2:00 0.8 Middle 1 ILC 
007 51 L SF 5:00 1.9 Anterior 2 IDC 
008 67 L SF 10:00 1.7 Posterior 1 IDC 
010 67 L SF 12:00 1.1 Anterior 1 IDC 
 
Individuals under imaging had a range of ages between 51 and 71. The breast densities of the 
breasts imaged varied between predominantly fatty (PF) and heterogeneously dense (HD), with 
most breasts being scattered fibro glandular (SF). The position of the tumor reported in Table 5 
were measured using an o’clock standard criteria. The tumor depth was measured in three different 
levels, anterior, middle and posterior, depending on how far the tumor was from the tip of the 
breasts. The tumor size was reported by the radiologist as the diameter of a sphere with an 
equivalent volume to that of the tumor.  
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Figure 36 - Figure 42 show the multi view IRI images of the right and left breasts of each of the 
individuals under imaging. It can be seen that in the IRI images obtained in the prone position, 
there is no gravitational deformation of the breasts, as opposed to the deformation of the 
inframammary fold present in the upright position. In addition, there thermal artifacts present in 
the upright position due to contact between breasts and chest wall are not observed; instead, the 
temperature transitions more smoothly from chest wall to breasts. In all Subjects with cancer in 
only one breast, the mean temperature of the breasts with tumor was higher than the temperature 
of the breasts without tumor, as seen in Figure 43.  
 




Figure 37. Multi view IRI images of the breasts of Subject 2. 
 





Figure 39. Multi view IRI images of the breasts of Subject 4. 
 





Figure 41. Multi view IRI images of the breasts of Subject 6. 
 





Figure 43. Comparison of mean temperatures of the breasts. 
5.2 Development and simulation of a patient-specific digital breast model 
A digital breast model is a digital entity that represents accurately the shape of the breast and can 
be manipulated to add or remove features. The digital breast models created contains only 
information about the breast surface. As described in Section 4.2, the digital breast model can be 
generated from any imaging modality in which the breasts are observed entirely such as digital 
photographs, infrared images, MRI images, ultrasounds, videos, etc. 
In this work, the patient-specific digital breast models were created from MRI images because (1) 
these were available and (2) it was not possible to generate the model from the IRI images obtained 
using the current system. In addition, because MRI images are also obtained in the prone position, 
the modeling, comparison and validation steps were easier to perform. 
5.2.2 Patient-specific digital breast model from MRI images 
Patient-specific digital breast models of the breast in prone position are developed using sequential 
MRI images. The images were provided by clinical collaborators at the Rochester General 
Hospital. The images do not contain any personal identifiers of the subjects. The MRIs were 
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obtained at Rochester General Hospital using GE 3T MRI scanners. The MRI involved axial, 
coronal and sagittal imaging both pre and post contrast. The images were viewed and analyzed 
using PACS (Picture Archiving and Communication System) with the aid of iCAD VersaVue 
breast MRI Computer-Aided Detection software. They were viewed with both non-fat saturation 
and fat saturation. Although there is the potential of motion artifacts, the images were collected 
from the MRI tech and reimaged if blurry or if any movement was introduced. 
Although the individual images have been refined by the internal software of the MRI machine, 
noise is still present. We have filtered the individual images in ImageJ to reduce the noise and 
further processing. We have used an image smoothing software (Autodesk Remake®) and 
confirmed that the model is smooth and actually reproduces the breast shape. 
The steps to reconstruct the geometry of the breast from the sequential MRI images were obtained 
from Gonzalez-Hernandez et al. [108] (Figure 44) : 
1. Select a region of interest from the MRI images – One or the two breasts can be selected, 
depending on the needs. 
2. Identify the tumor – In this step, the location of the tumor (or tumors) is obtained and stored. 
3. Filter the noise in the MRI images – This step is necessary to reduce the noise present in the 
images and improve the edge detection process. In this step, a 3D median filter is applied. The 
dimensions of the applied 3D median filter are (3, 3, 3). 
4. Detection of the outline of the breast – For this step, a modified version of the Canny edge 
detector was used [33]. The algorithm employed detects a continuous outline of the breast. This is 
achieved by rejecting edges based on connectivity criteria and identifying missing edges that 
belong to the outline based on the continuity and connectivity of the edges.   
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5. Segmentation of the images – The breast model considers only one type of tissue (two in the 
case of a breast with tumor). The region within the outline of the breast is labeled as breast tissue 
and the region outside the outline is labeled as background.  
6. Breast surface – The breast surface was generated from the stack of MRI slices using the 
Marching Cubes algorithm [34], which results in a surface mesh composed of triangular elements. 
The resulting surface mesh is jagged and needs to be smoothed to represent more accurately the 
geometry of the breast.  
7. Smoothing – The surface mesh was smoothed using an algorithm that replaced the angle of a 
mesh face with the average angle of the neighboring faces [35]; it is similar to applying an 
averaging filter to a 3D image.  
8. Finalizing geometry – In the smoothed breast geometry, some regions of the mesh needed 
further smoothing. The software Autodesk Recap Photo was used for a final smoothing only on 
the regions that needed it. The resulting surface mesh is seamless and accurate in its representation 
of the breast surface. 
 
Figure 44. Process to generate a digital breast model from MRI images. 
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The digital breast models for the two breasts of the seven patients were generated using the 
previously described process. The breast models are characterized by three geometric parameters 
W, H and L as shown in Figure 45, where W is the width of the breast as measured from a front 
view of the breast, H is the height of the breast as measured from a front view also and L is the 
length of the breast as measured in the side view from the chest to the tip of the breast in the prone 
position.  
 
Figure 45. Geometrical parameters of breast size for the different breast models. 
 
 














Table 6 also shows the values of the geometric parameters for all the breasts. The geometric 
parameters were measured from the MRI images. The values of the corresponding geometric 
parameters are similar for each pair of breasts (of the same Subject). The geometric parameters are 













5.2.3 Verification of the numerical approach 
In order to simulate blood-perfused tissues in ANSYS Fluent 17.2® using the Pennes’ bioheat 
equation (6), it is required to create User Defined Functions (UDFs) to account for the last two 
terms of the Pennes’ equation (blood perfusion and metabolic generation). The UDFs must be 
written in C language.  
To verify the ability to predict accurate temperature distributions, the predicted temperatures were 
compared with temperature measurements reported in an experimental study conducted by 
Gautherie [48]. In Gautherie’s experiment, he measured the internal temperature in the breast of a 
patient. He used a fine-needle thermocouple to obtain the temperature variation along the central 
axis of the breast. The diameter of the breast was 18 cm; the tumor was 2.3 cm in diameter and 2 
cm in depth as measured from the skin along the central axis. Gautherie measured the metabolic 
generation of the tumor to be 29,000 W/m3. The numerical model developed to verify the UDFs 
and the approach adopted consists of a hemispherical breast with a tumor embedded in the central 
axis. The domain consists of a homogeneous healthy tissue with constant properties and a tumor 
tissue with the same properties as the healthy tissue, except blood perfusion and metabolic heat 
generation. The values of the thermophysical properties are given in Table 7. 
 The bottom part of the hemisphere is subjected to the core body temperature and the surface is 
exposed to a convection boundary condition with constant heat transfer coefficient and ambient 
temperature. The value of the boundary conditions used for the verification of the UDFs are given 
in Table 8. 
The computational domain used for the simulations can be simplified by considering a 2D arc (one 
quarter of a circle) with an axisymmetric boundary condition in one edge and a convection 
condition at the other edge. This simplification is valid because the hemisphere can be represented 
85 
 
as a solid of revolution, the properties are isotropic, and the tumor is aligned with the central axis 
of the hemisphere. The simplified computational domain and the boundary conditions 
implemented are shown in Figure 46. 
Table 7. Value of the thermophysical properties used in the simulations. 
Property Value 
Density (kg/m3) 920 
Specific heat (J/kg-K) 3000 
Thermal conductivity (W/m-K) 0.42 
Perfusion rate in healthy tissue (1/s) 1.8×10-4 
Perfusion rate in tumor (1/s) 9×10-4 
Metabolic generation in healthy tissue (W/m3) 450 
Metabolic generation in cancer (W/m3) 29,000 
 
Table 8. Boundary conditions used in the simulations. 
Parameter Value 
Core temperature (Tc) 37 °C [93] 
Ambient temperature (T∞) 21 °C  [45] 
Heat transfer coefficient (h) 13.5 W/m2-K  [93] 
 
 
Figure 46. Computational domain used for the validation. 
The comparison between the experimental data and the temperatures predicted by the simulation 
is shown in Figure 47. The results indicate that the simulation provided temperatures that are close 
to the experimental values. As expected, due to the presence of the tumor, there is a bell-shaped 
rise in the temperature that peaks at the center of the tumor. One factor that could lead to the 
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discrepancy observed between the simulation and the experiment is that the real breast is not a 
hemisphere, as considered in the simulation. 
  
Figure 47. Verification of the numerical approach. 
The numerical approach is considered valid and accurate because it is able to reproduce the trend 
and magnitude of the temperature inside a breast with a malignant tumor. 
5.2.4 Validation of the numerical approach 
The metabolic activity of the tumor is one of the most important parameters to compute the 
temperature distribution of a breast with tumor. The value of this parameter is generally unknown. 




468.5 𝑙𝑛(100𝑑𝑡) + 50
                                                      (22) 
 
where qt is the metabolic activity in W/m3 and is the tumor diameter. Equation (22) assumes that 
the tumor is spherical. In order to verify the effect of the tumor shape on the temperature 
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calculations, two different cases were prepared, a spherical tumor and a tumor with the actual 
shape obtained from the MRI images. The right breast of Subject 4 was selected to conduct this 
study. The tumor, as seen on the MRI images is shown in Figure 48 where the red area is a spherical 
tumor. 
 
Figure 48. Geometry of the tumor in the right breast of subject 4. 
In (22) using dt = 0.027 m (2.7 cm) results in a value of the metabolic activity of 6,350 W/m
3. 
Using the parameters listed in Table 3, the thermal simulations were conducted.  
Figure 49 shows the resulting computed temperature distribution using the actual tumor shape (b) 
and a spherical tumor (d). Both tumors released the same amount of energy to the surrounding 
tissue because the volume and metabolic activity are the same. Both temperature distributions are 
similar and computing the mean absolute error between the two temperature distributions using 
(11) results in MAE = 0.01 °C, which indicates that both temperature are very similar. Due to the 
match between temperature distributions, all tumors are modeled as spheres, which leads to 
simpler modeling and similar accuracy in the computations. 
Assuming a spherical tumor with a uniform metabolic activity results in simpler modeling. 
However, in a more general case, the metabolic activity can also be modeled as variable within the 
tumor. A variable metabolic activity of the tumor was modeled by dividing the spherical tumor in 
three different regions, shown in Figure 50 a). A central region with radius ri with higher metabolic 
activity aqt (region 1), where a > 1 and qt is the metabolic activity obtained using (22). A spherical 
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shell surrounding the central portion with radius ri < r < rt  (region 2), where rt is the radius of the 
tumor. An outer spherical shell surrounding the tumor with radius rt < r < ro (region 3). The 
metabolic activity in regions 2 and 3 decreases linearly from aqt to bqt where b < 1 (Figure 50 b). 
The metabolic activity in the third region is lower than qt in order to diffuse to the surrounding 
tissue the heat generated within the tumor. Equation 23 is used to calculate the metabolic activity 
in the central region (region 2). The values of the parameters used to compute the metabolic 
activity in (23) are given in Table 9 
 
Figure 49. Effect of tumor shape on computed temperature distribution, a) exact tumor shape, b) 
computed surface temperature with actual tumor, c) spherical tumor, d) computed surface 









Figure 50. Variable metabolic activity, a) Three regions in which tumor is divided, b) variation 
of the metabolic activity, c) computed temperature distribution.  





ri (cm) 1 
ro (cm) 1.85 
 
 
By comparing the temperature distribution resulting from a spherical tumor with variable 
metabolic activity (Figure 50 c) to the temperature distribution resulting from a spherical tumor 
with uniform metabolic activity, the MAE is 0.005 °C. Therefore, all tumors are modeled as 
spherical with uniform metabolic activity.  
In order to validate the temperature computations, numerical simulations for the two breasts of the 
seven subjects were prepared. The parameters listed in Table 3 were used. The tumors, if any, were 
placed in the location provided in the MRI images. Computed surface temperature images were 
generated in the corresponding views for the same breast during imaging. The computer and 
infrared (IR) surface temperature images were registered to align them and improve the 
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comparison. Then, a common region was selected to conduct the comparison, as described in 
Section 4.2.2. The common regions were divided in 12 rows by 12 columns and the median 
temperature was obtained in each of the resulting 144 sub regions. The mean absolute error (MAE) 
was obtained according to (11) by taking the average of the absolute error between the infrared 





Table 10 shows the comparison between infrared and computed surface temperature images for 
all breasts modelled and the MAE. The average match is within 0.12 °C for the sub regions, which 
indicates that the temperature computations accurately resemble the clinical infrared temperatures.  
Some discrepancies are observed between the infrared and computed surface temperature images 
mainly due to the effect of vasculature. These differences are mitigated by using the median 
temperature of each sub region. One of the most challenging tasks when generating the computed 
surface temperature images is to obtain camera positions corresponding to the IR surface 
temperature images because the camera position with respect to the breast was not constant and 
the angle with respect to the vertical changed for each breast. A feasible solution to this issue is to 
use a smaller and lighter IR camera and modify the mechanism to allow completely horizontal 
views, which will ease the process of obtaining corresponding views and will improve the image 















5.3 Simultaneous estimation of tumor parameters from IRI images 
The approach presented in Section 4.3 was used to simultaneously estimate tumor parameters 
(location and diameter). The tumor location is measured from the origin to the coordinated of the 
center of the tumor. In this work, the origin is located in the vertex in which the chest wall, top 
face and right-side face intersect, shown in Figure 51. 
 
 
Figure 51. Digital breast model showing the origin of the coordinate system used. 
5.3.1 Calibration of the estimation procedure 
In order to verify the accuracy in parameter estimation, the right breast of Subject 4 was used. 
Known parameters were used to generate computed surface temperature images that were used as 
target temperature distributions. Then, the iterative procedure was invoked to estimate the value 
of the parameters used to generate the target temperature images (Figure 52). The iterative 
procedure started with an initial guess of the parameters.  
 
 
Figure 52. Process to verify the accuracy of the parameter estimation.  
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5.3.2 Sensitivity coefficients 
The individual elements (16) of the Jacobian matrix (15) are also referred to as sensitivity 
coefficients. These indicate whether the selected parameters can be estimated using a gradient 
approach. A given parameter can be successfully estimated if the absolute values of its sensitive 
coefficients (column of Jacobian matrix) are relatively large and linearly independent from the 
sensitivity coefficients of the other parameters (other columns of Jacobian matrix) [125]. The 
dimensions of the sensitivity coefficient are K divided by the units of the parameter under interest. 
For example, in the case of the thermal conductivity, the units of its sensitivity coefficients are K 
/ (W/ m-K).  
Figure 53 shows the sensitivity coefficients for all the parameters by dividing the ROI in each 
image into 12 rows (𝑛𝑟) by 6 columns(𝑛𝑐). The horizontal axis is the number of the individual 
region where the temperature is measured; there are 576 regions (12×6×8). The vertical axis is the 
value of the sensitivity coefficient. In order to improve the visualization of the sensitivity 
coefficients, these were normalized in the range [-1, 1] by dividing the individual components by 
the maximum absolute value in each column of the Jacobian matrix. 
Figure 54 shows the non-dimensional normalized sensitivity coefficients for all the parameters. 
From Figure 53 and Figure 54, we concluded that all five parameters can be estimated 
simultaneously using the proposed approach because the sensitivity coefficients of the parameters 





Figure 53. Sensitivity coefficients. 
 
Figure 54. Normalized sensitivity coefficients for Case 1. 
 
5.3.3 Effect of ROI division 
We varied the number of columns and rows in which the Region of Interest (ROI) in each of the 
images is subdivided to find the ROI division that results in the higher accuracy with the lowest 
number of iterations required. The cost function, S, (13) was computed for each of the divisions 
tested. Figure 55 shows the comparison for different divisions. For a 6 by 3 division, the value of 
the cost function is below its convergence criterion. However, it required 24 iterations and 2.05 
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hours to converge. For the 24 by 12 and 12 by 6 divisions, the iterations required were 14 and 13, 
respectively with times of 1.0 hour and 0.79 hours, respectively. For 36 by 18 divisions, only 10 
iterations were required, however the accuracy in estimation was lower. We selected 12 by 6 
divisions to conduct our study as this provided accurate parameter estimation with an acceptable 
time to converge.  
 
Figure 55. Effect of ROI division for Case 1. 
5.3.4 Effect of noise 
Two different levels of Gaussian noise were added on the target images, named 5% and 15%. The 
aim of adding noise to the target temperature distributions is to explore the performance of the 
proposed approach on images obtained with an IR camera, where noise is present. Figure 57 shows 
the effect of noise on the cost function. The required iterations were 17 and 18 for 5% and 15% 
noise, respectively. The cost function was higher than in the case without noise because of the 
randomness introduced in the target images, which worsened the match between computed and 




                                        a)                              b)                                 c) 
Figure 56. Representative ROI, a) no noise, b) 5% noise, c) 15% noise. Temperature bars in °C. 
 
Figure 57. Effect of noise for Case 1. 
5.3.5 Robustness of the approach 
Five different cases using the digital breast model of the right breast of Subject 4 were prepared. 
The aim of preparing different cases is to test the robustness of the approach for various scenarios. 
For Case 1, the tumor was located in the location provided from MRI, the thermal conductivity 
was taken as average. For Case 2, small tumor (1 cm) is placed deep within the breast in less dense 
tissue. For Case 3, an average size tumor (2 cm) was placed deep in fatty tissue. For Case 4, no 
tumor was present in dense tissue, and in Case 5, a 1.8 cm tumor was placed at mid depth in dense 
tissue. These five cases cover challenging scenarios for thermography. The set of target images 
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(generated from the known parameters) are shown in Figure 58 -Figure 62. In cases 1 and 3, hot 
spots are highly visible. In Cases 2,4 and 5 no hot spots are clearly visible from the images and the 
detection of tumor from visual inspection is challenging. 
 
Figure 58. Target images for Case 1. 
 
 




Figure 60. Target images for Case 3. 
 
 
Figure 61. Target images for Case 4. 
 
 
Figure 62. Target images for Case 5. 
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The parameter estimation was conducted by introducing 5% and 15% noise level in the target 
images. The results of parameter estimation for the 5 cases are shown in Table 11. For all cases, 
an initial tumor with diameter 1.5 cm was placed at the center of the breast domain (0.08, 0.105, 
0.125), the initial guess of the thermal conductivity was 0.4 W/m-K in all cases. Since all the 
estimations converged to a value close to the known values, it is concluded that the final value of 
the parameters does not depend on the initial guesses. 
Table 11. Results of parameter estimation for the 5 cases analyzed. 
Parameter Case 1 Case 2 Case 3 Case 4 Case 5 
𝒌𝒉 (W/m-K) 0.42 0.34 0.260 0.560 0.560 
No noise 0.4202 0.3401 0.2601 0.5591 0.5591 
5% noise 0.4199 0.3399 0.2599 0.0596 0.5606 
15% noise 0.4197 0.3399 0.2601 0.0593 0.5606 
𝒅 (m) 0.027 0.01 0.020 — 0.018 
No noise 0.0270 0.0100 0.0199 — 0.0182 
5% noise 0.0270 0.0100 0.0201 — 0.0179 
15% noise 0.0271 0.0100 0.0199 — 0.0181 
𝒙𝒕 (m) 0.105 0.11 0.122 — 0.095 
No noise 0.1049 0.1096 0.1221 — 0.0949 
5% noise 0.1050 0.1100 0.1220 — 0.0950 
15% noise 0.1050 0.1090 0.1220 — 0.0951 
𝒚𝒕 (m) 0.145 0.135 0.126 — 0.130 
No noise 0.1449 0.1346 0.1261 — 0.1298 
5% noise 0.1450 0.1350 0.1260 — 0.1301 
15% noise 0.1450 0.1342 0.1260 — 0.1298 
𝒛𝒕 (m) 0.115 0.125 0.129 — 0.110 
No noise 0.1150 0.1249 0.1289 — 0.1101 
5% noise 0.1150 0.1250 0.1290 — 0.1099 
15% noise 0.1150 0.1256 0.1290 — 0.1100 
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The parameter estimations for all the 5 cases were within 0.25% of the known predetermined 
values, which shows the potential of the proposed method. In Case 4, even when a tumor was 
guessed initially, at the end the location of the tumor was estimated outside the breast domain. 
Therefore, no tumor was present within the breast.  
The results from these cases demonstrate that the technique could aid in distinguishing between 
breasts with and without tumor when IR surface temperature images and a digital breast model are 
available. Besides, the method required less than an hour to estimate the parameters.  
5.3.6 Parameter estimation using clinical IRI images 
The process of parameter estimation through inverse modeling was tested using the IR surface 
temperature images. In this process, the IRI images are the target images. The estimated tumor 
diameter and location were compared with the values reported from the MRI study. The estimated 
thermal conductivity could not be verified with an actual value because its determination would 
require in vivo measurements, which are not part of the IRB protocol. However, the estimated 
values for thermal conductivities fall within the range reported in the literature (see Table 4). For 
all the cases analyzed, the initial guesses of the parameters were thermal conductivity of 0.4 W/m-




Table 12 shows the values of the parameters measured from MRI and the estimations conducted 
through the proposed iterative method. The tumor diameter ranged from 0.8 cm to 2.7 cm. The 
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estimations for tumor diameter are within 2 mm of the values reported from the MRI data. The 










Table 13 show the IRI and computed (estimated) surface temperature images for all the breasts 
without tumor. Although a tumor was placed initially, the method estimated for all these cases the 




Table 13. Parameter estimation on breasts with tumor. 
 
 
The proposed approach is able to distinguish between breasts with and without tumor, in the case 
of breasts with tumor, the estimations of tumor location and size match closely the values reported 
from MRI data. For all the cases, the estimations were conducted in less than 50 minutes. The 
technique proposed is non invasive, does not require contact and does not involve exposure to 
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harmful radiation. The technique has potential to be an accurate adjunct to mammography for the 
screening of breast cancer. 
In order for the technique to be incorporated in clinical practice, the digital breast model should be 
generated either from the IRI images or from surface information either from photographs or depth 
data.  Also, consistent views should be obtained to improve the process of  alignment/registration 
and temperature comparison. Further studies with a more general population, not only including 
subjects with biopsy-proven breast cancer, are recommended to explore the detection limits of the 





This section addresses some of the aspects related to imaging, numerical simulation and iterative 
procedure.  
6.1 Infrared Imaging 
The imaging system developed here provided the multiple views at an angle rather than the 
horizontal view which is desirable to cover the entire breast. The position of the camera (oblique) 
and the distance from the camera to the breast was adjusted for each breast under imaging.  
One of the main challenges during IRI imaging was to properly locate the breast under imaging in 
the center of the hole. For most subjects under imaging, this was not possible due to limitations in 
mobility or tiredness resulting from the previous MRI study. As most breasts were off-center, these 
were not aligned with the IR camera or the subject was not directly in the center and only a portion 
of the breast under imaging could be captured, for example see Figure 37 and Figure 38. Re-
centering the IR camera and the mechanism for each breast was not attempted because (1) the IR 
camera weights 10 lb and is difficult to manipulate, and (2) properly re-centering for all views 
takes approximately 15 minutes. Subjects were asked to adjust themselves to get the breasts as 
close to the center of the hole as possible. 
A possibility to improve the IR imaging process that is worth exploring is to use a lighter and 
smaller IR camera. Currently, there are IR cameras with similar thermal sensitivities that cost ~ 
$10,000 and are smaller, for example the ICI 8640P from ICI (ICI, Texas). By using a lighter and 
smaller IR camera, the mechanism could be redesigned to acquire completely horizontal IRI 
images, which is desired to cover the entire breast surface. 
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In the multiview IRI images in the prone position, the breasts hang freely without blocking the 
inframammary fold, as occurs in IR images obtained in the upright position. Also, the temperature 
of the breasts transitions from the chest wall temperature to the breast temperature.   
6.2 Digital model generation and simulation 
The generation of the patient-specific digital breast models was conducted by using the available 
MRI images. This process is involved and requires smoothing of the surface to generate seamless 
breast surfaces. An approach that is worth exploring is to generate the patient-specific digital breast 
models from the multiview IR images, this would result in seamless breast surfaces. In addition, 
by generating the patient-specific digital breast model from IRI images, the time process would be 
self-contained and without need for data from another imaging modality. 
The thermal conductivity changes between different tissues within the breast, therefore its value is 
not constant and homogeneous throughout the breast. However, the thermal conductivity is 
considered constant and uniform in the simulations. Despite this assumption, the resulting 
computed temperature images match closely the clinical IR images.  
The patient-specific digital breast model does not consider the discrete vasculature because it is 
specific for every breast and patient and there is no general model vasculature model that can 
provide accurate temperature computations for all breasts. The effect of discrete vasculature is 
confined to the immediate surroundings and its effect was filtered by computing the median 
temperature in the corresponding regions of interest.  
In this work, spherical tumors with equivalent diameters (diameter of the sphere with same volume 
as the tumor) were used as the effect of tumor shape was small for the cases analyzed (see Figure 
49). However a more general approach would be to use ellipsoidal tumors to account for tumors 
with large aspect ratios that cannot be approximated by spheres. 
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The metabolic activity of the tumor is an important factor in the simulations. In this work, the 
metabolic activity of the tumor was related with the equivalent diameter of the tumor according 
with (22). In a more general approach, the metabolic activity of the tumor and its metabolic activity 
may be taken as independent. The metabolic activity of the tumor was considered uniform 
throughout the tumor as specific information on its variation within a tumor are not available in 
the literature.  
6.3 Iterative method for tumor detection and localization 
The iterative method developed uses the Levenberg-Marquardt algorithm to conduct the parameter 
estimation. The algorithm improves the match between computed temperature images and clinical 
IR images. The computed temperature images were generated by orienting the patient-specific 
digital breast model in similar views as the clinical IR images. The pairs of images are then aligned 
and scaled to the same size as the IR clinical images using image registration. For all cases, the 
correlation between registered and clinical IR images was higher than 0.9, which indicated that the 
two images were similar. The process of orienting the patient-specific digital breast model could 
be simplified by acquiring the clinical IR images from completely horizontal views.  
The total required for the algorithm from start to final estimations was between 40 and 48 minutes 
in all cases. The critical factor affecting the total time is the time required to conduct one simulation 
in ANSYS Fluent. Each simulation required about 45 seconds to complete. The simulation time 
could be reduced by using parallel processing software.  Recent works in the literature have 
reported tenfold decreases in time by using parallel computing when compared to conventional 
serial computing [128]. 
In the proposed method, the size and metabolic activity are related according with (22). In a more 
general case, the tumor size and the metabolic may be independent. This allows for the possibility 
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of tumors with the same size that grow at different rates and therefore may have different metabolic 
activities. By using the iterative method with independent tumor sizes and metabolic activities 
could provide novel and valuable information on the  grade, growing rate, and metabolic activity 




A numerical study supplemented by clinical imaging was conducted to develop a technique to 
detect and localize tumors in breasts of patients with biopsy-proven breast cancer. Specific 
conclusions related to individual aspects of the objectives are detailed below. 
7.1 Infrared Imaging System 
The main goal of the IR imaging system was to obtain clinical IR images that are unaffected by 
gravitational deformation seen in the upright position and avoid the thermal artifacts introduced 
by the breast contacting the chest wall at the inframammary fold. In this regard, prone position 
was chosen and an imaging system was developed. 
The developed system was used to obtain clinical IR images in the prone position. These images 
were obtained from multiple views, covering the entire breast surface. Imaging in the prone 
position eliminated the thermal artifacts present in the widely used upright position.  
The developed imaging system has been used in a controlled clinical environment at the Rochester 
General Hospital, where trained personnel obtained the IRI images.  
7.2 Generation and simulation of digital breast models from clinical breast images 
Patient-specific digital models of the breast, which are 3D representation of the breasts, have been 
developed from clinical images. For this work, the digital breast models have been generated from 
MRI images because they were available and contain exact information about the tumor 
characteristics. However, the digital breast models can be generated from any type of clinical 
images of the breast. 
An approach to compute the temperature distributions of the breasts with and without tumors has 
been proposed. The computed temperature distributions were compared with the clinical IR 
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images, for this purpose, 2D temperature images that correspond to the same orientation and view 
of the clinical IRI images were generated using ANSYS Fluent. This process facilitated the image 
alignment/registration and comparison between the images. 
The temperature predictions provided by the patient-specific digital breast models using data on 
size and location of the tumor from MRI were compared with the clinical IR images. The mean 
absolute error between the computed temperature and clinical IR images distributions was below 
0.12 °C for all cases, which indicates that the computations match very close the actual 
temperatures. 
7.3 Method to estimate tumor location and size from IRI images 
A method to estimate the tumor size and location from IRI images of the breast was proposed. The 
method conducts the estimations by improving the match between the computed temperature 
distributions obtained through numerical simulations of a digital breast model and clinical IRI 
images of the breast.  
The method proposed uses the Levenberg-Marquardt algorithm to conduct the minimization of a 
cost function defined as the mean squared error between the computed and clinical IRI temperature 
distributions.  
The method requires initial values of the parameters to estimate, in this case tumor size and 
location. The final estimations were not sensitive to the value of the initial values, as for different 
values, the same solution was obtained. 
The breasts of seven patients with biopsy-proven breast cancer were analyzed. Six out of the seven 
patients had tumor in only one breast while the contralateral breasts are breasts without tumor, also 
known as healthy breasts. The estimations using the proposed method were compared with the 
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actual tumor size and location from MRI. The actual values of the parameters were never used in 
the estimation, but only to compare the outcome of the proposed method. 
In the case of breasts with tumor (8 in total), the estimations of size are within 2 mm of the actual 
values. For the estimations of location (x, y, z), those were within 6.3 mm of the actual values 
obtained from MRI.  
In the case of breasts without tumor, the method predicted the location of the tumor to be outside 
the breast, which implies that no tumor was present. 
The method proposed herein has potential to be used for breast cancer screening as it non-invasive, 
inexpensive, radiation free and can distinguish between breasts with and without tumor. Besides, 
the method for tumor parameter estimation required only 48 minutes, which is about the time that 
an MRI examination requires. 
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8. Future Work 
In the present work, a technique is presented to detect and localize tumors from IR images. Several 
aspects of the work can be further refined and recommendations on the additional information that 
can be derived from this technique are discussed in this section. 
8.1 Improving system to obtain IRI images from multiple views 
By using the current imaging system, multiview IR images of the breasts were obtained. The 
subjects under imaging were asked to locate their breasts close to the center of the imaging hole. 
However this was not possible in all cases. The orientation and position of the IR camera with 
respect to the breasts were adjusted manually for each breast to capture the multiview IR images. 
Because the breasts were off-center and the camera position was different between patients, in 
some of the resulting images the breasts appeared only partially and the IR images were 
inconsistent between different breasts.  
Obtaining the multiview IR images with the camera completely horizontal would allow to capture 
the entire breast in each IR image and generate consistent IR images between different breasts. 
Acquiring consistent and complete IR images of the breasts could improve the outcome of the 
proposed approach by allowing to use all the multiview IR images to match the computed 
temperature with. In addition, this would improve the process of matching the views to generate 
the corresponding computed temperature images.  
In order to obtain completely horizontal and consistent views, the current IR imaging system needs 
to be modified. The current IR camera is heavy (~10 lbs or 5 kg), large and requires a robust 
mechanism for positioning. Replacing the IR camera for a lighter one, will allow better operability 
and the ability to incorporate different views that are not possible due to the size and weight 
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limitations of the current camera, for example completely horizontal and vertical views would be 
possible. There are IR cameras with similar technical specifications that weight less than 200 g., 
for example the ICI 8640P (ICI, Texas), which is the size of a golf ball.  
Other possible improvements to the system is to use a motorized mechanism to control the camera 
position and angle. This would help in having fixed predetermined positions for the camera that 
will make the IRI images more consistent between different patients. A motorized mechanism 
would help also in centering the breasts whereas any current centering is done manually when 
needed. 
8.2 Generation of the digital breast models from multivew IR images 
Currently, the patient-specific digital breast models are generated from the available MRI studies 
of the patients. This process is time consuming as requires manual smoothing of the breast surface 
to generate seamless models. In addition, the need for input from a different imaging modality 
makes the method unattractive in its current state for implementation into clinical practice.  
In general, the patient-specific digital breast models generated from MRI images, match the breast 
shape during IR imaging. However, there may be differences due to slight variations in patient 
position between the two imaging modalities. By generating the patient-specific digital breast 
model from the multiview IR images, the model would have the same shape during imaging and 
possibly improving the accuracy in tumor localization. 
In order for the method to become more attractive and to be self-contained, the patient-specific 
digital breast models should be generated from the multiview IR images. This would eliminate the 
need to use MRI data. The patient-specific digital breast model can be generated from multiview 
IR images using photogrammetry, multi view reconstruction or by identifying the breast outline 
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and creating a solid using CAD (Computer Aided Design) software. By using these techniques, 
the resulting models would be seamless, eliminating the need for manual smoothing.   
8.3 Using parallel computing to reduce simulation time 
The iterative method requires between 40 and 48 min from start to tumor localization. The limiting 
factor is the time required per single simulation, which is about 45 seconds using a 10-core 
computer with 32 GB of RAM. Currently, the software ANSYS Fluent is used to conduct the 
simulations. The simulation time can be reduced up to 10 times by using parallel computing 
software. As an example, the Compute Unified Device Architecture (CUDA) software [129] 
allows users the ability to compute using the graphical processing unit (GPU). CFD solutions have 
been implemented using CUDA, with a 10-fold decrease in computational time as compared to 
commercial software [128]. Other advantage of using parallel computing software is that most are 
open source and do not require licenses.  
If the time required for the iterative method could be reduced to be below 15 min, the outcome of 
the method could be discussed with the patient in real time. Fast and accurate tumor detection and 
localization is expected to be a key feature of the proposed method to be incorporated as an adjunct 
modality for breast cancer screening. 
8.4 Procedure to estimate multiple tumors in the same breast 
The iterative method detects and localizes only one tumor within the breast. Multiple tumors in 
the same breasts are also possible. If multiple tumors are present, their localization is important. 
Tumors are biopsied using ultrasound to guide the process. However, localization of tumors within 
the breast can take up to 1 hour, depending on the experience of the operator. If the localizations 
of multiple tumors is possible using the iterative method, time could be reduced in the surgery 
room because operators will know where to look for the tumors. 
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one tumor but it can be modified to detect multiple tumors. One possible way to achieve this is to 
locate a first tumor. Then, if the match is poor in a region, place a second tumor while keeping the 
location of the fist tumor fixed and conduct the estimation procedure to locate a possible second 
tumor. 
 
Figure 63. Flowchart of procedure to estimate multiple tumors. 
8.5 Conduct a large-scale clinical trial using the proposed method 
The proposed method was used to detect and localize tumors within the breasts of seven patients 
with biopsy-proven breast cancer. The method was able to distinguish between breasts with and 
without tumor, demonstrating potential to be used as an adjunct screening tool. A large clinical 
trial including patients with and without breast cancer is proposed as future work to determine the 
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