Abstract: In this paper, we study the differences between the Centralized and Decentralized approaches in a two
Introduction
Essentially, a supply chain is composed of independent members, each with its own objectives and individual costs. It is important how the members behave, to manage their inventory. If overall system performance is the objective, then choosing policies to minimize total costs, i.e., the optimal solution. Although this approach is appealing it has an important flaw. Each member may incur only a fraction of the supply chain cost. So, each member's costs may not be minimized in the optimal solution. For example, a supplier may care more than a retailer about consumer backorders for the supplier's product, or the retailer's cost to hold inventory may be higher than the supplier's [1] .
While the firms may agree to cooperate in order to reduce overall system costs, each may face the temptation to deviate from any agreements, as to minimize their own costs. So, when each firm is interested in minimizing their own costs independently, it chooses policies, in which, the overall system performance, cannot necessarily be optimized. In this paper, we study the differences between the Centralized and Decentralized approaches in a two-stage serial supply chain including a manufacturer and a retailer. The Decentralized approach is based on a game theory model called the Stackelberg game.
There are two types of games considered in current literature: cooperative and non-cooperative games. In cooperative games, none of the players dominate the others, and the firms simultaneously choose their policies, While, in noncooperative games, this is not true.
Stackelberg game is a non-cooperative game. The research conducted in this paper presents a model of (1) the Centralized model in which, the goal is minimizing the overall system costs results in the optimal solution, and (2) the Decentralized or Stackelberg model, where individual firms in the supply chain have their own objectives and decisions to optimize. In this competitive approach, two firms play a game to achieve Stackelberg equilibrium. Stackelberg equilibrium is a pair of policies in which each firm minimizes its own cost assuming the other player chooses its equilibrium policy. Thus, each firm makes an optimal decision given the behaviour of the other firm, and therefore, none has an incentive to deviate unilaterally from the equilibrium.
We consider a supply chain with one manufacturer and a single retailer in our inventory system. An outside supplier supplies raw material to the manufacturer with zero lead time and the manufacturer produces a product at the rate of and supplies it to a retailer who in turn supplies it to the consumers. Furthermore, assume that the demands arrive according to a stationary Poisson process with the rate of to the retailer. The retailer uses the continuous review (r,Q) inventory policy for controlling costs. The manufacturer operates on a make-to-order basis and uses a lot-for-lot policy, and then he begins to produce a batch of Q, as soon as he receives an order from the retailer and delivers it to him after the lead time (l). Moreover, the manufacturer holds a monopolistic status and has an opportunity to obtain some inventory and demand information of the retailer, so he can gain advantage of this information for decreasing his own costs. Hsiao et al. (2005) investigate the situation in which, the supplier and retailer choose the lead time and the cycle time respectively. They use Stackelberg game to analyse the problem [2] .
In the Decentralized/Stackelberg approach, the manufacturer, as a leader, who is aware of the reaction of the retailer, optimizes his lead time, and the production rate. And as a follower, the retailer takes the manufacturer's optimal decisions as input parameters to determine order quantity and reorder points. This paper is organized as follows. Section 2 reviews the related literature with studies focused on non-cooperative and Stackelberg games. Section 3 describes the notations, and the long-run average cost structure describing the inventory patterns of the manufacturer and the retailer. Then we develop the Centralized and Stackelberg policies for the problem. Section 4 presents a set of computational algorithms in order to search Stackelberg equilibrium and the Centralized solution. Section 5 presents a numerical study and the corresponding sensitivity analysis for some parameters with the purpose of evaluating the influence of these parameters on costs, the manufacturer and the retailer decisions, and the competition penalty. Section 6 summarizes the results and provides concluding remarks.
Literature Review
In recent years, many papers have been published in the field of multi-echelon inventory management in which the game theory approach is adopted. We focus on studies in which non-cooperative and Stackelberg games have been investigated. There are some papers in the literature that study a vendor-buyer or seller-buyer supply chain, and they analyse the problem as a Stackelberg game in which the vendor/seller is the leader, and the buyer is the follower. Monahan (1984) and Chiang et al. (1994) consider the quantity discount model, in which, the vendor is willing to optimize his discount schedule [3, 4] . Eliashberg and Steinberg (1987) consider production activities such as product delivery and inventory policy, and their relation to marketing strategies such as pricing policies [5] . Hsiao and Lin (2005) discuss an EOQ model and investigate the optimal lead time and cycle time of the supplier and the retailer [2] . Qin et al. (2007) study a system in which demand is price-sensitive [6] .
They compare the discounts that the supplier gives to the buyer in the centralized approach with the decentralized one. Liou et al. (2006) study multi-period inventory models in which the economic order quantity is integrated with the economic production quantity (EOQ-EPQ). They investigate the problem under the Stackelberg game approach and obtain the optimality conditions and the optimal replenishment policy [7] . Lal and Staelin (1984) investigate why and how a vendor should develop a pricing scheme, even if such a pricing structure does not change the consumer demand. They show that for any given pricing scheme, there exists, a unified pricing policy, which motivates the buyer to increase their order quantity per order [8] . Moreover, they show that the seller can reduce their costs while leaving the buyer in a stable condition. There are some papers in the literature that handle the problem studied by Lal and Staelin (1984) with the Stackelberg game approach [8] . For example, see (Rosenblatt and Lee, 1985; Weng, 1995; Munson and Rosenblatt, 2001; Wang, 2002) [9, 10, 11, 12] . Parlar and Wang (1994) investigate discounting decisions for a supplier with a group of homogeneous buyers. They use Stackelberg game and show that the seller set up his quantity discount schedule so that the buyer will order more than his Economic Order Quantity (EOQ) [13] . Moreover, both the seller and the buyer can gain considerably from quantity discount. Wang and Wu (2000) expand the work of Parlar and Wang (1994) to multiple heterogeneous buyers. They propose a discount pricing policy based on the percentage increase from a buyers' order quantity before discount [14, 13] . Li et al. (1995) investigate the advantages of cooperation in a seller-buyer inventory control system [15] . First, the relationship between the seller and the buyer modelled as a non-cooperative game. Then, they develop interactive game theory to address the system cooperation problem. Furthermore, the optimal system order quantity-pricing strategies are determined. Li et al. (1996) focus on advantages of improving buyer-seller cooperation in an inventory system [16] . Both cooperative and non-cooperative games are considered. They show that the order quantity and the total system profit are higher at cooperation than at noncooperation. Furthermore, the wholesale price is higher at non-cooperation than at cooperation. Cachon and Zipkin (1999) investigate a two-stage serial supply chain in which the two sides use Base Stock policy for managing their inventory [1] . They consider two games: In one game, the firms are committed to tracking echelon inventory and in the other game, they track local inventory. They also, discuss two Stackelberg games that the supplier is the leader in one game and is the follower in another game. They show that competition reduces efficiency, but raises the supply chain inventory. Viswanathan and Piplani (2001) study a onevendor, multi-buyer supply chain in which the vendor specifies common replenishment periods and offers a price discount to entice the buyers to replenish only at those time periods [17] . They investigate the problem under the Stackelberg game concept. So, the optimal replenishment period and the price discount are determined. Axsater (2001) studies a one-warehouse, multi-retailer supply chain in which the warehouse, as well as its local costs, pays a penalty cost for a delay at the warehouse to the retailer facing the delay. He uses Stackelberg game and shows that if the game is played constantly, the system will approach game equilibrium, but not necessarily, the systems optimal solution [18] . Bylka (2003) considers a vendor-buyer system and defines some conditional games. He shows that competitive approach does not necessarily reduce system efficiency. Some authors investigate a one-manufacturer, multi-retailer in Vendor Managed Inventory system by using a Stackelberg game [19] . Yu et al. (2009.a) , discuss how the vendor can benefit in the system for increasing his own profit. They investigate that the Stackelberg equilibrium can be improved by using cooperative contracts [20] . Yu et al. (2009.b) investigate how a manufacturer and his retailers interact with each other with the purpose of optimizing their individual net profits. They consider advertising, pricing, and inventory decisions in their model. Furthermore, there are some other papers that applied Stackelberg game to analyse multi-echelon inventory systems [21] . For example, see (Gal-or, 1985 [22, 23, 24, 25, 26, 27] .Summarizing the brief review above, the supplier in a two-echelon supply chain, is often considered as a seller/vendor and there are only a few papers in which the supplier acts as a manufacturer. Moreover, in later systems, in the literature, the demand sometimes varies with price or is deterministic. In this sense, we formulate the condition in which the retailer applies (r, Q) inventory policy, and his relation with the upper echelon who acts as a manufacturer. This situation has not been considered in the literature before.
Model Formulation

Notation
In this paper, we use a notation for representing the parameters and the decision variables to model the inventory management problem in a two-echelon supply chain with the Centralized and Decentralized approaches. We denote the Poisson probability with ( ; ) = ( ) .
− / ! and its tail probability with ( ; ) = ∑ ( ; ) 
Retailer Cost Model
The retailer uses the continuous review (r, Q) inventory policy for controlling his costs in which r and Q are the reorder point and order quantity, respectively. We assume that the demand is according to stationary Poisson process, and unsatisfied demands are completely lost. The retailer costs include the holding cost, the fixed ordering cost, and the shortage cost. Figure 1 shows the retailer's inventory level. As shown in the figure, the cycle time (T) is the time between two successive reorder times. We will assume that at most one order outstanding is allowed. In other words, when the retailer orders a batch of Q, he is not allowed to place another order, unless he received the previous deliverables. Under these conditions, the cycle time is always greater than or equal to the lead time. Rabinowitz et al. (1995) , consider the partial backorder policy used in conjunction with the traditional (r, Q) inventory system [28] . Their policy is modelled using a control variable, b, which limits the maximum number of backorders allowed to be accumulated in any cycle. By setting b to zero in their model, we have the lost sale policy. So, the expected cost for the retailer is given by:
In which T is the cycle time, C is the costs accumulated within a cycle, I is the accumulated inventory in a cycle, and L is the number of lost sales in a cycle, and we have:
( ) = + ( ; ) − ( + 1; )
Where i is given by:
As long as * ≥ + 1, otherwise there is no feasible solution (Rabinowitz et al., 1995) . According to the definition of Poisson's tail probability function and some of the properties of the Poisson distribution, it can be shown that i is equal to zero.
Manufacturer Cost Model
The manufacturer Orders from an outside supplier with zero lead time. We consider a cost function for the manufacturer that consists of the holding cost, the setup costs, and time-dependent production cost. Holding cost is incurred only for finished products. We also split the setup costs into two parts: one part is fixed for every production period, and another one is an increasing function of the production rate. For example, assume an assembly line that has the technology for assembling a set of parts that are supplied by a supplier, and there is no cost for raw materials. In this assembly line, time-dependent production cost coincides with the daily production cost. If the production rate exceeds a specific limit, it is necessary to enhance the technology. For simplifying the problem, we assume that for every increasing unit on the production rate, the manufacturer incurred a cost called technology development cost. For instance, if the manufacturer incurred 200$ for increasing 100 units on the production rate, then the technology development cost will be 2$. Figure 2 shows the Manufacturer Inventory Level. In this particular setting, the manufacturer's production cycle was equal to the retailer's replenishment Cycle. The manufacturer operates on a make-to-order basis using a lot-for-lot policy, So, begins to produce a batch of Q at the rate of , as soon as he receives an order from the retailer and delivers it to him after the lead time. Let 1 , 2 , . .. be the sequence of reorder times of retailer, be the Reward at the time of the nth renewal, and ( ) = ∑ ( ) =1 be the amount of cost incurred by t, then, { ( ), ≥ 0} forms a Renewal Reward Process where renewals occur at reorder times. Hence, the long-run average cost is given by:
Remember that the amount of inventory held in a cycle is (2 − / )/2; and / is the portion of the lead time that spent for production. The manufacturer makes a trade-off among inventory, setups, and production costs by producing at an optimal production rate. So, he spends a portion of lead time for production. Using a simple calculus, we can calculate the optimal amount of (given by the following equation) in order to minimize manufacturer cost.
Consider that the production time (t0) has to be lower than or equal to the lead time (See Figure 2) . This results * to be greater than or equal to / . Furthermore, it is necessary that the right-hand side of the equation (7) to be a real number. Therefore, under these conditions, the equation (7) 
Centralized Approach
In the Centralized approach, the goal is minimizing the sum of manufacturer and retailer costs. Decision variables are reorder point (r), order quantity (Q), lead time (l), and production rate ( ). In this approach, we denote the Centralized solution with( * , * , * , * ).
Decentralized Approach (Stackelberg Game Approach)
In a Stackelberg approach, players are classified as leader and follower. The leader chooses a strategy first, and then the follower observes this decision and makes his own strategy. It is necessary to assume that each enterprise is not willing to deviate from minimizing its own cost. In other words, each player chooses his best strategy. Here, the manufacturer is the leader, and the retailer is the follower. The manufacturer, as the Stackelberg leader, induces/encourages the retailer to choose his strategy by changing the value of lead time. So the manufacturer wants to find a set of (r,Q,l) that minimizes his costs. In other words, the manufacturer determines his lead time, and acts as a leader by announcing lead time to the retailer in advance, and the retailer acts as a follower by choosing his reorder point and order quantity based on manufacturer strategy. We denote Stackelberg Equilibrium point with( , , , ). The manufacturer and the retailer play a Stackelberg game to determine game Equilibrium. The two players cost functions are and (Equation 1 and 6 ). The manufacturer knows that if he sets his lead time value tol, then the retailer will set r and Q to values determined by his reaction function:
In other words, the retailer chooses r and Q that minimize his costs, given the manufacturer's strategy (l). Then the Manufacturer chooses * , its CostMinimizing lead time, given the reaction function of the retailer:
Search Algorithms
In order to obtain the Centralized solution and Stackelberg equilibrium, we have four decision variables: r, Q, l, and . As stated in previous sections, is an explicit function of Q and l (equation 9). In spite of the four-dimensional structure of the model, a three-dimensional search should be used to find the solutions. We assume that all variables but are integer numbers. Algorithms 1 and 2 summarize the computational steps for obtaining the centralized and Stackelberg solutions, respectively. Consider that the step 3 of both algorithms is associated to sub-algorithms 1 and 2, respectively. Calculate the retailer's optimal reaction (r, and Q) for current lead time (l). And set them r(l), and Q(l) respectively (sub-algorithm 2) Step 4.
Calculate the production rate and ( ( ), ( ), , ( )) that is the manufacturer cost for current lead time (l), and retailer's optimal reaction Step 5. Initialization: Set = 0 Step 2. Set = + 1 Step 3. Calculate * ( ) that is the optimal order quantity for current reorder point
Step 3.1. Set = 0 Step 3.2. Set = + 1 Step 3.3.
Calculate ( ), and ( , , ( )) for current r, Q, and ( ). Calculate * ( ) that is the optimal order quantity for current reorder point
Step 3.1.
Calculate ( , ) that is the retailer's cost for current r and Q.
Step 3.4. if = 1, go to Step 3.2; otherwise go to next step Step 3.5.
If R ( − 1, ) ≥ ( , ), go to Step 3.2; otherwise * ( ) = − 1, so, go to
Step 4
Step 4. if = 1, go to Step 2; otherwise go to Step 5 Step 5.
if ( * ( − 1), − 1) ≥ ( * ( ), ), go to Step 2; otherwise ( ) = − 1, and ( ) = * ( − 1), so, stop.
Numerical Study
In this section, we present detailed numerical examples to: 
Base Case
In our numerical study, we consider a base-case for implementing our algorithms.
The parameter values for the base-case are presented in Table 1 . Figure 3 shows the variation of manufacturer cost with respect to the lead time in the game approach. As shown in the figure, when the lead time is equal to 8, the manufacturer cost is minimized. Furthermore, Figure 4 illustrates the variation of the total cost with respect to the lead time in the Centralized approach. When the lead time is equal to 2, the total cost is minimized. Table 2 summarizes the Centralized and Stackelberg solutions for the base-case values. From table 2, the lead time and order quantity have increased in the game approach, but the production rate has decreased, and the reorder point has not changed. The manufacturer cost is decreased by 48%, and the retailer cost is increased by 84% in the game approach. So, the manufacturer gains the advantages of the game approach for decreasing his costs. However, the total cost in the game approach is increased by 26% subject to the centralized approach. This is known as the competition penalty. 
Stackelberg Equilibrium
In this section, we illustrate the Stackelberg equilibrium point graphically for the base-case values. To simplify the problem, we will assume that the reorder point is constant and equals to 7. Therefore, the manufacturer and the retailer play a Stackelberg game to determine Q and l. As noted before, when the manufacturer sets his lead time value to l, then the retailer's reaction function will be as follows:
The manufacturer chooses * , given the reaction function of the retailer:
In other words, the manufacturer wants to find a combination of the lead time and the order quantity that minimizes the costs in which the order quantity would be the reaction value of the retailer to the manufacturer strategy (l). To analyse the problem graphically, remember that equilibrium will be where the retailer's reaction functions or ( ) is tangential to the manufacturer's ISO-cost curve.
Consider that the ISO-cost curve consists of all combinations of and that yield the same cost for the manufacturer. Figure 5 shows the Stackelberg equilibrium point for the base-case data. There are two ISO-cost curves in the figure.
Remember that, the lower ISO-cost curve represents the higher levels of Cost. The Retailer's reaction function is tangential to the Manufacturer's ISO-cost curve with the value of 47.04 where l, and Q are equal to 8 and 212, respectively. Then Stackelberg equilibrium point will be( , ) = (8,212). 
Sensitivity Analysis
In this section, we perform a sensitivity analysis by changing the values of system parameters in the base-case. We solve a sample of 500 problems and then we draw the relevant conclusions in each sub section. 
Variations of Optimal Solution and Game Equilibrium
The Centralized solution and Stackelberg Equilibrium of the system along with the sensitivity analysis for all parameters are presented in Table 3 . We vary the parameters one at a time by doubling and halving the base-case values. production, and then they could reduce the production rate. In the other hand, regarding to the increase on the cycle time, the retailer has to increase his order quantity. This reaction is in the same direction of the manufacturer goal, because ( )/ = 1/ ≥ 0. It is reasonable for the retailer to increase the reorder point regarding to increase on the lead time in order to reduce his shortage cost, but he acts vice versa. Because, increasing the reorder point is in opposition to the manufacturers' goal. It can be proved that the increasing one unit on the reorder point results in decreasing the cycle time by ( + 1, )/ . So if the retailer wants to increase the reorder point, the manufacturer increases the lead time to compensate the reduction on the cycle time.
(2) Furthermore, the decentralized approach raises the supply chain inventory relative to the centralized solution. In other words, if firms choose the optimal solution, they will tend to decrease inventory.
(3) The Manufacturer only spends a portion of lead time for production. This time is equal to / . The remaining time ( − 0 ) is spent to holding inventory without production. The manufacturer delivers a batch as soon as possible after the production period in the Centralized approach. However, in the game approach, he prefers to deliver the batch very late in some cases. This result in increasing the retailer's cost.
Variations of the Manufacturer and the Retailer Costs
In the centralized approach, there is no inventory system if the lead time value is greater than 54. In other words, the total average cost of the retailer exceeds λπ, then it is reasonable that every order has been lost. In this approach, the maximum value of the order quantity is 320. However, in the decentralized approach, for any value of the lead time, there exists an inventory system. The maximum value of the order quantity is 499 (also for infinite values of the lead time). This is because the holding cost for the 500 th unit and above values of the order quantity is greater than their shortage cost. Figure 6 shows the variations of the manufacturer and the retailer costs with respect to some selected parameters for two policies. CM and CR represent the manufacturer and the retailer cost, respectively. We select several representative observations summarized as follows:
(1) The manufacturer gains the advantages of the game approach for decreasing costs. However, the retailer cost in the game approach is always greater than its value in the centralized approach.
(2) In the centralized approach, the effects of increment in the shortage cost are tolerated by the manufacturer. However, in the game approach, the manufacturer chooses his strategy in a manner that his cost experiences no rise.
(3) The retailer cost increment is always greater than the manufacturer cost decrement in the game approach. For example, in the base-case, the game approach results in an increase of 97 units in the retailer cost, however, the manufacturer cost decrement is 43 units. 
Variations of the Competition Penalty
The competition penalty is the difference between the Centralized total cost and Stackelberg total cost measured as a fraction of the Centralized total cost. Figure 7 shows the variations of the competition penalty (ρ) with respect to some selected parameters of the system. We select several representative observations summarized as follows:
(1) The value of ρ is always positive. So, the total cost in the decentralized approach is always greater than that in the Centralized approach.
(2) The competition penalty is less sensitive to variations of A'. 
Conclusions
Whereas, the firms in a supply chain may agree to cooperate in order to minimize overall system costs, each firm may face the temptation to deviate from any agreement to reduce its own costs. This paper has studied the difference between the Centralized and decentralized approaches in a two-stage serial supply chain in which the manufacturer has the opportunity to obtain some inventory and marketrelated information of the retailer and then they can take advantage of this information for decreasing their own costs. We provided a numerical example and the corresponding sensitivity analysis for evaluating the costs, the competition penalty, and the manufacturer's and retailer's decisions in the two approaches. Here are some important results:
(1) The Decentralized approach reduces the systems cost efficiency.
(2) Shortage cost has the most significant influence on the competition penalty. For example, with the increase of the shortage cost from 50 in the base-case to 250, the competition penalty increases from 26% to 150%.
(3) The manufacturer gains the advantages of the game approach for decreasing their costs. However, the retailer cost increased in the game approach. Additionally, the retailer cost increment is always greater than (4) In the Decentralized approach, manufacturer tends to increase the lead time and decrease the production rate. On the other hand, the retailer wants to increase the order quantity and doesn't want to increase the reorder point.
(5) The decentralized approach raises the supply chain inventory relative to the centralized approach. In other words, if firms choose the optimal solution, they will tend to decrease inventory. However, Cachon and Zipkin (1999) [1] suggest the opposite in a condition that two firms use base stock policy.
Our research could be extended in several possible directions. Because the decentralized approach reduces the system's cost efficiency, there is an opportunity for the players to coordination in order to align their incentives to reduce the supply chain's costs. Numerical studies indicate that the optimal solution is never a game equilibrium, so the firms can sign a contract with the purpose of achieving the system optimal solution, as in a game equilibrium. Moreover, we consider the lost sales policy in our inventory system, however, in some real inventory systems, it is more reasonable to assume that some of the excess demands are backordered, and the rest is lost. Then, we can extend the model in which a partial backorder policy is allowed.
