We analyze the behavior of solutions of the Poisson equation with homogeneous Neumann boundary conditions in a two-dimensional thin domain which presents locally periodic oscillations at the boundary. The oscillations are such that both the amplitude and period of the oscillations may vary in space. We obtain the homogenized limit problem and a corrector result by extending the unfolding operator method to the case of locally periodic media. We emphasize the fact that the techniques developed in this paper can be adapted to other locally periodic cases like reticulated or perforated domains where the period may be space-dependent.
Introduction
In this paper we study the behavior of the solutions of the Neumann problem for the Laplace operator    −∆u + u = f in R ∂u ∂ν = 0 on ∂R (1.1) where f ∈ L 2 (R ), ν = (ν 1 , ν 2 ) is the unit outward normal to ∂R and ∂ ∂ν is the outside normal derivative. The domain R is a two dimensional thin domain which presents a highly oscillatory behavior at the top boundary, given by R = {(x, y) ∈ R 2 | x ∈ (0, 1), 0 < y < G(x, x/ )} (1.2)
where G(·, ·) is a smooth function satisfying 0 < G 0 ≤ G(·, ·) ≤ G 1 for some fixed positive constants G 0 , G 1 and for fixed x ∈ (0, 1), the function G(x, ·) is l(x)-periodic, with the function l(·) not being necessarily constant. This includes the case where the thin domain is locally periodic with constant period, for instance, G(x, x/ ) = a(x) + b(x)g(x/ ) where a, b : (0, 1) → R are C 1 functions and g : R → R is an L-periodic smooth function (see for instance [4] ). But, it also includes the very important and relevant case where the period changes as we vary x. For instance, G(x, x/ ) = a(x) + b(x)g(l(x)x/ ) where l : R → R is certain smooth function. The main novelty in this work is that we consider domains where both the amplitude and frequency of the oscillations depend on x (see Figure 1 ). In this respect we are deviating from the purely periodic case, which is the most common setting in homogenization theory and we are interested in analyzing how the geometry of the domain, the varying amplitude and period of the function G, affects the homogenized limit problem.
The purely periodic case can be addressed by somehow standard techniques in homogenization theory, as developed in [8, 13, 27] . If G (x) = G(x/ ) where G is an L-periodic C 1 function and if we denote by Y * = {(y 1 , y 2 ) ∈ R 2 : 0 < y 1 < L, 0 < y 2 < G(y 1 )} then the limit equation is shown to be −q 0 w xx + w = f (x), x ∈ (0, 1)
where
and X is the unique solution of certain PDE problem posed in the basic cell Y * . We refer to [22, 4, 3] for details. Also, the case where the function G(x, ·) is L-periodic with L independent of x, that is, locally periodic case with fixed period, was analyzed in [4] . With the method of oscillatory test functions applied first to the case of piecewise periodic case and then with a domain perturbation argument, the following limit problem was obtained:
(q(x)w x ) x + w = f (x), x ∈ (0, 1) 1 − ∂X(x) ∂y 1 (y 1 , y 2 ) dy 1 dy 2 , (1.5)
p(x) = |Y * (x)| (1.6) and X(x)(·, ·) is the unique solution of an appropriate PDE problem posed in the basic cell Y * (x) which depends on the variable x and it is given by Y * (x) = {(y 1 , y 2 ) ∈ R 2 : 0 < y 1 < L, 0 < y 2 < G(x, y 1 )}.
Notice that if we assume that Y * (x) ≡ Y * , then we recover the homogenized problem in the purely periodic case. The analysis from [4] used in a very definite way that the period of the function G(x, ·) is independent of x and the techniques do not apply in a very straightforward way to the more general case of a varying period.
In the literature there are several, although not many, works on homegenization in locally periodic structures. In [11, 23, 24] an asymptotic expansion technique was used to obtain the limit problem and the estimates of the rate of the convergence for problems defined in domains with locally periodic perforations, i.e. the geometry of the cavities varies with space. Two scale convergence was applied in [12, 21] to homogenize the warping, the torsion and the Neumann problems in two dimensional domains with smoothy changing holes and in [20] two scale convergence was generalized to a locally periodic and fibrous media. All these works deal with the case where the basic cell varies with space but the period in which the basic cell is spaced is constant and do not vary with space.
Our work, which was announced in [7] , differs from the articles mentioned above, since we consider thin domains where not only the amplitude, but also the frequency of the oscillations depend on x. We will get the associated homogenized limit problem, together with a corrector result by extending the unfolding operator method (see [2, 9] for the first descriptions of the method and [15, 16] for a systematic treatment), to problems defined on thin domains with locallyperiodic oscillatory boundary. This extension is performed for the case of thin domains, but the ideas and techniques can be applied to other situations like perforated domains where both hole and periodicity of the cell vary smoothly. As a matter of fact, the limit problem we obtain is:
where Y * (x) is the basic cell given by
and X(x)(·, ·) is the unique solution of an appropriate PDE problem posed in the basic cell Y * (x). Notice that if l(x) is a constant independent of x ∈ (0, 1) we recover (1.4), (1.5), (1.6). The paper is organized as follow. In Section 2, we introduce the notations and main properties of the unfolding operator for locally periodic thin domains. In Section 3, we present some convergence results related to the unfolding operator. The essential result for the work is the compactness Theorem 3.10. In Section 4, we apply the previous results to obtain the homogenized limit problem. The Theorem 4.1 shows two equivalent formulations of the homogenized limit problem. Finally, in Section 5, we introduce an averaging operator U , the adjoint of the unfolding operator, and we prove its main properties. To end the paper, we use the averaging operator to obtain a corrector result.
The unfolding operator in a domain with locally-periodic oscillatory boundary
The thin domain we are going to work with is defined by (1.2) , where the function G, defined as
is a smooth function and G(x, ·) is l(x)-periodic for each x ∈ (0, 1). Moreover, there exist two positive constants G 0 , G 1 such that
With respect to the varying period, we assume (H) The function l(·) is smooth and there exist positive constants l 0 , l 1 such that 0 < l 0 l(x) < l 1 for all x ∈ (0, 1) and furthermore xl (x) < l(x), ∀x ∈ (0, 1).
The following notations will be used throughout the analysis: -Ω = (0, 1) × (0, G 1 ).
-The representative cell at the fixed point x ∈ (0, 1) is defined as
Observe that properly speaking there is not a basic cell since the periodicity properties vary from point to point in x ∈ (0, 1). Nevertheless, we will refer to Y * (x) as the basic cell at x.
Observe that this set is the bottom boundary of W . -We denote the standard extension by zero by .
-Given an interval (a, b) ⊂ R we denote its characteristic function by χ (a,b) . -χ is the characteristic function of R and χ the characteristic function of W .
-We will use the subindex # to denote periodicity with respect to the y 1 variable in the following sense. For every fixed x ∈ (0, 1), the space C k # Y * (x) consists of all functions ϕ which are obtained as restrictions to Y * (x) of functions in C k (R 2 ) which are l(x)-periodic in the first variable. That is
This is a Banach space with the usual norm
. Moreover, the space C ∞ # (W ) is the space of functions which are restrictions to W of functions ϕ ∈ C ∞ (R 3 ) which for fixed x ∈ (0, 1) they are periodic in the y 1 variable of period l(x), that is: ϕ(x, y 1 + l(x), y 2 ) = ϕ(x, y 1 , y 2 ). We define the spaces of Banach space-valued functions L p (0, 1);
actually coincides with the space of functions ϕ ∈ L 2 (W ) such that
ess sup
We usually write
In contrast to the periodic case, in the locally periodic one (specially when the period vary with x ∈ (0, 1)) it is not possible to choose a basic reference cell C * such that the domain R is obtained by the union of the translates of C * . Therefore, a delicate point in the construction of the operator is to define an appropriate partition of the limit segment I = (0, 1) which will be in accordance with the oscillatory behavior of the thin domain (1.2). We will start defining the concept of "admissible partition" of the interval (0, 1). Definition 2.1. An admissible partition is given by the family of ordered numbers
We will refer to the partition as {x k }.
Some of the results below will be proved for a general admissible partition {x k }.
We consider now a general admissible partition {x k }. For every x ∈ (0, 1) there exists a unique element of the partition, x k , such that x ∈ [x k , x k+1 ). By the analogy to the periodic case, we denote this point x k by [x] . In addition, since the partition is not equally spaced we consider for every x ∈ (x k , x k+1 ) the factor Γ [x] given by
Then, for each x ∈ (0, 1) there is a unique point in y 1 ∈ 0, l([x] ) such that
We are in a position to define the Unfolding Operator in our setting.
Definition 2.2. Let {x k } be a general admissible partition as in Definition 2.1. Let ϕ be a Lebesguemeasurable function in R . We define the unfolding operator T associated to the partition {x k }, acting on ϕ, as the function T (ϕ) defined in (0, 1) × Y * as:
As in classical periodic homogenization, the unfolding operator reflects two scales : the "macroscopic" scale x gives the position in the interval (0, 1) and the "microscopic" scale (y 1 , y 2 ) gives the position in the cell Y * . However, due to the locally periodic oscillations of the domain R , the definition given here differs from the introduced in periodic cases. In this case, we can not find a fixed cell that describes the domain R , therefore, in the definition we use the rectangle Y * = (0, l 1 ) × (0, G 1 ), the extension by zero and the factors Γ [·] to cover R and to reflect the oscillations and the variable period. As a consequence we remark that there exist two crucial differences:
1. The support of the functions T (ϕ) depends on . (See Figure 2) . As a matter of fact for a general ϕ the support of the function T (ϕ) is given by
Then, we have to prove that the sequence of these three dimensional domains W converges in certain sense to the fixed domain W as goes to zero. (See Proposition (3.4) below). 2. Even if ϕ is very regular, T (ϕ) does not inherit regularity as a function of (y 1 , y 2 ). This is a delicate point to obtain the limit of T (
To overcome this difficulty we will use an approach inspired by [1] . In the following proposition we show the main properties of unfolding operator which will be used. Some of them are straightforward and their proofs are omitted. Proposition 2.3. The unfolding operator T associated to a general admissible partition {x k } has the following properties:
and f : R → R a continuous function with f (0) = 0.
iii) Unfolding criterion for integrals (u.c.i.) :
In addition, the following relationship exists between their norms:
In the special case p = ∞,
We define the sequence {ψ } by
then, ψ ∈ C ∞ (R ) and
Proof. i) Immediate from the definition of the unfolding operator. ii) Simple consequence of definition of the unfolding operator. iii) Let ϕ ∈ L 1 (R ). The proof is similar for both equalities so that we will see only the first one:
ϕ(x, y) dxdy
iv) Consequence of iii). v) First we will see that {ψ } is well defined. For every x ∈ (0, 1) there exists k ∈ N large enough so that
and we can conclude that the function is correctly defined. Now, the proof is immediate from the regularity of ψ and the Definition 2.2.
Remark 2.4. Properties iii) and v) will be essential to get the homogenized limit problem. The u.c.i enables that the unfolding operator conserves the integral of the functions (up to the multiplicative piecewise constant function l([·] ) ) and property v) shows the relationship between test functions.
Remark 2.5. Due to the order of the height of the thin domain the factor 1 appears in the criterion for integrals and in property iv). Therefore, it makes sense to consider the following measure in the thin domain
This measure preserves the relative capacity of the measurable subsets of R and allows us to introduce the spaces L p (R , ρ ) and W 1,p (R , ρ ), for 1 ≤ p < ∞ endowed with the norms obtained rescaling the usual norms by
Then, using the notation above we can rewrite the property iv) as
Convergence properties of the unfolding operator
In this section we analyze the convergence properties of the unfolding operator defined in the previous section, as → 0. To have good convergence properties of the unfolding operator we will need to choose an appropriate admissible partition which is related to the variable period l(x) of the boundary of the thin domain and we will denote this special partition as the l(x)-partition. To construct the l(x)-partition, first of all, notice that from hypothesis (H) the function x → x l(x) is strictly increasing in x ∈ (0, 1) since its derivative is
> 0. Therefore, Definition 3.1. For every fixed, we define N the largest integer such that N l(1) < 1 and consider the points x k ∈ (0, 1) such that Figure 2) . Hence, the l(x)-partition is defined by {x k } such that
(3.1)
The l(x)-partition is correctly defined and it is an admissible partition by assumption (H). This hypothesis guarantees that the function x l(x) is strictly increasing. Moreover, notice that the distance between two consecutive points is not constant but somehow reproduces the locally periodic structure of the thin domain and satisfies that x k+1 − x k ≤ C . Remark 3.2. To "justify " the choice of the l(x)-partition, consider the particular case where the function which defines the oscillatory boundary of the thin domain, see (1.2), is given by
with l(·) verifying assumption (H). In this case, it seems reasonable to define the unfolding operator with the points that reproduce the periodicity of the function x → G(x, x/ ) and in particular, an appropriate choice would be the points which are at the top part of the oscillatory boundary, that is, G(x, x/ ) = 3, or equivalently,
we obtain a sequence of points which verify
Observe that these points coincide with the points of the l(x)-partition. It turns out that these points also work when the amplitude of the oscillations also varies in space since they continue to reproduce in a good way the locally oscillatory behavior of the oscillations.
We start showing that the domains W , see (2.2), converge to the domain W in the sense that the characteristic functions converge strongly in L p , 1 ≤ p < ∞. Let us recall that χ the characteristic function of W , χ is the characteristic function of R and therefore T (χ ) is the characteristic function of W . The fact that W " approaches " W is expressed in the following result.
We start showing the following key property of the partition {x k } chosen in this Section. Proposition 3.3. If {x k } is the l(x)-partition and with the notation above, we have the following
Proof. In order to show (3.2), we observe that since G(x, ·) is l(x)-periodic and all the points constructed in (3.1) satisfy
Then, using the regularity properties of G(·, ·) and l(·), see (H), we only have to prove the following convergences for every x ∈ (0, 1) and y 1 ∈ (0, l(x)):
The convergences (3.3) and (3.4) are immediate from the definition of admissible partition and of [x] and Γ [x] . In order to prove (3.5) we study the limit of the following two terms:
Consequently we obtain
Moreover, we can prove that
If we suppose that this is not true and we pass to the limit then we have , at least for a subsequence, that
This contradicts the assumption (H).
Hence we can write
Taking into account the above equality (3.6) and the hypothesis (H) we get the limit:
Now it is possible to pass to the limit in the right-hand side by using the convergence (3.7). Hence, we have that
Therefore, from (3.7) and (3.8), we obtain the converge (3.5)
This concludes the proof of the proposition.
With the above result we can show, Proposition 3.4. With the notations above and if T is the unfolding operator associated to the l(x)-partition {x k }, we have
Proof. Since T (χ ) and χ are uniformly bounded functions (they are actually bounded by the constant 1), it is enough to prove the convergence for p = 1. Considering the set represented by each characteristic function we can write:
|χ(x, y 1 , y 2 )|dy 2 dy 1 dx
With the convergence
which follows easily from the definition of [x] and the continuity of the function l(·), together with (3.2) and with the aid of the Lebesgue's Dominated Convergence Theorem, we easily prove that
Remark 3.5. The proposition above is basic to get the homogenized limit problem. By using this proposition we will be able to pass to the limit although our unfolded functions are not defined on a fixed domain. Then, it justifies to introduce the set W which is the expected limit domain.
Remark 3.6. Note that the choice of the points of the l(x)-partition is a key point to obtain the convergence of the domains. Somehow, the fact that the partition suitably reflects the geometry of the domain is very critical to obtain the convergence result. For example, let's see that things may go wrong if we do not choose wisely the admissible partition, even in the purely periodic case. If we assume that the oscillatory boundary of the thin domain is given by a function g : R → R L-periodic and we consider the partition
where L 1 is rationally independent of L. Notice that this partition is an admissible one, but in this case, Proposition 3.3 does not hold, precisely because L 1 and L are rationally independent.
Proposition 3.7. Let ϕ ∈ L p (0, 1), 1 ≤ p < ∞. Then if T is the unfolding operator associated to the l(x)-partition, we have
Proof. The result is obvious for any ϕ ∈ D(0, 1).
from which the result is straightforward.
As we mentioned at the end of Section 2, see Remark 2.4, we need to establish a link between test functions in R and test functions in W . Now, we study the convergence of these functions.
Then if T is the unfolding operator associated to the l(x)-partition
Proof. We have already shown that ψ is well defined, see Proposition 2.3, v). Then, we only have to prove the convergence.
Since ψ is continuous on W and taking into account the convergences (3.4) and (3.5) we have
Hence, due to (3.10), Proposition 3.4 and by applying the Lebesgue's Dominated Convergence Theorem we obtain the result.
So far we have only considered functions in L p (R ). Now we study the behavior of sequences in W 1,p (R ). We will prove a compactness result which allows us to obtain the limit of the unfolded derivatives. Before that, we need to state and prove a technical Lemma which we will use later on.
ψ(x, y 2 )dy 1 dy 2 = θ(x) ∀x ∈ (0, 1),
where B 1 is the following lateral boundary of W B 1 = {(x, 0, y 2 ) : x ∈ (0, 1) and 0 < y 2 < G(x, 0)} {(x, l(x), y 2 ) : x ∈ (0, 1) and 0 < y 2 < G(x, 0)} .
Proof. Let us considerer the cell
, ∀x ∈ (0, 1). We define the following auxiliary problem:
where A 1 is the upper boundary and A 2 is the lower boundary of Y * 0 . This problem admits an unique, nonzero solution that we can obtain explicitly:
Then we define the function ψ by:
Since Y * 0 ∂v ∂y 2 2 dy 1 dy 2 = Y * 0 v dy 1 dy 2 , it is easy to see that ψ satisfies all the properties of the Lemma.
We are now in position to state the main result of this section.
uniformly bounded. Then, if T is the unfolding operator associated to the l(x)-partition i) There exists a function ϕ in W 1,p (0, 1) such that, up to subsequences:
) such that, up to subsequences:
Proof. i) Since the norm |||ϕ ||| L p (R ) is uniformly bounded in , using Proposition 2.3, iv), we deduce that T (ϕ) L p (0,1)×Y * is also uniformly bounded and, therefore, we can extract a subsequence of T (ϕ ), still denoted by T (ϕ ) such that
To check thatφ is zero outside W is obvious from Definition 2.2 and Proposition 3.4.
Now we prove thatφ does not depend on (y 1 , y 2 ) in W . For this, let Ψ = (ψ 1 , ψ 2 ) be a function in [D(W )] 2 . We also denote by Ψ the extension by zero and notice that it belongs to [
In addition, set
Integrating by parts, we have
Then, by the criterion for integrals, Proposition 2.3, we obtain
Passing to the limit in both terms with the help of Proposition 3.4 and Proposition 3.8 we get
This implies thatφ does not depend on (y 1 , y 2 ) in W . Then we can conclude that there exists a function ϕ ∈ L p (0, 1) such that:
We see now that ϕ ∈ W 1,p (0, 1). For this, for any function θ(x) ∈ D(0, 1) let ψ be the function in W 1,q (W ),
where B1 is the lateral boundary of W defined in Lemma 3.9. Note that the extension by zero of ψ in the direction y 2 belongs to the space W 1,q ((0, 1) × Y * . We define the sequence {ψ } by
Integrating by parts, we obtain
Then, by the unfolding criterion for integrals, we have
We can pass to the limit in (3.11) using Proposition 3.4 , Proposition 3.8 and assuming that T ∂ϕ ∂x ξ 0 (x, y 1 , y 2 ) w-L p (0, 1) × Y * , it will be seen in the second part of Theorem. Thus, we get
By using Lemma 3.9 above, the right-hand side of (3.12) becomes (0,1) ϕ(x) ∂θ ∂x (x)dx, while the left-hand side is a linear continuous form in θ(x) ∈ D(0, 1). This implies that ϕ ∈ W 1,p (0, 1).
ii) Since |||ϕ ||| W 1,p (R ) = −1/p ϕ W 1,p (R ) is uniformly bounded, using property iv) in Propo- 
First note that ξ 0 = ξ 1 = 0 in (0, 1) × Y * \W follows from the definition of unfolding operator and Proposition 3.4.
In order to find the precise form of ξ 0 and ξ 1 in W we argue as follows.
where n (y 1 ,y 2 ) (x) is the outward normal to ∂Y * (x) for every x ∈ (0, 1). From Proposition 3.8 we can define Ψ ≡ (ψ 1 , ψ 2 ) ∈ [W 1,p (R )] 2 , where
Then, integrating by parts, we have
Applying the unfolding criterion for integrals we can write (3.13) as:
Passing to the limit in both terms with the help of Proposition 3.4, Proposition 3.8 and the convergence in i) we get
Hence, we obtain
14)
The Helmholtz decomposition, see [17] , yields that the orthogonal of divergence-free functions is exactly the gradients. Then, we can conclude that there exists a function ϕ 1 ∈ L p (0, 1);
which ends the proof of the Theorem.
Remark 3.11. As we wrote in the introduction, this Theorem is the main tool to obtain the homogenized limit problem. On one hand, it shows that the limit ϕ lies in W 1,p (0, 1), which was not clear at all in view of the a priori estimates because T (ϕ ) is defined on a varying set. On the other hand, it allows us to relate the limit of the unfolded derivatives T ∂ϕ ∂x and T ∂ϕ ∂y with the weak derivative of ϕ. Note that the variable period plays a decisive role in the limit and, as we will see in the next section, it enters into the limit equation.
Remark 3.12. The proof provided for Theorem 3.10 uses similar techniques as in [1] . It is also possible to obtain the same result by adapting the scale-splitting operators, Q and R , introduced in [14] to the new situation presented in this paper. However, the calculations using these operators are a little bit more involved.
Homogenization of the Neumman problem
In this section we return to the problem (1.1) presented in the Introduction and we show how the unfolding operator method adapted to this new situation allows to obtain the homogenized limit problem. We will need the results from the previous Sections and in particular the convergence result from Theorem 3.10. Therefore, throughout this Section we will assume that the unfolding operator T is the one associated to the l(x)-partition.
We start by recalling the problem:
with f ∈ L 2 (R ) and where ν = (ν 1 , ν 2 ) is the unit outward normal to ∂R and ∂ ∂ν is the outside normal derivative. The domain R is a two dimensional thin domain which is given by
where G(·, ·) is a function satisfying the assumptions established in Section 2. From Lax-Milgran Theorem, we have that problem (4.1) has a unique solution for each > 0. We are interested here in analyzing the behavior of the solutions as → 0. The variational formulation of (4.1) is
Now we are in condition to state and prove the homogenization result.
Theorem 4.1. Let u be the solution of problem (4.1). Assume that f ∈ L 2 (R ) satisfies |||f ||| L 2 (R ) ≤ C with C independent of the parameter and, therefore, there existsf ∈ L 2 (W ) such that, via subsequences,
and 5) and the pair (u, u 1 ) is the unique solution of the problem
Equivalently, u ∈ H 1 (0, 1) is the unique weak solution of the following Neumann problem, it was obtained through the relation u 1 (x, y 1 , y 2 ) = −X(x)(y 1 , y 2 )
and X(x) is the unique solution which is l(x)-periodic in the first variable, of the problem
X(x) dy 1 dy 2 = 0 (4.10)
in the representative cell Y * (x) given by
is the upper boundary and B 2 (x) is the lower boundary of ∂Y * (x) for all x ∈ I.
Remark 4.2. Observe that the limit equation (4.7) reflects the geometry of the thin domain. As it is reasonable to expect , the family of solutions converge to a function of just one variable which satisfies a elliptic equation in one dimension and the variable period appears explicitly in this equation.
Proof. We start by establishing a priori stimates of u . In fact, taking ϕ = u in the variational formulation (4.2), we obtain ∂u ∂x
Taking into account that there exists
Therefore, the compactness Theorem 3.10 implies that there exist u ∈ H 1 (0, 1) and
(4.15)
We are now in the position of finding the homogenized equations satisfied by u and u 1 . Let us apply the unfolding operator to the original variational formulation (4.2). For φ ∈ H 1 (0, 1), by the unfolding criterion for integrals (2.3), we have
Observe that in this last equality we have taken φ ∈ H 1 (0, 1) and the term including partial derivative with respect to y does not appear. By the convergences of (4.15) together with Proposition 3.7 we can pass to the limit in the last equality and we obtain the first equation:
We take now as a test function in (4.2) the function v defined by:
where ψ ∈ C ∞ # (W ). It is obvious from the definition that v ∈ H 1 (R ). Furthermore, it satisfies
Hence, using the properties of the unfolding operator we can show,
(4.17)
Due to the unfolding criterion for integrals, from the variational formulation (4.2) we obtain
Now using the three statements in (4.17) and (4.15), we pass to the limit in (4.18) and we obtain the second equation:
By density, (4.19) holds true for any function ψ ∈ L 2 (0, 1); H 1 # Y * (x) . Therefore, by summing (4.16) and (4.19) we have the homogenized system (4.6).
To end the proof we will see the relation between the homogenized system and the classical homogenized equation (4.7) . This is achieved by using the solutions of the problem (4.10). Treating x as a parameter in (4.19) is easy to check that it is a variational formulation associated to the following cell-problem: 20) where
) is the unit outward normal to ∂Y * (x), B 1 (x) is the upper boundary and B 2 (x) is the lower boundary of ∂Y * (x) for all x ∈ I. Thus, taking into account u is independent of (y 1 , y 2 ) one can see inmediatly that:
where X(x) is the solution of (4.10).
Replacing u 1 by its value, (4.21), in the equation (4.16) we obtain the weak formulation of (4.7). The uniqueness and existence of weak solution of the problem (4.7) is an inmediate consequence of the Lax-Milgram theorem.
Remark 4.3. If the non homogeneous term f (x, y) is a fixed function depending only on the first variable, that is, f (x, y) = f (x), it is easy to see that f 0 (x) = |Y * (x)| l(x) f (x) and therefore, (4.7) can be written as
Remark 4.4. Notice that in case G presents a purely periodic behavior we recover the homogenized limit problem obtained in [3] . On the other hand, in case the amplitude of the oscillation depends on x but the period is constant, l(x) ≡ L, we obtain the same homogenized limit problem as in [4] . Now, we show a result where we get to improve the convergences (4.4) and (4.5). It is based on the convergence of the energy. 
Proof. Taking ϕ = u l(x) in the variational formulation (4.2), we obtain
Therefore, using the unfolding criterion for integrals and passing to the limit we get the following convergence
On the other hand, choosing φ = u l(x) and ψ = u 1 as test functions in (4.6) we get Consequently, due to the weak convergences (4.4), (4.5) and the convergence (4.25) we can ensure by the Radon-Riez property the strong convergences (4.22).
Corrector result for the Neumann problem
In this section we address the question of correctors for problem (4.1). To do that, we need the averaging operator U , adapted to locally periodic thin domains, see [15] for the definition for a purely periodic case. In principle, this operator could be associated to any "admissible partition" {x k } but since we will use it in connection with convergence properties of the solutions and will use the results from previous sections, we will consider it is already associated to the l(x)-partition, see Definition 3.1. Hence, we define 
ii) Let p belong to [1, ∞] . The averaging operator U is linear continuous from L p ((0, 1) × Y * ) to L p (R ) and there exists a constant C > 0 independent of such that
ii) It is a immediate consequence of the duality above and of the property iv) in Proposition 2.3. iii) Simple consequence of the definition of the operator U .
iv) The result is clear for any ϕ ∈ D(0, 1). By density, we obtain the convergence. v) It is a direct consequence of the properties ii) and iii). Observe that
Finally, we give a general corrector result. We show convergence in H 1 -norms if we add the first-order corrector to the original solutions u . Remark 5.4. Notice that the special feature of the first-order corrector function, ∂u ∂x X(x, x/ , y/ ), is that its dependence of x involves the spatial changes of the basic cell Y * (x) through the solution X(x) to the auxiliary problem.
Proof.
i) Using the change of variables (x, y) → (x, y/ ) and extension operators, it is easy to prove this convergence. ii) This convergence follows from strong convergences Corollary 4.5 and using the property ii) and iii) of U in Proposition 5.2. iii) Due to the regularity of the functions G(·, ·) and l(·) we can ensure that the function X belongs, at least, to H 1 (0, 1); C 1 # Y * (x) , to prove that X has at least one derivative with respect to x techniques of perturbation of the domains can be used, see [ In order to simplify the notation we consider the following functions, X x (x, y) = ∂X ∂x x, x , y , X 1 (x, y) = ∂X ∂y 1 x, x , y and X 2 (x, y) = ∂X ∂y 2 x, x , y , ∀(x, y) ∈ R .
Analogously to (5.1), we can get For the second term, adding and substracting the appropiate functions and with the triangular inequality we obtain ||| ∂u ∂x − ∂u ∂x + ∂u ∂x X x (x, y) + ∂u ∂x X 1 (x, y) + ∂ 2 u ∂x 2 X(x, x/ , y/ )||| L 2 (R ) ≤ I 1 + I 2 + I 3 , where
It follows from convergene ii) that Therefore, in light of (5.3), (5.4), (5.5) and (5.6) we prove iii).
