derlying asset price. For foreign currency options, the evidence amassed from time series analyses and from option prices regarding the conditional and unconditional moments of exchange rate processes appears qualitatively in agreement. It is undisputed that volatility is timevarying, as evinced in plots of implicit volatilities over time and in the extensive literature on ARCH and GARCH models.1 Time series studies also indicate that the unconditional distribution of log-differenced exchange rates is leptokurtic, and that there is an inverse relationship between excess kurtosis and the length of the holding period.2 Conditional leptokurtosis has also been found in time series studies (e.g., fat-tailed residuals from ARCH/GARCH models), while the "volatility smile," or U-shaped pattern of implicit volatilities across different strike prices, indicates conditional leptokurtosis implicit in option prices.3 The evidence regarding unconditional and conditional skewness is more mixed, with time series estimates sensitive to the currency and period used. Studies of option prices have found evidence of substantial positive implicit skewness in options on foreign currencies during the period 1983 to 1985, but there is less evidence during more recent periods.4
Different time series and option pricing models have been employed to capture these salient distributional features. Assorted stationary fat-tailed distributions such as the stable Paretian [Westerfield (1977) ney and Scott (1989) , Melino and Turnbull (1990) , and Cao (1992) . More recent approaches in the time series literature have tended to combine fat-tailed independent shocks and time-varying variances; for instance the Student's t/GARCH model of Baillie and Bollerslev (1989) and the jump diffusion/ARCH model of Jorion (1988) .
This article presents an exchange rate model that is potentially compatible with observed option pricing moneyness and maturity biases and with the distributional properties of log-differenced exchange rates. Extending the Fourier inversion option pricing methodology of Stein and Stein (1991) and Heston (1993) , a tractable and efficient model for pricing American options on combined stochastic volatility/jump-diffusion processes in the presence of systematic volatility and jump risk is developed. By nesting the two skewed and leptokurtic distributions, which of the two better explains the skewness and excess kurtosis implicit in option prices can be examined.
This article also develops methods for testing the consistency of the distributions implicit in option prices with the underlying time series properties of exchange rates and implicit volatilities. In contrast to previous work [see, e.g., Cao (1992), Chesney and Scott (1989) , Jorion (1988), and Melino and Turnbull (1990)], the essential orientation of this article is to see whether the distributional anomalies implicit in option prices are apparent in the underlying time series, rather than examining whether non-Gaussian and nonindependent properties of the time series process are reflected in option prices. Since the central issue is the consistency between options and time series, either approach is, of course, valid. However, using implicit distributions potentially exploits a richer information set than that available from time series analysis. For instance, implicit volatilities from option prices should theoretically summarize all relevant information regarding expected future volatilities, whereas univariate ARCH and GARCH approaches can exploit only the subset of that information inferrable from the past history of asset prices. Equally, option prices should reflect any perceptions of low-frequency, large-amplitude jump risk, whereas time series studies lack the power in the small samples typically available to reliably pick up any low-frequency jump component.
Two tests of the consistency between option prices and time series are developed. First, the compatibility of the stochastic volatility process implicit in option prices with time series properties of implicit volatilities is tested. The test includes the issue raised by Stein (1989) and Campa and Chang (1995) as to whether the term structure of implicit volatilities is consistent with observed mean reversion in implicit volatilities. Broader distributional compatibilities (most importantly with regard to the volatility of volatility) can also be examined. A careful distinction is drawn in the tests between the "risk neutral" distributions implicit in option prices qnd the actual distributions relevant for time series analysis. Second, the conditional distributions implicit in $/DM option prices are tested for consistency with observed changes in log-differenced $/DM futures prices. The test parallels standard tests of the forecasting power of implicit volatilities for future volatility, while also allowing examination of higher moments.
Section 1 presents the postulated stochastic volatility/jump-diffusion process for the $/DM exchange rate, and discusses the methodology for pricing American options when volatility risk and jump risk are systematic. The Philadelphia Stock Exchange foreign currency options data are discussed in Section 2, and implicit parameter estimates are presented. Tests of compatibility with the underlying implicit volatilities and $/DM futures prices are conducted in Section 3. Section 4 concludes.
A Proposed Stochastic Volatility/Jump-Diffusion Model
The following assumptions will be maintained throughout this article: 1. Markets are frictionless: there are no transactions costs or differential taxes, trading can take place continuously, and there are no restrictions on borrowing or selling short.
2. The instantaneous risk-free interest rate, r, and domestic/foreign interest differential, b = r -r*, are known and constant.
3. The exchange rate, S ($/DM), follows a geometric jump diffusion with the instantaneous conditional variance, Vt 
where it is the instantaneous expected rate of appreciation of the foreign currency, X is the annual frequency of jumps, k is the random percentage jump conditional on a jump occurring, and q is a Poisson counter with intensity X. The postulated exchange rate process offers a rich and flexible distributional structure. Skewed distributions can arise either because of correlations between exchange rate or volatility shocks, or because of nonzero average jumps. Similarly, excess kurtosis can arise either from volatile volatility or from a substantial jump component. Furthermore, the two alternate explanations for skewness and excess kurtosis can be distinguished by holding period effects. Stochastic volatility implies a direct relationship between the length of the holding period and the magnitude of conditional skewness and excess kurtosis, whereas jumps imply a strong inverse relationship.
The above process for volatility has been used for pricing options under two polar assumptions about interest rate processes. Bailey and Stulz (1989) and Bossaerts and Hillion (1993) price stock index and stock options using the Cox, Ingersoll, and Ross (1985) general equilibrium production economy, which implies instantaneous conditional variances and interest rates are proportional and follow the square root process above. On the other hand, Hull and White (1988) and Heston (1993) price options off the above stochastic volatility process under the more tractable assumption of constant interest rates. Since Scott (1993) finds that interest rate volatility has little impact on short-term option prices such as those examined in this study, the latter assumption of constant domestic and foreign interest rates will be maintained in this study.
The square root variance process has two major advantages. First, the model can allow for systematic volatility risk, whereas alternate processes such as Hull and White (1987) have had to impose the assumption of nonsystematic volatility risk to generate a tractable option pricing model. If the true process is given by Equation (1), then in a representative agent production economy [see Bates (1988) where Jw is the marginal utility of dollar wealth of the world-average representative investor, AJw/Jw is the random percentage jump conditional on a jump occurring, and dJw/Jw is the percentage shock in the absence of jumps.56 As usual, time-separable isoelastic utility is a convenient assumption to make at this stage, and implies that the volatility risk premium, (v = f(V), depends only on V, ln(1 + k*) is normally distributed with the same variance 32 as the actual jumps, and X* and k* are constant.7 A no-arbitrage constraint on the functional form of the volatility risk premium XDv(V) is that O (0) = 0.8 This restriction precludes modeling the volatility risk premium as proportional to ln(V) when the log of volatility follows an Ornstein-Uhlenbeck process and necessitated Hull and White's (1987) assumption of nonsystematic volatility risk ((v 0) for analytic tractability. In the case of the square root volatility process, however, the volatility risk premium can plausibly be modeled as proportional to the conditional variance Vt:9 (Dv(V) = t V.
The result is that the risk neutral process for the instantaneous conditional variance resembles the true process in form:
Issues of heterogenous international investors and deviations from purchasing power parity, which would involve including additional state variables for the distribution of wealth across heterogeneous agents, are being ignored here. More precisely, such effects are assumed here to affect only the foreign currency risk premium E(dS/S) -(r -r*) = A -b, and therefore have no effect on option prices. The potential general equilibrium effects of the omitted state variables on interest rates and on volatility are ruled out by the imposed distributional assumptions. For an illustration of the (limited) general equilibrium impact of investor heterogeneity on interest rates see Dumas (1989) . 6 The specification of the risk neutral process depends on the choice of numeraire. The above specification of Equations (2) and (3) is the risk neutral process for the $/FC exchange rate S to be used in generating dollar-denominated prices of foreign currency options. For foreign-currency denominated option prices expressed in terms of the FC/$ exchange rates 1/S, it is necessary to use the marginal utility of foreign-currency denominated wealth Je* = SJ,W when computing 4),, X*, and k*. An Ito's lemma-based transformation of variables of the process in Equation (2) using z S-1 is not correct, because of Siegel's paradox. I The additional restriction that the process for optimally invested wealth follow a geometric stochastic volatility/jump-diffusion process with constant parameters is also required. 
where z= ln(ST/SO). The integrals in Equations (13) and (14) can be evaluated efficiently via Gaussian quadrature. A Gauss-Kronrod rule based on IMSL subroutine DQDNG that evaluated Fj(i4) at up to 87 points over a truncated domain was found to be accurate to 10-8 times the spot exchange rate (four orders of magnitude less than the minimum price change), except for extreme and implausible jump parameters.13 Since pricing call and put options of a common maturity and variance require the same values of Fj(i4) regardless of the strike price/spot price ratio, enormous efficiency gains can be realized by evaluating all such options simultaneously.
The 13 Extreme values of k (e.g., 30,000 percent) made F(i4) highly oscillatory, and reduced accuracy to i0-5 x S, which is still an order of magnitude less than the minimum tick size. Accuracy was measured by comparing option prices with those evaluated to 10-1o accuracy using IMSL's adaptive Gaussian quadrature subroutine DQDAGI for integrating functions over a semi-infinite domain. (21) Strictly speaking, the approximations for the early exercise premiums were derived for constant-volatility jump diffusions. A comparison with option prices computed via finite-difference methods (see Table 1 ) revealed a maximal approximation error of around 0.01?/DM (one price tick) for in-the-money put options. The approximation error is substantially smaller for shorter-maturity put options and for puts with different strike prices. Approximation error is negligible for call options of all maturities considered, given U.S. interest rates substantially higher than German rates over most of the data sample.
Since the data set considered below consists predominantly of shortmaturity at-and out-of-the-money options and contains relatively few in-the-money puts, approximation error in the put early exercise premium was not felt to be of major concern. Roughly 1 percent of the records mildly violated early exercise constraints, presumably due to measurement error in matching up the underlying futures price. Since discarding these data would bias upward average in-the-money option prices, influencing the implicit parameter estimation, these data were retained. There was also no attempt to weed out thinly traded option contracts, apart from the fact that those contracts by their nature received a low weighting in the regressions. A few obviously erroneous data (0.1 percent of the total data) were discarded.
Estimation

Data
Only a subset of the full data set was used in this study. First, only trades on Wednesdays were considered, yielding a weekly frequency panel data set. Daily sampling would place extreme demands on computer memory and time, and would involve issues of modeling day-of-the-week volatility effects that I do not wish to explore at this time. Second, only morning trades (9 A.M. to 12 P.M. EST) were considered-a trade-off between shortening the interval for greater synchronicity and lengthening it to get more observations.14 Third, only options with March/June/September/December maturities and with 6 months or less to maturity were used-for a maximum of two option maturities per day. The resulting data set consists of 19,689 transactions (11,952 calls; 7,737 puts) on 372 Wednesday mornings Table  1 Other data needed in pricing foreign currency options include the underlying asset price, a risk-free discount rate, and the domestic/foreign interest rate differential. Transaction prices for IMM foreign currency futures were obtained from the Chicago Mercantile Exchange, and the nearest preceding futures price of comparable or shorter maturity was used as the underlying asset price-provided the lapsed time was less than 5 minutes. Otherwise the option record was discarded. The futures data appeared of higher quality than the Telerate time-stamped spot exchange rate quotes provided by the Philadelphia Stock Exchange. Daily 3-month Treasury bill yields were used for the risk-free discount rate. The daily domestic/foreign interest rate differential was inferred and interpolated from synchronously recorded spot rates and 1-and 3-month forward rates, using covered interest parity and adjusting for weekend and end-of-month effects on the maturity of the forward contract.16 2.2 Unconstrained implicit parameter estimation methodology Implicit parameters were initially estimated on the panel data set of call and put prices for all observed strike prices and at most two quarterly maturities on Wednesday mornings over the period January 4, 1984, to June 19, 1991. The option pricing residual was defined as ei,t-) -0(1, Vt , Ti, t; (5 '0
where t is an index over 372 Wednesday mornings within the specified period; i is an index over transactions (calls and puts of assorted strike prices and at most two quarterly maturities) on a given Wednesday morning; (O/S)i,t is the observed call or put option price/spot price ratio for a given transaction, using an implicit spot from a synchronous futures transaction; and O(-) is the theoretical American option price/spot price ratio given the contractual terms of the option (call/put, time to maturity Tit, strike price/spot price ratio (X/S)i t) and given Wednesday morning's instantaneous variance Vt, interest 7he Review of Financial Studies / v 9 n 1 1996 rate rt and interest differential bt = rt -rt*, and the time-invariant parameters 0 of the model. For the full stochastic volatility/jump-diffusion model, 0 was the set of jump and stochastic volatility parameters: 0 = (X*, k*, 3, ay, ,8*, a0, ,p). The following subcases of the general model were also estimated, in order to see which features of the generalized model were important in explaining option pricing deviations from benchmark Black-Scholes prices:
1. Black-Scholes model (BS), American option version, with the same implicit volatility -for all maturities on a given day; estimated parameters: {Vt}.
2. Deterministic volatility model (DV), allowing daily a downward or upward sloping term structure of implicit volatilities (depending on whether Vt Z aP/f*); estimated parameters: I Vt1, at, P*.
3. Deterministic volatility/jump-diffusion model (DVJD), allowing implicit skewness and excess kurtosis inversely related to option maturity; estimated parameters: I Vt}, A2*, k*, 3 a, ,8*.
Stochastic volatility model (SV), allowing skewness and excess kurtosis directly related to option maturity; estimated parameters:
I Vt/, a, 3*I a0v P.
Stochastic volatility/jump-diffusion model (SVJD)
, allowing mixed maturity effects on skewness and excess kurtosis; estimated parameters: { vtI, AX* k*, 3, at, P*, Ov P.
Note that the average Wednesday morning realizations of the instantaneous conditional variance { Vt} must also be estimated. Intradaily movements in spot variance were ignored in the estimation procedure.
The first three models are inherently ad hoc, in that the restriction that the estimated realizations { Vt/ be drawn from the postulated (degenerate) distribution has not been imposed and is obviously violated. Nonzero parameter estimates are being generated cross-sectionally off the observed moneyness and maturity biases of the option prices relative to Black-Scholes, and not off the time series properties of { VtI.
The separate case in which Vt estimates are constrained by the postulated diffusion will be examined below.
Central to estimating implicit parameters is identifying why hypothesized and observed options transactions prices deviate. Bid-ask bounce in transactions with the market specialist suggests that residuals are independent to a first approximation, with moneyness-and maturity-related heteroskedasticity. Imperfect synchronization with the appropriate underlying futures prices equally suggests independent, heteroskedastic residuals. The pooling error introduced by using a common spot variance for all transactions on a given Wednesday morning introduces more complex intradaily serial and cross-correla-tions in residuals that are beyond the scope of this article.
A major issue for implicit parameter estimation is, however, specification error. Any parsimonious time series model imposes a structure on option prices that can capture only some of the features of the true data-generating process. Specification error implies that option pricing residuals of comparable moneyness and maturity will be contemporaneously correlated, and serially correlated as well if the conditional risk-neutral distribution evolves gradually over time in fashions not captured by the model. Furthermore, no-arbitrage constraints on option prices imply contemporaneous correlations across residuals of different strike prices and maturities. For instance, put-call parity for the European component of American option prices implies positively correlated residuals between calls and puts of identical moneyness and maturity in the presence of specification error. Consequently, implicit parameter estimation via nonlinear ordinary least squares (NL-OLS) would yield misleadingly low estimated standard errors. A further problem when transactions data are used is that NL-OLS places too much weight on the substantially redundant information provided by heavily traded near-the-money options and virtually ignores the less actively traded in-and out-of-the-money options.17
Consequently, implicit parameters were estimated using a nonlinear generalized least squares (NL-GLS) methodology modeled on Engle and Mustafa (1992) that takes into account the heteroskedasticity, contemporaneous correlation, and serial correlation properties of option residuals. The residuals were sorted by call/put, maturity, and moneyness criteria into 40 groups,18 and were assumed to include both group-specific and idiosyncratic shocks: ei,t = EI,t + acil,t for i c GI (23) E6it = PIEI,t-1 + VIt where I is an index across the set of groups {GI}; VI,t is a meanzero, normally distributed shock term common to all option prices in group I at time t, with Etlvtv' = E for positive semidefinite J; and ti,t -N(0, 1) is an idiosyncratic shock to transaction i at time t, 17 An earlier version of this article that used NL-OLS estimation appeared in December 1993 as NBER working paper no. 4596, under the same title. Estimates in that article differed substantially from those presented below, in two areas. First, the heavy weight on near-the-money options resulted in implicit jump parameter estimates that were statistically but not economically significant, and had little relevance for the volatility smile. Second, parameter estimation using options and time series data effectively gave extremely heavy weight to fitting the options, and downweighted time series plausibility.
18 The criteria were (1) whether the transaction involved a call or a put; (2) whether the quarterly maturity was short-term (roughly 0 to 3 months) or medium-term (3 to 6 months); and (3) which of 10 alternatives characterized the strike price/futures price ratio: < 0. I were observed.20 For n > 4 the conditional expectation was set to zero.
Parameters were estimated via sequential maximization of Equation (26) over ({Vt}, 0) and (E, {Ij}, {pIl), iterated to convergence, with assorted parameter transformations used to increase efficiency or to constrain the parameter space.21 Goldfeld, Quandt, and Trotter's quadratic hill-climbing method (GQOPT software, GRADX method) was used for estimating jump-diffusion parameters, while Powell and Davidon-Fletcher-Powell algorithms were used for estimating covariances and correlations. First and second derivatives of the loss function were computed numerically, coded to eliminate irrelevant computations.22 Estimates of implicit parameters on the full data set generally took 3 to 5 days on a dedicated Hewlett-Packard Apollo 735 workstation, depending upon which model was used.
Results
Several interesting features emerge from the estimates of the stochastic volatility/jump-diffusion model and assorted submodels shown in Table 2 . The deterministic volatility (DV) model's relaxation of the Black-Scholes assumption of a flat term structure of implicit volatilities substantially improved the fit of 0-to 3-month near-the-money call and put options, by up to 0.015 percent of the underlying spot exchange rate (roughly one price tick). The fit for 3-to 6-month calls tended to worsen, by up to 0.005 percent, while mixed effects were observed for 3-to 6-month puts. The tendency for the term structure of implicit volatilities to be upward (downward) sloping for low (high) short-term implicit volatilities was qualitatively consistent with the postulated volatility mean reversion. NL-GLS estimates of the halflife of volatility shocks based essentially on the average slope of the term structure of implicit volatilities ranged from 6.4 to 10.6 months, depending on whether jumps were not or were included.
Allowing for skewed and/or leptokurtic distributions via the deterministic volatility/jump-diffusion (DVJD), stochastic volatility (SV), 20 In principle a better forecast can be constructed for missing observations (n > 1) based on covariances with other groups' average residuals. However, the constantly varying set of groups represented on any given day precluded this alternate approach. and stochastic volatility-jump-diffusion (SVJD) specifications further improved the models' ability to fit option prices. The major impact was on in-and out-of-the-money 0-to 3-month call and put options, the fit for which improved by up to 0.015 percent. Slightly positive implicit skewess was estimated for all three models: positive correlation between exchange rate and volatility shocks and/or positivemean jumps. Similarly, parameter estimates from all models (substantial jump components and/or substantially volatile volatility) implied substantial implicit excess kurtosis. Based on the relative fits of the nonnested DVJD and SV models, the variation of higher implicit moments across different maturities is better characterized by the direct relationship implied by stochastic volatility models than by the strong inverse relationship characteristic of jump models.23
The 
for w( T) = (1-e-* T)/T * T E (0, 1). The expected average variance is a maturity-dependent weighted average of the spot variance Vjump+ Vt and the steady-state variance Vjump+/fP*. Given estimated slow mean reversion, the estimated expected average variance for 0-to 6-month options was close to the spot variance and is consequently not shown. Despite the improved fit relative to Black-Scholes, the conditional standard errors of the stochastic volatility/jump-diffusion model shown in Table 3 are still large. Freely parameterized option pricing models involving daily parameter reestimation typically yield substantially lower overall root mean squared error, on the order of 0.04 percent of the underlying asset price; examples include the constrained cubic spline and Merton (1976) jump-diffusion models in Bates (1991 Bates ( , 1994 consistent with some underlying distribution. The implications are that specification error is large relative to other sources of error, and that the postulated model fails to capture major changes in implicit distributions over time. Further evidence of parametric instability is revealed in implicit parameter estimates over two-year subsamples; see Table 4 . The major problem is that the postulated one-factor model for expected average variances in Equation (27) fails to capture the evolution over time of the term structure of implicit volatilities across short-term (O to 3 month) and medium-term (3 to 6 month) maturities. Whereas the term structure was essentially flat in 1984 to 1985, as indicated by a long half-life to volatility shocks, steeper term structures were observed in subsequent years. Evolutions in other moments were also observed; implicit distributions were substantially positively skewed over the period 1984 to 1987, but were essentially symmetric over the period 1988 to 1991. Substantial implicit excess kurtosis was present in all biannual subsamples.
Parameter instability explains the apparent puzzle in Table 3 that average pricing errors for short-term in-the-money calls and out-ofthe-money puts diverge in sign, whereas put-call parity (for the European portion of the option prices) implies that the pricing errors should be comparable in sign and magnitude. The divergent average Table 5 (SV and SVJD models). In particular, the volatility of variance parameter av implicit in option prices is substantially higher than the supposedly identical parameter estimated off the time series properties of {Vt}. The parameters ca and /3 affecting the drift are estimated with less precision; nevertheless, there is a significant deviation.
Given noisy option prices, however, the above two-step estimation procedure does not constitute a formal test of the hypothesis of identical {ac, av} parameters for option prices and time series. Under the assumptions that option residuals are appropriately modeled by Equation (23) and are independent of volatility realizations, the appropriate Table 2 . Previous studies have argued that the term structure of implicit volatilities is inconsistent with the time series properties of implicit volatilities.24 Particular attention has been drawn to the discrepancy between the long half-life to volatility shocks implicit in the term structure of implicit volatilities relative to observed faster mean reversion in implicit volatilities. In this model, the term structure of implicit expected average variances for 0-to 3-month versus 3-to 6-month options depends on the parameters x and ,8*; see Equation (27). Since the expected average variance is roughly the implicit variance from The two sets of parameters do in fact diverge in unconstrained parameter estimation. However, the parameters can in principle diverge because of a volatility risk premium. Furthermore, the subsample estimates reported in Table 4 suggest that the full-sample estimates of (a, P*) were heavily influenced by the unusual term structure of implicit spot variances during the 1984 to 1985 period. Subsequent subsample estimates from 1986 to 1991 appear more compatible with the time series behavior of spot implicit variances in terms of the steadystate level and the rate of reversion toward that level. where the coefficients ct3 and cv1 were estimated. The actual (as opposed to risk-neutral) jump parameters were also estimated, as were the influences of interest differentials and instantaneous volatility. Since option prices provide no direct information about the true rate of variance mean reversion, 6 was initially treated as a free parameter to be estimated from futures data. Parameters were estimated, first treating jump volatility a as a free parameter, and subsequently constraining it to the value implicit in option prices. The former is more comparable methodologically with time series studies such as Akgiray and Booth (1988) and Jorion (1988) , who have found highfrequency, low-amplitude exchange rate jump components of little significance for 1-to 6-month option prices. Estimation of the latter constrains jump amplitudes to values relevant at typical option maturities, permits explicit testing of that constraint, and is of course theoretically correct. The futures data were short-maturity (typically 0 to 3 month) noon quotes on Wednesdays for which there were options data available. The typical time interval was 1 week, although there were five occasions in which missing options data resulted in a longer time interval. To avoid maturity shifts, the futures contract maturity was the shortest maturity such that futures contracts with identical delivery dates existed at the next available Wednesday.26 One-month Eurocurrency interest rates were used for the interest differential.
Maximum-likelihood estimates of the parameters are presented in Table 6A . As has been found elsewhere, estimates of the conditional mean suggest that it is the spot exchange rate rather than the futures price that follows a martingale, although neither hypothesis can be rejected in this single-currency regression. SV and SVJD models. Whether the implicit spot variance was an unbiased assessment of spot variance for forming future volatility forecasts (typically over a 1-week holding period) was more ambiguous. However, implicit variances were definitely closer to unbiased forecasters of future volatility than implicit volatilities from stock and stock index options.28 Scott (1992) and Bates (1994) also find near unbiasedness for implicit volatilities from deutsche mark spot and futures options, respectively.29 The future price process was also estimated conditional on the constrained ({ Vt}, a, 6, or, p) stochastic volatility parameter estimates from Table 5 -that is, using time series properties of implicit volatilities to constrain 6 to "plausible" levels. Using smoothed instantaneous variances { Vt} and associated implicit parameters had relatively little impact on forecasts of the future distribution of log-differenced futures prices, as indicated by essentially unchanged log likelihoods (Table 6B ). The implicit variances still had substantial informational content; the hypothesis of unbiasedness could not be rejected for the constrained stochastic volatility model, but was borderline significant for the constrained SVJDC models.
The constrained SVJDC model differs predominantly from the unconstrained SV and SVJD models in its attribution of the volatility smile to an infrequent substantial jump component. It is, however, difficult to test the plausibility of these parameters on a 7 2-year database, given the jump diffusion model lacks power. The hypothesis of no jumps is as plausible (p-value of 0.117) as the hypothesis that jump standard deviations a are of the magnitude implicit in option prices (p-value of 0.121). The point estimates reflect the fact that one jump was in fact observed over the 1984 to 1991 period: an 8% DM appreciation "outlier" during the week including the Plaza Agreement (September 18-25, 1985 between the 0-to 6-month option maturities and the predominantly weekly holding period of the log-differenced futures prices. The absence of a statistically significant jump component in the $/DM futures price over the period 1984 to 1991 is inconsistent with previous time series studies of the $/DM exchange rate. Akgiray and Booth (1988) and Jorion (1988) both found statistically significant jump components, while Bollerslev, Chou, and Kroner (1992) cite other studies that have found fat-tailed residuals in the $/DM exchange rate even after adjusting for ARCH/GARCH effects. However, Table 7 indicates that the distribution of the $/DM exchange rate has changed, with less excess kurtosis for weekly returns over the 1984 to 1991 period than was the case from 1974 to 1985. Furthermore, the estimated unconditional skewness and excess kurtosis were entirely attributable to the single Plaza Agreement outlier.
Summary and Conclusions
This article has generated model-specific estimates of the distributions implicit in deutsche mark options, and has tested the compatibility of those distributions with the distributions estimated from time series of implicit volatilities and $/DM futures prices. There was substantial qualitative agreement between implicit and time series-based distributions, most notably with regard to implicit volatilities as forecasts of future volatility. The volatility smile evidence of implicit excess kurtosis could be explained by the stochastic volatility model only under parameters that were implausible given the time series properties of implicit volatilities. By contrast, the attribution of the implicit excess kurtosis to fears of infrequent substantial jumps yielded plausible implicit jump parameters that were substantially consistent with the 8 percent jump in the $/DM exchange rate observed during the week of the Plaza Agreement. Given a fundamental lack of power when testing for infrequent substantial jumps using time series data, however, the hypothesis of no jumps was as plausible as the hypothesis that jump magnitudes matched those implicit in option prices.
Specific deficiencies of the postulated stochastic volatility/jumpdiffusion model were also noted, suggesting potential areas of improvement for the next generation of models. The major issue is parameter instability-most notably with regard to the term structure of implicit volatilities. The postulated one-factor model for expected average variances does a poor job in capturing the evolution over time of implicit volatilities from multiple option maturities. There is therefore substantial scope for improvement from using multifactor rather than single-factor models of stochastic volatility. Evolution in implicit skewness is also apparent, from substantially positive over the period 1984 to 1987 to essentially zero over the period 1988 to 1991. By contrast, the implicit excess kurtosis underlying the volatility smile has been a persistent feature in all subsamples. Identification of alternate fat-tailed distributions that better match the profile of excess kurtosis across different option maturities is also desirable.
The extensions proposed above are premised on the presumed existence of a stable data-generating process underlying observed exchange rates and option prices. This assumption of stability is driven by econometric necessity rather than a priori reasoning; there is no reason to believe market participants do in fact maintain the same conditional distributions regarding future exchange rate realizations. The evidence of parameter instability suggests that option pricing models based solely on more and more complicated descriptions of the underlying asset price process may ultimately face the same limitations as their corresponding discrete-time ARCH/GARCH counterparts. The ultimate research agenda may therefore be to identify those omitted "fundamentals" that are showing up as parameter shifts in current option pricing models.
Appendix
Analytical solutions for moment generating functions As noted above, the price of a European call can be written as 
