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Abstract
We study ecient iterative methods for Toeplitz systems based on the circulant and skew-circulant splitting
(CSCS) of the Toeplitz matrix. Theoretical analysis show that if the circulant and the skew-circulant splitting
matrices are positive denite, then the CSCS method converges to the unique solution of the system of linear
equations. Moreover, we derive an upper bound of the contraction factor of the CSCS iteration which is
dependent solely on the spectra of the circulant and the skew-circulant matrices involved. Numerical examples
are presented to demonstrate the method.
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1. Introduction
An n× n matrix A is said to be Toeplitz if
A=


a0 a−1 · · · a2−n a1−n
a1 a0 a−1 a2−n
... a1 a0
. . .
...
an−2
. . . . . . a−1
an−1 an−2 · · · a1 a0


; (1)
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i.e., A is constant along its diagonals. The name Toeplitz originates from the work of Otto Toeplitz
[9] in the early 1900s on bilinear forms related to Laurent series, see [6] for details. We are
interested in solving the Toeplitz system Ax = b. Toeplitz systems arise in a variety of applications
in mathematics and engineering, see for instance the references in [5]. These applications have
motivated both mathematicians and engineers to develop specic algorithms catering to solving
Toeplitz systems.
Most of the early works on Toeplitz solvers were focused on direct methods. A straightforward
application of the Gaussian elimination method will result in an algorithm of O(n3) complexity.
However, since n × n Toeplitz matrices are determined by only (2n − 1) entries rather than n2
entries, it is expected that the solution of Toeplitz systems can be obtained in less than O(n3)
operations. There are a number of Toeplitz solvers that decrease the complexity to O(n2) operations,
see, for instance, [7,10]. Around 1980, fast direct Toeplitz solvers of complexity O(n log2 n) were
also developed.
Recent research on using the preconditioned conjugate gradient method as an iterative method
for solving Toeplitz systems has brought much attention. One of the main important results of this
methodology is that the complexity of solving a large class of Toeplitz systems can be reduced
to O(n log n) operations as compared to the O(n log2 n) operations required by fast direct Toeplitz
solvers, provided that a suitable preconditioner is chosen under certain conditions on the Toeplitz
operator. Besides the reduction of the arithmetic complexity, there are large classes of important
Toeplitz matrices where the fast direct Toeplitz solvers are notoriously unstable, e.g., indenite and
certain non-Hermitian Toeplitz matrices. Therefore, iterative methods provide alternatives to solving
these Toeplitz systems.
A Toeplitz matrix A possesses a circulant and skew-circulant splitting [4] A= C + S:
C =
1
2


a0
a−1 + an−1
2
· · · a−n+2 + a2
2
a−n+1 + a1
2
a1 + a−n+1
2
a0
a−1 + an−1
2
a−n+2 + a2
2
...
a1 + a−n+1
2
a0
. . .
...
an−2 + a−2
2
. . . . . .
a−1 + an−1
2
an−1 + a−1
2
an−2 + a−2
2
· · · a1 + a−n+1
2
a0


; (2)
and
S =
1
2


a0
a−1 − an−1
2
· · · a−n+2 − a2
2
a−n+1 − a1
2
a1 − a−n+1
2
a0
a−1 − an−1
2
a−n+2 − a2
2
...
a1 − a−n+1
2
a0
. . .
...
an−2 − a−2
2
. . . . . .
a−1 − an−1
2
an−1 − a−1
2
an−2 − a−2
2
· · · a1 − a−n+1
2
a0


: (3)
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Here C is a circulant matrix and S is a skew-circulant matrix. In this paper, we propose an iterative
Toeplitz solvers for non-Hermitian Toeplitz systems based on the circulant/skew-circulant splitting
iteration, or briey, the CSCS iteration, and it is as follows.
The CSCS iteration method: Given an initial guess x(0). For k = 0; 1; 2; : : : until {x(k)}
converges, compute
(I + C)x(k+
1
2 ) = (I − S)x(k) + b;
(I + S)x(k+1) = (I − C)x(k+12 ) + b; (4)
where  are positive constants.
Evidently, each iterate of the CSCS iteration alternates between the circulant matrix C and the
skew-circulant matrix S, analogously to the classical alternating direction implicit (ADI) iteration for
solving partial dierential equations, see Peaceman and Rachford [8]. Recently Bai et al. [2,3] have
proposed to use Hermitian and skew-Hermitian splitting methods for non-Hermitian positive denite
systems. However, we remark that the circulant and skew-circulant splitting matrices in (2) and (3)
are not necessary to be Hermitian and skew-Hermitian respectively.
Note that we can reverse roles of the matrices C and S in the above CSCS iteration method so
that we may rst solve the system of linear equations with coecient matrix I + S and then solve
the system of linear equations with coecient matrix I + C. Theoretical analysis shows that the
CSCS iteration (4) converges to the unique solution of the system of linear equations Ax = b if C
and S are positive denite. 1 The two-half steps at each CSCS iterate require exact solutions with
the n× n matrices I + C and I + S. Since circulant matrices can be diagonalized by the discrete
Fourier matrix F and the skew-circulant matrices can be diagonalized by the diagonal times discrete
Fourier matrix Fˆ [5], i.e.,
C = F∗F and S = Fˆ∗Fˆ; (5)
where  and  are diagonal matrices holding the eigenvalues of C and S respectively, the exact
solutions with circulant matrices and skew-circulant matrices can be obtained eciently by using
fast Fourier transforms (FFTs). In particular, the number of operations required for each step of the
CSCS iteration method is O(n log n).
We emphasize that the use of circulant and skew-circulant matrices for solving Toepltiz systems
allows the use of FFT throughout the computations; and FFT is highly parallelizable and has been
implemented on multiprocessors eciently [1]. The proposed method is well-adapted for parallel
computing.
The organization of this paper is as follows. In Section 2, we study the convergence properties
and analyze the convergence rate of the CSCS iteration. Numerical experiments are presented in
Section 3 to show the eectiveness of our methods. A brief conclusion is also drawn.
2. Convergence analysis of the CSCS iteration
In this section, we study the convergence rate of the CSCS iteration. We rst note that the CSCS
iteration method can be generalized to the two-step splitting iteration framework and the following
1 The real part of the eigenvalues is positive.
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lemma describes a general convergence criterion for a two-step splitting iteration.
Lemma 1. Let A∈Cn×n, A = Mi − Ni (i = 1; 2) be two splittings and x(0) ∈Cn be a given initial
vector. If {x(k)} is a two-step iteration sequence dened by
M1x(k+1=2) = N1x(k) + b;
M2x(k+1) = N2x(k+1=2) + b;
k = 0; 1; 2; : : :, then
x(k+1) =M−12 N2M
−1
1 N1x
(k) +M−12 (I + N2M
−1
1 )b; k = 0; 1; 2; : : : :
Moreover, if the spectral radius of the iteration matrix M−12 N2M
−1
1 N1 is less than 1, then the
iterative sequence {x(k)} converges to the unique solution x∗ ∈Cn of the system of linear equations
Ax = b for all initial vectors x(0) ∈Cn.
For the convergence property of the CSCS iteration, we apply the above results to obtain the
following main theorem.
Theorem 1. Let C and S be the circulant and skew-circulant matrices given in (2) and (3), and
 be a positive constant. If C and S are positive denite, then the iteration matrix M () of the
CSCS iteration is given by
M () = (I + S)−1(I − C)(I + C)−1(I − S); (6)
and its spectral radius (M ()) is bounded by
() ≡ max
j∈(C)
|− j|
|+ j| · maxj∈(S)
|− j|
|+ j| :
Therefore, it holds that
(M ())6 ()¡ 1; ∀¿ 0;
i.e., the CSCS iteration converges to the exact solution x∗ ∈Cn of the system of linear equations
Ax = b.
Proof. By the similarity invariance of the matrix spectrum, we have
(M ()) = ((I − C)(I + C)−1(I − S)(I + S)−1)
6 ‖(I − C)(I + C)−1(I − S)(I + S)−1‖2
6 ‖(I − C)(I + C)−1‖2‖(I − S)(I + S)−1‖2:
Since C and S can be diagonalized by the Fourier-type matrices, see (5), it then follows that
(M ())6 max
j∈(C)
|− j|
|+ j| · maxj∈(S)
|− j|
|+ j| = ():
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Hence, we get
() = max
j=′j+i
′′
j ∈(C)
∣∣∣∣∣− (
′
j + i
′′
j )
+ (′j + i′′j )
∣∣∣∣∣ · maxj=′j+i′′j ∈(S)
∣∣∣∣∣− (
′
j + i
′′
j )
+ (′j + i′′j )
∣∣∣∣∣
= max
j=′j+i
′′
j ∈(C)
√
(− ′j)2 + (′′j )2
(+ ′j)2 + (′′j )2
· max
j=′j+i
′′
j ∈(S)
√
(− ′j)2 + (′′j )2
(+ ′j)2 + (′′j )2
;
where i denotes the imaginary unit. Since ′j and ′j are positive (C and S are positive denite),
j = 1; 2; : : : ; n, and  is a positive constant, it is easy to see that () is strictly less than 1 and
therefore (M ())¡ 1.
We remark that if the eigenvalues of the matrices C and S contain in =[	min; 	max]×i[
min; 
max],
then () can be estimated by
max
	+i
∈
(− 	)2 + 
2
(+ 	)2 + 
2
:
Here 	min and 	max are the lower and the upper bounds of the real part of the eigenvalues of the
matrices C and S, and min and max are the lower and the upper bounds of the absolute values
of the imaginary part of the eigenvalues of the matrices C and S. The optimal parameter ∗ is
chosen such that the above estimate can be minimized. This fact is precisely stated as the following
theorem.
Theorem 2. The minimizer of
max
	+i
∈
(− 	)2 + 
2
(+ 	)2 + 
2
over all positive  is attained at
∗ =


√
	min	max − 
2max; for 
max¡
√
	min	max;√
	2min + 

2
max; for 
max¿
√
	min	max;
and the corresponding minimum value is equal to

	min + 	max − 2
√
	min	max − 
2max
	min + 	max + 2
√
	min	max − 
2max
; for 
max¡
√
	min	max;
√
	2min + 

2
max − 	min√
	2min + 

2
max + 	min
; for 
max¿
√
	min	max:
The proof of this theorem can be found in [3].
3. Numerical examples
In this section, we test the convergence rate the CSCS iteration method.
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An n×n Toeplitz matrix An[f] is generated by a function f, i.e., the (j; k)th entry of the Toeplitz
matrix is given by aj−k where
ak =
1
2
∫ 
−
f()e−ik d; k = 0;±1;±2; : : : :
The function f is called the generating function of the Toeplitz matrix. Two kind of generating
functions were tested. They are
(i) aj = (1 + |j|)−p + i(1 + |j|)−p, j = 0;±1;±2; : : :,
(ii) aj = (1 + |j|)−p, j¿ 0, and aj = i(1 + |j|)−p, j¡ 0.
When p¿ 1, the sequences aj are absolutely summable, it follows that the corresponding generating
functions are continuous. However, when p6 1, the sequences are not summable. We use fR and
fI to denote respectively the real and imaginary parts of the function f. We remark that An[f(R)]
and An[f(I)] are both Hermitian matrices and An[f] = An[f(R)] + iAn[f(I)]. In the tests, we test
p= 1:1; 1:0 and 0.9. In all cases, f(R) is positive and therefore, the generated Toeplitz matrices are
also positive denite.
From (2) and (3), we have An[f] = Cn[f] + Sn[f]. For simplicity, we use fn, f
(R)
n and f
(I)
n to
denote respectively the partial sum of f, f(R) and f(I). It has been shown that the eigenvalues of
the circulant and skew-circulant parts of An[f] are given by the partial sum of f at the points 2j=n
and (2j + 1)=n, i.e.,
j(Cn[f]) = f(R)n
(
2j
n
)
+ if(I)n
(
2j
n
)
; j = 0; 1; 2; : : : ; n− 1;
and
j(Sn[f]) = f(R)n
(
2j
n
+

n
)
+ if(I)n
(
2j
n
+

n
)
; j = 0; 1; 2; : : : ; n− 1;
see for instance [5]. We note that if f(R) is positive, then the partial sum f(R)n of f
(R)
n is also positive
when n is suciently large. Therefore, when f(R) is positive, the eigenvalues of the circulant and
skew-circulant matrices are also positive when n is suciently large. It implies that the matrices
Cn[f] and Sn[f] are positive denite. These satisfy the assumption of Theorem 2.
Table 1 shows the number of CSCS iterations required. The stopping criterion we used is
‖rq‖2=‖r0‖2¡ 10−7, where rq is the residual vector after q iterations. The right hand side is a
randomly generated vector and the zero vector is our initial guess. The optimal iteration parameters
are used in all tests. We see that the number of iterations for convergence indeed depends on the
power p. When p=1:1, the number of CSCS iterations remains constant when n increases. However,
when p= 1:0 or 0.9, the number of CSCS iterations increase slightly with n.
We also note that the proposed method is highly parallelizable, we test the performance of the
algorithm on the PC cluster with 32 computation nodes in the University of Hong Kong. In Fig. 1,
we observe that the average time required for solving the Toeplitz systems in Table 1 grows like
O(n).
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Table 1
Number of Iterations for dierent generating functions
Generating n
function
16 32 64 128 256 512
(i) p= 1:1 15 16 17 17 17 17
(i) p= 1:0 15 17 18 18 19 21
(i) p= 0:9 16 17 19 20 20 22
(ii) p= 1:1 11 13 13 14 14 14
(ii) p= 1:0 13 14 16 17 17 17
(ii) p= 0:9 15 17 17 20 23 23
0 500 1000 1500 2000 2500 3000 3500 4000 4500
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20
40
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80
100
120
140
160
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m
e 
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 s
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on
ds
Fig. 1. Time in seconds for the proposed method.
3.1. Summary
To sum up, we have studied iterative methods for the non-Hermitian positive denite Toeplitz
systems based on the circulant and skew-circulant splitting of the Toeplitz coecient matrix. The-
oretical analysis show that the method converges. Numerical examples are presented to show the
convergence of the method.
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Finally, we remark that we can extend our method to block-Toeplitz-Toeplitz-block (BTTB)
matrices of the form
A=


A0 A−1 · · · A−m+1
A1 A0
. . . A−m+2
...
. . . . . .
...
Am A2−m · · · A0


with Aj =


aj;0 aj;−1 · · · aj;−n+1
aj;1 aj;0
. . . aj;−n+2
...
. . . . . .
...
aj;n aj;n−1 · · · aj;0


: (7)
Similar to the Toeplitz matrix, the BTTB matrix A possesses a splitting [5]:
A= Cc + Cs + Sc + Ss
where Cc is a block-circulant-circulant-block matrix, Cs is a block-circulant-skew-circulant-block
matrix, Sc is a block-skew-circulant-circulant-block matrix, and Ss is a block-skew-circulant-skew-
circulant block matrix. We note that the matrices Cc, Cs, Sc and Ss can be diagonalized by F ⊗ F ,
F ⊗ Fˆ , Fˆ ⊗ F and Fˆ ⊗ Fˆ respectively. Therefore, the systems of linear equations with coecient
matrices I + Cc, I + Cs, I + Sc and I + Ss can be solved eciently using FFTs. The total
number of operations required for each step of the method is O(nm log nm) where nm is the size of
the BTTB matrix A. By using the similar arguments in Theorem 1, we can show that the method
converges if Cc, Cs, Sc and Ss are positive denite.
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