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Abst rac t - -The  continuous-discrete fil ring problem for different ypes of observations is consid- 
ered. In the work of Cho et al. and Oh et al., the suboptimal continuous and discrete filters for 
this type of observations were developed. In this paper, we present a generalization f these filters 
to mixed continuous-discrete systems. The new suboptimal filter allows fully parallel processing 
of information and fits in with multisensor environment. The examples demonstrate he accuracy 
and efficiency of the proposed suboptimal linear and nonlinear continuous-discrete fil rs. (~) 2001 
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1. INTRODUCTION 
In recent years, there has been growing interest to fuse multisensory data to increase the accuracy 
of estimation and efficiency of control of dynamic systems [1]. This interest is motivated by the 
availability of different types of sensors which use various characteristics of the optical, infrared, 
and electromagnetic spectrums. In many applications, the state of dynamic systems (plants, 
This study was partially supported by the Korea Science and Engineering Foundation. 
0898-1221/01/$ - see front matter (~) 2001 Elsevier Science Ltd. All rights reserved. Typeset by .A.A, IS-TEX 
PII: S0898-1221 (01)00143-2 
190 M. OH et  a l .  
targets, etc.) is observed by multisensors. The various types of observations used in filtering 
process are assigned to a common filter as a result of the association process. 
The purpose of this paper is a generalization of suboptimal continuous and discrete filters [2,3] 
to mixed continuous-discrete s ochastic systems. New filters are based on the prior decomposition 
of observation vector into a set of subvectors of lower dimension. The continuous-discrete Kalman 
and extended Kalman filters are replaced by local filters which reduce computation loading, 
achieve higher survivability, and are very suitable for parallel processing. Examples how reduced 
computations, good accuracy, and efficiency of the proposed filters. 
2. PROBLEM STATEMENT FOR L INEAR 
CONTINUOUS-DISCRETE SYSTEMS 
Consider the continuous tochastic system described by the linear stochastic differential equa- 
tion 
~ct = Ftxt + Gtwt, t >_ to, xto = xo, (1) 
where xt is the n-vector state, Ft and Gt are n x n and n x r matrices, respectively, and wt is an 
r-vector white noise with zero mean and covariance matrix 
E [wtwTr] = QtS( t -  T). 
Here E denotes the expectation, superscript T represents the transpose of a matrix or vector, 
and (f is the Dirac delta function. Assume that discrete linear observations at time instant 
tk (k = 1,2 , . . . )  are composed of N different ypes of sensors determined by the following 
equations: 
~(1) , ,(1) ~ (1) ~ (N) , , (N)  • (N) 
t~ = ~t~ xt~ + = ~t~ xtk + (2) ~tk  ' " " " ' Y~k v tk  ' 
~r(i) is an rni x n matrix, and • (~) is an mi-vector white where.  (i) is the mi-vector observation, "'tk Ytk  tJtk 
Ganssian noise, 
0, ,_- 1, 
The distribution of x0 is Gaussian, x0 ~ N(~0; P0), and initial value xo {wt, t > to} and 
v 1)l {v~ N)} are assumed independent. Let tk  J '  " " " ' 
. . . .  yt(N)X yt(i) Y ) , .  • (i) , , , = . . ,~t~,  tk <_t , i= l , . . . ,N .  (3) 
To solve the filtering problem, we must determine the mean square estimate of the state xt 
based on the results of all observations Yt (3). 
3. CONSTRUCTION OF SUBOPTIMAL 
L INEAR CONTINUOUS-DISCRETE F ILTER 
The new suboptimal continuous-discrete filtering equations may be derived in a similar 
way [2,3]. For this purpose, we consider a subsystem with the state xt and the local obser- 
vation y~), i.e., 
( i )  = H(i)x +.  (i) (4) ~Ct = F tx t  -4- Gtwt ,  u tk  t~ tk  v t  k , 
where i (the number of subsystem) is fixed. Let us denote suboptimal filtering estimate of 
the state xt based on the local observations Yt (i) by &~i). To find the estimate ~?~i) we apply 
the continuous-discrete Kalman filter equations to the linear subsystem (4) [4]. Then, between 
observations, the estimate ~?~i) and error covariance p(i) satisfy the differential equations 
Suboptimal Continuous-Discrete Filtering 191 
Xt  -~ t t , 
p( i )=  Ftp(i) +pt(OF T + GtQtG7 ' tk-~ <t  < tk, 
with initial conditions z'(i) = ~o and Pt(~ ) = Po for any i. a'tO 
At an observation at t = tk, they satisfy the difference quations 
(5) 
tk -~ ~tk  - -  "~tk Y - - " tk  ~tk  J , 
K (0 P ( i - )~(0  T [Tj(i) lg(i_)T_T(i) T )]--1 
• ~¢(~)H(1)] p(i-) 
(6) 
where the estimate ~'(i-) and the covariance p(i-)  are the solutions of equations (5) at the interval aJtk tk 
[tk-1, tk). In equations (5) and (6), p[0 is the covariance of the filtering error, 
(~) 
Note that the local estimates ~i) are unbiased, i.e., 
E [~ ')] =E[xt] ,  fo rany i= l , . . . ,N .  (8) 
Thus, from equations (5) and (6), we have N local filtering estimates &~l),..., &~N) based on the 
observations y[1) , . . . ,  yt(N), respectively. Then the suboptimal estimate &~ of the state xt based 
on the all observations Yt (see (3)) is constructed from the local estimates 2(1)~ , . - . ,  2~N) by the 
following formula [3]: 
N N 
Z c7 )= ct , Z = I, (9) 
i - -1 i= l  
where the weighting coefficients (matrices) cl i) are determined from the equations 
N-1  
i= l  
for j = 1 , . . . ,N -  1, c~ 1) +. . .  + c~ N) = I. 
(10) 
In equation (10), p(ij) is the cross-covariance of the errors Ax~ i) and Ax(J)t , i.e., 
(11) 
It remains to determine cross-covariance p(ij) (i ~ j) and actual covariance P~* of the suboptimal 
estimate 2~ in (9), 
* = ^* - (12) P~* =cov  {Ax;,  Ax ;} ,  Axt x t xt. 
Between observations, the cross-covariance P(~J) satisfies the equations as well as P[~), i.e., 
p[ij) = Ftp(ij) + P(~J)F~ + GtQtG 7. (13) 
At the observations at t = tk, it satisfies the difference quation 
= " ' tk  "~tk ] "~tk "~tk j , for i # j, (14) 
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where the cross-covariance P(~J-) is the solution of equation (13) at the interval [tk-1, tk). The 
derivations of equations (13) and (14) are given in the Appendix. According to [3], the actual 
covaxiance Pt* (12) has the form 
N 
Pt* = ~ c, (').'('3)~(~)t t r ,  (15) 
i , j= l  
where Pt (~j) is given in (13) and (14), and c~ ') are determined by (10). 
We summarize these results in the following theorem. 
THEOREM 1. The suboptimaI/ J lter for the continuous-discrete system (1),(2) consists of equa- 
tions for the estimate k~ and the error covariance P~. Between observations, these satisfy equa- 
tions (9), (10), (15), (5), and (13). At  an observation at t = tk, they satisfy equa- 
t io.s (9), (lO), (15), (6), and (14). 
REMARKS. 
(1) The suboptimal estimate ~ (9) is unbiased [3]. 
(2) The equations for the local estimates :~1), ~(N) • .., t are separated. Therefore, it can be 
solved in parallel. 
(3) The error covariances Pt ('j), Pt*, the filter gains K~ 0, and the weighting coefficients c~ ') 
may be precomputed, since they do not depend on the observations (the noises samples), 
but only on the noises statistics Q(t), R~ ) and the initial conditions ~0, P0, which are parts 
of the problem statement (1),(2). Thus, once the observation schedule has been set, the 
real-time implementation of the suboptimal filter requires only the computation of the 
first of equations (5) and (6) (at i = 1, . . . ,  N) and formula (9). 
4. EXAMPLE OF  L INEAR SYSTEM 
Consider the range subsystem in the radar tracking problem [4] 
xt = Fxt  -~ Gwt, t > O, (16) 
where 
xt :  : , F= , G=- . 
L z2,t J 
The range r is measured by two independent impulsers, 
b(1) _ (1) y}2) _- H(2)xtk t vtk , tk  = H(1)xt~ ~- vtk , _ (2) 
H (*) = H (2) = [1 0]. 
(17) 
(is) 
We use the suboptimal continuous-discrete filter equations (Theorem 1). Let 
wt ~ N(0, q), v (1) ~ N(0,rl) ,  ~ (2) ,.. N(0, r2), rl 7 ~ r2. tk vtk 
According to (5), between observations the local estimate ~)  and error covariance Pt (~) ,
~i) [:~(i) ] ] FP(i) 11,t p(i) 3 .= 1,t p ( i )  = 12,t /
~(~) , [p(~) p(~) ] '  
2,t 21,t 22,t 
axe determined by the equations 
xt~(i) = F~i )  
/St(i) = FP(t i) + P(ti)F T + qGG T, tk -1  <t < tk ,  
(19) 
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for i = 1, 2. And the suboptimal estimate ~ in (9) has the form 
^, ~(1)~(1) _1_ (2)~(2) 
Xt  = ~t ~t  Ct Xt  , (20) 
where 2 x 2 matrices c~ 1) and c~ 2) are determined from (10), i.e., 
C~I)= [p(2)  p/:(12)] [pt(1)- 2p(12) _.t" pt(2)]-I , 
c~2)= [pt (1) - pt (12)] [pt (1)- 2pt(12).. t- pt(2)] -1 " 
(21) 
The covariances p(0 ,  pt(2), and Pt (12) in (21) satisfy equations (19) and (13). 
At an observation at t = tk, the local estimate x(i)tk and the error covariance P(2) have the 
"jumps" which are described by equation (6), 
~(i) ~(~-) + K(~) r (0 _ H(0a~(i-)] 
K(i) _ P(t~-) H (i) T 
l l ,tk -4- r i  
(22) 
The cross-covariance p(22) in (11) also has the "jumps" determined by equation (14), 
p(t: 2) [ I -  K~:)H(1)] pt(:2-) [ I -  K(2)H(2)]T 
t~ ~ ' 
where K~ ) and K~ 2) are determined by (22) and p(~2-) is the solution of (19) at the interval 
t Irk-l, tk). 
At last, the suboptimal estimate ~ in (9) and the actual error covariance Pt* = [P~,t] 
( i , j  = 1,2) in (15) at the instant tk are determined by equations (20) and (21) at t = tk 
and the formula 
Pt* = 1) 2 /9 (1)+ ZCt Ct -~t -t- a~ . (23) 
In the example, q = 40, rl = 25, r2 = 16, x0 = [1.5 0]T,p0 = diag[12.25 9.0] T. Ob- 
servations were taken every 1.0sec. The Runge-Kutta integration step size of equation (19) 
was 0.1 sec. The range error variances by using the suboptimal filter trP(D11,t, F(2)ll,t, andP~l,t) 
/D(klm) and the optimal continuous-discrete Kalman filter ~. l l , t  ] are shown in Figure 1. In a similar 
manner, the range-rate rror variances p(1) 0(2) p,. and o(kim) " 22,t, • 22,t, 22,t, • 22,t are shown in Figure 2. 
Although filter (19)-(23) is not optimal, the actual variances P~,t for this filter are practically 
close to optimal Kalman variances Pi(k~ m) at i = 1, 2. 
5. SUBOPT IMAL F ILTER 
FOR NONLINEAR SYSTEMS 
The linear suboptimal filter (5)-(15) may be generalized to nonlinear systems 
= ] t) + g t) 
~ (1) = hO ) (xtic,tk) + v (1) tic tic ' " " " ' 
(24) 
= + (25) 
Using the continuous-discrete extended Kalman filter (EKF) [4] instead of linear Kalman filter 
in (5),(6), we have the following theorem. 
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Figure 1. Continuous-discrete tracker range error variances by using Kalman filter 
and suboptimal filter• 
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Figure 2. Continuous-discrete tracker range-rate error variances by using Kalman 
filter and suboptimal filter. 
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THEOREM 2. Let f (x ,  t) and h(1)(x, t ) , . . . ,  h(N)(x, t) be continuously differentiable vector func- 
tions of the n-vector x and the time variable t. Then, between observations, the local esti- 
mates ~i)  satisfy equation (5), and at an observation at tk, they satisfy equation (6) with 
G(t) = g(&~O, t), Ft, and H (0 replaced by Jacobians 
Ft : Of(x, tk) z=~ ) r r ( i ) -  Oh(O(x'tk) I , i = 1 , . . . ,N ,  
respectively. 
Note that in the nonlinear case (24),(25), the covariances Pt (i) and Pt(~ ) in the EKF are not 
actual filtering error covariances. They play the role of auxiliary matrices. Therefore, the Monte- 
Carlo method may be used for computing the actual covariances of the suboptimal nonlinear 
filter. 
6. EXAMPLE OF NONLINEAR SYSTEM 
Consider the equations of motion of a satellite in a planar orbit about a point mass [4]: 
Xl  : X2, X2 : X lX~- -  X~ +Wl ,  
2X2X 4 1 
X3 : X4, X4 --  I ~ __W2 ' 
Xl Xl 
(26) 
]-r, r is the radial distance of the satellite from the mass, and 0 is its angle where x= [r P O 
from a reference point on the orbit. White process noises W 1 (t)  '~ N(0, qr) and w2(t) "~ N(0, qo) 
represent disturbance accelerations. The gravitational constant of the point mass M is # = gM 
with the universal gravitation constant g = 9.81. 
We consider the measurement scheme in which range xl = r and range-rate x2 = ÷ are 
measured by a station on the earth's urface, i.e., 
y~)  = Xl,tk _~ V(1) . (2) __ (2) tk ' Ytk --~ X2,tk t Vtk , (27) 
with v (1) N N(0, dl), v (2) ~ N(0, d2). tk tk 
The suboptimal continuous-discrete filter (Theorem 2) based on the decomposition of observa- 
tion vector [Y}~) ~tk~ (2)]-r (see (27)) was implemented here. In this case, 
0 1 0 0 
2# 
X~ + Z-"~l 0 0 2XlX4 
I 
0 0 0 1 
2x2x4 2x4 2x2 
0 -- 
X~ X 1 X 1 
and 
G = 
[! oO] 
0 , 
1 
Xl 
lOO] .  
F = 
(28) 
H(,1)=[1 0 O 0], g::)=[O 
The actual error variances of the proposal nonlinear filter 
V/ ( j )  f^  (j) A (j)3 . ,,, =coy 1, v.,, =cov{ax ,* .axh},  
Ax (j) = ~:(J) * ^. i,t i,t - xi,t, Axi,t = xi,t - xi,t, ( i , j  = 1, 2), 
and the actual error variances of the continuous-discrete EKF 
vykf IAxekf Axekfl. Axekf _ &ekf (i 1, 2) (29) ii,t ~-- COV[ i,t , i,t J , i,t -- i,t -- Xi,t , -~ 
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Figure 3. Continuous-discrete tracker ange rror and range-rate variances by using 
Kalman filter and suboptimal fi ter. 
were calculated by using the Monte-Carlo method by 1500 realizations. Simulation of equa- 
tions (26) and (27) was performed with the following values of the parameters: 
qr = 0.25, qo = 4, d l  = 9, d2 = 0.25, M = 10, # = 98.1, 
~0=[ I  50 1 1] T P0=diag[0  0.01 0.01 0.01] 
The observations were taken every 1.0 sec and the Runge-Kutta integration step size of equa- 
tion (26) was 0.02 sec. The variances (28) and (29) are given in Figure 3. For the first state 
component (range r), the variances VI* 1 and V~ kf are in close agreement and for the second one 
(range-rate ?) V2* 2 and V2 ekf are practically coincidental. 
7. CONCLUSION 
In this paper, we derived the equations of the new suboptimal continuous-discrete filter. The 
filter is based on an observation decomposition method where the composite observation vector 
is decomposed to N subvectors (different types of observations). The experimental results have 
shown the effectiveness of this filter. The proposed filter can be widely used in different areas of 
applications: industrial, military, space, inertial navigation, and others [1]. This filter allows full 
parallelism in the design procedures. 
APPENDIX  
DERIVATION OF EQUATION (13). 
From equations (1) and (5), the differential equation for the error Ax~ i) has the form 
dt  
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Consequently, 
d (OA x )=~' t~t  ,-'~t +zaxt  zaxt ~t +GtQtG T .~ mx~ ~j)T L-..A_(/)A,~.(j) T ,~ (j) A (i)Tr',,T 
and 
This proves equation (13). 
DERIVATION Of EQUATION (14). 
At the observations at t = tk, from equations (6), (1), and (2), we have the following difference 
, ,  (i) 
equations for the error/_xxtk :
Ax(~) • = [I - ~ , . (O~( i ) ]  A ( i - )  + w(O.  (i) tk  ~ - -  X tk  
tk  - -  Xtk  ' 
and analogously, 
A U) [r KU)Htk( j ) ]  A 0 - ) - , - ( J )  U) xtk ---- L 1 -  tk j z.xxtk 5-l~ik vtk . 
A~(i - )  V (j) are independent and (0 (J) cov{vtk ,vt~ } = 0 at i # j ,  we Taking into account that  "-'~tk and t~
have the following difference quation for the p(i j) .  tk  " 
P(iJ)t~ = [I - rc(i)r-r(i)] Pt(~ j-) [I _ re(J) r~(J)] T 
P(iJ-) = c°v {Axe:-), Ax~ -) } t ~  , a t i# j .  
This proves equation (14). 
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