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SYNCHRONIZATION OF BOUNDARY COUPLED
HINDMARSH-ROSE NEURON NETWORK
CHI PHAN AND YUNCHENG YOU
Abstract. In this work, we present a new mathematical model of a boundary
coupled neuron network described by the partly diffusive Hindmarsh-Rose equa-
tions. We prove the global absorbing property of the solution semiflow and then
the main result on the asymptotic synchronization of this neuron network at a
uniform exponential rate provided that the boundary coupling strength and the
stimulating signal exceed a quantified threshold in terms of the parameters.
Synchronization of biological neurons is one of the central topics in neuroscience.
Here we shall present a new mathematical model of multiple Hindmarsh-Rose neurons
with boundary coupling, which yields the asymptotic synchronization at a uniform
exponential rate independent of initial states.
The original Hindmarsh-Rose equations for single neuron firing-bursting were pro-
posed in [8]. That neuron model of ordinary differential equations has been studied
through numerical simulations and bifurcation analysis, cf. [5, 10, 11, 6, 12, 18, 20, 21,
22] and the references therein. Hodgkin-Huxley equations [9] and FitzHugh-Nagumo
equations [7] also provided mathematical models for single neuron dynamics.
Neuronal signals are short electrical pulses called spikes or action potential. Neu-
rons often exhibit bursts of alternating phases of rapid firing spikes and then quies-
cence. Bursting patterns modulates the brain functionalities and are experimentally
observed in many bio-systems, cf. [1, 2, 4, 8]. Synchronization of bursting for mul-
tiple neurons plays a key role in an effective execution of the command from central
nerve system.
In recent work [13, 14, 15, 16], the authors studied the single neuron model of
diffusive Hindmarsh-Rose equations and proved the existence of global attractor and
pullback random attractor for the solution semiflow and the solution cocycle.
Mathematical testimony for synchronization of coupled neurons by a hybrid model
of partly diffusive partial-ordinary differential equations is an open problem. The
new model of boundary coupled neuron network presented in this paper reflects
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the structural feature of neuron cells, especially the short-branch dendrites receiving
incoming signals and the long-branch axon propagating outreaching signals as well
as that neurons are immersed in aqueous biochemical solutions with charged ions.
1. New Model of Boundary Coupled Neuron Network
In this paper, we present a new model of boundary coupled neuron network in
terms of the following system of the partly diffusive Hindmarsh-Rose equations,
∂u
∂t
= d∆u+ au2 − bu3 + v − w + J,
∂v
∂t
= α− v − βu2,
∂w
∂t
= q(u− c)− rw,
∂ui
∂t
= d∆ui + au
2
i − bu
3
i + vi − wi + J, 1 ≤ i ≤ m,
∂vi
∂t
= α− vi − βu
2
i , 1 ≤ i ≤ m,
∂wi
∂t
= q(ui − c)− rwi, 1 ≤ i ≤ m,
(1.1)
for t > 0, x ∈ Ω ⊂ Rn (n ≤ 3), where Ω is a bounded domain and its boundary
∂Ω = Γ =
m⋂
i=0
Γi
is locally Lipschitz continuous, where the boundary pieces Γi, i = 0, 1, · · · , m, are
measurable and mutually non-overlapping. Here (ui, vi, wi), i = 1, · · · , m, are the
state variables for the neighbor neurons denoted by Ni, i = 1, · · · , m, coupled with
the central neuron denoted by Nc whose state variables are (u, v, w).
In this system (1.1), the variables u(t, x) and ui(t, x) refer to the membrane elec-
trical potential of a neuron cell, the variables v(t, x) and vi(t, x) called the spiking
variables represent the transport rate of the ions of sodium and potassium through
the fast ion channels, and the variables w(t, x) and wi(t, x) called the bursting vari-
ables represent the transport rate across the neuron cell membrane through slow
channels of calcium and other ions.
The coupling boundary conditions affiliated with the system (1.1) are given by
∂u
∂ν
(t, x) = 0, for x ∈ Γ0,
∂u
∂ν
(t, x) + pu = pui, for x ∈ Γi, 1 ≤ i ≤ m;
∂ui
∂ν
(t, x) = 0, for x ∈ Γ\Γi,
∂ui
∂ν
(t, x) + pui = pu, for x ∈ Γi, 1 ≤ i ≤ m.
(1.2)
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where ∂/∂ν stands for the normal outward derivative, p > 0 is the coupling strength
constant and the switch functions of the neuron Ni, 1 ≤ i ≤ m, are
ξi(x) =


1, if x ∈ Γi;
0, if x ∈ Γ\Γi.
The initial conditions to be specified are denoted by
u(0, x) = u0(x), v(0, x) = v0(x), w(0, x) = w0(x), x ∈ Ω,
ui(0, x) = u
0
i (x), vi(0, x) = v
0
i (x), wi(0, x) = w
0
i (x), x ∈ Ω,
(1.3)
for 1 ≤ i ≤ m.
All the parameters in this system (1.1) including the input electrical current J are
positive constants except a reference value of the membrane potential of neuron cells
c = uR ∈ R.
In this study of the neuron network (1.1)-(1.3), we shall work with the following
Hilbert spaces for the subsystem of three equations for each involved single neuron:
H = L2(Ω,R3), and E = H1(Ω)× L2(Ω,R2).
Also define the product spaces
H = [L2(Ω,R3)]1+m and E = [H1(Ω)× L2(Ω,R2)]1+m
for the entire system (1.1)-(1.3). The norm and inner-product of the Hilbert space
H, H or L2(Ω) will be denoted by ‖ · ‖ and 〈 ·, · 〉, respectively. The norm of E or E
will be denoted by ‖ · ‖E. We use | · | to denote the vector norm or the measure of
set in Rn.
The initial-boundary value problem (1.1)-(1.3) can be formulated as an initial
value problem of the evolutionary equation:
∂
∂t
(
g
gi
)
=
(
A 0
0 Ai
)(
g
gi
)
+
(
f(g)
f(gi)
)
, 1 ≤ i ≤ m, t > 0,
g(0) = g0 ∈ H, gi(0) = g
0
i ∈ H.
(1.4)
Here g(t) = col (u(t, ·), v(t, ·), w(t, ·)) and gi(t) = (ui(t, ·), vi(t, ·), wi(t, ·)). The initial
data functions are g0 = col (u0, v0, w0) and g0i = col (u
0
i , v
0
i , w
0
2), for 1 ≤ i ≤ m. The
nonpositive, self-adjoint and diagonal operator A = diag (A,A1, · · · , Am) is defined
by the block operators
A = Ai =


d∆ 0 0
0 −I 0
0 0 −rI

 , 1 ≤ i ≤ m, (1.5)
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with the domain
D(A) = {col (h, h1, · · · , hm) ∈ [H
2(Ω)× L2(Ω,R2)]1+m : (1.2) satisfied}.
Due to the continuous Sobolev imbedding H1(Ω) →֒ L6(Ω) for space dimension n ≤ 3
and by the Ho¨lder inequality, the nonlinear mapping
(
f(g)
f(gi)
)
=


au21 − bu
3
1 + v1 − w1 + J
α− βu21
q(u1 − c)
au22 − bu
3
2 + v2 − w2 + J
α− βu22
q(u2 − c)


: E × E −→ H ×H (1.6)
is a locally Lipschitz continuous mapping for 1 ≤ i ≤ m.
We shall consider the weak solution of this initial value problem (1.4), cf. [3,
Section XV.3] and the corresponding definition presented in [14, 15]. The following
proposition can be proved by the Galerkin approximation method.
Proposition 1.1. For any given initial state (g0, g01, · · · , g
0
m) ∈ H, there exists a
unique local weak solution (g(t, g0), g1(t, g
0
1), · · · , gm(t, g
0
m)), t ∈ [0, τ ], for some τ >
0, of the initial value problem (1.4) formulated from the problem (1.1)-(1.3). The
weak solution continuously depends on the initial data and satisfies
(g, g1, · · · , gm) ∈ C([0, τ ]; H) ∩ C
1((0, τ); H) ∩ L2([0, τ ]; E). (1.7)
If the initial state is in E, then the solution is a strong solution with the regularity
(g, g1, · · · , gm) ∈ C([0, τ ]; E) ∩ C
1((0, τ); E) ∩ L2([0, τ ]; D(A)×D(Ai)
m). (1.8)
The basics of infinite dimensional dynamical systems or called semiflow generated
by parabolic partial differential equations are referred to [3, 17, 19].
Definition 1.2. Let {S(t)}t≥0 be a semiflow on a Banach space X . A bounded set
B∗ of X is called an absorbing set of this semiflow, if for any given bounded set
B ⊂ X there exists a finite time TB ≥ 0 depending on B, such that S(t)B ⊂ B
∗
permanently for all t ≥ TB.
2. Global Existence of Solutions and Absorbing Semiflow
First we prove the global existence of weak solutions in time for the initial value
problem (1.4) of the boundary coupled partly diffusive Hindmarsh-Rose equations.
Theorem 2.1. For any given initial state (g0, g01, · · · , g
0
m) ∈ H, there exists a unique
global weak solution in time, (g(t), g1(t), · · · , gm(t)), t ∈ [0,∞), of the initial value
problem (1.4) formulated from the original initial-boundary value problem (1.1)-(1.3).
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Proof. Sum up the L2 inner-products of the u-equation with C1u(t) and the ui-
equation with C1ui(t) for 1 ≤ i ≤ m, the constant C1 > 0 to be chosen, we get
C1
2
d
dt
(
‖u‖2 +
m∑
i=1
‖ui‖
2
)
+ C1d
(
‖∇u‖2 +
m∑
i=1
‖∇ui‖
2
)
=C1
∫
Ω
[
(au3 − bu4 + uv − uw + Ju) +
m∑
i=1
(au3i − bu
4
i + uivi − uiwi + Jui)
]
dx
+ dC1
m∑
i=1
∫
Γi
(p(ui − u)u+ p(u− ui)ui) dx
=
∫
Ω
C1(au
3 − bu4 + uv − uw + Ju) dx
+
m∑
i=1
∫
Ω
(C1(au
3
i − bu
4
i + uivi − uiwi + Jui) dx− dC1p
m∑
i=1
∫
Γi
(u− ui)
2 dx
≤C1
∫
Ω
[
(au3 − bu4 + uv − uw + Ju) +
m∑
i=1
(au3i − bu
4
i + uivi − uiwi + Jui)
]
dx,
by the coupling boundary condition (1.2). Then sum up the L2 inner-products of
the v-equation with v(t) and the vi-equation with vi(t) for 1 ≤ i ≤ m, we obtain
1
2
d
dt
(‖v‖2 +
m∑
i=1
‖vi‖
2) =
∫
Ω
[
(αv − βu2v − v2 +
m∑
i=1
(αvi − βu
2
i vi − v
2
i )
]
dx
≤
∫
Ω
[
αv +
1
2
(β2u4 + v2)− v2 +
m∑
i=1
(αvi +
1
2
(β2u4i + v
2
i )− v
2
i )
]
dx
≤
∫
Ω
[
(1 +m)α2 +
1
2
β2(u4 +
m∑
i=1
u4i )−
3
8
(v2 +
m∑
i=1
v2i )
]
dx,
and similarly for the w-equation and wi-equation, 1 ≤ i ≤ m, we have
1
2
d
dt
(‖w‖2 +
m∑
i=1
‖wi‖
2) =
∫
Ω
[
(q(u− c)w − rw2) +
m∑
i=1
(q(ui − c)wi − rw
2
i )
]
dx
≤
∫
Ω
[
q2
2r
(u− c)2 +
1
2
rw2 − rw2 +
m∑
i=1
(
q2
2r
(ui − c)
2 +
1
2
rw2i − rw
2
i
)]
dx
≤
∫
Ω
[
q2
r
(
u2 +
m∑
i=1
u2i + (1 +m)c
2
)
−
r
2
(
w2 +
m∑
i=1
w2i
)]
dx.
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To treat the nonlinear integral terms on the right-hand side of the first inequality
above, we choose the positive constant to be C1 =
1
b
(β2 + 4). Then
∫
Ω
(−C1bu
4) dx+
∫
Ω
(β2u4) dx ≤
∫
Ω
(−4u4) dx,∫
Ω
(−C1bu
4
i ) dx+
∫
Ω
(β2u4i ) dx ≤
∫
Ω
(−4u4i ) dx, i = 1, · · · , m.
(2.1)
Using the Young’s inequality in an appropriate way, we deduce that∫
Ω
C1au
3
i dx ≤
3
4
∫
Ω
u4 dx+
1
4
∫
Ω
(C1a)
4 dx ≤
∫
Ω
u4 dx+ (C1a)
4|Ω|,∫
Ω
C1au
3
i dx ≤
3
4
∫
Ω
u4i dx+
1
4
∫
Ω
(C1a)
4 dx ≤
∫
Ω
u4i dx+ (C1a)
4|Ω|,
(2.2)
for i = 1, · · · , m. Moreover, we have
C1
∫
Ω
(
(uv − uw + ju) +
m∑
i=1
(uivi − uiwi + Jui)
)
dx
≤
∫
Ω
(
2(C1u)
2 +
1
8
v2 +
(C1u)
2
r
+
1
4
rw2 + C1u
2 + C1J
2
)
dx
+
∫
Ω
m∑
i=1
(
2(C1ui)
2 +
1
8
v2i +
(C1ui)
2
r
+
1
4
rw2i + C1u
2
i + C1J
2
)
dx
(2.3)
where on the right-hand side of the inequality (2.3) we can further treat the terms
involving u2 and u2i as follows,
∫
Ω
(
2(C1u)
2 +
(C1u)
2
r
+ C1u
2 +
m∑
i=1
[
2(C1ui)
2 +
(C1ui)
2
r
+ C1u
2
i
])
dx
≤
∫
Ω
(
u4 +
m∑
i=1
u4i
)
dx+ (1 +m)
[
C21
(
2 +
1
r
)
+ C1
]2
|Ω|.
(2.4)
Besides we have
∫
Ω
1
r
q2
(
u2 +
m∑
i=1
u2i
)
dx ≤
∫
Ω
(
u4 +
m∑
i=1
u4i
)
dx+
q4
r2
(1 +m)|Ω|. (2.5)
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Substitute the estimates (2.1) -(2.5) into the first three differential inequalities in
this proof and then sum them up to obtain
1
2
d
dt
[
C1
(
‖u‖2 +
m∑
i=1
‖ui‖
2
)
+
(
‖v‖2 +
m∑
i=1
‖vi‖
2
)
+
(
‖w‖2 +
m∑
i=1
‖wi‖
2
)]
+ C1d
(
‖∇u‖2 +
m∑
i=1
‖∇ui‖
2
)
≤C1
∫
Ω
[
(au3 − bu4 + uv − uw + Ju) +
m∑
i=1
(au3i − bu
4
i + uivi − uiwi + Jui)
]
dx
+
∫
Ω
[
(1 +m)α2 +
1
2
β2(u4 +
m∑
i=1
u4i )−
3
8
(v2 +
m∑
i=1
v2i )
]
dx
+
∫
Ω
[
q2
r
(
u2 +
m∑
i=1
u2i + (1 +m)c
2
)
−
r
2
(
w2 +
m∑
i=1
w2i
)]
dx
≤
∫
Ω
(3− 4)
(
u4 +
m∑
i=1
u4i
)
dx+
∫
Ω
(
1
8
−
3
8
)(
v2 +
m∑
i=1
v2i
)
dx
+
∫
Ω
(
1
4
−
1
2
)
r
(
w2 +
m∑
i=1
w2i
)
dx
+ (1 +m)|Ω|
(
(C1a)
4 + C1J
2 +
[
C21
(
2 +
1
r
)
+ C1
]2
+ 2α2 +
q2c2
r
+
q4
r2
)
= −
∫
Ω
([
u4 +
m∑
i=1
u4i
]
+
1
4
[
v2 +
m∑
i=1
v2i
]
+
r
4
[
w2 +
m∑
i=1
w2i
])
dx+ C2(1 +m)|Ω|,
(2.6)
where C2 = 2(C1a)
4+2C1J
2+2
[
C21
(
2 + 1
r
)
+ C1
]2
+4α2+ 2q
2c2
r
+ 2q
4
r2
is a constant.
From (2.6) it follows that
d
dt
[
C1
(
‖u‖2 +
m∑
i=1
‖ui‖
2
)
+
(
‖v‖2 +
m∑
i=1
‖vi‖
2
)
+
(
‖w‖2 +
m∑
i=1
‖wi‖
2
)]
+2
∫
Ω
([
u4 +
m∑
i=1
u4i
]
+
1
4
[
v2 +
m∑
i=1
v2i
]
+
r
4
[
w2 +
m∑
i=1
w2i
])
dx ≤ C2(1 +m)|Ω|,
(2.7)
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for t ∈ Imax = [0, Tmax), the maximal time interval of solution existence. Note that
in the first part of the integral term of (2.7) we have
1
4
(
C1u
2 −
C21
16
)
≤ u4 and
1
4
(
C1u
2
i −
C21
16
)
≤ u4i , 1 ≤ i ≤ m.
Then (2.7) yields the following differential inequality
d
dt
[
C1
(
‖u‖2 +
m∑
i=1
‖ui‖
2
)
+
(
‖v‖2 +
m∑
i=1
‖vi‖
2
)
+
(
‖w‖2 +
m∑
i=1
‖wi‖
2
)]
+ r∗
[
C1
(
‖u‖2 +
m∑
i=1
‖ui‖
2
)
+
(
‖v‖2 +
m∑
i=1
‖vi‖
2
)
+
(
‖w‖2 +
m∑
i=1
‖wi‖
2
)]
≤
d
dt
[
C1
(
‖u‖2 +
m∑
i=1
‖ui‖
2
)
+
(
‖v‖2 +
m∑
i=1
‖vi‖
2
)
+
(
‖w‖2 +
m∑
i=1
‖wi‖
2
)]
+
1
2
∫
Ω
([
u2 +
m∑
i=1
u2i
]
+
[
v2 +
m∑
i=1
v2i
]
+ r
[
w2 +
m∑
i=1
w2i
])
dx
≤
(
C2 +
C21
32
)
(1 +m)|Ω|,
(2.8)
where r∗ = 1
2
min{1, r}. Apply the Gronwall inequality to (2.8). Then we obtain the
following bounding estimate of the weak solutions:
‖g(t, g0)‖2 +
m∑
i=1
‖gi(t, g
0
i )‖
2
≤
max{C1, 1}
min{C1, 1}
e−r
∗t
(
‖g0‖2 +
m∑
i=1
‖g0i ‖
2
)
+
M
min{C1, 1}
|Ω|
≤
max{C1, 1}
min{C1, 1}
(
‖g0‖2 +
m∑
i=1
‖g0i ‖
2
)
+
M
min{C1, 1}
|Ω|
(2.9)
for t ∈ Imax = [0, Tmax) = [0,∞), where
M =
1 +m
r∗
(
C2 +
C21
32
)
. (2.10)
The estimate (2.9) shows that the weak solution g(t, x) will never blow up at any
finite time because it is bounded uniformly on the existence time interval. Therefore,
for any initial data in H, the unique weak solution of the initial value problem (1.4)
of the boundary coupled neuron network (1.1)-(1.3) exists in H globally in time. 
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The global existence and uniqueness of the weak solutions and their continuous
dependence on the initial data enable us to define the solution semiflow {S(t) : H→
H}t≥0 of the boundary coupled Hindmarsh-Rose neuron network system (1.1)-(1.3)
on the space H as follows,
S(t) : (g0, g01, · · · , g
0
m) 7−→ (g(t, g
0), g1(t, g
0
1), · · · , gm(t, g
0
m)), t ≥ 0. (2.11)
We call this semiflow {S(t)}t≥0 the boundary coupling Hindmarsh-Rose semiflow.
Theorem 2.2. There exists an absorbing set for the boundary coupling Hindmarsh-
Rose semiflow {S(t)}t≥0 in the space H, which is the bounded ball
B∗ = {h ∈ H : ‖h‖2 ≤ Q} (2.12)
where Q = M |Ω|
min{C1,1}
+ 1.
Proof. This is the consequence of the uniform estimate (2.9) in Theorem 2.1 because
lim sup
t→∞
(
‖g(t)‖2 +
m∑
i=1
‖gi(t)‖
2
)
< Q =
M |Ω|
min{C1, 1}
+ 1 (2.13)
for all weak solutions of (1.4) with any initial data in H. Moreover, for any given
bounded set B = {h ∈ H : ‖h‖2 ≤ ρ} in H, there exists a finite time
T0(B) =
1
r∗
log+
(
ρ
max{C1, 1}
min{C1, 1}
)
(2.14)
such that all the solution trajectories started from the set B will permanently enter
the bounded ball B∗ shown in (2.12) for t ≥ T0(B). 
3. Synchronization of the Boundary Coupled Neuron Neiwork
Synchronization for ensemble of neurons and for complex neuron network or some
artificial neural network is one of the central and significant topics in neuroscience
and in the theory of artificial intelligence.
We introduced a new concept of synchronization dynamics for a neuron network.
Definition 3.1. For the dynamical system generated by a model differential equa-
tion such as (1.4) of multiple neurons with whatever type of coupling, define the
asynchronous degree in a state space X to be
degs(X ) =
∑
j
∑
k
sup
g0j , g
0
k
∈X
{
lim sup
t→∞
‖gj(t)− gk(t)‖X
}
,
where gj(t) and gk(t) are any two solutions of the model differential equation with
the initial states g0j and g
0
k, respectively. Then the coupled neuron network is said to
be asymptotically synchronized in the space X , if degs(X ) = 0.
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In this section, we shall prove the main result of this work on the asymptotic syn-
chronization of the boundary coupled Hindmarsh-Rose neuron network described by
(1.1)-(1.3) in the space H . This result provides a quantitative threshold for the cou-
pling strength and the stimulation signals to reach the asymptotic synchronization.
To address mathematically this synchronization problem of the neuron network
specified in Section 1, denote by Ui(t) = u(t) − ui(t), Vi(t) = v(t) − vi(t),Wi(t) =
w(t)−wi(t), for i = 1, · · · , m. Then for any given initial states g
0 and g0i , · · · , g
0
m in
the space H , the difference between the solutions associated with the neuron Nc and
the neuron Ni is
g(t, g0)− gi(t, g
0
i ) = col (Ui(t), Vi(t),Wi(t)), t ≥ 0.
By subtraction of the corresponding three pairs of equations of the i-th neuron from
the central neuron in (1.1), we obtain the differencing Hindmarsh-Rose equations as
follows. For i = 1, · · · , m,
∂Ui
∂t
= d∆Ui + a(u+ ui)Ui − b(u
2 + uui + u
2
i )Ui + Vi −Wi,
∂Vi
∂t
= −Vi − β(u+ ui)Ui,
∂Wi
∂t
= qUi − rWi.
(3.1)
Here is the main result on the synchronization of the boundary coupled Hindmarsh-
Rose neuron network.
Theorem 3.2. If the threshold condition for stimulation signal strength of the bound-
ary coupled Hindmarsh-Rose neuron network is satisfied that for any given initial
conditions g0, g0i ∈ H,
p lim inf
t→∞
∫
Γi
U2i (t, x) dx > R |Ω|, i = 1, · · · , m, (3.2)
where
R =
1 +m
r∗min{C1, 1}
[
C21
32
+ C2
][
η2 d |Ω|+
[
8β2
b
+
a2
b
+
b
16β2r
[
q −
8β2
b
]2]]
(3.3)
with C1 =
1
b
(β2 + 4), η2 > 0 being the constant in Poincare´ inequality (3.11), and
C2 = 2(C1a)
4 + 2C1J
2 + 2
[
C21
(
2 +
1
r
)
+ C1
]2
+ 4α2 +
2q2c2
r
+
2q4
r2
, (3.4)
then the boundary coupled Hindmarsh-Rose neuron network generated by (1.4) is
asymptotically synchronized in the space H at a uniform exponential rate.
SYNCHRONIZATION OF NEURON NETWORK 11
Proof. Step 1. Take the L2 inner-products of the first equation in (3.1) with KUi(t),
the second equation in (3.1) with Vi(t), and the third equation in (3.1) with Wi(t),
where K > 0 to be chosen. Then sum them up and use Young’s inequalities to get
1
2
d
dt
(K‖Ui(t)‖
2 + ‖Vi(t)‖
2 + ‖Wi(t)‖
2) + dK‖∇Ui(t)‖
2 + ‖Vi(t)‖
2 + r ‖Wi(t)‖
2
=
∫
Γ
K
∂Ui
∂ν
Ui dx+
∫
Ω
K(a(u+ ui)U
2
i − b(u
2 + uui + u
2
i )U
2
i ) dx
+
∫
Ω
(KUiVi − β(u+ ui)UiVi + (q −K)UiWi) dx
≤
∫
Γ
K
∂Ui
∂ν
Ui dx+
∫
Ω
(
Ka(u+ ui)U
2
i − β(u+ ui)UiVi −Kb (u
2 + uui + u
2
i )U
2
i
)
dx
+
(
K2 +
1
2r
(q −K)2
)
‖Ui(t)‖
2 +
1
4
‖Vi(t)‖
2 +
r
2
‖Wi(t)‖
2, t > 0.
(3.5)
By the the boundary coupling condition (1.2), the boundary integral in (3.5) yields
∫
Γ
K
∂Ui
∂ν
Ui dx = K
∫
Γ
m∑
i=1
p[(ui − u)− (u− ui)]Ui dx
= − 2Kp
∫
Γi
U2i (t, x) dx− 2Kp
∫
Γ\(Γ0∪Γi)
u2(t, x) dx
(3.6)
for 1 ≤ i ≤ m. We estimate another integral term on the right-hand side of (3.5),
∫
Ω
(
Ka(u+ ui)U
2
i − β(u+ ui)UiVi −Kb (u
2 + uui + u
2
i )U
2
i
)
dx
≤
∫
Ω
(
Ka(u+ ui)U
2
i − β(u+ ui)UiVi −
Kb
2
(u2 + u2i )U
2
i
)
dx
≤
∫
Ω
(
Ka(u+ ui)U
2
i + 2β
2(u2 + u2i )U
2
i +
1
4
V 2i −
Kb
2
(u2 + u2i )U
2
i
)
dx.
(3.7)
Now we choose the constant multiplier K to be
K =
8β2
b
> 0. (3.8)
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Then (3.7) is reduced to∫
Ω
(
Ka (u+ ui)U
2
i − β(u+ ui)UiVi −Kb (u
2 + uui + u
2
i )U
2
i
)
dx
≤
∫
Ω
(
Ka(u+ ui)U
2
i +
1
4
V 2i −
Kb
4
(u2 + u2i )U
2
i
)
dx
=
1
4
‖Vi(t)‖
2 +
∫
Ω
(
a(u+ ui)−
b
4
(u2 + u2i )
)
KU2i dx
=
1
4
‖Vi(t)‖
2 +
∫
Ω
[
2a2
b
−
(
a
b1/2
−
b1/2
2
u
)2
−
(
a
b1/2
−
b1/2
2
ui
)2]
KU2i dx
≤
1
4
‖Vi(t)‖
2 +
2Ka2
b
‖Ui(t)‖
2.
(3.9)
Substitute (3.6) and (3.9) into (3.5). Then for 1 ≤ i ≤ m it holds that
1
2
d
dt
(K‖Ui(t)‖
2 + ‖Vi(t)‖
2 + ‖Wi(t)‖
2) + 2Kp
∫
Γi
U2i (t, x) dx
+ 2Kp
∫
Γ\(Γ0∪Γi)
u2(t, x) dx+ dK ‖∇Ui(t)‖
2 + ‖Vi(t)‖
2 + r ‖Wi(t)‖
2
≤
(
K2 +
Ka2
b
+
1
2r
(q −K)2
)
‖Ui(t)‖
2, t > 0.
(3.10)
Step 2. By Poincare´ inequality, there exist positive constants η1 and η2 depending
only on the spatial domain Ω and its dimension such that
η1‖Ui(t)‖
2 ≤ ‖∇Ui(t)‖
2 + η2
(∫
Ω
Ui(t, x) dx
)2
, 1 ≤ i ≤ m. (3.11)
On the other hand, Theorem 2.2 with (2.10) and (2.13) confirm that
lim sup
t→∞
[
‖g(t)‖2 +
m∑
i=1
‖gi(t)‖
2
]
≤
1 +m
r∗min{C1, 1}
(
C2 +
C21
32
)
|Ω|. (3.12)
Note that
‖Ui(t)‖
2 ≤ 2(‖u(t)‖2 + ‖ui(t)‖
2) ≤ 2
(
‖g(t)‖2 +
m∑
i=1
‖gi(t)‖
2
)
.
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Then it follows from (3.11) and (3.12) that, for any given bounded set B ⊂ H and
any initial data g0, g0i ∈ B, we have
d
dt
(K‖Ui(t)‖
2 + ‖Vi(t)‖
2 + ‖Wi(t)‖
2) + 4Kp
∫
Γi
U2i (t, x) dx
+ 2 η1dK ‖Ui(t)‖
2 + ‖Vi(t)‖
2 + r‖Wi(t)‖
2
≤ 2η2 dK
(∫
Ω
Ui(t, x) dx
)2
+
(
K2 +
Ka2
b
+
1
2r
(q −K)2
)
‖Ui(t)‖
2
≤ 2η2 dK|Ω|‖Ui(t)‖
2 + 2
(
K2 +
Ka2
b
+
1
2r
(q −K)2
)
‖Ui(t)‖
2.
≤
4(1 +m)
r∗min{C1, 1}
(
C2 +
C21
32
)
|Ω|
[
η2 dK|Ω|+
(
K2 +
Ka2
b
+
1
2r
(q −K)2
)]
(3.13)
for t > TB. The differential inequality (3.13) is written as
d
dt
(K‖Ui(t)‖
2 + ‖Vi(t)‖
2 + ‖Wi(t)‖
2) + 4Kp
∫
Γi
U2i (t, x) dx
+ 2 η1dK ‖Ui(t)‖
2 + ‖Vi(t)‖
2 + r‖Wi(t)‖
2 < 4KR |Ω|, t > TB.
(3.14)
The constants K = 8β2/b in (3.8) and R > 0 in (3.3) are independent of initial data.
Under the condition that the stimulation signal strength of the boundary coupling
p
∫
Γi
U2i (t, x) dx, 1 ≤ i ≤ m, satisfies (3.2), there exists a sufficiently large τ(g
0, g0i ) >
0 depending on the initial data such that the following two inequalities are satisfied:
‖g(τ, g0)‖2 ≤ Q, ‖gi(τ, g
0
i )‖
2 ≤ Q, 1 ≤ i ≤ m, (3.15)
where the constant Q is in (2.12), and the threshold crossing inequality
4Kp
∫
Γi
U2i (t, x) dx > 4KR |Ω|, t > τ. (3.16)
The inequality (3.16) signifies that the boundary coupling effect p
∫
Γi
U2i (t, x) dx ex-
ceeds the synchronization threshold R|Ω|. Therefore, from (3.14) we have the differ-
ential inequalities: For i = 1, · · · , m,
d
dt
(K‖Ui(t)‖
2 + ‖Vi(t)‖
2 + ‖Wi(t)‖
2)
+ min{2η1d, 1, r}(K ‖Ui(t)‖
2 + ‖Vi(t)‖
2 + ‖Wi(t)‖
2)
≤
d
dt
(K‖Ui(t)‖
2 + ‖Vi(t)‖
2 + ‖Wi(t)‖
2)
+ 2 η1dK ‖Ui(τ)‖
2 + ‖Vi(τ)‖
2 + r‖Wi(τ)‖
2 < 0, t > τ.
(3.17)
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Finally we apply the Gronwall inequality to (3.17) and reach the conclusion that for
all i = 1, · · · , m,
K‖Ui(t)‖
2 + ‖Vi(t)‖
2 + ‖Wi(t)‖
2
≤ e−µ(t−τ)(K‖Ui(τ)‖
2 + ‖Vi(τ)‖
2 + ‖Wi(τ)‖
2)
≤ 2e−µ(t−τ)max{K, 1}Q→ 0, as t→∞,
(3.18)
where µ = min{2η1d, 1, r} is the uniform rate. Thus for any j, k = 1, · · · , m, we have
sup
g0j ,g
0
k
∈H
{
lim sup
t→∞
‖gj(t, g
0
j )− gk(t, g
0
k)‖H
}
≤ sup
g0j ,g
0∈H
{
lim sup
t→∞
‖gj(t, g
0
j )− g(t, g
0)‖H
}
+ sup
g0
k
,g0∈H
{
lim sup
t→∞
‖g(t, g0)− gk(t, g
0
k)‖H
}
→ 0, as t→∞.
(3.19)
Therefore it is proved that
degs(H) =
m∑
j=0
m∑
k=0
sup
g0j ,g
0
k
∈L2(Ω,R3)
{
lim sup
t→∞
‖gj(t)− gk(t)‖L2(Ω,R3)
}
= 0.
Here g0(t, g
0
0) = g(t, g
0) for i = 0. It shows that the boundary coupled Hindmarsh-
Rose neuron network generated by (1.4) is asymptotically synchronized in the space
H = L2(Ω,R3) at a uniform exponential rate. The proof is completed. 
Remark 1. The presentation of this paper shows the asymptotic synchronization
of a boundary coupled Hindmarsh-Rose neuron network locally of multiple neurons
around a central neuron. This theory can be directly extended to a large-scale neuron
network in the sense that each involved neuron is viewed as a central neuron with
its own neighbor neurons.
Remark 2. Although there are mathematical models and many studies of neuron
network in terms of ordinary differential equations, biologically the partly diffusive
partial-ordinary differential equations will be more realistic for modeling the dynam-
ics of neuron network because the neuron coupling and neuronal signal transmission
usually take place on the boundary of the cell domain through bio-electrical potential
stimulation signals which is related only to the first component u-equations.
The main theorem in this paper provides a sufficient condition for realization of
the asymptotic synchronization of this kind boundary coupled neuron network. The
threshold for triggering the synchronization may possibly be reduced through further
investigations.
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