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Abstrakt
Diplomová práce se zabývá problematikou stránkovaných datových struktur a trans-
akcˇním zpracováním. Jsou zde popsány datové struktury B-strom, B+strom a sekvencˇní
pole. Transakcˇní zpracování je zde pojato v souvislosti se zotavením transakce a systému.
S tím souvisí vymezení pojmu transakce a seznámení se základními technikami zotavení.
V další cˇásti této práce je popsán databázový rámec RadegastDB, který je vyvíjen
databázovou skupinou na katedrˇe informatiky VŠB.
V praktické cˇásti je pak popsána implementace rozšírˇení rámce RadegastDB o pod-
poru transakcˇního zpracování a možnost mazání a aktualizace v B+stromu.
Záveˇrecˇná cˇást je veˇnována meˇrˇení vlivu transakcˇního zpracování na výkon prová-
deˇných operací v B+stromu a sekvencˇním poli.
Klícˇová slova: Databáze, B-strom, B+strom, Sekvencˇní pole, Datové struktury, Trans-
akce, Zotavení transakce, RadegastDB
Abstract
This thesis deals with problems of paged data structures and transaction processing.
There are described data structures B-tree, B+tree and sequential aray. Transaction pro-
cessing is conceived in relation to the transaction and system recovery. This is related to
definition of transaction and introduction to the basic techniques of recovery.
In next part of this work is described RadegastDB database framework which is de-
veloping of database group at the Department of Computer Science in VŠB.
In the practical part is described imlementation of RadegastDB framework extended
to support of transaction processing and the possibility of deleting and updating the
B+tree.
The final section is devoted to measurement of the impact of transaction processing
on performance of operations at the B+tree and sequential array.
Keywords: Database, B-tree, B+tree, Sequential Array, Data Structure, Transaction, Trans-
action Recovery, RadegastDB
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1.1 Motivace
Stejneˇ jako v beˇžném životeˇ, tak i ve sveˇteˇ IT je cˇastým problémem efektivní a dostatecˇneˇ
výkonná práce s daty.
V beˇžném životeˇ to mohou být nejru˚zneˇjší tišteˇné dokumenty (smlouvy, lékarˇské zá-
znamy, knihy, atd.), které potrˇebujeme neˇjakým efektivním zpu˚sobem uložit, vyhledávat,
aktualizovat nebo odstranit. K tomu nám poslouží systém v podobeˇ šuplíku˚, kartoték,
porˇadacˇu˚ nebo jiných nástroju˚ ke kategorizaci dokumentu˚ (dat).
Ve sveˇteˇ IT máme obdobný problém. Potrˇebujeme ukládat velké množství dat nej-
ru˚zneˇjšího charakteru (obrázky, dokumenty, knihy, atd.). K tomu nám slouží databáze.
Pojem databáze mu˚že být chápán jako usporˇádaná množina informací. V širším slova
smyslu se ale jedná o systém, který nám umožnˇuje prˇístup a práci s daty. Jde o tzv. Sys-
tém Rˇízení Báze Dat (SRˇBD). Pokud se vrátím k prˇíkladu se šuplíky s prvního odstavce,
tak SRˇBD mu˚žeme chápat jako kvalifikovaného pracovníka, který jednotlivé dokumenty
ukládá do daných šuplíku˚, vyhledává, aktualizuje a odstranˇuje. Otázkou ale zu˚stává, co
je v pojetí databází chápáno jako šuplík? Jak již bylo zmíneˇno, tak databáze je mimo jiné
chápána jako množina informací, která je usporˇádaná do, tzv. datové struktury. Datové
struktury rozdeˇlujeme podle usporˇádání jednotlivých uzlu˚ (stromové, sekvencˇní, atd.).
Tyto uzly pak mu˚žeme chápat, jako šuplík s našeho prˇíkladu.
Každá datová struktura má své výhody i nevýhody. Proto urcˇiteˇ stojí za to porovnat
vlastnosti jednotlivých datových struktur abychom byli schopni vybrat pro naše rˇešení
tu nejvhodneˇjší. Toto je také jeden s du˚vodu˚ vzniku této diplomové práce. [4]
1.2 Cíle
Výstupem této práce by meˇlo být splneˇní následujících bodu˚:
• Rozšírˇení existující implementace rámce RadegastDB, který je již neˇkolik let vyvíjen
databázovou skupinou na katedrˇe informatiky VŠB. Rámec by meˇl být rozšírˇen o
možnost mazání, aktualizace a zápis do log souboru pro datové struktury B+strom
a sekvencˇní pole.
• Porovnání výkonu obou datových struktur pro všechny operace (vkládání, mazání
a aktualizace) prˇi zapnutém, resp. vypnutém zápisu do log souboru.
1.3 Struktura textu
Text je cˇleneˇn do 8 kapitol ve kterých bude cˇtenárˇ seznámen s obecnou teorií datových
struktur a transakcí, prˇes úvod do rámce RadegastDB, implementaci, výsledky experi-
mentu˚ až k celkovému zhodnocení práce. Obsah jednotlivých kapitol je následující:
Kapitola 2. uvádí do problematiky stránkovaných datových struktur a seznamuje cˇte-
nárˇe s B+stromem a sekvencˇním polem.
7Kapitola 3. popisuje využití transakcí a uvádí do problematiky zotavení a technik zota-
vení.
Kapitola 4. seznamuje cˇtenárˇe s rámcem RadegastDB, jeho historií a strukturou.
Kapitola 5. popisuje první cˇást implementace rozšírˇení rámce RadegastDB o možnost
mazání aktualizace. Dále popisuje problémy, které prˇi implementaci nastaly.
Kapitola 6. popisuje druhou cˇást implementace rozšírˇení rámce RadegastDB o trans-
akcˇní zpracování.
Kapitola 7. obsahuje vyhodnocení všech experimentu˚ pro rˇešení z prˇedchozí kapitoly.
Kapitola 8. uzavírá celou práci a shrnuje její výsledky a prˇínosy.
82 Stránkované datové struktury
Prˇedpokladem pro uložení dat do datové struktury je schopnost perzistence, tedy ulo-
žení do neˇjaké vneˇjší pameˇti. Du˚vodem je prˇedevším umožneˇní prˇístupu k datu˚m i po
neocˇekávaném selhání systému, vypnutí pocˇítacˇe, apod. Datové struktury jsou obecneˇ
stránkované, tzn. jsou tvorˇeny ru˚zným pocˇtem stánek. Pokud si naprˇ. vezmeme libovol-
nou stromovou DS, pak jednu stránku reprezentuje uzel stromu. Každá stránka DS je
pak mapována do stránek vneˇjší pameˇti. Pokud je vneˇjší pameˇtí naprˇ. pevný disk, pak
základní jednotkou je tzv. diskový blok (nejcˇasteˇji o velikost 512B). Tyto diskové bloky
jsou pak organizovány od alokacˇních jednotek (nejcˇasteˇji o velikosti 2048 nebo 4096B) se
kterými pracuje souborový systém. Snahou tedy je, aby stránky DS meˇli velikost, která
násobkem diskového bloku. Du˚vodem je dosáhnout pokud možno, co nejmenšího pocˇtu
I/O operací [4].
2.1 B-strom
Jedním z prˇíkladu˚ stránkované datové struktury je B-strom, kterou v roce 1970 navrhl
R.Bayer [1]. Stránky jsou zde reprezentovány jednotlivými uzly B-stromu. Jde o velice
efektivní datovou strukturu, která má v nejhorším prˇípadeˇ složitost vyhledávání prvku
logn(N), kde N je pocˇet prvku˚ ve stromu. Další významnou vlastností B-stromu je faktor
využití pameˇti, který je minimálneˇ 50%. [2]
Definice 2.1 B-strom rˇádu n je (2n+1)-ární strom, který splnˇuje následující kriteria [2]:
1. Každá stránka obsahuje nejvýše 2n položek (klícˇu˚).
2. Každá stránka, s výjimkou korˇenové obsahuje alesponˇ n položek.
3. Každá stránka je bud’ listovou tj. nemá žádné následovníky nebo má m+1 následovníku˚, kde
m je pocˇet klícˇu˚ ve stránce.
4. Všechny listové stránky jsou na stejné úrovni.
2.2 B+strom
Další stránkovanou datovou strukturou je B+stromu, který vychází z B-stromu. Oproti
B-stromu má B+stromu uložené klícˇe pouze v listových uzlech. Klícˇe ve vnitrˇních uzlech
jsou pouze rozhodovací. Dalším specifikem B+stromu je provázanost listových uzlu˚, tzn.
že každý listový uzel má ukazatel na svého levého i pravého souseda. Díky této vlastnosti
mu˚žeme položky B+stromu procházet sekvencˇneˇ bez nutnosti procházet celým stromem.
[5][3]
Definice 2.2 B+strom rˇádu n je n-ární strom, který splnˇuje následující kriteria [5]:
1. Korˇen má nejméneˇ dva potomky, pokud není listem.
2. Každý uzel kromeˇ korˇene a listu má nejméneˇ n/2 a nejvýše n potomku˚.
93. Každý uzel má nejméneˇ n/2-1 a nejvíce n-1 položek (klícˇu˚).
4. Všechny veˇtve od korˇene do listu jsou stejneˇ dlouhé.
5. Položky v nelistovém uzlu jsou organizovány následovneˇ:
p0, (k1, p1), (k2, p2), ..., (kn, pn), u
p0, p1, ..., pn jsou ukazatele na potomky,
k0, k1, ..., kn jsou klícˇe,
u je nevyužitý prostor,
(ki, pi) jsou záznamy usporˇádány vzestupneˇ podle klícˇu˚, prˇicˇemž n/2− 1 ≤ m ≤ n− 1
6. Odpovídá-li ukazateli pi, kde i ∈< 1, n >, podstrom U(pi), potom platí:
(a) pro každé k v U(pi−1) je k ≤ ki
(b) pro každé k v U(pi) je k > ki
7. Listy obsahují úplnou množinu klícˇu˚.
2.2.1 Vkládání
Na jednoduchém prˇíkladu 2.2 si demonstrujeme princip vkládání a s tím související šteˇ-
pení a ru˚st stromu.
Prˇíklad 2.1
Prˇedpokládejme, že máme strom, kde minimální pocˇet prvku˚ v uzlu je 1 a maximální
pocˇet prvku˚ je pro listový uzel 2 a vnitrˇní uzel 3. Prvek je ve vnitrˇním uzlu chápán jako
dvojice ukazatel na potomka a klícˇ, proto je maximální pocˇet prvku˚ o jedeno veˇtší než u
listového.
Nyní budeme postupneˇ vkládat sekvenci klícˇu˚ 5, 8, 1, 7, 3, 12. Pru˚beˇh vkládání je
patrný na obrázku 1. Strom vyobrazený na obrázku má prvky ve vnitrˇním uzlu usporˇá-
dány jako ukazatel:klícˇ oddeˇlené znakem "|". V listovém uzlu jsou prvky usporˇádány jako
klícˇ:data oddeˇlené znakem "|". Data jsou v tomto prˇípadeˇ reprezentovány znakem "D".
1. Klícˇe 5 a 8 vložíme prˇímo do korˇenového uzlu "ROOT", který je na zacˇátku zárovenˇ
listovým uzlem.
2. Klícˇ 1 již nemu˚žeme do korˇenového uzlu "ROOT"vložit, protože obsahuje maxi-
mální pocˇet prvku˚. Proto je potrˇeba provést šteˇpení uzlu "ROOT". Prˇi šteˇpení dojde
k vytvorˇení uzlu "Uzel2"a z korˇenového uzlu "ROOT"se stane uzel "Uzel1". Dále
je vytvorˇen nový korˇenový uzel "ROOT"s ukazateli na oba potomky, cˇímž dojde k
ru˚stu výšky stromu. Nyní již mu˚žeme klícˇ 1 vložit do uzlu "Uzel1".
3. Klícˇ 7 je možné vložit do uzlu "Uzel2".
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4. Klícˇ 3 je potrˇeba vložit do uzlu "Uzel1", kde však není místo. Proto je potrˇeba pro-
vést šteˇpení uzlu "Uzel1", cˇímž vznikne nový listový uzel "Uzel3"s klícˇem 5. V uzlu
"Uzel1", tak vznikne prostor pro vložení klícˇe 3.
5. Klícˇ 12 je potrˇeba vložit do uzlu "Uzel2", kde však není místo. Proto je potrˇeba pro-
vést šteˇpení uzlu "Uzel2", cˇímž vznikne nový listový uzel "Uzel4"s klícˇem 12. V uzlu
"Uzel2", tak vznikne prostor pro vložení klícˇe 12. Šteˇpení je však propagováno až do
korˇenového uzlu "ROOT", kde však již není dostatek místa pro další prvek. Proto je
potrˇeba provést také šteˇpení korˇenového uzlu "ROOT". Z uzlu "ROOT"se tak stane
uzel "Uzel5"a je vytvorˇen nový uzel "Uzel6". Dále je vytvorˇen nový korˇenový uzel
"ROOT", cˇímž dojde k ru˚stu výšky stromu.
2.2.2 Mazání
Na jednoduchém prˇíkladu si demonstrujeme princip mazání a s tím související slucˇování
a prˇenos prvku˚.
Prˇíklad 2.2
Prˇedpokládejme, že máme strom, kde minimální pocˇet prvku˚ v uzlu je 1 a maximální
pocˇet prvku˚ je pro listový uzel 2 a vnitrˇní uzel 3. Prvek je ve vnitrˇním uzlu chápán jako
dvojice ukazatel na potomka a klícˇ, proto je maximální pocˇet prvku˚ o jedeno veˇtší než u
listového.
Nyní budeme postupneˇ mazat sekvenci klícˇu˚ 12 a 9. Pru˚beˇh mazání je patrný na ob-
rázku 2. Strom vyobrazený na obrázku má prvky ve vnitrˇním uzlu usporˇádány jako uka-
zatel:klícˇ oddeˇlené znakem "|". V listovém uzlu jsou prvky usporˇádány jako klícˇ:data od-
deˇlené znakem "|". Data jsou v tomto prˇípadeˇ reprezentovány znakem "D".
1. Klícˇ 12 je smazán z uzlu "Uzel5". Po smazání však nemá uzel "Uzel5"dostatecˇný
pocˇet prvku˚ a proto je potrˇeba provést sloucˇení se sousedním uzlem nebo prˇenos
prvku˚ ze sousedního uzlu. Z uzlu "Uzel4"je proto prˇenesen klícˇ 9. Zmeˇna klícˇe
v uzlech "Uzel4"a "Uzel5"je propagována dále na prˇedka až ke korˇenového uzlu
"ROOT". V uzlu "Uzel7"je zmeˇneˇn prvek Uzel4:9 na Uzel4:8 a prvek Uzel5:12 na
Uzel5:9. V korˇenovém uzlu "ROOT"je zmeˇneˇn prvek Uzel7:12 na Uzel7:9.
2. Klícˇ 9 je smazán z uzlu "Uzel5". Po smazání však nemá uzel "Uzel5"dostatecˇný
pocˇet prvku˚ a proto je potrˇeba provést sloucˇení se sousedním uzlem nebo prˇenos
prvku˚ ze sousedního uzlu. Sousední uzel "Uzel4"nemá dostatecˇný pocˇet prvku˚ pro
prˇenos a proto je provedeno sloucˇení uzlu "Uzel4"a uzlu "Uzel5". Uzel "Uzel5"zanikne
a zu˚stane uzel "Uzel4". Sloucˇení je propagováno dále na prˇedka. Uzel "Uzel7"nemá
po sloucˇení dostatecˇný pocˇet prvku˚ a proto je potrˇeba provést sloucˇení na úrovní
vnitrˇních uzlu˚ nebo prˇenos prvku˚ na úrovni vnitrˇních uzlu˚. Z uzlu "Uzel6"je proto
do uzlu "Uzel7"prˇenesen prvek Uzel3:7. Tím získá uzel "Uzel7"nového potomka,
resp. uzel "Uzel7"získá nového prˇedka. Zde mu˚žeme videˇt využití provázanosti lis-
tových uzlu˚, která je pro B+strom typická. Zmeˇny klícˇu˚ v uzlu "Uzel6"a "Uzel7"jsou
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dále propagovány ke korˇenovému uzlu "ROOT". V korˇenovém uzlu "ROOT"je zmeˇ-
neˇn prvek Uzel6:7 na Uzel6:6 a prvek Uzel7:9 na Uzel7:8.
2.3 Sekvencˇní pole
Sekvencˇní pole je podle Piotra Wróblewského [6] datová struktura, která je pameˇt’oveˇ
velice úsporná a umožnˇuje nám usporˇádání libovolného pocˇtu prvku˚. Pocˇet prvku˚ je
omezen pouze velikostí dostupné pameˇti.
Oproti stromové datové strukturˇe se jedná se o lineární stránkovanou datovou struk-
turu, která je o poznání méneˇ efektivneˇjší neˇž zmíneˇný B-strom, resp. B+strom. Složitost
vyhledávání je zde lineární v závislosti na pocˇtu prvku˚. [2]
Sekvencˇní pole je udržováno setrˇídeˇné pomocí, tzv. oblasti prˇetecˇení, což je oblast na
disku, kde jsou ukládány pouze ukazatele na nové záznamy. V oblasti prˇetecˇení jsou pak
jednotlivé záznamy setrˇídeˇné. V sekvencˇním poli jsou jednotlivé záznamy nesetrˇídeˇné
z du˚vodu rychlosti ukládání. Je zrˇejmé, že trˇídeˇní celého sekvencˇního pole prˇi každém
vkládání by bylo cˇasové nárocˇné. Tento prˇístup má však i svá úskalí. Jednotlivé záznamy
jsou cˇasem fragmentovány mezi více stránek, což komplikuje vyhledávání a zvyšuje prˇí-
stupy na disk. Pokud je fragmentace a rychlost vyhledávání neúnosná, pak je provedena
tzv. reorganizace sekvencˇního pole, kdy dojde k jeho setrˇídeˇní. [5]
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3 Transakce a zotavení z chyb
V této kapitole si rˇekneme neˇco o transakcích a to v souvislosti se zotavením systému. Je
ale potrˇeba uvést, že transakce souvisí i s rˇešením problému víceuživatelského prˇístupu
k SRˇBD. Jelikož víceuživatelský prˇístup není prˇedmeˇtem této diplomové práce, tak se
touto problematikou nebudeme zabývat.
3.1 Transakce
Definice 3.1 Transakce je logická (nedeˇlitelná, atomická) jednotka práce s databází, která zacˇíná
operací BEGIN TRANSACTION a koncˇí operacemi COMMIT nebo ROLLBACK.[4]
Transakce obecneˇ nezahrnuje pouze jednu operaci, ale obvykle posloupnost operací.
Každá transakce musí splnˇovat následující vlastnosti (ACID) [4]:
• Atomicity (atomicˇnost) - Transakce musí být atomická, tzn. nedeˇlitelná.
• Correctness (korektnost) - Transakce musí zajišt’ovat prˇevod jednoho korektního
stavu do druhého.
• Isolation (izolovanost) - Zmeˇny provedené transakcí jsou pro ostatní transakce vi-
ditelné až po potvrzení zmeˇn (COMMIT).
• Durability (trvalost) - Po potvrzení zmeˇn (COMMIT) musí být zajišteˇna trvalost,
tzn. zmeˇny jsou dostupné i po pádu systému.
V SRˇBD jsou transakce rˇízeny pomocí komponenty manager transakcí (angl. Transaction
Management), který implementuje operace [4]:
• BEGIN TRANSACTION - Znamená zacˇátek transakce.
• COMMIT - Znamená úspeˇšné dokoncˇení transakce. Uloží všechny zmeˇny, které
byly beˇhem transakce provedeny.
• ROLLBACK - Znamená neúspeˇšné provedení transakce. Zruší všechny zmeˇny,
které byly beˇhem transakce provedeny.
3.2 Zotavení transakce
Abychom byli schopni provést operaci ROLLBACK je potrˇeba v pru˚beˇhu celé transakce
zaznamenávat všechny zmeˇny do tzv. log souboru. Log soubor je podle J. Zendulky "Po-
sloupnost záznamu˚ žurnálu zaznamenávající všechny modifikace databáze". [7]
Rozlišujeme následující typy záznamu˚ žurnálu [3]:
1. < start, Ti >, udává že transakce Ti byla spušteˇna.
2. < write, Ti, Xi, H1, H2 >, udává že transakce Ti zmeˇnila prvek databáze Xi z hod-
noty H1 na hodnotu H2.
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3. < read, Ti, Xi >, udává že transakce Ti meˇla nacˇtenou hodnotu prvku Xi.
4. < commit, Ti >, udává že transakce Ti byla úspeˇšneˇ dokoncˇená.
5. < abort, Ti >, udává že transakce Ti byla zrušena.
V SRˇBD se o zápis do log souboru stará komponenta manager log souboru a zotavení
(angl. Log Management and Recovery).
SRˇBD obecneˇ nepracuje prˇímo s datovým souborem, ale využívá tzv. vyrovnávací
pameˇt’ umísteˇnou v hlavní pameˇti. Du˚vodem je prˇedevším efektivneˇjší práce se strán-
kami DS. To však sebou nese urcˇitá úskalí. Mu˚že se naprˇ. stát, že ve vyrovnávací pameˇti
budou potvrzené zmeˇny, které ješteˇ nebyly zapsány do datového souboru. Systém musí
umožnit zotavení i v tomto prˇípadeˇ. Databáze pak musí obsahovat všechny potvrzené
zmeˇny. Toho je dosaženo, tzv. pravidlem doprˇedného zápisu do log souboru. V principu
se jedná o zápis do log souboru ješteˇ prˇed ukoncˇením operace, v tomto prˇípadeˇ operace
COMMIT. [4]
3.3 Zotavení systému
V prˇedchozí kapitole jsme si popsali zotavení, tzv. lokálních chyb (prˇerušení transakce
uživatelem, syntaktická chyba SQL dotazu, atd.). Kromeˇ lokálních chyb však rozlišujeme
chyby globální, které mají vliv na všechny transakce systému. [4]
• Systémová chyba - neˇkdy také soft crash (naprˇ. výpadek proudu).
• Chyba média - neˇkdy také hard crash (znicˇení cˇásti databáze).
3.3.1 Zotavení po systémové chybeˇ
Jelikož prˇi systémové chybeˇ dochází ke ztráteˇ obsahu vyrovnávací pameˇti, tak neznáme
prˇesný stav transakce, která byla prˇerušena chybou. Hlavním cílem zotavení je proto
transakci zrušit. Zrušení transakce také nazýváme UNDO. Pokud je však prˇerušená trans-
akce úspeˇšneˇ dokoncˇená, ale není zapsána do datového souboru, pak je nutné tuto trans-
akci prˇepracovat. Prˇepracování pak nazýváme REDO. Aby byl systém schopný rozlišit,
které transakce je potrˇeba prˇepracovat a které zrušit, jsou zavedeny tzv. kontrolní body
(angl. check point). Záznam o kontrolním bodu je pak zapsán do log souboru. [4]
Podle J. Zendulky je kontrolní bod periodické ukládání vyrovnávacích pameˇtí žurnálu a
databáze na disk z du˚vodu snížení režie související se zotavením po výpadku. [7]
Princip fungování kontrolních bodu˚ a zotavení po systémové chybeˇ si demonstru-
jeme na prˇíkladu 3.1.
Prˇíklad 3.1
Meˇjme transakce T1, T2, T3 a T4 z obrázku 3. Prˇedpokládejme, že v cˇase t1 dojde k zápisu
kontrolního bodu a v cˇase t2 nastane systémová chyba. Pak
• Transakce T1 byla úspeˇšneˇ dokoncˇena ješteˇ prˇed kontrolním bodem v cˇase t1 a









Obrázek 3: Cˇtyrˇi typy transakcí vzniklých prˇi systémové chybeˇ
• Transakce T2 byla úspeˇšneˇ dokoncˇena po kontrolním bodu v cˇase t1, ale nebyla
zapsána do datového souboru. Proto je potrˇeba tuto transakci prˇepracovat, tedy
aplikovat akci REDO.
• Transakce T3 byla spušteˇna ješteˇ prˇed kontrolním bodem v cˇase t1, ale nebyla do-
koncˇena prˇed chybou systému v cˇase t2. Proto je potrˇeba tuto transakci zrušit, tedy
aplikovat akci UNDO.
• Transakce T4 byla spušteˇna po kontrolním bodeˇ v cˇase t1 a nebyla dokoncˇena prˇed
chybou systému v cˇase t2. Proto je potrˇeba tuto transakci zrušit, tedy aplikovat akci
UNDO.
3.3.2 Zotavení po chybeˇ média
Jelikož prˇi chybeˇ média dochází ke ztráteˇ databáze nebo její cˇásti, tak samotný log soubor
nám k zotavení stacˇit nebude. Abychom byli schopní provést zotavení po chybeˇ média,
budeme potrˇebovat zálohu (kopii) databáze. Zotavení je pak provádeˇno ve dvou krocích:
[4][7]
1. Obnovení databáze ze zálohy.
2. Prˇepracování transakcí uložených v log souboru (použita akce REDO).
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3.4 Základní techniky zotavení
V této kapitole si ukážeme neˇkolik používaných technik zotavení. V praxi jsou pak tyto
techniky kombinovány s technikou kontrolních bodu˚.
3.4.1 Zotaveni odloženou aktualizací
Tato technika spocˇívá v zápisu zmeˇn provedených beˇhem transakce až po dosažení po-
tvrzovacího bodu. V pru˚beˇhu transakce jsou zmeˇny uloženy pouze v lokální vyrovná-
vací pameˇti. Po dosažení potvrzovacího bodu jsou zmeˇny zapsány do log souboru a ulo-
ženy na disk. Poté je proveden zápis zmeˇn do databáze. Pokud beˇhem transakce nastane
chyba, je patrné, že není potrˇeba provádeˇt operaci UNDO, protože ješteˇ doposud ne-
byla transakce zapsána fyzicky do databáze. V prˇípadeˇ chyby tedy stacˇí provést pouze
operaci REDO a to jenom v prˇípadeˇ, pokud byly zmeˇny zapsány do log souboru, ale
nebyly zapsány do databáze. Díky tomuto pravidlu se tato technika nazývá také NO-
UNDO/REDO algoritmus.
Je zrˇejmé, že algoritmus pocˇítá s pravidlem doprˇedného zápisu do log souboru. V
principu nám do log souboru stacˇí zapisovat pouze nové hodnoty, abychom byli schopni
provést operaci REDO. [3]
Pokud se vrátíme k našemu prˇíkladu 3.1 z kapitoly 3.3.1, pak transakce T3 a T4 budou
oproti prˇedchozímu rˇešení ignorovány. Du˚vodem je chybeˇjící záznam o potvrzovacím
bodu v log souboru. Transakce T1, T2 a T3 jsou rˇešeny podle prˇedchozího rˇešení.
3.4.2 Zotavení okamžitou aktualizací
Tato technika spocˇívá v zápisu zmeˇn provedených beˇhem transakce ješteˇ prˇed dosažením
potvrzovacího bodu. Již v pru˚beˇhu transakce jsou zmeˇny zapsány do log souboru. Poté
je proveden zápis zmeˇn do databáze. Pokud beˇhem transakce nastane chyba a transakce
doposud nedosáhla potvrzovacího bodu, pak je patrné, že bude potrˇeba provést operaci
UNDO. Pokud beˇhem transakce nastane chyba a transakce již dosáhla potvrzovacího
bodu, pak je provedena operace REDO. Díky tomuto principu se tato technika nazývá
také UNDO/REDO algoritmus. Pokud jsou všechny transakce zapsané do databáze ne-
potvrzené, pak je zrˇejmé, že není potrˇeba provádeˇt operaci REDO. V takovém prˇípadeˇ
mluvíme o této technice jako o UNDO/NO-REDO algoritmu.
Je zrˇejmé, že i v tomto prˇípadeˇ algoritmus pocˇítá s pravidlem doprˇedného zápisu do
log souboru. Abychom byli schopni provést operaci UNDO, je potrˇeba do log souboru
zapisovat jak nové, tak pu˚vodní hodnoty. [3]
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4 Rámec RadegastDB
RadegastDB je databázový rámec, který je již neˇkolik let vyvíjen databázovou skupi-
nou na katedrˇe informatiky VŠB. Tento rámec je napsán v programovacím jazyce C++
a umožnˇuje testovat ru˚zné perzistentní datové struktury. V dobeˇ psaní této práce jsou






V této kapitole se seznámíme s vybranými trˇídami, ukážeme si strukturu celého rámce
a strucˇneˇ popíšeme implementaci B+stromu a sekvencˇního pole. Práveˇ tyto dveˇ DS jsou
rozšírˇeny v implementacˇní cˇásti této diplomové práce, která je popsána v následující ka-
pitole 5.
Pro lepší pochopení implementacˇní cˇásti si také vysveˇtlíme používanou terminologií
a neˇkteré pojmy se kterými se mu˚žeme v tomto rámci setkat.
4.1 Základní struktura rámce
Za základ celého rámce mu˚žeme považovat trˇídu cNodeCache a cMemoryPool. Obecneˇ
nám tyto trˇídy pomáhají vytvárˇet perzistentní datové struktury. Další du˚ležitou soucˇástí
je trˇída cQuickDB (viz obrázek 4).
cQuickDB
Trˇída cQuickDB vytvárˇí a uchovává instance cNodeCache a cMemoryPool. Samotná
instance cQuickDB je následneˇ prˇedávána prˇi vytvárˇení konkrétní datové struktury.
cNodeCache
Du˚ležitou soucˇástí celého rámce je trˇída cNodeCache, která zajišt’uje práci s da-
tovým souborem. Tato trˇída je tady jakousi mezivrstvou samotné DS a fyzickým
datovým souborem na disku.
V principu jsou uzly datové struktury nacˇítány do operacˇní pameˇti, což umožnˇuje
rychlejší práci s teˇmito uzly. Veškeré operace nad DS (vkládání, cˇtení, mazání, atd.)
jsou tedy provádeˇny v rámci operacˇní pameˇti. Zápis do datového souboru je prová-
deˇn až v prˇípadeˇ potrˇeby (explicitní požadavek na uložení DS, ukoncˇení transakce1,
atd.). Schéma použití je možné videˇt na obrázku 5.
1Transakce v pu˚vodní implementaci podporovány nejsou, avšak jsou prˇedmeˇtem implementacˇní cˇásti
této diplomové práce. Implementované operace COMMIT a ROLLBACK využívají práveˇ metody pro zápis
do datového souboru (viz kapitola 6)
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Obrázek 4: Trˇída cQuickDB
Obrázek 5: Schéma fungování vyrovnávací pameˇti
Trˇída cNodeCache navíc zajišt’uje zamykání nacˇtených uzlu˚, což zajišt’uje konzis-
tenci celé datové struktury. Zámky jsou dvojího druhu, jeden je pro cˇtení a druhý
pro zápis. Každý nacˇtený uzel je potrˇeba vždy odemknout.
Vyrovnávací pameˇt’ je sdílená skrz celý rámec.
cMemoryPool
Jedná se o pomocnou pameˇt’ využívanou prˇi vykonávání operací nad DS. Stejneˇ
jako cNodeCache je i cMemoryPool sdílený skrz celý rámec.
4.2 Stránkovaná datová struktura
Všechny stránkované DS, které nám rámec nabízí, jsou v základu reprezentovány struk-
turou trˇíd, kterou mu˚žeme videˇt na obrázku 6.
cDStructHeader
Uchovává veškeré informace týkající se celé DS (naprˇ. pole hlavicˇek uzlu˚, statistiky,
unikátní jméno DS, index korˇenového uzlu, atd.).
cNodeHeader
Uchovává informace týkající se jednoho typu uzlu (v našem prˇípadeˇ listový nebo
vnitrˇní). U stromových struktur obsahuje klícˇové informace o rozložení dat v uzlu.
cNode
Reprezentuje jeden uzel DS. Je du˚ležité zmínit, že kromeˇ beˇžných lokálních pro-
meˇnných obsahuje prˇedevším pole mData, kde je uložen veškerý obsah uzlu. Data
jsou takto uložena z du˚vodu výkonnosti.
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Obrázek 6: Schéma obecné stránkované DS
4.3 Stromová datová struktura
Všechny stromové DS využívají základní strukturu trˇíd pro tvorbu stránkovaných DS.
Navíc je struktura trˇíd rozšírˇena o další trˇídy, jak mu˚žeme videˇt na obrázku 7.
cPagedTree
Tvorˇí jádro každé stromové DS. Nabízí nám metody pro vytvorˇení a otevrˇení DS
a dále pro nacˇítání uzlu˚ z cache. Jelikož se jedná o jakési zobecneˇní, tak tato trˇída
prˇímo neimplementuje operace pro vkládání, mazání a aktualizaci. Tyto operace
jsou následneˇ implementovány v odvozených trˇídách (naprˇ. pro B+strom, R-strom,
atd.).
cTreeHeader
Je odvozenou trˇídou od cDStructHeader. Navíc uchovává informace specifické pro
stromovou DS (naprˇ. výška stromu).
cTreeNodeHeader
Je odvozenou trˇídou od cNodeHeader. Navíc jsou zde uloženy offsety pro usporˇá-
dání dat v poli mData.
cTreeNode
Je odvozenonu trˇídou od cNode. Díky ofsetu˚m ze trˇídy cTreeNodeHeader mu˚žeme
pole mData rozdeˇlit do neˇkolika segmentu˚, které jsou patrné na obrázku 8, a které
si nyní popíšeme.
1. Leaf - 1 bajtový prˇíznak, který nám udává, zda se jedná o listový nebo vnitrˇní
uzel.
2. Items - Segment prvku˚. Jedná se o nesetrˇídeˇné pole, ve kterém jsou prvky fy-
zicky uloženy. V prˇípadeˇ vnitrˇního uzlu jsou prvky reprezentovány jako odkaz
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Obrázek 7: Schéma perzistentní stromové DS
Obrázek 8: Schéma uložení dat v uzlu.
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(na podrˇízený uzel) + klícˇ. V prˇípadeˇ listového uzlu jsou prvky reprezento-
vány jako klícˇ + data.
3. ItemOrder - Segment ukazatelu˚ na prvky v segmentu Items. V tomto prˇípadeˇ
jde o setrˇídeˇné pole.
4. ExtraItems - Segment prvku˚ využívaný v prˇípadeˇ potrˇeby.
5. ExtraLinks - Segment ukazatelu˚ na sousední uzly. V prˇípadeˇ vnitrˇního uzlu
je uložen pouze ukazatel na nadrˇazený uzel. V prˇípadeˇ listového uzlu jsou
uloženy ukazatele na levý, pravý a nadrˇazený uzel.
4.4 Implementace sekvencˇního pole
Implementace sekvencˇního pole je prˇímo postavena nad základní strukturou trˇíd pro
stránkované DS. Nyní se podíváme na odvozené trˇídy pro sekvencˇní pole.
cSequentialArray - Reprezentuje sekvencˇní pole jako takové.
cSequentialArrayHeader - Odvozená trˇída od cDStructHeader.
cSequentialArrayNodeHeader - Odvozená trˇída od cNodeHeader.
cSequentialArrayNode - Odvozená trˇída od cNode.
4.5 Implementace B+stromu
Implementace B+stromu je prˇímo postavena nad strukturou trˇíd pro stromové DS. Nyní
se podíváme na odvozené trˇídy pro B+strom.
cCommonBpTree - Odvozená trˇída od cPagedTree.
cBpTreeHeader - Odvozená trˇída od cDStructHeader.
cBpTreeNodeHeader - Odvozená trˇída od cTreeNodeHeader.
cBpTreeNode - Odvozená trˇída od cTreeNode.
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5 Rozšírˇení implementace B+stromu
Jak již bylo uvedeno v prˇedchozí kapitole, tak implementacˇní cˇást této diplomové práce je
rozšírˇením databázového rámce RadegastDB. Tento rámec nám ve výchozí implementaci
B+stromu nabízí pouze operace pro vkládání a vyhledávání. Proto je potrˇeba jej rozšírˇit
o operace mazání a aktualizace.
Ješteˇ prˇed tím než prˇejdeme k popisu samotné implementace, je potrˇeba zmínit neˇ-
které vlastnosti, které nám rámec nad B+stromem nabízí a které se prˇímo týkají této cˇásti
práce.
• Zpu˚sob uložení dat
Rámec nám v tomto ohledu nabízí dveˇ možnosti.
1. Uložení dat s pevnou délkou
2. Uložení dat s promeˇnnou délkou
Obeˇ tyto možnosti uložení mají své výhody i nevýhody. V principu je práce s pev-
nou délkou dat jednodušší a rychlejší ale za to klade veˇtší nároky na kapacitu úlo-
žišteˇ. Oproti tomu je práce s promeˇnnou délkou dat složiteˇjší a pomalejší ale s po-
hledu kapacity je úsporneˇjší.
Pokud se bavíme o jednodušší, resp. složiteˇjší práci máme tím na myslí jednodušší,
resp. složiteˇjší implementaci, což se prˇímo týká i této cˇásti práce.
• Duplicitní klícˇe
Další vlastností je možnost ukládat data s duplicitním klícˇem. Je zrˇejmé, že i tato
vlastnost se prˇímo týká implementace mazání a v další cˇásti textu narazíme na pro-
blémy s tím spojené.
Poznámka 5.1 Všechny tyto vlastnosti jsou volitelné a je možné je nastavit prˇi vytvárˇení
databáze.
5.1 Implementace operace mazání
Z teoretických znalostí víme, že základem B+stromu jsou vnitrˇní a listové uzly. Tyto uzly
jsou v našem rámci reprezentovány trˇídou cTreeNode, která je potomkem trˇídy cNode. Je
tedy zrˇejmé, že tato trˇída tvorˇí jakési jádro pro práci s daty na té nejnižší úrovni. Proto i s
popisem implementace operace mazání, zacˇneme práveˇ zde.
Než se pustíme do popisu jednotlivých algoritmu˚ a funkcí, je potrˇeba si uveˇdomit
jakým zpu˚sobem jsou data v uzlu uložena. K lepšímu pochopení zpu˚sobu uložení dat
nám poslouží obrázek 8 z kapitoly 4.3. Z obrázku je patrné, že data uzlu jsou na nej-
nižší úrovni reprezentována jako pole znaku˚ (*char). Toto pole lze rozdeˇlit do neˇkolika
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segmentu˚ pomocí offsetu˚, které jsou definovány v hlavicˇce uzlu, tedy ve trˇídeˇ cTreeNode-
Header. Detailneˇjší popis uvedených segmentu˚ najdeme v kapitole 4.3. Pro zjednodušení
budou tyto cˇásti2 v následujícím textu považovány za samostatná pole.
Abychom mohli data fyzicky smazat potrˇebujeme zajistit, aby byla odstraneˇna z pole
Items a ItemOrder.
5.1.1 Smazání prvku z pole Items
Pro smazání prvku z pole Items byla vytvorˇena funkce RemoveItemPo (viz algoritmus 1).
Funkce zajistí smazání prvku, jak pro listový, tak pro vnitrˇní uzel.
Poznámka 5.2 Prvek je chápán jako dvojice hodnot klícˇ + data pro listový uzel a odkaz +
klícˇ pro vnitrˇní uzel.
Prˇed popisem samotného algoritmu je potrˇeba upozornit na skutecˇnost, že prvek je
nahrazen posunutím celého bloku pameˇti, což je patrné z rˇádku 8 v algoritmu 1, kde
je posunut celý blok pameˇti jehož velikost je vypocˇtená na rˇádku 7. Nedochází tedy k
pouhému oznacˇení, že byl prvek smazán, ale k definitivnímu odstraneˇní. Tento prˇístup
má své výhody i nevýhody. Jednou s nepopíratelných výhod je jisteˇ úspora pameˇti (úlo-
žišteˇ). Ovšem zásadní nevýhodou je snížení výkonnosti prˇi prˇesunech bloku˚ pameˇti s
cˇímž souvisí také potrˇebná aktualizace setrˇídeˇného pole ItemOrder.
Popis algoritmu
• V první rˇadeˇ je urcˇena skutecˇná pozice v poli mData, která je vypocˇtena pomocí
ofsetu pole Items a vstupního parametru funkce, který udává pozici prvku v poli
Items (viz rˇádek 5 v algoritmu 1). Prˇicˇtení vypocˇtené pozice k ukazateli na pole
mData, tak získáme skutecˇnou adresu prvku.
• Jak jsme již uvedli, tak prvek je odstraneˇn posunutím celého bloku pameˇti. V dalším
kroku je tedy potrˇeba urcˇit velikost této pameˇti (viz rˇádek 7 v algoritmu 1).
• V poslední rˇadeˇ je proveden samotný prˇesun bloku pameˇti, cˇímž dojde k odstraneˇní
prvku z pole Items (viz rˇádek 8 v algoritmu 1).
5.1.2 Smazání prvku z pole ItemOrder
Pro smazání prvku z pole ItemOrder byla vytvorˇena funkce RemoveItemOrder (viz algorit-
mus 2).
Poznámka 5.3 V poli ItemOrder chápeme prvek jako odkaz na prvek z poli Items.
Smazání funguje obdobneˇ jako v prˇedchozím prˇípadeˇ, tzn. prvek je smazán posunu-
tím celého bloku pameˇti, což je patrné z rˇádku 5 v algoritmu 2.




Result: Velikost mazaného prvku
2 mData ← Ukazatel na pole mData;
3 VelikostVšechPrvku˚ ← Velikost všech prvku˚ v uzlu;
4 OfsetPoleItems ← Offset na pole Items;
5 PoziceKlícˇe ← Pozice klícˇe vypocˇtená jako OfsetPoleItems +
PozicePrvkuVPoliItems;
6 VelikostPrvku ← Velikost mazaného prvku;
7 VelikostPameˇti ← Velikost pameˇti pro prˇesun vypocˇtená jako (OfsetPoleItems +
VelikostVšechPrvku˚) - (PoziceKlícˇe + VelikostPrvku);
8 Blok pameˇti na adrese mData + PoziceKlícˇe + VelikostPrvku o velikosti
VelikostPameˇti prˇesunˇ na adresu mData + PoziceKlícˇe;
9 Vrátit VelikostPrvku;
Algorithm 1: Funkce cTreeNode::RemoveItemPo
Popis algoritmu
• V první rˇadeˇ je urcˇena skutecˇná pozice v poli mData, která je vypocˇtena pomocí
ofsetu pole ItemOrder a vstupního parametru funkce, který udává pozici prvku v
poli ItemOrder (viz rˇádek 3 v algoritmu 2). Prˇicˇtení vypocˇtené pozice k ukazateli
na pole mData, tak získáme skutecˇnou adresu prvku v poli ItemOrder, tedy porˇadí
prvku.
• V dalším kroku urcˇíme velikost pameˇti pro prˇesun (viz rˇádek 4 v algoritmu 2).
• V poslední rˇadeˇ je proveden samotný prˇesun bloku pameˇti, cˇímž dojde k odstraneˇní
prvku z pole ItemOrder (viz rˇádek 5 v algoritmu 2).
1 Function RemoveItemOrder(PozicePrvkuVPoliItemOrder)
2 PocˇetPrvku˚ ← Pocˇet všech prvku˚ v uzlu;
3 PrvekVPoliItemOrder ← Ukazatel na prvek v poli ItemOrder;
4 VelikostPameˇti ← Velikost pameˇti pro prˇesun vypocˇtená jako PocˇetPrvku˚-
(PozicePrvkuVPoliItemOrder + 1);
5 Blok pameˇti na adrese PrvekVPoliItemOrder +1 o velikosti VelikostPameˇti prˇesun na
adresu PrvekVPoliItemOrder;
Algorithm 2: Funkce cTreeNode::RemoveItemOrder
5.1.3 Smazání prvku z uzlu
Výše uvedené funkce nejsou z pohledu konzistence DS bezpecˇné. Jsou proto psány jako
privátní funkce trˇídy cTreeNode a je potrˇeba k nim prˇistupovat s velkou opatrností.
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Pro bezpecˇné smazání prvku v kontextu celého uzlu byla vytvorˇena verˇejná funkce
Delete (viz algoritmus 3). Tato funkce však využívá již zmíneˇných funkcí RemoveItemPo a
RemoveItemOrder.
Návratové hodnoty funkce
• DELETE_YES - Signalizuje úspeˇšneˇ smazání prvku.
• DELETE_AT_THE_END - Signalizuje, že byl smazán poslední prvek uzlu.
• DELETE_NOTEXIST - Signalizuje, že prvek v uzlu neexistuje.
• DELETE_NOTEXIST_DATA - Signalizuje, že prvek s daným klícˇem existuje, ale ne-
existuje prvek v kombinaci klícˇ a data (prˇípad povolení duplicitních klícˇu˚).
Popis algoritmu
• V první rˇadeˇ je potrˇeba zjistit porˇadí zadaného klícˇe. V prˇípadeˇ, že jsou povoleny
duplicitní klícˇe, tak je potrˇeba najít porˇadí dvojice klícˇ a data (viz rˇádek 2 až 6 v
algoritmu 3).
• Pokud je prvek s daným klícˇem, resp. klícˇem a daty v uzlu nalezen zjistíme jeho
pozici v poli Items (viz rˇádek 8 v algoritmu 3).
• Poté je prvek odstraneˇn z pole Items pomocí privátní funkce RemoveItemPo (viz rˇá-
dek 9 v algoritmu 3).
• Následneˇ je prvek odstraneˇn také z pole ItemOrder pomocí privátní funkce Remove-
ItemOrder (viz rˇádek 10 v algoritmu 3).
• Jelikož jsou prvky mazány posunutím celého bloku pameˇti, je potrˇeba aktualizovat
odkazy v poli ItemOrder (viz rˇádek 11 až 15 v algoritmu 3).
• Dále provedeme aktualizaci informace o celkovém pocˇtu prvku˚ a volného místa
(viz rˇádek 16 a 17 v algoritmu 3).
• Na konci je vrácena adekvátní návratová hodnota.
5.1.4 Prˇesun prvku˚ mezi uzly
Vzhledem k tomu, že implementujeme operaci mazání, je potrˇeba pocˇítat s prˇesuny mezi
uzly. K tomuto úcˇelu byla vytvorˇena funkce MoveItems (viz algoritmus 5). Tato funkce
prˇijímá jako parametr ukazatel na zdrojový uzel, ze kterého se budou prvky prˇesouvat.
Pocˇet prˇesouvaných prvku˚ je pocˇítán, tak aby pomeˇr prvku˚ v obou uzlech byl pokud
možno vyrovnaný. Snahou tedy je, aby výsledný strom byl co nejvyrovnaneˇjší.
Vzorec pro výpocˇet pocˇtu prvku˚ k prˇesunu je pro variantu s pevnou délkou klícˇe a
dat následující:
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1 Function Delete(Klícˇ, Data, PovolitDuplicitníKlícˇe)
Result: Výsledek mazání (viz návratové hodnoty funkce)
2 if PovolitDuplicitníKlícˇe then
3 PorˇadíPrvku ← NajítPorˇadíPrvku(Klícˇ, Data);
4 else
5 PorˇadíPrvku ← NajítPorˇadíPrvku(Klícˇ);
6 end if
7 if Klícˇ a Data existují then
8 PozicePrvkuVPoliItems ← ZískejPoziciPrvkuVItems(PorˇadíPrvku);
9 VymažPrvekZItems(PozicePrvkuVPoliItems);
10 VymažPrvekZItemOrder (PorˇadíPrvku);
11 for i = 0 to CelkovýPocˇetPrvku˚ −1 do
12 if ZískejPoziciPrvkuVItems(i) > PozicePrvkuVPoliItems then




17 Aktualizovat volné místo v uzlu;
18 if PorˇadíPrvku == CelkovýPocˇetPrvku˚ −1 then
19 Vrat’ informaci, že byl smazán poslední prvek uzlu;
20 else
21 Vrat’ informaci, že prvek byl úspeˇšneˇ smazán;
22 end if
23 else
24 Vrat’ informaci, že prvek neexistuje;
25 end if




V prˇípadeˇ variabilní délky klícˇe, resp. dat je výpocˇet o neˇco komplikovaneˇjší a je po-
trˇeba jej znázornit algoritmicky (viz algoritmus 4).
1 VelikostPrvku˚KPrˇesunu ←
(VelikostVšechPrvku˚ZdrojovéhoUzlu−MinimálníPocˇetPrvku˚Uzlu)/2;
2 if Zdrojový uzel je levým sousedem then
3 porˇadíPrvku ← CelkovýPocˇetPrvku˚ZdrojovéhoUzlu− 1;
4 else
5 porˇadíPrvku ← 0;
6 end if
7 while VelikostPrvku˚KPrˇesunu > 0 do
8 VelikostPrvku˚KPrˇesunu ←
VelikostPrvku˚KPrˇesunu− VelikostPrvkuZrojovéhoUzlu(porˇadíPrvku);
9 if Zdrojový uzel je levým sousedem then
10 porˇadíPrvku ← porˇadíPrvku− 1;
11 else
12 porˇadíPrvku ← porˇadíPrvku + 1;
13 end if
14 PocˇetPrvku˚KPrˇesunu ← PocˇetPrvku˚KPrˇesunu + 1;
15 end while
Algorithm 4: Výpocˇet pocˇtu prvku˚ k prˇesunu pro variabilní délku klícˇe
Popis algoritmu
• V první rˇadeˇ je proveden výpocˇet pocˇtu prvku˚ k prˇesunu, který jsme si již zmínili
v prˇedchozím textu (viz 2 rˇádek v algoritmu 5).
• Poté je stanoveno porˇadí na jaké budou prvky vkládány a porˇadí ve zdrojovém
uzlu, ze kterého budou prvky prˇesouvány (viz rˇádek 2 až 10 v algoritmu 5). Po-
kud je zdrojový uzel levým sousedem, pak je potrˇeba mimo jiné vytvorˇit potrˇebný
prostor v poli ItemOrder (viz rˇádek 6 v algoritmu 5).
• Dále jsou jednotlivé prvky ve zdrojovém uzlu prˇesunuty do aktuálního uzlu. Prvek
je následneˇ ze zdrojového uzlu smazán (viz rˇádek 11 až 14 v algoritmu 5).
• Na záveˇr je aktualizován pocˇet prvku˚ a volné místo v aktuálním i zdrojovém uzlu
(viz rˇádek 15 a 16 v algoritmu 5).
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1 Function MoveItems(ZdrojovýUzel)
2 PocˇetPrvku˚KPrˇesunu ← Pocˇet prvku˚ k prˇesunu;
3 if Zdrojový uzel je levým sousedem then
4 PorˇadíVkládanéhoPrvku ← 0;
5 PorˇadíMazanéhoPrvku
← CelkovýPocˇetPrvku˚ZdrojovéhoUzlu− PocˇetPrvku˚KPrˇesunu;
6 Vytvorˇit v poli ItemOrder místo pro PocˇetPrvku˚KPrˇesunu prvku˚;
7 else
8 PorˇadíVkládanéhoPrvku ← CelkovýPocˇetPrvku˚;
9 PorˇadíMazanéhoPrvku ← 0;
10 end if
11 for i← 1 to PocˇetPrvku˚KPrˇesunu do
12 Prˇesunout prvek PorˇadíMazanéhoPrvku ze zdrojového uzlu na pozici
PorˇadíVkládanéhoPrvku aktuálního uzlu;
13 Smazat prvek PorˇadíMazanéhoPrvku ze zdrojového uzlu;
14 end for
15 Aktualizovat pocˇet prvku˚ a volné místo ve zdrojovém uzlu;
16 Aktualizovat pocˇet prvku˚ a volné místo v aktuálním uzlu;
Algorithm 5: Funkce cTreeNode::MoveItems
5.1.5 Sloucˇení uzlu˚
Další operací, kterou je potrˇeba prˇi mazání prvku˚ zajistit, je sjednocení uzlu˚. K tomu byla
ve trˇídeˇ cTreeNode vytvorˇena funkce Merge (viz algoritmus 6). Parametrem funkce je opeˇt
ukazatel na zdrojový uzel, se kterým se bude aktuální uzel slucˇovat.
Prˇed samotným popisem algoritmu je potrˇeba ješteˇ upozornit na skutecˇnost, že zdro-
jový uzel je vždy pravým sousedem aktuálního uzlu. V principu to znamená, že zdrojový
uzel zaniká.
Popis algoritmu
• V první rˇadeˇ jsou prˇeneseny všechny prvky ze zdrojového uzlu na porˇadí posled-
ního prvku + 1 aktuálního uzlu (viz rˇádek 2 až 4 v algoritmu 6). Porˇadí je dáno tím,
že zdrojový uzel je vždy pravým sousedem aktuálního uzlu.
• V další rˇadeˇ jsou aktualizovány informace o pocˇtu prvku˚ a volném místeˇ v uzlu.
Poznámka 5.4 Jak je možné videˇt, tak algoritmus 6 je stejný, jak pro implementaci listo-
vého uzlu, tak pro implementaci vnitrˇního uzlu. Rozdíl je pouze v reprezentaci prvku.
30
1 Function Merge(ZdrojovýUzel)
2 for i← 1 to CelkovýPocˇetPrvku˚ZdrojovéhoUzlu do
3 Prˇesunout prvek i ze zdrojového uzlu na pozici
CelkovýPocˇetPrvku˚AktuálníhoUzlu + i aktuálního uzlu;
4 end for
5 Aktualizovat pocˇet prvku˚ a volné místo v aktuálním uzlu;
Algorithm 6: Funkce cTreeNode::Merge
5.1.6 Smazání prvku ze stromu
Všechny funkce, které jsme si doposud ukázali nám zajišt’ují operace mazání, prˇesun a
sloucˇení nad jedním konkrétním uzlem. Naším cílem však je zajistit smazání prvku z
celého B+stromu. Je tedy patrné, že všechny operace, které byli implementovány v rámci
uzlu budou implementovány také v rámci celého B+stromu.
Z kapitoly 4 víme, že stromová DS je reprezentována trˇídou cPagedTree. Jednou z jejich
odvozených trˇíd je trˇída cCommonBpTree, která reprezentuje B+strom. Tato trˇída nám tedy
posloužila k implementaci výše uvedených operaci. Konkrétneˇ pro smazání prvku byla
ve trˇídeˇ cCommonBpTree vytvorˇena funkce Delete.
Scénárˇe prˇi mazání prvku Jednotlivé scénárˇe, které mohou prˇi mazání prvku z B+stromu
nastat si demonstrujeme na prˇíkladu 5.1.
Prˇíklad 5.1
Prˇedpokládejme, že máme B+strom z obrázku 9. Minimální pocˇet prvku˚ v uzlu je 2 a ma-
ximální pocˇet prvku˚ v uzlu je 5. Prvky jsou ve vnitrˇním uzlu usporˇádány jako odkaz:klícˇ
oddeˇlené znakem "|". V listovém uzlu jsou prvky usporˇádány jako klícˇ:data oddeˇlené
znakem "|".
Nyní ke každému scénárˇi uvedeme konkrétní prˇíklad pro náš vzorový B+strom z
prˇíkladu 5.1 prˇi kterém tento scénárˇ nastane.
1. Prvek je úspeˇšneˇ smazán a není potrˇeba dalších zmeˇn v DS
Prˇíkladem mu˚že být smazání prvku s hodnotou klícˇe 20. Prvek je nalezen v Uzlu2
a poté je smazán. Dále již není potrˇeba jakýchkoli zmeˇn.
2. Prvek s daným klícˇem neexistuje
Prˇíkladem mu˚že být pokus o smazání prvku s klícˇem 4.
3. Prvek s daným klícˇem a daty neexistuje
Jedná se o prˇípad, kdy jsou povoleny duplicitní hodnoty klícˇe. Prˇíkladem mu˚že být
pokus o smazání prvku s klícˇem 5 a s hodnotou dat "G". Ikdyž se prvek s klícˇem 5
nachází v DS dvakrát (5:F a 5:H), tak kombinace hodnot klícˇe 5 a dat "G"neexistuje.
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4. Prvek je smazán, ale je potrˇeba aktualizace klícˇu˚ nadrˇazených vnitrˇních uzlu˚
Prˇíkladem mu˚že být smazání prvku s hodnotou klícˇe 8. Jak je patrné, tak klícˇ s
hodnotou 8 je posledním prvkem uzlu Uzel1. V takovém prˇípadeˇ je potrˇeba provést
aktualizaci prvku v nadrˇazeném vnitrˇním uzlu, který se na zmeˇneˇný uzel odkazuje.
V našem prˇíkladu vidíme, že nadrˇazený vnitrˇní uzel Uzlu1 je Uzel4. Dále mu˚žeme
videˇt, že na Uzel1 se odkazuje první prvek. První prvek je tvorˇen dvojicí odkaz (s
hodnotou Uzel1) a klícˇ (s hodnotou 8). Práveˇ hodnotu klícˇe 8 je potrˇeba zmeˇnit na
novou hodnotu 2.
Je potrˇeba upozornit na to, že stejný algoritmus platí i prˇi zmeˇneˇ, resp. smazání
prvku ve vnitrˇním uzlu. Propagace zmeˇn prvku˚ nadrˇazeného vnitrˇního uzlu pak
postupuje až ke korˇeni.
5. Prvek je smazán, ale je potrˇeba prˇesun prvku˚ mezi uzly
Prˇíkladem mu˚že být smazání prvku s hodnotou klícˇe 12. Po smazání obsahuje
Uzel7 pouze 1 prvek, což je pod povoleným minimem. Rˇešením je bud’ sloucˇení
se sousedním uzlem nebo prˇesun prvku˚ ze sousedního uzlu. Vzhledem k tomu,
že sousední uzel Uzel2 obsahuje maximální pocˇet prvku, tak sloucˇení není možné.
Prˇesun však možný je. Z uzlu Uzel2 budou tedy prˇesunuty prvky s klícˇem 15 a 16.
Opeˇt je potrˇeba upozornit na to, že stejný algoritmus platí i pro vnitrˇní uzly.
6. Prvek je smazán, ale je potrˇeba sloucˇení dvou uzlu˚
Prˇíkladem mu˚že být smazání prvku s hodnotou klícˇe 2. Stejneˇ jako v prˇedchozím
prˇíkladeˇ, tak i zde je po smazání nedostatecˇné množství prvku˚, tzn. je potrˇeba pro-
vést sloucˇení se sousedním uzlem nebo prˇesun ze sousedního uzlu. Sousední uzel
Uzel5 obsahuje 3 prvky, takže je možné provést sloucˇení, které má v naší implemen-
taci prˇednost prˇed prˇesunem. Po sloucˇení zu˚stane pouze Uzel1 a Uzel5 zanikne.
Stejný algoritmus opeˇt platí také pro vnitrˇní uzly.
7. Prvek je smazán, ale je potrˇeba snížení výšky stromu
Prˇíkladem mu˚že být opeˇt smazání prvku s hodnotou klícˇe 2. Po smazání prvku
dojde ke sloucˇení Uzlu1 a Uzlu5. Poté je smazán druhý prvek z Uzlu4. Po smazání
zu˚stane v uzlu nedostatecˇný pocˇet prvku a proto dojde ke sloucˇení s uzlem Uzel3.
Po sloucˇení zu˚stane pouze Uzel4. Vzhledem k tomu, že v tuto chvíli má korˇenový
uzel pouze jednoho potomka stane se novým korˇenem Uzel4.
Popis algoritmu Jak je z algoritmu 7 patrné, tak je možné algoritmus mazání rozdeˇlit
do 3 cˇástí:
1. Doprˇedný pru˚chod stromem - vyhledání a smazání prvku (viz algoritmus 8)
V této cˇásti je prvek vyhledán v konkrétním listovém uzlu a následneˇ je smazán.
Poté je vyhodnocen výsledek smazání.
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Obrázek 9: Vzorový B+strom k demonstraci scénárˇu˚
V prˇípadeˇ, že byl smazán poslední prvek uzlu, prˇejde algoritmus do 3 cˇásti, tedy
zpeˇtného pru˚chodu stromem k úpraveˇ klícˇe nadrˇazeného uzlu.
Pokud je po smazání v uzlu nedostatecˇné množství prvku˚, dojde bud’ ke sloucˇení
uzlu˚ nebo k prˇesunu prvku˚ mezi uzly. V prˇípadeˇ, že jsou sloucˇeny dva sousední
uzly prˇejde algoritmus do cˇásti pro zpeˇtný pru˚chod stromem ke slucˇování. Pokud
však dojde k prˇesunu prvku˚, tak algoritmus prˇejde do cˇásti pro zpeˇtný pru˚chod
stromem k úpraveˇ klícˇe nadrˇazeného uzlu. Mu˚že se také stát, že se nenajde vhodný
sousední uzel ani pro sloucˇení ani pro prˇesun. V takovém prˇípadeˇ je algoritmus
ukoncˇen s kladným výsledkem.
Se záporným výsledkem algoritmus skoncˇí v prˇípadeˇ, kdy se prvek v listovém uzlu
nenajde.
Poslední možností je, že prvek je smazán a není potrˇeba dalších úprav DS. V tako-
vém prˇípadeˇ algoritmus koncˇí s kladným výsledkem.
2. Zpeˇtný pru˚chod stromem - slucˇování (viz algoritmus 9)
V první rˇadeˇ je nacˇten nadrˇazený uzel (prˇedek) podrˇízeného uzlu (v prˇípadeˇ prv-
ního pru˚chodu jde o listový uzel). Poté je aktualizován klícˇ nadrˇazeného uzlu u
prvku, který ukazuje na podrˇízený uzel. Dále je možné smazat prvek vnitrˇního
uzlu, který ukazoval na uzel, který prˇi sloucˇení podrˇízených uzlu˚ zanikl. Po sma-
zání se opeˇt vyhodnotí výsledek.
Pokud je po smazání v uzlu nedostatecˇné množství prvku˚, dojde opeˇt bud’ ke slou-
cˇení nebo k prˇesunu. Pokud dojde ke sloucˇení, algoritmus pokracˇuje dále ve zpeˇt-
ném pru˚chodu stromem ke slucˇování. V prˇípadeˇ, že dojde k prˇesunu prvku˚, tak
algoritmus stejneˇ jako u listového uzlu prˇejde do cˇásti pro zpeˇtný pru˚chod stro-
mem k úpraveˇ klícˇe nadrˇazeného uzlu.
Pokud algoritmus dojde ke korˇeni, který má po smazání pouze jeden prvek dojde
ke snížení výšky stromu.
Algoritmus pokracˇuje v pru˚chodu stromem dokud je potrˇeba sloucˇení uzlu˚ nebo
dokud nedojde ke korˇeni. V takovém prˇípadeˇ algoritmus koncˇí a s kladným vý-
sledkem.
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3. Zpeˇtný pru˚chod stromem - úprava klícˇe nadrˇazeného uzlu (viz algoritmus 10)
V první rˇadeˇ je nacˇten nadrˇazený uzel (prˇedek) podrˇízeného uzlu (v prˇípadeˇ prv-
ního pru˚chodu jde o listový uzel). Poté je aktualizován klícˇ nadrˇazeného uzlu u
prvku, který ukazuje na podrˇízený uzel.
Pokud je aktualizován klícˇ posledního prvku v uzlu, pokracˇuje algoritmus dále v
pru˚chodu stromem. V opacˇném prˇípadeˇ algoritmus koncˇí s kladným výsledkem.
1 Function Delete(Klícˇ, Data)
2 Doprˇedný pru˚chod stromem - vyhledání a smazání prvku Klícˇ + Data;
3 Zpeˇtný pru˚chod stromem - slucˇování a snížení výšky stromu;
4 Zpeˇtný pru˚chod stromem - úprava klícˇe nadrˇazených vnitrˇních uzlu˚;
Algorithm 7: Funkce cCommonBpTree::Delete
1 AktuálníUzel ← NacˇístUzel(CˇísloKorˇenovéhoUzlu);
2 while AktuálníUzel je vnitrˇní uzel do
3 CˇísloUzlu ← NajítPrvekAktuálníhoUzlu(Klícˇ);
4 AktuálníUzel ← NacˇístUzel(CˇísloUzlu);
5 end while
6 SmazatPrvekAktuálníhoUzlu(Klícˇ, Data);
7 if Smazání probeˇhlo úspeˇšneˇ then
8 Vratit informaci o úspeˇšném smazání;
9 else if Mazaný prvek neexistuje then
10 Vratit informaci o neúspeˇšném smazání;
11 else if AktuálníUzel nemá dostatek prvku˚ then
12 SousedníUzel ← NacˇístSousedníUzel(AktuálníUzel);
13 if AktuálníUzel a SousedníUzel je možné sloucˇit then
14 Sloucˇit(AktuálníUzel, SousedníUzel);
15 else if SousedníUzel je vhodný k prˇesunu prvku˚ then
16 PrˇesunoutPrvky(AktuálníUzel, SousedníUzel);
17 else
18 Vratit informaci o úspeˇšném smazání;
19 end if
20 end if
Algorithm 8: Doprˇedný pru˚chod stromem - vyhledání a smazání prvku
5.1.7 Prˇesun prvku˚ mezi uzly v rámci stromu
Pro potrˇeby prˇesunu prvku˚ byly ve trˇídeˇ cCommonBpTree vytvorˇeny dveˇ trˇídy.
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1 while Probeˇhlo sloucˇení do
2 PodrˇízenýUzel ← AktuálníUzel;
3 AktuálníUzel ← NacˇístNadrˇazenýUzel(AktuálníUzel);
4 Porˇadí ← NajítPorˇadíPodrˇízenéhoUzlu(AktuálníUzel, PodrˇízenýUzel);
5 AktualizovatKlícˇAktuálníhoUzlu(Porˇadí, PodrˇízenýUzel);
6 SmazatPrvekAktuálníhoUzlu(Porˇadí + 1);
7 if AktuálníUzel je korˇen a pocˇet prvku˚ = 1 then
8 Snížení výšky stromu;
9 Vrat’ informaci o úspeˇšném smazání;
10 else if AktuálníUzel nemá dostatek prvku˚ then
11 SousedníUzel ← NacˇístSousedníUzel(AktuálníUzel);
12 if AktuálníUzel a SousedníUzel je možné sloucˇit then
13 Sloucˇit(AktuálníUzel, SousedníUzel);




18 Vrat’ informaci o úspeˇšném smazání;
19 end if
20 end while
Algorithm 9: Zpeˇtný pru˚chod stromem - slucˇování a snížení výšky stromu
1 while Byl zmeˇneˇn poslední prvek uzlu do
2 PodrˇízenýUzel ← AktuálníUzel;
3 AktuálníUzel ← NacˇístNadrˇazenýUzel(AktuálníUzel);
4 Porˇadí ← NajítPorˇadíPodrˇízenéhoUzlu(AktuálníUzel, PodrˇízenýUzel);
5 AktualizovatKlícˇAktuálníhoUzlu(Porˇadí, PodrˇízenýUzel);
6 end while
7 Vrat’ informaci o úspeˇšném smazání;
Algorithm 10: Zpeˇtný pru˚chod stromem - úprava klícˇe nadrˇazených vnitrˇních uzlu˚
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1. MoveItemsBetweenLeafNodes - pro prˇesun prvku˚ mezi listovými uzly
2. MoveItemsBetweenInnerNodes - pro prˇesun prvku˚ mezi vnitrˇními uzly
Obeˇ funkce se liší pouze v datových typech vstupních parametru˚, proto další popis
algoritmu bude obecný pro obeˇ funkce.
Popis algoritmu
• V první rˇadeˇ je pro aktuální uzel volána funkce MoveItems trˇídy cTreeNode, kterou
jsme si popsali již drˇíve.
• Vzhledem k tomu, že prˇi prˇesunu dojde ke zmeˇneˇ posledního prvku jednoho z uzlu˚
je potrˇeba klícˇ tohoto prvku uložit pro následující aktualizaci klícˇe v nadrˇazeném
vnitrˇním uzlu (viz algoritmus 10). Proto zjistíme, zda je zdrojový uzel levým nebo
pravým sousedem aktuálního uzlu.
• V prˇípadeˇ, že zdrojový uzel je levým sousedním uzlem, uložíme klícˇ jeho posled-
ního prvku.
• V opacˇném prˇípadeˇ, tzn. pokud je zdrojový uzel pravým sousedním uzlem, ulo-
žíme klícˇ posledního prvku aktuálního uzlu.
5.1.8 Sloucˇení uzlu˚ v rámci stromu
Dále ve trˇídeˇ cCommonBpTree vznikly dveˇ funkce, které nám zajišt’ují sloucˇení uzlu˚.
1. MergeLeafNodes - pro sloucˇení listových uzlu˚
2. MergeInnerNodes - pro sloucˇení vnitrˇních uzlu˚
V tomto prˇípadeˇ už je implementace obou funkcí odlišná a proto další popis algo-
ritmu bude pro obeˇ funkce zvlášt’.
Popis algoritmu funkce MergeLeafNodes
• V první rˇadeˇ zjistíme, zda je sousední uzel levým nebo pravým sousedem.
• V prˇípadeˇ levého sousedního uzlu, uložíme sousední uzel jako levý a aktuální uzel
jako pravý.
• V opacˇném prˇípadeˇ uložíme aktuální uzel jako levý a sousední jako pravý.
• Provedeme sloucˇení z pravého uzlu do levého, tzn. pravý uzel zanikne.
• Odkaz pravého uzlu na svého pravého souseda uložíme jako odkaz levého uzlu na
svého pravého souseda.
• Uložíme klícˇ posledního prvku levého uzlu.
• Pokud se levý uzel odkazuje na svého nového pravého souseda (viz bod 5), je po-
trˇeba upravit odkaz tohoto souseda pro levého souseda.
36
Obrázek 10: Vzorový B+strom k demonstraci problému˚
Popis algoritmu funkce MergeInnerNodes
• V první rˇadeˇ zjistíme, zda je sousední uzel levým nebo pravým sousedem.
• V prˇípadeˇ levého sousedního uzlu, uložíme sousední uzel jako levý a aktuální uzel
jako pravý.
• V opacˇném prˇípadeˇ uložíme aktuální uzel jako levý a sousední jako pravý.
• Provedeme sloucˇení z pravého uzlu do levého, tzn. pravý uzel zanikne.
• Uložíme klícˇ posledního prvku levého uzlu.
5.1.9 Problémy prˇi implementaci operace mazání
Beˇhem implementace bylo potrˇeba rˇešit netriviální množství problému˚. Prˇícˇiny teˇchto
problému˚ byli dvojího typu.
1. Problémy týkající se databázového rámce a jeho vlastností a omezení.
2. Problémy týkající se DS B+stromu a jeho vlastností a omezení.
Nyní se zameˇrˇíme na neˇkteré zásadní problémy a ukážeme si jejich rˇešení prˇi imple-
mentaci.
1. Problém prˇi slucˇování a prˇenosu prvku˚
Jeden z prvních problému˚, které bylo potrˇeba rˇešit, nastal prˇi implementaci prˇe-
nosu prvku˚ mezi sousedními uzly a následneˇ prˇi implementaci sloucˇení dvou sou-
sedních uzlu˚. Tento problém mu˚žeme zarˇadit do kategorie problému˚ týkajících se
DS.
Podstatou problému je sloucˇení, resp. prˇenos prvku˚ dvou sousedních uzlu˚, které
mají odlišný nadrˇazený uzel (prˇedka). Problém si demonstrujeme na prˇíkladu 5.2.
37
Prˇíklad 5.2
Prˇedpokládejme, že máme B+strom z obrázku 10. Nyní se pokusíme smazat prvek
s hodnotou klícˇe 12. Je zrˇejmé, že po smazání nebude mít uzel Uzel7 dostatecˇné
množství prvku˚. Proto bude potrˇeba provést sloucˇení se sousedním uzlem nebo
prˇenos prvku˚ ze sousedního uzlu. V našem prˇíkladu má uzel Uzel7 dva sousedy,
tedy uzel Uzel5 a uzel Uzel2. Vidíme, že uzel Uzel2 má maximální pocˇet prvku˚,
takže není možné provést sloucˇení. Ovšem uzel Uzel5 má pouze 2 prvky, což nám
umožnˇuje provést sloucˇení. Po sloucˇení uzlu Uzel5 a uzlu Uzel7 nám zu˚stane uzel
Uzel5. Uzel Uzel7 zanikne. Protože byl zmeˇneˇn poslední prvek uzlu Uzel5 bude po-
trˇeba provést aktualizaci prvku Uzel5:8 v uzlu Uzel4 a následneˇ aktualizaci prvku
Uzel4:8 v uzlu ROOT. Zárovenˇ byl také odstraneˇn uzel Uzel7 a proto je potrˇeba od-
stranit prvek Uzel7:12 v uzlu Uzel3. Du˚sledkem toho pak bude sloucˇení uzlu˚ Uzel4
a Uzel3. Zu˚stane jeden uzel Uzel4, který se pak stane korˇenem.
Z prˇíkladu je zrˇejmé, že implementace takového prˇípadu sloucˇení, resp. prˇenosu
prvku˚ by byla komplikovaná (dva zpeˇtné pru˚chody stromem).
Rˇešením byla podmínka, která nám zajistí sloucˇení, resp. prˇenos prvku˚ dvou sou-
sedních uzlu˚ se stejným nadrˇazeným uzlem.
2. Problém prˇi aktualizaci klícˇe nadrˇazeného vnitrˇního uzlu
Další problém také mu˚žeme zarˇadit do kategorie týkající se DS a opeˇt souvisí se
slucˇováním a prˇenosem prvku˚. Problém si demonstrujeme na prˇíkladu 5.3.
Prˇíklad 5.3
Prˇedpokládejme, že máme B+strom z obrázku 10. Nyní se pokusíme smazat prvek
s hodnotou klícˇe 8. Je zrˇejmé, že po smazání nebude mít uzel Uzel5 dostatecˇné
množství prvku˚. Proto bude potrˇeba provést sloucˇení se sousedním uzlem nebo
prˇenos prvku˚ ze sousedního uzlu. V našem prˇíkladu má uzel Uzel5 dva sousedy,
tedy uzel Uzel1 a uzel Uzel7. Z rˇešení prˇedchozího problému víme, že uzel Uzel7
není vhodný ke sloucˇení, protože má odlišný nadrˇazený uzel (prˇedka). Uzel Uzel1
má zase maximální pocˇet prvku˚, což opeˇt neumožnˇuje sloucˇení. Vidíme ale, že je
možné provést prˇenos prvku˚ z uzlu Uzel1. Po prˇenosu prvku˚ bude mít uzel Uzel1
prvky 1:B, 2:D a 3:E a uzel Uzel5 bude mít prvky 4:F, 8:I a 6:H. Je patrné, že došlo ke
zmeˇneˇ posledního prvku uzlu Uzel1 a proto je potrˇeba provést aktualizaci prvku
Uzel1:5 v uzlu Uzel4.
Na prˇíkladu jsme mohli videˇt situaci, kdy pro prˇenos prvku˚ byl použit levý sou-
sední uzel aktuálního uzlu (uzlu ze kterého je mazaný prvek). V takovém prˇípadeˇ
není pro zpeˇtný pru˚chod stromem použita stejná cesta, jako prˇi doprˇedném pru˚-
chodu.
Pokud použiji výše uvedený prˇíklad, tak pro doprˇedný pru˚chod stromem byla pro
nalezení prvku použita cesta ROOT→ Uzel4→ Uzel5. Ovšem pro zpeˇtný pru˚chod
stromem je potrˇeba použít cestu Uzel1 → Uzel4 → ROOT. Du˚vodem je zmeˇna po-
sledního prvku uzlu Uzel1. Stejná situace také nastává prˇi sloucˇení aktuálního uzlu
38
Obrázek 11: Vzorový B+strom k demonstraci problému s duplicitními klícˇi
s levým sousedním uzlem. V takovém prˇípadeˇ aktuální uzel zaniká a zu˚stává levý
sousední uzel. Proto je opeˇt potrˇeba zmeˇnit cestu pro zpeˇtný pru˚chod stromem.
V implementaci se prˇi doprˇedném pru˚chodu stromem cesta zaznamenává do pole,
ve kterém je uloženo porˇadí prvku˚, kterými bylo potrˇeba projít. Cesta doprˇedného
pru˚chodu z prˇíkladu by byla (0,1).
Rˇešení tohoto problému je následující. Pokud dojde ke sloucˇení s levým sousedním
uzlem nebo k prˇenosu prvku˚ z levého sousedního uzlu, je poslední prvek našeho
pole dekrementován o jedna. Cesta zpeˇtného pru˚chodu z prˇíkladu by pak vypadla
následovneˇ (0,0).
3. Problém s duplicitními klícˇi
Další problém se týká samotné implementace rámce a v jeho podpory duplicitních
klícˇu˚. Problém si opeˇt demonstrujeme na prˇíkladu 5.4.
Prˇíklad 5.4
Prˇedpokládejme, že máme B+strom s povolenými duplicitními klícˇi z obrázku 11.
Nyní se pokusíme smazat prvek s hodnotou klícˇe 8 a daty K.
Z prˇíkladu 5.4 je patrné, že doprˇedný pru˚chod stromem nebude smeˇrˇován k uzlu
Uzel7, jak bychom potrˇebovali ale k uzlu Uzel1, který rovneˇž obsahuje prvek s klí-
cˇem 8. Z toho plynou následující dva problémy:
(a) Vyhledání správného listového uzlu
(b) Zmeˇna cesty doprˇedného pru˚chodu stromem
Pro vyhledání správného (z prˇíkladu Uzel7) bylo do implementace potrˇeba prˇidat
podporu sekvencˇního pru˚chodu listových uzlu˚, resp. sousedních uzlu˚ aktuálního
uzlu. Pokud se vrátíme k našemu prˇíkladu 5.4, tak díky sekvencˇnímu pru˚chodu
dojdeme až k uzlu Uzel7, který obsahuje mazaný prvek 8:K.
Po nalezení správného uzlu nastává ale další problém, kterého si rovneˇž mu˚žeme
všimnout na našem prˇíkladu 5.4. Rˇekli jsme si, že algoritmus doprˇedného pru˚chodu
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nalezne uzel Uzel1, který obsahuje klícˇ s hodnotou 8. Cesta doprˇedného pru˚chodu
je tedy (0,0). Ovšem po nalezení správného uzlu Uzel7 je potrˇeba cestu doprˇedného
pru˚chodu zmeˇnit na (1,0). Pro vyrˇešení tohoto problému bylo do implementace
prˇidána aktualizace cesty doprˇedného pru˚chodu.
4. Problém prˇi smazání posledního prvku uzlu
Další problém se týká DS. K demonstraci tohoto problému využijeme stejný prˇíklad
5.3 z problému 2. Z prˇíkladu 5.3 víme, že po odstraneˇní prvku s klícˇem 8 dojde ke
sloucˇení uzlu "Uzel1"a uzlu "Uzel5", cˇímž je zmeˇneˇn poslední prvek uzlu "Uzel1".
Je ale zrˇejmé, že pokud odstraníme prvek s klícˇem 8 pak je zmeˇneˇn také poslední
prvek uzlu "Uzel5". Z toho vyplývá, že pro zpeˇtný pru˚chod stromem musí být po-
užity dveˇ cesty:
(a) Uzel1 → Uzel4 → ROOT
(b) Uzel5 → Uzel4 → ROOT
V implementace bylo potrˇeba pro tento prˇípad zajistit dva zpeˇtné pru˚chody.
5. Problém s promeˇnnou délkou klícˇe a dat
Další problém se rovneˇž týká implementace rámce a jeho podpory uložení dat s
promeˇnnou délkou. Pokud je promeˇnná délka dat povolena, mazání v neˇkterých
prˇípadech zpu˚sobuje pád celé testovací aplikace. Tento problém se až doposud ne-
podarˇilo odstranit.
5.2 Implementace operace aktualizace
Operace aktualizace je oproti mazání v principu jednodušší. Du˚sledkem je jednodušší
implementace a v konecˇném du˚sledku rychlejší zpracování operace. Du˚vodem jsou ná-
sledující fakta:
1. Není potrˇeba zpeˇtného pru˚chodu stromem.
2. Není potrˇeba aktualizovat porˇadí prvku v poli ItemOrder.
3. Týká se pouze listových uzlu˚.
S popisem opeˇt zacˇneme ve trˇídeˇ cTreeNode, kde byli vytvorˇeny funkce pro aktualizaci
prvku v rámci uzlu.
5.2.1 Aktualizace prvku v poli Items




• V první rˇadeˇ získáme ukazatel na klícˇ, resp. prvek. K tomu nám poslouží pozice
prvku v poli Items, kterou prˇicˇteme k ukazateli na pole mData a offsetu pro pole
Items.
• Zjistíme velikost klícˇe.
• Zjistíme velikost dat. Zde se výpocˇet liší v závislosti na tom zda je povolena pro-
meˇnná nebo pevná délka dat.
• Data jsou nahrazena zkopírováním bloku pameˇti.
1 Function ChangeDataPo(PozicePrvkuVPoliItems, Data)
Result: Velikost aktualizovaného prvku
2 Klícˇ ← ZískatUkazatelNaKlícˇ(PozicePrvkuVPoliItems);
3 VelikostKlícˇe ← ZískatVelikostKlícˇe(Klícˇ);
4 VelikostDat ← ZískatVelikostDat(Data);
5 Blok pameˇti na adrese Data o velikosti VelikostDat zkopíruj na adresu Klícˇ +
VelikostKlícˇe;
Algorithm 11: Funkce cTreeNode::ChangeDataPo
5.2.2 Aktualizace prvku v rámci uzlu
Výše uvedená funkce není z pohledu konzistence DS bezpecˇná. Proto je psána jako pri-
vátní funkce trˇídy cTreeNode a je potrˇeba k ní prˇistupovat s velkou opatrností.
Pro bezpecˇnou aktualizaci prvku v kontextu celého uzlu byla ve trˇídeˇ cTreeNode vy-
tvorˇena verˇejná funkce Update (viz algoritmus 12).
Návratové hodnoty funkce
• UPDATE_YES - Signalizuje úspeˇšnou aktualizaci prvku.
• UPDATE_NOTEXIST - Signalizuje, že prvek s daným klícˇem neexistuje.
• UPDATE_NOTEXIST_DATA - Signalizuje, že prvek s daným klícˇem existuje ale nee-
xistuje prvek v kombinaci klícˇ a data (prˇípad s povolenými duplicitními klícˇi).
Popis algoritmu
• V první rˇadeˇ zjistíme logické porˇadí prvku. Zde je potrˇeba rozlišit, zda jsou po-
voleny duplicitní klícˇe nebo ne. Pokud duplicitní klícˇe povoleny nejsou najdeme
porˇadí prvku s daným klícˇem. K tomu nám poslouží funkce FindOrder. Pokud du-
plicitní klícˇe povoleny jsou, je potrˇeba najít porˇadí prvku s daným klícˇem a daty.
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Pro tento úcˇel bylo potrˇeba implementovat prˇetíženou funkci FindOrder, která je
oproti standardní funkci FindOrder rozšírˇena o parametr pro data, což je také pa-
trné v první podmínce algoritmu 12.
• Poté oveˇrˇíme zda prvek existuje. K tomu nám poslouží návratová hodnota výše
uvedené funkce FindOrder, která v prˇípadeˇ neexistence prvku vrací urcˇitou kon-
stantní hodnotu.
• Pokud prvek existuje zjistíme jeho fyzickou pozici v poli Items. Na této pozici je po-
trˇeba provést aktualizaci dat. K tomu nám poslouží výše popsaná funkce ChangeDa-
taPo. Poté je možné vrátit informaci o úspeˇšné aktualizaci (viz návratová hodnota
UPDATE_YES).
• V prˇípadeˇ neexistence prvku je vrácena informace o tom, že prvek neexistuje. Po-
kud nejsou povoleny duplicitní klícˇe jde vždy o informaci, že nebyl nalezen klícˇ (viz
návratová hodnota UPDATE_NOTEXIST). V opacˇném prˇípadeˇ mu˚že jít o informaci,
že byl nalezen klícˇ ale nebyla nalezena data (viz návratová hodnota UPDATE_NOTEXIST_DATA).
1 Function Update(Klícˇ, Pu˚vodníData, NováData, PovolitDuplicitníKlícˇe)
Result: Výsledek aktualizace
2 if PovolitDuplicitníKlícˇe then
3 PorˇadíPrvku ← NajítPorˇadíPrvku(Klícˇ, Pu˚vodníData);
4 else
5 PorˇadíPrvku ← NajítPorˇadíPrvku(Klícˇ);
6 end if




10 Vrátit informaci, že data prvku byla úspeˇšneˇ nahrazen;
11 else
12 if Klícˇ neexistuje then
13 Vrátit informaci, že prvek s klícˇem neexistuje;
14 else
15 Vrátit informaci, že prvek s klícˇem a daty neexistuje;
16 end if
17 end if
Algorithm 12: Funkce cTreeNode::Update
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5.2.3 Aktualizace prvku v rámci stromu
Doposud jsme si ukázali funkce, které nám zajišt’ují aktualizaci dat v rámci listového
uzlu. Je však patrné, že je potrˇeba implementovat funkce i na vyšší úrovni, tedy nad
celou DS.
Nyní se tedy prˇesuneme o úrovenˇ výše a popíšeme si implementaci aktualizace v
rámci celého stromu. Jak už víme z kapitoly 5.1, tak B+strom je v našem rámci reprezen-
tován trˇídou cCommonBpTree. Pro potrˇeby aktualizace byla v této trˇídeˇ vytvorˇena funkce
Update (viz algoritmus 13).
Popis algoritmu
• Jak je s algoritmu 13 patrné, tak se v první rˇadeˇ provádí doprˇedný pru˚chod stro-
mem za úcˇelem nalezení listového uzlu obsahujícího zadaný klícˇ.
• Po nalezení listového uzlu je provedena samotná aktualizace, kdy je volána funkce
Update trˇídy cTreeNode.
• Poté je vyhodnocena návratová hodnota funkce Update trˇídy cTreeNode. V prˇípadeˇ
návratové hodnoty UPDATE_YES je vrácena informace o úspeˇšné aktualizaci. Všechny
ostatní návratové hodnoty zpu˚sobí vrácení informace o neúspeˇšné aktualizaci.
1 Function Update(Klícˇ, Pu˚vodníData, NováData)
Result: Výsledek aktualizace (Ano, Ne)
// Doprˇedný pru˚chod stromem
2 AktuálníUzel ← NacˇístUzel(CˇísloKorˇenovéhoUzlu);
3 while AktuálníUzel je vnitrˇní uzel do
4 CˇísloUzlu ← NajítPrvekAktuálníhoUzlu(Klícˇ);
5 AktuálníUzel ← NacˇístUzel(CˇísloUzlu);
6 end while
7 AktualizovatDataAktuálníhoUzlu(Klícˇ, Pu˚vodníData, NováData,
PovolenyDuplicitníKlícˇe);
8 if Aktualizace probeˇhla úspeˇšneˇ then
9 Vrátit informaci o úspeˇšné aktualizaci;
10 else if Aktualizovaný prvek neexistuje then
11 Vrátit informaci o neúspeˇšné aktualizaci;
12 end if
Algorithm 13: Funkce cCommonBpTree::Update
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6 Implementace transakcˇního zpracování
Další cˇástí této práce je rozšírˇení rámce o podporu transakcˇního zpracování za úcˇelem
zotavení z chyb.
Jak víme z kapitoly 3, tak pro transakcˇní zpracování je nezbytný, tzv. správce trans-
akcí a log soubor. Ovšem ve verzi rámce, která byla pro tuto práci použita, není s trans-
akcemi ani s log souborem pocˇítáno. Bylo proto nutné nejdrˇíve navrhnout strukturu trˇíd,
které budou z transakcemi a log souborem pracovat.
V dalším kroku bylo potrˇeba jednotlivé trˇídy a jejich funkce implementovat a ná-
sledneˇ pak zahrnout prˇi zpracování jednotlivých operací (vkládání, mazání, aktualizace)
nad DS (B+strom a sekvencˇní pole).
6.1 Návrh trˇíd
Jak je z obrázku 12 patrné, tak pro práci s transakcemi byly vytvorˇeny 3 základní trˇídy.
• cTransactionManagement
Trˇída je urcˇena pro správu transakcí a implementuje operace BEGIN TRANSACTION,
COMMIT a ROLLBACK. Reprezentuje tedy správce transakcí (viz kapitola 3)
• cTransaction
Trˇída reprezentuje transakci jako takovou. Její instance má jedinecˇný identifikátor
a pole zmeˇneˇných stránek (uzlu˚) DS (pole mModifiedPages z obrázku 12).
• cLog
Slouží pro práci s log souborem. Umožnˇuje zápis jednotlivých operací do log sou-
boru a zárovenˇ umožnˇuje jeho cˇtení.
Struktura výše uvedených trˇíd byla do rámce zahrnuta prˇes trˇídu cQuickDB, jak mu˚-
žeme videˇt na obrázku 13. Prˇi vytvárˇení instance trˇídy cQuickDB se rovneˇž vytvorˇí in-
stance trˇídy cTransactionManagement a trˇídy cLog. Po vytvorˇení instance trˇídy cLog se také
vytvorˇí fyzický soubor na disku, podobneˇ jako u trˇídy cNodeCache. Du˚sledkem toho je, že
prˇi vytvárˇení instance trˇídy cQuickDB je potrˇeba uvést nejenom cestu k datovému sou-
boru ale také cestu k log souboru.
6.2 Log soubor
Jak již bylo zmíneˇno, tak log soubor je reprezentován trˇídou cLog. Ta pro každou ope-
raci (mazání, vkládání, COMMIT, ...) implementuje funkci, která se stará o uložení všech
potrˇebných informací do log souboru. Všechny informace jsou pak ukládány ve formeˇ
binárních dat.
Každá operace je do log souboru uložena jako jeden záznam. Každý záznam je pak
identifikován, tzv. typem záznamu, což je jedno bajtové cˇíslo, které je ve trˇídeˇ cLog repre-
zentováno konstantou (viz níže). Každý záznam mu˚že mít ru˚zný pocˇet informací a délku
v závislosti na typu záznamu.
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Obrázek 12: Trˇídní diagram transakcˇního zpracování
Obrázek 13: Trˇída cQuickDB s transakcemi
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• RECORD_TYPE_BEGIN - Oznacˇuje záznam operace BEGIN TRANSACTION.
• RECORD_TYPE_COMMIT - Oznacˇuje záznam operace COMMIT.
• RECORD_TYPE_ROLLBACK - Oznacˇuje záznam operace ROLLBACK.
• RECORD_TYPE_INSERT - Oznacˇuje záznam operace vkládání.
• RECORD_TYPE_DELETE - Oznacˇuje záznam operace mazání.
• RECORD_TYPE_UPDATE - Oznacˇuje záznam operace aktualizace.
Obecná struktura záznamu v log souboru je patrná z tabulky 1. V tabulce mu˚žeme
videˇt, že naprˇ. pro uložení operace COMMIT nám stacˇí 5 B, resp. typ záznamu a ID
transakce. Ovšem pro uložení operace vkládání je potrˇeba zaznamenat mnohem více in-
formací, jako je název DS (jednoznacˇný identifikátor), vkládaný klícˇ, atd. Dále je z ta-
bulky 1 patrné, že struktura záznamu je vhodná pro použití operace REDO i UNDO (viz
kapitola 3.2).
1B 4B 64B 4B ? 4B ? 4B ?







Tabulka 1: Struktura záznamu v log souboru
6.3 Operace BEGIN TRANSACTION
Operace BEGIN TRANSACTION je reprezentována funkcí BeginTransaction ve trˇídeˇ cTransacti-
onManagement.
Popis algoritmu
• Jak mu˚žeme videˇt z algoritmu 14, tak v prvním kroku je získána instance trˇídy
cTransaction. Instance je vzata z prˇed alokovaného pole, které je soucˇástí trˇídy cTransacti-
onManagement. V prˇípadeˇ, že je toto pole vycˇerpáno, dojde k jeho realokaci.
• V dalším kroku uložíme informaci o zapocˇaté transakci do log souboru.
6.4 Operace COMMIT





2 Transakce ← Získat instanci transakce z prˇedalokovaného pole;
3 IDTransakce ← ID transakce Transakce;
4 ZapsatDoLogSouboru(IDTransakce);
Algorithm 14: Funkce cTransactionManagement::BeginTransaction
Popis algoritmu
• Z pravidla doprˇedného zápisu (viz kapitola 3) lze prˇedvídat, že v prvním kroku
bude potrˇeba zapsat informaci do log souboru (viz rˇádky 2 - 3 algoritmu 15).
• Po zapsaní informace do log souboru projdeme všechny uzly, které byli v pru˚-
beˇhu celé transakce zmeˇneˇny (ukazatele na zmeˇneˇné uzly jsou uloženy ve trˇídeˇ
cTransaction, jejíž instance je prˇedávána jako parametr této funkce). Následneˇ jsou
tyto uzly fyzicky uloženy do datového souboru na disku (viz rˇádky 4 - 7 algoritmu
15). Z již zmíneˇných informací víme, že pro práci s datovým souborem je urcˇena
trˇída cNodeCache. Proto nám bude zajišt’ovat i zápis do datového souboru.
• Poté provedeme inicializaci pocˇtu zmeˇneˇných uzlu˚ (viz 8. rˇádek algoritmu 15).
1 Function Commit(Transakce)
Result: Výsledek operace (Ano, Ne)
2 IDTransakce ← ID transakce Transakce;
3 ZapsatDoLogSouboru(IDTransakce);
4 for i = 0 to Pocˇet zmeˇneˇných uzlu˚ do
5 Uzel ← Zmeˇneˇný uzel i;
6 ZapsatDoDatovéhoSouboru(Uzel);
7 end for
8 Inicializovat pocˇet zmeˇneˇných uzlu˚;
Algorithm 15: Funkce cTransactionManagement::Commit
6.5 Operace ROLLBACK
Operace ROLLBACK je reprezentována funkcí Rollback ve trˇídeˇ cTransactionManagement.
Aktuální implementace obsahuje pouze zápis do log souboru, tzn. že nedochází ke sku-
tecˇné realizaci operace UNDO.
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6.6 Transakce pro stránkované DS
Doposud jsme si popsali trˇídy a funkce pro práci s transakcemi, které tvorˇí jakési jádro
transakcˇního zpracování. Nyní se podíváme, jakým zpu˚sobem je možné transakcˇní zpra-
cování povolit a jaké typy transakcˇního zpracování jsou v implementaci rozlišovány.
Aby bylo možné transakcˇní zpracování zakázat, resp. povolit globálneˇ pro všechny
stránkované DS, byla pro tento úcˇel vytvorˇená promeˇnná ve trˇídeˇ cDStructHeader. Tato
promeˇnná je pak dostupná prˇes verˇejnou metodu. Toto rˇešení je obdobou naprˇ. povo-
lení, resp. zakázání duplicitních hodnot klícˇe. Prˇi vytvárˇení DS je pak možné zvolit zda
chceme aby bylo transakcˇní zpracování povoleno cˇi nikoli.
Je zrˇejmé, že pro zavedení transakcˇního zpracování do DS je potrˇeba upravit také
funkce reprezentující jednotlivé operace (mazání, vkládání a aktualizace). Konkrétní úpravy
teˇchto funkcí si popíšeme v následujících kapitolách. Obecneˇ však mu˚žeme rˇíci, že všechny
funkce byli rozšírˇeny o nepovinný parametr typu cTransaction, který jak dobrˇe víme re-
prezentuje danou transakci. Vzhledem k tomu, že je tento parametr nepovinný, rozlišu-
jeme dva zpu˚soby volání operací, tedy bez transakce a s transakcí. Podle zpu˚sobu volání
konkrétní operace pak rozlišujeme dva typy transakcˇního zpracování:
1. Single Transaction (samostatná transakce)
Každá operace je provádeˇna v rámci samostatné transakce. Tento typ zpracování
nastane v prˇípadeˇ, kdy prˇi volání operace není zadána konkrétní transakce v rámci,
které by se meˇla operace provést. Na zacˇátku každé operace je proto provedena
operace BEGIN TRANSACTION. Po úspeˇšném provedení každé operace se pak
provádí operace COMMIT.
2. Bulk Transaction (hromadná transakce)
Všechny operace jsou provádeˇny v rámci jedné transakce. Tento typ zpracování na-
stane v prˇípadeˇ, kdy prˇi volání operace zadáme konkrétní transakci v rámci, které
by se meˇla operace provést. Operace COMMIT se provádí explicitneˇ po provedení
všech požadovaných operací.
6.7 Transakce v B+stromu
Nyní si ukážeme úpravy implementace B+stromu zpu˚sobené zavedením transakcˇního
zpracování. Veškeré úpravy byly v tomto prˇípadeˇ provedeny v rámci trˇídy cCommonBpTree
a cPagedTree.
Z prˇedchozí kapitoly víme, že funkce reprezentující jednotlivé operace byly rozší-
rˇeny o nepovinný parametr a vysveˇtlili jsme si rozdíl mezi Single Transaction a Bulk
Transaction. Dále si tedy ukážeme, jak jsou jednotlivé typy transakcí implementovány a
jak se beˇhem provádeˇní operace dále s transakcí pracuje.
Všechny úpravy zpu˚sobené zavedením transakcˇního zpracování si ukážeme na ope-
raci aktualizace (viz algoritmus 16). U ostatních operací jsou úpravy v principu stejné a
není potrˇeba je všechny uvádeˇt.
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Pokud porovnáme pu˚vodní algoritmus aktualizace 13 s rozšírˇeným algoritmem 16,
tak mu˚žeme videˇt že prˇibyli rˇádky 2 - 4, které nám zajišt’ují vytvorˇení Single Transaction
v prˇípadeˇ, že není zadána konkrétní transakce.
Po dalším zkoumání algoritmu 16 zjistíme, že prˇibyl také rˇádek 12, který nám zajiš-
t’uje uložení zmeˇneˇného uzlu do transakce. Z prˇedchozí kapitoly víme, že uložení zmeˇ-
neˇných uzlu˚ je nezbytné k provedení operace COMMIT, resp. ROLLBACK.
Pokud je operace provádeˇná v rámci Single Transaction, pak víme že je potrˇeba po
každé operaci provést operaci COMMIT, což je patrné z rˇádku˚ 17 - 19 v algoritmu 16.
1 Function Update(Klícˇ, Pu˚vodníData, NováData, Transakce)
Result: Výsledek aktualizace (Ano, Ne)
2 if Transakce je prázdná then
3 Transakce ← Vytvorˇit novou transakci;
4 end if
// Doprˇedný pru˚chod stromem
5 AktuálníUzel ← Korˇenový uzel;
6 while AktuálníUzel je vnitrˇní uzel do
7 AktuálníUzel ← Nacˇti podrˇízený uzel uzlu AktuálníUzel pro klícˇ Klícˇ;
8 end while
9 AktualizovatDataAktuálníhoUzlu(Klícˇ, Pu˚vodníData, NováData,
PovolenyDuplicitníKlícˇe);
10 if Aktualizace probeˇhla úspeˇšneˇ then
11 UložitZmeˇneˇnýUzel(AktuálníUzel);
12 Vrátit informaci o úspeˇšné aktualizaci;
13 else if Aktualizovaný prvek neexistuje then
14 Vrátit informaci o neúspeˇšné aktualizaci;
15 end if
16 if Transakce je samostatná then
17 COMMIT(Transakce);
18 end if
Algorithm 16: Funkce cCommonBpTree::Update s transakcemi
6.8 Transakce v sekvencˇním poli
Soucˇástí implementace je také zavedení transakcˇního zpracování do sekvencˇního pole.
Proto si nyní ukážeme jaké úpravy bylo potrˇeba pro tuto DS provést. Veškeré úpravy
byly v tomto prˇípadeˇ provedeny ve trˇídeˇ cSequentialArray.
Opeˇt si úpravy prˇi zavedení transakcˇního zpracování do sekvencˇního pole demon-
strujeme pouze na jedné operaci a to operaci vkládání. Pro zbylé operace jsou úpravy v
principu stejné a proto není potrˇeba je všechny uvádeˇt.
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Z algoritmu 17 je patrné, že úpravy jsou podobné úpravám v B+stromu. Liší se pouze
v umísteˇní funkce pro uložení zmeˇneˇného uzlu, které závislé na implementaci konkrétní
operace (viz rˇádky 8 a 16 algoritmu 17). Vytvorˇení samostatné transakce je opeˇt na za-
cˇátku celé funkce, což je možné videˇt na rˇádcích 2 - 4 algoritmu 17. Stejneˇ, tak je na konci
funkce volána operace COMMIT (viz rˇádky 18 - 20 algoritmu 17).
1 Function AddItem(Prvek, Transakce)
Result: Výsledek vkládání (Ano, Ne)
2 if Transakce je prázdná then
3 Transakce ← Vytvorˇit novou transakci;
4 end if
5 AktuálníUzel ← Poslední uzel;




10 if AktuálníUzel má sousední uzel then
11 AktuálníUzel ← Sousední uzel uzlu AktuálníUzel;
12 else





18 if Transakce je samostatná then
19 COMMIT(Transakce);
20 end if
21 Vrátit informaci o úspeˇšné aktualizaci;




Experimenty, které byly v rámci této práce provedeny, si kladou za cíl zmeˇrˇit vliv imple-
mentace transakcˇního zpracování na výkonnost provádeˇných operací mazání, vkládání
a aktualizace. Cíle mu˚žeme rozdeˇlit do dvou bodu˚:
• Zmeˇrˇit výkonnost operací B+stromu se zapnutým transakcˇním zpracováním a bez
neˇj.
• Zmeˇrˇit výkonnost operace vkládání sekvencˇního pole se zapnutým transakcˇním
zpracováním a bez neˇj.
7.2 Postup meˇrˇení
1. Zvolit režim testování (bez transakcí, s hromadnými transakcemi, se samostatnými
transakcemi).
2. Zvolit pocˇet testovaných dat.
3. Provést operaci vkládání pro celou množinu testovaných dat.
4. Zmeˇrˇit dobu zpracování, pocˇet operací za sekundu, poprˇ. dobu zpracování operace
COMMIT.
5. Provést operaci aktualizace pro celou množinu testovaných dat.
6. Zmeˇrˇit hodnoty z bodu 4.
7. Provést operaci mazání pro celou množinu testovaných dat.
8. Zmeˇrˇit hodnoty z bodu 4.
7.3 Testovací prostrˇedí
Všechna meˇrˇení byla provádeˇna na notebooku znacˇky Dell rˇady Latitude E6540. Konfi-
guraci mu˚žeme videˇt v tabulce 2.
7.4 Testovací aplikace
Pro potrˇeby meˇrˇení byly vytvorˇeny dveˇ testovací aplikace. Jedna vytvárˇí B+strom a umož-
nˇuje testovat operace mazání, vkládání a aktualizace. Druhá pak vytvárˇí sekvencˇní pole
a umožnˇuje testovat operaci vkládání, která je jako jediná v této DS implementována.
Obeˇ aplikace meˇrˇí dobu zpracování provádeˇných operací, pocˇet provedených operací za
sekundu a v prˇípadeˇ hromadné transakce je meˇrˇena doba zpracování operace COMMIT.
Parametry pro testování jsou následující:
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Procesor: Intel(R) Code(TM) i5-4300M CPU 2.60 GHz
Pameˇt’ (RAM): 8,00 GB
Platforma: x64
Pevný disk: SATA 500 GB (7200 ot./min.)
Operacˇní systém: Windows 8.1 Enterprise (64-bit)
Tabulka 2: Konfigurace testovacího pocˇítacˇe
• CACHE SIZE - Pocˇet uzlu˚, jenž budou uloženy v pameˇti.
• BLOCK SIZE - Velikost bloku (stránky) na disku (násobek 512 bajtu˚).
• INMEM SIZE - Velikost bloku v hlavní pameˇti (> BLOCK SIZE).
• DSMODE - Režim DS. Mu˚že nabývat neˇkolika hodnot a umožnˇuje naprˇ. povolení
komprese, atd.
• DSCODE - Kód DS3. Nabývá dvou hodnot a umožnˇuje povolení duplicitních klícˇu˚.
• ITEM TYPE - Typ klícˇe.
• TUPLE LENGTH - Velikost vektoru klícˇe.
• DATA LENGTH - Velikost dat.
• ITEM COUNT - Množství dat pro testování operací.
7.5 Meˇrˇení B+stromu
Meˇrˇení výkonnosti operací provádeˇných v B+stromu bylo spušteˇno s parametry testovací
aplikace podle tabulky 7.
CACHE SIZE 10000
BLOCK SIZE 8192






Tabulka 3: Nastavení parametru prˇi testování B+stromu
Po nastavení parametru˚ byla provedena meˇrˇení ve trˇech ru˚zných režimech. V kaž-




Poznámka 7.1 Všechny výsledky meˇrˇení je možné videˇt na obrázcích v prˇíloze A, na
které bude dále v textu odkazováno.
1. Režim bez transakcˇního zpracování
V tomto režimu nebylo povoleno transakcˇní zpracování. Nejprve byla testována
operace vkládání, poté aktualizace a nakonec mazání. Všechny operace probeˇhly
vždy pro celou množinu dat.
ITEM SIZE Operace Doba zpracování [s] Výkonnost [op/s]
100 000 INSERT 0,437 229 876,4
100 000 UPDATE 0,320 312 500,1
100 000 DELETE 1,169 85 543,2
1 000 000 INSERT 4,928 203 769,3
1 000 000 UPDATE 4,019 248 818,1
1 000 000 DELETE 12,621 79 233,0
2 000 000 INSERT 10,457 192 057,0
2 000 000 UPDATE 9,715 205 867,2
2 000 000 DELETE 31,160 67 184,9
Tabulka 4: B+strom - výsledky meˇrˇení bez transakcˇního zpracování
Dílcˇí výsledky jednotlivých meˇrˇení mu˚žeme videˇt v tabulce 4. Porovnání závislosti
množství dat na výslednou dobu zpracování a výkonnosti mu˚žeme videˇt na ob-
rázku 14 a 15.
Z výsledku˚ je patrné, že nejrychlejší a nejvýkonneˇjší operací je v tomto prˇípadeˇ ope-
race UPDATE, tedy aktualizace. Vzhledem k jednoduchosti této operace se nejedná
o žádné prˇekvapivé zjišteˇní.
Nejhoršího výsledku dosáhla operace DELETE, tedy mazání. V neˇkterých prˇípa-
dech se jedná až o 3x delší dobu zpracování v porovnání se zbylými operacemi.
Jelikož operace mazání je v principu složiteˇjší než zbylé dveˇ operace, tak urcˇitý
pokles výkonu lze prˇedpokládat.
2. Režim hromadné transakce
V tomto režimu již bylo transakcˇní zpracování povoleno. Porˇadí provádeˇných ope-
rací a dílcˇí meˇrˇení zu˚staly stejné jako v prˇedchozím režimu. Navíc pak byli vytvo-
rˇeny 3 transakce, každá pro jeden typ operace. Postup meˇrˇení je zrˇejmý z algoritmu
18, kde mu˚žeme videˇt prˇíklad meˇrˇení operace vkládání. Stejný postup meˇrˇení je
rovneˇž použit i u zbylých dvou operací.
Dílcˇí výsledky jednotlivých meˇrˇení mu˚žeme videˇt v tabulce 5. Grafické znázorneˇní
teˇchto výsledku˚ je pak znázorneˇno na obrázcích 16, 17 a 18.
Jak si je možné všimnout (viz tabulka 5), tak oproti prˇedchozímu meˇrˇení byl na-
meˇrˇen další údaj o dobeˇ zpracování operace COMMIT, která byla provedena po
jednotlivých operacích (viz obrázek 17). Z výsledku˚ je patrné, že operace COMMIT
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1 Transakce ← BeginTransaction;
2 for i = 1 to ITEMCOUNT do
3 Insert(Klícˇ, Data, Transakce);
4 end for
5 Commit(Transakce);
Algorithm 18: Meˇrˇení v režimu hromadné transakce




100 000 INSERT 1,730 13,592 58 067,1
100 000 UPDATE 2,096 7,639 47 709,9
100 000 DELETE 2,610 7,812 38 314,2
1 000 000 INSERT 33,978 129,119 29 553,7
1 000 000 UPDATE 44,460 74,787 22 492,0
1 000 000 DELETE 50,295 76,106 19 882,7
2 000 000 INSERT 85,660 194,080 23 445,5
2 000 000 UPDATE 159,092 151,408 12 571,3
2 000 000 DELETE 168,444 155,758 11 873,4
Tabulka 5: B+strom - výsledky meˇrˇení s hromadnou transakcí
je obecneˇ nejnákladneˇjší než samotná operace vkládání, aktualizace nebo mazání. Je
to zrˇejmeˇ zpu˚sobeno nákladným ukládáním zmeˇneˇných uzlu˚ do datového souboru
na disku. Celková doba zpracování operace je tedy dána soucˇtem doby zpracování
operace a doby zpracování operace COMMIT.
Z výsledku˚ je dále patrné, že doba zpracování jednotlivých operací se znacˇneˇ pro-
dloužila, což mu˚žeme videˇt na obrázku 19. Tento náru˚st je pochopitelný z du˚vodu
doprˇedného zápisu do log souboru, který je prˇi zapnutém transakcˇním zpracování
provádeˇn. Nejveˇtší náru˚st mu˚žeme zaznamenat u operace UPDATE prˇi zpracování
2 000 000 prvku˚, kde došlo ke zvýšení doby z 9,175[s] na 159,092[s], což je velice
znepokojivé zjišteˇní.
Náru˚st jsme zaznamenali také u provedených operací za sekundu, což je patrné z
obrázku 20.
3. Režim samostatné transakce
V tomto režimu bylo opeˇt transakcˇní zpracování povoleno. Operace se však nepro-
vádeˇli v rámci explicitneˇ definované transakce jako v prˇedchozím meˇrˇení, ale každá
operace byla provedena v samostatné transakci. O vytvorˇení samostatné transakce
se již stará každá operace sama.
Vzhledem k cˇasové nárocˇnosti tohoto meˇrˇení bylo provedeno jedno dílcˇí meˇrˇení
pro 10 000 prvku˚.
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ITEM SIZE Operace Doba zpracování [s] Výkonnost [op/s]
10 000 INSERT 134,842 74,5
10 000 UPDATE 117,393 84,9
10 000 DELETE 119,393 83,8
Tabulka 6: B+strom - výsledky meˇrˇení se samostatnou transakcí
Výsledky meˇrˇení mu˚žeme videˇt v tabulce 6. Z výsledku˚ je patrné, že provádeˇní
operací v rámci samostatných transakcí je výkonnostní problém. Du˚vodem je pro-
vedení operace COMMIT po každé operaci vkládání, aktualizace nebo mazání.
7.6 Meˇrˇení sekvencˇního pole
Vzhledem k chybeˇjící implementaci operace mazání a aktualizace byla meˇrˇení provádeˇna








Tabulka 7: Nastavení parametru prˇi testování sekvencˇního pole
Stejneˇ jako meˇrˇení B+stromu, tak i toto meˇrˇení bylo provedeno ve trˇech režimech.
Stejneˇ tak postup meˇrˇení byl totožný, jako v prˇípadeˇ B+stromu a dále již v textu nebude
zminˇován.
1. Režim bez transakcˇního zpracování
Výsledky meˇrˇení mu˚žeme videˇt v tabulce 8.
ITEM SIZE Operace Doba zpracování [s] Výkonnost [op/s]
100 000 INSERT 0,063 1 587 302,5
1 000 000 INSERT 58,427 17 115,4
2 000 000 INSERT 155,311 12 877,4
Tabulka 8: Sekvencˇní pole - výsledky meˇrˇení bez transakcˇního zpracování
2. Režim hromadné transakce
Výsledky meˇrˇení mu˚žeme videˇt v tabulce 9. Zmeˇna doby zpracování operace COM-
MIT v závislosti na množství dat je patrná na obrázku 22.
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100 000 INSERT 1,234 8,647 81 037,3
1 000 000 INSERT 94,797 17,082 10 548,9
2 000 000 INSERT 258,412 19,163 7 739,6
Tabulka 9: Sekvencˇní pole - výsledky meˇrˇení s hromadnou transakcí
3. Režim samostatné transakce
V tomto režimu bylo stejneˇ jako u B+stromu provedeno pouze jedno dílcˇí meˇrˇení
pro 10 000 prvku˚. Výsledek je možno videˇt v tabulce 10.
ITEM SIZE Operace Doba zpracování [s] Výkonnost [op/s]
10 000 INSERT 183,059 54,6
Tabulka 10: Sekvencˇní pole - výsledky meˇrˇení se samostatnou transakcí
Porovnání výsledku˚ meˇrˇení v jednotlivých režimech mu˚žeme videˇt na obrázku 21 a
23.
7.7 Vyhodnocení
Z výsledku˚ meˇrˇení je zrˇejmé, že implementace transakcˇního zpracování má nemalý vliv
na výkonnost provádeˇných operací a to jak v B+stromu, tak v sekvencˇním poli.
Nejveˇtší pokles výkonnosti jsme mohli zaznamenat u operace aktualizace, kde byl
pokles o více jak 95%. Toto zjišteˇní je velice prˇekvapivé, protože tato operace by meˇla být
rˇádoveˇ rychlejší než operace vkládání a mazání. V prˇípadeˇ dalšího rozšírˇení této práce




Hlavním cílem této práce bylo porovnat vlastnosti implementace sekvencˇního pole a
B+stromu. Bohužel se tento cíl podarˇilo splnit jen cˇástecˇneˇ. Operace, které meˇly být im-
plementovány u obou teˇchto DS byli nakonec implementovány pouze u B+stromu. Du˚-
vodem byly mimo jiné problémy vzniklé prˇi implementaci operace mazání (viz kapitola
5.1.9).
Dalším cílem této práce bylo rozšírˇení rámce RadegastDB o transakcˇní zpracování,
tedy zápis do log souboru a zotavení z chyb. Tento cíl se podarˇilo rovneˇž splnit jen cˇás-
tecˇneˇ. Byl implementován zápis do log souboru ovšem bez možnosti zotavení.
Hlavní prˇínos této práce je viditelný v rozšírˇení rámce RadegastDB o operace ma-
zání a aktualizace B+stromu, které rámec do té doby neimplementoval. Prˇi implementaci
bylo vyrˇešeno netriviální množství problému˚ a dá se prˇedpokládat, že toto rˇešení se stane
základem k dalšímu vývoji. Díky této práci byl také vytvorˇen základ pro práci z transak-
cemi a log souborem.
Dalším nemalým prˇínosem jsou také výsledky meˇrˇení, které odhalily vliv zápisu do
log souboru na celkový výkon provádeˇných operací. Tyto výsledky mohou posloužit jako
podklady k dalšímu vývoji a optimalizaci jednotlivých operací.
8.2 Další vývoj projektu
Jedním z námeˇtu˚ k dalšímu vývoji projektu je jisteˇ rozšírˇení operace mazání u B+stromu
o podporu variabilní délky klícˇe a dat. Aktuální implementace mazání navíc neodpovídá
specifikaci B+stromu, jelikož neumožnˇuje slucˇování uzlu˚ a prˇesun mezi uzly, které mají
rozdílného prˇedka (viz kapitola 5.1.9). Dalším námeˇtem k rozšírˇení je tedy implemen-
tace mazání podle specifikace B+stromu. Také implementované transakcˇní zpracování
lze dále rozširˇovat a optimalizovat, naprˇ. o zotavení transakce (UNDO), zotavení odlože-
nou aktualizací (NO-UNDO/REDO), zotavení okamžitou aktualizací (UNDO/REDO),
kontrolní body, atd. Práveˇ kontrolní body jsou jisteˇ dobrým námeˇtem k optimalizaci ope-
race COMMIT, kde meˇrˇení odhalila velký nedostatek.
Dále by bylo užitecˇné v rámci celého rámce rozšírˇit i ostatní DS o operaci mazání a
aktualizace. Také transakcˇní zpracování je možné zahrnout do ostatních DS.
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Obrázek 23: Sekvencˇní pole - meˇrˇení výkonnosti operace vkládání
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B Prˇíloha na CD
70
\src Zdrojové kódy rámce RadegastDB a testovací aplikace
\src\common Zdrojové kódy podpu˚rných trˇíd
\src\dstruct Zdrojové kódy trˇíd tvorˇící jádro datových struktur
\src\test Testovací aplikace
\src\test\paged\btree_test Testovací aplikace B+stromu
\src\test\paged\sequentialarray_test Testovací aplikace sekvencˇního pole
\dp Diplomová práce a zadání v elektronické podobeˇ
Tabulka 11: Obsah CD
