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The stack resource protocol based on real-time 
transactions 
P.G. Jansen and R. Laan 
Abstract: Current hard real-time (HRT) kernels have their timely behaviour guaranteed at the cost 
of a rather restrictive use of the available resources. This makes current HRT scheduling 
techniques inadequate for use in a multimedia environment where one can profit by a better 
and more flexible use of the resources. It is shown that one can improve the flexibility and 
efficiency of real-time kernels and a method is proposed for precise quality of service schedul- 
ability analysis of the stack resource protocol. This protocol is generalised by introducing real- 
time transactions, which makes its use straightforward and efficient. Transactions can be refined to 
nested critical sections if the smallest estimation of blocking is desired. The method can be used 
for hard real-time systems in general and for multimedia systems in particular.* 
1 Introduction 
Dedicated real-time (RT) kernels have the capability to 
perform hard real-time (HRT) tasks, such as reservation of 
shared resources and schedulability analysis. Reservations 
can be done offline, at run-time, or both. Offline handling 
offers speed but is inflexible. Handling at run-time might 
be complex and time consuming due to a complex admin- 
istration if not adequately organised. 
This paper investigates a simple but powerful, flexible 
scheduling strategy with low administration overhead in 
such a way that a straightforward analysis of RT behaviour 
is attainable. Flexibility can be provided when desired or 
timely precision can be guaranteed when needed. We have 
good reasons to believe that this strategy can be used for 
targets ranging from dedicated RT kernels to ‘general 
purpose operating systems’ with RT support. In particular 
our technique allows for dynamic admission of new tasks 
and for Quality of Service (QoS) variation of running 
tasks. 
The RT task scheduling techniques that we will use are 
based on the principle of real-time transactions. These are 
scheduled by the ‘earliest deadline first’ rule and extended 
with selected inheritance strategies to limit blocking. From 
these ingredients we have constructed RT scheduling 
variants of the ‘ceiling protocol’ and the ‘stack resource 
protocol’ and have evaluated their properties. Real-time 
transactions make these protocols simple and transparent, 
which gives them an educational advantage; they are very 
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easy to explain and easy to reason about. A second 
advantage is that transactions make the implementations 
of these protocols straightforward and consequently the 
administration overhead is limited to a minimum. Also, 
feasibility analysis is made comprehensible, as we show in 
Section 5 .5  where we present an improved algorithm. A 
drawback of transactions is, however, that they do not limit 
blocking overhead to a minimum. In Section 5.6 we 
present measures to overcome this. 
2 Existing pre-emptive scheduling methods 
In pre-emptive scheduling, tasks are scheduled according 
to a priority. A task may pre-empt another task if it has a 
higher priority. The priorities of the following well known 
scheduling methods are determined as follows: 
0 Earliest deadline first (EDF). Priority increases dynami- 
cally when the deadline comes closer. 
0 Rate monotonic (RM). Priority is static and is inversely 
proportional to the period time: short periods are mapped 
on high priorities. The deadline is equal to the end of the 
period. (Note that in a dynamic scheduling algorithm static 
as well as dynamic priorities can be used.) 
0 Deadline monotonic (DM). Priority is static and inver- 
sely proportional to the deadline interval. The deadline is 
before the end of the period. 
Without further precautions scheduling methods may lead 
to phenomena like blocking, priority inversion, or transi- 
tive waiting. Blocking may happen when shared resources 
are used. In this context we mean by shared resources those 
resources for which a task has to enter a mutual exclusive 
(mutex) critical section. A waiting task cannot pre-empt a 
running one that is in a critical section. Blocking happens 
when a high priority task must wait for the release of a 
resource by a low priority task. Priority inversion is a 
special form of blocking. It occurs when a high priority 
task is blocked, waiting for a resource that is held by a low 
priority task that is pre-empted by a medium priority task. 
Transitive waiting occurs in a chain of tasks which are all 
waiting for the release of resources by their predecessors. 
This may cause large (indirect) blocking values. 
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The priority of a task can be static or dynamic. A static 
priority does not vary in time while a dynamic priority 
does. Note that in EDF a deadline can be expressed as a 
static or a dynamic priority. A deadline interval (from 
release time to deadline) is mostly associated with a 
static priority while, in the conte 
absolute deadline is associated with 
A scheduler orders tasks in terms of priority and a 
dispatcher assigns these tasks to the processor(s) in the 
resulting order. In dynamic RT systems the dispatcher and 
scheduler are generally combined in one entity and referred 
to as ‘the scheduler’. A scheduler executes protocols such 
as: 
1 .  basic protocols, 
2. ceiling protocols, 
3 .  stack resource (SR) protocol, 
4. transaction protocols. 
Basic protocols are, for instance, the fixed priority (FP) 
protocol and the basic inheritance (BI) protocol. All but the 
FP-protocol provide methods to bound blocking. BI 
realises this by inheriting either static or dynamic priority. 
A low priority task z I ,  owning shared resources that are 
also requested by high priority tasks zh, inherits the high 
priority from zh .  BI limits blocking; however, it cannot 
avoid transitive waiting. 
The ceiling protocols have RM or DM as their ancestor. 
The basic idea is to make way for a high priority task, say 
zh,  by not allowing pre-emption of a low priority task, say 
zl by any medium priority task , say z, if z I  uses resources 
also claimed by zh .  This strategy limits blocking to one 
single task only, or more precisely, to one critical section 
only. This implies that transitive waiting is not possible and 
consequently deadlock is impossible. Among these is the 
original priority ceiling (PC) protocol[ 11. Variations of it, 
such as the ceiling abort (CA) protocol [2] and the 
conditional abortable priority ceiling (CAPC) protocol 
[3], have critical sections, segmented in an abortable and 
a nonabortable part, to further limit the effects of blocking. 
An in-depth overview of inheritance protocols is given by 
Rajkumar in [4]. Sha et al. give an overview in [5] of how 
to generalise PC for DM under blocking and they discuss 
how to use this protocol for practical system implementa- 
tion. 
SR [6] has its roots in EDF and PC. It executes a similar 
ceiling mechanism to PC to limit blocking but uses on top 
of this a scheduling algorithm, generally EDF. We explain 
in Section 4.3 why this protocol is favoured and why prime 
attention is paid to SWEDE Buttazzo et al. also found the 
SR/EDF protocol attractive: in [7] they explained how to 
use it in a hybrid environment of soft and hard RT tasks. 
They also introduced a schedulability analysis for SWEDF. 
We refine their results and present a feasibility algorithm. 
Transactions are used for their conceptual simplicity. 
They make it possible to give a comprehensive overview of 
relations between PC and SR and give a clear view of their 
important properties for feasibility analyses. If the smallest 
amount of blocking is an issue, then transactions are not 
the best way to go. In such case we can easily refine 
transactions to nested critical sections. This gives the 
advantage of developing a general framework in which 
the burden of detailed requirements can be introduced at a 
later stage. The refinement of transactions is described in 
Section 5.6. 
We now introduce a task model suited for flexible 
scheduling of transactions. Based on this model we intro- 
duce our variant of SWEDF and analyse the pros and cons 
in Section 4.4. 
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3 Transactions 
The real-time transaction protocols also avoid priority 
inversion and transitive waiting. When a transaction 
starts, it simultaneously acquires all resources it needs to 
complete the transaction. During the transaction, resources 
can only be released. A transaction completes when it has 
released all resources. Priority inheritance is applied dyna- 
mically when a high priority transaction must wait for 
resources in use by a low priority transaction. This avoids 
pre-emption of low priority transactions and advances the 
release of resources. 
Tasks are based on transactions. This simplifies the use 
of critical sections for mutual exclusive resources consid- 
erably. It makes our transaction model straightforward, 
which has the positive consequences of a low administra- 
tion overhead and clear schedulability analysis. If shared 
resources are to be used there are also disadvantages, such 
as larger blocking values. In order to avoid these, some 
scheduling strategies can straightforwardly substitute trans- 
actions by nested critical sections, as we will show in 
Section 5.6. Until this section our emphasis is on transac- 
tions because of their conceptual clearness. 
In this paper we refer only to periodic tasks, which we 
model as a periodic transaction. Whether transactions are 
periodic is not relevant for the proposed scheduling algo- 
rithm, however, the QoS schedulability analysis in Section 
5 needs information such as length of the period and 
maximum run-time per invocation. 
In practice a transaction might suspend itself, for exam- 
ple to await the ready event of an I/O-action. Of course 
there must be an upper bound on the time a transaction has 
to wait. Moreover, the transaction model depends on 
resource-holding during waiting. If no resources are held 
we can split up the transaction, however, a precedence 
relation has to be introduced then: the first part should 
precede the second. It should be discouraged from holding 
resources during waiting. However, if necessary, this 
complicates the QoS schedulability analysis since resource 
usage does not imply the active use of the processor 
anymore. In this paper we will not go into further detail 
on these complications. 
3. I Transaction state 
A transaction may be in the sleeping or in the ready state. 
The ready state is split up in released, running or pre- 
empted. A transaction is put into the administration after it 
is admitted to the system. It is then put into the sleeping 
state where it waits for its release, at which time it enters 
the ready state. In the ready state a transaction can be 
released when it is waiting for the processor, running when 
it has the processor or pre-empted when it has to leave the 
processor to a transaction with a higher priority. When a 
transaction is done, it is put into the sleeping state, waiting 
for the following release event. When a transaction is 
completely finished it is withdrawn from the administra- 
tion. 
3.2 Transaction model 
A transaction is a member of the set of all transactions 
Definition I (Transaction): Transaction zi is defined by a 
tuple of static parameters (Di, T,, Ci, Ri) where Di is the 
deadline interval, Ti is the time interval between two 
successive invocations (the period). Ci is the maximum 
run-time interval to complete. (Run-times are mainly used 
T = {TI,. . . , z,}. 
I I3  
in conjunction with QoS schedulability analysis for peri- 
odic processes. The scheduling algorithm does not need 
them.) Ri is the set of mutual exclusive resources used by 
zi. If two transactions zi and zk require the same mutex 
resource (Ri n Rk# 0), then they are not allowed to pre- 
empt each other. 
Defnition 2 (Invocation): Invocation zj is defined by the 
tuple (zi, j ,  ri ,  d i )  where is the jth invocation of zi. The 
first invocation of t i  is denoted by z:, is associated with 
the parameters ( r i ,  di),  where r j  is the absolute release 
time from which an invocation j may run, and d j  is the 
absolute deadline at which an invocation. j has to be 
com leted Note that Di =d{ - r;, diJ i r i f '  and 
rj+'- ,!>Ti for any i >  1, j > o .  
A transaction or invocation with a priority smaller than 
or equal to a running invocation may not pre-empt that 
running invocation. We shall derive the priority from the 
deadline, either absolute or relative, depending on the 
choice of protocol. 
If a transaction z, must be executed before 76 then there 
exists a precedence relation between them denoted by 
z, < zh. Precedence relations are beyond the scope of this 
paper. They do not present a problem for a scheduler, 
however, they complicate the analysis of schedulability. 
Note that z ,<zb can be enforced by signalling zh at the 
end of 7,. 
4 The inheritance protocols 
This section discusses two protocols for scheduling tasks: 
the priority ceiling (PC) protocol [ 11 and the stack resource 
(SR) protocol [6]. In fact we use PC as an introduction to 
SR, for which we also derive QoS feasibility analysis in 
Section 5. We have based both protocols on real-time 
transactions and both maintain an inherited pre-emption 
level. This pre-emption level determines which transac- 
tions may pre-empt a running one. Pre-emption levels can 
be based on absolute deadlines or on deadline intervals. PC 
as well as SR has a pre-emption level that is statically 
derived from deadline intervals; SR has a dynamic refine- 
ment. 
4.7 Ceiling protocols 
Ceilings are used in PC and SR. We shall introduce 
variants of these protocols and evaluate their advantages 
and disadvantages. For clarity we have chosen not to 
introduce these protocols in their full glory but only in 
their essentials. We shall use transactions instead of nested 
critical sections and single-unit resources instead of multi- 
ple-unit resources. 
In the following we will introduce the notion ofjoor-  
the inverse of ceiling-and pre-emption level. Then we 
introduce a simple variant of PC and successively extend 
this protocol to an interesting variant of it: SR. PC and SR 
have been defined originally in terms of priority. To prevent 
confusion with the notions used in this paper, we prefer to 
use deadlines instead of priorities. 
4.2 Priority ceiling protocol 
In PC the ceiling of a resource refers to the highest static 
priority of all tasks that may ever require that resource. We 
will use deadline. interval instead of priority and conse- 
quently floor instead of ceiling. The floor DR of a resource 
1 I4 
R is defined as the size of the shortest deadline interval Di 
of any transaction zi that requires R. 
DR = min(Di(R E Ri} (1) 
The minimum of all floors of a transaction zi is defined as 
the pre-emption deadline Ai of a transaction zi. It is defined 
as follows: 
Ai = min{Di, DRIR E Ri} (2) 
Ai is a static property of zi and can be computed offline for 
a given set T. The smallest pre-emption deadline of all 
currently running or pre-empted transactions is the running 
one z,' and is denoted A,.. 
Defnition 3 (PC): PC is defined by the following rules: 
(1) Released but not yet running or pre-empted invoca- 
tions are ordered to their deadline intervals Di. 
(2) The invocation with the shortest deadline (say Di) is 
selected for processor competition. 
(3) z i  will pre-empt the running invocation iff Di < A,.. 
All static information can be computed offline or in the 
background. This variant is very easy to implement. This is 
also due to the use of transactions, which is stricter than the 
original PC. A task that is free running and does not (yet) 
use resources may pre-empt in the original PC when it has 
a higher priority. It may not pre-empt in our transaction 
variant. Note.that our PC shows a last-in first-out behaviour 
of running transactions. This opens the possibility for 
using a single shared stack for all transactions. This is 
not possible in the original PC. A shared stack for all 
transactions would considerably limit the amount of 
memory needed. We now introduce a refined variant of 
the PC protocol, the SR protocol. 
4.3 Stack resource protocol 
Under SR an invocation zi does not only use a static 
deadline interval Di but also d i ,  the dynamic absolute 
deadline. Its pre-emption level is determined by a pair 
( A ,  d i )  where Ai is defined as in (2) under PC. 
DeJinition 4 (SR): SR is defined by the following rules: 
(1) Released but not yet running and pre-empted invoca- 
tions are ordered to their absolute deadlines d i .  
(2) The invocation z i  with the shortest dynamic deadline 
(say <!) is selected for processor competition. 
(3). z i  pre-empts the running invocation z: iff (Di < A,.) A 
(d i  < d:). 
Due to the last-in first-out property of SR we may conclude 
that the running invocation is on top of a stack of pre- 
empted invocations. The original SR has been used in 
practice for some time. Baker [61 proposed several refine- 
ments such as multiple-unit resources, nested critical 
sections and a schedulability analysis. For more details 
see [6]. 
4.4 Evaluation of PC and SR with transactions 
Both protocols do not need explicit use of synchronisation 
primitives such as semaphores if they are built on top of 
transactions. Due to inheritance and order, synchronisation 
is implicitly accomplished. This obliterates the explicit 
request for mutual exclusion; no additional synchronisa- 
tion primitives are needed from a kernel. Not using 
transactions would require explicit synchronisation, gener- 
ally offered by the kernel. This makes the development of 
the kernel and applications straightforward, clear, and easy 
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to implement. Furthermore, transactions make it possible 
to view SR as an orthogonal extension of PC by just adding 
EDF to the priority rule of PC. 
Transactions do not only bring advantages; they may 
also limit pre-emption since they claim the mutual exclu- 
sive use of resources during the run-time of the transaction. 
Refinements are possible and are treated in Section 5.6. 
PC is very straightforward; it has a small overhead and 
our variant can run on a stack. Ceilings and pre-emption 
levels can be computed offline or in the background. 
Blocking is limited to only one invocation. PC is a good 
and powerful candidate for use in any RT environment. It 
has the small disadvantage that all scheduling information 
used is static. This might make its dynamic behaviour 
somewhat inflexible. 
SR brings dynamic behaviour into play again by adding 
dynamic priority to static priority when scheduling deci- 
sions have to be made. SR inherits all the good static 
properties from PC: small overhead, possibility of offline 
computation of ceilings, a maximum of one blocking 
invocation and, in the case of transactions, the possibility 
of a shared stack. 
SR uses pre-emption levels and a scheduling mechanism 
of any choice. Pre-emption levels avoid multiple blocking. 
As a scheduling mechanism we may take EDF, rate mono- 
tonic (RM), deadline monotonic (DM) or anything else. In 
fact the given definition of SR in the previous section is SR 
with EDF: SWEDE Choosing RM would lead to a 
resource-using variant of the original RM, but with the 
possibility of using a stack and with limited blocking. 
Choosing DM as the dynamic part of DM, in our opinion, 
does not make much sense. 
If we compare the utilisation of SWEDF to PC, we see 
that SWEDF is part of the EDF family with an upper 
bound of 1 while PC is part of the rate monotonic family 
with an upper bound between ln(2) and 1. 
Our conclusion is that SR is an attractive protocol 
because (a) it is general in the sense that it executes any 
scheduling algorithm, (b) it limits blocking to one blocker 
only, (c) it limits context switches by letting current tasks 
run to completion unless pre-empted by a task of higher 
priority, (d) it can share one stack for all processes, and (e) 
it is easy to implement. 
In the following sections we take a closer look at SW 
EDF. In Section 5.3 we show that it has a straightforward 
feasibility analysis, and in Section 6 we show that it has a 
low administration overhead. 
5 QoS schedulability analysis 
We present a schedulability analysis for SWEDF. Schedul- 
ability has been extensively studied. The following refer- 
ences introduce important milestones of scheduling theory. 
Liu and Layland [8] stated that EDF is optimal in the 
following sense: if any algorithm can schedule a set of 
tasks, then EDF can also schedule these tasks (note that 
EDF is optimal only under restrictive conditions in Liu and 
Layland’s paper). Shared resources were not taken into 
account. Mok [9] has shown that the problem of deciding 
schedulability of a set of periodic tasks with shared 
resources (mutex constraints) is NP-hard. Jeffay [ 101 
stated that nonpre-emptable EDF can schedule any sche- 
dulable task set with shared resources. Audsley et al. [1 11 
presented a necessary and sufficient schedulability test for 
DM based on interferences, which is related to available 
computation time. Their technique does not work for EDF. 
However Ripoll et al. [12] proposed a sufficient and 
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necessary schedulability test for EDF without shared 
resources. They also limited the duration of the test by 
the introduction of an upper bound. Our proposal is based 
on their results. We have added the possibility of using 
shared resources under the SWEDF protocol and we 
propose an extension on Ripoll’s test algorithm for feasi- 
bility. 
The utilisation UT of a task set T is given by: 
(3) 
where C, is the maximum run-time per period and TI the 
length of the periodic interval. Furthermore we assume that 
overhead due to context switching is included in the 
execution times of the transactions and transactions are 
independent of each other. 
Our analysis is based on the computation of the maxi- 
mum required load resolution (RLR) for a set that must 
satisfy the deadline requirements of all its transactions. If 
for any interval [tl, t2] with length L = t 2  - t l  the RLR 
does not exceed the capacity of the processor, then the task 
set is calledfeasible else it is not. Baruah et al. [ 131 proved 
that, if for any L,  all load offered during [0, L]  can be 
resolved before or at L,  then the same can be concluded for 
any interval [t, t+L]. We will use this result and start our 
investigation at t=O. It will end at some suitable upper 
bound L, which will be determined in the following 
sections. 
Our reasoning for the schedulability analysis of transac- 
tions under SWEDF is based on similar arguments. We 
investigate the RLR during [0, L ] ,  however under the 
assumption that blocking may occur. 
In the following Section we present a method to bind the 
investigation length of the interval [0, L] and we present an 
algorithm for feasibility analysis. 
5.1 
Before we consider SlUEDF in more detail we first introduce 
an EDF schedulability test without blocking similar to the one 
presented by Ripoll et al. [12]. A function H(L) is the 
maximum RLR function. It computes the amount of load, 
which must have been executed in the interval L such that all 
transactions from the set Tare ready before their deadlines. All 
transactions are released periodically. The function H(L) for a 
transaction set T of n transactions is defined as follows: 
Schedulability of EDF without resources 
(4) 
where the L(L + T, - D,)/T,] denotes the maximum number 
of interferences of T~ in L. 
Fig. 1 shows H(t) for four transactions {zl,. . . , z,}. The 
up-arrows (I) denote releases and the down-arrow (I) 
deadlines. The small number above t reflects the maximal 
load requirement. This number is equal to the length of the 
shaded portion, the run-time. Note that the deadlines are 
the only events at which H(t) changes. The following 
theorem is from Liu and Layland [8]. 
Theorem 1; A set T scheduled by EDF is feasible if 
In other words, H(L) should not exceed the possibilities of 
the processor at any point in time. This condition is hard to 
check without further refinement since t may run to 
infinity. 
A consequence of relation ( 5 )  is that a feasible schedule 
cannot exist if 
V L  > 0 : H(L) p L ( 5 )  
L > H(L) (6) 
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Using eqns. 3 and 4 Baruah et al. [ 131 found that condition 
(6) implies: 
(7) 
and from eqn. 7 it follows that it makes no sense to search 
for infeasibility beyond an interval longer than L1. Conse- 
quently we can refine condition (5) to 
V L  : 0 < L 5 L, : H(L) 1. L (8) 
A second approach is from Ripoll et al. [12]. They 
introduced the initial critical interval (ICI), also termed 
by others the longest non-idle interval (LNI). The length of 
this interval is determined by searching from t = 0 for the 
earliest idle interval t = L2. During the interval a maximum 
amount of load is offered. Interval [0, ,521 is finite if the 
total amount of offered load is equal to the capacity of the 
processor. It is not necessary to examine H(t) beyond L2. 
Denote the incremental amount of offered load by the 
function G(t). Let 
(9) 
and let L2 be the first solution for G(t) = t. Our transaction 
set T becomes feasible iff 
V L  > 0, L 5 mi@,, L2) : H(L) 5 L (10) 
Fig. 1 shows the function G(t) and the point L2. 
5.2 Feasibility test algorithm for EDF 
The following algorithm is used as an introduction for the 
SWEDF test algorithm in Section 5.3. It determines 
whether statement (10) is true under EDF without shared 
resources. The algorithm uses an ordered list of events. An 
event is a tuple (t, i, j a g )  of time t, transaction-index i, and 
event-typeflag. The event-type is either a release or dead- 
line. Times are relative to t = O .  The algorithm below 
evaluates the events ordered to time starting from t = 0. 
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H=O; G=O; s c h e d u l a b l e = u n k n o w n ;  
compute  L; 
while s c h e d u l a b l e = u n k n o w n  do 
( t , i , j ag)=GetNextEvent ;  
case flag of 
d e a d l i n e  : 
H=H+Ci;  
if H >  t then s c h e d u l a b l e  = n o  fi; 
release : 
G == G + Ci ; 
if G 5 t or L 5 t then s c h e d u l a b l e  = y e s  fi; 
esac ; 
od ; 
Algorithm 1 Feasability analysis for EDF 
Algorithm 1 will be extended for the feasibility analysis of 
SWEDF in the following Section: Note that in the algo- 
rithm above all release times r/ and deadlines d/ are 
'points of interest'. This is also the case in SWEDE 
However, in SWEDF blocking can influence RLR and 
the interval investigation length. Our algorithm in the 
following section will correct for this. 
5.3 Schedulability of SR/EDF 
As already explained in Section 4.3 SR allows the use of 
resources, which may cause blocking. Fortunately blocking 
is limited to only one transaction. In [6] Baker derived a 
schedulability condition for task sets with a correction for 
blocking. The task sets were ordered to their deadline 
intervals and a sufficient schedulability guarantee could 
be given if 
where Bk is the maximum blocking experienced by the set 
of ordered tasks { 1, . . . , k } .  However in condition (1 1) 
processor utilisation is overestimated because Di 5 Ti is 
substituted for the periods. Baruah et al. [ 131 corrected for 
D i S  r,  and algorithm 1 in the previous section can 
perform the feasibility analysis without any change by 
offering the deadline events at Di instead of at T,. However, 
they did not take shared resources and blocking into 
account. Our SWEDF algorithm will be extended to do so. 
Before presenting our schedulability analysis we take a 
closer look at what happens under blocking in an example. 
Fig. 2 shows four transactions zl,. . . , z4 ordered to dead- 
line intervals Di. All transactions start at t = 0. From the 
specification we can generate release times r/(T) and 
deadlines d/ (I) for a transaction zi. 
For the computation of the amount of blocking that z/ 
experiences by z k  we consider the conditions under which 
blocking may occur. z i  experiences blocking by z; if 
(Ak 5 Di) A (YL 5 4 < 4 < dk) (12) 
Note that the right-hand condition implies that Di < Dk. 
In Fig. 2 transactions are ordered to deadline interval. 
Transaction z I  does not share resources with any other 
transaction, so no blocking has to be taken into account at 
dI0 .  z2 may experience blocking from z4 over a shared 
resource if the blocking conditions (12) are met. To 
account for this potential blocking the RLR has to be 
corrected by C4 at dZ0. Also at d30 this correction is needed 
since C4 might have been executed before z2 and hence 
before z3. The last correction is at d l l .  At dAO only the load 
C4 has to be added to RLR; no transaction can block T ~ .  
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In general a blocker zk can be active until its own 
deadline. If 7; is the first transaction of { z i ,  . . . , zk - 1 } ,  
ordered to increasing deadline, then, at their deadlines, zk 
impose blocking corrections. In general there can be more 
potential blockers of which (due to SWEDF) only one can 
be active. In such a case we have to account for the 
possible worst-case blocking. In the following Section we 
will consider blocking in more detail. 
5.4 Interval blockers 
Under SWEDF blockers might add processor time to the 
RLR. For feasibility analysis we have to account for this. 
Let us denote CB(L) as the blocking component in interval 
L. The total amount of load in interval L is then given by 
H ( L )  + CB(L) where H(L) is defined as in eqn. 4 and CB(L) 
is defined in this Section. 
Theorem 2: For a feasibility analysis under SWEDF the 
maximum number of blockers in L that has to be accounted 
for is one and for such a blocker z k  it holds that Dk > L. 
The proof is given in the Appendix, Section 10.1. 
{ z I ,  . . . , z,} be the set of active transactions 
in L .  Then the set of potential blockers for z i  is given by: 
Let A(L) 
B.'l(f.) = 
{ z k l ( z i  E A(L) )  A (D, < Dk) A (0; 2 Ak) A ( D k  > L)l (13) 
where (0; < Dk) denotes that z i  has a higher priority than 
zk, (0; 2Ak)  that zk can block zi because of the pre-emption 
level of z k  and (Dk > L )  is a direct consequence of theorem 
2 .  Since there can be only one blocker in L the maximum 
load is given by: 
cB(L) = max(Cklzk E B,4(L)1 (14) 
With this result we can determine feasibility by the 
following theorem. 
Theorem 3: Given a set of transactions T under SRIEDF, 
ordered to deadline interval, an interval [0, L], its maximal 
interference H(L) and the maximum blocking load CB(L) of 
any possible blocker zk E T with Dk > L. T is feasible if 
V L  2 0 : H ( L )  + C,(L) 5 L 
with H ( L )  
L + T; - Di 
I =  1 J 
The proof is given in the Appendix, Section 10.2. 
Let B,,, be the longest execution time of any possible 
blocker. The upper bound L2 is not affected by blocking 
because its depends on the offered load. L 1  may have to be 
recomputed by adding B,,, to the dividend in formula (7) 
(this is only needed for values of L2 below the longest 
deadline of any blocker because, due to theorem 2, above 
this value blocking cannot influence feasibility analyses). 
From these arguments and from condition (13) our trans- 
action set T is also feasible if 
VL 5 min(L,, L2)  : H ( L )  + CB(L) 5 L (16) 
5.5 Feasibility test algorithm for SR/EDF 
The following algorithm tests the feasibility of a set of 
transactions T. It has the same structure as the algorithm 
for plain EDF in Section 5.1. The algorithm is extended 
with computation for the maximum value of any possible 
blocker in time CB. A is the set of transaction active in L 
and B = { T k l D k  > L } .  C, is straightforwardly derived from 
conditions (13) and (14) with z, E A ,  z k  E TW and 
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CB =maX{ ckl(Di < Dk) A (0; 2A k ) } .  C, depends on A 
and on static values only and can be computed offline for 
the n different values of A .  
H=O; G = 0 ;  A = 0 ;  s c h e d u l a b l e = u n k n o w n ;  
compute  L, ;  
while s c h e d u l a b l e = u n k n o w n d o  
(t,i,Jug)= G e t N e x t E v e n t ;  
case flag of 
d e a d l i n e  : 
H = H +  Ci ; 
A = A U s ; ;  
cB = MaxB 1 o c ke r ( A ) ;  
if H +  CB > t then s c h e d u l a b l e  = n o  fi; 
release : 
G = G + C ; ;  
if G 5 tor L ,  5 t then s c h e d u l a b l e  = y e s  fi; 
esac ; 
od ; 
Algorithm 2 Feasability analysis for SR/EDF 
with use of shared rescources 
The number of events that must be processed is hard to 
predict in advance and can vary considerably. The most 
complex operation is the computation of CB. Its complexity 
is of O(n) where n is the number of transactions. 
If minimal blocking is an issue then transaction are too 
pessimistic. In the following section we consider some 
refinements and their consequences. 
Our main contributions to feasibility analyses can now 
be evaluated. They are: (a) a new way of accounting for 
blocking under SWEDF, based on formula (1 3) and (b) to 
relate the work of Ripoll et al. [ 121 in which neither SR nor 
blocking is addressed, and (c) to map formula (1 3) and (1 6) 
to the straightforward algorithm 2. 
5.6 Further refinements 
As stated in Section 4.3, refinements such as multiple-unit 
resources or nested critical sections are possible. Nested 
critical sections (NCSs) can be used instead of transac- 
tions. Resource usage is then limited to the length of the 
longest critical section. Denote this length as S, with 
I I7 
Si 5 Ci. Using Si instead of C; may limit blocking consid- 
erably. Furthermore under NCSs the behaviour of the pre- 
emption level can be made more dynamic than under 
transactions: the original pre-emption level of a task 
invocation z i  can be dropped when resources are obtained 
and raised when they are released again. If the original pre- 
emption level is D; and the first resource required is R then 
the level may drop to min (Di, DR). Here D R  is the floor as 
defined in Section 4.2 in eqn. 1. The pre-emption level may 
further drop to ultimately Ai=min{Di, D R ~ R  E R;},  which 
is exactly the value used in the ceiling protocol in Section 
4.2 in eqn. 2. By releasing resources the pre-emption level 
may be raised to previous levels again. In fact we have 
reconstructed Baker’s original SR [6] in which tasks with 
NCSs have a more dynamic behaviour of their pre-emption 
level then transactions. 
For feasibility analysis this dynamic behaviour does not 
change the functions G(t) and H(t) since the offered load 
and the required load resolution cannot change due to 
nested resource usage without blocking. However substi- 
tuting Si for Ci in the computation of CB(L) limits the value 
of this function. In our test algorithm for SWEDF this can 
influence only the function MaxBlocker because blockers 
are associated with Si instead of Ci. 
Note that for further refinements, blocking takes not 
necessarily as long as the longest critical section Si, 
because the longest critical section could be associated 
with a resource with a low ceiling. It is, however, beyond 
the scope of this paper to consider these refinements in 
detail. 
A disadvantage of the refinements is that they introduce 
some run-time overhead. Resources must be claimed and 
released explicitly and the administration must be updated 
more often. 
In conclusion we can state that changing from transac- 
tions to nested critical sections hardly affects the algorithm 
for feasibility analyses. Scheduling itself, however, has to 
be adapted. This is not really a serious point because we 
can use Baker’s original algorithm [6] or a direct variant of 
it. 
6 Implementation and tests 
Scheduling strategies for transactions under EDF and CP 
have been simulated in Python [14]. Variants of both have 
been added to several operating system kernels such as 
Nemo [ 151 and Nemesis [ 161 where the protocols had to be 
integrated with their domain scheduler. Domain scheduling 
combined with EDF and CP is problematic and is certainly 
not a good idea for HRT. However, we have experimented 
with a multimedia application and measured an adminis- 
tration overhead below 5%. A framework for scheduling 
experiments with CP and SR/EDF has been added to 
Inferno and is described in [17]. A similar activity is 
going on under RT-Linux [ 181 in which we implemented 
a prototype of SWEDE Our test application implements 
six transactions, each handling a separate video stream. 
There is one 50 Hz stream, two 25 Hz streams and three 20 
Hz streams. The processor utilisation is about 40% on a 
Pentium I1 (233MHz). The measured overhead per task 
switch is 13 ps. The administration overhead for the 
protocol increases linearly with about 0.5 ps per transac- 
tion. For a fully utilised processor the average scheduling 
overhead would be about 1% and, if using fine-tuned 
memory block transfers, 20 high quality 50 Hz streams 
would require a scheduling overhead below 3%. On a 
Pentium Pro (155MHz) and on an Intel 486 (66MHz) 
118 
we ran tests with shared resources and found for the 
(preemption time, protocol overhead per transaction) 
(35 ps, 1 ps) and (105 ps, 3 ps) respectively. We conclude 
that SWEDF under transactions has a low overhead. 
From these test we conclude that typical multimedia 
application can be scheduled with the proposed algorithms. 
Algorithm 2 can immediately be used for quality of service 
analyses for flexible admission of multimedia tasks. Block- 
ing can occur if shared communication buffers are used. In 
general blocking is not a critical issue in multimedia. 
Because of these arguments and also because of the 
arguments in Section 4.4 we believe that SWEDF is a 
perfect candidate for scheduling multimedia. Test results 
and statistics for schedulability analysis are not yet avail- 
able, but are planned in the near future. 
7 Conclusions 
We have investigated two real-time scheduling policies, 
both adapted to multimedia requirements but also suited to 
hard real-time purposes. These policies are based on the 
principle of (a) real-time transactions, which are scheduled 
by (b) the earliest deadline first rule, and (c) enriched by 
selected inheritance strategies. From these ingredients we 
have constructed dynamic transaction scheduling variants 
of the ceiling protocol and the stack resource protocol and 
have evaluated their properties. These protocols can be 
constructed with a low administration overhead. This is 
due to the orthogonality of the ingredients, which enable 
a systematic implementation. Among others, mutual ex- 
clusive usage of shared resources is guaranteed by the 
aforementioned ingredients (a) to (c); no additional 
synchronisation primitives are needed. Consequently the 
scheduling is easy to use and without much effort quickly 
adapted to the requirements of the applications. On a 
typical state of the art processor (running under RT- 
Linux) with scheduling adapted to SWEDF, we measured 
a scheduling overhead of 16 + 0.5n ps for n transactions, 
without special effort at optimisation. With these results it 
is possible to schedule 20 typical video streams with a 
scheduling overhead of about 2.5%. It is not likely that SRI 
EDF scheduling will become a bottleneck in multimedia 
systems. 
An improved algorithm for feasibility analysis of SR/ 
EDF is presented. The algorithm accounts for blocking and 
is simple to implement. It can be used for static and 
dynamic hard real-time systems. In particular it is useful 
for online quality of service analysis in multimedia 
systems. These properties make the stack resource protocol 
favourite for further analysis 
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10 Appendix 
70.7 Proof of theorem 2 
Consider the interval [ t l ,  t2] with L = t2 - t l  such that t2 is 
the earliest time a deadline is missed and tl  is the last time 
before t2 such that there are no pending transactions z k  
with rk p t l  < d;. 
A potential blocker z k  for this interval has the following 
properties: 
ri 5 t ,  < t2 < (17) 
This is due to the fact that (a) if t l  < r; < t < d i  then tl  
must be chosen to be equal to rf and (b) rk < t l  < d i c  t2 
contradicts with the requirements of the interval. 
During the interval [ t l ,  t2] there can be only one blocker 
that contributed C&) to the RLR at t2 or no blocker at all. 
f 
This is due to the fact that two blockers z1 and z2 lead to 
the following contradiction: if both z1  and z2 are blockers 
than both must have pre-emption deadlines A1 5 L < D I  
and A 2 5 L  < D 2  since they must have inherited their A l  
and A2 from transactions within the interval L. From this it 
follows that (Al  < D2) A (A2 < Dl) .  If both are active then 
one must have pre-empted the other, which implies 
(AI > 0 2 )  v (A2 > Dl), a contradiction. Consequently they 
may not pre-empt each other and therefore there can be one 
blocker only. 
To compute the maximum value of CB(L) we have to 
consider any possible blocker of any active transactions in 
[tl ,  t2], however, with the restriction that the blocking 
deadline interval may not be smaller than L. A conse- 
quence is that there are no blockers beyond L D,,, 
where D,,, is the longest deadline interval of all transac- 
tions. 
70.2 Proof of theorem 3 
Let H(t, L )  be RLR by maximum interferences H(L) 
starting from t and let CB (t, L )  be the maximum blocking 
load CB(L) starting from t. Baruah et al. [13] proved that 
for EDF with deadlines shorter than periods but without 
resources: 
Vt  3 0 , L  3 0 : {H(O,L) 5 L }  =+ ( H ( t , L )  5 L }  (18) 
The argument they used is that there can never be less 
interference in the interval [0, L]  than any interval [t, t + L ]  
for t > 0. We can use these results for SWEDF and extend 
their arguments, accounting for blocking also. There is 
never less blocking in [0, L] than in [t, t+L]  since by 
condition (13) the amount of blocking cannot decrease if 
the maximum number of interferences increases: 
Vt 2 0, L 2 0 :  Iff((), L )  2 f f ( t ,  L ) }  * {cB(o, L, 3 c B ( t >  L)}  
(19) 
From conditions ( 1  8) and ( 1  9) we may conclude 
Vt  > 0, L 2 0 (ff(0, L )  + CB(0, L )  5 L}  
* {H(t ,  L,  + c B ( t >  L, 5 L }  
VL  2 o‘:“(o, L )  + CB(0, L )  5 L 
(20) 
(21) 
Therefore a set T is feasible if 
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