: Motion style synthesis and retargeting: (top) after observing an unknown actor performing one walking style, we can synthesize other walking styles for the same actor; (bottom) we can transfer the walking style from one actor to another.
Introduction
Human movement demonstrates a wide variety of variations even for the same functional action. For example, normal walking can be performed quite differently by the same actor in different emotions or by different actors in the same emotion. However, existing motion synthesis techniques often ignore such variations and therefore fail to synthesize personalized stylistic human motion. In practice, current animation systems often rely on motion editing techniques to adapt an animated motion from one actor to another [Gleicher 1998; Lee and Shin 1999; Popović and Witkin 1999] or apply motion translation techniques to transfer the style of one motion to another [Amaya et al. 1996; Hsu et al. 2005] , although neither approaches allows the user to synthesize and edit personalized human motion styles. A more appealing solution is to use prerecorded motion data to construct a generative motion model that explicitly interprets "style" and "identity" variations in the same action such as walking and use the constructed model to generalize the captured motion data for new actors and/or styles. This problem, however, is challenging because style and identity variations are very subtle and often coupled in the motion capture data.
In this paper, we present a multilinear motion model for analysis and synthesis of personalized stylistic human motion. We first record a human motion database from multiple actors performing the same action under a variety of styles, and then apply multilinear data analysis techniques to construct a generative motion model of the form x = g(a, e) for particular actions, where the parameters a and e control the "identity" and "style" variations of the action x, respectively. The multilinear motion model provides a continuous, compact representation for allowable stylistic motion variations across multiple actors. With such multilinear models, we could adjust the values of the parameters a and e, generating a naturallooking, personalized stylistic human motion x = g(a * , e * ). We could also edit the style and/or identity of human actions by interactively adjusting the values of the attribute parameters to match the constraints specified by the user.
We demonstrate the power and flexibility of our multilinear motion models by synthesizing personalized stylistic human motion and retargeting stylistic human motion from one actor to another. For example, by observing an unknown actor performing one walking style, we could synthesize other walking styles, which were never seen before, for the same actor (Figure 1.(top) ). We can also retarget the walking style from one actor to another (Figure 1.(bottom) ). In addition, we show how to use the multilinear models for realtime stylistic motion editing, which interactively adjusts the values of the attribute parameters to match the constraints specified by the user. Our motion editing process is advantageous because it allows the user to edit human motion in style space and/or identity space. In addition, we evaluate the performance of our multilinear motion models by comparing the synthesized personalized stylistic motion with ground truth data.
Background
Our approach constructs multilinear motion models from a large set of preregistered motion data and uses the generative models to interpret human motion variations across multiple actors and styles. We therefore focus our discussion on data-driven human motion models and their applications in human motion synthesis and style transfer.
One popular data-driven approach is motion graphs, which represent allowable transitions between poses [Arikan and Forsyth 2002; Kovar et al. 2002; Lee et al. 2002; Lee et al. 2006; Safonova and Hodgins 2007] . Motion graphs create an animation by cutting pieces from a motion database and reassembling them to form a new motion. However, the graph-based representations cannot generalize motion data for new styles and/or actors because they do not modify the captured motion data.
Another way to represent human motion is weighted interpolations of registered motion examples [Rose et al. 1998; Kovar and Gleicher 2004; Mukai and Kuriyama 2005; Kwon and Shin 2005; Heck and Gleicher 2007] . This representation can interpolate motion examples with different styles but it fails to model motion variations across different actors. In computer vision, Troje [Troje 2002 ] explored a similar representation for walking motions in which the temporal variations in poses are expressed as a linear combination of sinusoidal basis functions, and used them to recognize genders from optical motion capture data. The multilinear motion models proposed in this paper significantly extend the motion interpolations representation by applying multilinear data analysis techniques to registered motion examples. Unlike motion interpolations, the multilinear representation explicitly interprets both "style" and "identity" variation in human motion and therefore can be used to generalize motion for new actors and styles.
Our work constructs a statistical model for analysis and synthesis of personalized stylistic human motion. In the past decade, statistical motion models have been used for interpolation of key frames [Li et al. 2002] , interactive posing of 3D human character [Grochow et al. 2004] , performance animation from low-dimensional control signals [Chai and Hodgins 2005] , generalization of motion to match various forms of spatial-temporal constraints specified by the user [Chai and Hodgins 2007] , and interactive motion synthesis with direct manipulation interfaces and sketching interfaces ]. However, none of these approaches interprets motion variations using style or identity factors.
Several researchers have explored data-driven approaches to build statistical models for interpreting motion variations caused by single factor (e.g., style) [Brand and Hertzmann 2000] or multiple factors (e.g., gait, identity, and state) [Wang et al. 2007] . Our method differs in that it applies multilinear data analysis techniques to registered motion examples and constructs a compact and lowdimensional generative model for an entire motion sequence. This ensures the generative motion models have correct global human motion structures and environmental contact information, thereby significantly reducing visual artifacts (e.g., foot-sliding) in synthesized motions. Another distinction is that their factors are often related to the hidden states of the models so that they cannot be edited explicitly. Our work is also relevant to [Liu et al. 2005] , which used inverse function optimization techniques to learn physical model parameters from reference motion data to model human motion styles.
Our generative human motion model builds on the success of multilinear models for analysis and synthesis of high-dimensional visual data [Vasilescu and Terzopoulos 2004; Wang et al. 2005; Vlasic et al. 2005] . Multilinear models were first introduced by Tucker [1966] and later formalized and improved on by Kroonenberg and de Leeuw [1980] . Recently, these techniques have been successfully applied to statistical analysis of 2D images [Vasilescu and Terzopoulos 2004; Wang et al. 2005 ] and 3D surface models [Vlasic et al. 2005] . In closely related work [Vasilescu 2002; Mukai and Kuriyama 2007] , multilinear models have been used for human motion analysis [Vasilescu 2002 ] and interpolations [Mukai and Kuriyama 2007] . This paper builds on their work with a few key differences. Foremost, their models ignore speed variations in human motion data. This distinction is important in that speed variations are critical for analysis and synthesis of stylistic human actions as stylistic human motion often displays significant speed variations. And second, they do not model the dependency between style and identity variations. Further, our generative motion model can be used for realtime human motion editing in "style" and/or "actor" space (described in Section 4.3), a capability that has not been demonstrated in previous approaches.
Our work is inspired by those works that seek to transfer the style of one motion to another [Amaya et al. 1996; Hsu et al. 2005; Shapiro et al. 2006] or retarget human motion from one actor to another actor [Gleicher 1998; Lee and Shin 1999; Popović and Witkin 1999] . This paper generalizes these two ideas by constructing a generative human motion model amenable for stylistic motion synthesis, retargeting, and editing.
Human Motion Analysis
We first record a human motion database from multiple actors, i = 1, ..., I, performing the same action (e.g., walking) in a wide variety of styles, j = 1, ..., J. Our walking database, for instance, is recorded from 20 actors performing walking in 11 different motion styles (neutral, angry, happy, sad, tired, proud, sneaky, goosestep, cat walking, crab walking, and lame walking). We annotate the motion examples in terms of the "identity" and "style" attributes.
Our goal here is to model the overall motion variation in the database by explicitly distinguishing what proportion is attributable to each of the relevant factors -"identity" change and "style" change. In particular, we want to discover explicit parameterized representations of what the motion data of each "style" have in common independent of "identity", what the data of each "identity" have in common independent of "style", and what all data have in common independent of "identity" and "style", i.e., the interaction of the"identity" and "style" factors.
The key idea of this paper is to apply multilinear data analysis techniques to preregistered motion examples and construct a generative model of the form: x = g(a, e), where a and e are low-dimensional vectors controlling "identity" and "style" variation respectively, and the vector-valued function g represents the transformation from the style and identity vectors to a motion vector x. To model the relationship between "identity" and "style" factors, we also learn a joint probabilistic density function pr(a, e) from the captured human motion data.
Motion Data Preprocessing
We represent the set of captured motion examples as {xi,j(t )|i = 1, ..., I, j = 1, ..., J, t = 1, ..., T i,j }, where T i,j is the number of frames for the motion example corresponding to the i-th actor and j-th style. Let the vector xi,j(t ) ∈ R 62 represent root position and orientation as well as joint angle values of a full-body pose at frame t , and let xi,j be a long vector sequentially concatenating all poses of the motion examples across the entire sequence.
One challenge to model actor and style variations is that motion examples in the database often have very different speeds. Therefore, motion vectors xi,j ∈ R 62×T i,j often contain different number of dimensions. This prevents us from applying statistical data analysis techniques to motion examples. To address this issue, we reparameterize the motion vectors xi,j in a low-dimensional space ui,j, which is suitable for statistical data analysis. This is achieved by registering all motion examples in the database and then applying dimensionality reduction techniques to registered motion examples as well as corresponding time warping functions.
Motion registration
We preprocess all motion examples in the database by registering them against each other via a parameterized motion model ]. We register motion examples in a translation-and rotation-invariant way by decoupling each pose from its translation in the ground plane and the rotation of its hips about the up axis [Kovar and Gleicher 2003 ].
We define the computed time warping functions t = wi,j(t) in the canonical timeline t, where t = 1, ..., T . This allows us to describe the time warping functions as a T -dimensional vector wi.j = [wi,j(1), ..., wi,j(T )]
T . We also use the time warping functions wi,j to warp the original motion examples xi,j(t ), t = 1, ..., T i,j into the registered motion examples si,j(t), t = 1, ..., T , where t represents the canonical timeline. The vectors si,j ∈ R 62×T and wi,j ∈ R T represent geometric and timing variations of the original motion xi,j, respectively.
One advantage of the new representation is that the vectors si,j and wi,j can incorporate expert knowledge in the annotation of the training data. We annotate environmental contact information and important key events of the registered motion. This allows us to easily identify which components in the new vectors control the poses of important events such as "toe-down" and "heel-up", or the timing of contact transitions. In addition, the new representation enables us to describe the motion examples with two point clouds, which are suitable for statistical data analysis.
Dimensionality reduction
This section discusses how to apply dimensionality reduction techniques to geometric and timing vectors to build a low-dimensional representation for human motion.
We first apply principle component analysis to the registered motion data si,j ∈ R 62×T , i = 1, ..., I, j = 1, ...J. As a result, we can model a registered motion example using a mean motion sequence p 0 and a weighted combination of eigen-motion sequences p m , m = 1..., M :
where the vector α represents the eigen weights [α1, α2, ..., αM ] T , and the vectors p m , m = 1, ..., M are a set of orthogonal modes to model geometric variations across entire motion sequences.
Similarly, we can apply the PCA to the time warping functions wi,j ∈ R T to build a low-dimensional representation for speed variations (i.e., time warping functions). However, direct application of statistical analysis techniques to the time warping functions could get us into trouble because time warping functions are constrained functions-they should be positive and strictly monotonic everywhere.
Our good way to address this problem is to transform the constrained time warping functions wi,j into unconstrained functions zi,j, and then apply dimensionality reduction techniques to the unconstrained functions zi,j to construct a low-dimensional representation for the time warping functions z = Z( γ) in the new space. The low-dimensional representation in the original space w = H( γ) can then be obtained by transforming the low-dimensional vector from the new space to the original space. More specifically, we choose to transform the time warping functions w(t) into a new space z(t):
After choosing w(0) to be zero, we can easily transform the functions from the new space to the original space:
Equation 3 makes sure positive and monotonic constraints of the w(t) will be automatically satisfied if we conduct statistical analysis in the new space z and then transform the generative models back to the original space.
We can apply the principle component analysis (PCA) to the time warping functions zi,j, i = 1, ..., I, j = 1, ..., J in the new space. We then can represent the time warping functions z in the new space as a mean time warping function b0 plus a linear combination of eigen-vectors b k , k = 1, ..., K:
where the vector γ = [γ1, γ2, ..., γK ] T provides a low-dimensional representation for the time warping functions.
After combining Equation (4) with Equation (3), we obtain the following low-dimensional representation of the timing warping functions in the original space:
where the scalar b k (i) represents the i-th component of the k-th eigen vector b k . Now, we can represent the motion examples xi,j with two lowdimensional vectors αi,j ∈ R M and γi,j ∈ R K , which can be computed by Equation (1) and Equation (4) respectively:
We can further represent motion examples xi,j with a lowdimensional concatenated vector ui,j ∈ R M +K as follows:
where the diagonal matrix W control weights for each component of the timing vector γ, allowing for the difference in units between the geometric and timing vector.
The elements of α and γ have different units so they cannot be compared directly. Because p m , m = 1, ..., M are orthogonal columns, varying α by one unit moves s = P( α) by one unit. To make α and γ commensurate, we must estimate the effect of varying γ on the motion s. For each training example si,j, i = 1, ..., I, j = 1, ...J, we systematically displace each element of γ from its default value γn and warp the default motion si,j with the displaced time warping functions. The RMS (root mean square) change in si,j, i = 1, ..., I, j = 1, ..., J per unit change in timing parameters gives the weight to be applied to that parameter in Equation (7).
Multilinear Motion Analysis
This section discusses how to apply multilinear data analysis techniques to construct a generative motion model that explicitly interprets "style" and "identity" variations in the prerecorded motion data. Multilinear models [Kroonenberg and Leeuw 1980] recently have been successfully applied to statistical analysis of highdimensional visual data, including 2D images and 3D facial models [Vasilescu and Terzopoulos 2004; Wang et al. 2005; Vlasic et al. 2005] . We believe that multilinear models are well suited for our task because they can interpret data variation with separable attributes.
Given a corpus of motion examples ui,j ∈ R M +K , i = 1, ..., I, j = 1, ..., J in the low-dimension space, we can define a third order data tensor U ∈ R (M +K)×I×J , where M + K is the dimensionality of the motion vector ui,j, I is the number of people, and J is the number of styles. We apply the N-mode SVD algorithm to decompose the data tensor as follows:
where D is the core tensor. The matrices V , A, and E are orthogonal matrices whose columns contain left singular vectors of the first, second, and third mode space respectively, and can be computed via regular SVD of those spaces. For a detailed discussion on multilinear analysis, we refer the reader to an overview of higherorder tensor decomposition [Kolda and Bader 2009] .
The people matrix A = [a1, ..., aI ] T , whose person specific row vectors a T i , n = 1, ..., I span the space of person parameters, encodes the per-person invariances across styles. Thus the matrix A contains the identity signatures for human motions. The style matrix E = [e1, ..., eJ ]
T , whose style specific row vectors e T j , j = 1, ...J span the space of style parameters, encodes the invariances for each style across different people. The matrix V whose row vectors gives a low-dimensional representation for motion examples.
When a data tensor is highly correlated, variance will be concentrated in one corner of the core tensor. The data tensor can be approximated by
whereV ,Ǎ, andĚ are truncated versions of V , A, and E with last few columns removed, respectively.
Equation (9) shows how to approximate the data tensor by mode multiplying a smaller core tensor with a number of truncated orthogonal matrices. Since our goal is to represent a motion sequence as a function of identity and style parameters, we can decompose the data tensor without factoring along the mode that corresponds to motion (mode-1). We, therefore, have
where Q encodes the interaction between the "identity" and "style" factors, and can be called the multilinear motion model of human actions. Mode-multiplying Q withǍ andĚ approximates the original data. In particular, mode-multiplying it with one row fromǍ andĚ reconstructs exactly one original motion sequence (the one corresponding to the attribute parameters contained in that row). Therefore, to generate a motion style for a particular actor, we can mode-multiply the model with the identity vector and style vector. We can thus model a motion vector u as follows:
where a and e are column vectors controlling identity and style variations respectively. The vector-valued function f represents the transformation from the identity and style vectors to a motion vector u.
We can further transform the low-dimensional motion vector u = f(a, e) to a motion sequence x = g(a, e) in the original space. In particular, we can reshape the motion vector u into the geometric vector α = u1:M , and timing vector γ = W −1 uM+1:M+K . A new motion sequence x can then be obtained by warping the motion s = P( α) in the canonical timeline with the time warping function w = H( γ). However, compression error caused by the low-dimensional human motion representation might produce foot-sliding artifacts in walking data. We can remove the foot-sliding artifacts by enforcing foot contact constraints encoded in the model. In our experiments, we run an inverse kinematics process to remove the foot-skating artifacts in the reconstructed motion.
We also model a joint probability distribution function pr(a, e) by fitting a multivariate normal distribution based on the training motion examples ai, i = 1, ..., I and ej, j = 1, ..., J. The probability distribution can be used to reduce the solution space of control parameters by constraining the generated motions to stay close to the training examples.
Motion Data. In our experiment, 20 subjects were asked to perform walking in 11 different motion styles (neutral, angry, happy, sad, tired, proud, sneaky, goose-step, cat walking, crab walking, and lame walking). Each motion example in the database contains one and half walking cycles. By keeping 99% of the original variations, we can model geometric variations with a 68-dimensional vector α and timing variations with a 9-dimensional vector γ. The resulting third order (3-mode) data tensor (77-dimensional motion vectors × 11 styles × 20 identities) was decomposed to yield a multilinear motion model providing 11 knobs for styles, and 14 for identity.
Applications
This section discusses the applications of the multilinear motion models x = g(a, e) for stylistic motion synthesis, retargeting, and editing. Our results are best seen in the accompanying video although we show sample frames of a few motions in the paper.
Stylistic Motion Synthesis
The multilinear motion models provide a compact and continuous representation for human actions. More significantly, they provide an intuitive control over human motion with identity and style parameters. We can synthesize a walking sequence x = g(ai, ej) by directly specifying its "style" (e.g., style "j") and "identity" (e.g., actor "i"). For example, we could create a child's cheerful walking sequence by applying a "happy" style to a "child" character.
We could use the models to interpolate two motions x1 = g(ai 1 , ej 1 ) and x2 = g(ai 2 , ej 2 ) in the "identity" and/or "style" space: g(α * ei 1 + (1 − α) * ei 2 , β * ej 1 + (1 − β) * ej 2 ), where α and β are the interpolation weights.
In addition, the multilinear motion model can be used to identify human motion signature (i.e., "identity") of an unknown motion sequence y and then synthesize other styles, which were never seen before, for this new individual. Mathematically, we can formulate the parameter estimation problem as the following maximum a posteriori (MAP) problem:
where the vectors a * and e * are the estimated identity and style parameters respectively. The first term is the likelihood term that measures the differences between the synthesized motion g(a, e) and the input motion y. The second term is the prior term that constrains the generated motion to stay close to the training examples.
We can synthesize the remaining styles, which were never seen before, for this new individual as follows: g(a * , e0), where e0 represents the style parameters for an existing style, which could be directly from prerecorded styles (e.g., happy walking) or a weighted combination of prerecorded styles. Figure 1. (top) shows a stylistic walk performed by an unknown actor and three stylistic walking sequences synthesized for the same actor. If we observe an unknown actor performing multiple stylistic motions (e.g., happy walking and normal walking), we should use all the observed motion sequences to estimate the parameters.
To evaluate the performance of our stylistic motion synthesis algorithm, we use cross validation techniques to compare synthesized motion with ground truth motion data. More specifically, we pull all motion sequences (at least two) from one actor out of the training database and use them as the testing motion sequences. We then randomly choose one testing sequence to recover the style and identity parameters based on Equation (12). We employ the synthesis algorithm to generate a known motion style of the same actor with the estimated actor parameters. Figure 2 shows a comparison between the synthesized motion data and the ground truth motion data.
Stylistic Motion Retargeting
Similarly, we can retarget stylistic human motions from one actor to another. For example, if we observe a known ai (one who is already recorded in the motion database) performing a new stylistic motion y new , we can use Equation (12) to estimate the associated style parameters enew from the observed motion and then use the estimated style parameters to retarget the motion to another actor as follows: g(a0, enew), where a0 represents the identity parameters for an existing actor, which could be directly from database subjects or a weighted combination of database subjects. Figure 1. (bottom) shows an unknown walking style performed by an unknown actor and the same walking style retargeted to three known actors in the database.
Stylistic Motion Editing
The multilinear motion models can also be used for realtime human motion editing. Our idea is to continuously adjust the identity and style parameters to generate a motion sequence x = g(a, e) that best matches user constraints c. One advantage of the multilinear motion models is that the number of control parameters is often very low. Optimizing human motions in such a low-dimensional space not only improves the synthesis speed but also reduces the synthesis ambiguity. We have built a realtime direct manipulation interface for motion editing.
The system starts with a default motion sequence. The user can continuously adjust the motion g(a, e) in real time by dragging any character point at any frame. Mathematically, we can formulate the motion editing problem in a MAP framework: a * , e * = arg min a,e λ g(a, e) − c 2 − lnpr(a, e)
where the first term is the likelihood term that measures how well the synthesized motion matches the user-defined constraints. The second term is the prior term that constrains the synthesized motions staying close to the training data. The weight λ balances the trade off between each component of the cost function.
One unique property of our motion editing system is that it allows the user to edit an entire motion sequence in either "identity" or "style" space. In particular, we can keep the "style" factor constant and adjust the "identity" knob using constraints c, resulting in the following MAP optimization problem:
where e0 represents the fixed style factor. The probability distribution function pr(a) is prior distribution for the "identity" parameters and can be computed by marginalizing the joint pdf pr(a, e). Figure 3 shows direct manipulation of human motion in the "identity" space. This motion editing process is particularly useful for designing personalized motion styles for different characters.
On the other hand, if we keep the "identity" factor constant, we can edit the motion in the "style" space:
where a0 represents the constant identity factor. The probability distribution function pr(e) is prior distribution for the "style" parameters and can be computed by marginalizing the joint pdf pr(a, e). Figure 4 shows direct manipulation of human motion in the "style" space. Editing human motion in the style space allows us to design a desired motion style for a particular actor. Figure 5 shows a comparison of three editing processes, all of which started from the same initial motion (sneaky walking) and edited with the same 2D position constraint. Editing in the "identity" space results in a different form of sneaky motion. As expected, editing in the "style" space produces a new walking style for the same actor. Editing in the joint space allows us to create a new walking style for a different actor.
Optimization Algorithm
For all applications, we analytically evaluate the jacobian terms of the objective function and then run the gradient-based optimization with the Levenberg-Marquardt algorithm in the Levmar library [Lourakis 2009 ]. We initialize the motion with the mean identity and style values of the database examples. When the user uses the direct-manipulation interfaces to edit the motion on the fly, we initialize the motion in the current time step t with the motion generated in the previous time step t − 1. This significantly improves the optimization efficiency because the initialized motion is already very close to the final motion. The direct manipulation interface for motion editing runs in real time. 
Conclusion
We have presented a multilinear human motion model for human motion analysis and synthesis. The main advantage of the multlilinear motion models is that they provide explicit parameterized representations of human motion in terms of "style" and "identity" factors. As a result, they can be used to synthesize new motion styles for actors, transfer motion styles from one actor to another, and edit human motion in style and/or identity space. In addition, the multilinear models provide a low-dimensional space of human motion data, which not only speeds up the synthesis process but also reduces the synthesis ambiguity. Lastly, the multilinear motion models are constructed from registered motion data, and therefore encode knowledge about foot contact constraints. This allows us to generate high-quality human motion without specifying any contact constraints.
We are now attempting to include more subjects, children to elderly people, and more style variations (walking speeds, directions, step sizes and ground slopes) to the training database. We have tested the performance of our system in human walking but we believe the same scheme could also be used to synthesize and edit other locomotion such as running. However, our algorithm is not applicable to freestyle human actions such as disco dancing because we require all example motions be structurally similar and can be semantically registered against each other.
We believe the new modular representation could be used for many other applications in human motion processing. For example, encoding human motion data with identity and style parameters could trivially be used to compress human motion data. They could also be applied for recognizing human identity as well as motion styles by reconstructing "style" and "identity" parameters from input motion or video. Therefore, one of immediate directions for future work is to investigate the applications of the multilinear motion models in motion data compression, coding, and recognition.
