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Resumen 
En el presente trabajo diseñamos una red compleja de circuitos electrónicos no lineales para 
estudiar cómo se propaga la información a través de las redes locales de células nerviosas, 
en las que el ruido siempre está presente debido a la actividad basal del cerebro. 
El objetivo es determinar las condiciones topológicas que hacen de la red un medio eficiente 
y robusto para la propagación de mensajes neuronales. Los resultados obtenidos son 
extrapolables a todos aquellos sistemas, tanto tecnológicos como naturales, que puedan ser 
descritos mediante redes complejas, dirigidas y heterogéneas: como es el caso de las redes 
de suministro eléctrico, las redes de comunicaciones o las redes epidemiológicas, por citar 
algunos ejemplos. 
 
 
Pág. 6  Memoria 
 
Estudio de propagación de información en redes 
complejas de circuitos electrónicos no lineales con ruido  Pág. 7 
 
Índice 
AGRADECIMIENTOS ___________________________________________ 3 
RESUMEN ___________________________________________________ 5 
ÍNDICE ______________________________________________________ 7 
GLOSARIO __________________________________________________ 11 
Símbolos ................................................................................................................ 11 
Unidades de medida del SI .................................................................................... 15 
INTRODUCCIÓN _____________________________________________ 17 
Justificación del estudio ......................................................................................... 19 
Objeto del estudio ........................................................................................................ 19 
Motivación del estudio .................................................................................................. 19 
Antecedentes ............................................................................................................... 22 
Alcance del estudio ................................................................................................ 24 
Especificaciones .................................................................................................... 25 
Especificaciones de tiempo .......................................................................................... 25 
Especificaciones de coste ............................................................................................ 25 
Especificaciones técnicas o de calidad ........................................................................ 25 
1. CONCEPTOS BÁSICOS DE NEUROCIENCIA __________________ 27 
1.1. Las células del sistema nervioso .................................................................. 27 
1.1.1. Las células nerviosas ...................................................................................... 27 
1.1.2. Las células gliales ........................................................................................... 33 
1.2. La comunicación neuronal ........................................................................... 35 
1.2.1. Estructuras simples de comunicación neuronal .............................................. 35 
1.2.2. Modelo fisiológico estándar de una neurona ................................................... 36 
1.2.3. Diferencias funcionales entre las células nerviosas ........................................ 45 
1.2.4. La complejidad de las interconexiones neuronales ......................................... 46 
2. LA NEURONA ELECTRÓNICA ______________________________ 49 
2.1. Descripción funcional ................................................................................... 49 
2.1.1. Funciones intracelulares ................................................................................. 49 
2.1.2. Funciones intercelulares ................................................................................. 52 
Pág. 8  Memoria 
 
2.2. Descripción morfológica ............................................................................... 54 
2.2.1. El componente receptor: las dendritas electrónicas ......................................... 55 
2.2.2. El componente integrador: el soma electrónico ............................................... 56 
2.2.3. El componente conductor: el axón electrónico ................................................. 57 
2.2.4. El componente emisor: los terminales electrónicos ......................................... 57 
2.3. Descripción de las propiedades eléctricas ................................................... 58 
2.3.1. Propiedades eléctricas ..................................................................................... 58 
2.3.2. Alimentación .................................................................................................... 59 
2.3.3. Estimulación..................................................................................................... 60 
2.3.4. Umbral de activación ....................................................................................... 62 
2.3.5. Potencial de acción .......................................................................................... 63 
2.3.6. Característica estática ...................................................................................... 64 
2.4. Descripción técnica ...................................................................................... 66 
2.4.1. Elementos electrónicos .................................................................................... 66 
2.4.2. Principio de funcionamiento ............................................................................. 67 
3. CONCEPTOS BÁSICOS DE REDES COMPLEJAS ______________ 71 
3.1. Características de las redes de neuronas ................................................... 72 
3.1.1. Los enlaces de la red son dirigidos .................................................................. 72 
3.1.2. Los enlaces de la red no tienen peso ............................................................... 72 
3.1.3. Los enlaces entre neuronas son simples ......................................................... 72 
3.1.4. Los enlaces son siempre excitadores .............................................................. 73 
3.1.5. Los auto-enlaces no están permitidos .............................................................. 73 
3.1.6. Otras consideraciones: conectividad, jerarquía y modularidad ........................ 73 
3.2. Parámetros de Redes Complejas para Neurociencia .................................. 76 
3.2.1. Matriz de adyacencia ....................................................................................... 76 
3.2.2. Densidad media de conexiones ....................................................................... 77 
3.2.3. Grados de entrada y salida .............................................................................. 77 
3.2.4. Asortatividad .................................................................................................... 80 
3.2.5. Índice de conexiones coincidentes................................................................... 81 
3.2.6. Conexiones Recíprocas ................................................................................... 82 
3.2.7. Trayectorias y caminos .................................................................................... 83 
3.2.8. Ciclos y Probabilidad de Ciclo .......................................................................... 85 
3.2.9. Matriz de Accesibilidad, Conectividad y Componentes .................................... 86 
Estudio de propagación de información en redes 
complejas de circuitos electrónicos no lineales con ruido  Pág. 9 
 
3.2.10. Matriz de Distancias, Excentricidad, Radio, Diámetro y Longitud Característica
 ........................................................................................................................ 88 
3.2.11. Índice de Clúster ............................................................................................. 90 
3.2.12. Eficiencias global y local ................................................................................. 91 
3.2.13. Rangos y Atajos .............................................................................................. 93 
3.2.14. Trayectorias desunidas, Nodos de Corte y Puentes, Conjuntos de Nodos de 
Corte y Enlaces de Corte ................................................................................ 94 
3.2.15. Medidas de Centralidad .................................................................................. 96 
3.2.16. Estructuras básicas recurrentes ...................................................................... 98 
3.3. Principales Modelos de Redes Complejas ................................................. 102 
3.3.1. Modelo Erdös-Renyi ..................................................................................... 102 
3.3.2. Modelo Watts-Strogatz .................................................................................. 103 
3.3.3. Modelo Barabási-Albert ................................................................................. 105 
4. EXPERIMENTOS ________________________________________ 109 
4.1. Condiciones experimentales ...................................................................... 109 
4.1.1. Material utilizado ........................................................................................... 110 
4.1.2. Descripción del montaje experimental .......................................................... 111 
4.1.3. Parámetros de experimentación ................................................................... 114 
4.2. Propagación de información en estructuras simples .................................. 122 
4.2.1. Estructura en divergencia: Fan-Out neuronal ................................................ 122 
4.2.2. Estructura en convergencia: Fan-In neuronal ............................................... 123 
4.2.3. Estructuras básicas recurrentes de tres y cuatro neuronas .......................... 125 
4.2.4. Otras pequeñas estructuras básicas ............................................................. 126 
4.2.5. Estructuras de orden superior ....................................................................... 127 
4.3. Propagación de información en redes con múltiples lazos de 
proalimentación .......................................................................................... 134 
4.4. Propagación de información en redes complejas libres de escala ............ 141 
4.4.1. Diseño de una red compleja ......................................................................... 141 
4.4.2. Análisis topológico de la red .......................................................................... 144 
4.4.3. Análisis dinámico de la red............................................................................ 169 
CONCLUSIONES GENERALES ________________________________ 181 
ANEXO I: CARACTERIZACIÓN DEL CIRCUITO DE CHUA __________ 183 
I.1 Introducción ................................................................................................ 184 
Pág. 10  Memoria 
 
I.1.1 Definición ....................................................................................................... 184 
I.1.2. Origen e Historia ............................................................................................ 184 
I.1.3 Estudios con el circuito de Chua .................................................................... 184 
I.1.4 Aplicaciones del circuito de Chua .................................................................. 186 
I.1.5 Diagrama del circuito de Chua ....................................................................... 186 
I.1.6. Modelos y ecuaciones del circuito de Chua ................................................... 187 
I.2 Construcción del circuito de Chua ............................................................. 191 
I.2.1 Alternativas de diseño del circuito de Chua ................................................... 191 
I.2.2 Escalado en tiempo y corriente ...................................................................... 191 
I.2.3 El convertidor de resistencia negativa ............................................................ 193 
I.2.4 El diodo de Chua ........................................................................................... 197 
I.2.5 El circuito de Chua excitable .......................................................................... 198 
ANEXO II: CARACTERÍSITICAS TÉCNICAS DEL HARDWARE _______ 201 
II.1 La neurona electrónica .............................................................................. 201 
II.2 El circuito de estimulación ......................................................................... 205 
II.3 El circuito de introducción ruido ................................................................. 208 
II.4 El circuito de alimentación ......................................................................... 211 
BIBLIOGRAFÍA______________________________________________ 215 
ÍNDICE ANALÍTICO __________________________________________ 227 
  
 
Estudio de propagación de información en redes 
complejas de circuitos electrónicos no lineales con ruido  Pág. 11 
 
Glosario 
Símbolos 
 Neurona. 
 Neurona presináptica. 
 Neurona postsináptica. 
 Neurona origen de una señal. 
 Neurona destino de una señal. 
 Neurona sensorial. 
 Neurona interneural. 
 Neurona motora. 
 Neurona hub. 
 Red de neuronas. 
 Número de neuronas de la red. 
 Número de neuronas sensoriales de la red. 
 Número de interneuronas de la red. 
 Número de motoneuronas de la red. 
 Número de neuronas hub en la red. 
 Conexión sináptica entre una neurona  y una neurona . 
 Matriz de conexiones sinápticas entre todas las neuronas de la red.  
 Número de conexiones sinápticas de la red. 
 Número de conexiones de cadena directa en la red. 
 Número de conexiones proalimentadas de la red. 
 Densidad media de conexiones sinápticas de la red. 
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 Grado de entrada de una neurona.  
 Grado de salida de una neurona. 
 Grado de interacción de una neurona.  
 Número de aferencias en una neurona. 
 Número de eferencias en una neurona. 
 Número total de aferencias y eferencias en una neurona. 
 Grado de entrada medio de la red. 
 Grado de salida medio de la red. 
 Grado de interacción medio de la red. 
 Distribución de grados de entrada de una neurona.  
 Distribución de grados de salida de una neurona. 
 Distribución de grados de interacción de una neurona. 
 Distribución total de los grados de entrada de la red. 
 Distribución total de los grados de salida de la red. 
 Distribución total de los grados de interacción de la red. 
 Exponente de la distribución de ley de potencia. 
 Matriz de distribución de grados de unión de todas las neuronas de la red. 
 Distribución de grados de unión en una neurona. 
 Número de neuronas con  
 Número de neuronas con  
 Número de neuronas con  
 Coeficiente de asortatividad de la red. 
 Coeficiente de conectividad de vecinos. 
 Índice de conexiones de entrada coincidentes entre neuronas. 
 Índice de conexiones de salida coincidentes entre neuronas. 
 Índice de conexiones coincidentes entre neuronas. 
 Índice medio de conexiones de entrada coincidentes de la red. 
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 Índice medio de conexiones de salida coincidentes de la red. 
 Índice medio de conexiones coincidentes de la red. 
 Matriz de conexiones de entrada coincidentes entre las neuronas de la red. 
 Matriz de conexiones de salida coincidentes entre las neuronas de la red. 
 Matriz de conexiones coincidentes entre todas las neuronas de la red. 
 Matriz de conexiones recíprocas entre todas las neuronas de la red. 
 Fracción de conexiones recíprocas de la red. 
 Longitud de una trayectoria o camino entre dos neuronas. 
 Longitud máxima de las trayectorias o caminos de la red. 
 Longitud media de las trayectorias y caminos de la red. 
 Matriz de trayectorias de longitud  entre todas las neuronas de la red. 
 Distribución de trayectorias de longitud . 
 Número de trayectorias de la red. 
 Matriz de caminos de longitud  entre todas las neuronas de la red. 
 Distribución de caminos de longitud . 
 Número de caminos de la red. 
 Número de caminos entre una neurona sensorial y una neurona motora. 
 Probabilidad de existencia de un ciclo de longitud  en la red. 
 Frecuencia de ciclos de longitud  en la red. 
 Accesibilidad a una neurona  desde una neurona . 
 Matriz de accesibilidad entre todas las neuronas de la red. 
 Distancia entre una neurona  y una neurona . 
 Distancia de la trayectoria que va de  a  y pasa por la neurona . 
 Matriz de distancias entre todas las neuronas de la red. 
 Excentricidad de una neurona . 
 Excentricidad media de la red. 
 Radio de la red. 
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 Diámetro de la red. 
 Longitud característica de la red. 
 Índice de clúster de una neurona . 
 Número de clústeres de la red. 
 Número de neuronas vecinas que tiene la neurona . 
 Índice de clúster de la red. 
 Eficiencia de comunicación entre la neurona  y la neurona . 
 Matriz de eficiencias de comunicación entre todas las neuronas de la red. 
 Eficiencia global de la red. 
 Eficiencia local de la red. 
 Enlace entre una neurona  y una neurona . 
 Rango de un enlace . 
 Matriz de rangos de todos los enlaces de la red. 
 Rango medio de la red. 
 Matriz de los enlaces «atajos» entre una neurona  y una neurona . 
 Fracción de atajos de la red. 
 Conectividad de neurona de la red. 
 Conectividad de enlace de la red. 
 Grado de intermediación de una neurona . 
 Vector de grados de intermediación de todas las neuronas de la red. 
 Grado de intermediación medio de todas las neuronas de la red. 
 Grado de intermediación de un enlace . 
 Matriz de grados de intermediación de todos los enlaces de la red. 
 Grado de intermediación medio de todos los enlaces de la red. 
 Orden de una estructura básica recurrente. 
 Identificador de una estructura topológica recurrente. 
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 Concentración de estructuras básicas recurrentes en la red. 
 Tamaño de la red. 
 Eficiencia de codificación. 
 Eficiencia de codificación media de la red. 
 Robustez de la red. 
 Media del ruido externo introducido en la red. 
 Desviación estándar del ruido externo introducido en la red. 
 Amplitud de spikes. 
 Ancho de spikes. 
 Retraso de spikes. 
 Frecuencia de spikes. 
 Tiempo entre dos spikes pulsando en modo single. 
 Tiempo entre dos spikes pulsando en modo burst. 
Unidades de medida del SI1 
 Amperio, medida de la corriente eléctrica. 
 Voltio, medida del potencial eléctrico. 
 Ohmio, medida de resistencia eléctrica. 
 Siemens, medida de conductancia eléctrica. 
 Hertzio, medida de la frecuencia. 
 Segundos, medida de tiempo 
 Metro, medida de longitud. 
                                               
 
 
1
 Siglas del Sistema Internacional de Unidades (SI) 
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Introducción 
El mundo que conocemos está plagado de redes complejas, de aquí su enorme interés para 
este proyecto. Las redes de circuitos neuronales en nuestro cerebro son un claro ejemplo de 
de este tipo, pero también lo son las redes epidemiológicas de virus como el VIH, las redes 
sociales y sexuales entre personas, las redes que conforman todos los ecosistemas y sus 
cadenas alimentarias, las redes de compuestos y reacciones químicas que tienen lugar en 
la atmósfera, las redes de tráfico, las redes de suministro energético y, por supuesto, la red 
de redes: Internet.  
De la infinidad de ejemplos existentes de redes complejas [5], los que más interesan y 
motivan este estudio son los de las redes de sistemas biológicos que, a su vez, son con toda 
probabilidad los más abundantes en nuestro planeta. Dentro de los sistemas biológicos, 
nuestro estudio se centrará el órgano rey: el cerebro. En lo que al cerebro se refiere, 
estamos aún en el Génesis del conocimiento científico. Mucho se ha avanzado desde que el 
investigador español Santiago Ramón y Cajal, ganador de un Premio Nobel de Medicina en 
1906, descubriera los mecanismos que gobiernan la morfología y los procesos conectivos 
de las células nerviosas (las neuronas), pero aún queda un largo camino por recorrer para 
entender perfectamente como opera nuestro cerebro, para muchos «el sistema más 
complejo del Universo». Así pues, estudiaremos redes complejas formadas por neuronas.  
Como cualquiera puede imaginar, las neuronas reales son difíciles de obtener y difíciles de 
mantener vivas y, por tanto, resulta muy complicado experimentar con ellas, además de 
extremadamente caro. Por este motivo, el grupo de investigación de Dinámica No Lineal, 
Óptica No Lineal y Láseres (DONLL) del Departamento de Física de la UPC, liderado por el 
Dr. Jordi Garcia-Ojalvo, colabora con los estudiantes Rosendo Garganta Laria y Álex de San 
Fulgencio Lagunas, de las carreras de Ingeniería Industrial e Ingeniería en Automática y 
Electrónica Industrial respectivamente, para desarrollar una red de circuitos electrónicos con 
un comportamiento similar al de las neuronas, que permita investigar la propagación de 
información en el cerebro.  
Para que estos circuitos se asemejen a las neuronas es necesario que sean estrictamente 
no lineales, pues a pesar de la constante linealización llevada a cabo por el hombre para 
comprender el mundo que le rodea, éste es esencialmente no lineal. La no linealidad se 
manifiesta de todas las formas habidas y por haber y en todos los sistemas imaginables.  
En las últimas décadas, los científicos han diseñado, construido y usado múltiples circuitos 
electrónicos no lineales para estudiar fenómenos biológicos en un medio más controlable, 
barato y seguro que el real. Quizás, el más conocido de todos ellos sea el famoso circuito de 
Chua, diseñado por el profesor chino Leon Ong Chua de la University of California, Berkeley, 
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y estudiado extensamente desde su propuesta inicial por investigadores de todos los 
rincones del planeta.  
El circuito de Chua es un simple y robusto oscilador no lineal que presenta muy variados 
comportamientos. De todos ellos, el comportamiento que más nos interesa en este proyecto 
para emular el de las neuronas es la excitabilidad. Sin embargo el circuito de Chua es 
mucho más versátil y permite estudiar la biestabilidad [16], [86] e incluso el caos [87]. En la 
página web de la UC Berkeley [34] el lector podrá encontrar una lista completa de artículos 
relacionados con el circuito de Chua, recopilados por el mismo profesor Leon O. Chua. 
El “Estudio de propagación de información en redes complejas de circuitos electrónicos no 
lineales con ruido” es un título extenso para un proyecto también extenso que ha requerido a 
la colaboración de dos grupos de investigación de la UPC, de dos estudiantes de ingeniería, 
de dos empresas dedicadas al diseño de circuitos impresos y de otras tres dedicadas al 
suministro de material electrónico. La tarea no ha sido fácil, más bien al contrario, pero ha 
valido la pena. Los pequeños resultados obtenidos de este estudio complementan el 
conocimiento actual sobre la transmisión de información en ambientes ruidosos y sirven 
como punto de partida para futuras investigaciones y Proyectos Finales de Carrera 
relacionados con la dinámica del circuito de Chua, con la topología de redes complejas y 
otros. 
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Justificación del estudio 
Objeto del estudio 
El objeto de este Proyecto Final de Carrera es estudiar la propagación de información a 
través de redes complejas sometidas a ambientes ruidosos, como las redes neuronales del 
cerebro. 
Motivación del estudio 
El siglo XXI es para muchos «el siglo de la información». El boom de la informática a 
mediados del siglo XX despertó un gran interés entre la comunidad científica y tecnológica. 
Se convirtió en el inicio de una nueva era que traería consigo un desarrollo exponencial de 
la tecnosfera, como diría el divulgador científico catalán Eduard Punset. No obstante, el gran 
paso adelante llegó en 1969 con la primera red de comunicaciones interconectadas 
(ARPANET, que más tarde evolucionaría hacia Internet) que permitió primero a los 
científicos, y después a todo el mundo, estar en contacto directo e intercambiar una cantidad 
de información que aumentaba a medida que la tecnología se desarrollaba y se abarataba. 
Hoy en día, la mayoría de los que vivimos en países del primer mundo no podríamos 
concebir una vida sin ordenadores ni Internet. Nuestra dependencia es tal que, en más de 
un caso, es casi seguro que sufriríamos de ansiedad. El sueño de Bill Gates, cofundador de 
la multinacional Microsoft Corporation, está muy cerca de verse cumplido, y dentro de unos 
años es bien seguro que habrá «un computador personal en cada hogar». 
No sólo Internet conforma una red de comunicaciones e información útil para el hombre, 
también la red de telefonía fija tuvo su momento de esplendor, ahora es el turno de la 
telefonía móvil con una red aún mayor y en un futuro cercano quién sabe si la telefonía 
sobre Internet (VoIP) ocupe su lugar. La red de satélites de televisión es otro buen ejemplo 
que nos mantiene informados las 24h del día sobre cualquier asunto internacional, 
interesante o no. La red de ferrocarriles, la red distribución de agua, la red de transporte y 
distribución de energía eléctrica, etc., son claras muestras de que nuestro mundo depende 
de las redes y de la propagación de información a través de ellas. 
Ahora, un nuevo milenio y un nuevo siglo nacen con un volumen de información mayor del 
que jamás ha existido, una cantidad tal que empieza a ser preocupante y que lo seguirá 
siendo durante las próximas décadas. Las preguntas de los grandes científicos e ingenieros 
ya no se centran en la capacidad de la red para crecer y suministrar de información a todos 
los individuos en todos los rincones del planeta. Aunque esto sigue siendo una asignatura 
pendiente en muchos países subdesarrollados, el interés general actual se desvía hacia la 
seguridad y la eficiencia en la propagación de la información. Ya no se trata de que llegue 
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electricidad a todas las casas, se trata de que llegue en las cantidades necesarias en el 
momento deseado, sin interrupciones y en óptimas condiciones (sin sobretensiones ni 
sobrecargas). No basta con tener conexión a Internet, ahora se demanda un precio 
competitivo, una banda ancha, una velocidad rápida de transmisión de datos y una 
seguridad que permita evitar la intrusión de agentes no deseados como los virus o los 
hackers informáticos. 
El estudio de la propagación de información, ahora más que nunca, es necesario para el 
progreso científico, tecnológico y, en última instancia, para el de toda la población mundial.  
Parecería que lo expuesto hasta el momento es suficiente motivación para llevar a cabo un 
proyecto como el que aquí se presenta. No obstante, para el autor esto no era más que el 
comienzo…  
Si hay algo de lo que podemos aprender es de la madre naturaleza. Ella nos brinda 
constantemente toda su sabiduría para que ideemos sistemas de información óptimos y a 
prueba de fallos. El mejor ejemplo de estos sistemas es también el más complejo que existe 
en el Universo, y por ello reclama la atención de muchos científicos. El sistema nervioso, un 
producto de la selección natural que aparece en aquellas especies que necesitan moverse 
para sobrevivir, ha generado un órgano que controla nuestra vida y que ha alcanzado su 
mayor grado de sofisticación en el ser humano. Estoy hablando del cerebro, por supuesto.  
En opinión del autor, no existe en la actualidad mayor misterio que el de la mente humana. 
Entender cómo opera el cerebro, cómo piensa y cómo se comunica con el resto del cuerpo 
es todo un reto y por ello supone una enorme motivación.  
El conocimiento acerca del cerebro está en pañales. ¿Qué nos diferencia del resto de los 
animales? Sabemos que la respuesta está en el cerebro, pero ¿de qué se trata 
exactamente?  
¿Por qué algunas personas son capaces de enunciar las teorías de la Relatividad General y 
Especial y otras no pueden apenas comunicarse con otro ser humano?  
¿Por qué hombres y mujeres somos tan diferentes? Ya no se trata de un tópico, muchos 
estudios revelan que el cerebro masculino es diferente al de las mujeres y algunos 
escritores se aprovechan de estos descubrimientos para escribir libros de tanto éxito como 
“Los hombres son de Marte, las mujeres son de Venus” de John Gray.  
¿Y qué hay de las enfermedades neurodegenerativas como el Alzheimer o el Parkinson que 
afectan a más de 5 millones de personas sólo en Estados Unidos?  
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¿Cómo opera el cerebro de un esquizofrénico? ¿Y el de un autista? Hay científicos que 
creen que la esquizofrenia y el autismo son a menudo síntomas distintos de la genialidad. 
¿Es realmente así?  
¿Cómo es que el ser humano es la única especie que se comunica por medio de un 
lenguaje con sintaxis y gramática?  
¿Por qué somos incapaces de controlar nuestras emociones? El ser humano es capaz de 
amar como ningún otro animal, pero el mismo sentimiento le hace cometer crímenes 
pasionales que en países como España están a la orden del día y hasta reciben un nombre: 
violencia de género.  
¿Qué pasa con los sinestésicos? ¿Cómo es posible que puedan oír colores, ver sonidos o 
percibir sensaciones gustativas al tocar un objeto con una textura determinada? ¿Cómo se 
integra toda la información que proviene del mundo que les rodea para que puedan ser 
capaces de mezclar los sentidos? ¿Se trata de una ventaja evolutiva? ¿Por qué nos 
volvemos algo sinestésicos al consumir drogas como el LSD?  
Si somos capaces de desentrañar los misterios de la mente humana ¿cuáles serán nuestros 
límites en lo que a memoria y aprendizaje se refiere? Podremos diseñar por fin planes de 
estudio eficaces que permitan una educación y un aprendizaje óptimos. ¿Podremos ser aún 
más inteligentes? Seguro que sí, ¿pero qué hay que hacer para conseguirlo?  
Si descubrimos como operan cada uno de los neurotransmisores que se liberan en el 
cerebro seremos capaces de crear nuevos fármacos más eficientes, a medida para cada 
persona, sin efectos secundarios. ¿Podremos erradicar enfermedades y trastornos 
emocionales tan extendidos como la depresión gracias a estos fármacos? ¿Podremos 
ayudar a los toxicómanos a dejar las drogas o a los convictos a reinsertarse en la sociedad? 
¿Podremos detectar a los psicópatas antes de que dañen a otro ser humano?  
Hay estudiosos que creen que los sueños son un producto de nuestra evolución que nos 
permite entrenar situaciones que aún no hemos vivido para tener mayores garantías de 
sobrevivir. ¿Es eso así? Sino, ¿por qué soñamos?  
¿Descubriremos algún día por qué envejecemos? ¿Está la clave en el cerebro? 
Éstas y otra infinidad de preguntas siguen sin respuestas y la clave de muchas de ellas 
radica en entender cómo se propaga la información a través de las redes neuronales que 
conforman el cerebro humano. Se sabe que estas redes son complejas y se encuentran en 
un ambiente de ruido constante. ¿Pero por qué? Sea por lo que sea lo que sí es seguro es 
que el cerebro es la máquina más potente y eficiente que existe, es capaz de procesar y 
almacenar 10 veces más información que la contenida en los Archivos Nacionales de los 
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Estados Unidos, 500 veces más que la memoria de un ordenador de última generación y 
10.000 veces más que lo registrado en la Encyclopedia Britannica, y eso en tan sólo 1.500 
gramos de masa, lo que representa un 2% del peso del cuerpo humano. Miles de millones 
de años de evolución han hecho que sea así, nuestra misión es aprender del cerebro y 
descubrir cómo funciona. Si lo hacemos, llegaremos a cotas antes nunca imaginadas. 
Antecedentes 
En el momento de llevar a cabo este Proyecto Final de Carrera no se encuentra en la 
literatura científica ningún estudio que haga referencia a la propagación de información en 
redes complejas de circuitos electrónicos no lineales con ruido. El hecho de tratarse de un 
trabajo inédito hace que sea sumamente estimulante para el autor, pero a la vez lo complica 
sobremanera.  
Para salir airosos de este reto ha sido necesario abordar varios campos de estudios 
relacionados con la dinámica no lineal de sistemas complejos. En cada uno de estos 
campos encontramos trabajos que han servido como punto de partida para este proyecto. 
Ordenados cronológicamente, debemos citar en primer lugar los innumerables artículos 
relacionados con la dinámica, el funcionamiento y el diseño de circuitos de Chua, tales como 
[35], [43], [77] y [87], que como ya se ha mencionado, y como veremos más adelante, 
conforman el núcleo de nuestras neuronas.  
Estos circuitos fueron usados más adelante para estudiar la propagación de ondas en 
medios discretos excitables [30] y comprender fenómenos de neurofisiología y cardiología 
que no podían ser explicados con modelos homogéneos y continuos2. Los medios discretos 
eran, en esencia, cadenas unidireccionales de circuitos de Chua.  
Fue en 2001 cuando Roberto Basconés [16], dirigido por el Dr. Jordi Garcia-Ojalvo, decidió 
estudiar por primera vez los beneficios del ruido en una de estas cadenas unidireccionales 
de circuitos de Chua. El trabajo de Roberto Basconés le valió su título de Ingeniero Industrial 
en la ETSEIAT de la UPC y la publicación de un Physical Review [17]. Su proyecto quería 
mostrar el efecto de la resonancia estocástica3 en una cadena simple. 
                                               
 
 
2
 Uno de los ejemplos más conocidos de este fenómeno es el de la esclerosis múltiple. 
3
 La resonancia estocástica es un efecto constructivo del ruido que aparece en algunos sistemas biológicos [90]. 
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En 2005, otro estudiante de la UPC colaboró con el DONLL, esta vez bajo la tutela del Dr. 
Javier Martín Buldú, para estudiar el efecto de la resonancia fantasma4 en una estructura 
simple de tres circuitos de Chua [86]. La resonancia fantasma ya era un fenómeno muy 
conocido por aquél entonces, pero jamás se había estudiado en medios discretos excitables 
formados por circuitos de Chua. Su trabajo también fue publicado en revistas científicas [85] 
y le valió el título de Ingeniero Técnico Electrónico por la EUETIT. 
Paralelamente a estos estudios, la teoría de redes y el campo de la complejidad se unían 
para dar paso a la explosión de las redes complejas a mediados de los años 90. Desde 
entonces se han llevado a cabo muchos experimentos [4], se han escrito muchos artículos 
[5] y se han publicado muchos libros [13], [49], [125], [132] en los que se estudian redes 
tecnológicas como la World Wide Web, sociológicas como las redes de contactos sexuales 
o biológicas como las redes cerebrales. Sin embargo, la mayoría de ellos no estudian la 
dinámica de las redes complejas, sino su topología.  
Estos trabajos constituyen la base en la que se apoya este estudio, pero nuestro objetivo es 
llegar un paso más adelante; no obstante, como decía Sir Isaac Newton, es necesario 
«apoyarse en hombros de gigantes para poder ver más allá» y esto es precisamente lo que 
pretendemos hacer aquí. La clave para conseguirlo radica en unir los conocimientos 
adquiridos tras años de investigación sobre la dinámica no lineal y la excitabilidad de los 
circuitos de Chua con las propiedades de las redes complejas. 
 
 
 
  
                                               
 
 
4
 La resonancia fantasma es otro fenómeno resonante que se dan en algunos sistemas, que responden a una 
frecuencia que no está presente en la señal o señales de entrada (de ahí el adjetivo de «fantasma»), pero que sí 
depende de ellas matemáticamente. 
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Alcance del estudio 
Para cumplir con el objeto de nuestro estudio hemos dividido el trabajo en cuatro capítulos 
bien diferenciados. 
En el Capítulo 1 repasaremos algunos conceptos básicos relacionados con la neurociencia 
para entender cómo son, cómo funcionan, cómo se organizan y cómo se comunican las 
células nerviosas en el cerebro. Aprovecharemos el capítulo para describir el modelo 
fisiológico estándar de una neurona que posteriormente nos servirá para diseñar un circuito 
electrónico con similares características. 
El Capítulo 2 estará dedicado precisamente a este circuito, que llamaremos neurona 
electrónica por sus similitudes morfológicas, funcionales y eléctricas con las células 
nerviosas reales. Estas similitudes, y también las diferencias, serán ampliamente analizadas 
en cada una de las secciones. Al finalizar, tendremos un conjunto de neuronas electrónicas 
esperando a ser conectadas. 
Antes, no obstante, será necesario introducir en el Capítulo 3 algunas de las herramientas 
matemáticas de la teoría de grafos utilizadas en neurociencia para caracterizar la topología 
de las redes neuronales. En la última sección, repasaremos brevemente algunos modelos 
computacionales de redes complejas. 
El Capítulo 4 es el capítulo de la experimentación y también el último. Lo primero que 
haremos será definir las condiciones experimentales en las que se desarrollará el estudio. A 
partir de este momento observaremos las respuestas neuronales de unas pocas estructuras 
básicas de comunicación para comprender cómo se lleva a cabo la interacción entre un 
número reducido de neuronas. Una vez alcanzado este objetivo, usando los modelos de 
redes complejas vistos en el Capítulo 3, generaremos una red de cincuentaiuna neuronas 
electrónicas que analizaremos tanto estructural como dinámicamente para mostrar cómo se 
propaga la información en las redes locales de células nerviosas del cerebro. 
Al finalizar daremos las conclusiones acerca de las cuestiones más relevantes observadas a 
lo largo del estudio. 
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Especificaciones 
A lo largo del desarrollo de cualquier estudio de estas características se deben tener en 
cuenta tres variables fundamentales: el tiempo, el coste y la calidad (véase la Figura 1). Por 
este motivo, las especificaciones se han dividido en tres categorías distintas: 
 
Figura 1: Triángulo Tiempo-Coste-Calidad 
 
Especificaciones de tiempo 
El tiempo que debe destinarse a la realización de este estudio es el requerido para un 
Proyecto Final de Carrera de Ingeniería Industrial; el equivalente a medio curso académico. 
Especificaciones de coste 
El DONLL destina un presupuesto máximo de DOS MIL EUROS (2000 €) para la fabricación 
de los circuitos impresos requeridos en este proyecto y en [47]. 
Especificaciones técnicas o de calidad 
Las especificaciones técnicas más relevantes se recogen a continuación: 
 El diseño del medio discreto excitable debe ser lo suficientemente flexible como para 
permitir estudios posteriores sobre el mismo. 
 Debe ser portable y, por tanto, de dimensiones reducidas. 
 Debe ser fácilmente reproducible, por lo que tiene que estar bien documentado. 
 Finalmente, debe ser completamente analógico. 
 El medio discreto excitable que se estudiará aquí debe emular el comportamiento de 
una red local de células nerviosas.   
 Los nodos deben emular el comportamiento de las neuronas. 
 Los núcleos de las neuronas deben ser circuitos de Chua (véase Anexo I). 
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 Se debe poder propagar información en forma de señal eléctrica periódica. 
 Se debe poder introducir un ruido blanco gaussiano en toda la red para interferir con 
la señal periódica. 
 Se debe poder trabajar con frecuencias medias, y con amplitudes de tensión del 
orden de voltios. 
 Los diseños deben ser simulados y validados antes de su fabricación en serie. 
 Las simulaciones y las experimentaciones se deben llevar a cabo en el laboratorio 
de Dinámica de Láseres (S27) del grupo DONLL en el edificio GAIA del Campus de 
Terrassa. 
 Los prototipos se deben construir en el departamento de Ingeniería Electrónica del 
edificio TR2 del Campus de Terrassa. 
 La fabricación en serie se debe llevar a cabo en empresas especializadas. 
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1. Conceptos básicos de neurociencia 
En este capítulo queremos introducir algunos conceptos básicos de neurociencia que vamos 
a necesitar más adelante. Evitaremos cualquier concepto que no sea relevante para nuestro 
estudio. Si el lector desea más información podrá encontrarla en textos más especializados, 
como el de la siguiente referencia [76].  
Empezamos el capítulo estudiando algunas de las propiedades estructurales y funcionales 
de las neuronas. Luego, examinamos brevemente la propagación de información a través 
de las mismas. Y finalmente, describimos el modelo fisiológico estándar que normalmente 
se utiliza en neurociencia para describir su comportamiento. 
1.1. Las células del sistema nervioso 
Existen dos clases de células en el sistema nervioso: las células nerviosas (o neuronas) y 
las células gliales (o glías). 
1.1.1. Las células nerviosas5 
Una neurona prototípica tiene cuatro regiones definidas morfológicamente (véase Figura 2): 
el cuerpo celular, las dendritas, el axón y los terminales presinápticos. Como veremos más 
tarde, cada una de estas regiones tiene una función distinta en la propagación de señales. 
El cuerpo celular (soma) es el centro metabólico celular. Contiene el núcleo, que almacena 
los genes de la célula, y los retículos endoplásmicos rugoso y liso, que sintetizan las 
proteínas de la célula. Del cuerpo celular nacen habitualmente dos prolongaciones: las 
dendritas y el axón.  
La mayoría de las células tienen varias dendritas; éstas se dividen como las ramas de un 
árbol, y sirven de aparato receptor de las señales procedentes de otras células nerviosas. 
Por el contrario, el cuerpo celular da lugar a un axón único, que consiste en una 
prolongación tubular que crece a partir de una región especializada del cuerpo celular 
denominada cono de arranque axónico. El diámetro de los axones varía entre 0.2 y 20 µm. 
                                               
 
 
5
 Se calcula que en el cerebro existen alrededor de 100.000 millones de neuronas. 
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Figura 2: Esquema de una célula nerviosa.  
En el sistema nervioso de los vertebrados 
la mayoría de las neuronas poseen rasgos 
principales comunes. El cuerpo celular 
contiene el núcleo, el almacén de la 
información genética. El cuerpo celular da 
lugar a dos tipos de prolongaciones 
celulares, las dendritas y el axón. 
Los axones, los elementos transmisores 
de las células nerviosas, pueden variar 
enormemente en longitud; algunos se 
extienden a más de un metro del cuerpo 
celular. La mayoría de axones del sistema 
nervioso central son muy finos (entre 0.2 y 
20 µm de diámetro) si se comparan con el 
diámetro del cuerpo celular (50 µm o más). 
El cono de arranque axónico es el lugar en 
el que se inicia el potencial de acción, la 
señal de comunicación celular. Muchos 
axones se aíslan gracias a una vaina de 
mielina (grasa) que se interrumpe a 
intervalos regulares en las regiones 
conocidas como nodos de Ranvier. Las 
ramificaciones del axón de una neurona 
(la neurona presináptica) transmiten las 
señales a otra neurona (la célula 
postsináptica) en un lugar denominado 
sinapsis. Las ramas de un solo axón 
pueden establecer sinapsis con otras 1000 
neuronas. Las dendritas (apicales y 
basales) constituyen la mayor parte de la 
superficie receptora de una neurona y, 
junto con el cuerpo celular, reciben los 
mensajes aferentes procedentes de las 
células presinápticas. 
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El axón es la principal unidad conductora de la neurona, capaz de transmitir las señales 
eléctricas a distancias variables, tan cortas como 0.1 mm o tan largas como 2 m. Algunos 
axones se dividen en varias ramas, y por tanto pueden transmitir la información a varias 
dianas diferentes. 
Las señales eléctricas propagadas a lo largo del axón, denominadas potenciales de acción, 
son impulsos rápidos y transitorios que siguen la ley del todo o nada, y que se caracterizan 
por tener una amplitud de 100 mV y una duración de 1 ms, tal como se muestra en la Figura 
3. Los potenciales de acción se inician en el cono de arranque axónico y son conducidos a 
lo largo del axón sin distorsión ni interrupción, a velocidades que oscilan entre 1 y 100 
metros por segundo. La amplitud del potencial de acción permanece constante a lo largo del 
axón porque el impulso todo o nada se regenera continuamente a medida que avanza a lo 
largo del mismo. 
 
 
 
Los potenciales de acción –las señales que utiliza el cerebro para recibir, analizar y 
transmitir la información– son similares en las diferentes áreas del sistema nervioso. Aunque 
son iniciados por una gran variedad de sucesos físicos que acontecen en nuestro entorno e 
inciden en nuestro organismo –contactos mecánicos, aromas, luz u ondas de presión– las 
señales que transmiten la información visual, por ejemplo, son idénticas a las que transmiten 
la información olfativa. Aquí nos topamos con una de las claves del funcionamiento del 
cerebro: la información transmitida por un potencial de acción se determina no por la forma 
de la señal, sino por cómo la señal viaja a través del cerebro.  
Para asegurar la conducción de los potenciales de acción a gran velocidad, los axones se 
rodean de una vaina grasa denominada mielina. Esta vaina presenta interrupciones 
periódicas, los nodos de Ranvier, en los que se regeneran los potenciales de acción a 
medida que se propagan por el axón. 
Figura 3: El potencial de acción y el potencial de reposo, tal y 
como se registran en una pipeta capilar introducida a través de 
la membrana del axón gigante del calamar, en un baño de 
solución de agua marina. (Tomado de Hogdkin y Huxley, 1939) 
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El axón se divide cerca del final en finas ramas que contactan con otras neuronas. El punto 
de contacto se denomina sinapsis. La célula que transmite la señal se denomina célula 
presináptica, y la que la recibe célula postsináptica. Unas dilataciones especializadas de las 
ramas axónicas sirven como lugar para la transmisión de información entre la célula 
presináptica y la postsináptica. Estos terminales presinápticos no se comunican 
anatómicamente con la célula postsináptica. En las sinapsis existe un espacio de separación 
entre las dos células denominado hendidura sináptica. La mayor parte de los axones 
terminan en las proximidades de las dendritas de las neuronas postsinápticas, pero la 
comunicación también puede ocurrir en otras partes de la neurona postsináptica, como el 
cuerpo celular, y con menos frecuencia en el segmento inicial del axón o en sus terminales. 
Ramón y Cajal, gracias al método de impregnación argentínica desarrollado por Golgi 
(véase Figura 4), demostró que las neuronas son las unidades básicas de señalización del 
sistema nervioso, y que cada neurona es una célula aislada cuyas prolongaciones arrancan 
del cuerpo neuronal. Este descubrimiento tremendamente importante le valió el Premio 
Nobel de Medicina en el año 1906 [115]. 
 
Figura 4: A la izquierda Camilo Golgi (1843-1926) y a la derecha Santiago Ramón y Cajal (1852-1934). 
Además de los principios fundamentales de la teoría neuronal, Ramón y Cajal formuló otros 
dos principios que son particularmente importantes para el estudio que se quiere llevar a 
cabo en este Proyecto Final de Carrera.  
El primero, el principio de la polarización dinámica, establece que en una célula nerviosa las 
señales eléctricas fluyen en una dirección predecible y constante, y sólo en ella. Esta 
dirección parte de los lugares receptores de la neurona (habitualmente las dendritas y el 
soma celular) y se dirige hacia la zona activadora del cono de arranque axónico. En este 
lugar se inicia el potencial de acción, propagándose unidireccionalmente a lo largo del axón 
hacia las zonas sinápticas de liberación en el terminal axónico. Aunque las neuronas varían 
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en forma y función, la mayoría siguen esta regla del flujo de información. Más adelante, en 
este mismo capítulo, se describe un modelo fisiológico general de este principio. 
El segundo es el principio de la especificidad de las conexiones, que incluye dos 
consideraciones importantes. En primer lugar, no existe una continuidad citoplasmática entre 
las células nerviosas. Incluso a nivel sináptico, el terminal presináptico está separado de la 
célula postsináptica por la llamada hendidura sináptica. En segundo lugar las células 
nerviosas no se comunican entre sí de forma indiscriminada, ni forman redes aleatorias 
(sección 3.3). Más bien cada célula se comunica con dianas postsinápticas concretas. 
Ramón y Cajal y los neuroanatomistas que lo siguieron identificaron el rasgo que más 
diferencia a las neuronas entre sí: su morfología y específicamente el número y forma de 
sus prolongaciones. Basándose en el número de prolongaciones que parten del cuerpo 
celular, las neuronas se clasifican en tres grandes grupos (véase la Figura 5): unipolares, 
bipolares y multipolares. 
 
Figura 5: Clasificación de las neuronas en función del número de prolongaciones que se originan desde 
el cuerpo celular. (Imagen adaptada de Ramón y Cajal, 1933).  
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Las células unipolares son las neuronas más simples. Generalmente tienen una 
prolongación primaria única, que habitualmente se divide en muchas ramas. Una de ellas 
sirve como axón; otras funcionan como estructuras dendríticas de recepción. Las células 
unipolares carecen de dendritas que emerjan del soma. Este tipo de células predomina en el 
sistema nervioso de los invertebrados (véase la Figura 5-A). 
Las neuronas bipolares tienen un soma de forma ovoidea que da lugar a dos 
prolongaciones: una dendrita que transporta la información de la periferia al soma, y un axón 
que conduce la información desde el soma hasta el sistema nervioso central (véase la 
Figura 5-B). Muchas neuronas bipolares son sensoriales, como las células bipolares de la 
retina o las del epitelio olfatorio. Las células sensoriales que portan la información sobre 
tacto, presión y dolor son modelos especiales de células bipolares. Inicialmente se 
desarrollan como células bipolares, pero a partir de un cierto momento las dos 
prolongaciones se fusionan para formar un axón único que emerge del soma y se divide en 
dos. Un segmento se dirige hacia la periferia (órganos sensoriales de la piel, las 
articulaciones y el músculo), mientras que el otro se dirige a la médula espinal. Por ello a 
estas neuronas sensoriales se las denomina pseudounipolares (véase la Figura 5-C). 
Las neuronas multipolares son las predominantes en el sistema nervioso de los vertebrados. 
Estas células poseen un axón único y una o más dendritas que emergen del cuerpo celular 
(véase Figura 5-D). El tamaño y la morfología de las células multipolares varían 
enormemente. En particular, las células multipolares difieren en el número y en la longitud 
de sus dendritas, así como en la longitud de sus axones. En la mayoría de estas células, el 
número y la extensión de las dendritas se correlaciona con el número de contactos 
sinápticos que otras neuronas establecen con ellas. Una motoneurona espinal, cuyas 
dendritas tienen una extensión y un número moderado, recibe cerca de 10.000 contactos –
2.000 en el cuerpo celular y 8.000 en las dendritas–. El árbol dendrítico de las células de 
Purkinje del cerebelo es mucho mayor, y aunque parezca increíble recibe aproximadamente 
150.000 contactos. 
Las neuronas pueden clasificarse por su función en tres grupos principales: sensoriales, 
motoras e interneuronas.  
Las neuronas sensoriales transmiten al sistema nervioso la información tanto perceptiva 
como la necesaria para la coordinación motora. Las neuronas motoras transmiten órdenes a 
los músculos y las glándulas. Las interneuronas constituyen, con mucho, la clase más 
numerosa, y corresponden a aquellas neuronas que no son específicamente sensoriales o 
motoras. Las interneuronas de proyección tienen axones largos y portan la información a 
grandes distancias. Las interneuronas locales tienen axones cortos y procesan la 
información en el interior de circuitos locales. 
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1.1.2. Las células gliales 
Los cuerpos celulares de las neuronas están rodeados por las células gliales. En el sistema 
nervioso de los vertebrados, entre los que se incluye el hombre, hay de 10 a 50 veces más 
células gliales que neuronas. Aunque su nombre procede del término griego utilizado para 
pegamento, las células gliales no unen realmente otras células entre sí. Ni tampoco, al 
menos según sabemos hoy día, son esenciales para el procesamiento de la información6. 
Se cree, sin embargo, que las células gliales tienen varias funciones vitales [76]: 
 Sirven como elementos de soporte, proporcionando estructura y consistencia al 
cerebro.  
 Separan, y ocasionalmente aíslan, a ciertos grupos de neuronas entre sí. 
 Dos tipos de células gliales pueden producir mielina, la capa aislante que recubre la 
mayoría de los axones grandes. 
 Algunas células gliales actúan como basureros, recogiendo los restos celulares tras 
una lesión o muerte de una neurona. 
 Durante el desarrollo del cerebro ciertas clases de células gliales guían la migración 
de las neuronas y dirigen el crecimiento de los axones. 
 Existen indicios que sugieren que algunas células gliales pueden jugar un papel en 
la nutrición de las neuronas, aunque esto no se ha podido demostrar de forma 
concluyente. 
Existen tres tipos predominantes de células gliales en el sistema nervioso de los 
vertebrados: los oligodendrocitos, las células de Schwann y los astrocitos.  
Los oligodendrocitos y las células de Schwann son células pequeñas que tienen un número 
de prolongaciones relativamente escaso. Estas células realizan la importante función de 
aislar a los axones, envolviéndolos con sus prolongaciones, que se arrollan 
concéntricamente alrededor de los mismos formando una espiral apretada, la vaina de 
mielina. Los oligodendrocitos se localizan en el sistema nervioso central y pueden envolver 
en mielina varios axones, 15 como promedio (véase Figura 6-A). Las células de Schwann, 
que se localizan en el sistema nervioso periférico, envuelven en mielina a un solo axón 
                                               
 
 
6 
Puesto que no intervienen en el procesamiento de la información, ni tampoco de forma directa en la propagación 
de la misma, en este proyecto no se tendrán en cuenta las células gliales a la hora de diseñar una red neuronal 
compleja. 
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(véase Figura 6-B). Los oligodendrocitos y las células de Schwann también difieren en 
algunos aspectos de sus características químicas. 
Los astrocitos, la tercera clase principal de células gliales, son las células más numerosas. 
Poseen cuerpos celulares estrellados irregulares y prolongaciones que con frecuencia son 
relativamente largas (véase Figura 6-C).  
 
Figura 6: Principales células gliales del sistema nervioso (Tomado de Kandel, Schwartz y Jessel, 2000). 
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1.2. La comunicación neuronal 
1.2.1. Estructuras simples de comunicación neuronal 
Las funciones de comunicación del cerebro –el procesamiento de la información sensorial, la 
programación de las respuestas motoras y emocionales, el aprendizaje y la memoria– son 
todas ejecutadas por conjuntos de neuronas interconectados. Un principio clave en la 
organización del cerebro lo constituyen las conexiones neuronales en divergencia y en 
convergencia, tal como se muestra en la Figura 77. 
 
Figura 7: Divergencia y convergencia en las conexiones neuronales. 
La divergencia neuronal se presenta a menudo en los sistemas sensoriales. En estos 
sistemas las células nerviosas receptoras se ramifican al enviar sus mensajes aferentes, 
estableciendo múltiples conexiones con neuronas que representan un segundo estadio en el 
procesamiento de la información (Figura 7-A). Las conexiones subsiguientes divergen aún 
más. Por el contrario, las motoneuronas son las dianas de conexiones progresivamente 
convergentes (Figura 7-B). Gracias a la convergencia neuronal, las células diana reciben la 
suma de la información procedente de muchas células presinápticas8.  
                                               
 
 
7
 Este tipo de conexiones será ampliamente estudiado en el Capítulo 4. 
8
 Se conoce que existen de 5 a 10 neuronas sensoriales por cada motoneurona. 
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1.2.2. Modelo fisiológico estándar de una neurona 
Para producir una conducta, sea la que sea, cada célula nerviosa sensorial y motora 
participante genera secuencialmente cuatro tipos de señales en diferentes lugares de la 
célula: una señal de entrada (input), una señal de integración (integrative), una señal 
portadora (conductive) y una señal de salida (output).  
Independientemente del tamaño, morfología, bioquímica del transmisor o función 
comportamental, casi todas las células pueden describirse mediante un modelo general de 
neurona que tiene cuatro regiones funcionales (véase la Figura 8): un componente de 
entrada local (receptor), un elemento integrador (activador), un componente conductor 
(señalizador) y un elemento emisor de salida (secretor). 
Este modelo reúne las evidencias fisiológicas del principio de polarización dinámica de 
Ramón y Cajal y lo usaremos en este estudio para diseñar una neurona electrónica (véase 
Capítulo 2). 
 
Figura 8: Las cuatro regiones funcionales de las neuronas. (Tomado de Kandel, Schwartz y Jessel, 2000). 
Para comprender cómo se producen los cuatro tipos de señales hay que familiarizarse 
primero con las propiedades eléctricas de la membrana celular, que presentaremos 
brevemente a continuación. De todas ellas, sólo nos interesará caracterizar en el Capítulo 2 
la señal portadora (el potencial de acción), debido a que es la única capaz de propagarse 
por la red neuronal.  
1.2.2.1. Propiedades eléctricas de la membrana celular 
Las neuronas mantienen una diferencia de carga eléctrica de unos 65 mV a través de su 
membrana plasmática externa. Esta diferencia se denomina potencial de membrana de 
reposo. Debido a que el exterior de la membrana se define arbitrariamente como cero, 
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decimos que el potencial de membrana de reposo es de -65 mV. Este potencial de reposo 
puede oscilar entre -40 y -80 mV en diferentes células nerviosas. En las células musculares 
el potencial de reposo es aún mayor, en torno a -90 mV. 
Las células excitables, como las musculares y las nerviosas, difieren de otras células en que 
su potencial de membrana en reposo puede alterarse significativamente, y por tanto servir 
como mecanismo de comunicación. La reducción de potencial de membrana de una célula 
nerviosa en 10 mV (hasta -55 mV) 9 inicia un potencial de acción que, de manera transitoria, 
anula y revierte el potencial de membrana.  
Como ya hemos visto, el potencial de acción se regenera a intervalos regulares (en los 
nodos de Ranvier) a medida que avanza por el axón. Este hecho conduce a que, en los 
terminales sinápticos, el potencial de acción tenga la misma amplitud que cuando se generó. 
Las células nerviosas también producen señales locales, como los potenciales receptores y 
los potenciales sinápticos, cuya amplitud decae característicamente a la distancia de unos 
pocos milímetros. Ambos tipos de señales, los potenciales de acción y los potenciales 
locales, se originan a partir de perturbaciones de la membrana, que causan un ascenso o un 
descenso en el potencial de membrana respecto al valor del potencial de reposo. El 
potencial de reposo proporciona una línea base que sirve de referencia comparativa para el 
resto de las señales, tanto locales como propagables. Un aumento en el potencial de 
membrana (por ejemplo, desde -65 a -75 mV) se denomina hiperpolarización; una reducción 
(por ejemplo, de -65 a -55 mV) se denomina despolarización. La hiperpolarización hace 
menos probable que una célula pueda originar una señal transmisible (un potencial de 
acción), y es por tanto inhibitoria. La despolarización facilita la capacidad de la célula para 
generar un potencial de acción, y es por tanto excitatoria. 
Utilizando como modelo las neuronas sensoriales y motoras del sistema nervioso central10 
examinaremos, a continuación, cómo se genera la información neural, y cómo se transforma 
tanto intra como interneuralmente, mediante los cuatro componentes básicos del modelo 
fisiológico estándar. 
                                               
 
 
9
 Umbral de activación de la célula nerviosa. 
10
 El sistema nervioso central (SNC) está constituido por el cerebro y la médula espinal. Es el encargado de recibir 
las sensaciones recogidas por los diferentes sentidos y de transmitir las órdenes de respuesta a los distintos 
efectores. En este estudio nos centraremos en el análisis de redes locales del sistema nervioso motor. 
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1.2.2.2. El componente receptor 
En la mayoría de las neuronas no hay ninguna corriente eléctrica que discurra durante el 
estado de reposo de una parte de la célula a otra, por lo que el potencial de reposo es el 
mismo a todo lo largo de la célula. En las neuronas sensoriales los flujos de corriente se 
inician típicamente en una región especializada de la célula que se denomina superficie 
receptora, en la cual existen determinadas moléculas que son sensibles al estímulo físico 
sensorial. 
Cuando la célula es estimulada se produce un cambio en el potencial de membrana llamado 
potencial receptor, que representa una señal de input. El potencial receptor puede variar 
tanto en amplitud como en duración. Cuanto más amplio sea, o más dure el estímulo físico, 
más amplios o duraderos serán los potenciales receptores resultantes (véase el ejemplo de 
la Figura 9-A, donde el estímulo físico es un estiramiento del huso muscular del tendón 
rotuliano en lo que se denomina reflejo patelar). La mayoría de los potenciales receptores 
son despolarizantes (excitatorios).  
El potencial receptor es la primera representación del estímulo físico que se codifica en el 
sistema nervioso, pero por sí solo no causaría la aparición de otras señales en el resto del 
sistema. Esto es así porque las moléculas que transducen el estímulo sensorial en 
potenciales receptores están restringidas a la superficie receptora de la neurona sensorial, y 
el potencial receptor resultante sólo se transmite pasivamente a lo largo del axón. El 
potencial receptor, por tanto, decae en amplitud con la distancia, y no puede ser 
transportado más allá de 1 o 2 mm. A 1 mm de distancia la amplitud de esta señal es de 
sólo un tercio de la que tiene en el lugar de su generación. El potencial receptor es, por 
tanto, una señal puramente local en el interior de la neurona. Para poder transportarse con 
éxito al resto del sistema nervioso una señal debe ser amplificada –debe ser regenerada–. 
En las motoneuronas (y en las interneuonas) aparece una señal de entrada cuando el 
potencial de membrana se ve alterado en una célula (la neurona postsináptica) por la 
actividad emisora de otra célula (la neurona presináptica). Esto ocurre cuando la neurona 
presináptica libera un transmisor químico en la sinapsis entre las dos células. El transmisor 
interacciona entonces con moléculas receptoras presentes en la superficie de la célula 
postsináptica. Finalmente estas moléculas receptoras transducirán la energía química 
potencial del transmisor en energía eléctrica: el potencial sináptico. Del mismo modo en que 
ocurre con el potencial receptor, el potencial sináptico se gradúa: su amplitud es función de 
la cantidad de transmisor liberado, y su duración está determinada por el tiempo durante el 
cuál el transmisor es activo  (el periodo de liberación). El potencial sináptico puede ser tanto 
despolarizante como hiperpolarizante, en función del tipo de molécula receptora. 
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Figura 9: Una neurona sensorial transforma un estímulo físico (en este ejemplo, un estiramiento), en una 
actividad eléctrica celular. Cada uno de los cuatro elementos de la neurona genera una señal 
característica. (Tomado de Kandel, Schwartz y Jessel, 2000). 
A) La señal de input se gradúa tanto en amplitud como en duración, proporcionalmente a la amplitud y 
duración del estímulo.  
B) La señal de activación transforma la señal de entrada en potenciales de acción que se propagarán a lo 
largo del axón. Un potencial de acción se generará únicamente si el potencial receptor (en las neuronas 
sensoriales) o el potencial sináptico (en las motoneuronas) son superiores a un umbral de disparo (spike 
threshold) determinado. Una vez que la señal de input sobrepasa este umbral, cualquier incremento 
adicional en la amplitud de la señal de entrada aumentará la frecuencia de generación de potenciales de 
acción, sin variar su amplitud. Por tanto, la naturaleza gradual de la señal de entrada se traduce en un 
código de frecuencia de potenciales de acción en la zona de activación. La duración de la señal de input 
determina el número de potenciales de acción generados.  
C) Los potenciales de acción siguen la ley del todo o nada. Cada potencial de acción tiene la misma 
amplitud y duración y, por tanto, la misma morfología de onda (los spikes) cuando se registran en un 
osciloscopio. Como los potenciales de acción se conducen sin pérdida a lo largo de toda la longitud del 
axón, la información portada por la señal está representada solamente por la frecuencia y el número de 
spikes, y no por su amplitud. Cuanto mayor sea la amplitud del estímulo, mayor será la frecuencia de 
spikes. Y cuanto mayor sea la duración del estímulo, más tiempo se prolongará la generación de 
potenciales, y por tanto mayor será el número de spikes.  
D) Cuando el potencial de acción llega al terminal sináptico, la célula libera un neurotransmisor químico 
que sirve como señal emitida. El número total de potenciales de acción por unidad de tiempo determina 
exactamente la cantidad de neurotransmisor que será liberado por la célula. 
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Las moléculas receptoras para la neurotransmisión química inhibitoria característicamente 
se localizan en lugares distintos de la neurona que las de la excitatoria. Las sinapsis 
inhibitorias se localizan habitualmente en el soma neuronal, mientras que las excitatorias se 
localizan en las dendritas, o en las especializaciones dendríticas denominadas espinas. 
Aunque en la mayoría de las neuronas las sinapsis no se encuentran a lo largo del 
segmento principal del axón, la presencia de sinapsis en los terminales no es infrecuente en 
los terminales presinápticos. Los potenciales sinápticos, al igual que los potenciales 
receptores, se propagan pasivamente de una zona a otra de la neurona. Las características 
de los potenciales receptores y sinápticos se resumen en la Tabla 1. 
1.2.2.3. El componente integrador 
Los potenciales de acción se generan en una zona sensible a voltaje que en las neuronas 
sensoriales se encuentra comúnmente en el axón mielinizado, en el primer nodo de Ranvier, 
mientras que en las motoneuronas o en las interneuronas se localiza en el cono de arranque 
axónico, la región del cuerpo celular donde se inicia el axón. 
El segmento inicial del axón es, además, la región del cuerpo celular que posee el menor 
umbral para la generación de un potencial de acción. A medida que una señal de entrada se 
extiende pasivamente a lo largo del cono de arranque axónico dará lugar a uno o a varios 
potenciales de acción, si dicha señal supera el umbral necesario para producirlos. Es en 
este lugar en el que la actividad de todos los potenciales receptores o sinápticos se suma, y 
donde la neurona decide, dependiendo de la magnitud de la actividad eléctrica sumada, si 
se disparará la señal todo o nada. En consecuencia, esta región del axón es el lugar de 
iniciación del impulso nervioso, o la zona de activación. 
Algunas neuronas tienen una zona de activación adicional localizada en las dendritas, 
donde el umbral para iniciarse un potencial de acción es también relativamente bajo. Las 
zonas de activación dendrítica sirven para amplificar la efectividad de las sinapsis 
localizadas en lugares alejados del cuerpo celular. Los potenciales de acción que se 
originan en dichas zonas dendríticas activan la zona común de inicio de potenciales de 
acción situada en el segmento inicial del axón. Muchos somas neuronales tienen la 
capacidad de generar potenciales de acción, aunque el umbral del cuerpo celular es 
habitualmente mayor que el del cono de arranque axónico. 
1.2.2.4. El componente conductor 
El potencial de acción es la señal transmisible de la neurona. A diferencia de las señales 
graduadas de entrada (los potenciales receptor y sináptico), la señal transmisible es todo o 
nada. Esto quiere decir que los estímulos que sean inferiores al umbral no activarán dicha 
señal, mientras que cualquier estímulo que lo sobrepase producirá la misma señal. Aunque 
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gran parte de los estímulos pueden variar en intensidad o en su curso temporal, la amplitud 
y la duración de la señal son siempre las mismas. Es más, a diferencia de los potenciales 
receptor y sináptico, que se extienden pasivamente y por tanto disminuyen en amplitud con 
la distancia, el potencial de acción no decae a medida que viaja desde el segmento inicial 
del axón hasta el terminal situado junto a la neurona diana, una distancia que puede llegar a 
ser de tres metros. Esta señal, que dura habitualmente 1 ms, puede viajar a velocidades de 
hasta 100 metros por segundo (véase la Tabla 1). 
Tabla 1: Rasgos característicos de las señales locales (potenciales receptor y sináptico) y de las señales 
propagadas (potencial de acción). Tabla adaptada de Kandel, Schwartz y Jessel, 2000. 
 Amplitud Duración Sumación Efecto de la señal Tipo propagación 
Señal local 
Potencial receptor 
Pequeña 
(0.1-10 mV) 
Breve 
(5-100 ms) 
Gradual 
Hiperpolarizante o 
despolarizante 
Pasiva 
Señal local 
Potencial sináptico 
Pequeña 
(0.1-10 mV) 
Breve a larga 
(5 ms-20 min) 
Gradual 
Hiperpolarizante o 
despolarizante 
Pasiva 
Señal propagada 
Potencial de acción 
Grande 
(70-110 mV) 
Breve 
(1-10 ms) 
Todo-nada Despolarizante Activa 
El rasgo más destacado de los potenciales de acción es su uniformidad a lo largo del 
sistema nervioso, variando de forma sutil de una célula nerviosa a otra. Esta característica 
fue descrita en los años 1920 por Edgar Adrian, fisiólogo inglés y uno de los primeros en 
estudiar el sistema nervioso a nivel celular (Figura 10). Adrian encontró que todos los 
potenciales de acción, dondequiera que se produjeran en el sistema nervioso, tenían en el 
osciloscopio una morfología de onda parecida (véase la Figura 9).  
 
Figura 10: Edgar Adrian (1889-1977). Premio Nobel de Medicina en 1932. 
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Sólo dos de las características de la señal transmisible portan información: el número de 
potenciales de acción y el intervalo entre ellos. Adrian puso de manifiesto este hecho en 
1928, al resumir su trabajo sobre las fibras sensoriales [3]: 
«…todos los impulsos se parecen mucho, aunque el mensaje se destine a activar la 
sensación de luz, tacto o dolor; si se agolpan todos juntos la sensación es intensa, si están 
separados por intervalos largos; la sensación se hace mortecina de forma 
correspondiente…» 
Por ello, lo que determina la intensidad de la sensación o la velocidad del movimiento no es 
la magnitud o la duración de los potenciales de acción individuales, sino su frecuencia. Del 
mismo modo, la duración de una sensación o de un movimiento se determina por el periodo 
durante el cual se generan los potenciales de acción. 
Nadie lo explica con tanta claridad como Richard Dawkins de la University of Oxford [111]:  
«…Los impulsos nerviosos son como disparos de una ametralladora. La diferencia entre un 
mensaje fuerte y uno débil no radica en la intensidad de los impulsos, sino en su frecuencia. 
Ver el color amarillo, oír el ruido del mar, sentir el olor del aguarrás, tocar la textura del 
terciopelo, tener frío o calor… las diferencias entre estas sensaciones se procesan en 
nuestro sistema nervioso mediante la valoración de los disparos o los impulsos. Si 
pudiéramos escuchar el interior de nuestro cerebro, nos parecería un campo de batalla.» 
Esta característica crucial de la comunicación en el sistema nervioso conduce a una de las 
cuestiones más profundas respecto a la organización del cerebro. Si los mecanismos de 
comunicación son uniformes y no reflejan las propiedades del estímulo, ¿cómo pueden los 
mensajes neuronales transportar órdenes comportamentales específicas?, ¿cómo se 
distingue la información de la imagen de una abeja de la de su picadura?, y ¿cómo se 
distinguen las señales de ambos mensajes de las que portan las órdenes del movimiento 
voluntario? Como ya se ha dicho, el mensaje que porta un potencial de acción se determina 
totalmente por la vía nerviosa que lo conduce. Las vías activadas por las células receptoras 
de la retina que responden a la luz, son totalmente distintas de aquellas activadas por las 
células sensoriales de la piel que responden al tacto. La función de la señal, sea ésta visual 
o táctil, sensorial o motora, se determina no por la propia señal sino por la ruta específica a 
lo largo de la cual viaja. 
1.2.2.5. El componente emisor 
Cuando el potencial de acción alcanza el terminal de la neurona, estimula la liberación de 
paquetes de transmisores químicos. La liberación de un transmisor químico sirve como 
señal emitida (output). Como la señal de entrada, la señal de salida está graduada. La 
cantidad de neurotransmisor liberado se determina por la amplitud de la despolarización de 
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los terminales nerviosos, que a su vez está determinada por el número y la frecuencia de los 
potenciales de acción del axón (véase la Figura 9-D). El transmisor liberado por la neurona 
presináptica se difunde a través del espacio sináptico hasta las moléculas receptoras 
situadas en la membrana de la célula postsináptica. La unión del transmisor a las moléculas 
receptoras hace que la célula postsináptica genere un potencial sináptico, que será 
excitatorio o inhibitorio, dependiendo del tipo de receptores presentes en dicha célula. 
1.2.2.6. Transformaciones de la señal a medida que pasa de un componente al 
siguiente 
Un rasgo decisivo de la comunicación neuronal es que la información se transforma a 
medida que pasa de un elemento de la neurona al siguiente. La información se transforma 
de modo aún más elaborado a medida que pasa de una neurona a otra. En la Figura 11 
podemos ver algunos de estos aspectos en su forma más elemental para el ejemplo del 
reflejo patelar que ya hemos comentado. 
Las características determinadas del estímulo físico –su amplitud y duración– se reflejan en 
la amplitud y duración graduadas del potencial receptor de la neurona sensorial. Si el 
potencial receptor sobrepasa el umbral de generación de potenciales de acción, la señal 
graduada se transforma en la zona de activación en una señal todo o nada. El carácter todo 
o nada del potencial de acción garantiza que la señal se propagará fielmente hasta los 
terminales de la neurona. Cuanto mayor sea la amplitud del potencial receptor con respecto 
al umbral, mayor será la despolarización y, por consiguiente, mayor será la frecuencia de 
potenciales de acción generados en el axón; del mismo modo la duración de la señal de 
entrada determina el número de potenciales de acción. (Varios potenciales de acción 
consecutivos se denominan, frecuentemente, tren de potenciales de acción). Esta 
información digital –los potenciales de acción– se transporta sin pérdidas a todo lo largo del 
axón11. En los terminales presinápticos de la neurona sensorial la frecuencia de potenciales 
de acción determina qué cantidad de transmisor se liberará. De esta forma, la señal digital, 
el potencial de acción, se transforma repetidamente en una señal analógica, una cantidad 
graduada de transmisor. 
                                               
 
 
11
 Aunque es cierto que a lo largo del axón el potencial de acción se transporta sin pérdidas, gracias sobretodo a 
las regeneraciones en los nodos de Ranvier, la señal propagada por la red neuronal sí se deteriora debido a las 
continuas transformaciones químico-eléctricas en las sinapsis. 
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Estas etapas de transformación tienen su contrapartida en la motoneurona. El transmisor 
liberado por una neurona sensorial interacciona con las moléculas receptoras de una 
motoneurona para iniciar un potencial sináptico graduado, que se extenderá hasta el 
segmento inicial del axón motor. Allí, si dicho potencial alcanza el umbral crítico, se podrá 
originar un potencial de acción que se propagará sin fallo a los terminales de la célula 
motora, ocasionando la liberación de un transmisor. Este, a su vez, activará un potencial 
sináptico en la célula muscular. Este potencial sináptico de la fibra muscular producirá 
entonces un potencial de acción que conducirá a la generación final de un movimiento. Para 
el ejemplo ilustrativo del reflejo patelar mostramos en la Figura 11 toda la secuencia de 
transformaciones sufridas por la señal desde la neurona sensorial hasta la motoneurona y al 
músculo. 
 
Figura 11: Secuencia de señales que producen una acción refleja. (Tomado de Kandel, Schwartz y Jessel, 
2000). 
El estiramiento de un músculo produce un potencial receptor en las fibras terminales de la neurona 
sensorial. La amplitud del potencial receptor es proporcional a la intensidad del estiramiento. Este 
potencial se propaga pasivamente hasta la zona de activación, en el primer nodo de Ranvier. Si el 
potencial receptor es suficientemente amplio, disparará un potencial de acción, que se propagará 
activamente, y sin cambios, a lo largo del axón hasta la región terminal. En ésta el potencial de acción 
produce la señal de emisión: la liberación de un transmisor químico. El transmisor se difunde a través de 
la hendidura sináptica e interactúa con las moléculas receptoras, situadas en la cara externa de la 
membrana de la motoneurona, que inerva el músculo estirado. Esta interacción inicia un potencial 
sináptico en la célula motora, que se propaga pasivamente hacia la zona de activación del axón de dicha 
motoneurona, en donde puede generar un potencial de acción que se propague activamente al terminal 
de la motoneurona. En éste, el potencial de acción ocasiona la liberación de un transmisor químico que 
activa un potencial sináptico en el músculo. Esta señal produce un potencial de acción en el músculo, 
que causa la contracción de la fibra muscular. 
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1.2.3. Diferencias funcionales entre las células nerviosas 
El modelo que se ha perfilado hasta aquí, aunque es aplicable a la gran mayoría de las 
neuronas, es una simplificación y no es preciso, en sus detalles, para todas las neuronas. 
Por ejemplo, algunas neuronas no generan potenciales de acción. Éstas son principalmete 
interneuronas que carecen de elemento conductor –no tienen axón o lo tienen muy corto–. 
En estas neuronas las señales de entrada se suman y se propagan pasivamente a las 
zonas terminales, en las que pueden modificar directamente la liberación de transmisores. 
Otras células no tienen un potencial de membrana de reposo estable, por lo que se activan 
espontáneamente. 
Existen incluso células que teniendo una organización parecida pueden diferenciarse en 
detalles importantes a nivel molecular. La diversidad molecular proporciona a la neurona una 
gran variedad de umbrales, propiedades de excitabilidad, y patrones de activación. Por lo 
cual, las neuronas que poseen distintos moléculas pueden codificar la misma clase de 
potenciales sinápticos a distintos patrones de activación, y por lo cual podrán codificar y 
transportar señales distintas. 
Las neuronas difieren también en sus transmisores químicos y en sus receptores. De hecho, 
los distintos fármacos que actúan en el sistema nervioso a menudo modifican la transmisión 
sináptica. Estas diferencias tienen una importancia fisiológica para el funcionamiento en un 
momento dado. También ayudan a que una enfermedad concreta ataque a un tipo de 
neuronas, pero no a otras. Ciertas enfermedades afectan sólo a las motoneuronas, mientras 
que otras inciden primariamente sobre las neuronas sensoriales. La enfermedad de 
Parkinson, un trastorno motor, daña a una población local de interneuronas que utilizan 
dopamina como transmisor químico. Algunas enfermedades son específicas incluso dentro 
de la neurona: algunas afectan solamente a los elementos receptores, mientras que otras al 
cuerpo celular y otras al axón. De hecho, dado que hay muchos tipos celulares, y cada tipo 
tiene componentes distintos a nivel molecular, el sistema nervioso puede ser atacado por 
más enfermedades, neurológicas y psiquiátricas, que ningún otro órgano del cuerpo12. 
 
                                               
 
 
12
 En el Capítulo 4 estudiaremos qué efectos tiene para la propagación de información en redes locales de células 
nerviosas los daños ocasionados en las neuronas o en sus conexiones dendrítico-axónicas.  
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A pesar de estas diferencias, las propiedades básicas de la comunicación eléctrica son 
parecidas en todas las células nerviosas. Dado el gran número de neuronas distintas 
presentes en el cerebro, esta sencillez es una fortuna para aquéllos que estudian el cerebro. 
Si comprendemos en detalle los mecanismos moleculares que producen señales en una 
clase dada de células, habremos avanzado en gran medida en el camino de la comprensión 
de estos mecanismos en cualquier otra clase de neuronas. 
1.2.4. La complejidad de las interconexiones neuronales 
Se conoce que en animales invertebrados, y en algunos vertebrados inferiores, una célula 
aislada puede iniciar una secuencia comportamental compleja. Sin embargo, y hasta donde 
sabemos, en el cerebro humano no existe una sola de estas funciones complejas que se 
inicie por una neurona aislada. Más bien, cada conducta se origina a partir de la actividad de 
muchas células. La mediación nerviosa en la conducta se subdivide en tres aspectos 
distintos: aferencia sensorial, procesamiento intermediario, y eferencia motora. Cada uno de 
estos componentes de la conducta a menudo requiere la actividad de varios sistemas 
paralelos de grupos neuronales. La utilización de varios grupos neuronales, o de varias vías 
para transportar la información de características parecidas se denomina procesamiento en 
paralelo. El procesamiento en paralelo adquiere sentido como estrategia evolutiva destinada 
a la construcción de un cerebro más potente al incrementar no sólo la riqueza sino la 
fiabilidad de una función dentro del sistema nervioso central13. 
De todas formas, hoy en día se sabe que una de las estrategias claves utilizada por el 
sistema nervioso es la localización de las funciones14. Algunos aspectos específicos del 
procesamiento de la información se restringen a regiones particulares del cerebro. Por 
ejemplo, la información de cada uno de los sentidos se procesa en regiones distintas en las 
que las conexiones sensoriales representan un mapa preciso de la superficie corporal 
apropiada –la piel, los tendones y articulaciones, la retina, la membrana basilar de la cóclea 
(audición), o el epitelio olfatorio (olfato)–. Los músculos y los movimientos se representan 
también como una disposición ordenada de las conexiones. Por tanto, el cerebro contiene, 
                                               
 
 
13
 Demostraremos los beneficios del procesamiento paralelo en el Capítulo 4 (véase la sección 4.3). 
14
 Actualmente se sabe que esto es así y se ha demostrado, mediante modernas técnicas de neuroimagen que el 
cerebro consta de diversas regiones, cada una de ellas especializada en diferentes funciones. Por ejemplo, se 
sabe que el lenguaje y otras funciones cognitivas están localizadas en el córtex cerebral (véase [76]). 
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al menos, dos tipos diferentes de mapas o representaciones: uno para las percepciones 
sensoriales, y el otro para las órdenes motoras. Los dos tipos de mapas se interconectan 
entre sí de un modo que todavía no se conoce totalmente. 
Las neuronas que constituyen estas representaciones, tanto las motoras como las 
sensoriales o las interneurales, no difieren básicamente en sus propiedades eléctricas. Las 
neuronas que tienen propiedades similares ejercen diferentes funciones, debido a las 
conexiones que tienen en el sistema nervioso. Estas conexiones, que se establecen durante 
el desarrollo del cerebro, determinan el papel de la neurona en la conducta. La comprensión 
actual de cómo se procesa la información y de cómo los componentes de un proceso mental 
se representan en el cerebro, se limita a unas pocas regiones. En éstas, sin embargo, es 
evidente que las funciones o las operaciones lógicas de una representación sólo pueden ser 
comprendidas mediante la descripción del flujo de información a través de las conexiones 
del circuito. 
La importancia de unas conexiones numerosas y altamente específicas se reconoce, hoy en 
día, por los científicos que intentan construir modelos computacionales de la función 
encefálica. Los científicos que trabajan en este campo, conocido como inteligencia artificial, 
utilizaron inicialmente modelos de procesamiento serial para simular funciones cognitivas 
superiores del cerebro –procesos como el reconocimiento de patrones, la adquisición de 
información nueva, la memoria o la ejecución motora–. Llegaron muy pronto a la conclusión 
de que aunque estos modelos resolvían bastante bien ciertos problemas, incluyendo 
algunas tareas difíciles como jugar al ajedrez, funcionaban lenta y pobremente en otras que 
el cerebro ejecuta muy rápidamente, como el reconocimiento inmediato de caras, o la 
comprensión del habla15. 
A resultas de estos hallazgos, la mayoría de los neurobiólogos computacionales que 
modelaban las funciones neurales cambiaron los sistemas seriales por otros sistemas con 
elementos distribuidos en paralelo, que denominaron modelos conexionistas. En estos 
modelos los elementos computacionales distribuidos a todo lo largo del sistema, procesan 
información parecida o relacionada de forma simultánea. Los resultados preliminares 
                                               
 
 
15
 En mayo de 2009 tuvimos la posibilidad de ver en el Concurso Internacional de Robótica JET al robot REEM-B 
de la empresa catalana PAL Robotics. Este robot –el segundo más avanzado del mundo– ya era capaz de 
reconocer caras con sistemas de inteligencia artificial sofisticados, aunque a una velocidad aún muy por debajo 
de la de cualquier persona. 
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obtenidos con estos modelos son frecuentemente coherentes con los estudios fisiológicos. 
Los elementos individuales del modelo no transmiten cantidades grandes de información. La 
complejidad de las conexiones entre los numerosos elementos, y no la de los componentes 
individuales, es la que hace posible el procesamiento de la información compleja. Las 
neuronas individuales ejecutan cómputos importantes porque están conectadas entre sí, y 
organizadas de diversas maneras. Este cableado puede modificarse durante el desarrollo, y 
posteriormente durante el aprendizaje. Es esta plasticidad en las relaciones entre las 
unidades relativamente homogéneas del sistema nervioso la que nos proporciona la 
individualidad. 
Recientes hallazgos en el campo de la teoría de redes, una disciplina de las matemáticas, 
han permitido a los científicos caracterizar la topología de las redes neuronales con modelos 
matemáticos denominados modelos de redes complejas. En estos modelos los elementos 
interaccionan entre sí de forma particular para generar conductas complejas, como las que 
se dan en el cerebro (Figura 12). En nuestro estudio utilizaremos estos descubrimientos 
para diseñar una red compleja de neuronas electrónicas estructuralmente similar a las redes 
locales de células nerviosas que encontramos en el sistema nervioso central. 
 
Figura 12: Análisis del cerebro con redes complejas. (Tomado de Bullmore y Sporns, 2009).
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2. La neurona electrónica 
En el Capítulo 1 tuvimos la oportunidad de repasar algunos conceptos relacionados con la 
neurociencia. Aprendimos qué son las células nerviosas, cuáles son sus funciones, qué 
tipos hay, qué forma tienen, y cómo se organizan entre sí para generar conductas 
complejas. Posteriormente, describimos el modelo fisiológico estándar de una neurona, 
donde aprendimos algo más sobre sus distintas regiones funcionales. Finalmente, entramos 
en detalles fisiológicos para conocer algunas de las propiedades eléctricas de la membrana 
celular, de las señales locales y de las señales transmisibles –los potenciales de acción– 
que hacen posible la comunicación entre las neuronas. 
Siguiendo la misma línea, en el presente capítulo describiremos la función (2.1), la forma 
(2.2) y las propiedades eléctricas (2.3) de nuestros circuitos discretos excitables, que 
compararemos continuamente con las de las células nerviosas. Llegados a este punto 
esperamos que el lector comprenda por qué hemos querido identificar a nuestros circuitos 
con el nombre de neuronas electrónicas. Por último, en la sección 2.4 hablaremos de 
algunos de los detalles técnicos que hacen posible que exista esta semejanza con las 
neuronas reales. 
2.1. Descripción funcional 
Las células nerviosas constan de cuatro regiones: el componente receptor, el componente 
integrador, el componente conductor y el componente emisor. Cada una de estas regiones 
tiene una función distinta en el génesis de señales. A estas funciones las llamamos 
funciones intracelulares porque tienen lugar en el interior de las neuronas.  
Por otro lado, para que las señales generadas permitan llevar a cabo conductas complejas 
es necesario que las células nerviosas se organicen de una determinada manera según su 
función; que puede ser la de captar un estímulo físico, la de reproducir un mensaje o la de 
inervar a un músculo, por citar algunos ejemplos. A estas otras funciones las llamamos 
funciones intercelulares porque son fruto de la comunicación entre células nerviosas. 
En esta sección veremos las similitudes que existen entre las neuronas reales y nuestras 
neuronas electrónicas en lo que a funciones intra (2.1.1) e intercelulares (2.1.2) se refiere. 
2.1.1. Funciones intracelulares 
Igual que en el modelo fisiológico estándar descrito en el Capítulo 1, nuestra neurona consta 
de las cuatro regiones funcionales necesarias para el génesis de señales. Estas regiones se 
ilustran esquemáticamente en la Figura 13. 
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2.1.1.1. El componente receptor 
El componente receptor constituye la primera etapa de las neuronas electrónicas e, igual 
que las dendritas en las neuronas del modelo fisiológico estándar, su función es la de captar 
señales del exterior y llevarlas hasta el componente integrador. Estas señales del exterior 
pueden ser o bien señales procedentes de un estímulo sensorial (potenciales receptores) o 
bien señales procedentes de otras neuronas (potenciales sinápticos). 
2.1.1.2. El componente integrador 
La segunda etapa de nuestras neuronas electrónicas es la formada por el componente 
integrador, que llamaremos soma por analogía con las neuronas reales. Se trata de la etapa 
más compleja del diseño y consta de tres partes: una entrada, un núcleo y una salida, 
(Figura 14). 
 
 
La entrada, de manera similar a la membrana celular de las neuronas reales, tiene la función 
de integrar (o sumar) las señales locales (potenciales receptores y sinápticos) procedentes 
de la etapa anterior (dendritas). 
Figura 14: Etapas del soma de una neurona electrónica. 
 
 
Soma electrónico 
Entrada Salida Núcleo 
Potencial Receptor 
Potencial Sináptico Sentido del flujo de información intrasomático 
Potencial de 
Acción 
Figura 13: Regiones funcionales de la neurona electrónica para el génesis de señales. 
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Sentido del flujo de información 
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postsináptica 
Integrador Receptor Conductor Emisor 
Neurona 
presináptica 
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La señal sumada llega entonces al núcleo que, igual que el núcleo celular de las neuronas 
reales, evalúa si la amplitud supera o no un cierto umbral (el umbral de activación). En caso 
de superarlo la neurona se activa emitiendo una respuesta no lineal (el potencial de acción), 
y en caso contrario permanece en reposo. 
La salida se asemeja a la zona de activación celular de las neuronas reales, porque en 
ambas se inicia la propagación de los potenciales de acción. Nuestra salida, además, es la 
responsable de la unidireccionalidad de las señales eléctricas y, por tanto, la que nos 
permite cumplir con el principio de polarización dinámica de Ramón y Cajal. 
2.1.1.3. El componente conductor 
Igual que el axón de las neuronas reales, nuestro componente conductor tiene la función de 
propagar sin pérdidas los potenciales de acción desde el integrador hasta el emisor. Sin 
embargo, la propagación sin pérdidas no se consigue a base de regeneraciones en nodos 
de Ranvier, sino que es un resultado intrínseco del diseño electrónico (véase la sección 
2.2.3). 
2.1.1.4. El componente emisor 
El componente emisor tiene la misma función que los terminales sinápticos en las neuronas 
reales, en el sentido de que ambos constituyen los puntos donde tiene lugar el intercambio 
de información entre neurona presináptica y neurona postsináptica. Pero con la diferencia de 
que en nuestras neuronas el intercambio se lleva a cabo a través de un contacto eléctrico y 
no a través de una hendidura sináptica con liberación de transmisores químicos. 
El resumen de las funciones intracelulares de las neuronas electrónicas se recoge en la 
Tabla 2. 
Tabla 2: Resumen de las funciones intracelulares de las neuronas electrónicas 
Región funcional Función intracelular 
Receptor Recibir las señales procedentes del exterior. 
Integrador 
1. Sumación de señales procedentes del receptor. 
2. Evaluación del umbral para decidir la activación de los potenciales de acción. 
3. Iniciar la propagación de potenciales de acción y asegurar la unidireccionalidad. 
Conductor Propagación de los potenciales de acción desde el integrador hasta el emisor. 
Emisor Punto de contacto eléctrico para la comunicación interneuronal. 
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2.1.2. Funciones intercelulares 
Gracias a las funciones intracelulares vistas en el apartado anterior, nuestras neuronas 
electrónicas son capaces de generar señales para comunicarse entre sí. Sin embargo, para 
llevar a cabo conductas complejas es necesario algo más, es necesaria una cierta 
organización de acuerdo con el principio de especificidad de las conexiones de Ramón y 
Cajal. Según este principio, las neuronas no interactúan de forma indiscriminada sino que 
cada una de ellas cumple un rol específico dentro de la red. Estos roles pueden ser tres: el 
envío, la reproducción y la interpretación de mensajes codificados. 
Las neuronas electrónicas que se ocupan de enviar mensajes codificados al resto de las 
neuronas de la red reciben el nombre de neuronas sensoriales. Las que únicamente tienen 
la función (intercelular) de reproducirlos se denominan interneuronas. Y las responsables de 
interpretarlos son las motoneuronas. 
En el Capítulo 4 observaremos que nuestra red está formada por una única neurona 
sensorial16, treinta interneuronas y veinte motoneuronas. Sin embargo, la flexibilidad de 
nuestro diseño permite múltiples combinaciones funcionales diferentes.  
En nuestro estudio estamos interesados en caracterizar el comportamiento de una red local 
de células nerviosas del sistema nervioso central de los vertebrados, concretamente del 
sistema sensorial-motor. En este tipo de sistemas a menudo encontramos que determinados 
músculos son activados por la inervación no ya de una motoneurona, sino por un conjunto 
de ellas17 [64].  
Estas motoneuronas reciben mensajes codificados de una neurona sensorial por muy 
diferentes caminos. Cuando los caminos de unión son de longitud unitaria y entre la neurona 
sensorial y motora no hay más que un salto sináptico, se dice que la conexión entre ellas es 
monosináptica. Por otro lado, si en el camino que va de la neurona sensorial a la motora 
intervienen una, o más de una, interneurona de manera que ya no hay un salto sináptico 
entre ellas sino varios, se dice que la conexión es polisináptica.  
                                               
 
 
16
 La neurona sensorial que utilizamos en nuestros experimentos es diferente al resto de neuronas de la red. Se 
trata de un sencillo circuito de estimulación compuesto únicamente de componentes pasivos. El lector podrá 
encontrar toda la información relacionada con este circuito en el Anexo II. 
17
 En la literatura se utiliza el término anglosajón motorneurons pool para describir a estas conexiones. 
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En caso que nos ocupa, nuestras neuronas electrónicas se comunican entre sí la mayoría 
de veces por medio de conexiones polisinápticas, pero en ocasiones también por 
monosinápticas. La monosinapsis se da en muchos circuitos neuronales encargados de 
procesar actos reflejos [76], como el reflejo patelar mencionado en el Capítulo 1. 
Las funciones intercelulares de nuestras neuronas se resumen en la Tabla 3: 
Tabla 3: Resumen de las funciones intercelulares de las neuronas electrónicas 
Tipo de neurona Función intercelular 
Sensorial 
Recibir las señales procedentes del exterior de la red (estímulos sensoriales). 
Emitir un mensaje codificado con potenciales de acción. 
Interneurona Reproducir los mensajes codificados. 
Motoneurona 
Interpretar los mensajes codificados enviados por la neurona sensorial. 
Inervar un músculo. 
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2.2. Descripción morfológica 
En esta sección describiremos las características morfológicas de la neurona electrónica e, 
igual que antes, las relacionaremos con las de una célula nerviosa real. Veremos que 
muchas analogías han sido buscadas para los objetivos de este proyecto, mientras que 
otras son pura casualidad18. No obstante, tanto en un caso como en el otro creemos que es 
didáctico analizarlas.  
En la Figura 15 podemos ver cuán semejante (o diferente) es la forma de una neurona real y 
una de nuestras neuronas electrónicas. 
 
 
 
 
 
 
 
 
 
 
 
                                               
 
 
18
 Recuerde el lector que no es objeto de este estudio diseñar una neurona electrónica fiel a la realidad. Ya 
existen en la literatura circuitos electrónicos con este fin, como el modelo electrónico de membrana de Lewis de 
1964, basado en las ecuaciones de Hodgkin y Huxley; el modelo neuronal también de Lewis de 1968, que añadía 
las teorías de Eccles de la transmisión sináptica; el modelo de membrana de Roy de 1972, el primero en usar 
transistores FET; o más recientemente los modelos de Mahowald de 1992, los primeros en integrarse en chips. 
Más información en [88].  
 
Figura 15: Neurona bilógica versus neurona electrónica 
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En la Figura 16 observamos las regiones receptora (1), (2), integradora (3), (4) y (5), 
conductora (6) y emisora (7) de la neurona electrónica. En esta sección detallaremos la 
morfología de cada una de ellas comparándolas con las reales. 
 
 
Figura 16: Morfología de las cuatro regiones funcionales de las neuronas electrónicas: recepción (1) y (2), 
integración (3), (4), (5), conducción (6) y emisión (7). 
  
2.2.1. El componente receptor: las dendritas electrónicas 
En la figura anterior observamos que nuestra neurona electrónica puede llegar a tener un 
máximo de siete dendritas, representadas cada una de ellas por cables eléctricos (no 
visibles en la Figura 16) conectados a siete pines de entrada. Esta flexibilidad en el diseño 
permite emular la forma de las células unipolares, bipolares e incluso multipolares, tal como 
las clasificó Ramón y Cajal (véanse las pp. 27-33).  
En el Capítulo 4 veremos que nuestra red está formada por veinte neuronas unipolares, 
veintiuna bipolares y diez multipolares. 
Los siete pines de entrada se dividen en dos clases: Los seis primeros (1) se utilizan para 
conectar a las neuronas electrónicas entre sí, y el último (2) se utiliza para conectarlas con el 
circuito de estimulación. Por analogía con las células nerviosas reales, a los primeros los 
llamamos dendritas basales y al último dendrita apical.  
La dendrita apical constituye la principal diferencia entre las células nerviosas piramidales y 
las células nerviosas estrelladas (véase la Figura 17). 
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Las neuronas piramidales (Figura 17-A) reciben su nombre de la forma triangular irregular 
de su cuerpo celular. En estas células las dendritas emergen tanto del ápex (la dendrita 
apical) como de la base (dendritas basales)19. Por su parte, las neuronas estrelladas se 
caracterizan por tener muchas ramificaciones dendríticas alrededor del soma, dándole esa 
apariencia de estrella que se observa en la Figura 17-B. 
 
Figura 17: Neuronas tintadas por el método de Golgi. A) Neurona piramidal. B) Neurona estrellada 
En nuestra red disponemos de un total de seis neuronas piramidales y cuarentaicuatro 
estrelladas. Mientras que las primeras están en contacto directo con la neurona sensorial a 
través de la dendrita apical –formando el primer estadio de la propagación de la 
información–, las segundas interactúan entre sí a través de sus dendritas basales.  
2.2.2. El componente integrador: el soma electrónico 
El componente integrador de nuestras neuronas (el soma electrónico) tiene siempre la 
misma forma para facilitar la fabricación en serie (véase Anexo II), independientemente de si 
se comporta como una neurona piramidal o como una neurona estrellada. El adjetivo 
piramidal o estrellada no hace referencia aquí a la forma somática como sucede con las 
células nerviosas reales, sino al hecho de tener o no tener la dendrita apical conectada al 
circuito de estimulación.  
                                               
 
 
19
 Es común encontrar neuronas piramidales en el hipocampo y a lo largo del córtex cerebral. 
Dendrita apical 
Dendritas basales 
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Las tres partes que constituyen el soma –entrada (3), núcleo (4) y salida (5)– están visibles 
en la Figura 16 (véase la sección 2.1.1.2). 
2.2.3. El componente conductor: el axón electrónico 
La neurona electrónica, igual que las neuronas reales, consta de un único componente 
conductor (axón) que crece a partir de la última etapa somática (el cono de arranque 
axónico). Este axón está representado en nuestros circuitos por una pista de cobre que, 
igual que los axones de las redes locales reales, tiene escasos milímetros de longitud. Sin 
embargo, su diámetro de 600 µm es unas 30 veces superior al máximo real (véanse las pp. 
27-33). 
El cobre ejerce la función de los nodos de Ranvier al permitir que las señales transmisibles 
(los potenciales de acción) lleguen a su destino a gran velocidad, sin interrupciones ni 
distorsiones. Por su parte, la fibra de vidrio epoxi que lo rodea ejerce la función de las 
células gliales al aislarlo del resto del circuito.  
2.2.4. El componente emisor: los terminales electrónicos 
El componente emisor de la neurona electrónica está formado por seis terminales sinápticos 
representados en la Figura 16 por seis pines de salida (6).  
El contacto eléctrico de estos pines de salida con los pines de entrada (1) de cualquier otra 
neurona electrónica es lo que permite la propagación de información a través de la red. 
Dicho contacto se realiza por medio de un cable eléctrico con dos cabezales hembra (véase 
la sección 2.4). 
A continuación, en la Figura 18 mostramos esquemáticamente las principales características 
morfológicas de las neuronas de nuestra red, descritas en los párrafos precedentes. 
  
 
 
 
  
Figura 18: Esquema morfológico de las neuronas electrónicas, donde podemos ver las siete 
dendritas (seis basales y una apical), el cuerpo celular formado por una membrana (entrada), 
un núcleo y un cono de arranque axónico (salida), y finalmente el axón con sus seis terminales 
presinápticos. 
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2.3. Descripción de las propiedades eléctricas 
Como sabemos del Capítulo 1, las propiedades eléctricas de las células nerviosas son las 
causantes de la generación y de la propagación de las señales en el sistema nervioso. Dada 
su relevancia, creemos necesario dedicar esta sección a discutirlas brevemente. 
Empezaremos describiendo cuáles son las propiedades interesantes para nuestro estudio y 
cuáles no, teniendo en cuenta el objetivo del mismo (2.3.1). En los dos apartados siguientes 
explicaremos cómo alimentar (2.3.2) y cómo estimular (2.3.3) a una de nuestras neuronas 
electrónicas para poder caracterizar tanto su umbral de activación (2.3.4) como su respuesta 
en forma de potenciales de acción (2.3.5). Para acabar, en el apartado 2.3.6 mostraremos la 
característica estática de nuestro circuito como parte de su identificación. 
2.3.1. Propiedades eléctricas 
En este Proyecto Final de Carrera nuestro objetivo es estudiar la propagación de 
información en una red compleja de neuronas electrónicas. Luego, de todas las propiedades 
eléctricas de las células nerviosas vistas hasta el momento (véanse las pp. 36-38) la única 
que realmente nos interesa es la señal transmisible –el potencial de acción–, pues es la que 
permite a nuestras neuronas interactuar entre sí para llevar a cabo lo que en el Capítulo 4 
interpretaremos como conductas complejas y, más concretamente, como acciones motoras 
frente a un estímulo sensorial. 
Así pues, a diferencia de las neuronas reales, las nuestras se caracterizan por no tener 
potencial de membrana de reposo o, si se quiere, por tener un potencial de membrana de 
reposo nulo. Este potencial de membrana de reposo, además, no se ve afectado por 
fenómenos como la despolarización o la hiperpolarización de las células reales, en las que 
es más o menos probable la generación de potenciales de acción respectivamente, debido a 
reducciones o a aumentos del umbral de activación.  
En nuestras neuronas el umbral de activación es el que es, no es un umbral buscado 
durante el diseño, sino que es intrínseco al sistema electrónico que hemos diseñado (véase 
el apartado 2.3.2). Si se quiere un umbral diferente hay que cambiar las condiciones 
experimentales (véase la sección 4.1 del Capítulo 4), ya sea incrementando la frecuencia de 
trabajo, inyectando ruido externo o alimentando con tensiones diferentes a los elementos 
activos del circuito…, pero una vez elegidas las condiciones experimentales, el umbral es 
único para todas las neuronas de la red. 
Finalmente, como ya hemos explicado, las células nerviosas reales pueden ser o bien 
excitadoras o bien inhibidoras. Las primeras se caracterizan por ayudar a las neuronas 
postsinápticas a «disparar», mientras que las segundas se caracterizan por intentar 
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impedirlo. En nuestro estudio todas las neuronas son excitadoras porque nos interesa 
propagar señales en un medio discreto excitable en el que todas se activen. Sin embargo, 
en el futuro sería interesante extrapolar nuestros resultados a redes neuronales con 
excitación e inhibición. 
2.3.2. Alimentación 
La neurona electrónica, concretamente el componente integrador de la misma, está formada 
por elementos activos que requieren de tensión continua para funcionar. Para alimentarlos 
es necesario conectar nuestras neuronas electrónicas en un circuito de alimentación como 
el de la Figura 19. Los detalles técnicos de este circuito se recogen en el Anexo II. 
 
Figura 19: Fotografía del circuito de alimentación. 
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El circuito de alimentación es un bus circular (1) que transporta tensión continua hacia cada 
uno de los conectores de alimentación (2) de las cincuenta neuronas electrónicas. La 
tensión continua se le suministra a través de la bornera de alimentación (3) que debemos 
conectar a una fuente de tensión. 
2.3.3. Estimulación 
Una vez hemos alimentado a la neurona electrónica, es necesario estimularla. Para ello 
disponemos de un circuito de estimulación como el de la Figura 20. Los detalles técnicos de 
este circuito se recogen en el Anexo II. 
 
Figura 20: Fotografía del circuito de estimulación 
El diagrama unifilar de este circuito (realizado en PSPICE) se ilustra en la Figura 21. 
Obsérvese que se trata de un sencillo circuito formado por cinco componentes pasivos: tres 
resistencias (2), (4) y (6), un condensador (3) y un diodo rectificador (5). 
 
 
Figura 21: Esquema unifilar del circuito de estimulación. 
El funcionamiento del circuito es el siguiente: en primer lugar, lo conectamos a un generador 
de señales a través de su pin de entrada (1), por donde introducimos una señal cuadrada 
periódica como la de la Figura 22-A (véase también en la Figura 21 el punto de medida 
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verde de esta señal). Acto seguido, el subcircuito  actúa como derivador de la señal 
proporcionando una respuesta como la de la Figura 22-B. A continuación, el diodo 
rectificador (5) se encarga de filtrar la componente negativa de la señal, permitiendo obtener 
pulsos de tensión positivos a la misma frecuencia que la señal de entrada (Figura 22-C). 
Estos son finalmente introducidos en la neurona electrónica a través del pin de salida (7) del 
circuito de estimulación. 
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Figura 22: Resultados de la simulación del circuito de estimulación con PSPICE. A) Señal cuadrada 
(estímulo sensorial) a introducir en el circuito de estimulación. B) Señal derivada en el subcircuito . 
C) Señal filtrada con el diodo rectificador. 
C) 
B) 
A) 
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Como podemos apreciar de los párrafos precedentes, la función del circuito de estimulación 
es parecida a la de una neurona sensorial real. Igual que en éstas nuestro circuito capta un 
estímulo sensorial del exterior (señal cuadrada) y emite un mensaje codificado en forma de 
potenciales de acción (pulsos de tensión positivos). Este mensaje es luego interceptado por 
las neuronas electrónicas que a él se conectan con la única función de reproducirlo 
(interneuronas). Reproducción tras reproducción el mensaje se va propagando por la red 
hasta llegar a su destino (las motoneuronas). Es entonces cuando el pool de motoneuronas 
interpreta el mensaje para inervar a un músculo (véase el Capítulo 4). 
Pero el parecido no termina aquí, la morfología del circuito de estimulación –con una entrada 
y una salida– nos recuerda a las células bipolares. En el Capítulo 1 vimos que muchas de 
las células nerviosas sensoriales eran también bipolares, es el caso de las células de la 
retina (véase Figura 5-B).  
Así pues, por su analogía en forma y función con las células nerviosas reales, al circuito de 
estimulación lo hemos querido llamar neurona sensorial de la red. 
2.3.4. Umbral de activación 
Por mucho que estimulemos a una neurona electrónica, ésta nunca se activará si no 
superamos un cierto valor de tensión llamado umbral de activación. El umbral de activación 
de nuestras neuronas electrónicas es de 500 mV para frecuencias de trabajo de 1 kHz 
(Figura 23).  
 
Figura 23: Umbral de activación de las neuronas electrónicas. Arriba: estímulo de 400 mV a 1 kHz (azul) y 
respuesta nula de la neurona (verde). Abajo: estímulo de 500 mV a 1 kHz (amarillo) y respuesta en forma 
de spikes de la neurona (rosa). 
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Aunque en nuestros experimentos siempre trabajaremos a 1 kHz (véase la sección 4.1), 
sabemos que el umbral de nuestras neuronas depende ligeramente de la frecuencia. A 
frecuencias menores el umbral disminuye ligeramente facilitando la activación de las 
neuronas, y a frecuencias mayores aumenta dificultando la activación de las mismas, tal 
como se muestra en la Figura 24. 
 
Figura 24: Umbral de activación de las neuronas electrónicas. Arriba: estímulo de 600 mV a 30 kHz (azul) y 
respuesta nula de la neurona (verde). Abajo: estímulo de 800 mV a 30 kHz (amarillo) y respuesta en forma 
de spikes de la neurona (rosa). 
 
2.3.5. Potencial de acción 
En el caso de que la amplitud del estímulo (su intensidad) supere el umbral de activación, la 
neurona electrónica emitirá una respuesta como la de la Figura 25. Compárese la forma de 
esta respuesta con el potencial de acción de la Figura 3 del Capítulo 1. El parecido es 
extraordinario, este es el motivo por el cual llamamos potenciales de acción a las respuestas 
de nuestros circuitos electrónicos. 
Sin embargo, el potencial de acción de nuestras neuronas electrónicas depende de la 
intensidad del estímulo (véase la sección siguiente), algo que, como vimos en el Capítulo 1, 
no sucede en las reales. Para una intensidad de estímulo de 1 V de amplitud, que es con la 
que trabajaremos normalmente en nuestros experimentos (sección 4.1), nuestro potencial 
de acción alcanza unos +350 mV (Figura 25), diez veces más que el valor correspondiente a 
las células nerviosas reales (Figura 3). 
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Figura 25: Potencial de acción de una neurona electrónica cuando es estimulada con una señal cuadrada 
de 1 V a 1 kHz. La amplitud del spike es , el ancho de pulso es  y la frecuencia 
es . 
En el potencial de acción de las células nerviosas reales existe lo que se llama periodo 
refractario, que se define como el intervalo de tiempo durante el cual la célula no es capaz 
de «disparar» un segundo potencial de acción. En nuestras neuronas electrónicas el periodo 
refractario lo definimos de forma aproximada como el ancho de la señal a la mitad de su 
amplitud máxima, .  
Igual que la amplitud, el periodo refractario de nuestros potenciales de acción depende 
ligeramente de la intensidad del estímulo. Para una intensidad de 1 V es aproximadamente 
de  (Figura 25). 
2.3.6. Característica estática 
En las secciones precedentes hemos visto muchas semejanzas entre nuestras neuronas y 
las neuronas reales, pero también muchas diferencias, como la dependencia del umbral de 
activación con la frecuencia, o la dependencia de la amplitud y el ancho de los potenciales 
de acción con la intensidad del estímulo. Como el lector puede imaginar, todas ellas 
(semejanzas y diferencias) son consecuencia de los componentes electrónicos que hemos 
elegido para nuestro diseño (véase la sección siguiente): componentes diferentes equivale a 
características diferentes.  
Así pues, una parte importante de todo diseño es la caracterización (o identificación) del 
circuito. La identificación es un área de la ingeniería de control que permite obtener modelos 
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abstractos de sistemas reales con el objetivo de estimar su respuesta frente a un estímulo, o 
de controlarlos. Para identificar correctamente un sistema, la identificación nos provee de 
múltiples herramientas, una de ellas es la característica estática del sistema.  
Para obtener la característica estática de la neurona electrónica es necesario estimularla 
con tensión continua, esperar a que la respuesta llegue a su estado estacionario y entonces 
medirla. Este proceso se repite tantas veces como precisión se desee variando en cada 
iteración la amplitud de la tensión continua, y debe hacerse tanto en sentido ascendente 
como en sentido descendente para verificar si existe histéresis en el circuito. 
Haciendo esto, se obtiene una gráfica como la de la Figura 26, en la cual observamos que 
hay tres zonas de trabajo diferentes: una zona muerta, una zona lineal y una zona de 
saturación. La existencia de estas tres zonas demuestra la no linealidad del circuito.  
En los experimentos del Capítulo 4 trabajaremos siempre en la zona lineal, porque para 
nuestro estudio nos interesa que la neurona responda, pero sin saturar (véase 4.1). Sin 
embargo para el Proyecto Final de Carrera de [47] es interesante el uso de la zona de 
saturación. 
 
Figura 26: Característica estática de la neurona electrónica. Obsérvese que la zona muerta va de  a 
 aproximadamente, lo cual indica que el umbral de activación a  (tensión continua) es 
menor que el de la Figura 23 a , y aún menor que el de la Figura 24 a . Obsérvese 
también que nuestras neuronas no presentan histéresis. 
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2.4. Descripción técnica 
En esta última sección describiremos brevemente las características técnicas de la neurona 
electrónica, explicando la función que cada uno de los elementos electrónicos tiene dentro 
del circuito. Para información más detallada véase el Anexo II. 
2.4.1. Elementos electrónicos 
En la Tabla 4 que presentamos a continuación se recogen todos los elementos electrónicos 
de los que consta nuestra neurona, así como sus valores característicos y las cantidades en 
que son necesarios. Además, en la Tabla 11 del Anexo II el lector podrá encontrar la marca, 
el modelo y una imagen representativa de cada de ellos. Finalmente, haciendo «click» sobre 
los identificadores numéricos de la columna izquierda podrá acceder a los datasheets que 
se adjuntan con el CD. Estos identificadores señalan en la Figura 27 a cada uno de los 
elementos de la neurona sobre la propia placa de circuito impreso. 
Tabla 4: Elementos de la neurona electrónica 
Id Tipo Valor Cantidad 
1 Resistencia 22 kΩ 10 
2 Amplificador Operacional TL082 3 
3 Diodo Zener 4.7 V 1 
4 Bobina 10 mH 1 
5 Condensador 10 nF 1 
6 Resistencia 270 Ω 3 
7 Condensador 1 nF 1 
8 Resistencia  220 Ω 1 
9 Conector de entradas 6 vías 1 
10 Conector de alimentación 6 vías 1 
11 Punta de test - 2 
12 Conector de salidas 6 vías 1 
13 Pin de estímulo 1 vía 1 
14 Zócalo del Amplificador 8 pines 3 
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Figura 27: Fotografía de la neurona electrónica 
 
2.4.2. Principio de funcionamiento 
Llegados a este punto el lector ya debe entender por qué motivo hemos querido denominar 
neurona a nuestro circuito electrónico. Sus semejanzas con las neuronas reales tanto en 
función y en forma, como en propiedades eléctricas, quedaron patentes en las secciones 
2.1, 2.2 y 2.3, respectivamente. Pero… ¿cómo lo hemos conseguido?, ¿qué elementos se 
han utilizado?, es decir, ¿cómo funciona la neurona electrónica? Estas son las preguntas 
que intentamos responder en los párrafos siguientes. Así pues, empecemos… 
La neurona electrónica consta de dieciocho elementos pasivos, tres activos y nueve 
conectores para formar un conjunto nada despreciable de treinta componentes electrónicos 
(véase la Tabla 4) soldados con tecnología SMD en una placa de circuito impreso de tan 
sólo . Para que el lector se haga una idea de lo reducidas que son las 
dimensiones basta con mencionar que un teléfono móvil moderno mide en promedio 
. 
La alimentación de los elementos activos (2) de la neurona se realiza conectando (10) al 
circuito de alimentación descrito en la sección 2.3.2.  
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La estimulación de la neurona electrónica se puede llevar a cabo a través de su dendrita 
apical (13) o a través de sus dendritas basales (9). En caso de estimularla a través de la 
apical debemos conectar (13) al circuito de estimulación descrito en la sección 2.3.3, 
mientras que en caso de hacerlo a través de las basales (9) debemos conectarla a los 
terminales sinápticos (12) de otra neurona electrónica.  
En el primer caso se comporta como una célula nerviosa piramidal, mientras que en el 
segundo lo hace como una célula nerviosa estrellada (véase la sección 2.2). Si recibe un 
solo estímulo se comporta como una célula unipolar y si recibe más de uno como una 
multipolar. 
La integración de los estímulos se lleva a cabo en la entrada del soma electrónico gracias a 
la acción de un subcircuito sumador no inversor (véase la Figura 28-A), formado por dos 
amplificadores operacionales conectados en cascada e integrados en un chip TL082 (2). 
Las resistencias de 22 kΩ (1) conectadas tanto en la realimentación como en la entrada 
inversora de los operacionales les proporciona una ganancia unitaria, mientras el diodo 
zener (3) evita su saturación a la vez que filtra los picos de tensión negativa entrantes en el 
circuito. 
La señal sumada llega entonces al componente principal de la neurona electrónica: su 
núcleo, que está formado por un oscilador  no lineal llamado circuito de Chua20 (Figura 
28-B). Este pequeño circuito consta de cuatro elementos pasivos (una resistencia (6), una 
bobina (4) y dos condensadores (5) y (7)), además de un elemento activo conocido como 
diodo de Chua, que no es más que un convertidor de resistencia negativa controlado por 
tensión. Este convertidor consta de un amplificador operacional (2), de dos resistencias de 
270 Ω (6) y de una resistencia de 220 Ω (8), conectadas como se ilustra en la Figura 28-B.  
Si al pasar por al núcleo la intensidad de la señal es superior al umbral de activación (véase 
la sección 2.3.4), el circuito de Chua se excita y oscila, generando una respuesta no lineal 
en forma de potencial de acción como la mostrada en la Figura 25. Este potencial de acción 
es entonces copiado en la salida del soma electrónico gracias a un subcircuito seguidor de 
                                               
 
 
20
 El circuito de Chua es un famoso circuito electrónico creado a finales de los  años 80 con el objetivo de estudiar 
el caos. En el Anexo I el lector podrá encontrar toda la información técnica necesaria para desarrollar un circuito 
de Chua como el que utilizamos en el núcleo de nuestras neuronas.  
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tensión (Figura 28-C) formado por un único amplificador operacional (2) con realimentación 
negativa unitaria.  
Una vez copiado, el potencial de acción fluye, sin distorsiones ni interrupciones, a través del 
axón de la neurona electrónica (pista de cobre) hacia los pines del conector de salida (13) 
(terminales presinápticos).  
 
 
 
 
 
 
Figura 28: Esquema unifilar de la neurona electrónica. Con los mismos colores usados en la Figura 14 
mostramos las tres partes del soma electrónico: A) entrada (azul), B) núcleo (rojo) y C) salida (negro). 
La comunicación entre neuronas se realiza conectando un cable eléctrico entre los 
terminales sinápticos (13) de la neurona presináptica y las dendritas basales (9) de la 
neurona postsináptica.  
Es en este último punto donde se cierra el ciclo de propagación intracelular de la señal para 
dar paso al ciclo de propagación intercelular a través de la red, donde la organización es 
esencial para que el mensaje enviado desde la neurona sensorial (circuito de estimulación) 
sea correctamente interpretado por las neuronas motoras. 
En el Capítulo 3 estudiaremos cómo debe ser esta organización neuronal para que la 
propagación de las señales a través de la red sea lo más eficiente posible. Para ello, 
haremos un breve repaso a los modelos matemáticos de las redes complejas, mientras 
aprendemos a caracterizarlas usando herramientas propias de la teoría de grafos. 
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3. Conceptos básicos de Redes Complejas 
En la última década la teoría de redes –un área de la teoría de grafos y de la combinatoria– 
ha experimentado un enorme crecimiento debido al desarrollo de nuevos modelos 
matemáticos para describir las propiedades estructurales de las redes complejas (véase la 
sección 3.3). Las redes complejas abundan en la naturaleza a todos los niveles, 
describiendo toda clase de fenómenos físicos [7]. Científicos de todo el mundo han 
estudiado sus propiedades en redes de regulación genética o en redes de proteínas a nivel 
microscópico, y en redes sociales o de comunicación a nivel macroscópico, por citar tan sólo 
algunos ejemplos21. Por supuesto, las redes de células nerviosas no son una excepción 
[126].  
El físico Peter Coveney llama al cerebro «la catedral de la complejidad». Sin embargo, hasta 
«el sistema más complejo del universo» podemos describirlo mediante una red compleja. Y 
si podemos describirlo mediante una red compleja, entonces podemos analizarlo con las 
herramientas matemáticas que nos ofrece la teoría de grafos. 
En este capítulo repasaremos algunos de los conceptos de la teoría de grafos útiles para la 
neurociencia. No pretendemos entrar en detalles matemáticos ni hacer rigurosas 
demostraciones, sólo estamos interesados en aprender a caracterizar topológicamente una 
red local de células nerviosas. El lector interesado en profundizar sobre el estudio de redes 
complejas podrá encontrar información más específica en las siguientes referencias: [5], 
[101], [48] y [20]. 
  
 
 
 
                                               
 
 
21
 Existen otros muchos ejemplos, uno de los más curiosos es el de la red de súper héroes del Universo Marvel, 
con más de 5.000 personajes distintos, en la que spiderman resulta ser el héroe más popular con la mayor 
conectividad [4]. 
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3.1. Características de las redes de neuronas 
Para poder analizar matemáticamente nuestra red de células nerviosas es necesario que la 
representemos como un grafo . Los grafos se componen exclusivamente de nodos o 
vértices  –que serán nuestras neuronas– y de enlaces  –que serán las conexiones 
sinápticas entre ellas–. 
Existen muchos tipos de grafos (véase [2]), pero para describir correctamente nuestra red 
nos centraremos en aquéllos que reúnan las siguientes características: 
3.1.1. Los enlaces de la red son dirigidos 
De acuerdo con el principio de polarización dinámica de Ramón y Cajal, visto en la sección 
1.1.1, las señales se propagan en un único sentido bien definido. Luego, los grafos que 
representen nuestro sistema deben tener enlaces dirigidos22 que vayan de una neurona 
fuente a una neurona sumidero.  
3.1.2. Los enlaces de la red no tienen peso 
Existen redes que se describen satisfactoriamente con grafos pesados donde los enlaces, 
además de unir dos nodos, tienen asociado un peso. En el caso de las redes neuronales 
este peso representa a menudo la intensidad de acoplamiento entre dos neuronas, cuyas 
variaciones se cree que son la fuente de la plasticidad del cerebro y, por tanto, de nuestra 
capacidad de aprender. Sin embargo, para estudiar la propagación de información nos es 
suficiente con conocer cuando dos neuronas se comunican entre sí, sin entrar en si lo hacen 
con mayor o menor intensidad. Este es el motivo por el cual ignoramos los pesos y usamos 
grafos binarios. 
3.1.3. Los enlaces entre neuronas son simples 
En las redes de células nerviosas hay más conexiones sinápticas que neuronas y esto a 
menudo provoca que entre dos pares de células haya más de una conexión. Los grafos que 
describen este tipo de interacciones reciben el nombre de grafos de conexiones múltiples o 
                                               
 
 
22
 Los grafos dirigidos también se conocen en inglés como digraphs o directed graphs. El lector podrá encontrar 
más información si busca estos términos. 
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también multigrafos. Sin embargo, en una red local sensorial como la nuestra podemos 
asumir que el número de conexiones será bajo y que entre dos neuronas no habrá más de 
una conexión sináptica. Luego, nuestra red estará formada por un grafo de conexiones 
simples. 
3.1.4. Los enlaces son siempre excitadores 
Como vimos en el Capítulo 1 además de las neuronas excitadoras descritas en el modelo 
fisiológico estándar, existen las neuronas inhibidoras. Recuérdese que recibían este nombre 
por su mayor dificultad a la hora de originar una señal transmisible debido al fenómeno de 
hiperpolarización. Aunque es posible modelar con grafos las conexiones entre neuronas 
inhibidoras, en nuestro estudio solamente consideraremos neuronas excitadoras. Esto 
quiere decir que todos los enlaces de nuestra red serán positivos o nulos, y valdrán  ó  por 
el hecho de ser binarios. 
3.1.5. Los auto-enlaces no están permitidos 
Un auto-enlace es una conexión de un nodo consigo mismo. Aunque a priori pueda parecer 
que no, lo cierto es que en las neuronas se dan este tipo de conexiones. Se denominan 
autapsis y a nivel local son muy poco comunes, por ese motivo las ignoraremos en nuestro 
estudio. 
3.1.6. Otras consideraciones: conectividad, jerarquía y modularidad 
Recientemente se han publicado varios artículos científicos sobre estudios topológicos y 
dinámicos –aunque estos últimos en menor medida–  de redes cerebrales macroscópicas 
formadas por áreas corticales interconectadas. Estos estudios han sido posibles gracias a 
numerosos datos recopilados sobre el sistema cortico-cortical del mono macaco [52] y del 
gato [122], sobre el hipocampo de la rata [29] y sobre el sistema cortico-talámico del gato 
[121].  
A otra escala mucho menor, tenemos las redes formadas por neuronas individuales. Estas 
redes –objeto de nuestro estudio– son más difíciles de analizar debido a la escasa 
información que se tiene de ellas23. Hasta la fecha la única red neuronal que ha podido ser 
                                               
 
 
23
 La caracterización de redes neuronales a nivel fisiológico y químico es extremadamente complicada, sobretodo 
en los vertebrados, debido a la enorme cantidad de conexiones que existen y al fenómeno de la neuroplasticidad. 
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descrita en su totalidad es la del gusano C. elegans [139] con un total de 302 neuronas 
identificadas (véase Figura 29). Sin embargo, esto no nos impide hacer algunas 
suposiciones como las que a continuación se describen. 
 
Figura 29: El Caenorhabditis elegans es un nematodo que mide aproximadamente un 1 mm de longitud y 
vive en ambientes templados. Este invertebrado ha sido un importante modelo de estudio. 
 
3.1.6.1. Red conectada 
Como ya hemos dicho, nuestra red es dirigida, binaria, simple, sin autapsis y está formada 
únicamente por neuronas excitadoras. Además, supondremos que está conectada, es decir, 
que no tiene células nerviosas desconectadas de la red principal formando componentes o 
islas incomunicados. 
3.1.6.2. Red jerárquica en árbol 
Nuestra red será jerárquica. La jerarquía vendrá impuesta por el sentido de propagación de 
la información: de la neurona sensorial a las interneuronas, y de éstas a las motoneuronas. 
Así pues, algunas neuronas divergirán la información, mientras que otras la convergerán 
(véanse las pp. 35-36 del Capítulo 1). Esto provocará una red altamente heterogénea, con 
algunas neuronas muy conectadas y otras poco conectadas. Como despreciamos la 
retroalimentación nuestra red carecerá de ciclos y de conexiones recíprocas, y por lo tanto 
constituirá un árbol. 
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3.1.6.3. Red sin módulos 
Muchos estudios macroscópicos han demostrado la modularidad del cerebro, caracterizada 
por neuronas poco conectadas entre sí cuando pertenecen a áreas distantes y altamente 
conectadas con las vecinas de su propia área o módulo. Se piensa que la modularidad es 
un efecto de las restricciones espaciales en los mecanismos de crecimiento del cerebro 
(véanse [74] y [73] para más información). Sin embargo, al estudiar una red local de 
neuronas podemos despreciar la modularidad o, en todo caso, podemos suponer que 
estamos estudiando las conexiones sinápticas dentro de un único módulo y nunca más allá 
de él.  
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3.2. Parámetros de Redes Complejas para Neurociencia 
En esta sección recogemos un conjunto de parámetros topológicos de las redes complejas 
que son relevantes para estudios de neurociencia [127]. Algunos de ellos, sin embargo, son 
exclusivos de redes dirigidas, binarias y simples, como la nuestra. Para aquéllos que deseen 
más información sobre herramientas matemáticas aplicadas en neurociencia, 
recomendamos la referencia [81]. 
3.2.1. Matriz de adyacencia 
La matriz de adyacencia24 de un grafo  nos permite describir la estructura de la red 
neuronal proporcionando una imagen completa de la misma. Indica qué neuronas están 
unidas entre sí. Es una matriz cuadrada , donde  representa el número total de 
neuronas de la red (véase Figura 30).  
En redes dirigidas, el elemento  es igual a  si hay una conexión que vaya de la neurona  
a la neurona 25, siempre que . Al no considerar la posibilidad de autapsis, los 
elementos de la diagonal principal de  son siempre nulos:  si . 
 
 
 
 
 
                                               
 
 
24
 También conocida como matriz de conexiones o de relaciones. Esta representación matricial es muy usada en 
asignaturas de producción industrial para generar distribuciones en planta. 
25
 Note el lector que si la red es no dirigida, su matriz de adyacencia será simétrica, ya que . 
Figura 30: A) Red dirigida de 4 nodos y B) su matriz de adyacencia. 
4 
2 
3 
1 
A) B) 
  0 1 1 0  
 = 
 0 0 0 0  
 0 0 0 1  
  1 0 0 0  
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3.2.2. Densidad media de conexiones 
La densidad media de conexiones de la red  se define como el cociente entre el número 
de conexiones reales  respecto del máximo posible (  en redes dirigidas simples sin 
autapsis). Cuanto mayor sea , tanto más conexiones habrán en la red (véase Figura 
31). 
 
 
 
 
 
Estudios recientes demuestran que las densidades medias de conexiones neuronales 
varían ampliamente en función de la escala y de la región analizada. A escalas de 
conexiones de largo alcance26 entre áreas corticales tan sólo se alcanzan valores de 
densidades de , mientras que los valores típicos a escalas de conexiones de 
corto alcance entre neuronas individuales27 son del orden de .  
3.2.3. Grados de entrada y salida28 
El grado de entrada  de una neurona viene definido por el número de sus dendritas 
que reciben señales de células nerviosas presinápticas (aferencias). A su vez, el grado de 
salida  se define como el número de sus terminales sinápticos que pueden enviar 
señales a células postsinápticas (eferencias). Finalmente, el grado de interacción de la 
neurona  es la suma de sus  y .  
                                               
 
 
26
 En inglés, long-range connection. 
27
 En inglés, short-range connection. 
28
 En inglés se usan los términos indegree y outdegree. 
Figura 31: Densidad media de conexiones para: A) Red desacoplada =0.   
B) Red de la Figura 30 . C) Red completa sin autapsis o Red de 
Hopfield . 
A) B) C) 
4 
2 
3 
1 
4 
2 
3 
1 
4 
2 
3 
1 
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Los grados de entrada , de salida  y de interacción  en una red neuronal 
están estadísticamente distribuidos. Definimos la distribución de grados de entrada de una 
neurona, , como la probabilidad de que tenga exactamente  aferencias, la 
distribución de grados de salida, , como la probabilidad de que tenga  eferencias, y 
la distribución de grados de interacción, , como la probabilidad de que tenga  
conexiones sinápticas con sus neuronas vecinas, siendo . Conociendo las 
distribuciones de grados para cada neurona de la red, es fácil encontrar la distribución total 
de grados como: 
 
 
Las siguientes son algunas de las distribuciones de grados más comunes en las redes 
complejas (véase la Figura 32): 
a) La distribución de Poisson:  
b) La distribución exponencial:  
c) La distribución de ley de potencia:   
Las dos primeras son importantes por razones históricas, ya que fueron las primeras que se 
analizaron en redes complejas por los matemáticos Paul Erdös y Alfréd Renyi en la década 
de los 50s. Son distribuciones ampliamente utilizadas en el ámbito industrial para describir 
procesos de llegada y de servicios, pero son muy pobres para representar fielmente las 
redes de células nerviosas. Sin embargo, en 1998 el ingeniero László Barabási propuso la 
distribución de ley de potencia para describir las características de la World Wide Web y de 
Internet. Años más tarde, científicos de todo el mundo habían demostrado en infinidad de 
artículos que la gran mayoría de redes de la naturaleza seguían una ley de potencia como la 
de Barabási, incluidas las redes neuronales (véase el apartado 3.3). 
 
 
 
 
 
 
ln P(k) 
ln k 
ln P(k) 
ln k 
ln P(k) 
ln k 
A) 
 
B) 
 
C) 
 
Figura 32: Ejemplos de distribuciones de grado de interacción. A) Distribución 
de Poisson. B) Distribución exponencial. C) Distribución de ley de potencia. 
Adaptada de [49]. 
(3.1)  
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A partir de la distribución de grados es posible determinar el grado medio de la red como29: 
 
 
Como hemos visto, los y los  de una neurona pueden ser diferentes. Estas 
diferencias se recogen en la matriz de distribución de grados de unión30 de la red , 
cuyos elementos  representan el número de neuronas que tienen un grado de entrada 
 y un grado de salida . Los elementos  que se encuentran alejados de 
la diagonal principal representan a las neuronas con un alto desequilibrio entre aferencias y 
eferencias. Así pues, las que están por encima de esta diagonal tienen un elevado número 
de eferencias, mientras que las que están por debajo tienen un elevado número de 
aferencias (véase Figura 33).  
 
 
 
 
 
En este estudio llamamos neurona secretora (o emisora) a aquella neurona que tiene dos o 
más eferencias , y neurona integradora (o receptora) a aquélla que tiene dos o 
más aferencias . Por otro lado, una neurona concentradora o hub es aquélla que 
tiene al menos un grado de interacción igual a seis . Con estas definiciones 
podemos tener neuronas integradoras, neuronas secretoras y neuronas integradoras y 
secretoras simultáneamente. De igual forma, podemos tener hubs integradoras, hubs 
secretoras y hubs integradoras y secretoras simultáneamente, tal como se muestra en la 
Figura 34. 
                                               
 
 
29
 Obsérvese que si la red no tiene conexiones con el exterior,  y  deben ser iguales. 
30
 En inglés, joint degree distribution matrix. 
(3.2)  
4 
2 
3 
1 
B) A) 
Figura 33: A) Red de la Figura 30 y B) su matriz de distribución de grados de unión. 
Obsérvese que  (si empezamos con  y ), indicando que hay dos 
neuronas con una entrada y una salida, que son precisamente las neuronas 3 y 4. 
  0 0 0  
=  1 2 1  
  0 0 0  
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3.2.4. Asortatividad31 
La asortatividad de la red, , es un parámetro que mide la tendencia de unión entre los 
nodos. En muchas redes reales se ha observado experimentalmente que nodos con un alto 
grado de interacción tienden a unirse entre sí –es el caso de las redes sociales, por 
ejemplo– y por eso se les llama redes asortativas. Por otro lado, en la mayor parte de las 
redes tecnológicas o biológicas los nodos con alto grado de interacción tienden a unirse con 
otros de bajo grado de interacción, para formar redes disasortativas (véase [141] para más 
información). Computacionalmente, la asortatividad se calcula como una correlación entre 
nodos. Sin embargo, hay varias formas de obtener esta correlación. Los métodos más 
empleados son el coeficiente de asortatividad y la conectividad de vecinos. 
El coeficiente de asortatividad es esencialmente el coeficiente de correlación de Pearson 
entre pares de nodos [141]. Por consiguiente,  indica una tendencia de unión entre 
nodos de grado similar, mientras que  indica una correlación entre nodos de grado 
distinto. En general, . Cuando  se dice que la red tiene unos 
patrones de interconexión perfectamente asortativos, mientras que cuando  la red 
es completamente disasortativa. 
 
                                               
 
 
31
 En ingles, assortativity. También se suele encontrar en la literatura como correlación de conectividad. 
A) C) E) 
D) B) F) 
Figura 34: Esquemas de neuronas A) integradora, B) secretora, C) hub integradora,  
D) hub secretora, E) hub integradora-secretora, F) neurona de una entrada y una 
salida. 
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Por otro lado, la conectividad de vecinos, , es el grado medio de los vecinos de un 
nodo con  [105]. Formalmente se define como , donde 
 es la probabilidad condicional de que un nodo con  se una a otro nodo 
con . Si esta función crece la red es asortativa, ya que muestra que los nodos 
con alto grado de interacción se unen, en promedio, con otros nodos altamente conectados. 
Alternativamente, si la función decrece significa que la red es disasortativa. 
La asortatividad es un parámetro interesante para estudiar la propagación de información en 
redes neuronales del cerebro. En una red asortativa la destrucción de algunas células con 
alto grado de interacción no afectaría en gran medida a la comunicación de la red. Sin 
embargo, muchos experimentos demuestran que las redes de células nerviosas son 
disasortativas, y por tanto la muerte de una célula altamente conectada puede resultar 
catastrófica. 
Las redes libres de escala que estudiaremos en el apartado 4.4.2 del Capítulo 4 son 
claramente disasortativas y, como veremos, algunas de sus neuronas son esenciales para 
que la información pueda propagarse con facilidad. 
3.2.5. Índice de conexiones coincidentes32 
El índice de conexiones coincidentes  entre dos neuronas  y   se define como la 
cantidad de coincidencias entre sus patrones de conexión [68]. Podemos medir las 
coincidencias en los patrones de conexión aferentes , en los eferentes  y en 
la suma de ambos . 
El índice  es un ratio que oscila entre cero –ninguna coincidencia– y uno –coincidencia 
absoluta–. El numerador representa la cantidad de conexiones idénticas que las neuronas  
                                               
 
 
32
 En inglés, connectivity matching index. 
4 
2 
3 
1 
Figura 35: El coeficiente de asortatividad de la red de la Figura 30 es 
. Es, por tanto, una red altamente disasortativa. 
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y  establecen con terceras células, mientras que el denominador recoge todos los pares de 
conexiones posibles. Se excluyen de este cálculo las conexiones directas entre  y  (véanse 
los ejemplos de la Figura 36). 
Los valores  forman la matriz de conexiones coincidentes de la red . Distinguimos 
tres matrices distintas, que son ,  y . 
Este parámetro ha sido aplicado en varias ocasiones [69]-[68] para estudiar patrones de 
conexión neuronal (aferentes, eferentes o ambos). Esta información es valiosa porque 
permite saber cuáles son las formas de conexión dominantes en la red y qué influencia 
tienen en sus relaciones estructurales y funcionales. 
 
 
 
 
 
 
 
 
 
3.2.6. Conexiones Recíprocas 
Las conexiones recíprocas son pares de enlaces que recíprocamente unen dos nodos. En el 
caso de las neuronas habrá conexión recíproca cuando los terminales sinápticos de una 
contacten con las dendritas de la otra, y viceversa (véase Figura 37). Éstas se pueden 
recoger en una matriz simétrica cuyos elementos indican qué neuronas presentan este tipo 
de conexión. Esta matriz recibe el nombre de matriz de conexiones recíprocas, . 
 
 
Figura 36: Índice de conexiones coincidentes entre los nodos 2 y 3: ,  y . 
A) La coincidencia es absoluta ya que ambos nodos se conectan a 1 a través de sus entradas y a 4 
a través de sus salidas.  
B) Obsérvese como cambian los índices de conexiones coincidentes entre 2 y 3 después de variar 
el sentido del enlace que une los nodos 3 y 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 
4 3 
2 
A) B) 
4 
2 
3 
1 
1 2 
Figura 37: Conexión recíproca 
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Las ramificaciones neuronales que participan en las conexiones recíprocas pueden ser 
detectadas y contadas con facilidad; su número dividido por  nos da la fracción de 
conexiones recíprocas de la red, . 
En el cerebro, se sabe que las conexiones recíprocas abundan en muchas regiones y a muy 
distintas escalas. Podemos encontrar este tipo de conexiones a nivel local, pero también 
entre áreas distantes, donde son más numerosas33. La evaluación de  proporciona una 
primera estimación del número de acoplamientos recíprocos en una red.  
3.2.7. Trayectorias y caminos34 
Entendemos por trayectoria una secuencia ordenada de nodos y enlaces distintos que unen 
un nodo fuente  con un nodo sumidero . Atención, distinto quiere decir que ningún nodo ni 
enlace puede ser visitado dos veces a lo largo de cualquier trayectoria que una  con  
(véase Figura 38-A). Si , la trayectoria une al nodo fuente consigo mismo y se 
denomina ciclo. La longitud de una trayectoria o de un ciclo se define como el número de 
enlaces distintos que son atravesados en su recorrido35. El número de trayectorias únicas de 
longitud  que van del nodo  al  se pueden recoger en la matriz de trayectorias de la red, 
. Los elementos de la diagonal principal de  indican el número de ciclos de 
longitud . La distribución de longitud de las trayectorias  representa el número total de 
trayectorias encontradas en la red para cada longitud , mientras que  indica el número 
total de trayectorias de cualquier longitud36. 
Los caminos se definen como cualquier secuencia de nodos y enlaces que van de  a , sin 
necesidad de ser distintos (véase Figura 38-B). Los caminos se pueden obtener fácilmente a 
partir de las potencias de , tal como se demuestra en [26], y conforman la matriz de 
caminos de la red, . Igual que antes, la distribución de longitud de caminos  
                                               
 
 
33
 Las conexiones corticales a gran escala presentan valores de . Estos resultados son mucho 
más elevados que los que presenta una red aleatoria de la misma dimensión [130]. 
34
 En inglés, path and walks. 
35
 Se excluyen de esta definición las autoconexiones –o autapsis en el caso de las neuronas–. Por lo tanto, los 
ciclos deben tener siempre una longitud . 
36
 Encontrar y guardar todas las trayectorias de una red requiere de un coste computacional elevado. 
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contiene el número total de caminos de una longitud dada , y  registra el número total 
de caminos de todas las longitudes. 
 
 
 
 
 
 
 
El número de trayectorias de distinta longitud que une a dos células nerviosas es una 
medida importante porque nos dice de cuantas formas posibles se pueden comunicar. Un 
elevado número de trayectorias implica, además, un alto grado de redundancia en sus 
interconexiones e interacciones. Sin embargo, no basta con este parámetro para medir la 
vulnerabilidad de las interacciones (véase sección 3.2.14). Las trayectorias proporcionan 
una visión más selectiva y específica de la conectividad estructural de las redes y se prefiere 
su uso al de los caminos como principal parámetro para evaluar la accesibilidad y la 
distancia (véanse las secciones 3.2.9 y 3.2.10). Este es el motivo de que nos centremos en 
ella a lo largo de este capítulo. 
La longitud de una trayectoria (o de un camino) influye sustancialmente en el grado de 
interacciones potenciales entre células nerviosas. Estudios revelan que estas interacciones 
potenciales decrecen a medida que la longitud de las trayectorias aumenta. En otras 
palabras, para que una neurona influya de manera significativa sobre otra es necesario que 
las trayectorias no sean excesivamente indirectas, o dicho de otra forma, que entre ambas 
haya solamente unos pocos saltos sinápticos37. 
                                               
 
 
37
 Hay algunos estudios científicos que asumen que una  y  con  tienen una significancia 
funcional relativamente pequeña en el cerebro. De ser cierto, no sería necesario calcular todas las trayectorias y 
caminos de la red, bastaría con analizar las de menor longitud. 
Figura 38: Trayectorias y caminos en la red de la Figura 30.  
A) Partiendo del nodo 1… Trayectorias de : (12), (13). Trayectorias de : (134). 
Trayectorias de : (1341), que como empieza y termina en el nodo 1 se denomina ciclo. 
B) Caminos de : (12, 13, 34, 41). Caminos de : (134, 341, 342, 413). 
Caminos de : (1341), (3412), (3413), (4134). El mismo lector podrá 
comprobar que existen otros cuatro caminos de longitud . 
4 
2 
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3.2.8. Ciclos y Probabilidad de Ciclo 
Como vimos en el apartado anterior, los ciclos son trayectorias que se cierran sobre sí 
mismas, es decir que parten y terminan en la misma neurona. Algunos ejemplos de ciclo lo 
constituyen las estructuras básicas recurrentes de orden  llamadas feedback (véase 
sección 3.2.16). La diagonal principal de la matriz  registra el número de ciclos de una 
longitud  dada. 
Se pueden definir algunos parámetros relacionados con los ciclos. El primero de ellos recibe 
el nombre de probabilidad de ciclo, . Este parámetro estima la probabilidad de que 
una trayectoria no cíclica de longitud  pueda ser continuada como un ciclo de longitud  
al añadir un enlace. La probabilidad de ciclo se obtiene del ratio entre el número total de 
trayectorias no cíclicas de longitud  y el número total de ciclos de longitud . Si todas 
las trayectorias no cíclicas de longitud  se pueden transformar en ciclos de longitud , 
entonces , si por el contrario ninguna de ellas se puede continuar como un ciclo, 
. Computacionalmente,  se calcula a partir de la matriz de trayectorias 
como el ratio entre la suma de todos los elementos de la diagonal principal de  y la 
suma de todos los elementos que están fuera de la diagonal de 38. Otra medida que 
podemos obtener de los ciclos es la frecuencia de ciclo, , que representa el número 
de ciclos de longitud  como una fracción de todas las trayectorias de longitud . Ambos 
parámetros,  y  tienen un rango entre  y  (Figura 39). 
 
 
 
 
 
 
                                               
 
 
38
 Note que  porque no consideramos las autapsis y  (véase la sección 3.2.6). 
Figura 39: Probabilidad y frecuencia de ciclo. Obsérvese que las 
probabilidades y frecuencias de ciclo de longitudes  y  son 
nulas porque no hay ni autapsis ni conexiones recíprocas en estas redes. 
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Las frecuencias y probabilidades de ciclos de una red son indicadores importantes de su 
conectividad local, y a menudo se relacionan con el número de clústeres dentro de la red 
(véase la sección 3.2.11). Igual que elevadas proporciones de conexiones recíprocas 
 indican altos niveles de acoplamiento dinámico entre pares de neuronas, elevados 
valores de  indican una abundancia feedbacks –ciclos de longitud –. 
Las distribuciones de  y  obtenidas de las matrices empíricas de conexiones 
neuronales se comparan a menudo con las distribuciones aleatorias de los modelos para 
determinar si los ciclos de distinta longitud son más o menos abundantes de lo esperado. 
3.2.9. Matriz de Accesibilidad, Conectividad y Componentes 
La matriz de accesibilidad39 de la red  registra los nodos que están unidos por al menos 
una trayectoria [66]. Sus elementos toman los valores  si el nodo  es accesible desde 
, y  en caso contrario (véase Figura 40). Note que tomaremos  si existe al 
menos un ciclo que una el nodo  consigo mismo. Computacionalmente, la matriz de 
accesibilidad se puede calcular con varios algoritmos. En nuestro caso, siguiendo las 
sugerencias de Buckley y Harary [26], usamos las potencias de  para determinar , 
junto con la matriz de distancias  que veremos en la sección siguiente.  
La matriz de accesibilidad permite evaluar la conectividad de la red. Si todos los elementos 
de la matriz valen  significa que todos los nodos pueden acceder al resto de nodos de 
la red y, por tanto, existe una intensa conectividad. Si la matriz  contiene múltiples 
subconjuntos de nodos que están intensamente conectados dentro de cada subconjunto, 
pero débilmente conectados entre subconjuntos distintos, entonces se dice que la red 
contiene múltiples componentes. Si hay nodos con toda una fila o columna de , 
significa que no pueden acceder a ningún otro nodo de la red ni tampoco pueden ser 
accedidos por estos –sus  y  tendrían que ser cero necesariamente–40. 
 
                                               
 
 
39
 En inglés, reachability matrix. También se puede traducir al español como matriz de capacidad de alcance. 
40
 Estudios de patrones de conexión en el cerebro de primates y gatos han demostrado que la corteza cerebral 
está intensamente conectada [130]. 
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La accesibilidad es un parámetro fundamental para la propagación de información. Si la 
accesibilidad se pierde por culpa de la desconexión de células nerviosas –por ejemplo, 
después de una borrachera o de un fuerte golpe en la cabeza– la interacción funcional entre 
éstas desaparece. Si en vez de hablar de células nerviosas hablamos de áreas cerebrales, 
la pérdida de accesibilidad puede llevar a que algunas personas pierdan facultades en el 
habla, en algunas percepciones sensoriales o en algunas conductas motoras. Un caso muy 
ilustrativo y fascinante es el de los pacientes con negligencia visual unilateral producida por 
una lesión en el lóbulo parietal posterior derecho. Estos pacientes son incapaces de 
reproducir de memoria una imagen completa porque les resulta muy complicado recordar 
detalles de su parte izquierda (véase la Figura 41). Así pues, la matriz de accesibilidad –
igual que la matriz de distancias– es un buen candidato para medir la vulnerabilidad de los 
circuitos neuronales (véase la sección 3.2.14).  
4 
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B) A) 
6 
5 
Figura 40: Accesibilidad en una red dirigida desconectada.  
A) Red con dos componentes: el formado por 1-2-3-4 y el formado por 5-6.  
B) La diagonal de la matriz de accesibilidad indica que hay trayectorias cíclicas en 
los nodos 1, 3 y 4. La columna de ceros indica que al nodo 5 no se puede acceder 
desde ningún otro nodo y la fila de ceros que el nodo 6 no puede acceder a ningún 
nodo de la red. 
  1 1 1 1 0 0  
 
 0 0 0 0 0 0  
 1 1 1 1 0 0  
 =  1 1 1 1 0 0  
  0 0 0 0 0 1  
  0 0 0 0 0 0  
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Figura 41: Los tres dibujos de la derecha son copias de los modelos de la izquierda, hechos por pacientes 
con negligencia visual unilateral. (Tomado de Kolb y Wishaw, 1990, [80]). 
 
3.2.10. Matriz de Distancias, Excentricidad, Radio, Diámetro y Longitud 
Característica 
La matriz de distancias de la red  registra las distancias entre los nodos  y , definida 
como la longitud de la trayectoria más corta entre ellos [66]. Si no existe trayectoria que los 
una, . Luego,  si . Note que  siempre que no exista ningún 
ciclo que una el nodo  consigo mismo, en caso contrario  será la longitud de dicho ciclo 
(Figura 42). Computacionalmente,  se deriva junto con  de las potencias de , 
tal como se propone en [26]. No obstante, las distancias se pueden calcular usando el 
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algoritmo de Floyd, el algoritmo de Dijkstra o el algoritmo BFS41. La excentricidad de un 
nodo  es la máxima distancia finita al resto de nodos, es decir . Aquí, la 
calculamos como el máximo de cada fila de . Si  puede acceder a todos los nodos, 
entonces  es el número máximo de saltos necesarios para llegar a todos ellos. El radio 
de una red dirigida es la mínima excentricidad de todos sus nodos, 
. El diámetro, por el contrario, es la máxima excentricidad, 
. Según Watts y Strogatz [137], la longitud característica de una red  se 
define como la media global de sus distancias finitas, recogidas en .  
 
 
 
 
 
 
 
La matriz de distancias nos da una idea sobre la capacidad con la que dos neuronas pueden 
interactuar en la red. Por ejemplo, si  significa que  puede influir en  a través de dos 
saltos sinápticos solamente.  
Note el lector que otro factor que determina la fortaleza de las interacciones entre células 
nerviosas en una red neuronal es la cantidad de trayectorias cortas que existen. Éstas se 
recogen en la matriz  a través de sus entradas de longitud . 
                                               
 
 
41
 Siglas de Breadth-First Search, traducido al español como Búsqueda en Anchura. Es un algoritmo utilizado 
para obtener los elementos de un grafo y se usa frecuentemente en árboles. Su funcionamiento es muy intuitivo: 
se comienza en la raíz (eligiendo algún nodo como elemento raíz) y se exploran todos sus vecinos. A 
continuación para cada uno de los vecinos se exploran sus respectivos vecinos, y así sucesivamente hasta que 
se recorre todo el árbol. 
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Figura 42: Matriz de distancias, excentricidad, radio, diámetro y 
longitud característica de la red de la Figura 30. 
 
 
 
 
 
 
 
 
 
 
  3 1 1 2  
 = 
      
 2 3 3 1  
  1 2 2 3  
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Debe destacarse que la distancia  de la teoría de grafos no hace referencia a la distancia 
física entre células nerviosas localizadas en un espacio métrico. Es posible que un par de 
neuronas estén separadas por una , pero entre ellas haya 200 µm, mientras que otro 
par están directamente conectadas , pero a una distancia física de 20 mm. Parece 
razonable asumir que, en muchos casos, las distancias de los grafos predicen mejor el 
grado y la intensidad de las interacciones neuronales que las distancias métricas42. Sin 
embargo, como resultado de los factores de crecimiento y de las limitaciones volumétricas 
del cerebro, las distancias métricas pueden restringir la probabilidad de que se produzca una 
conexión entre dos neuronas. 
3.2.11. Índice de Clúster 
Introducido por Watts y Strogatz en 1998 [137], el índice de clúster43 de un nodo  indica 
la cantidad de conexiones que mantiene con sus vecinos. En redes dirigidas, se consideran 
vecinos todos aquellos nodos que estén conectados tanto a la entrada como a la salida del 
nodo . El número de vecinos por nodo es . El índice de clúster de un nodo se define 
como el ratio de las conexiones existentes entre los  vecinos y el número máximo de 
conexiones posibles . Si , . La media de los índices de clúster de 
cada nodo es el índice de clúster de la red . Véase ejemplo de la Figura 43. 
 
 
 
 
 
 
                                               
 
 
42
 La distancia  es el número mínimo de enlaces que unen a dos nodos. Esta distancia a menudo recibe el 
nombre de distancia geodésica y, como hemos visto, es distinta de la distancia física o métrica. 
43
 Cluster es un término anglosajón que significa grupo o conglomerado y se ha castellanizado como clúster 
debido a su amplio uso en la comunidad científica y tecnológica. 
4 
2 
3 
1 
Figura 43: Índice de clúster de los nodos de la red de la Figura 30. 
El nodo 1 tiene tres vecinos (los nodos 2, 3 y 4), por tanto . Sólo hay una conexión entre 
sus nodos vecinos (la formada por 34) del total de conexiones posibles . Luego, el 
índice de clúster del nodo 1 es .  
El lector podrá comprobar fácilmente que ,  y . Y que el índice 
de clúster de la red resulta . 
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El índice de clúster de una red neuronal indica en qué grado las neuronas comparten 
neuronas vecinas para «hablar» entre ellas, un atributo que se ha popularizado como el 
«exclusivismo» de la red. Un elevado índice de clúster  indica un patrón global de 
organización formado por grupos de neuronas que comparten entre sí conexiones 
estructurales y pueden interpretarse como cercanas a efectos funcionales. Sin embargo, el 
índice de clúster no aporta información sobre el número o el tamaño de estos grupos y sólo 
captura los patrones locales de conexión que rodean a las neuronas vecinas directas de la 
neurona central.  
Como veremos más adelante, Watts y Strogatz utilizaron el índice de clúster y la longitud 
característica de las trayectorias como atributos para definir las arquitecturas de las redes de 
«mundo pequeño», caracterizadas por la abundancia de «pequeñas trayectorias» que unían 
nodos dentro de una amplia y despoblada red (véase la sección 3.2.10). El modelo de 
mundo pequeño ha tenido un tremendo impacto en la comunidad científica y ha servido para 
llevar a cabo estudios sobre muy diversas redes, desde redes sociales hasta redes de 
comunicación neuronal como la que aquí presentamos. 
3.2.12. Eficiencias global y local 
La eficiencia es un parámetro con significado físico que fue introducido por Latora y 
Marchiori en 2001 para medir el intercambio de información en redes complejas (véase [83]). 
En este estudio se demuestra que las redes de mundo pequeño son eficientes tanto local 
como globalmente y se usa esta eficiencia para medir su comportamiento en vez de los 
parámetros  y  introducidos por Watts y Strogatz en [137] (véanse las secciones 
3.2.10 y 3.2.11). 
La eficiencia  en la comunicación entre el nodo  y el nodo  se puede definir como la 
inversa de las distancias entre  y :  . Cuando no hay una trayectoria que 
une los nodos  y  la distancia entre ambos en la red es  y, por tanto, . La 
matriz de eficiencias de la red, , contiene los elementos  de todos los nodos de la 
red. Computacionalmente  se calcula como la inversa de la matriz de distancias , 
tal como se muestra en la Figura 44. 
Por otro lado, se define la eficiencia media de la red o eficiencia global, , como: 
 
 
(3.3)  
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Para normalizar  consideramos en el denominador el caso ideal de una red 
completa sin autoconexiones, con todos los nodos  unidos entre sí. Así pues, en 
general . 
En redes desconectadas también es posible caracterizar las propiedades locales de  
evaluando para cada nodo  la eficiencia de –la subred de los vecinos de –. Definimos 
eficiencia local como la eficiencia media de las subredes locales, . A 
partir del momento en el que el nodo  deja de pertenecer a la subred , la eficiencia local 
revela cuan tolerante a fallos es el sistema, lo cual muestra como de eficiente es la 
comunicación entre los primeros vecinos de  cuando éste es eliminado.  
Es interesante ver la correspondencia entre la eficiencia y los parámetros  y . La 
diferencia fundamental es que  computa la eficiencia global de un sistema paralelo, 
donde todos los nodos intercambian paquetes de información entre sí, mientras que  –o 
más concretamente, – mide la eficiencia de un sistema secuencial, donde sólo hay 
un paquete de información que atraviesa la red.  es una aproximación razonable de 
 cuando no hay grandes diferencias entre las distancias de la red, pero en general 
 es un caso particular de , tal como se muestra en el ejemplo de la Figura 
44. 
 
 
 
 
 
 
 
Por otro lado, se puede demostrar que, cuando en una red la mayoría de las subredes  no 
están desacopladas, el parámetro  es una buena aproximación de la , pero igual 
que antes el primero es un caso particular del segundo.  
Los resultados de Latora y Marchiori son muy importantes para el estudio de redes de 
células nerviosas porque permiten calcular la eficiencia de la comunicación neuronal a 
pequeña y a gran escala, simultáneamente. Para ilustrar esto véase la Tabla 5 que recoge, 
en primer lugar, los valores de  y  para las redes de conexiones de largo 
  0 1 1 0.5  
 = 
 0 0 0 0  
 0.5 0.3 0 1  
  1 0.5 0.5 0  
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2 
3 
1 
A) B) 
Figura 44: Matriz de eficiencia de la red de la Figura 30. 
Obsérvese que, según la definición de la ecuación (3.3) la . 
Por otro lado, , resultando una buena primera aproximación 
de la eficiencia global. 
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alcance entre distintas áreas de los cerebros del macaco y del gato –tomados de las bases 
de datos de [120]–, y en segundo lugar, los correspondientes valores de  y  
para la red de conexiones neuronales del gusano C. elegans [139]. 
Tabla 5: Eficiencia de comunicación de algunas redes celulares [83]. 
   
Macaco 0.52 0.70 
Gato 0.69 0.83 
C. elegans 0.46 0.47 
 
3.2.13. Rangos y Atajos44 
El rango  de un enlace  es la longitud de la mínima trayectoria que va de  a  tras 
eliminar el enlace  de la red [131]. Si la eliminación del enlace provoca la desconexión de 
 y , el valor de . Antes de la eliminación del enlace  existe una conexión directa 
de  a   que es, precisamente, la formada por . Así, en redes simples como la 
nuestra  debe ser mayor o igual 245. Los valores de  se recogen en la matriz de rangos 
de los enlaces de la red, . El rango medio de la red  es la suma de los rangos de 
todos los enlaces para los que , divididos por el número de estos enlaces.  
Por otro lado, si , entonces el enlace eliminado forma un atajo de  a  [131]. Estos se 
recogen en la matriz de atajos de la red, . La fracción de atajos  promediada para 
toda la red se calcula como el número de enlaces con , dividido por  (véase el 
ejemplo la Figura 45).  
 
 
                                               
 
 
44
 En inglés, ranges and shortcuts 
45
 Note que en una red múltiple, con varios links uniendo  y , con la eliminación de uno de los  aún habrían 
trayectorias de longitud  que conectarían estos nodos. 
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En el contexto neuronal, la eliminación de enlaces corresponde al corte o la lesión de 
conexiones anatómicas. El rango de un enlace da una idea de su papel en la conexión de 
neuronas. Si el enlace es un atajo, su presencia puede ser crucial para la propagación de 
información entre dos neuronas que de otra forma estarían separadas por una gran 
distancia que haría menos eficiente su interacción. La fracción de atajos  está 
relacionada con el predominio de patrones de conexión locales con elevados índice de 
clúster en toda la red. Un valor pequeño de  indica un elevado número de trayectorias 
cortas uniendo todos los pares de neuronas y se encuentra en numerosas redes con 
elevado , o en redes con conexiones locales agrupadas en clústeres (véase la sección 
3.2.11). 
3.2.14. Trayectorias desunidas, Nodos de Corte y Puentes, Conjuntos de 
Nodos de Corte y Enlaces de Corte46 
Dos trayectorias que unen el nodo  con el nodo  están desunidas si no tienen nodos o 
enlaces en común en su recorrido (exceptuando el nodo  y el ). Las trayectorias desunidas 
pueden ser de longitudes iguales o diferentes. El número máximo de trayectorias desunidas 
de cualquier distancia entre  y  es igual al mínimo número de nodos o enlaces que se 
                                               
 
 
46
 En inglés, disjoint paths, cut-vertices and bridges, vertex cut sets and edge cut sets. 
4 
3 2 1 
Figura 45: A) Rangos y atajos en una red dirigida. B) Matriz de rangos  y C) Matriz de atajos .  
El único enlace que tiene un rango  distinto de cero o de infinito es  ya que al eliminarlo 1 y 4 
siguen unidos por una trayectoria de longitud . Luego, .  
Por otro lado, en la red hay un total de cuatro enlaces que forman atajos (rango ) y dado que 
, la frecuencia de atajos es . Es decir, todos los enlaces forman atajos. 
 
  0  0 3  
 = 
 0 0  0  
 0 0 0   
  0 0 0 0  
 
  0 1 0 1  
 = 
 0 0 1 0  
 0 0 0 1  
  0 0 0 0  
 
A) 
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tienen que eliminar para desconectar  de  (una versión del Teorema de Menger47, véase 
[26]-[66]). Un nodo de corte es un nodo cuya eliminación aumenta el número de 
componentes de la red. Análogamente, un puente es un enlace que al eliminarse también 
provoca el incremento del número de componentes de la red (véase la Figura 46). Un 
conjunto de nodos de corte o enlaces de corte es un conjunto de nodos o enlaces cuya 
eliminación produce una red desconectada [138]. La conectividad de nodo o de enlace 
dentro de una red se define como el menor número de nodos o enlaces que, por 
eliminación, provocan una red desconectada, y se denota por  y , 
respectivamente. Por ejemplo, si la red contiene al menos un nodo de corte o un puente, sus 
 y  son iguales a uno. 
 
 
 
 
 
El número de trayectorias desunidas entre dos neuronas proporciona información relevante 
sobre la cantidad de redundancia estructural en su interconectividad mutua. Por ejemplo, si 
existen dos trayectorias desunidas de enlace entre dos neuronas  y , la eliminación de un 
único enlace no puede desconectar  de , al menos dos enlaces deben ser eliminados. La 
conectividad de nodo o de enlace de una red neuronal puede interpretarse como una 
medida de su grado de cohesión, vulnerabilidad, o resistencia a la desintegración por daños 
neuronales. De particular interés son los nodos de corte o puentes que provocan la 
desconexión de una red intensamente conectada. Tales nodos de corte y puentes 
corresponden a neuronas o conexiones anatómicas cuya eliminación evita las interacciones 
entre dos componentes separados de la red. 
                                               
 
 
47
 Este es un teorema de 1927 sobre la Teoría de Grafos. 
Figura 46: A partir de las definiciones dadas en el texto, el lector podrá darse cuenta 
rápidamente de que las trayectorias 14 y 134 son trayectorias desunidas de enlace, 
y de que el nodo 1 es un nodo de corte y el enlace  un puente porque al eliminarlos 
aumenta el número de componentes de la red. 
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3.2.15. Medidas de Centralidad 
Las medidas de centralidad son atributos estructurales que hacen referencia a nodos y a 
enlaces que juegan un papel importante dentro de la red. Algunas medidas de centralidad 
ya se han descrito en secciones previas: por ejemplo los parámetros de grado permiten 
determinar los nodos que tienen un gran número de conexiones (centralidad de grado), 
mientras que los parámetros de distancia permiten obtener los nodos que están más cerca 
del resto (centralidad de cercanía). Sin embargo, hay otras dos medidas de centralidad que 
son muy usadas en el análisis de redes neuronales y que, como veremos en el Capítulo 4, 
son relevantes para nuestro estudio. Estas medidas son la centralidad del grado de 
intermediación de un nodo y la centralidad del grado de intermediación de un enlace48. 
El grado de intermediación de un nodo, , es el número total de trayectorias cortas entre 
todos los posibles pares de nodos que pasan a través del nodo  (véase la Figura 47). Este 
parámetro fue introducido en sociología [54] para caracterizar el rol «social» de un nodo, 
pero su uso se ha expandido al estudio de otras redes, donde también se le conoce como 
carga [61]. Para algunos de estos estudios también puede resultar interesante determinar la 
distribución de grados de intermediación o el grado de intermediación promedio de los 
nodos de la red, por ejemplo. 
 
 
 
 
 
Si el número total de trayectorias cortas entre los nodos  y  es , y  pasa a través 
del nodo , entonces el ratio  muestra cómo de importante es el nodo  en las 
conexiones entre  y . Si ninguna de las trayectorias  atraviesa , entonces el rol de  
para  y  es cero. Si por el contrario todas las  pasan a través de , entonces el rol de  
                                               
 
 
48
 En inglés el grado de intermediación de un nodo o de un enlace se conoce como nodal betweenness o edge 
betweenness, respectivamente. 
4 
2 
3 
1 
Figura 47: La distribución de grados de intermediación de 
los nodos de la red de la Figura 30 son: , , 
, . El nodo 1 es el más importante. 
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es «dramático» porque controla por completo todas las trayectorias cortas. Así pues, el 
grado de intermediación  del nodo  se puede calcular como [78]: 
 
 
donde la suma se realiza sobre todos los pares de nodos para los cuales existe al menos 
una trayectoria, esto es, con . Los nodos con un alto grado de intermediación 
normalmente son los que gobiernan el flujo de información de la red. Luego, es natural 
pensar que el grado de intermediación de un nodo esté fuertemente relacionado con su 
 (véase la sección 3.2.3 para más información). Los grados de intermediación de 
todos los nodos de la red se agrupan en el vector . 
De forma similar, se puede definir el grado de intermediación de un enlace, , como la 
fracción de todas las trayectorias cortas de la red que atraviesan el enlace  [22]. El grado 
de intermediación de cada enlace se recoge en una matriz, , similar a la matriz de 
adyacencia de la red (véase la Figura 48). Una entrada  indica la ausencia de un 
enlace o bien un enlace con un grado de intermediación nulo. Este parámetro se usa en 
algunos estudios para detectar la estructura jerárquica de las redes de una forma muy 
natural (véase el algoritmo de Girvan y Newman [59] para más información). Gracias a los 
valores de la matriz de grados de intermediación de los enlaces de la red  se detectan 
los enlaces más importantes. A medida que son eliminados la red se fragmenta en 
subredes, que posteriormente se indexan en forma de dendograma49 para definir su 
jerarquía50. 
 
 
 
 
                                               
 
 
49
 El dendograma también se denomina en ocasiones árbol jerárquico. 
50
 Note el lector que tras cada eliminación de un enlace, cambia el grado de intermediación del resto de enlaces y, 
por tanto, es necesario recalcularlos. Esto es un efecto de las trayectorias redundantes entre dos nodos. 
(3.4)  
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En nuestro estudio el grado de intermediación nos sirve para identificar las neuronas o las 
conexiones que son importantes para el tráfico de información de la red. ¿Qué pasaría si se 
dañara esta neurona? ¿Cómo afectaría esto a la propagación de información? Como el 
lector puede imaginar, el grado de intermediación es útil no tan sólo en redes neuronales, 
sino también en redes epidemiológicas o en redes eléctricas, pues nos señala cuál es el 
elemento o enlace que más debemos proteger frente a posibles ataques –o que más 
debemos dañar en el caso de que deseemos detener una infección, por ejemplo–. 
3.2.16.  Estructuras básicas recurrentes51 
Las estructuras básicas recurrentes son pequeñas subredes que presentan patrones de 
conexión que se repiten un elevado número de veces en la arquitectura de las redes 
complejas reales. Este término fue introducido en 2002 por Milo [95] para estudiar patrones 
de conexión en redes tan distintas entre sí como son las redes de regulación genética, las 
redes neuronales, las redes de cadenas alimenticias, las redes de circuitos electrónicos o la 
World Wide Web. En 2004 Sporns y Kötter [128] extendieron la idea de estructura recurrente 
para estudiar en el cerebro patrones topológicos y funcionales de conexión entre áreas 
corticales. Así pues, diferenciaron por primera vez las estructuras topológicas recurrentes, 
de las estructuras funcionales recurrentes52 (véase la Figura 49) 
La mayor parte de los estudios sobre estructuras básicas recurrentes comparan el número 
de veces que éstas se repiten en redes reales con las veces que se repiten en redes 
aleatorias de similares características. Como norma general, se observa que en las primeras 
                                               
 
 
51
 Entre la comunidad científica se usa el término anglosajón, motifs. 
52
 En inglés, structural motifs y functional motifs. 
  0 3 3 0  
 = 
 0 0 0 0  
 0 0 0 4  
  5 0 0 0  
 Figura 48: Matriz de grados de intermediación de los 
enlaces de la red de la Figura 30. El enlace  es el más 
importante. 
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el grado de repetición es elevado, mientras que en las segundas es bajo. Además, la 
concentración de estructuras recurrentes  se mantiene aproximadamente constante a 
medida que crece el tamaño  de la red real, mientras que en las redes aleatorias decrece 
aproximadamente como . De esto se desprenden conclusiones muy interesantes, 
pues todo parece indicar que en la naturaleza existe algún mecanismo no aleatorio de 
generación de estructuras básicas que optimiza el funcionamiento de las redes.  
Las estructuras básicas recurrentes que se han analizado hasta la fecha son de orden 
 y , siendo  el número de nodos que forman la estructura. El motivo de 
trabajar con estructuras tan pequeñas se debe, en parte a que se cree que estructuras 
mayores son poco relevantes para la comunicación neuronal de largo alcance53 –como la 
estudiada en el macaco y en el gato–, y en parte a la complejidad de desarrollo de 
algoritmos eficientes de búsqueda de patrones. 
Para que el lector se haga una idea de la complejidad, tan sólo en las subredes dirigidas 
conectas de  ya hay un total de 13 posibles patrones de conexión estructurales (véase 
la Figura 49-B), mientras que en las subredes de  hay hasta 199 patrones diferentes. 
Para cada uno de estos patrones topológicos, existe una infinidad de patrones funcionales 
(véase [128]). 
                                               
 
 
53
 Aunque sea cierto que estructuras básicas de orden superior son poco relevantes en las conexiones de largo 
alcance, aún está por demostrar su efecto en redes locales. En estas últimas redes la densidad de conexiones 
neuronales es mayor y la distancia métrica entre neuronas es menor. Este hecho provoca que las señales 
propagadas perduren más tiempo, se degraden menos y lleguen más rápido a su destino. Luego, es difícil asumir 
la hipótesis de que estructuras de más de cuatro neuronas sean poco relevantes. El autor piensa que no es así, 
por ese motivo el lector podrá encontrar en el Capítulo 4 experimentos con algunas estructuras de elevado orden. 
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Varios estudios han demostrado que en la red neuronal de conexiones sinápticas del 
gusano C. elegans hay un elevado número de estructuras recurrentes de orden  
denominadas feed-foward loop y de estructuras recurrentes de orden  denominadas 
bi-fan y bi-parallel (véase la Figura 50). Se cree que estas estructuras son esenciales para 
llevar a cabo con éxito la propagación de información desde las neuronas sensoriales hasta 
las neuronas motoras. Es previsible que muchas de estas estructuras recurrentes también 
se den a otras escalas del cerebro, donde predominan otras llamadas feed-back loop 
Figura 49: Definición de estructura básica recurrente: estructural y funcional [128].  
A) De la red original se selecciona una subred de tres nodos y sus interconexiones, 
representando un candidato a estructura básica recurrente.  
B) El candidato se compara con cada una de las 13 clases distintas de estructuras topológicas 
recurrentes de orden  que existen. El número que acompaña estas estructuras hace 
referencia a su identificador . La subred candidata es detectada como una estructura 
recurrente con . En la detección de estructuras topológicas recurrentes sólo se 
contabilizan aquéllos candidatos que tienen una coincidencia absoluta con las clases de 
registradas del 1-13.  
C) Un simple ejemplo de estructura topológica recurrente contiene muchísimos ejemplos de 
estructuras funcionales recurrentes. Aquí, la estructura topológica recurrente con  y 
 seleccionada contiene, por ejemplo, dos clases distintas de estructura funcional 
recurrente con  , una con  y otra con . Por supuesto, hay otras muchas que 
no se han mostrado en la figura. Note que, para que las estructuras funcionales de orden  
sean contabilizadas, los tres nodos de la estructura topológica original deben participar. 
 
 
A) B) C) 
Estudio de propagación de información en redes 
complejas de circuitos electrónicos no lineales con ruido  Pág. 101 
 
(Figura 50-B). Estas estructuras ya las vimos en la sección 3.2.8 y juegan un papel funcional 
muy importante en la transmisión de información.  
Es necesario comprender como las estructuras básicas recurrentes del cerebro intervienen 
en el proceso de propagación de información, por ese motivo les dedicaremos especial 
atención en el apartado 4.2.3 del Capítulo 4. 
 
 
 
 
 
 
 
 
  
A) 
B) 
C) D) 
Figura 50: Estructuras básicas recurrentes de  y  halladas en 
redes neuronales. A) Feed-Forward Loop. B) Feed-Back Loop. C) Bi-Parallel. 
D) Bi-Fan. 
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3.3. Principales Modelos de Redes Complejas 
A lo largo de los años se han descrito muchos modelos matemáticos estadísticos de redes 
complejas para describir una infinidad de sistemas físicos diferentes. Entre los más 
importantes, nombrados por orden cronológico, se encuentran el modelo aleatorio de Erdös-
Rényi, el modelo de mundo pequeño de Watts-Strogatz y el modelo libre de escala de 
Barabási-Albert. 
En este apartado presentaremos los tres modelos brevemente y comentaremos algunas de 
sus propiedades, así como sus limitaciones a la hora de describir redes reales. Evitaremos 
los formalismos matemáticos en todo momento, para más detalles véase [5].  
3.3.1. Modelo Erdös-Renyi 
El modelo Erdös-Rényi debe su nombre a los matemáticos húngaros Paul Erdös y Alfréd 
Rényi que durante la década de 1950 dedicaron especial atención a las redes aleatorias, en 
las que las conexiones entre nodos sucedían siguiendo algún tipo de proceso aleatorio. 
Actualmente se citan dos variantes del modelo de Erdös y Rényi para generación de redes 
aleatorias. El modelo clásico aparecido en su primer artículo sobre redes aleatorias en 1959 
[50] y el modelo binomial. 
Las redes que estudiaron Erdös y Rényi son muy homogéneas: todos sus nodos tienden a 
estar conectados con un número muy similar de enlaces y este número es poco variable. 
Además, tienen una longitud característica muy baja.  
Los estudios de Erdös y Rényi sirvieron para explicar el fenómeno de mundo pequeño, 
observado por el sociólogo Stanley Milgram hacia 1960 en su famoso experimento de los 
seis grados de separación [94]. Erdös y Rényi también demostraron que existe un número 
crítico de conexiones por debajo del cual el sistema se halla fragmentado en pequeños 
subgrafos, y por encima del cual se halla formando una gran red interconectada. Este 
fenómeno se denomina comúnmente transición de fase y al número crítico de conexiones se 
le conoce como el umbral de percolación. El fenómeno de la percolación resultó ser esencial 
para comprender aspectos fundamentales de la complejidad de las redes reales. 
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Aunque el trabajo de estos matemáticos fue pionero en el campo de la teoría de grafos y 
muy importante para el desarrollo de la teoría de redes complejas, lo cierto es que el modelo 
Erdös-Rényi es pobre a la hora de describir la realidad. En las redes reales son muy 
comunes los triángulos o clústeres (por ejemplo, en el contexto de las relaciones sociales 
mis amigos están conectados conmigo, pero además suelen ser amigos entre sí, luego 
están conectados a su vez), y sin embargo el número de clústeres en el modelo de Erdös y 
Rényi es prácticamente nulo.  
Era necesario desarrollar un nuevo modelo que explicara la formación de triángulos en un 
mundo pequeño. Sin embargo, desde Erdös y Rényi hasta finales de los años 90s las 
referencias a las que uno podía acudir en busca de respuestas no eran muy satisfactorias: 
durante décadas los científicos estudiaron dos redes extremas entre sí y alejadas de la 
realidad. Las primeras eran redes muy ordenadas que describían sistemas altamente 
regulares –como ocurre con algunas moléculas o con el diseño de ciudades– mientras que 
las segundas se basaban en el modelo Erdös-Rényi. 
3.3.2. Modelo Watts-Strogatz 
El físico Duncan Watts y el matemático Steven Strogatz encontraron la solución al problema. 
En 1998 inventaron un nuevo tipo de red que permitía recorrer todo un universo de posibles 
sistemas, desde los más ordenados hasta los más desordenados. Observaron que, 
partiendo de una red ordenada con muchos triángulos, si reconectaban unos pocos enlaces 
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Número de conexiones por nodo 
Figura 51: Transición de fase en el modelo de Erdös-Rényi, en la que indicamos en el eje vertical el 
tamaño del mayor conjunto de nodos que se hallan conectados entre sí por algún camino, en 
función del número medio de conexiones. En el punto crítico, cuando el número de conexiones 
promedio es de uno, aparece un conjunto de elementos conectados de gran tamaño, que como 
vimos en la sección 3.2.9 se denomina componente gigante. 
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al azar la red original se convertía en un mundo pequeño. El procedimiento seguido se 
resume en la Figura 52. 
 
Figura 52: Del orden al desorden, pasando por el mundo pequeño [137].  
En el modelo de Watts-Strogatz se parte de una red muy ordenada (A) en la que cada nodo está 
conectado exactamente con sus cuatro vecinos más cercanos. Podemos desordenar esta red de forma 
gradual desconectando el extremo de una conexión y reconectándola con un nuevo nodo elegido al azar. 
Se han llevado a cabo en (B) tres de estos cambios y han dado así lugar a tres atajos. Si seguimos 
reconectando los enlaces, llegaremos a desordenar por completo la red (C).  
Con estos resultados, Watts y Strogatz pudieron decidir un criterio para determinar si una 
red es mundo pequeño. Se requerían dos condiciones: la primera, que la distancia entre dos 
nodos fuera similar a la que esperaríamos en una red aleatoria como la de Erdös-Rényi. La 
segunda, que la frecuencia de triángulos fuera mucho mayor a la que esperaríamos de la 
misma red aleatoria. 
  
 
 
 
 
 
 
 
 
Figura 54: Índice de clúster y longitud característica en una red A) aleatoria, 
B) mundo pequeño y C) regular. 
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A raíz de la publicación de 1998 [137] científicos de todo el mundo probaron el modelo de 
Watts y Strogatz en multitud de sistemas sociales, naturales y artificiales. Las mismas 
propiedades aparecían, en mayor o menor medida, reflejadas en las relaciones entre seres 
humanos, proteínas, circuitos electrónicos, palabras, especies o reacciones químicas. Sin 
embargo, quedaba una cuestión por resolver: las estructuras de las redes reales no se 
parecen a las que define el modelo de Watts y Strogatz. A diferencia de lo que resulta de los 
modelos que hemos presentado hasta el momento, la arquitectura de las redes reales es 
enormemente heterogénea: la gran mayoría de los nodos están apenas conectados pero a 
la vez unos pocos nodos presentan un gran número de conexiones.  
El mundo pequeño de Watts y Strogatz resultó ser una propiedad universal de las redes 
complejas y pronto se hizo evidente que la existencia de estas propiedades debería tener 
consecuencias positivas y negativas. Como señala Ricard Solé en su libro [125]:  
«…En un mundo pequeño, los cambios en un elemento del sistema pueden afectar –y 
hacerlo con rapidez– a cualquier otro elemento. La información llega rápidamente, pero 
también pueden hacerlo los virus…» 
3.3.3. Modelo Barabási-Albert 
A principios del siglo XXI, el desarrollo de la tecnología permitió rastrear Internet de forma 
automática, mediante sistemas artificiales de exploración, con el objetivo de generar un 
mapa sistemático de ésta para estudiar sus propiedades topológicas (véase la Figura 56). 
Se descubrió que la arquitectura de la red de redes no es homogénea como las obtenidas 
con los modelos Watts-Strogatz o Erdös-Rényi, más bien al contrario: la gran mayoría de 
nodos poseen tan sólo una conexión y un pequeño número de ellos están conectados a un 
gran número de nodos (Figura 55). Las redes con estas propiedades de denominan libres 
de escala y la ley matemática que las describe se denomina ley de potencia o ley de escala. 
En estas redes, los nodos muy conectados o hubs desempeñan un papel especialmente 
importante como responsables de la gran eficiencia de estas redes. Debido a su presencia, 
la navegación por Internet es fácil y fluida. Son de hecho los responsables de la estructura 
de mundo pequeño. 
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Figura 55: Estructura de redes siguiendo el modelo de A) Erdös-Rényi, B) Watts-Strogatz y C) Barabási-
Albert [126]. 
Todas las redes tienen un total de 24 nodos y 86 conexiones. En la red libre de escala (C) la mayoría de 
nodos tienen pocas conexiones con otros nodos (enlaces de color rojo), pero algunos nodos están 
unidos a otros 12 nodos o más (enlaces de color negro). 
Pero… ¿cómo se origina esta estructura?, ¿por qué hay nodos muy conectados cuando la 
mayoría no lo están apenas?, ¿cómo ha adquirido esa organización? 
Dos años después de la publicación de Watts y Strogatz, los físicos László Barabási y Réka 
Albert, de la University of Notre Dame, propusieron un mecanismo de crecimiento de la red 
que se basa en la dinámica de el rico se hace más rico (rich gets richer) propia del mundo 
del dinero. Este mecanismo de crecimiento se conoce actualmente como enlace preferencial 
de nodos y da cuenta del fenómeno de forma muy natural y convincente. La idea es simple: 
los elementos con mayor conectividad son más populares y por ese motivo tienden a atraer 
más la atención, así pues, la probabilidad de que un nuevo nodo de la red se conecte a él es 
mayor que la probabilidad de conectarse a otro nodo con baja conectividad. De hecho, en 
este modelo la probabilidad de conexión con un nodo es directamente proporcional al 
número de conexiones que ya tiene con otros nodos.  
Esta estructura reaparece una y otra vez en un sinfín de redes reales [14]. Sin embargo, la 
enorme eficiencia de las redes libres de escala tiene un talón de Aquiles. Como ya demostró 
en los años 50 el científico Paul Baran, quien fue contratado por la defensa norteamericana 
para desarrollar una red de comunicaciones capaz de resistir un ataque nuclear [15], la 
pérdida de hubs da como resultado la destrucción del sistema.  
En el capítulo siguiente diseñaremos una red libre de escala para representar nuestra red 
local de células nerviosas y dedicaremos especial atención a la robustez del sistema frente a 
ataques dirigidos (eliminación de hubs) y frente a ataques aleatorios. 
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Figura 56: El mapa de Internet describe una red heterogénea: con algunos nodos altamente conectados y 
la mayoría de ellos poco conectados. 
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4. Experimentos 
En el Capítulo 1 estudiamos algunos principios básicos de neurociencia relacionados con el 
comportamiento de las células nerviosas, tanto a nivel individual como colectivo. A 
continuación, vimos el modelo fisiológico estándar para poder diseñar en el Capítulo 2 un 
circuito electrónico no lineal similar a una neurona en forma y función. Posteriormente, en el 
Capítulo 3 hicimos una breve introducción a la teoría de grafos, donde detallamos algunos 
parámetros topológicos para caracterizar redes neuronales. Finalmente, repasamos los tres 
principales modelos de generación de redes aleatorias: el modelo Erdös-Rényi, el Watts-
Strogatz y el Barabási-Albert, con el objeto de poder hacer en el presente capítulo una red 
local de células nerviosas excitadoras. 
El Capítulo 4 está dedicado por completo a la experimentación. En él pretendemos mostrar 
al lector la eficiencia y robustez de las redes complejas a la hora de propagar información, 
incluso en ambientes ruidosos.  
Empezaremos el capítulo describiendo con detalle las condiciones experimentales. Luego, 
analizaremos brevemente la propagación de información en algunas estructuras simples de 
comunicación, entre las que encontraremos varias estructuras básicas recurrentes de tres y 
cuatro neuronas como las vistas en la sección 3.2.16, pero también otras de mayor alcance. 
Continuaremos estudiando la propagación en redes con múltiples lazos en feed-forward y 
finalmente, extrapolaremos nuestros resultados a una red compleja libre de escala con 
ruido. 
4.1. Condiciones experimentales 
Los resultados presentados en este capítulo han sido obtenidos experimentalmente en el 
laboratorio de Dinámica de Láseres (S27) del edificio GAIA, situado en el Campus de 
Terrassa de la UPC. Antes de mostrar los resultados es conveniente describir las 
condiciones experimentales en las que se han obtenido para todo aquél interesado en 
reproducirlos.  
En esta sección el lector encontrará toda la información necesaria sobre instrumentación 
(4.1.1), montaje (4.1.2) y parámetros de experimentación (4.1.3). 
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4.1.1. Material utilizado 
Para llevar a cobo los experimentos que aquí se recogen, es necesario contar con una serie 
de instrumentos específicos, recogidos en la Tabla 6. 
Tabla 6: Resumen del hardware necesario para llevar a cabo los experimentos 
Id Instrumento Cantidad Modelo Imagen 
1 Neuronas electrónicas 50 
 
 
2 Circuito de estimulación 1 
 
3 Circuito de introducción de ruido 1 
 
4 Circuito de alimentación 1 
 
5 Ordenador de mesa 1 
AMD Athlon XP 2600+ 1.91 GHz, 
480 MB de RAM.  
6 Tarjeta de adquisición de datos 1 NI-DAQmix Device PCI-6259 
 
7 Bloque conector 1 NI-BNC-2110 
 
8 Osciloscopio 1 Agilent DSO6104A 
 
9 Fuente de tensión continua 2 Power Supply FAC662B 
 
10 Generador de señales 1 Agilent 33250A 
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4.1.2. Descripción del montaje experimental 
 
Figura 57: Montaje experimental 
El elemento principal de la experimentación lo constituye la neurona electrónica (1) –descrita 
con detalle en el Capítulo 2 y en el Anexo II–. Disponemos de un total de 50 neuronas 
electrónicas que podemos interconectar de innumerables formas distintas. La función de 
estos circuitos es simular el comportamiento de las interneuronas y motoneuronas en una 
red local de células nerviosas. 
La neurona sensorial de nuestra red local está constituida por el circuito de estimulación (2). 
Este circuito transforma una señal «física» en un conjunto de «potenciales de acción» 
cuando es superado cierto umbral de excitación. Estos potenciales de acción se propagan a 
través de la red de neuronas electrónicas. Para ello debemos conectar la salida de nuestro 
circuito de estimulación a alguna de las entradas del conjunto de neuronas electrónicas que 
conforman el siguiente estadio de la red en la propagación de información. Para excitar el 
circuito de estimulación necesitamos poder generar una señal «física», que en este caso es 
eléctrica por simplicidad. La generación de la señal se lleva a cabo con el generador Agilent 
33250A (10), que debe conectarse a la entrada del circuito estimulador.  
El conjunto formado por la neurona sensorial y por las 50 interneuronas y motoneuronas 
constituye nuestra red local de estudio. Dicha red se sitúa sobre una plataforma circular que 
cumple tres objetivos: soportar físicamente a la red, alimentar a las neuronas electrónicas y 
propagar el ruido de fondo. Esta plataforma es el circuito de alimentación (4), formado por 
un bus de cinco pistas por el que circula tensión continua y ruido superpuestos (véase 
(5) 
(6) (7) (3) (9) 
(8) (1) (4) 
(10) (2) (9) 
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Anexo II). Las cinco pistas han de alimentar a los amplificadores operacionales de las 
etapas de acondicionamiento de las neuronas electrónicas, y al amplificador operacional del 
circuito de Chua en el núcleo de las mismas. Las tensiones que se requieren son diferentes 
en cada caso y por eso se necesitan dos fuentes de tensión continua (9), tal como se 
muestra en la Tabla 6.  
El ruido simula la actividad basal del cerebro o, al menos, de las neuronas que no forman 
parte de nuestra red. Para introducir el ruido se requiere un circuito de introducción de ruido 
(3) como el descrito en el Anexo II. Este circuito permite superponer a la tensión de 
alimentación un ruido global, que se propaga por la red alterando el comportamiento de 
todos los amplificadores operacionales que encuentra a su paso. La generación del ruido, 
no obstante, se lleva a cabo por software en un ordenador (5). El programa utilizado para 
ello es la versión 7.1 de LabVIEW. El ruido modelado en LabVIEW se muestrea en una 
tarjeta de adquisición de datos (6) integrada en el PC y se extrae a través de un bloque 
conector BNC (7). Ahora, las salidas analógicas de este bloque contienen la información 
ruidosa que deseamos, tan sólo debemos conectar una de ellas a nuestro circuito de 
introducción de ruido y voilà, ya tenemos ruido en todo el sistema. 
Llegados a este punto, disponemos de una red local de neuronas excitadoras interactuando 
entre sí en un ambiente ruidoso. Sin embargo, el montaje experimental aún no ha acabado, 
nos queda la parte más importante, es decir, la recogida y el análisis de datos.  
Los datos que en todo momento tomaremos corresponden a las respuestas temporales de 
la motoneuronas, es decir, a sus potenciales de acción. En una red real de células nerviosas 
estos potenciales de acción activarían una fibra muscular que permitiría contraer o extender 
un músculo determinado. La toma de datos se hace, nuevamente, por medio del bloque 
conector y de la tarjeta de adquisición de datos integrada en el PC. Sin embargo, ahora el 
proceso es inverso al descrito en la generación de ruido. A diferencia de entonces, ahora 
tenemos una señal analógica que muestrear para poderla posteriormente procesar en el 
ordenador. Para ello, conectamos la salida de una motoneurona a una de las entradas 
analógicas del bloque conector y con LabVIEW capturamos los datos y los guardamos en un 
fichero de texto *.lvm (véase la Figura 58). Este fichero de texto es posteriormente 
convertido a formato *.mat después de haberlo abierto y procesado con la versión R2006b 
de MATLAB. 
Ahora el lector ya está en condiciones de reproducir los resultados que aquí obtenemos. Sin 
embargo, recomendamos siempre el uso de un osciloscopio (8) como el DSO6104A de 
Agilent para verificar que todo funciona correctamente. 
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Figura 58: VI de LabVIEW. Block Diagram para simulación de ruido y recogida de datos
54
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 LabVIEW es un software de National Instruments que utiliza un lenguaje gráfico para el análisis de datos y la 
automatización. Un programa en LabVIEW recibe el nombre de Virtual Instrument (VI). 
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4.1.3. Parámetros de experimentación 
En esta sección fijamos una serie de parámetros que el lector deberá respetar si quiere 
reproducir fielmente nuestros resultados. 
4.1.3.1. Parámetros de la señal «física» 
La señal «física» que usamos para excitar la neurona sensorial es cuadrada y periódica, con 
una frecuencia de 1 kHz, una amplitud de 1 V y un duty-cycle del 50 %, tal como la que se 
muestra en la Figura 59. ¿Por qué estos valores?, se preguntará el lector… 
Cierto es que podríamos caracterizar la señal física de muy distintas formas, atendiendo 
incluso a su morfología. Sin embargo, el circuito de estimulación que hemos diseñado (ver 
Anexo II) trabaja mejor con señales analógicas con cambios abruptos de tensión, tal como 
sucede con un escalón o con una señal cuadrada.  
 
Figura 59: Estímulo físico de la red: señal cuadrada con ,  y un duty-cycle del 50 %. 
Por otro lado, preferimos las señales periódicas a las transitorias porque queremos estudiar 
propagación de información en una red compleja y para ver fenómenos de nuestro interés 
necesitamos enviar paquetes de información continuamente. Pero ¿por qué a 1 kHz? Pues 
bien, trabajamos a esta frecuencia por dos motivos. El primero es que a esta frecuencia 
conocemos perfectamente cual es el umbral de excitación de las neuronas electrónicas, que 
como vimos en la sección 2.3.4 está próximo a los 500 mV. A frecuencias menores el 
umbral de excitación no varía, pero a frecuencias mayores el umbral se desplaza hacia 
arriba y excitar una neurona se hace cada vez más difícil, es decir, a medida que aumenta la 
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frecuencia para excitar una neurona debemos estimularla con una señal de mayor amplitud. 
Esto coincide con las observaciones experimentales del periodo refractario de las células 
nerviosas. Como vimos en el Capítulo 2, es necesario un cierto intervalo de tiempo para que 
la neurona sea capaz de responder a un estímulo. Si el estímulo es demasiado frecuente la 
neurona no podrá responder a todos ellos y perderá parte de la información. El segundo 
motivo es que a una frecuencia de 1 kHz podemos capturar 1000 puntos experimentales en 
tan sólo un segundo. Necesitamos muchos puntos para poder hacer estudios estadísticos y 
necesitamos tomarlos en poco tiempo para poder hacer muchos experimentos. 
Si observamos el diseño del circuito estimulador nos daremos cuenta de que el duty-cycle 
de la señal no juega un papel importante. La respuesta de la neurona sensorial será la 
misma independientemente de su valor siempre que . Hemos escogido un duty-cycle 
del 50 % como podíamos haber escogido cualquier otro. El lector es libre de seleccionar el 
que desee, pues los resultados prácticamente no se verán afectados. 
La amplitud de la señal es de 1 V intencionadamente. Con 1 V estamos dentro de la zona 
lineal de operación de las neuronas electrónicas. También lo estamos con 2 V, e incluso con 
3 V, pero a estas tensiones es más fácil saturar la neurona cuando recibe más de una señal 
presináptica. Con el objetivo de evitar la saturación en cualquier caso, preferimos trabajar 
con señales de 1 V. Sin embargo, si lo que el lector desea es una salida estereotipada 
recomendamos trabajar en la región de saturación con señales de más de 5 V. Ahora bien, 
los resultados obtenidos diferirán en mucho a los que aquí mostramos. 
4.1.3.2. Parámetros del ruido «basal» 
En nuestra red local de neuronas tenemos una gran cantidad de ruido. Este ruido simula la 
actividad basal del cerebro, es decir, la actividad de todas aquellas neuronas ajenas a 
nuestra red. Así pues, en este estudio no sólo simulamos la propagación de potenciales de 
acción en una red local de células nerviosas provocados por la estimulación física de una 
neurona sensorial, sino que además consideramos la influencia que el resto de neuronas del 
cerebro tienen sobre nuestra pequeña red. Esta influencia, como hemos visto, se representa 
en forma de un ruido de fondo como el de la Figura 60. 
Este ruido, en realidad, está formado por la superposición de tres ruidos distintos. A estos 
ruidos los llamamos ruido blanco gaussiano (externo), ruido electrónico y ruido ambiental. 
Los dos últimos son intrínsecos del sistema y, por tanto, no podemos controlarlos. Sin 
embargo, eso no importa porque su influencia es despreciable frente a la del ruido blanco 
gaussiano. 
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Figura 60: Ruido basal en la red local de neuronas electrónicas. Este ruido es la superposición de un 
ruido electrónico, un ruido ambiental y un ruido blanco gaussiano. Sin embargo, los dos primeros son 
despreciables frente al tercero. 
El ruido electrónico es el nombre que le damos a la aleatoriedad que está intrínsecamente 
asociada a los componentes electrónicos. Dos resistencias nunca tendrán exactamente la 
misma relación tensión-corriente –aún siendo de la misma marca y modelo–, y lo mismo va 
para el resto de elementos que conforman la circuitería de nuestro sistema. Este ruido no se 
puede simular con un ordenador, sólo la electrónica analógica nos permite tal aleatoriedad, 
una aleatoriedad interesante para simular la actividad basal del cerebro y útil a la hora de 
estudiar fenómenos de resonancia estocástica como los que se estudian en [57]. 
El ruido ambiental es el ruido asociado a las interferencias electromagnéticas provocadas 
por el uso de teléfonos móviles, por la pantalla del PC, por el osciloscopio, por las fuentes de 
alimentación, por el generador de funciones y en definitiva por cualquier sistema electrónico 
cercano a nuestra red55. Igual que el ruido electrónico, este ruido es poco controlable o, al 
menos, no lo es directamente. Por supuesto, existen filtros especiales para ello, pero su uso 
                                               
 
 
55
 Como anécdota, cabe mencionar que en nuestro estudio la toma de datos se vio en más de una ocasión 
alterada por el trabajo de los operarios del edificio GAIA. Las soldaduras y los taladrados distorsionaban en gran 
medida las series temporales tomadas, y en más de una vez tuvieron que repetirse.  
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carece de sentido en nuestro estudio porque nos beneficia la existencia de ruido ambiental 
para emular gran cantidad de actividades cerebrales distintas. Además, aunque su efecto es 
mayor que el del ruido electrónico, sigue siendo insuficiente para distorsionar por sí solo el 
mensaje propagado. 
Finalmente, también está el ruido externo. Este ruido es supuesto blanco y gaussiano, y a 
diferencia de los anteriores, se introduce deliberadamente en la red para alterar el 
comportamiento de las neuronas. Es, por tanto, un ruido controlable que podemos 
parametrizar. Lo generamos por software con el programa LabVIEW y lo introducimos en la 
red gracias al circuito de introducción de ruido.  
LabVIEW nos permite generar una gran variedad de ruidos distintos, sin embargo, siguiendo 
el ejemplo de la literatura científica, escogemos el blanco gaussiano como el más apropiado 
para simular la actividad cerebral de fondo. Los parámetros escogidos se muestran en la 
Figura 61 y corresponden a una media de  y una desviación estándar de . El 
muestreo debe ser elevado para generar un ruido lo más preciso posible, por ese motivo se 
selecciona una frecuencia de 1 MHz. 
 
Figura 61: Generación de ruido blanco gaussiano con  y . 
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Como su nombre indica, el ruido gaussiano es una señal aleatoria cuya densidad de 
probabilidad responde a una distribución de Gauss (o distribución normal). En la Figura 62 
mostramos el histograma y el gráfico de probabilidad normal de los valores generados con 
LabVIEW a una frecuencia de 1 MHz. 
 
Figura 62: Caracterización del ruido blanco gaussiano. A) Histograma correspondiente a una distribución 
de Gauss. B) Gráfico de probabilidad normal. Nótese como los datos experimentales (en azul) se ajustan 
perfectamente a los valores esperados (en rojo) en ambos diagramas. 
Sin embargo, no nos basta con que sea gaussiano, además debe ser blanco, lo cual quiere 
decir que los valores de la señal no pueden estar correlacionados estadísticamente en dos 
instantes de tiempo diferentes. Como consecuencia de ello, su densidad espectral de 
potencia debe ser constante, es decir, debe contener todas las frecuencias a igual potencia 
(Figura 63). 
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Figura 63: Densidad espectral de potencia del ruido blanco gaussiano. Obsérvese como la PSD es 
prácticamente una constante de magnitud -10.5 dB. 
 
4.1.3.3. Parámetros para el muestreo de datos experimentales 
En más de una ocasión, señales procedentes de distintas trayectorias y caminos convergen 
en una motoneurona electrónica para dar lugar a una respuesta en modo bursting. El 
bursting se da en algunas células nerviosas, es un estado dinámico en el que las neuronas 
disparan repetidamente grupos discretos de potenciales de acción o bursts. Cada uno de 
estos bursts es seguido habitualmente por un periodo de quietud antes de que el siguiente 
burst tenga lugar. Un burst de dos spikes se denomina doblete, uno de tres triplete, y así 
sucesivamente. Como veremos en las secciones siguientes, en nuestra red de neuronas 
tienen lugar tanto los potenciales de acción simples, como los dobletes y los tripletes.  
Prácticamente todas las neuronas pueden responder en modo bursting si son estimuladas o 
manipuladas farmacológicamente (véase la Figura 64). Debido a esto, a menudo se 
distinguen dos tipos de bursting distintos: el bursting forzado y el bursting intrínseco [72].  
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Figura 64: Fenómenos de bursting en distintas células del sistema nervioso. Datos tomados de D. 
McCorwick (célula CH), C. L. Clos y S. M. Sherman (célula TC), C. Stuart y M. Kole (célula IB) y C. del 
Negro (célula pre-Botzinger) [71]. 
Se cree que el bursting neuronal puede jugar un papel importante en la comunicación entre 
células nerviosas [40], en particular en la sincronización. Sin embargo, en nuestro estudio 
consideraremos el bursting como una respuesta neuronal poco eficiente frente a inputs 
codificados a una frecuencia de estímulo de 1 kHz. Esta ineficiencia tiene lugar en forma de 
dobletes y tripletes, pulsando a frecuencias del orden de 40 y 60 kHz, respectivamente. Con 
el objeto de reproducir estas señales en el ordenador es necesario muestrear los datos a 
frecuencias elevadas. Según el Teorema de Nyquist-Shannon es posible reconstruir una 
señal analógica exactamente si la muestreamos a una frecuencia de al menos el doble de la 
máxima frecuencia contenida en la señal, es decir: 
 
donde  es la frecuencia de muestreo y  representa todas las frecuencias de la señal 
analógica.  
Estudio de propagación de información en redes 
complejas de circuitos electrónicos no lineales con ruido  Pág. 121 
 
Así pues, parametrizamos el DAQ Assistant de LabVIEW para muestrear a una frecuencia 
de 200 kHz, tal como se observa en la Figura 65. 
 
Figura 65: Parámetros del DAQ Assistant de LabVIEW para la recogida de datos. La frecuencia de 
muestreo corresponde a  
 
 
 
 
 
 
  
Pág. 122  Memoria 
 
4.2. Propagación de información en estructuras simples 
En este apartado vamos a analizar cómo se propaga la información en estructuras simples 
de comunicación neuronal, experimentando con nuestra red de circuitos electrónicos no 
lineales. Algunas de estas estructuras ya las vimos en el Capítulo 3, otras sin embargo son 
más complejas, pues en ellas interviene un mayor número de neuronas electrónicas.  
El objetivo de esta sección es describir cualitativa y cuantitativamente la propagación de 
información en pequeñas estructuras de células nerviosas. Esta descripción nos servirá más 
adelante para entender algunos de los fenómenos observados en nuestra red compleja de 
51 neuronas.  
4.2.1. Estructura en divergencia: Fan-Out neuronal 
En el Capítulo 2 vimos que las estructuras en divergencia, también conocidas por neural fan-
out, se daban habitualmente en la comunicación neuronal, especialmente en los primeros 
estadios de la propagación de información donde intervenían de manera significativa las 
neuronas sensoriales.  
En una red local de células nerviosas, muchas neuronas son divergentes (o secretoras) 
debido a que disponen de ramificaciones axónicas en contacto con más de una célula 
postsináptica. En la Figura 66 mostramos cuatro salidas, correspondientes a los potenciales 
de acción de cuatro ramificaciones axónicas diferentes en una neurona secretora de nuestra 
red. 
 
Figura 66: Salidas de una interneurona electrónica secretora. 
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4.2.2. Estructura en convergencia: Fan-In neuronal 
La convergencia (neural fan-in), igual que la divergencia, es una estructura de comunicación 
muy difundida entre las neuronas. No obstante, a diferencia de ésta, la convergencia se da 
comúnmente en los últimos estadios de la propagación de la información, cerca de las 
neuronas motoras.  
Antes de emitir un impulso nervioso para generar un movimiento, la motoneurona debe 
procesar correctamente la información que le llega por cada una de sus aferencias. Se trata 
de un mecanismo de seguridad que evita el estímulo innecesario de las fibras musculares. 
La motoneurona sólo se activará cuando un número determinado de sus aferencias así se lo 
indiquen, en caso contrario permanecerá en reposo. Igual que siempre, la activación de la 
motoneurona se producirá una vez superado su umbral de excitación. 
En la Figura 67 hemos querido ilustrar los comentarios del párrafo anterior, parametrizando 
la amplitud de los potenciales de acción de una de nuestras neuronas electrónicas en 
función del número de aferencias en contacto con células presinápticas. 
 
Figura 67: Parametrización de la amplitud de los potenciales de acción emitidos por una motoneurona 
electrónica en función del número de sus aferencias excitadoras. Obsérvese que la respuesta es 
prácticamente lineal. La amplitud de los spikes aumenta en 300 mV aproximadamente con cada nueva 
aferencia. 
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La Figura 68 muestra la respuesta de una motoneurona cuando recibe simultáneamente 
señales aferentes por sus seis dendritas basales. 
 
Figura 68: Respuesta de una motoneurona electrónica integrando seis señales aferentes sincronizadas. 
Obsérvese que la amplitud del potencial de acción es de aproximadamente 1.7 V, tal como predice la 
ecuación de la parametrización de la Figura 67. 
Como el lector se puede llegar a imaginar, no siempre las señales aferentes estimulan a la 
vez a la motoneurona, ni lo hacen con la misma frecuencia de pulsación, para producir un 
simple spike excitador como el de la Figura 68. En la mayoría de ocasiones ocurre al revés, 
y la integración de las señales aferentes en las células nerviosas da lugar a fenómenos tan 
diversos como el bursting o la resonancia fantasma [47], tal como se ilustra en las 
observaciones experimentales de la Figura 69.  
  
 
 
Figura 69: En la izquierda observamos dos señales aferentes a una frecuencia de 1 kHz (verde) y de 2 kHz 
(amarillo) respectivamente. La respuesta de la motoneurona (rosa) es una pulsación combinada de spikes 
simples y tripletes. En la derecha mostramos el fenómeno de resonancia fantasma. 
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4.2.3. Estructuras básicas recurrentes de tres y cuatro neuronas 
En la sección 3.2.16 vimos que las estructuras básicas recurrentes eran pequeñas subredes 
que formaban patrones de conexión que se repetían una y otra vez en las redes reales de 
células nerviosas. Aún se desconoce cómo y por qué se forman estas estructuras, pero todo 
indica que son esenciales para la comunicación neuronal. En la Tabla 7 hemos querido 
caracterizar experimentalmente las salidas de cinco estructuras recurrentes de tres y cuatro 
neuronas. Como se demuestra en [95] y [128] estas cinco son las más comunes en el 
cerebro tanto a nivel microscópico como macroscópico. Los parámetros  y  hacen 
referencia a la amplitud y al ancho del spike, respectivamente. 
Tabla 7: Caracterización de estructuras básicas recurrentes de tres y cuatro neuronas. La escala del 
osciloscopio es la misma para todas las imágenes y corresponde a 200 mV/div y 100 µs/div. 
Three-Chain 
 
 
 
 
 
 
 
 
 
Feed-Back Loop 
 
 
 
 
 
 
 
 
 
Feed-Forward Loop 
 
 
 
 
 
 
 
 
 
Bi-Parallel 
 
 
 
 
 
 
 
 
 
Bi-Fan 
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4.2.4. Otras pequeñas estructuras básicas 
Aunque no las consideramos en nuestro estudio, las autapsis y las conexiones recíprocas 
también son estructuras de comunicación neuronal habituales en el cerebro. Son minoría a 
nivel de redes locales, pero ello no quiere decir que no sean importantes. Estructuralmente, 
las autapsis y conexiones recíprocas representan ciclos de longitud  y , 
respectivamente. 
4.2.4.1. Autapsis 
Una autapsis es una conexión sináptica que una neurona establece consigo misma. Igual 
que las reales, nuestra neurona electrónica es capaz de auto-excitarse (Figura 70).  
 
Figura 70: Respuesta de una neurona electrónica excitándose a sí misma mediante una autapsis. La 
amplitud de los spikes es de  y el ancho de . 
4.2.4.2. Conexiones recíprocas 
Las conexiones recíprocas constituyen el más claro ejemplo de colaboración neuronal entre 
células nerviosas. Cuando una de ellas es excitada, inmediatamente «avisa» a la otra y 
viceversa. Ambas se mantienen «alerta» de todos lo que les acontece. En la Figura 71 
mostramos la respuesta de una neurona electrónica formando una de estas conexiones. 
 
Figura 71: Respuesta de una de las neuronas electrónicas que constituyen una conexión recíproca. La 
amplitud de los spikes es de  y el ancho de . 
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4.2.5. Estructuras de orden superior 
Algunos científicos creen que las estructuras formadas por más de tres o cuatro saltos 
sinápticos son poco importantes para la comunicación neuronal de largo alcance en el 
cerebro. Hoy en día se desconoce si esto es cierto en el corto alcance de las redes locales, 
pero la lógica nos indica que no debe ser así. ¿Por qué?, porque a escalas microscópicas la 
densidad media de conexiones es mayor y las distancias métricas son menores. Es de 
esperar que la unión de estas dos características consiga que las señales perduren más 
tiempo en la red y sobrevivan a un mayor número de saltos sinápticos sin distorsionarse.  
El diseño óptimo del cerebro, después de siglos de evolución, debe pasar necesariamente 
por una organización modular y redundante a escalas macroscópicas del cerebro y por una 
organización más secuencial a escalas microscópicas. De ser esto cierto, las estructuras de 
redes complejas macroscópicas y microscópicas podrían seguir leyes y modelos también 
diferentes. Como veremos en la sección 4.4 hay evidencias de que las primeras son 
homogéneas y las segundas heterogéneas. ¿Seguirán estas últimas una ley de potencias?  
Sea cual sea la respuesta, la intuición nos dice que en las redes locales de células nerviosas 
las estructuras de orden superior sí deben ser relevantes. Así pues, en las siguientes líneas 
nos dedicaremos a caracterizar las tres que consideramos más importantes: las cadenas, 
las realimentaciones y las proalimentaciones.  
Estas estructuras pueden encontrarse, además de en la naturaleza, en muchos campos de 
la ingeniería, sobretodo en aquéllos relacionados con las comunicaciones y el control. 
4.2.5.1. Cadenas neuronales 
Las cadenas neuronales constituyen la estructura de orden superior por excelencia, son los 
buses unidireccionales de la comunicación. Funcionan de la siguiente manera: un estímulo 
físico excita a una neurona sensorial, y ésta codifica el mensaje para que pueda llegar a su 
destino, la motoneurona. Sin embargo, neurona sensorial y motoneurona no están unidas 
directamente, las separa una cadena de interneuronas. La primera interneurona recibe el 
mensaje codificado por la neurona sensorial, lo procesa y lo reproduce lo mejor que «sabe», 
el ciclo se repite una y otra vez a lo largo de la cadena, interneurona tras interneurona, y al 
igual que en el «juego del rumor», el mensaje sufre alteraciones. El resultado es que la 
motoneurona recibe la información distorsionada. Por suerte, la distorsión en este caso es 
menor que en el famoso juego infantil, ya que tan sólo consiste en un pequeño retraso 
temporal y en una reducción en amplitud de los potenciales de acción, tal como se muestra 
en la Figura 72. Sin embargo, como ya demostró Adrian (véase la sección 1.2.2), la 
codificación del mensaje propagado no es fruto de la morfología de los potenciales de 
acción, sino de su frecuencia, y ésta sí que se mantiene.  
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Figura 72: Respuesta de dos neuronas electrónicas. En rosa mostramos la respuesta de la primera 
interneurona –aquélla que está en contacto directo con la neurona sensorial–, y en verde mostramos la 
respuesta de la última interneurona –en contacto directo con la motoneurona–. Entre la primera y la 
última interneuronas hay exactamente 15 saltos sinápticos. Note la reducción en la amplitud y el retraso 
temporal. 
Aunque la amplitud y el retraso no intervengan en la codificación del mensaje propagado, 
sus efectos pueden llegar a ser devastadores. Por ejemplo, en una cadena formada por 
muchos saltos sinápticos, las continuas transformaciones químico-eléctricas reducen la 
amplitud del mensaje hasta el punto de situarla por debajo del umbral de excitación 
neuronal. Si pasa esto el mensaje se pierde y la motoneurona nunca recibe su orden.  
Así pues, conviene parametrizar la amplitud y el retraso de los mensajes codificados en una 
cadena de neuronas electrónicas en función del número de saltos sinápticos, o lo que es lo 
mismo, en función de su longitud. En la Figura 73 mostramos los resultados experimentales 
de esto para longitudes desde  hasta . Recuerde que estos resultados sólo son 
válidos si se cumplen las condiciones del apartado 4.1, esto es, si trabajamos en la zona 
lineal del circuito de Chua de las neuronas electrónicas. 
Según las observaciones, la amplitud de los potenciales de acción se reduce a razón de 
 por salto sináptico, mientras que el retraso se incrementa a razón de . Luego, 
si tenemos una cadena larga de longitud , la amplitud del mensaje se reducirá hasta 
llegar a los , es decir, hasta casi el  del mensaje original. Por otro lado, dicho 
mensaje tardará aproximadamente  en llegar a su destino.  
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Figura 73: Parametrización de los potenciales de acción cuando se propagan a través de una cadena de 
neuronas electrónicas. Los parámetros cuantificados son la amplitud (arriba) y el retraso (abajo). 
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4.2.5.2. Realimentación neuronal 
La realimentación no es exclusiva de las redes neuronales, por citar algunos ejemplos la 
podemos encontrar en la ingeniería, en la arquitectura, en la economía o en la biología. En 
palabras de los científicos Arturo Rosenblueth, Norbert Wiener y Julian Bigelow en su 
famoso seminario de 1943 “Behaviour, Purpose and Teleology” [117]:  
«… el comportamiento controlado por la realimentación negativa, aplicada a un animal, al 
ser humano o a las máquinas, es un principio determinante y directivo tanto en la naturaleza 
como en las creaciones humanas…» 
Así pues, la realimentación en el cerebro seguramente es una estructura de orden superior 
muy importante para la comunicación. Sin embargo, algunos estudios demuestran que son 
poco comunes en redes locales de células nerviosas, donde las estructuras suelen ser más 
dirigidas y jerárquicas. Este es el motivo por el cual no las consideramos en la sección 4.4.  
En el cerebro, las realimentaciones pueden ser tanto negativas como positivas. Las primeras 
tienden a reducir la actividad del bucle de neuronas hasta llegar a un estado de reposo, 
mientras que las segundas la tienden a incrementar hasta llegar a un estado de saturación. 
En nuestro diseño original tan sólo podemos inducir realimentaciones positivas, dado que 
las neuronas electrónicas son todas excitadoras. Sin embargo, técnicamente hablando sería 
inmediato extender nuestros resultados para analizar las realimentaciones negativas, 
bastaría con conectar un inversor de tensión formado por un amplificador operacional en el 
lazo de realimentación. 
En las secciones 4.2.3 y 4.2.4 tuvimos la ocasión de mostrar al lector las respuestas de las 
neuronas electrónicas cuando formaban parte de pequeños bucles de realimentación. En la 
sección 4.2.4 analizamos las autapsis neuronales y las conexiones recíprocas, formadas por 
bucles de longitudes  y , respectivamente, y en la sección 4.2.3 los feed-back 
loops motifs de longitudes . Siguiendo con la misma dinámica, a continuación veremos 
la respuesta de una estructura de orden superior formada por un bucle de realimentación de 
longitud . En la Figura 74 mostramos esta respuesta, que consta de tres lóbulos de 
tensión, cada uno de ellos con amplitudes y retrasos diferentes. Tales diferencias son el 
resultado de las continuas pérdidas, que se producen en los sucesivos saltos sinápticos, en 
cada paso del mensaje por la cadena directa del bucle de realimentación.  
El funcionamiento es el mismo que en una cadena neuronal, pero ahora, a diferencia de 
entonces, en vez de llegar a su destino para «morir», se reintroduce en la cadena para 
volver a estimularla. A las neuronas primordiales esto les sirve para saber si el mensaje ha 
llegado a su destino y en qué condiciones lo ha hecho. Probablemente, éste sea un 
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mecanismo de estabilización neuronal que permite ajustar la cantidad de neurotransmisores 
emitidos para que el mensaje llegue en óptimas condiciones.  
Por supuesto, la respuesta de las células nerviosas reales nada tiene que ver con la 
presentada en la Figura 74, al menos morfológicamente hablando. La respuesta de una 
neurona real, en un caso como este, estará codificada por tres o más potenciales de acción 
idénticos, ya que como vimos en el Capítulo 2 las respuestas son estereotipadas.  
Cada vez que el mensaje se propague por el bucle hasta llegar a la neurona destino, ésta 
volverá a excitarse emitiendo un nuevo spike. Si la longitud de la cadena directa es 
pequeña, los retrasos serán ínfimos –menores que el periodo refractario de la neurona–, y 
ésta responderá a uno y a sólo uno de los estímulos. Si por el contrario la longitud de la 
cadena directa es grande, entonces el retraso será significativo y la neurona se activará 
sucesivas veces, pudiendo en más de un caso hacerlo en modo bursting.  
El bursting (véase la sección 4.1.3.3) es un modo de operación neuronal que no podemos 
reproducir con nuestras neuronas electrónicas por limitaciones técnicas. Sin embargo, sí 
podemos detectarlo cuando debiera producirse. La forma de hacer esto se muestra en la 
Figura 74. Cuando una célula nerviosa real debiera entrar en modo bursting, nuestras 
neuronas electrónicas responden con varios lóbulos. Debido a las pequeñas longitudes con 
las que trabajamos en la red local de neuronas electrónicas, sólo podemos reproducir bursts 
dobletes y tripletes, es decir, respuestas con dos y tres lóbulos. Así pues, los tres lóbulos de 
la Figura 74 nos indican que la neurona destino está emitiendo paquetes de tripletes. 
 
Figura 74: Respuesta de una motoneurona electrónica formando parte de un bucle de realimentación de 
longitud   Obsérvese que la motoneurona en cuestión emite bursts tripletes. 
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4.2.5.3. Proalimentación neuronal 
La proalimentación, igual que las dos anteriores, representa una estructura de comunicación 
ampliamente extendida en toda clase de sistemas físicos complejos, entre los cuales se 
encuentra, por supuesto, el cerebro. 
La proalimentación más estudiada hasta el momento es la constituida por el feed-forward 
loop de tres neuronas [57], [62], [89], que ya hemos visto en la sección 4.2.3. Sin embargo, 
en este apartado y en el siguiente estamos más interesados en caracterizar estructuras de 
proalimentación de orden superior. En particular, en la Figura 75 mostramos la respuesta de 
una motoneurona electrónica formando parte de un bucle de proalimentación de longitud 
.  
 
Figura 75: Respuesta de una motoneurona electrónica formando parte de un bucle de proalimentación de 
longitud  Obsérvese que la motoneurona en cuestión emite bursts dobletes. 
Los bucles de proalimentación son estructuras formadas por una cadena neuronal directa y, 
además, por un lazo de proalimentación. La función de este lazo se desconoce todavía, 
pero se cree que puede servir de shortcut para aquéllos mensajes considerados «urgentes» 
o servir de enable para la activación de algunas células nerviosas, ¿quién sabe?, quizás 
para ambos…  
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Si su función es la de shortcut, es probable que las estructuras de proalimentación tengan 
lugar en los circuitos relacionados con los actos reflejos o, a escala macroscópica, en los 
relacionados con los movimientos balísticos56. En estos circuitos la anticipación es muy 
importante, de hecho se puede decir que nuestra vida depende de ella, pues es gracias a la 
anticipación que podemos evitar quemarnos los dedos con una llama por medio de actos 
reflejos. Para poder anticiparnos al peligro se requieren shortcuts neuronales como los que 
presentan los bucles de proalimentación. 
Por otro lado, si su función es la de enable lo más probable es que muchas neuronas no se 
activen hasta recibir un estímulo «extra» que se lo indique. Este estímulo extra llegaría a 
través del lazo de proalimentación en menos tiempo y con mayor amplitud. Pero…  ¿y para 
qué necesitan un enable las neuronas? Igual que siempre, se desconoce todavía…, una 
posibilidad es que el enable se necesita para evitar «disparos» continuos de las neuronas, 
que «intoxiquen» al resto de la red con mensajes sin importancia. Esta posibilidad, además, 
supondría un ahorro energético a nivel sináptico, algo muy importante teniendo en cuenta 
que nuestro cerebro consume el 20 % de la energía que requerimos para sobrevivir. 
Sean cuales sean los motivos, lo cierto es que los bucles de proalimentación son necesarios 
para la vida, y no sólo porque tengan lugar en el órgano rey. Algunos estudios revelan que el 
corazón se anticipa al ejercicio físico incrementando su frecuencia de bombeo para que los 
músculos estén «preparados». Se ha demostrado que este mecanismo de anticipación se 
lleva a cabo gracias a una estructura feed-forward como la que aquí estudiamos. 
En la sección siguiente caracterizaremos algunas estructuras de orden superior compuestas 
por múltiples lazos de proalimentación de longitudes diferentes, como las que esperamos 
encontrar en la red compleja de neuronas de la sección 4.4.  
 
                                               
 
 
56
 A menudo tienden a confundirse los actos reflejos: reacciones involuntarias llevadas a cabo por estructuras 
anatómicas del sistema nervioso, con los movimientos balísticos: movimientos voluntarios rápidos que requieren 
de aprendizaje previo y perfeccionamiento mediante la práctica. Es de esperar que detrás de los actos reflejos y 
de los movimientos balísticos hayan atajos (unos innatos y otros aprendidos), formados para propagar la 
información más rápidamente. 
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4.3. Propagación de información en redes con múltiples lazos 
de proalimentación 
Hasta el momento en este capítulo hemos tenido la oportunidad de analizar múltiples formas 
de comunicación entre células nerviosas. En la sección 4.2.1 vimos la estructura en 
divergencia, propia de los primeros estadios de la propagación de información en las redes 
locales de células nerviosas y en la 4.2.2 la estructura en convergencia, más propia de los 
últimos. En la 4.2.3 caracterizamos la respuesta neuronal de algunas estructuras básicas 
recurrentes de tres y cuatro neuronas, como el three-chain motif, el feed-back-loop motif, el 
feed-forward-loop motif, el bi-parallel motif o el bi-fan motif. Posteriormente, en 4.2.4 
repasamos brevemente otras estructuras menos comunes: la autapsis y la conexión 
recíproca. Por último, en la sección anterior discutimos con detalle los tres sistemas de 
control más comunes en la naturaleza, que según Rosenblueth son: la cadena abierta, el 
bucle de realimentación y el bucle de proalimentación.  
Con todo esto, ya estamos preparados para abordar la propagación de información en redes 
locales de neuronas. Sin embargo, antes de introducirnos en las redes complejas, creemos 
necesario caracterizar otro tipo de redes. Las redes que en este apartado estudiaremos las 
hemos querido llamar Multiple Feed-Forward Networks y, como su nombre indica, son redes 
con múltiples lazos de proalimentación. No obstante, como veremos, estos lazos no tienen 
que ser necesariamente unitarios, sino que pueden tener diferentes longitudes. Así pues, 
estos lazos constituyen múltiples «autopistas» de comunicación neuronal por donde pueden 
circular los mensajes hasta llegar a su destino.  
Seguramente el lector se preguntará por qué son importantes estas redes para nuestro 
estudio…, y la respuesta es que son importantes porque gobiernan la topología de las redes 
complejas libres de escala generadas con el algoritmo de Barabási-Albert (véase la sección 
3.3.3). Más adelante veremos que este algoritmo es el elegido para diseñar nuestra red de 
neuronas electrónicas y, por tanto, el análisis de las redes con múltiples proalimentaciones 
se hace fundamental para entender como ésta opera. 
A la hora de analizar una red es necesario definir qué parámetros se quieren medir. Una 
alternativa sería medir la amplitud y la anchura de los potenciales de acción –como hemos 
venido haciendo en las secciones precedentes–, que nos daría información sobre la 
morfología de la señal propagada. Otra consistiría en medir los retrasos, es decir, el tiempo 
que la señal tarda en propagarse desde su origen hasta su destino. Ambas posibilidades 
son válidas, y de hecho constituyen parámetros cualitativos en muchas redes reales, entre 
las que se encuentran, por ejemplo, la red de suministro eléctrico o la red de comunicación 
ADSL. Para la primera es muy importante que la señal llegue a los hogares sin huecos ni 
sobrepicos, la morfología es un aspecto fundamental que se cuida a base de reactancias y 
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de filtros. Para la segunda, sin embargo, es vital que la señal viaje lo más rápido posible. 
Evitar los retrasos comporta no sólo un parámetro cualitativo, sino además una ventaja 
competitiva que permite ganar cuotas de mercado. A pesar de todo, en nuestra red neuronal 
no estamos interesados ni en la amplitud, ni en la anchura, ni en los retrasos que sufre la 
señal, sino en su frecuencia.  
La frecuencia de los potenciales de acción se encarga de codificar la información propagada 
entre las células del sistema nervioso, tal como demostró Edgar Adrian a principios del siglo 
pasado.  
Actualmente, son muchos los científicos dedicados al estudio de la codificación y 
decodificación neuronal57. En estos estudios se caracterizan las respuestas de las neuronas 
cuando son sometidas a multitud de estímulos diferentes. Mientras que los de codificación 
neuronal tienen por objetivo crear modelos que sean capaces de predecir estas respuestas, 
los estudios de decodificación, por el contrario, pretenden reconstruir un estímulo, o ciertos 
aspectos del mismo, analizándolas [23]. No haremos aquí ni una cosa ni la otra, porque más 
que crear modelos o reconstruir estímulos, estamos interesados en determinar cuán 
robustas y eficientes son las redes locales de células nerviosas para propagar los trenes de 
spikes neuronales encargados de la codificación. Debemos definir, pues, cuando una red es 
robusta y cuando eficiente. 
Definiremos la robustez, , como el número de elementos neuronales que son necesarios 
eliminar (o lesionar) para que el mensaje se «pierda» antes de llegar a su destino. Los 
elementos neuronales hacen referencia tanto a los nodos de la red como a sus enlaces, es 
decir, tanto a las neuronas propiamente dichas como a las conexiones sinápticas que entre 
ellas se establecen. Por otro lado, la eficiencia de codificación, , la podemos definir como la 
capacidad de la neurona destino  para reproducir con exactitud un mensaje emitido 
por la neurona origen . Puesto que la codificación del mensaje depende en exclusiva de 
la frecuencia, reproducir con exactitud quiere decir responder con la frecuencia adecuada. Si 
                                               
 
 
57
 El lector encontrará más información sobre estos términos como neural coding  y neural decoding. Debemos 
recalcar que en la actualidad hay mucha controversia sobre las codificaciones neuronales. Una parte de la 
comunidad científica cree que la información neuronal se codifica a través de trenes de spikes, el cual constituye 
el esquema tradicional, mientras que la otra considera que son los propios spikes, o mejor dicho, sus instantes de 
disparo, los que causantes de dicha codificación. El primer acercamiento (que es el que estudiaremos aquí) 
recibe el nombre anglosajón de rate-coding y el segundo temporal-coding. 
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la neurona origen emite un mensaje codificado con potenciales de acción (eventos) a una 
frecuencia de 1 kHz, se espera que la neurona destino responda a la misma frecuencia. Si 
este es el caso, la eficiencia de codificación se considera óptima, esto es,  . En 
caso contrario,  nos dice cuan semejante es la respuesta de  respecto de , es decir, 
cuántas veces  responde a 1 kHz en un intervalo de tiempo experimental de 1 s, lo que 
equivale a 1000 eventos. Si , entonces  responde a 1 kHz las 1000 veces 
que lo ha hecho , esto significa que el mensaje se reproduce fielmente en la neurona 
destino. Por otro lado, si , significa que  pierde parte de la información al no 
responder a los 1000 eventos con la misma frecuencia de 1 kHz. Como veremos, esta 
pérdida de información puede deberse a las lesiones, al ruido o a la respuesta en modo 
bursting.  
Analizando los parámetros de robustez y de eficiencia de codificación queremos determinar 
en esta sección qué topología resulta más adecuada para propagar la información en las 
redes locales de células nerviosas. Sabemos que estas redes son heterogéneas, con 
propiedades similares a las generadas con el algoritmo de crecimiento propuesto por 
Barabási y Albert. Sabemos que las redes de este tipo son, además, dirigidas, simples, 
jerárquicas y están formadas por múltiples lazos de proalimentación. Si estamos en lo cierto 
la red óptima para la propagación debe parecerse mucho a las reales, topológicamente 
hablando y, por tanto, debe contener proalimentaciones, pero… ¿cuántas?, y… ¿de qué 
longitudes?  
Para responder a esto hemos llevado a cabo un sencillo experimento: partimos de una 
cadena neuronal abierta como la analizada en la sección 4.2.5.1. Medimos su eficiencia de 
codificación y su robustez. A continuación añadimos a la cadena original un lazo de 
proalimentación de longitud . Ahora tenemos una estructura como la de la sección 
4.2.5.3 sobre la cual volvemos a medir la eficiencia de codificación y la robustez. A esta 
nueva red le añadimos otro lazo de proalimentación, esta vez de longitud  y otra vez 
calculamos la eficiencia de codificación y la robustez. Repetimos el proceso unas cuantas 
veces hasta encontrar aquélla topología que, con una robustez adecuada, nos da la máxima 
eficiencia de codificación neuronal.  
Los resultados de este experimento se recogen en la Tabla 8. En la primera columna 
mostramos el esquema de las estructuras examinadas junto con la respuesta temporal de la 
neurona destino en cada una de ellas. En la columna central podemos ver el histograma de 
las frecuencias de interspike de . Este histograma es una variante del histograma ISI, 
que registra los tiempos de interspike y es usado para caracterizar las respuestas de las 
células nerviosas reales en distintas regiones del cerebro. Finalmente, en la tercera y última 
columna recogemos los valores de eficiencia de codificación y de robustez de cada una de 
las estructuras examinadas. 
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Tabla 8: Caracterización de estructuras compuestas por múltiples feed-forward loops de longitudes 
diferentes.  
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En el caso de la cadena neuronal abierta (A), la eficiencia de codificación es máxima, 
, dado que  responde a la misma frecuencia que , esto es, sus respectivos 
tiempos de interspike son iguales entre sí. Sin embargo, la red es muy poco robusta, , 
ya que es suficiente con una lesión en cualquiera de sus elementos para evitar que  se 
active. Al añadir un lazo de proalimentación unitario aumentamos la robustez de la red, 
porque son necesarias al menos dos lesiones para evitar que el mensaje llegue a su 
destino, pero como vemos en la tercera columna de (B) la eficiencia de codificación se 
reduce casi a la mitad. Mientras  emite en modo single-spike,  lo hace en modo 
doublet-burst.  Mientras  emite a una frecuencia de 1 kHz,  lo hace a 1 kHz y a 21 
kHz, correspondientes a las frecuencias de inter-burst e intra-burst, respectivamente. 
Es decir, lo que para algunas redes reales puede significar una ventaja porque se reduce la 
distancia entre origen y destino (aumentando con ello la velocidad de propagación del 
mensaje, o lo que es lo mismo, reduciendo los retrasos como en el caso de las redes de 
ADSL), para las redes locales de células nerviosas, el hecho de añadir un lazo unitario 
cuando la cadena principal es larga, resulta desastroso para la codificación neuronal.  
En (C) tenemos un caso parecido, conseguimos que la robustez de la red siga aumentando, 
mientras la eficiencia no para de caer, esta vez llegando al . Después de tres ensayos 
todo parece perdido, tal vez no exista la topología óptima que buscamos..., ¿o tal vez sí? 
La red (D) constituye una de las posibles soluciones al enigma. Esta red consta de una 
cadena directa de longitud  y tres proalimentaciones de longitudes ,  y 
. Por tanto, son necesarias ni más ni menos que cuatro lesiones para impedir la 
propagación. Así pues, su robustez es elevada y, como se muestra en la última columna, su 
eficiencia también. La integración de señales en  ha sido, en este caso, beneficiosa, ya 
que le permite codificar adecuadamente el mensaje enviado desde .  
Estos son resultados hallados con nuestras neuronas electrónicas que podemos extender a 
las neuronas reales. Gracias a una topología específica, la información puede propagarse 
con garantías de llegar a su destino en óptimas condiciones. Los «culpables» de este 
resultado son los lazos de proalimentación, pero…, ¿su culpa es debida al número de ellos 
o a sus longitudes? 
La respuesta a esta pregunta nos la da (E), donde volvemos a tener cuatro caminos uniendo 
 con  como en el caso (D), pero la eficiencia de codificación vuelve a ser del  
como en el (B). Así pues, no se consigue una mayor eficiencia a base de aumentar el 
número de caminos (con esto sólo conseguimos aumentar la robustez), sino a base de jugar 
con sus respectivas longitudes.  
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(F) representa el caso optimus optimorum de los ensayados, con cuatro caminos de igual 
longitud. Este último caso nos da la pieza que nos falta para terminar el rompecabezas: una 
gran robustez con óptima eficiencia de codificación sólo es posible en las redes neuronales 
redundantes. Una red es redundante si, y sólo si, tiene varios caminos similares uniendo 
origen y destino. Cuanto más caminos haya, tanto más robusta será la red; cuanto más 
similares sean, tanto más eficiente. Sin embargo, una neurona destino interpretará lo mismo 
tanto en (D) como en (F), luego, no es necesario que la redundancia de caminos sea 
idéntica. 
Note que empleamos el término camino y no el término trayectoria. Recuerde que en el 
Capítulo 3 definimos camino como una secuencia de elementos (nodos y enlaces) que unen 
una neurona fuente (origen) con una neurona sumidero (destino)58, sin que los elementos 
tengan que ser necesariamente diferentes. La trayectoria, no obstante, exige esta diferencia. 
Para facilitar la comprensión del lector, en la Tabla 8 hemos preferido esquematizar los 
lazos de proalimentación de cada una de las estructuras examinadas con secuencias de 
elementos diferentes (trayectorias). Sin embargo, los resultados son igualmente válidos para 
lazos de proalimentación formados por caminos con alguno de sus elementos compartido 
(véase la Figura 76).  
 
 
 
 
  
                                               
 
 
58
 A menudo usaremos los términos origen y destino en vez de fuente y sumidero. Una neurona origen  es una 
neurona fuente  cuando, además, es el origen de la propagación de un mensaje (como sucede con las neuronas 
sensoriales). Una neurona destino  es una neurona sumidero  cuando, además, es el destino de la 
propagación de un mensaje (como sucede en las motoneuronas). En los estudios topológicos, donde no hay 
propagación de ningún tipo, solemos usar los términos fuente y sumidero, sin embargo, en los estudios dinámicos 
preferimos emplear los términos origen y destino. Para no confundir al lector hemos decidido emplear también 
símbolos diferentes. 
    
Figura 76: A) Red con múliples lazos de proalimentación formados por sucesiones de 
elementos diferentes (trayectorias). B) Red con múltiples lazos de proalimentación 
formada por sucesiones de elementos donde dos de ellos son compartidos (caminos): el 
nodo rojo y el enlace azul. Ambas redes tienen la misma eficiencia de codificación, pues 
esta sólo depende de las longitudes de los caminos, que en este caso son iguales. Sin 
embargo, como veremos en la sección siguiente, la red (A) es más robusta que (B) frente a 
ataques dirigidos, ya que si eliminamos el nodo rojo o el enlace azul en (B),  nunca se 
activa. 
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4.4. Propagación de información en redes complejas libres de 
escala 
En las secciones precedentes hemos tenido la oportunidad de analizar una por una todas 
las estructuras de comunicación que tienen lugar en las redes locales de células nerviosas, 
desde las más sencillas hasta las más complicadas. Ello nos ha servido para determinar 
cuáles deben ser las características topológicas necesarias para llevar a cabo con éxito la 
propagación de información, es decir, cómo deber ser la red neuronal para que su robustez 
y su eficiencia de codificación sean óptimas. 
En esta sección validaremos nuestros resultados estudiando una red compleja de neuronas 
electrónicas. Para conseguirlo, seguiremos el siguiente proceso… Primero, en el apartado 
4.4.1 diseñaremos una red a partir de alguno de los modelos de crecimiento vistos en 3.3. 
Posteriormente, en el apartado 4.4.2 caracterizaremos la red con algunos de los parámetros 
topológicos estudiados en el Capítulo 3. Finalmente, en el apartado 4.4.3 extenderemos los 
resultados de las multiple feed-forward networks para hacer un análisis dinámico de nuestra 
red, donde podamos calcular tanto la robustez como la eficiencia de codificación. 
4.4.1. Diseño de una red compleja 
De todos los modelos estudiados en la sección 3.3, sólo el de Barabási-Albert parece dar 
buenos resultados a la hora de representar redes locales de células nerviosas. Sin embargo, 
tal como el científico italiano Stefano Boccaletti apunta [20], los datos que actualmente se 
tienen de estas redes son insuficientes para comprobar si realmente siguen una ley de 
potencias o no. Sin ir más lejos, el C.elegans, con sus 302 neuronas identificadas, presenta 
características topológicas que también se dan en las redes de Barabási-Albert –como la 
heterogeneidad o la jerarquía–, pero su escaso número de neuronas resulta del todo 
inadecuado para llevar a cabo estudios estadísticos rigurosos que despejen las dudas 
acerca de si forman una red libre de escala o cualquier otro tipo de red. Es necesario en el 
futuro ahondar en esta línea de investigación, pero hoy por hoy lo cierto es que no podemos 
afirmar nada, ni en un sentido ni en otro. Sin embargo, a sabiendas del riesgo que corremos, 
en este estudio supondremos que las redes locales de células nerviosas son libres de 
escala. Remarcamos el adjetivo «locales», porque sí se ha demostrado en más de una 
ocasión que las redes cerebrales macroscópicas formadas, no por neuronas, sino por 
estructuras corticales, son un mundo pequeño muy homogéneo, es decir, a gran escala, el 
cerebro no tiene hubs, sino nodos comunicándose entre sí con un grado de interacción muy 
similar [126]. 
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Elegido el modelo, llega el momento de diseñar la red. Para ello usaremos el algoritmo de 
Barabási y Albert basado en el mecanismo de crecimiento neuronal de enlace preferencial 
(véase la sección 3.3.3 para más detalles).  
En Internet el lector podrá encontrar muchos programas creados para generar y visualizar 
redes aleatorias con distintas características. De todos ellos, hemos querido usar el del Dr. 
Mathew N. George para MATLAB [58]. Este programa consta de tres ficheros llamados 
SFNG.m, PLplot.m y CNet.m. El primero se encarga de generar de forma aleatoria redes 
libres de escala usando el algoritmo Barabási-Albert. El segundo se encarga de representar 
en un diagrama log-log la distribución de grado de los nodos de la red, y de ajustar una línea 
de tendencia con la ecuación de la ley de potencia asociada. Finalmente, el tercero 
representa la red en un grafo circular usando la función gplot() de MATLAB.  
El programa del Dr. George trabaja muy bien con redes pequeñas como la nuestra (y hasta 
con redes de 15.000 nodos), pero para redes más grandes recomendamos el uso de 
programas especializados como el Pajek59, del cual se han escrito artículos [19], libros [46] y 
hasta posee su propia Wiki [18].  
Si queremos diseñar una red libre de escala con el algoritmo Barabási-Albert que sea un fiel 
reflejo de las redes locales de células nerviosas, debemos cumplir algunos requisitos 
anatómicos (véase 3.1). Por ejemplo, las conexiones sinápticas entre las neuronas de la red 
deben ser siempre dirigidas para estar de acuerdo con el principio de polarización dinámica 
de Cajal, algo que el programa del Dr. George no permite en su versión original al trabajar 
únicamente con redes no dirigidas. Además de los requisitos anatómicos, nuestra red 
también debe cumplir algunos requisitos técnicos. No podemos olvidar que estamos 
trabajando con neuronas electrónicas y no con neuronas reales, mientras las primeras sólo 
pueden integrar un máximo de seis señales, las segundas pueden integrar, en algunos 
casos, miles de ellas. Como es natural, el Dr. George no contempla restricciones de este 
tipo, sin embargo, bastan unas pocas modificaciones en su código para conseguir lo que 
queremos En el CD que adjuntamos, el lector podrá encontrar el código del Dr. George 
modificado con las explicaciones necesarias para utilizarlo. 
El resultado se muestra en la Figura 77 en forma de grafo circular.  
                                               
 
 
59
 Pajek significa araña en esloveno y es un programa gratuito de generación y visualización de redes complejas 
desarrollado por Vladimir Batagelj y Andrej Mvrar. 
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Figura 77: Representación en grafo circular de la red local de células nerviosas. Los cuadros azules 
señalan las neuronas hub, correspondientes en este caso a las neuronas con identificadores 1 y 11. 
La red de la Figura 77 se ha generado con el programa del Dr. George modificado, pero la 
visualizamos con el Pajek. Se trata de una red compleja libre de escala formada por 51 
neuronas excitadoras: una neurona sensorial, treinta interneuronas y veinte motoneuronas, 
todas ellas conectadas formando una isla gigante, y organizadas jerárquicamente según el 
sentido de propagación de la información. Con un cuadro azul mostramos las dos únicas 
neuronas hub de nuestra red, cada una con seis interacciones. La comunicación es posible 
gracias a 60 conexiones sinápticas: cincuenta de propagación directa y diez de propagación 
redundante, todas ellas simples, binarias y dirigidas.  
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En la Figura 78 mostramos otra representación de la red, basada en el modelo energético 
de Kamada-Kawai [75]. Para más información sobre layouts de redes complejas, 
recomendamos la siguiente referencia: [102].  
 
Figura 78: Representación de la red con el modelo energético de Kamada-Kawai. 
 
4.4.2. Análisis topológico de la red 
Una vez diseñada la red es necesario caracterizarla y para ello nada mejor que el análisis 
topológico, que consiste en determinar los principales parámetros estructurales de la red, tal 
como hicimos en la sección 3.2. Sin embargo, a diferencia de entonces, ahora requerimos la 
potencia de cálculo de un ordenador. 
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En MATLAB existen algunas toolboxes creadas por la comunidad científica para llevar a 
cabo estudios topológicos de redes complejas. Nosotros usaremos la Brain-Connectivity-
Toolbox [129], creada por el Dr. Olaf Sporns de la University of Indiana para analizar la 
complejidad cerebral. No obstante, recomendamos también la Boost-Graph-Library [60] 
desarrollada por David Gleich de la University of Stanford para otros estudios. Dicho esto, 
comencemos… 
4.4.2.1. Matriz de Adyacencia 
La forma más sencilla de describir la estructura de una red neuronal es a través de su matriz 
de adyacencia que, como vimos en la sección 3.2.1, indica qué neuronas están unidas entre 
sí. Hemos querido mostrar la matriz de adyacencia de nuestra red en la Figura 79 con 
colores binarios (blanco = 0 y negro = 1) para facilitar su interpretación. Esta forma de 
representar las matrices es una práctica común entre los que estudian redes complejas.  
 
Figura 79: Matriz de adyacencia de nuestra red local de células nerviosas. 
Lo primero que podemos observar a simple vista es que la matriz no es simétrica, lo cual 
quiere decir que la red es dirigida. Además, las entradas de la diagonal principal son todas 
nulas, indicando que no tenemos autapsis. Si nos fijamos detenidamente, también nos 
daremos cuenta de que casi todas las entradas no nulas tienen lugar por encima de la 
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diagonal principal. Esto es una consecuencia directa del algoritmo de Barabási-Albert, en la 
que los nodos más antiguos –los primeros en entrar en la red– son también los más 
populares –los que tienen mayor grado de interacción–, y puesto que la red es dirigida, 
significa que la mayor parte de las conexiones sinápticas «nacerán» en las neuronas 
antiguas (bajo identificador) y «morirán» en las más recientes (alto identificador). 
4.4.2.2. Densidad media de conexiones 
Con el objetivo de que el lector disponga siempre de la máxima información, de ahora en 
adelante iremos mostrando en tablas como la siguiente el nombre de los archivos de la 
Brain Connectivity Toolbox usados para calcular los parámetros topológicos de nuestra red. 
Estos códigos se pueden encontrar en el CD que entregamos con la memoria. 
Fichero *.m Autor Universidad Última actualización 
density_dir.m Olaf Sporns Indiana University 2008 
Nuestra red de neuronas electrónicas está formada por  nodos y  enlaces de 
los  posibles en redes sin autapsis. Luego, la densidad media de conexiones 
es . Se trata, por tanto, de una red poco densa, algo que ya podíamos intuir 
en la matriz de adyacencia (Figura 79). Sin embargo, como ya vimos en la sección 3.2.2, 
nuestra densidad está dentro de los márgenes de las redes locales de células nerviosas 
reales, los cuales, recordemos, oscilaban entre  y . 
En una red jerárquica conectada como la nuestra, el número de enlaces que forman 
cadenas directas  y el número de enlaces que forman bucles  vienen dados por las 
siguientes expresiones fundamentales de la teoría de grafos [49]: 
 
Así pues, tal como habíamos dicho en párrafos precedentes, tenemos un total de  
enlaces de cadena directa y  enlaces que forman bucles, estos últimos constituyen 
las proalimentaciones de nuestra red. 
4.4.2.3. Grados de entrada y salida 
Fichero *.m Autor Universidad Última actualización 
degrees_dir.m, jdegree.m Olaf Sporns Indiana University 2008 
En los diagrama de barras de la Figura 80 mostramos el grado de interacción , de 
entrada  y de salida  de cada una de las neuronas de nuestra red. 
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Figura 80: Grados de interacción, de entrada y de salida de cada una de las neuronas de nuestra red. 
Como sabemos de las redes libres de escala, los grados de nuestra red se distribuyen 
estadísticamente siguiendo una ley de potencia. Con el PLplot.m del Dr. George podemos 
calcular las ecuaciones que describen estas leyes ajustando una línea de tendencia en un 
diagrama log-log como los de la Figura 81. En nuestro caso, las distribuciones totales de 
grados de interacción, entrada y salida vienen dadas por las siguientes expresiones: 
 
De todas formas, debemos mencionar que las ecuaciones anteriores son ajustes demasiado 
bastos como para considerarlos correctos, pero esto es inevitable en redes tan pequeñas 
como la nuestra. Este problema no sólo aparece en nuestra red de 51 neuronas, sino que es 
propio del estudio de cualquier red local de células nerviosas debido a su limitado tamaño o, 
en todo caso, debido a la actual carencia de datos para describirlas por completo, tal como 
señala Boccaletti en [20]. 
Nótese como en todos los casos se cumple  para el exponente de la distribución o, 
lo que es lo mismo, para la pendiente de la recta de ajuste. Según Dorogovstev y Mendes 
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[49] esto se cumple en muchas redes reales y es un indicativo de que el grado medio de la 
red diverge a medida que ésta crece.  
Con el tamaño actual de nuestra red, los grados medios de entrada, salida e interacción son, 
respectivamente: ,  y . 
 
Figura 81: Leyes de potencia describiendo las distribuciones totales de grado de nuestra red. 
Usando el código jdgree.m de la Brain Connectivity Toolbox de Sporns podemos obtener la 
matriz de distribución de grados de unión de nuestra red .  
En la Figura 82 vemos que se trata de una matriz cuadrada , mientras sus filas 
representan los grados de entrada que pueden llegar a tener las neuronas , 
sus columnas representan los grados de salida . Así pues, debido a 
requisitos técnicos, nuestras neuronas pueden llegar a tener a lo sumo  y , 
es decir, . 
 
 
 
 
 
Por ejemplo, la entrada  de la matriz  nos dice que en la red hay un total de 19 
neuronas con un  y con un , algo que podemos comprobar fácilmente 
  0 0 0 0 0 0 1  
 
 19 11 8 1 1 0 0  
 1 2 5 1 0 1 0  
 =  0 0 0 0 0 0 0  
  0 0 0 0 0 0 0  
  0 0 0 0 0 0 0  
  0 0 0 0 0 0 0  
 Figura 82: Matriz de distribución de grados de unión de nuestra red. 
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examinando la Figura 80. Estas 19 neuronas, junto con el resto de las agrupadas en la 
primera columna de , representan a todas aquellas neuronas que tienen aferencias 
, pero que carecen de eferencias , es decir, las motoneuronas.  
Luego, tal como podemos ver en  nuestra red tiene 20 motoneuronas: 19 con una 
aferencia y 1 con dos aferencias. De igual forma, las entradas de la primera fila representan 
a todas aquellas neuronas que tienen eferencias , pero que carecen de 
aferencias , es decir, las neuronas sensoriales. En nuestra red hay una única 
una neurona sensorial y tiene seis eferencias. Por último, el resto de las neuronas de la red, 
recogidas en las filas y en las columnas siguientes, representan a las interneuronas.  
La función jdegree.m también nos devuelve el número de neuronas con , con 
 y con . En nuestra red, estos valores son: ,  y 
, respectivamente. Como vimos en la sección 3.2.3, a las primeras las llamamos 
neuronas integradoras y a las segundas neuronas secretoras (véase la Figura 34).  
En Figura 83 clasificamos con colores a las neuronas en integradoras, secretoras y hubs 
siguiendo la nomenclatura definida en la sección 3.2.3. Obsérvese que hay más neuronas 
puramente secretoras que puramente integradoras, indicándonos que la red diverge más de 
lo que converge. 
 
Figura 83: Clasificación de las neuronas de la red en función de sus grados de entrada y salida. 
 
4.4.2.4. Asortatividad 
Fichero *.m Autor Universidad Última actualización 
assortativity.m Vassilis Tsiaras University of Crete 2009 
El coeficiente de asortatividad de nuestra red es . Por tanto, se trata de una 
red claramente disasortativa como la mayoría de redes biológicas reales, lo cual nos dice 
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que las neuronas que interactúan entre sí suelen tener grados distintos. En una red como 
ésta es de esperar que la destrucción de algunas neuronas –como las neuronas hub– sea 
perjudicial para la propagación de información. Tendremos ocasión de demostrar esto en el 
análisis dinámico de la red (véase la sección 4.4.3). 
4.4.2.5. Índice de conexiones coincidentes 
Fichero *.m Autor Universidad Última actualización 
matching_ind.m Olaf Sporns Indiana University 2008 
En la Figura 84 mostramos en forma matricial las coincidencias aferentes, eferentes y 
totales que hay entre nuestras neuronas electrónicas. Podemos observar que prácticamente 
no hay coincidencias en las conexiones eferentes, mientras sí las hay en las aferentes. Los 
valores promedios para la red son, respectivamente: ,  y 
. 
 
Figura 84: Índice de conexiones coincidentes de la red. 
 
4.4.2.6. Caminos 
Fichero *.m Autor Universidad Última actualización 
 findwalks.m Olaf Sporns Indiana University 2008 
Aunque ya vimos en la sección 3.2.7 que las trayectorias se prefieren en muchos estudios 
topológicos de redes complejas para evaluar la accesibilidad y la distancia de la red, en la 
sección 4.3 demostramos que los caminos eran más apropiados para caracterizar su 
robustez y su eficiencia de codificación. Luego, para nosotros será más importante describir 
los caminos de la red que las trayectorias, concretamente nos interesan aquellos caminos 
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que sean útiles para la propagación de información, es decir, aquéllos que unan la neurona 
sensorial con cada una de las motoneuronas. 
En nuestra red de neuronas electrónicas hay un total de  caminos distintos, 
distribuidos en longitudes tal como se muestra en la Figura 85.  
La longitud máxima es  y la longitud media es , esta última calculada a 
partir de la Figura 85 con la media aritmética ponderada. 
 
Figura 85: Distribución de los 1111 caminos de nuestra red según sus longitudes. 
Como ya hemos mencionado, de los 1111 caminos que hay en la red, sólo estamos 
interesados en caracterizar aquéllos que unen la neurona sensorial con cada una de las 
motoneuronas. 
De estos hay un total de 97, distribuidos por longitudes en la matriz de la Figura 86. Esta 
matriz nos dice, por ejemplo, que el camino que une la neurona sensorial con la 
motoneurona  es precisamente el camino más largo de la red, con una longitud de 
. También nos dice que la neurona sensorial y las motoneuronas ,  y  
están unidas a través de cinco caminos distintos: dos de longitud , otros dos de 
longitud  y uno más de longitud . 
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Figura 86: Distribución de longitudes de los caminos que unen a la neurona sensorial con cada una de las 
motoneuronas de la red. 
 
4.4.2.7. Matriz de Accesibilidad 
Fichero *.m Autor Universidad Última actualización 
reachdist.m Olaf Sporns Indiana University 2008 
En la Figura 87 mostramos la matriz de accesibilidad de la red, , que registra en sus 
entradas todas las neuronas que están unidas entre sí por al menos un camino.  
Obsérvese que la diagonal principal de  es completamente nula, reflejando que no hay 
ciclos en la red. Es, además, una matriz muy asimétrica por el hecho de representar a una 
red dirigida, en la que es fácil acceder a muchas neuronas en un sentido, pero difícil hacerlo 
en el sentido opuesto. Por ejemplo, si observamos la primera fila de  veremos que 
desde la neurona sensorial somos capaces de acceder al resto de neuronas de la red, sean 
del tipo que sean. Sin embargo, desde la motoneurona , , o desde cualquier otra, 
podemos ser alcanzados por muchas interneuronas, pero no podemos acceder a ninguna 
de ellas.  
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Los ejemplos anteriores nos permiten ver que la red está conectada formando una isla 
gigante, es decir, no hay componentes ni nodos aislados a los que no se pueda acceder 
desde algún otro punto de la red, pero como vemos en la matriz de la Figura 87, la 
intensidad de estas conexiones es bastante baja, algo que ya habíamos visto en el apartado 
4.4.2.2 con el parámetro . 
 
Figura 87: Matriz de accesibilidad de la red, . Todas las neuronas son accesibles desde la neurona 
sensorial. 
La accesibilidad es un parámetro muy importante para nuestro estudio. Si alguna de las 
motoneuronas electrónicas de la red pierde su accesibilidad desde la neurona sensorial, el 
mensaje enviado por ésta jamás llega a su destino. Así pues, disminuyen para toda la red 
tanto la robustez como la eficiencia de codificación neuronal de la información propagada. 
4.4.2.8. Matriz de Distancias, Excentricidad, Radio, Diámetro y Longitud 
Fichero *.m Autor Universidad Última actualización 
reachdist.m, charpath.m Olaf Sporns Indiana University 2008 
En la sección 3.2.10 ya vimos que la matriz de distancias de la red, , igual que la de 
accesibilidad, la obtenemos fácilmente de las potencias de  con la función reachdist.m. 
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La matriz  registra las distancias entre dos neuronas  y , definidas como la longitud 
del camino más corto entre ellas. Si tal camino no existe, es decir, si las neuronas no son 
accesibles entre sí, entonces la entrada .  
En la Figura 88 mostramos la matriz de distancias de nuestra red, obsérvese como se 
parece a la matriz de accesibilidad estructuralmente hablando. 
 
Figura 88: Matriz de distancias de nuestra red. Note el parecido con la matriz de accesibilidad. 
En nuestro estudio, la matriz de distancias nos da una idea sobre la capacidad con la que la 
neurona sensorial puede interactuar con cualquiera de las motoneuronas de la red. Por 
ejemplo, si  significa que no hay interneuronas entre la neurona sensorial  y la 
motoneurona  , es decir, la eficiencia de codificación de  de los mensajes enviados por  
será siempre óptima, a menos, claro está, que alguna de ellas, o la conexión sináptica que 
las une, desaparezca. La distancia juega un papel muy importante en la codificación, tal 
como vimos en la sección 4.3, dos neuronas que se comunican entre sí por más de un 
camino en el que las distancias son desiguales probablemente implique que la codificación 
de los mensajes sea pobre. 
Una vez calculada la matriz de distancias, podemos hacer uso de la función charpath.m 
para determinar algunos parámetros de interés como la excentricidad, el radio, el diámetro o 
la longitud característica de la red. 
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Definimos la excentricidad de una neurona como la máxima distancia finita que la separa del 
resto. En la Figura 89 mostramos las excentricidades de todas las neuronas de la red.  
 
Figura 89: Excentricidades de las neuronas de la red. 
Dado que la neurona sensorial puede acceder a todas las otras neuronas de la red, el valor 
de su excentricidad nos indica el máximo número de saltos sinápticos que le son necesarios 
dar para llegar a ellas. En nuestro caso, la excentricidad de la neurona sensorial es de tan 
sólo siete saltos sinápticos. Por otro lado, puesto que las motoneuronas no pueden acceder 
a ninguna otra neurona, sus excentricidades deben ser nulas por fuerza, tal como vemos en 
la Figura 89. La excentricidad media de la red corresponde a . 
Conociendo todas las excentricidades, podemos calcular el radio de la red como la mínima 
excentricidad no nula de todas las neuronas de la red, y el diámetro como la máxima de 
todas ellas. Así pues, tal como vemos en la Figura 89,  y , 
respectivamente. 
Por último, la media global de las distancias finitas de la red nos da una idea de cuantos 
saltos separan en promedio a todas las neuronas entre sí. Este parámetro, introducido por 
Watts y Strogatz en [137], recibe el nombre de grado de separación o longitud característica 
de la red, que para nuestro caso particular resulta ser de . 
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4.4.2.9. Índice de clúster 
Fichero *.m Autor Universidad Última actualización 
clustering_coef_bd.m Mika Rubinov University of New South Wales 2008 
El código que aquí usamos para calcular el índice de clúster de las neuronas de la red 
(clustering_coef_bd.m) se basa en el algoritmo propuesto en 2007 por el científico Giorgio 
Fagiolo para redes complejas dirigidas [51]. 
El resultado es que en nuestra red no tenemos más que un clúster: el formado por las 
interneuronas ,  e . Para estas neuronas, el índice de clúster es, respectivamente, 
,  y , mientras que para el resto el índice de clúster es 
nulo. Con esto, el índice de clúster promedio de la red resulta . 
Según vimos en la sección 3.3, la condición de mundo pequeño de Watts y Strogatz exige 
que el número de clústeres de la red sea elevado en comparación con una red aleatoria de 
Erdös y Rényi, mientras la longitud característica se mantiene aproximadamente igual. Sin 
embargo, la propiedad de mundo pequeño de las redes libres de escala de Barabási y Albert 
como la nuestra, es una consecuencia directa de la existencia de hubs y no de la existencia 
de clústeres como sucede en muchas otras redes. Así pues, aunque nuestro índice de 
clúster sea similar al de una red aleatoria (véase la Figura 90), podemos considerar que 
nuestra red es, en cierta forma, un mundo pequeño. Sea como sea, actualmente se 
desconoce si las redes reales de células nerviosas contienen clústeres o no. En nuestro 
estudio haremos la suposición de que no es así. 
 
 
 
 
 
 
 
 
 
 
 
Figura 90: Red aleatoria Erdös-Rényi de 51 nodos con  y , valores parecidos 
a los de nuestra red libre de escala. A la izquierda el layout circular y a la derecha el layout energético de 
Kamada-Kawai. 
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4.4.2.10. Eficiencias global y local 
Fichero *.m Autor Universidad Última actualización 
efficiency.m Mika Rubinov University of New South Wales 2008 
Como vimos en la sección 3.2.12, las eficiencias global y local son parámetros ampliamente 
utilizados en estudios topológicos de redes complejas y, por supuesto, nada tienen que ver 
con la eficiencia de codificación neuronal definida en la sección 4.3 empleada en estudios 
dinámicos. Sin embargo, las eficiencias global y local nos permiten medir la capacidad de 
intercambio de información entre las distintas neuronas de la red.  
La matriz de la Figura 91 recoge las eficiencias de comunicación de todas las neuronas de 
la red. 
 
Figura 91: Eficiencias de comunicación entre las neuronas de la red. ATENCIÓN: no se trata de las 
eficiencias de codificación neuronal: mientras las primeras son topológicas, las segundas son dinámicas. 
Computacionalmente, la matriz de eficiencias  se calcula como la inversa de la matriz 
de distancias , motivo por el cual su estructura es tan parecida. Compare el lector la 
matriz de la Figura 91 con la matriz de la Figura 88.  
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La eficiencia media de la red –o eficiencia global– es, en nuestro caso: . 
En 3.2.12 discutimos la relación que había entre este parámetro, introducido por Latora y 
Marchiori en 2001, y , introducido por Watts y Strogatz en 1998. Vimos que a menudo 
 constituye una buena aproximación para , sobretodo en aquellas redes 
secuenciales donde apenas hay lazos de proalimentación que permitan procesar los 
mensajes, no de forma secuencial, sino de forma paralela, tal como sucede en el cerebro y 
tal como ocurre en nuestra red local de neuronas electrónicas. Así pues, es de esperar que 
para nuestra red la aproximación  no sea válida, y de hecho así es, ya que 
.  
Además de caracterizar las propiedades globales de la eficiencia podemos caracterizar 
también las locales midiendo la capacidad de intercambio de información entre los vecinos 
de cada neurona. Sin embargo, tal como vimos en 4.4.2.9, la mayoría de los vecinos de 
nuestras neuronas no se comunican entre sí debido al escaso número de clústeres.  
En una red dirigida, la eficiencia de comunicación sólo puede medirse en un sentido: el 
sentido de propagación de la información o sentido de emisión. En la función efficiency.m, 
esto quiere decir que sólo podemos medir la eficiencia local de salida.  
En nuestra red hay un solo clúster: el formado por ,  e  y, dentro de éste, hay una sola 
neurona capaz de emitir señales a sus vecinos: la interneurona . Para esta neurona en 
particular la eficiencia local de salida es , mientras que para el resto es 
cero. Luego, la eficiencia local media de la red es .  
Igual que en el caso de   y , el índice de clúster  también constituye, a 
menudo, una buena aproximación de . Sin embargo, en nuestra red esto no es así 
por el mismo motivo de antes, mientras , el índice de clúster es 
.  
4.4.2.11. Rangos y Atajos 
Fichero *.m Autor Universidad Última actualización 
erange.m Olaf Sporns Indiana University 2008 
En la sección 3.2.13, vimos que el rango de una conexión sináptica (o enlace) es la longitud 
del camino más corto que va de una neurona fuente a una neurona sumidero cuando 
eliminamos dicha conexión. En la Figura 92 mostramos la matriz de rangos de todas las 
conexiones sinápticas de nuestra red, .  
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Figura 92: Rangos de las conexiones sináptica de la red. 
Obsérvese que la mayoría de los rangos de la red son infinitos. Que un rango  sea infinito 
significa que la eliminación del enlace  provoca la desconexión de las neuronas  y , es 
decir, evita que  sea accesible desde  por cualquier camino. Dado que nuestra red está 
formada por 50 enlaces de cadena directa y sólo por 10 enlaces de proalimentación, es 
normal que la mayoría de los rangos sean elevados. De hecho, el rango medio de la red es 
. 
Los rangos que son estrictamente mayores a dos nos indican cuáles son los enlaces de 
nuestra red que forman atajos, recogidos todos ellos en la matriz de la Figura 93.  
Compárese esta matriz con la matriz de adyacencia de la red…, son prácticamente iguales 
excepto en el enlace : el único de la red que no forma un atajo, ya que al eliminarlo sigue 
existiendo un camino de longitud  uniendo las interneuronas  e : el camino formado 
por 456.  
Así pues, en nuestra red local de neuronas electrónicas muchos de los enlaces son atajos, 
como corresponde a una red con bajo índice de clúster (véase la sección 3.2.13). En 
particular 59 de los 60 enlaces de la red forman atajos, lo que nos da una frecuencia 
. 
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Figura 93: Atajos de la red. Definimos como atajos aquellos enlaces con . 
Llegados a este punto ahora entendemos mejor por qué nuestra red libre de escala tiene 
una longitud característica tan pequeña. El motivo es doble: por un lado la heterogeneidad 
en los grados de interacción hace que los hubs actúen como eficaces redireccionadores de 
la información, y por otro el número tan elevado de atajos permite hacer llegar la información 
a cualquier neurona en muy pocos saltos sinápticos. Estas dos características son claves 
para que la información pueda propagarse eficientemente por la red. Sin embargo, como 
veremos en la sección 4.4.3, tanto la existencia de hubs como la existencia de atajos hacen 
que la red sea más vulnerable a los ataques intencionados. Esta es una gran noticia para las 
enfermedades neurodegenerativas que, con sólo lesionar unas pocas neuronas localmente 
importantes, son capaces de provocar enormes daños cerebrales. No obstante, también es 
una buena noticia para aquéllos que combaten estas enfermedades, pues significa que en el 
futuro podremos diseñar fármacos específicos para proteger las zonas más necesitadas, es 
decir, los hubs y los atajos. 
4.4.2.12. Centralidad 
Fichero *.m Autor Universidad Última actualización 
betweenness_bin.m, 
edge_betweennes_bin.m 
Mika Rubinov University of New South Wales 2008 
Estudio de propagación de información en redes 
complejas de circuitos electrónicos no lineales con ruido  Pág. 161 
 
La caracterización de algunas de las medidas de centralidad de la red nos será útil en la 
sección 4.4.3 para estudiar cómo se comporta cuando atacamos a sus elementos más 
importantes, ya sean éstos neuronas o conexiones sinápticas.  
Como vimos en la sección 3.2.15 hay varias medidas de centralidad que nos permiten 
cuantificar esta «importancia» de los elementos, pero nosotros sólo estamos interesados en 
los grados de intermediación de nodo, , y de enlace, , ya que, como demuestra 
Jeffrey Alsttot de la University of Indiana en [8], éstos son los que mayores daños causan a 
la red. 
El grado de intermediación de una neurona, , se define como el número total de 
caminos cortos entre todos los posibles pares de neuronas que pasan a través de la 
neurona . En la Figura 94 mostramos el grado de intermediación de todas las neuronas de 
nuestra red. 
 
Figura 94: Grados de intermediación de las neuronas de la red. 
Examinando la Figura 94 podemos observar que, por ejemplo, la neurona con mayor grado 
de intermediación es la interneurona  con un . En la sección 4.4.2.3 vimos 
que ésta era una neurona hub integradora y secretora simultáneamente, con unos grados 
de entrada y salida de  y , respectivamente. Representa, por tanto, un 
punto de la red muy «visitado» por los mensajes que envía la neurona sensorial cuando 
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quiere comunicarse con las motoneuronas o con cualquier otra interneurona. Por otro lado, 
vemos que aunque la neurona sensorial  es hub secretora, con un , su grado de 
intermediación es nulo, . Esto es así porque la información fluye en un único 
sentido: siempre de la neurona sensorial a las motoneuronas y nunca en sentido opuesto. 
Así pues,  jamás puede formar parte de la comunicación entre cualquier par de neuronas 
de la red, sean las que sean. Obsérvese que, además de la neurona sensorial, las otras 
neuronas con grado de intermediación nulo son las motoneuronas. Finalmente, haciendo la 
media aritmética de los grados de intermediación de las neuronas de la red, obtenemos 
. 
Estos resultados son muy interesantes, porque nos dicen algo que no esperábamos y que 
tendremos la posibilidad de comprobar en la sección 4.4.3: si queremos evitar que los 
mensajes lleguen a su destino, debemos eliminar primero a las interneuronas.  
Uno tendería a pensar que lo óptimo sería eliminar a la neurona sensorial, de esta forma los 
mensajes dejarían de emitirse y problema resuelto. Sin embargo, debido a la plasticidad 
neuronal, dicha neurona será rápidamente restituida y la información volverá a fluir como 
siempre. Entonces, lo siguiente que uno haría, sería atacar a las motoneuronas para evitar 
que los mensajes lleguen a su destino. No obstante, las motoneuronas son muchas y están 
muy disgregadas, tardaríamos demasiado en evitar cualquier tipo de comunicación en la 
red. Muy bien, y ¿cuál es la solución? Pues el grado de intermediación nos dice que no 
ataquemos ni al origen ni al destino de la información, sino que ataquemos a las vías de 
comunicación entre estos dos puntos, es decir, que ataquemos a las interneuronas. 
Haciendo esto conseguiremos evitar la propagación de los mensajes rápidamente y será 
difícil que la red pueda restituirse.  
Esto que es válido para la red local de células nerviosas, lo es igualmente para muchas 
otras redes de comunicación y, en especial, para aquéllas que tengan que ver con la guerra, 
por ejemplo. 
Igual que el grado de intermediación de las neuronas, también podemos calcular el grado de 
intermediación de las conexiones sinápticas . Este grado se define como la fracción 
de todos los caminos cortos de comunicación que atraviesan la conexión .  
Los grados de intermediación de todas las conexiones sinápticas de la red se recogen en la 
matriz , que mostramos en la Figura 95. 
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Figura 95: Grados de intermediación de las conexiones sinápticas de la red. 
La conexión sináptica más visitada de nuestra red es la que va de la interneurona  a la , 
con un grado de intermediación , mientras que el grado de intermediación 
medio de la red es . 
En la sección 4.4.3 este parámetro nos permitirá lesionar una a una las conexiones que son 
más importantes para la comunicación neuronal. Estas lesiones provocarán que la red se 
fragmente en subredes y alterarán la propagación de información a su través. Luego, será 
necesario recalcular el grado de intermediación después de cada lesión, para saber en cada 
momento qué enlace es el más influyente. 
4.4.2.13. Estructuras básicas recurrentes 
Fichero *.m Autor Universidad Última actualización 
make_motif34lib.m, 
motif3struct_bin.m 
Mika Rubinov University of New South Wales 2008 
Ya hemos mencionado en más de una ocasión que, aunque muchos estudios analizan la 
función de las estructuras básicas recurrentes en infinidad de redes, para nosotros son más 
importantes las estructuras de comunicación de orden superior y, en particular, los lazos de 
proalimentación. Aún así, en esta sección mostraremos al lector que en nuestra red también 
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hay gran cantidad de estructuras básicas recurrentes, tal como se ha demostrado que 
sucede en las redes locales de células nerviosas del C. elegans, por ejemplo. Sin embargo, 
para no hacerlo demasiado largo, nos centraremos solamente en las estructuras básicas 
recurrentes de tercer orden y, particularmente en las originales, es decir, en aquéllas a las 
que Sporns y Kötter dieron el nombre de estructuras «topológicas» recurrentes [128] que 
son, de hecho, las únicas que hemos estudiado. 
Para determinar las estructuras topológicas recurrentes de  en nuestra red neuronal 
debemos, en primer lugar, generar una «librería» con las trece clases distintas que existen, 
identificadas según la leyenda de la Figura 49, que volvemos a mostrar en la Figura 96 por 
conveniencia para el lector. Esta librería se genera con la función make_motif34lib.m de 
Mika Rubinov.  
 
Figura 96: Clases distintas de estructuras topológicas recurrentes de . 
Una vez hecho esto, ya podemos comparar nuestras estructuras «candidatas» con cada 
una de las trece estructuras topológicas recurrentes de tercer orden. Para ello, usamos la 
función motif3struct_bin.m. 
El resultado se muestra en el histograma de la Figura 97 y en la matriz de la Figura 98. El 
primero registra por clases el número de estructuras topológicas recurrentes de  que 
hay en nuestra red, mientras que el segundo nos da información sobre el número de 
estructuras topológicas recurrentes de  en las que participa cada neurona de la red. 
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Figura 97: Histograma de las estructuras topológicas recurrentes de  de nuestra red. 
Obsérvese que, según el histograma de la Figura 97, la estructura más frecuente en nuestra 
red es  con 73 repeticiones, algo de esperar en una red local dirigida como la nuestra. 
Las dos siguientes son la estructura  con 49 repeticiones e  con 9: la primera 
corresponde a las divergencias y la segunda a las convergencias. Por último, en nuestra red 
hay una única estructura topológica recurrente con  correspondiente al famoso clúster 
formado por las interneuronas ,  e  que, como vemos, forman entre sí un feed-forward-
loop motif (como los estudiados en la sección 4.2.3) con  como neurona emisora. 
Aunque no lo mostramos porque no es de nuestro interés, cabe mencionar que en nuestra 
red hay un total de 39 estructuras de cuarto orden: 14 con , 18 con  y 7 con 
. 
En la matriz de la Figura 98 podemos ver que las neuronas con mayor participación en 
estructuras topológicas recurrentes de  son, como no podía ser de otra forma, la 
neurona sensorial  y la interneurona , correspondientes a las dos únicas neuronas hub 
de la red. Mientras  participa en 29 estructuras distintas,  lo hace en 32. Mientras que 
para  la más recurrente es la estructura con , para  lo es , como 
corresponde a una neurona sensorial y a una interneurona, respectivamente. 
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Figura 98: Estructuras topológicas recurrentes de  en cada neurona de la red. 
Para comparar, en la Figura 99 mostramos las estructuras topológicas recurrentes de tercer 
orden que hay en la red aleatoria de Erdös y Rényi de la Figura 90. Obsérvese que los 
resultados son muy similares a los obtenidos con nuestra red. Aún así, notamos que en la 
red Erdös-Rényi hay ligeramente menos recurrencia, y hay tanta convergencia como 
divergencia, algo que no pasa en las redes locales de células nerviosas.  
 
 
 
 
 
 
 
 
 
Figura 99: Estructuras topológicas recurrentes de  en la red aleatoria de la Figura 90. 
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4.4.2.14. Resumen 
En la Tabla 9 recogemos, a modo de resumen, todas las características topológicas de 
nuestra red local de neuronas electrónicas. 
Tabla 9: Resumen de las características topológicas de la red. 
Neuronas 
Neuronas sensoriales  
Interneuronas  
Motoneuronas  
Hubs  
Conexiones sinápticas 
Número de conexiones de cadena directa.  
Número de conexiones proalimentadas.  
Densidad media de conexiones  
Grados de entrada-salida 
Leyes de Potencia 
 
 
 
Grado medio 
Entrada  
Salida  
Interacción  
Número de neuronas con   
Número de neuronas con   
Número de neuronas con   
Asortatividad Coeficiente de asortatividad  
Conexiones coincidentes Índice medio 
Aferentes  
Eferentes  
Total  
Conexiones recíprocas Frecuencia  
Caminos 
Número total de caminos  
Longitud máxima  
Longitud media  
Entre sensorial y motoneuronas  
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Ciclos 
Probabilidad de ciclo  
Frecuencia de ciclo  
Accesibilidad Desde la neurona sensorial Total 
Distancias 
Excentricidad media  
Radio  
Diámetro  
Longitud característica  
Clústeres 
Número de clústeres  
Índice de clúster  
Eficiencias 
Eficiencia global  
Eficiencia local  
Rangos y atajos 
Rango medio  
Frecuencia de atajos  
Centralidad 
Grado de intermediación de nodo 
Máximo  
Medio  
Grado de intermediación de enlace 
Máximo  
Medio  
Estructuras recurrentes 
Orden  , , ,  
Orden  , ,   
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4.4.3. Análisis dinámico de la red 
Conocidas todas las características topológicas de la red, llega el momento de analizar su 
dinámica. Para ello, reproducimos aquí los experimentos de la sección 4.3, pero esta vez 
sobre nuestra red compleja libre de escala de neuronas electrónicas. 
4.4.3.1. Motivación de los experimentos 
Antes de empezar con los experimentos permítasenos motivar lo que vamos a hacer en este 
apartado… 
Vamos a estudiar la propagación de información en una red local de células nerviosas 
formada por una neurona sensorial, treinta interneuronas y veinte motoneuronas. La primera 
de ellas capta un estímulo físico, se excita y propaga un mensaje codificado en forma de 
potenciales de acción a través de la red. Estos potenciales viajan por múltiples caminos 
activando las interneuronas a su paso, cuya única función es reproducir el mensaje lo mejor 
posible para que pueda llegar a su destino final: las motoneuronas. Las motoneuronas lo 
reciben, lo procesan y lo codifican con el objetivo de activar posteriormente un músculo. 
Este músculo no se activa (no se extiende ni se contrae) a menos que el conjunto formado 
por las veinte motoneuronas así se lo indique. Luego, es necesario que la eficiencia de 
codificación neuronal promedio de las motoneuronas sea elevada para que el músculo 
pueda «entender» el mensaje enviado por la neurona sensorial y así activarse. La activación 
del músculo implica un movimiento del organismo, quizás un acto reflejo…  
Sea como sea, lo que aquí intentamos reproducir experimentalmente, con un conjunto de 
circuitos electrónicos interconectados, es una respuesta compleja y promediada de un 
sistema frente a un estímulo. Además, intentamos caracterizar cómo varía esta respuesta a 
medida que el sistema sufre lesiones.  
¿Se activará el músculo? ¿Se activará cuando debe hacerlo? ¿Cuántas lesiones será capaz 
de resistir la red antes de quedarse sin motoneuronas para activar el músculo? Estas 
preguntas relacionadas con el sistema nervioso motor son las que intentamos responder en 
este apartado. Sin embargo, debemos señalar que todos los resultados que aquí obtenemos 
son extrapolables a cualquier otro sistema físico que pueda ser descrito mediante una red 
compleja, dirigida y heterogénea, formada por nodos con características excitables. 
4.4.3.2. Descripción de los experimentos 
Los experimentos se llevan a cabo de la siguiente manera: En primer lugar, reproducimos el 
montaje experimental de la sección 4.1.2, conectando todas las neuronas electrónicas entre 
sí según la topología descrita en 4.4.1. Posteriormente, inyectamos una señal periódica en 
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la neurona sensorial para simular un estímulo físico, e introducimos ruido en la red para 
simular la actividad basal del cerebro.  
Con todo esto, ya tenemos propagación de información en una red compleja de circuitos 
electrónicos no lineales con ruido.  
El siguiente paso consiste en recoger los datos experimentales, correspondientes en este 
caso a las respuestas temporales de las veinte motoneuronas de la red. Con estos datos 
calculamos la eficiencia de codificación de cada motoneurona, tal como hicimos en 4.3 y, 
haciendo un promedio, calculamos la eficiencia de codificación neuronal de la red o, mejor 
dicho, del conjunto formado por las veinte motoneuronas. Véase la Figura 100, donde 
indicamos en rojo los identificadores de las veinte motoneuronas a medir. 
 
Figura 100: Identificadores de la neurona sensorial, las interneuronas y las motoneuronas de la red. 
Llegados a este punto tenemos una respuesta compleja y promediada frente a un estímulo. 
En principio la eficiencia de codificación es alta y el músculo se activa, pero… ¿qué pasa si 
ahora lesionamos la red? ¿Qué pasa si eliminamos una neurona o una conexión sináptica? 
¿Qué pasa si lo hacemos aleatoriamente? ¿Y si lo hacemos intencionadamente siguiendo 
algún criterio de eliminación ordenada? Pues bien, vamos a verlo… 
En el primer experimento nos dedicamos a lesionar las neuronas más importantes de la red. 
La elección de estas neuronas se puede hacer en base a muchos criterios, la mayoría de 
ellos topológicos, como pueden ser el grado de interacción o el grado de intermediación. 
Aquí preferimos el segundo basándonos en los resultados de Jeffrey Alstott [8], que 
demuestran que las lesiones producidas con el grado de intermediación neuronal son más 
perjudiciales para la red. Tras la eliminación de la neurona más importante, volvemos a 
medir la eficiencia de codificación de las motoneuronas para volver a calcular la eficiencia 
promedio. Este proceso lo repetimos una y otra vez hasta que la eficiencia se hace nula, es 
decir, hasta que ninguna motoneurona se activa. El número de neuronas que se necesitan 
eliminar para que esto suceda nos da la robustez de la red. 
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En el segundo experimento también eliminamos neuronas de la red, pero esta vez de forma 
aleatoria. Para ello, nos valemos de la función rand de MATLAB, que por defecto utiliza una 
versión modificada del algoritmo de Marsaglia para generar números pseudo-aleatorios 
uniformemente distribuidos. Con el objetivo de extraer resultados significativos para nuestro 
estudio sería conveniente repetir este experimento  veces (con ). Sin embargo, no 
lo haremos aquí debido a que ello supondría un enorme gasto de tiempo que no tenemos. 
Somos conscientes de que los resultados pueden variar de un experimento a otro debido a 
la aleatoriedad pero, como veremos más adelante, esto no afectará a nuestras conclusiones 
y bastará un experimento para demostrarlo.  
Los experimentos tercero y cuarto se realizan de la misma forma que los dos anteriores, 
pero en vez de lesionar la red eliminando sus neuronas, la lesionamos eliminando sus 
conexiones sinápticas. En el tercero utilizamos el grado de intermediación de enlace como 
criterio de eliminación ordenada y en el cuarto volvemos a usar la función rand para decidir 
aleatoriamente que enlace eliminar. Otra vez, volvemos a realizar un único experimento 
aleatorio en vez de los  que serían necesarios. 
Por comodidad, a las eliminaciones intencionadas –tanto de neuronas como de conexiones 
sinápticas–, las hemos querido llamar ataques, mientras que a las aleatorias las hemos 
querido llamar errores. 
Los resultados de robustez y de eficiencia de codificación de la red frente a ataques y a 
errores se muestran en la sección siguiente. 
4.4.3.3. Resultados de los experimentos 
4.4.3.3.1 Experimento 1: Ataques a las neuronas de la red 
Empezamos estudiando los efectos de eliminar neuronas de la red mediante ataques. Para 
ello hacemos uso del grado de intermediación de nodo, . Iteración tras iteración 
empleamos  para determinar la neurona más influyente de la red y eliminarla. Después 
de la eliminación, la red cambia, lo hace su topología y, con ella, los caminos por los que se 
propaga la información. Ahora la neurona más influyente es otra, que volvemos a determinar 
gracias a . Este nuevo  ha disminuido respecto de su valor anterior, lo que significa 
que la neurona más influyente no lo es tanto como la primera. A medida que  se reduce 
los caminos que pasan a través de las neuronas van siendo cada vez menos. Cuando no 
quedan caminos el grado de intermediación es  y las motoneuronas de la red dejan 
de recibir mensajes. Es en este momento que el experimento finaliza, ya que la eficiencia de 
codificación promedio de la red se hace nula. 
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En el diagrama de barras de la Figura 101 mostramos las neuronas con mayor  en cada 
iteración, es decir, aquéllas que debemos eliminar. Véase en la iteración 0 (red original) 
como la neurona con mayor grado de intermediación es la  con un , tal 
como vimos en la sección 4.4.2.12. 
 
Figura 101: Neuronas a eliminar en cada iteración junto con su grado de intermediación. 
Obsérvese la velocidad con la que disminuye el número de caminos cuando aplicamos el 
algoritmo de eliminación neuronal por grado de intermediación. Aquí ya podemos intuir lo 
devastador que resulta para la propagación atacar a ciertas neuronas de la red, en concreto 
a las más influyentes. 
Pero un momento… ¿realmente en cada iteración hay una única neurona más influyente, es 
decir, no puede ser que en algún caso haya dos neuronas con el mismo ? Pues sí, es 
cierto, y de hecho pasa muy a menudo en nuestra red. Entonces… ¿qué hacemos en ese 
caso?, ¿qué neurona eliminamos? La respuesta correcta es cualquiera de las dos, o 
cualquiera de las tres en el caso de que haya tres iguales, y así sucesivamente. No 
obstante, aunque podríamos usar esta heurística, basada en una elección aleatoria de la 
neurona a eliminar de entre las más influyentes, nosotros hemos preferido optar por eliminar 
la más antigua de todas ellas, y ¿por qué?, se preguntará el lector… La razón nos la da el 
enlace preferencial del algoritmo de Barabási-Albert. Según vimos, este mecanismo de 
crecimiento hacía que las neuronas más antiguas fueran con mayor probabilidad las más 
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conectadas. Así, las neuronas eliminadas de la Figura 101 son las más antiguas (o de 
menor identificador) de las que tienen mayor  en cada iteración. A esta heurística la 
hemos querido llamar FIFO (First In, First Out) en honor a la famosa heurística de la teoría 
de colas, en la que el primer elemento que entra en el sistema es también el primero en 
salir. 
En la matriz de la Figura 102 mostramos los estados de las motoneuronas de la red a 
medida que eliminamos las neuronas más influyentes. Como podemos ver, la última 
motoneurona en «morir» es la , que como ya vimos en la sección 4.4.2 es la única 
que se comunica sin intermediarios con la neurona sensorial.  
 
Figura 102: Estados de las motoneuronas de la red a medida que eliminamos las neuronas más 
influyentes siguiendo el algoritmo de eliminación ordenada por grado de intermediación de nodo y 
heurística FIFO. 
Nótese en la Figura 102 como ya en la primera iteración, con la eliminación de la 
interneurona , son cinco las motoneuronas en morir, es decir, en dejar de recibir los 
mensajes enviados por la neurona sensorial. Este hecho demuestra que la eliminación 
ordenada por grado de intermediación es en verdad efectiva para dañar la red y, por tanto, 
su talón de Aquiles. 
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4.4.3.3.2 Experimento 2: Errores en las neuronas de la red 
En el segundo experimento repetimos todo el procedimiento anterior, pero esta vez no nos 
dedicamos a atacar a las neuronas más influyentes, ahora provocamos errores en la red 
eliminando neuronas de forma aleatoria. El efecto de esto lo podemos ver en la matriz de 
estados de las motoneuronas de la Figura 103. 
 
Figura 103: Estados de las motoneuronas de la red a medida que eliminamos las neuronas aleatoriamente 
con el algoritmo de Marsaglia. 
Nótese como ahora se requieren cinco iteraciones (cinco eliminaciones neuronales) para 
provocar la muerte de la primera motoneurona, correspondiente a la . Nótese también 
que son necesarias ni más ni menos que treinta iteraciones –el doble que en el experimento 
anterior– para provocar la muerte de todas ellas. La motoneurona  vuelve a ser la 
última en desaparecer de la red. 
Por supuesto, este experimento hubiera acabado rápidamente si el azar hubiera querido que 
la neurona sensorial fuera eliminada. No ha sido así en este caso, pero podría ocurrir con 
otra serie de números aleatorios. Habría que repetir el experimento muchas veces para 
obtener un resultado significativo.  
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Sin embargo, es lógico pensar que la respuesta de la red frente a errores neuronales es, en 
promedio, como la que aquí mostramos, es decir, en promedio se necesita un mayor 
número de iteraciones para que la eficiencia de codificación se anule (véase la Figura 104). 
 
Figura 104: Eficiencia de codificación neuronal promedio del conjunto de motoneuronas de la red frente a 
ataques (azul) y a errores (rojo) en las neuronas. 
Con tan sólo un experimento aleatorio podemos intuir cual será la respuesta promediada de 
la red frente a ataques y frente a errores. Frente a ataques la red es muy vulnerable y con 
tan sólo catorce eliminaciones neuronales las motoneuronas dejan de activarse. Si para su 
contracción (o extensión) el músculo necesitara un mensaje con una eficiencia promedio del 
50 %, con tan sólo cuatro eliminaciones haríamos que dejara de hacerlo. Estas son malas 
noticias para el músculo. Por otro lado, la red es bastante robusta frente a errores, ya que 
son necesarias treinta iteraciones para dejar de enviar mensajes al músculo y doce para 
evitar que se active. 
Obsérvese un resultado interesante que ya comentamos en la sección 4.4.2.12. Con el 
algoritmo de eliminación ordenada por grado de intermediación necesitamos tan sólo 
catorce ataques a neuronas de la red, todas ellas interneuronas, para evitar que los 
mensajes lleguen a su destino. Sin embargo, harían falta seis iteraciones más (veinte en 
total) para conseguir los mismos resultados eliminando las motoneuronas directamente. 
Además, necesitaríamos eliminar diez motoneuronas para que la eficiencia de codificación 
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decayera por debajo del 50 % y, como ya hemos visto, con el grado de intermediación lo 
conseguimos con tan sólo cuatro.  
4.4.3.3.1 Experimento 3: Ataques a las conexiones sinápticas de la red 
En este nuevo experimento queremos analizar la tolerancia de nuestra red a los ataques en 
las conexiones sinápticas. Igual que antes, hacemos uso del grado de intermediación de 
enlace con heurística FIFO para elegir la conexión más influyente de la red. Repetimos el 
proceso una y otra vez hasta que la eficiencia de codificación se hace nula, es decir, hasta 
que todas las motoneuronas dejan de recibir mensajes.  
En la Figura 105 mostramos los enlaces que debemos eliminar en cada iteración. 
Obsérvese como el número de caminos entre cualquier par de neuronas decrece 
exponencialmente a medida que los enlaces son atacados siguiendo esta estrategia. 
 
Figura 105: Enlaces a eliminar en cada iteración junto con su grado de intermediación. 
En la Figura 106 mostramos la matriz de estados de las motoneuronas. Véase que en la 
iteración seis, tan sólo quedan siete motoneuronas activas.  
La motoneurona que más tiempo sobrevive a la destrucción vuelve a ser la . 
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Figura 106: Estados de las motoneuronas de la red a medida que eliminamos los enlaces más influyentes 
siguiendo el algoritmo de eliminación ordenada por grado de intermediación de enlace y heurística FIFO. 
 
4.4.3.3.1 Experimento 4: Errores en las conexiones sinápticas de la red 
Los resultados de la eliminación aleatoria de las conexiones sinápticas pueden verse en la 
matriz de la Figura 107. En esta matriz observamos que son necesarias 51 iteraciones para 
que el conjunto de motoneuronas deje de intentar enviar estímulos al músculo cuando la 
neurona sensorial así lo exige. Como siempre, la motoneurona que más iteraciones trabaja 
es la .  
Está claro que la interacción directa entre motoneurona y neurona sensorial (conexión 
monosináptica) es de gran ayuda para la codificación neuronal. En todos y cada uno de los 
experimentos la  ha sido la última en morir. Es resistente frente a ataques porque ni 
ella ni su enlace tienen un alto grado de intermediación, es decir, no intervienen en la 
comunicación de ningún otro par de neuronas que no sean ella misma y la neurona 
sensorial. Y es resistente frente a errores porque la probabilidad de que alguno de sus 
caminos quede dañado es ínfima al haber sólo uno, que es precisamente el que la une con 
la neurona sensorial directamente. Eso sí, en caso de resultar dañado dicho camino, ya sea 
por la eliminación de , de  o del enlace que las une, instantáneamente se 
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desactiva, sin posibilidades de recibir el mensaje por otra vía, como sucede con otras 
motoneuronas. 
 
Figura 107: Estados de las motoneuronas de la red a medida que eliminamos loa enlaces aleatoriamente 
con el algoritmo de Marsaglia. 
La eficiencia de codificación neuronal promedio para cada iteración (tanto del experimento 3 
como del experimento 4), se recoge en la Figura 108. Obsérvese lo rápido que decae esta 
eficiencia por debajo del 50 % en el caso de eliminación ordenada, tan sólo se requieren 
cuatro ataques frente a los quince que son necesarios en el caso de eliminación aleatoria. 
Igual que antes, la red es muy robusta frente a errores pero demasiado vulnerable frente a 
ataques, esta última una característica muy común de las redes heterogéneas creadas a 
partir del algoritmo de Barabási y Albert. 
En la iteración dieciséis del ensayo de errores sinápticos (Figura 108) observamos que se 
produce un brusco decaimiento de la eficiencia de codificación a causa de la muerte 
simultánea de un total de siete motoneuronas (Figura 107). Este resultado es fruto de la 
aleatoriedad. Es de esperar que la respuesta de la red frente a errores en las conexiones 
sinápticas, después de llevar a cabo  experimentos con distintos números aleatorios, 
presente un decaimiento más suave en esta zona. 
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Figura 108: Eficiencia de codificación neuronal promedio del conjunto de motoneuronas de la red frente a 
ataques (azul) y a errores (rojo) en las conexiones sinápticas. 
El análisis dinámico de nuestra red nos permite concluir lo que ya sabíamos desde los años 
50 con las investigaciones de Paul Baran para la defensa de los EEUU, que las redes con 
cierto grado de centralidad son vulnerables frente a los ataques. Como sabemos, esta 
característica es propia de las redes heterogéneas libres de escala generadas con el 
algoritmo de Barabási y Albert, y se cree que también es propia de las redes locales de 
células nerviosas reales. Sin embargo, es posible mejorar la robustez de la red 
introduciendo nuevos caminos de propagación, y es posible optimizar la eficiencia si la 
mayor parte de los mismos son proalimentados, con longitudes similares entre sí para 
asegurar altos niveles de redundancia. 
Por otro lado, el comportamiento de la red frente a errores es bastante bueno, será difícil 
que el sistema sensorial-motor deje de funcionar por la pérdida aleatoria de alguno de sus 
elementos. Esta es una demostración importante, pues implica que nuestro sistema está 
preparado para hacer frente a las mutaciones entre individuos (errores), pero no lo está 
tanto frente a enfermedades degenerativas (ataques).  
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Conclusiones generales 
En nuestro estudio hemos diseñado un circuito electrónico que simula la forma, la función y 
algunas de las propiedades eléctricas de las neuronas reales. La conexión de estos circuitos 
nos ha permitido simular la organización de estas neuronas en las redes locales del sistema 
nervioso central de nuestro organismo, concretamente en el sistema sensorial-motor. Con 
ello hemos sido capaces de comprender el funcionamiento de algunas de las estructuras 
básicas de comunicación que se dan a escalas microscópicas del cerebro entre células 
nerviosas. Finalmente, el estudio teórico de las redes complejas, tanto a nivel estructural 
como a nivel dinámico, nos ha permitido determinar las reglas conectivas que deben ser 
necesarias para que la propagación de información pueda llevarse a cabo con robustez y 
eficiencia en las redes neuronales, en las que el ruido está muy presente debido a la 
actividad basal del cerebro. Las conclusiones de nuestro estudio se resumen a continuación: 
La robustez de las redes neuronales, tal como la hemos definido aquí, es directamente 
proporcional al número de caminos que unen las aferencias sensoriales con las eferencias 
motoras. Muchos caminos implican que la robustez sea alta, mientras que pocos implican 
que sea baja. En una red neuronal son importantes altos niveles de robustez, de lo contrario 
cualquier lesión podría causar la pérdida de información con devastadoras consecuencias 
para nuestro sistema nervioso. 
La eficiencia de codificación neuronal no depende del número de caminos, al contrario, 
cuantos menos caminos unan a una neurona origen con una neurona destino mejor, el 
mensaje recibido en estas condiciones no sufrirá mayores interferencias que las 
ocasionadas por el ruido basal del cerebro. Sin embargo, si por culpa de una lesión 
desaparecen dichos caminos la eficiencia se hace nula; la neurona motora deja de 
interpretar los mensajes enviados por la sensorial porque sencillamente éstos ya no le 
llegan. Luego, es necesario un compromiso entre robustez y eficiencia, pero ¿cuál es?  
Hemos podido demostrar que este compromiso pasa por un número elevado de caminos, 
pero con altos niveles de redundancia neuronal. Es decir, si queremos que la red sea 
resistente a las lesiones neuronales deben haber muchos caminos (mucha robustez), pero 
si queremos que las interferencias de los mensajes propagados por cada uno de estos 
caminos no influyan negativamente sobre la eficiencia de codificación de la neurona destino 
debemos procurar que estos caminos sean de longitud parecida (mucha redundancia), en 
caso contrario la interpretación se verá alterada y el sistema motor del organismo se activará 
cuando no tiene que hacerlo (espasmos musculares) o, lo que es peor aún, no se activará 
cuando sí tiene que hacerlo. 
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Las redes locales de células nerviosas deben ser heterogéneas para que la información 
pueda llegar rápidamente a todas las neuronas de la red. Sin embargo, hemos demostrado 
que la heterogeneidad hace de las redes neuronales sistemas muy vulnerables frente a 
ataques, es decir, frente a lesiones provocadas intencionadamente sobre alguno de sus 
elementos, como ocurre con las enfermedades neurodegenerativas. Pero… ¿cómo hacer 
frente a esto cuando sabemos que es precisamente uno de los mayores problemas del 
cerebro? 
La solución puede estar en el número de clústeres. Se desconoce si éstos son abundantes 
o no a escalas microscópicas del cerebro –nosotros hemos supuesto que no–, pero lo cierto 
es que un mayor número de clústeres puede aportar altos niveles de robustez con altos 
niveles de eficiencia de codificación, haciendo de la red un entramado extremadamente 
distribuido. A pesar de ello, las evidencias experimentales exigen que estos clústeres deben 
coexistir con lazos de proalimentación unitarios (conexiones monosinápticas) para permitir la 
rápida propagación de mensajes entre neurona sensorial y motora ante situaciones de 
peligro (actos reflejos).  
Los lazos de proalimentación, junto con la cadena abierta y los lazos de realimentación 
constituyen con mucho las estructuras de control más extendidas, y no sólo en el sistema 
nervioso sino en prácticamente toda la naturaleza. En este estudio les hemos prestado 
especial atención a los primeros y a los segundos porque, aunque se desconoce, se piensa 
que las realimentaciones son escasas entre las redes locales de células nerviosas. Sin 
embargo, éstas si se dan a escalas macroscópicas del cerebro donde juegan un papel muy 
importante como reguladoras de nuestras acciones y emociones. Sería interesante analizar 
en futuros estudios qué ventajas e inconvenientes pueden aportar a las redes locales, 
quizás puedan mejorar la eficiencia de codificación neuronal, quizás no, pero vale la pena 
estudiarlo. 
Los resultados que hemos obtenido pueden extrapolarse a todos aquellos sistemas que 
puedan describirse con redes con propiedades similares a la nuestra: complejas, dirigidas y 
heterogéneas. Algunos de estos sistemas abundan en los campos de la ingeniería, es el 
caso de las redes de suministro energético o de las redes de comunicaciones, por ejemplo.  
Como ingenieros, es necesario que aprovechemos los conocimientos que nos brindan tanto 
físicos como matemáticos a través de estudios como éste para ser capaces de mejorar la 
tecnología que actualmente existe en pro de una mayor seguridad, una mayor velocidad y 
una mayor calidad de la información que propagamos de un lado para otro constantemente. 
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Anexo I: Caracterización del Circuito de Chua 
A lo largo de este documento hemos podido constatar en más de una ocasión la importancia 
del circuito de Chua para nuestro estudio. Es el núcleo de las neuronas electrónicas y el que 
les permite excitarse y comunicarse. Dada su relevancia, creemos oportuno introducir 
brevemente en este anexo algunas notas sobre este circuito.  
El lector podrá encontrar innumerables estudios sobre el circuito de Chua en la página 
personal de su creador, el Dr. Leon Chua (véase la Figura 109).  
 
Figura 109: Profesor Dr. Leon Ong Chua de la University of California, Berkeley. 
Empezaremos el anexo hablando del origen del circuito de Chua, de los estudios más 
relevantes que se han llevado a cabo y de sus aplicaciones técnicas. Acto seguido 
describiremos sus elementos constituyentes y las funciones que desempeñan. Mostraremos 
al lector algunos de los modelos más usados en la comunidad científica para simular el 
circuito de Chua. Finalmente, introduciremos los detalles técnicos necesarios para construir 
un circuito de Chua con amplificadores operacionales y justificaremos las diferencias entre 
nuestro circuito de Chua –que opera en régimen excitable– y el circuito de Chua 
convencional –que opera en régimen caótico–. 
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I.1 Introducción 
I.1.1 Definición 
El circuito de Chua es un simple y robusto oscilador  de tercer orden capaz de exhibir 
una gran variedad de fenómenos caóticos. 
I.1.2. Origen e Historia 
A finales de 1983 se crea el circuito de Chua con el objetivo de demostrar que el caos era un 
fenómeno físico muy común en la naturaleza y no un simple error de redondeo observado 
en las computadoras de aquél entonces. Un año después Matsumoto [91] confirma 
numéricamente la existencia de un atractor extraño en el circuito de Chua llamado Double 
Scroll (véase la Figura 110), observado experimentalmente por Zhong y Ayrom en 1985 
[143] y demostrado rigurosamente por el propio Chua en 1986 [37]. Desde entonces, el 
circuito de Chua ha sido objeto de estudio de muchos investigadores en varias disciplinas 
[53]. 
 
Figura 110: Atractor extraño tipo Double Scroll en el circuito de Chua. Figura de Lissajous que demuestra 
la existencia de caos en el circuito de Chua. 
I.1.3 Estudios con el circuito de Chua 
Como es lógico, la gran mayoría de estudios relacionados con el circuito de Chua tienen que 
ver con el caos: principalmente con la caracterización de atractores extraños (véase la 
Figura 111), con el análisis de bifurcaciones y con la descripción de fenómenos de transición 
orden-caos. Estos últimos reciben el nombre de rutas hacia el caos y en [96] se discuten 
brevemente.  
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Figura 111: Caracterización de atractores extraños en el circuito de Chua [116]. 
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Sin embargo, en los últimos años se han analizado otros muchos fenómenos en el circuito 
de Chua. Los más conocidos se recogen en [35] y son: 
a) La resonancia estocástica [10]. 
b) La amplificación de señal vía caos [65]. 
c) El ruido  [87]. 
d) La antimonotonía [45], [79]. 
e) La adición periódica [109]. 
f) Las autoondas [107]. 
g) Las ondas espirales [106]. 
h) La universalidad [142], [82]. 
I.1.4 Aplicaciones del circuito de Chua 
El circuito de Chua ha servido para desarrollar múltiples aplicaciones innovadoras 
relacionadas con la dinámica del caos. Algunas de las más recientes son: 
a) El control de caos [67]. 
b) La sincronización del caos [140]. 
c) La comunicación segura [140]. 
d) El reconocimiento de trayectorias [9]. 
e) El reconocimiento de caracteres manuscritos [11]. 
f) Redes neuronales artificiales caóticas [11]. 
g) Aplicaciones musicales [93]. 
I.1.5 Diagrama del circuito de Chua 
El circuito contiene tres elementos lineales que almacenan energía (una bobina y dos 
condensadores), una resistencia lineal, y una simple resistencia no lineal  más conocida 
como diodo de Chua (véase la Figura 112). 
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Figura 112: El circuito de Chua consta de una bobina lineal , una resistencia lineal , dos condensadores 
 y , y una resistencia no lineal . 
 
I.1.6. Modelos y ecuaciones del circuito de Chua 
El circuito de Chua ha sido modelado en un sinfín de artículos científicos (véase [70] para 
más información). 
I.1.6.1 Modelos implícitos: ecuaciones diferenciales 
Por ejemplo, mediante la aplicación de las leyes de Ohm y de Kirchhoff de los circuitos 
eléctricos es posible obtener un modelo implícito dinámico descrito por las siguientes 
ecuaciones diferenciales: 
 
 
 
 
 
donde  y  es una función que se define por tramos lineales tal como sigue: 
 
 
 
 
 
(I.1) 
 
 
(I.2) 
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Esta relación se muestra gráficamente en la Figura 113, donde  y  son las pendientes 
de los tramos externos e interno, respectivamente, y donde  denotan los puntos de corte 
de dichos tramos. Obsérvese que la resistencia no lineal  es un elemento controlado por 
tensión, ya que la corriente que lo atraviesa es función de la tensión entre sus terminales. 
 
Figura 113: Característica  definida por tres tramos lineales de la resistencia no lineal en el circuito 
de Chua. Las pendiente de las regiones externas es , mientras que la de la región interna es . Hay 
dos puntos de corte en . 
Podemos reescribir las ecuaciones anteriores en su forma adimensional como: 
 
 
 
 
 
donde , , , ,  y  es la función 
no lineal definida como: 
 
 
donde  y . 
 
 
 
 
 
(I.3) 
 (I.4) 
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Estas son las representaciones del circuito de Chua por excelencia, porque son las que 
suelen utilizar físicos y matemáticos. Sin embargo, para los ingenieros en control automático 
a menudo es más interesante usar modelos explícitos, tales como las ecuaciones en 
Espacio de Estados –que constituyen una representación interna del sistema–, o las 
Funciones de Transferencia –que constituyen una representación externa–. 
I.1.6.2 Modelos explícitos: representación interna versus externa 
La ecuación en espacio de estados del circuito de Chua se puede expresar de forma 
compacta como: 
 
 
donde   es la función no lineal descrita en la ecuación (I.2) que se suele tomar 
como la acción de control del sistema.  
Las matrices de estado ( ), de entradas ( ), de salidas ( ) y de transmisión directa del 
sistema ( ) son, respectivamente:  
 
 
 
 
El vector de estados, , está compuesto por las variables características de los tres 
elementos del circuito que almacenan energía, es decir, los dos condensadores y la bobina. 
Luego,  es: 
 
 
 
De la teoría de control moderna [103] sabemos que la Función de Transferencia del sistema, 
, puede obtenerse fácilmente de las matrices de espacio de estados por medio de la 
ecuación (I.8): 
 
 (I.5) 
 (I.6) 
 (I.7) 
 (I.8) 
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Según [70] la Función de Transferencia de la parte lineal del circuito de Chua es: 
  
 
 
  
 (I.9) 
Estudio de propagación de información en redes 
complejas de circuitos electrónicos no lineales con ruido  Pág. 191 
 
I.2 Construcción del circuito de Chua 
El circuito de Chua se puede construir de varias maneras usando componentes electrónicos 
estándares o hechos a medida. Dado que los elementos lineales que lo constituyen 
(condensadores, resistencia y bobina) están al alcance de cualquiera en dispositivos de dos 
terminales, nuestro principal objetivo aquí será describir la circuitería necesaria para hacer la 
resistencia no lineal o diodo de Chua. 
I.2.1 Alternativas de diseño del circuito de Chua 
En la literatura existen varias implementaciones del circuito de Chua a base de 
amplificadores operacionales [143], diodos [91], transistores [92] y amplificadores 
operacionales de transconductancia [42]. En el año 1993 se llegó a realizar una 
implementación del mismo en un chip monolítico de circuito integrado con tecnología 
estándar CMOS de  [42], [44], [43].  
El circuito que presentamos en las secciones siguientes es el recomendado por Michael 
Peter Kennedy de la University College of Dublin [77], cuya resistencia no lineal está 
formada por amplificadores operacionales. De todas las posibilidades ésta es la más 
económica y la que requiere un menor número de componentes discretos.  
Sin embargo, como veremos más adelante, nuestro circuito electrónico consta únicamente 
de un amplificador operacional en lugar de los dos operacionales conectados en cascada 
que recomienda Kennedy para simular fenómenos caóticos. Hemos optado por esta 
variante basándonos en los resultados de [16] y [30], donde la única característica de interés 
de los circuitos de Chua es su excitabilidad para transmitir pulsos de información 
(potenciales de acción) en un medio excitable discreto (el cerebro). 
I.2.2 Escalado en tiempo y corriente 
Matsumoto, Komura y Chua [16] demostraron numéricamente que el atractor Double Scroll 
aparece en el circuito de Chua para los siguientes valores de sus parámetros: 
 
En estas simulaciones no se dieron en ningún momento unidades para las variables de 
estado ,  y  debido a que Matsumoto y compañía estaban simulando un conjunto de 
ecuaciones diferenciales, donde las unidades no eran necesarias. Si reescribimos las 
ecuaciones en unidades del SI tal como recomienda Kennedy, las tensiones se medirán en 
Voltios , las corrientes en Amperios , las capacidades en Faradios , la inductancia 
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en Henrios , la resistencia en Ohmios  y el recíproco de la resistencia –la 
conductancia– se medirá en Siemens . 
Debido a que las corrientes en miliamperios son más fáciles de medir en los circuitos 
electrónicos que los Amperios, el primer paso será escalar todas las corrientes multiplicando 
por un factor de 1000. Esto provocará que debamos reducir todas las capacidades e 
incrementar todas las resistencias e inductancias por el mismo factor. De esta forma, con 
 y  en unidades de Voltios y  en miliamperios, los parámetros de Matsumoto toman 
los siguientes valores: 
 
Es más fácil usar capacidades del orden de  e inductancias del orden de  que los 
Faradios y los Henrios, respectivamente. Escalar el tiempo en la ecuación (I.1) por un factor 
 equivale a escalar cada inductancia y capacidad por el mismo factor . Las resistencias no 
se ven afectadas por el escalado temporal. Escalando por un factor de  como señala 
Kennedy los parámetros toman ahora los valores siguientes: 
 
 
 
 
Aunque estos son los parámetros de Matsumoto que confirman experimentalmente sus 
resultados simulados, no es posible hallar estos valores en componentes electrónicos 
estándares. Por ese motivo Kennedy recomienda los siguientes más cercanos que sí son 
estándares: 
 
Sin embargo, para el estudio de propagación de información en cadenas de circuitos 
excitables, Basconés [16] y de Castro [30] afirman que son más apropiados los que se 
recogen a continuación: 
 
Estos son los valores que finalmente seleccionamos para nuestro diseño.  
Una vez escalados el tiempo y la corriente, nuestro próximo objetivo es construir el diodo de 
Chua. 
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I.2.3 El convertidor de resistencia negativa 
Hay muchas maneras de sintetizar una resistencia negativa, una de ellas es conectando tres 
resistencias lineales positivas a una fuente de tensión controlada por tensión para formar lo 
que se denomina un convertidor de resistencia negativa60. Esto es atractivo desde el punto 
de vista ingenieril porque, como veremos más adelante, significa que podemos implementar 
una resistencia negativa usando un amplificador operacional. 
I.2.3.1 Fuente de tensión controlada por tensión 
Una fuente de tensión controlada por tensión61 (VCVS) es un elemento ideal que tiene dos 
terminales de entrada y otros dos de salida (véase la Figura 114-A). Estos elementos 
cumplen dos propiedades básicas: ninguna corriente fluye hacia o desde sus terminales de 
entrada, y la tensión  que aparece entre sus terminales de salida es una función de la 
diferencia de potencial  entre sus terminales de entrada. La relación funcional más simple 
entre las tensiones de entrada y salida se da cuando  depende linealmente de , esto es 
 (véase la Figura 114-B). 
 
Figura 114: A) Fuente de tensión controlada por tensión:  y . B) Función de transferencia 
de una VCVS lineal con una ganancia . 
                                               
 
 
60
 En inglés, Negative Resistance Convertor (NRC) o también Negative Impedance Convertor (NIC). 
61
 En inglés, Voltage-Controlled Voltage Source (VCVS). 
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I.2.3.2 Convertidor de resistencia negativa 
En la Figura 115 mostramos un convertidor de resistencia negativa (NRC) de dos terminales 
formado por tres resistencias positivas conectadas alrededor de una fuente VCVS. 
En una VCVS lineal con una función de transferencia también lineal , cuando  
es suficientemente grande, el convertidor de resistencia negativa pasa a tener la siguiente 
relación  (véase Apéndice A de [77]): 
 
Tomando , la relación se reduce a: 
 
De esta forma, la resistencia equivalente de Thévenin entre los terminales del convertidor  
es igual a . 
 
Figura 115: A) Convertidor de resistencia negativa usando una fuente de tensión controlada por tensión. 
B) Característica  del convertidor de resistencia negativa usando una VCVS lineal con una función de 
transferencia .  
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I.2.3.3 Amplificadores operacionales 
Un amplificador operacional (op-amp) constituye una aproximación al mundo real de las 
fuentes de tensión controladas por tensión. 
Por ejemplo, consideremos el circuito mostrado en la Figura 116-A, que consiste en un 
amplificador operacional y sus fuentes de alimentación asociadas  y  (representadas 
como baterías). Una tensión aplicada entre los terminales inversor y no inversor de la 
entrada genera una diferencia de potencial entre el terminal de salida y el terminal de 
referencia, que normalmente es el punto de conexión común de las fuentes de 
alimentación62. 
Aunque en realidad este circuito consume una pequeña cantidad de corriente, asumiremos 
aquí que es nula, es decir, . 
Cuando la tensión diferencial de entrada  es suficientemente elevada en magnitud y 
negativa, la salida es aproximadamente constante e igual a , esta región se denomina 
zona de saturación negativa. Por otro lado, cuando la entrada es pequeña en magnitud, la 
salida varía linealmente con la entrada y por eso se llama zona lineal. La ganancia en la 
zona lineal es normalmente superior a los . Además, la función de transferencia 
está desplazada del origen debido a un offset de entrada de valor , que típicamente es 
de unos pocos . Finalmente, cuando la tensión de entrada es elevada y positiva, la salida 
alcanza un máximo de valor , que recibe el nombre de zona de saturación positiva. Así 
pues, la función de transferencia de un amplificador operacional real se puede aproximar a 
una función definida por tramos lineales [108], como la mostrada en la Figura 116-B. 
Debido a que un amplificador operacional contiene capacidades de compensación y 
parásitas, un modelo completo del dispositivo debería incluir elementos dinámicos [108]. 
Aquí asumiremos que el op-amp se comporta de forma puramente resistiva a las 
frecuencias de interés del circuito de Chua. Esto puede asegurarse siempre que hagamos 
un escalado temporal como el que hemos visto más arriba. De esta forma, podemos obviar 
todos los efectos dependientes de la frecuencia en el operacional y podemos tratarlo como 
una resistencia. 
                                               
 
 
62
 Aquí consideramos solamente el caso en que las tensiones en los terminales inversor y no inversor respecto 
del terminal de referencia están dentro del rango en modo común (common-mode range) del operacional. 
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Asumiremos también que la impedancia de salida del op-amp es tan pequeña que podemos 
despreciarla. 
 
Figura 116: A) Amplificador operacional con fuentes de alimentación asociadas. B) Función de 
transferencia del op-amp. 
Así pues, en nuestro caso particular, la salida del amplificador operacional se comporta 
como una fuente de tensión ideal y sus entradas se asemejan a un circuito abierto. Por ese 
motivo podemos modelar el operacional como una VCVS con una  y una , 
donde la función  es como la que se muestra en la Figura 116-B. 
La ventaja de este modelo lineal por tramos es que podemos determinar el comportamiento 
de un circuito con amplificadores operacionales, analizando cada una de las regiones 
lineales de operación (saturación negativa, lineal, y saturación positiva) de forma separada 
[108].  
I.2.3.4 Convertidor de resistencia negativa con un amplificador operacional 
En la Figura 117-A mostramos el esquema de nuestro convertidor de resistencia negativa 
usando un único amplificador operacional. En la Figura 117-B podemos ver la característica 
 asociada definida por tres tramos lineales (véase el Apéndice B de [77] para más 
detalles). Igual que siempre, consideramos que la ganancia  es suficientemente grande. 
Con estas suposiciones, la región interna tiene una pendiente  y las 
externas –correspondientes a la saturación del op-amp– tienen pendientes . Si 
hacemos que  entonces . 
En la Figura 117-B se asume que los niveles de saturación del amplificador operacional son 
iguales en magnitud. De hecho, en el artículo de Kennedy [77] se discuten algunas técnicas 
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para garantizar que esto sea así, pues su objetivo es reproducir los resultados de 
Matsumoto sobre atractores extraños. Sin embargo, Basconés [16] demuestra que para 
lograr excitabilidad en un circuito de Chua es necesario que las zonas de saturación del op-
amp sean muy diferentes. Como veremos, conseguir esto es tan sencillo como alimentar el 
operacional con dos tensiones distintas. 
El convertidor de resistencia negativa (NRC) representa el núcleo de la resistencia no lineal 
del circuito de Chua caótico y también de nuestro circuito de Chua excitable. 
 
Figura 117: A) Convertidor de resistencia negativa basado en un amplificador operacional. B) 
Característica  del NRC con op-amp. 
 
I.2.4 El diodo de Chua 
El diodo de Chua propuesto por Kennedy requiere la conexión en cascada de dos NRC con 
valores resistivos distintos para conseguir una característica  de cinco segmentos, dos 
de los cuales corresponden a las zonas de saturación de los op-amp. Sin embargo, como ya 
hemos comentado, nuestro diseño busca la excitabilidad y no el caos, y por ese motivo el 
diodo de Chua que hemos implementado en este estudio está formado por un único NRC 
como el de la Figura 117, con una característica  de tan sólo tres segmentos. 
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I.2.5 El circuito de Chua excitable 
En la Figura 118 mostramos un esquema del circuito de Chua excitable, con un diodo de 
Chua formado por un único amplificador operacional TL08263.  
 
Figura 118: Realización de un circuito de Chua excitable con un único amplificador operacional y tres 
resistencias positivas para implementar el diodo de Chua. 
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 El modelo TL082 es un circuito integrado que dispone en un solo chip de dos amplificadores operacionales. 
Aunque en este proyecto solamente usamos uno de los dos op-amp, el otro se deja libre ex profeso para aquéllos 
que deseen transformar nuestro Chua excitable en un Chua caótico. 
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Para garantizar la excitabilidad es necesario que las zonas de saturación positiva y negativa 
del op-amp sean suficientemente diferentes en magnitud. Vimos que una forma sencilla de 
conseguir esto era alimentar el operacional con tensiones distintas. Basconés demuestra en 
su trabajo que con  y  los resultados son satisfactorios. Luego, tal como 
se observa en la Figura 118, basta con conectar la alimentación inversora a una fuente de 
tensión continua y la alimentación no inversora a masa. Haciendo esto con el TL082, 
tendremos las regiones de saturación en  y .  
Los elementos necesarios para construir el circuito se detallan en la Tabla 10. 
Tabla 10: Listado de componentes para construir un circuito de Chua excitable [30]. 
Elemento Descripción Valor 
 Amplificador Operacional TL082 - 
 Resistencia   
 Resistencia  
 Resistencia  
 Condensador  
 Resistencia  
 Condensador  
 Bobina  
 
Además de los componentes listados, recomendamos en futuros estudios el uso de 
condensadores de bypass de al menos  conectados en paralelo a las fuentes de 
alimentación. Con ello mantendremos estable la tensión continua. 
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Anexo II: Caracterísiticas técnicas del hardware 
En este anexo resumimos las características técnicas que son esenciales para entender el 
funcionamiento de los circuitos electrónicos que componen el hardware de nuestro estudio. 
Ellos son la neurona electrónica, el circuito de estimulación, el circuito de introducción de 
ruido y el circuito de alimentación. 
Cada uno de ellos es el resultado de muchas horas de trabajo en el laboratorio para elegir 
los componentes más económicos, la tecnología más eficiente y la configuración más 
adecuada en cada caso. Todo ello, además, con el requisito de garantizar una flexibilidad y 
robustez suficientes para llevar a cabo estudios como el que aquí presentamos o como los 
que se describen en [56] y en [47]. 
II.1 La neurona electrónica 
La neurona electrónica es un circuito impreso monocapa de tan sólo  de ancho y 
 de alto (véase la Figura 119). Sus dimensiones reducidas son el resultado de usar 
componentes SMD64, lo cual encarece ligeramente su coste de fabricación pero proporciona 
algunas ventajas técnicas para nuestro estudio y para estudios posteriores de alta 
frecuencia. Es un circuito enteramente analógico –igual que el resto – para permitir que la 
aleatoriedad de sus componentes introduzca un ruido intrínseco (o ruido interno)65 que no es 
capaz de simularse con circuitos digitales.  
La neurona electrónica emula el comportamiento –y en cierta medida la forma también– de 
una célula nerviosa (véase Capítulo 2). Dispone de un total de siete dendritas (o entradas) y 
seis terminales presinápticos (o salidas) y de un soma constituido por tres etapas donde se 
llevan a acabo la integración, la excitación y la activación de señales. El núcleo es un 
                                               
 
 
64
 Siglas en inglés de Surface Mount Devices o dispositivos de montaje superficial. Una tecnología que ha 
superado a su análoga la Throug Hole Devices (THD) por sus más reducidas dimensiones y su mejor 
comportamiento frente a interferencias electromagnéticas. Sin embargo, también es más cara. 
65
 Este ruido es diferente del que inyectamos en la red de neuronas a través del circuito de introducción de ruido 
que o ruido externo. 
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oscilador de Chua como el que se describe en el Anexo I, encargado de proporcionar a la 
neurona su característica no lineal. 
 
 
 
 
Figura 119: Fotografía de la neurona electrónica 
Los componentes que identificamos en la Figura 119 se recogen en la Tabla 1166 junto con 
sus valores característicos. Además, a título orientativo se señalan los fabricantes, los 
modelos, las cantidades necesarias e incluso una imagen representativa de cada uno de los 
componentes que hemos elegido para nuestro diseño. 
 
                                               
 
 
66
 El lector podrá encontrar todas las características técnicas sobre los componentes en los datasheets que se 
adjuntan en el CD de este proyecto. Para acceder a los mismos basta con pulsar sobre los hipervínculos de cada 
tabla. Si se desea más información recomendamos visitar los siguientes enlaces: www.farnell.com, 
www.ondaradio.es y es.rs-online.com.  
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Tabla 11: Componentes de la neurona electrónica 
Id Tipo Valor Fabricante Modelo Cantidad Imagen 
1 Resistencia 22 kΩ Multicomp MCHP05W4F2202T5E 10 
 
2 
Amplificador 
Operacional 
TL082 Texas 
Instruments 
TL082ACP 3 
 
3 Diodo Zener 4.7 V Multicomp BZT55C4V7 1 
 
4 Bobina 10 mH Toko ＃262LY-103 1 
 
5 Condensador 10 nF Panasonic ECHU1C103GX5 1 
 
6 Resistencia 270 Ω Vishay 2312 142 72701 3 
 
7 Condensador 1 nF Panasonic ECHU1H102GX5 1 
 
8 Resistencia  220 Ω Vishay 2312 142 72201 1 
 
9 
Conector de 
entradas 
6 vías Multicomp 2211R-06G 1 
 
10 
Conector de 
alimentación 
6 vías Samtec TLW-103-05-G-D-RA 1 
 
11 Punta de test - Oxley SN/050/RP SILVER 2 
 
12 
Conector de 
salidas
67
 
6 vías Multicomp 2211R-06G 1 
 
13 Pin de estímulo 1 vía Multicomp 2211S-03G 1 
 
14 
Zócalo del 
Amplificador 
8 pines Multicomp 2227MC-08-03-18-F1 3 
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 El componente 12 (conector de salidas) es el mismo que el componente 9 (conector de entradas). Sin 
embargo, en la Figura 119 y en la Tabla 11 los hemos querido diferenciar para facilitar la comprensión del circuito.  
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En la Figura 120 mostramos el diagrama unifilar del circuito y en la Figura 121 el diagrama 
de la PCB. Ambos esquemas se han realizado con la herramienta de diseño automatizada 
ORCAD y se han fabricado en serie gracias a la colaboración de las empresas 2CI de 
Montcada i Reixac (www.2cisa.com) e INSERCAD de Sabadell (www.insercad.com). 
 
 
 
 
Figura 120: Esquema unifilar de la neurona electrónica. 
 
 
 
 
 
Figura 121: Diagrama de la PCB de la neurona electrónica  
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II.2 El circuito de estimulación 
El circuito de estimulación se muestra en la Figura 122. Se trata de circuito impreso de 
tecnología THD y aunque dispone de menos componentes que la neurona electrónica sus 
dimensiones son parecidas:  de ancho por  de alto. 
Es el encargado de introducir la señal a propagar a través de la red neuronal. Como vimos 
en el Capítulo 2, su función se asemeja a la de una neurona sensorial –como por ejemplo 
las neuronas fotorreceptoras de la retina68– porque transforma un estímulo físico (en este 
caso los fotones) en impulsos nerviosos. 
Los componentes necesarios para su diseño se recogen en la Tabla 12.  
 
 
 
Figura 122: Fotografía del circuito de estimulación 
                                               
 
 
68
 Nota del autor: Las células fotorreceptoras de la retina son los conos y los bastones. Los conos nos permiten 
ver los colores, mientras que los bastones nos permiten ver tonalidades grisáceas cuando hay poca luz. 
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Tabla 12: Componentes del circuito de estimulación
69
 
Id Tipo Valor Fabricante Modelo Cantidad Imagen 
1 
Conector de 
entrada 
- Oxley SN/050/RP SILVER 2 
 
2 Resistencia 100 Ω Tyco 
Electronics 
CBT25J100R 
 
1 
 
3 Condensador 100 nF Avx SR155E104MAR 1 
 
4 Resistencia 220 Ω Tyco 
Electronics 
CBT25J220R 2 
 
5 Diodo - Vishay 1N4007 1 
 
6 
Conector de 
salida
70
 
- Oxley SN/050/RP SILVER 2 
 
 
En la Figura 123 mostramos el esquema unifilar del circuito de estimulación, mientras que 
en la Figura 124 su diagrama de la PCB.  
Este circuito ha sido fabricado artesanalmente en el Departamento de Electrónica de la UPC 
(www-eel.upc.edu). 
 
 
 
 
                                               
 
 
69
 Estos componentes son estándares y fáciles de encontrar en cualquiera de los laboratorios de la universidad. 
Aquí se recogen los que se han usado para este PFC, pero el lector interesado en diseñar un circuito de 
estimulación puede optar por usar modelos distintos siempre que respete sus valores característicos. 
70
 El componente 6 (conector de salida) es el mismo que el componente 1 (conector de entrada). Sin embargo, en 
la Tabla 12 los hemos querido diferenciar para facilitar la comprensión del circuito. 
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Figura 123: Esquema unifilar del circuito de estimulación 
 
 
 
 
Figura 124: Diagrama de la PCB del circuito de estimulación 
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II.3 El circuito de introducción ruido 
Este circuito, descrito brevemente en el Capítulo 4, es el encargado de introducir ruido 
externo en el sistema. Permite hacerlo de forma global –para toda la red neuronal– o de 
forma local –para sólo una neurona electrónica–. Su función es la de simular la actividad 
basal de las células nerviosas del cerebro que no pertenecen a nuestra red de estudio. 
Recomendamos para ello ruido blanco y gaussiano (véase la sección 4.1.3 para más 
detalles), aunque el lector interesado es libre de elegir el ruido que más le convenga. 
En la Figura 125 se muestra su esquema unifilar y en la Figura 126 su diagrama de la PCB. 
Igual que el circuito de estimulación, su fabricación se ha llevado a cabo en el Departamento 
Electrónica de la UPC con tecnología THD y sus dimensiones características son  de 
ancho por  de alto. 
 
 
Figura 125: Esquema unifilar del circuito de introducción de ruido 
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Figura 126: Diagrama de la PCB del circuito de introducción de ruido 
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Finalmente, en la Tabla 13 se recogen los componentes necesarios para su diseño. 
Tabla 13: Componentes del circuito de introducción de ruido 
Id Tipo Valor Fabricante Modelo Cantidad Imagen 
1 
Conector de 
alimentación 
- Oxley 
SN/050/RP 
SILVER 
3 
 
2 Resistencia 1 kΩ Tyco 
Electronics 
CBT25J1K0 5 
 
3 
Amplificador 
Operacional 
TL082 Texas 
Instruments 
TL082A 1 
 
4 
Conector de 
entrada/salida
71
 
- Oxley 
SN/050/RP 
SILVER 
3 
 
 
 
 
 
  
                                               
 
 
71
 El componente 4 (conector de entrada/salida) es el mismo que el componente 1 (conector de alimentación). Sin 
embargo, en la Tabla 13 los hemos querido diferenciar para facilitar la comprensión del circuito. 
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II.4 El circuito de alimentación 
El circuito de alimentación es un circuito impreso de  fabricado en el 
Departamento de Electrónica de la UPC con tecnología THD. Su función es alimentar los 
amplificadores operacionales de las neuronas electrónicas mediante un simple bus circular 
(véase Tabla 14), que además permite a la red una gran flexibilidad de interconexión. 
En la Figura 127 mostramos una fotografía de este circuito de alimentación. 
 
 
Figura 127: Fotografía del circuito de alimentación 
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El bus circular está formado por cinco pistas: dos de ellas se usan para hacer llegar tensión 
a los dos amplificadores que constituyen el sumador no inversor de la neurona electrónica, 
otras dos para alimentar el amplificador operacional de la resistencia negativa del circuito de 
Chua y la última como tierra. 
Los amplificadores operacionales del sumador y del Chua son simples circuitos integrados 
TL082 (véase la Tabla 11) que, según su hoja de datos, pueden alimentarse hasta un 
máximo de . A pesar de ello, la tensión utilizada en nuestros experimentos está 
muy por debajo de la máxima, siendo de tan sólo  para el sumador y de  para la 
resistencia negativa, tal como se indica en la Tabla 14. Obsérvese que mientras que la 
tensión del sumador es simétrica, la de la resistencia negativa del circuito de Chua es 
asimétrica. Esto debe ser así si se quiere que el Chua trabaje en régimen excitable (véase el 
Anexo I para más detalles). 
Tabla 14: Características de las pistas del bus circular del circuito de alimentación 
Id Señal  Tensión utilizada 
1 +VSUM +18 V +10 V 
2 +VNRC +18 V 0 V 
3 -VNRC -18 V -5 V 
4 GND 0 V 0 V 
5 -VSUM -18 V -10 V 
 
Los componentes necesarios para llevar a cabo el diseño del circuito de alimentación se 
recogen en la Tabla 15. 
Tabla 15: Componentes del circuito de alimentación 
Id Tipo Valor Fabricante Modelo Cantidad Imagen 
1 Conector de nodo - Samtec TLW-106-05-G-D 50 
 
2 Bornera de alimentación - Phoenix Contact 1727049 1 
 
 
 
 
Estudio de propagación de información en redes 
complejas de circuitos electrónicos no lineales con ruido  Pág. 213 
 
En la Figura 128 podemos observar el diagrama de la PCB del circuito de alimentación. 
 
 
Figura 128: Diagrama de la PCB del circuito de alimentación 
 
Finalmente, con la intención de aclarar al lector el funcionamiento de este último circuito, 
en la Figura 129 y en la Figura 130 mostramos dos vistas del montaje experimental en las 
cuales se observa la colocación de las neuronas electrónicas sobre el circuito de 
alimentación. 
 
 
 1   2   3  4    5   
 
  2 
 
  1 
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Figura 129: Vista en planta del montaje de las neuronas en el circuito estimulación 
 
 
Figura 130: Vista en alzado del montaje de las neuronas en el circuito de alimentación 
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