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SOME CHARACTERIZATIONS OF SINGULAR COMPONENTS OF
SPRINGER FIBERS IN THE TWO-COLUMN CASE
LUCAS FRESSE AND ANNA MELNIKOV
Abstract. Let u be a nilpotent endomorphism of a finite dimensional C-vector
space. The set Fu of u-stable complete flags is a projective algebraic variety called
a Springer fiber. Its irreducible components are parameterized by a set of standard
tableaux. We provide three characterizations of the singular components of Fu in
the case u2 = 0. First, we give the combinatorial description of standard tableaux
corresponding to singular components. Second, we prove that a component is singular
if and only if its Poincare´ polynomial is not palindromic. Third, we show that
a component is singular when it has too many intersections of codimension one
with other components. Finally, relying on the second criterion, we infer that, for
u general, whenever Fu has a singular component, it admits a component whose
Poincare´ polynomial is not palindromic. This work relies on a previous criterion of
singularity for components of Fu in the case u2 = 0 by the first author and on the
description of the B-orbit decomposition of orbital varieties of nilpotent order two
by the second author.
Keywords. Flag varieties, Springer fibers, Young tableaux, link patterns, singu-
larity criteria, Poincare´ polynomial
1. Introduction
1.1. Springer fibers and singularity of their irreducible components. Let V be
a C-vector space of dimension n ≥ 0 and let u : V → V be a nilpotent endomorphism.
Let F be the set of complete flags, i.e. maximal chains of subspaces (0 = V0 ⊂ V1 ⊂
... ⊂ Vn = V ). The set F is a projective algebraic variety, called the flag variety. Let
Fu be the subset of u-stable complete flags, i.e. flags (V0, ..., Vn) such that u(Vi) ⊂ Vi
for every i. The set Fu is a closed subvariety of F . It is called Springer fiber, since it
can be identified with the fiber over u of the Springer resolution (see [17], [18]).
Obviously, the variety Fu depends only on the Jordan form of u. It is reducible
and singular unless u is zero or regular, but the irreducible components of Fu can
be singular or smooth. Up to now, the problem to determine, for a given u, all the
singular components of Fu is solved only in a few special cases. All the components
of Fu are smooth in three cases: if u has only one nontrivial Jordan block (Vargas,
cf. [19]), if u has only two Jordan blocks (Fung, cf. [6]), if u has two nontrivial and
one trivial Jordan blocks (Fresse-Melnikov, cf. [5]). In all other case (for n > 6) Fu
has some singular components. However only in the case u2 = 0 a necessary and
sufficient condition of singularity for components is given (cf. [4], or 1.3 below). In
this article, we mainly concentrate on the case u2 = 0, for which we give three new
characterizations of the singular components of Fu.
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1.2. Parametrization of the irreducible components of Fu by standard Young
tableaux. Let λ(u) = (λ1 ≥ ... ≥ λr) be the sizes of the Jordan blocks of u, and let
the Young diagram Y (u), or Yλ, be an array of r rows of boxes starting on the left,
with the i-th row containing λi boxes. Since (λ1, ..., λr) is a partition of dim V = n, the
Young diagram Y (u) contains n boxes. Let λ(u)∗ = (µ1, ..., µs) denote the conjugate
partition, that is the list of the lengths of the columns in Y (u). By [16, §II.5.5], the
dimension of Fu is given by the formula
dimFu =
s∑
i=1
µi(µi − 1)
2
.(1.1)
In the case u2 = 0, which we consider in this article, the diagram Y (u) has two
columns, thus dimFu =
1
2
µ1(µ1 − 1) +
1
2
µ2(µ2 − 1).
Given a Young diagram Y (u), fill in its boxes with the numbers 1, . . . , n in such a
way that the entries increase in rows from left to right and in columns from top to
bottom. Such an array is called a standard Young tableau or simply a standard tableau
of shape Y (u).
Following [16], we introduce a parametrization of the components of Fu by standard
tableaux of shape Y (u). For a standard tableau T , for i = 1, ..., n, let Ti be the
subtableau of T containing the entries 1, ..., i and let Y Ti ⊂ Y (u) be the shape of Ti.
Let F = (V0, ..., Vn) ∈ Fu, then for i = 1, ..., n, the subspace Vi is u-stable, thus, we
can consider the restriction map u|Vi : Vi → Vi which is a nilpotent endomorphism.
Its Jordan form is represented by a Young diagram Y (u|Vi), which is a subdiagram of
Y (u). Set
FTu = {(V0, ..., Vn) ∈ Fu : Y (u|Vi) = Y
T
i ∀i = 1, ..., n}.
We get a partition Fu =
⊔
T F
T
u parameterized by the standard tableaux of shape
Y (u). By [16, §II.5.4–5], for each T , the set FTu is a locally closed, irreducible subset
of Fu, and dimF
T
u = dimFu. Define K
T = FTu , to be the closure in Zariski topology.
Then KT , for T running over the set of standard tableaux of shape Y (u), are the
irreducible components of Fu. Moreover, we have dimK
T = dimFu for every T .
In the sequel, we suppose that Y (u) has two columns of lengths (n− k, k).
1.3. A basic criterion for the singularity of a component. We recall from [4] a
necessary and sufficient condition of singularity for the components of Fu.
We call row-standard tableau an array obtained from Y (u) by filling in its boxes
with the numbers 1, . . . , n in such a way that the entries increase in rows from left to
right. We associate a flag Fτ to each row-standard tableau τ . To do this, we fix a
Jordan basis (e1, ..., en) of u, such that u(ei) = 0 for i = 1, ..., n− k and u(ei) = ei−n+k
for i = n− k + 1, ..., n. We rely on the particular tableau τ0 of shape Y (u) numbered
from top to bottom with the entries 1, ..., n − k in the first column and the entries
n − k + 1, ..., n in the second column. For a permutation w ∈ Sn, let wτ0 be the
tableau obtained from τ0 after replacing each entry i by w(i). For τ row-standard,
let wτ ∈ Sn be such that τ = w
−1
τ τ0. Then let Fτ = (V0, . . . , Vn) be the flag defined
by Vi = 〈ewτ (1), . . . , ewτ (i)〉. Thus Fτ ∈ Fu. For T standard, a characterization of
row-standard tableaux τ such that Fτ ∈ K
T is given in [4, §2.3].
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LetX(τ0) denote the set of row-standard tableaux obtained from τ0 by interchanging
two entries i, j with i ≤ n− k. By [4, Theorem 3.1] one has
Theorem 1.1. Suppose that Y (u) has two columns of lengths (n − k, k). Let T be a
standard tableau of shape Y (u). The component KT is singular if and only if |{τ ∈
X(τ0) : Fτ ∈ K
T }| > 1
2
(n− k)(n− k − 1).
Our three new characterizations of singular components of Fu are based on this
criterion. The first one, purely combinatorial, simplifies drastically the criterion above,
the other two involve remarkable properties.
1.4. Combinatorial criterion of singularity. Let S2n be the set of involutions in
the symmetric group Sn, that is S
2
n = {σ ∈ Sn : σ
2 = I}, and let S2n(k) ⊂ S
2
n be the
subset of permutations which are product of k pairwise disjoint transpositions, that is
any σ ∈ S2n(k) can be written (in a cyclic form) as σ = (i1, j1) · · · (ik, jk) where ip < jp
for every p = 1, ..., k and σ(ip) = jp. Moreover this factorization is unique up to the
order of the factors. For i : 1 ≤ i ≤ n we call i an end point of σ if σ(i) 6= i, we call
i a fixed point of σ if σ(i) = i. For i, j : 1 ≤ i < j ≤ n we write (i, j) ∈ σ if σ(i) = j
and we write (i, j) /∈ σ otherwise.
Let T be a standard tableau of shape Y (u). We associate the involution σT ∈ S
2
n(k)
to T by the following procedure. Let a1 < ... < an−k (resp. j1 < ... < jk) be the entries
in the first (resp. second) column of T . Put σT = (i1, j1) · · · (ik, jk) where i1 = j1 − 1
and ip = max{a ∈ {a1, ..., an−k} \ {i1, ..., ip−1} : a < jp} for p = 2, ..., k.
For i = 1, ..., n, let cT (i) ∈ {1, 2} be the index of the column of T containing i.
Write τ ∗(T ) = {i ∈ {1, ..., n− 1} : cT (i) < cT (i+ 1)}. Let |τ
∗(T )| be the cardinality
of τ ∗(T ).
Example. Let T =
1 4
2 6
3 7
5
8
. Then σT = (3, 4)(5, 6)(2, 7). Thus 2, 3, 4, 5, 6, 7 are the end
points of σT , and 1, 8 are the fixed points. We have τ
∗(T ) = {3, 5}.
Our first criterion gives an explicit description of tableaux T for which the compo-
nent KT is singular.
Theorem 1.2. Suppose that Y (u) has two columns. Let T be a standard tableau of
shape Y (u). Let KT ⊂ Fu be the irreducible component associated to T .
(a) If |τ ∗(T )| = 1, then KT is smooth.
(b) If |τ ∗(T )| = 2, then KT is smooth if and only if at least one of {1, n} is an end
point of σT .
(c) If |τ ∗(T )| = 3, then KT is smooth if and only if both 1 and n are end points of σT
and (1, n) /∈ σT .
(d) If |τ ∗(T )| ≥ 4, then KT is singular.
For example, for T above, we have |τ ∗(T )| = 2 and both 1, 8 are not end points of
σT , hence the component K
T is singular.
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1.5. Singularity and Betti numbers distribution. We characterize the singu-
lar components by their cohomology. We consider the classical sheaf cohomology
with rational coefficients. Let X be an algebraic variety of dimension dX . Let
Hm(X,Q) denote the cohomology space in degree m. We have Hm(X,Q) = 0
unless m ∈ {0, ..., 2dX}. The numbers {dimH
m(X,Q)}2dXm=0 are called Betti num-
bers. The distribution of Betti numbers is called symmetric if dimHm(X,Q) =
dimH2dX−m(X,Q) for any m = 0, ..., dX . Equivalently, we say that the Poincare´ poly-
nomial PX(x) :=
∑2dX
m=0H
2dX−m(X,Q) xm is palindromic. If X is irreducible, smooth
and projective, then, by Poincare´ duality, the distribution of Betti numbers of X is
symmetric. In particular, the distribution of Betti numbers of a smooth component
of Fu is symmetric. Our second criterion is the following.
Theorem 1.3. Suppose that Y (u) has two columns. Let T be a standard tableau of
shape Y (u). The component KT ⊂ Fu is smooth if and only if the Poincare´ polynomial
of KT is palindromic.
We compute Betti numbers via the construction of a cell decomposition of KT in
Section 3.
We would like to understand the distribution of Betti numbers for singular com-
ponents outside of the two-column case. For n ≤ 6 all the components outside of
two-column case are smooth. For n = 7, as it is shown in [5], there is a unique sin-
gular component of Fu outside of two-column case, and Y (u) = (3, 2, 2) in this case.
In Section 6 we check that the distribution of Betti numbers for this component is
non-symmetric as well. Moreover, using this fact and the above theorem for the two-
column case we show in Section 6 that, if Fu has singular components, then it has at
least one singular component with non-symmetric distribution of Betti numbers.
This brings us to the conjecture that it may be a general phenomenon, namely
Conjecture 1.4. Let T be a standard tableau of shape Y (u). The component KT ⊂ Fu
is smooth if and only if the Poincare´ polynomial of KT is palindromic.
Recall that, among classical varieties, Schubert varieties share this property that
their singularity is characterized by the non-symmetry of the distribution of Betti
numbers (proved by Carrell and Peterson [2]).
Note also that an algebraic variety for which the Poincare´ duality fails is in particular
rationally singular (see for example [3, Proposition 6.19]). Then, due to the above, we
obtain that the description of Springer fibers admitting rationally singular irreducible
components coincides with the description of those admitting singular components.
The fact that the singular components of Fu for u
2 = 0 are rationally singular (and
also the fact that they are normal) is shown by Perrin and Smirnov [14] using different
methods.
1.6. Outline of the proof of Theorems 1.2 and 1.3. Before stating our third
criterion, let us describe our plan.
Let Z(u) = {g ∈ GL(V ) : gu = ug} be the stabilizer of u in GL(V ). It is a closed,
connected subgroup of GL(V ). Its natural action on flags leaves Fu and every com-
ponent of Fu invariant. As a preliminary step, assuming that Y (u) has two columns
of lengths (n− k, k), we show that Fu is a finite union of Z(u)-orbits, parameterized
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by the permutations σ ∈ S2n(k), and we also describe the decomposition into Z(u)-
orbits of each component KT ⊂ Fu (Section 2). In particular, we show that Fu has a
unique Z(u)-orbit of minimal dimension d0. We derive this description of Z(u)-orbits
of components of Fu from the description of B-orbits of orbital varieties given in [10].
Next, we show that each Z(u)-orbit of Fu admits a cell decomposition, such that the
number of cells in the decomposition and their codimensions are the same for all the
Z(u)-orbits (cf. Proposition 3.2). We deduce that the distribution of Betti numbers
of a component KT is symmetric if and only if the number of Z(u)-orbits of KT of
codimension m is equal to the number of Z(u)-orbits of KT of dimension d0 +m, for
every m.
Set a standard tableau T to be of first type if |τ ∗(T )| = 1, or |τ ∗(T )| = 2 and 1 or n
is an end point of σT , or |τ
∗(T )| = 3 and 1, n are end points of σT and (1, n) /∈ σT , and
set T to be of second type otherwise. In Section 4 we prove that, if T is of first type,
then the component KT is smooth, by using Theorem 1.1 and an inductive argument.
Set
k =
{
k if k = n
2
,
k + 1 otherwise.
In Section 5, we show that Fu has exactly k Z(u)-orbits of dimension d0+1, whereas,
if T is of second type, then KT contains more than k Z(u)-orbits of codimension 1.
This proves Theorem 1.2 and Theorem 1.3.
1.7. Singularity and intersections of codimension 1. By the way, we obtain the
third criterion of singularity. For a standard tableau T , let η(T ) be the number of
components K′ ⊂ Fu such that codimK
T ∩ K′ = 1. We have the following
Theorem 1.5. Suppose that Y (u) has two columns of lengths (n − k, k). Let T be a
standard tableau of shape Y (u). The component KT ⊂ Fu is singular if and only if
η(T ) > k.
The proof is given in 5.4. This theorem connects the question of singularity to
the classical question of components of Springer fibers intersecting in codimension 1.
Consider the graph whose vertices are the standard tableaux of shape Y (u), with an
edge (T, T ′) if codimKT ∩ KT
′
= 1. It is stated in [7, Conjecture 6.3] that this graph
is a W -graph, which defines an irreducible representation of the Hecke algebra of the
symmetric group Sn. The conjecture is known to be true in the two-column case (see
[10]). Then the theorem shows that the singular components of Fu correspond to the
vertices of the graph belonging to more than k edges.
1.8. Notation. In what follows, V denotes an n-dimensional C-vector space, the sub-
spaces are denoted by W,W ′, ..., the flags are written as (V0, ..., Vn) or (V0 ⊂ ... ⊂ Vn)
or F . All along this article but Section 6, we consider a nilpotent endomorphism u of
nilpotent order two and of rank k. Its Young diagram Y (u) consists of two columns
of lengths n− k and k. The standard tableaux of shape Y (u) are usually denoted by
T, T ′, ... and the corresponding components in the Springer fiber Fu are denoted by
KT ,KT
′
, .... Permutations are usually written σ, σ′, ..., or w,w′, ... We denote by |A|
the cardinality of a set A. For an algebraic set U , its closure (in Zariski topology) is
denoted by U.
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The reader can find the index of notation at the end of the paper.
2. Decomposition of the variety Fu into Z(u)-orbits
In this section, we show that the Z(u)-orbits of Fu are parameterized by the invo-
lutions σ ∈ S2n(k). We denote the orbit associated to σ by Zσ. We give the dimension
formula for Zσ and describe its closure. We also describe a component K
T ⊂ Fu
as the closure of a maximal orbit ZσT associated to σT ∈ S
2
n(k) (see 1.4). Finally,
we show that there is a unique minimal orbit Zσ0 ⊂ Fu associated to an involution
σ0 = σ0(k) ∈ S
2
n(k).
2.1. Combinatorial set up. Let us begin with some combinatorial definitions. Re-
call that S2n denotes the set of permutations σ ∈ Sn with σ
2 = I, and S2n(k) ⊂ S
2
n
denotes the subset of permutations obtained as product of k pairwise disjoint trans-
positions. Following [10], the link pattern Pσ corresponding to σ ∈ S
2
n is an array
of n points on a horizontal line where points i < j are connected by an arc (i, j) if
σ(i) = j. Such points are called end points of an arc. We will not distinguish be-
tween (i, j) ∈ σ and an arc (i, j) of Pσ. A point p with σ(p) = p is called a fixed
point of Pσ. For 1 ≤ i ≤ j ≤ n let [i, j] = {i, i + 1, . . . , j} denote the set of in-
teger points of the interval [i, j]. Set P 0σ = {i ∈ [1, n] : σ(i) = i} to be the set
of fixed points, P−σ = {i ∈ [1, n] : i < σ(i)} to be the set of left end points, and
P+σ = {i ∈ [1, n] : i > σ(i)} to be the set of right end points of Pσ. The number of arcs
in Pσ is equal to k whenever σ ∈ S
2
n(k). For example, for σ = (1, 3)(2, 6)(4, 7) ∈ S
2
7
one has
Pσ = r r r r r r r
1 2 3 4 5 6 7
In our example P 0σ = {5}, P
−
σ = {1, 2, 4} and P
+
σ = {3, 6, 7}.
Two arcs (i, j), (i′, j′) with i, i′ ∈ P−σ , i < i
′ are said to have a crossing if i < i′ <
j < j′. We denote by c(σ) the number of crossings of arcs in Pσ. Let p ∈ P
0
σ be a
fixed point, we call an arc (i, j) ∈ σ a bridge over p if p ∈ [i, j]. We denote by bp(σ)
the number of bridges over p, and we set b(σ) =
∑
p∈P 0σ
bp(σ).
In the example above, c(σ) = 2 and b(σ) = b5(σ) = 2.
Note that σT from 1.4 is defined in such a way that PσT is a link pattern with P
+
σT
equal to the set of entries of the second column of T , without crossing arcs and bridges
over fixed points. For T , such a link pattern exists and is unique.
For integers a, b : 1 ≤ a ≤ b ≤ n, we write (i, j) ∈ [a, b] if i, j ∈ [a, b]. Let Ra,b(σ)
be the number of arcs (i, j) ∈ σ such that (i, j) ∈ [a, b]. We define a partial order on
S2n by putting σ
′  σ if Ra,b(σ
′) ≤ Ra,b(σ) for any 1 ≤ a ≤ b ≤ n.
2.2. Description of the Z(u)-orbit decomposition of Fu. Let σ ∈ S
2
n(k). A basis
(e1, ..., en) of V is said to be a σ-basis if u(ei) = 0 for i ∈ P
0
σ ∪ P
−
σ and u(ei) = eσi for
i ∈ P+σ . Let Zσ be the set of flags F = (〈e1, ..., ei〉)i=0,...,n, for some σ-basis (e1, ..., en).
We have Zσ ⊂ Fu.
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For two σ-bases (e1, ..., en) and (e
′
1, ..., e
′
n), the element g ∈ GL(V ) defined by g(ei) =
e′i for any i, satisfies gu = ug. It follows that two flags F, F
′ ∈ Zσ belong to the same
Z(u)-orbit. Conversely, if (e1, ..., en) is a σ-basis, then (ge1, ..., gen) is a σ-basis for any
g ∈ Z(u). It follows that for F ∈ Zσ and g ∈ Z(u) one has gF ∈ Zσ. Thus Zσ is a
Z(u)-orbit. We prove the following
Proposition 2.1. (a) The map σ 7→ Zσ is a bijection between S
2
n(k) and the set of
Z(u)-orbits of Fu.
(b) dimZσ = dimFu − c(σ)− b(σ).
(c) Zσ =
⊔
σ′∈S2n(k) :σ
′σ
Zσ′.
(d) For T a standard tableau of shape Y (u), the component KT ⊂ Fu is the closure of
the Z(u)-orbit ZσT .
This description is the translation of the description of B-orbits in the variety of
upper nilpotent matrices of nilpotent order 2, given in [10], into the language of flags.
Proof of Proposition 2.1.
(1) First, we recall the description of B-orbits. Let n = nn be the algebra of strictly
upper triangular n×n matrices and put X = {N ∈ n : N2 = 0} to be the subvariety
of elements of nilpotent order two. Put X (k) = {N ∈ X : rankN = k}. Let B = Bn
be the (Borel) group of upper triangular invertible n× n matrices and let B act on n
by conjugation. This action stabilizes X and X (k). For σ ∈ Sn put
(Nσ)i,j =
{
1 if i < j and σ(i) = j,
0 otherwise.
Obviously for σ ∈ S2n one has N
2
σ = 0, hence Nσ ∈ X , and for σ ∈ S
2
n(k) one has
Nσ ∈ X (k). Let Bσ = {bNσb
−1 : b ∈ B} denote the B-orbit of Nσ. We have the
following description for B-orbits of X (k) (see [9, §2.2] and [10, §2.4 and §3.1]):
(a) The map σ 7→ Bσ is a bijective correspondence between permutations σ ∈ S
2
n(k)
and B-orbits of X (k).
(b) codimX (k) Bσ = c(σ) + b(σ).
(c) Bσ =
⊔
σ′σ
Bσ′ .
(2) Let us show a correspondence between B-orbits of X (k) and Z(u)-orbits of Fu.
We fix a basis e = (e1, ..., en) of V such that u(ei) = 0 for i = 1, ..., n− k and u(ei) =
ei−n+k for i = n − k + 1, ..., n. We identify ψ ∈ End(V ) with its representing matrix
with respect to the basis e. Let F0 = (V0, ..., Vn) be the flag defined by Vi = 〈e1, ..., ei〉.
Let G(u) = {g ∈ GL(V ) : g−1ug ∈ n}. Note that Z(u), B ⊂ G(u). Moreover, Z(u)
acts on G(u) by left multiplication, that is zg ∈ G(u) for any z ∈ Z(u), g ∈ G(u).
Since for x ∈ n and b ∈ B one has b−1xb ∈ n, we get that B acts on G(u) by right
multiplication, that is gb ∈ G(u) for any b ∈ B, g ∈ G(u).
The map ϕ : G(u) → X (k), g 7→ g−1ug is surjective, and the quotient map ϕ′ :
Z(u)\G(u)→ X (k) is an isomorphism of algebraic varieties. The map ψ : G(u)→ Fu,
g 7→ gF0 is well defined and surjective, and the quotient map ψ
′ : G(u)/B → Fu is an
isomorphism of algebraic varieties (see [11]).
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For σ ∈ S2n(k), it is easy to see that ψ(ϕ
−1(Bσ)) ⊂ Fu is a Z(u)-orbit. Write
σ = (i1, j1) · · · (ik, jk) with il < jl, and let ik+1, ..., in−k be the fixed points of σ. Let
gσ ∈ GL(V ) be defined by gσ(eil) = el for l = 1, ..., n − k, and gσ(ejl) = en−k+l for
l = 1, ..., k. It is easy to check that gσ ∈ G(u), and that it satisfies Nσ = ϕ(gσ) and
ψ(gσ) ∈ Zσ. Thus ψ(ϕ
−1(Bσ)) = Zσ. Then, Claim (a) of Proposition 2.1 follows from
fact (a) of part (1) of the proof. Since the maps ϕ and ψ are open, it is easy to see
that
Bσ′ ⊂ Bσ if and only if Zσ′ ⊂ Zσ.
Then, Claim (c) of Proposition 2.1 follows from fact (c) of part (1) of the proof.
Moreover, since ϕ and ψ are fibrations of fibers Z(u) and B respectively, we have
dimFu + dimB = dimX (k) + dimZ(u),
dimBσ + dimZ(u) = dimϕ
−1(Bσ) = dimψ
−1(Zσ) = dimZσ + dimB.
Therefore, codimFu Zσ = codimX (k) Bσ, and Claim (b) of Proposition 2.1 follows from
the fact (b) of part (1) of the proof.
To complete the proof of Proposition 2.1, it remains to show (d). On one hand, by
definition of σT we have c(σT ) = b(σT ) = 0, hence, by (b) we obtain dimZσT = dimFu.
Thus, the closure of ZσT is a component of Fu. On the other hand, by definition of F
T
u
in 1.2, it is easy to see that ZσT ⊂ F
T
u , which implies ZσT ⊂ K
T , and this completes
the proof of (d). ✷
2.3. The minimal Z(u)-orbit. Let σ0 = σ0(k) ∈ S
2
n(k) be the permutation
σ0 = (1, n− k + 1)(2, n− k + 2) · · · (k, n).
By [12, Proposition 3.14], Bσ0 ⊂ Bσ for any σ ∈ S
2
n(k). Thus, by the bijection above,
Zσ0 lies in the closure of each Z(u)-orbit of Fu and it is the unique minimal Z(u)-orbit
of Fu. We have c(σ0) =
1
2
k(k − 1) and b(σ0) = k(n− 2k). By Proposition 2.1(b) and
formula (1.1), it follows (after simplification)
dimZσ0 =
1
2
(n− 2k)(n− 2k − 1) +
1
2
k(k − 1).
3. Decomposition of Z(u)-orbits into cells
The main goal of this section is to show that a component KT ⊂ Fu has a symmetric
distribution of Betti numbers if and only if the distribution of dimensions of its Z(u)-
orbits has also a symmetry property, namely: for all m, the number of orbits Zσ ⊂ K
T
with dimZσ = dimK
T −m is equal to the number of orbits Zσ′ ⊂ K
T with dimZσ′ =
dimZσ0 +m, with σ0 from 2.3. To do this, we show that each Z(u)-orbit admits a cell
decomposition such that the number of cells and their codimensions are the same for
all the orbits.
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3.1. Cell decomposition of an algebraic variety. Let us begin with general defi-
nitions. A finite partition of an algebraic variety X is said to be an α-partition if the
subsets in the partition can be indexed by 1, ..., r in such a way that X1 ∪ . . . ∪Xp is
closed for every p = 1, ..., r. An α-partition is a cell decomposition if each subset Xp
is isomorphic as an algebraic variety to an affine space Cdp for some dp ≥ 0. If X is a
projective variety with a cell decomposition X = X1 ∪ . . . ∪Xr as above, then
dimHm(X,Q) =


0 if m = 2l + 1,
|{p : dp = l}| if m = 2l.
3.2. A cell decomposition of the flag variety. For w ∈ Sn, let ninv(w) denote the
inversion number of w (equivalently, its length as an element of the Weyl group). We
need the following
Lemma 3.1. Let V be an n-dimensional C-vector space and let W ⊂ V be an m-
dimensional subspace. Consider the variety of complete flags F = F(V ). Let H =
{g ∈ GL(V ) : g(W ) = W}. Then, each H-orbit O ⊂ F has a cell decomposition
O =
⋃
C(w,w′) parameterized by the pairs of permutations (w,w′) ∈ Sm×Sn−m, with
dimO − dimC(w,w′) = ninv(w) + ninv(w
′).
Proof. The group H is a parabolic subgroup of GL(V ). To each H-orbit O, it corre-
sponds a subset IO ⊂ {1, ..., n} with |IO| = m, such that, setting ci = |{1, ..., i} ∩ IO|
for i = 0, ..., n, the orbit O is the set of flags (V0, ..., Vn) with
dimVi ∩W = ci ∀i = 0, ..., n.
A Borel subgroup B ⊂ H fixes some complete flag (W1 ⊂ ... ⊂ Wn) such that Wm =
W . The B-orbits of F form a Schubert cell decomposition F =
⋃
w∈Sn
C(w), with
dimC(w) = dimF −ninv(w), and the cell C(w) is the set of flags (V0, ..., Vn) such that
dimVi ∩Wj = |{w1, ..., wi} ∩ {1, ..., j}| ∀i, j = 0, ..., n.
Let Sn(O) = {w ∈ Sn : wi ∈ {1, ..., m} ∀i ∈ IO}. The cell C(w) is contained inO if and
only if w ∈ Sn(O). Write IO = {i1 < ... < im} and {1, ..., n} \ IO = {im+1 < ... < in}.
Let wO ∈ Sn(O) be defined by wO : il 7→ l. Let Sn[m] denote the set of permutations
w ∈ Sn such that {w1, ..., wm} = {1, ..., m}. The map ϕ : Sm × Sn−m → Sn[m],
(w,w′) 7→ ϕ(w,w′) defined by ϕ(w,w′) : i 7→ wi for i = 1, ..., m and ϕ(w,w
′) :
m + i 7→ m + w′i for i = 1, ..., n − m, is a bijection which satisfies ninv(ϕ(w,w
′)) =
ninv(w) + ninv(w
′). The map Sn[m] → Sn(O), w 7→ wwO is a bijection, moreover we
have ninv(wwO) = ninv(w)+ninv(wO). It follows that C(wO) is the open cell of O. The
sets C(w,w′) := C(ϕ(w,w′)wO) for (w,w
′) ∈ Sm× Sn−m form a cell decomposition of
O and we have dimO − dimC(w,w′) = ninv(w) + ninv(w
′). ✷
3.3. Cell decomposition of an orbit Zσ. Recall that the diagram Y (u) representing
the Jordan form of u has two columns of lengths (n−k, k). It follows dim ker u = n−k
and dim Im u = k. Let F(ker u) be the variety of complete flags (V0 ⊂ ... ⊂ Vn−k =
ker u). More generally, a sequence of subspaces (V0 ⊆ ... ⊆ Vn = ker u) which contains
as a subsequence a complete flag (V0, Vi1, ..., Vin−k) ∈ F(ker u) is considered as an
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element of F(ker u). Let H ⊂ GL(ker u) be the parabolic subgroup of elements g such
that g(Imu) = Im u.
Proposition 3.2. Let Z ⊂ Fu be a Z(u)-orbit. The map
ϕ : Z → F(ker u), (V0, ..., Vn) 7→ (V0 ∩ ker u, ..., Vn ∩ ker u)
is well defined and algebraic. Its image ϕ(Z) is a H-orbit of F(ker u), and the map
ϕ : Z → ϕ(Z) is a vector bundle. In particular, Z has a cell decomposition
Z =
⋃
Sk×Sn−2k
CZ(w,w
′)
parameterized by the pairs of permutations (w,w′) ∈ Sk×Sn−2k, with dimCZ(w,w
′) =
dimZ − ninv(w)− ninv(w
′). In particular, the number of cells and their codimensions
do not depend on the orbit Z.
Proof. Let σ ∈ S2n(k) and let Z = Zσ be the corresponding Z(u)-orbit. Let Pσ be
the link pattern of σ. Let P−σ , P
+
σ , P
0
σ be respectively the sets of left end points,
right end points and fixed points (see 2.1). Write P−σ ∪ P
0
σ = {i1 < ... < in−k}. Then
(V0 ∩ ker u, Vi1 ∩ ker u, ..., Vin−k ∩ ker u) is a complete flag of ker u. The map ϕ is thus
well defined and algebraic.
For l = 1, ..., n − k, let c−l = |{i1, ..., il} ∩ P
−
σ |. Let O = O(σ) be the set of flags
(V0, ..., Vn−k) ∈ F(ker u) with
dimVl ∩ Im u = c
−
l ∀l = 0, ..., n− k.
The set O is a H-orbit of F(ker u) and we see that O is the image of ϕ.
Choose ω : Im u → V such that u ◦ ω(x) = x for any x ∈ Im u. Thus we have
V = ker u⊕ Imω. For t ∈ C∗, define ht ∈ GL(V ) by ht(x + y) = x+ ty for x ∈ ker u
and y ∈ Imω. We have htuh
−1
t = t
−1u, hence the group (ht)t∈C∗ linearly acts on
Fu. Let Z
(h) be the set of flags F = (V0, ..., Vn) ∈ Z which are fixed by (ht)t∈C∗ .
Equivalently Z(h) is the set of flags F = (〈e1, ..., ei〉)i=0,...,n for some basis (e1, ..., en)
such that ei ∈ ker u or ei ∈ Imω depending on whether i ∈ P
0
σ ∪ P
−
σ or i ∈ P
+
σ . We
have Z = {F ∈ Fu : limt→∞ht · F ∈ Z
(h)}. Note that the action of (ht)t∈C∗ leaves
Z invariant. Moreover, Z is smooth and irreducible. By [1, Theorem 4.1], the map
pi : Z → Z(h), F 7→ (limt→∞ht · F ) is an algebraic vector bundle.
Next, we prove that the restriction ϕ(h) : Z(h) → O is also a vector bundle. It will
follow that ϕ = ϕ(h) ◦ pi is a vector bundle.
Fix F0 ∈ O, and write F0 = (〈e1, ..., ei〉)i=0,...,n−k where (e1, ..., en−k) is some basis
of ker u with ej ∈ Im u if ij ∈ P
−
σ . Let U = {g ∈ H : gei − ei ∈ 〈ei+1, ..., en−k〉}. The
map ξ : U → O, g 7→ gF0 is an open immersion. Let us show that ϕ
(h) is trivial over
ξ(U).
For j ∈ P+σ , let Ij = {j
′ ∈ P+σ : j
′ > j, σ(j′) < σ(j)}. Let I = {(j, j′) : j ∈
P+σ and j
′ ∈ Ij}. For g ∈ U and t = (tj,j′) ∈ C
I , we define vectors fi = fi(g, t) forming
a basis (fi)i=1,...,n. For ij ∈ P
−
σ ∪ P
0
σ write fij = gej. For j ∈ P
+
σ write
fj = ω( fσ(j) +
∑
j′∈Ij
tj,j′fσ(j′) ).
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The map
Φ : U × CI → ϕ(h)
−1
(ξ(U)), (g, t) 7→ (〈f1, ..., fi〉)i=0,...,n
is well defined, we have ϕ(h) ◦ Φ = ξ ◦ pr1, and Φ is an isomorphism of algebraic
varieties.
Thus, ϕ(h) is a locally trivial fibration of fiber CI . It is easy to see that the chart
changes are linear. It follows that ϕ(h) is a vector bundle.
The last claim of the statement then follows from Lemma 3.1. ✷
3.4. Poincare´ polynomial of a component KT . Note that the Z(u)-orbits of
the Springer fiber Fu (resp. of the component K
T ⊂ Fu) form an α-partition.
Thus, by collecting together the cell decompositions of all the Z(u)-orbits of Fu
(resp. of KT ), we get a cell decomposition of Fu (resp. of K
T ). Let d = dimKT .
Let bTm = dimH
2d−m(KT ,Q). We deduce a formula for the Poincare´ polynomial
P T (x) :=
∑
m b
T
mx
m.
Let Zσ0 be the minimal Z(u)-orbit and let d0 = dimZσ0 be its dimension (see 2.3).
Let n(T : m) be the number of m-codimensional Z(u)-orbits of KT . We have thus
n(T : m) = 0 for m /∈ {0, ..., d− d0}. Write
NT (x) =
d−d0∑
m=0
n(T : m) xm.
Put [p]x = 1 + x+ ... + x
p−1 and [p]x! = [1]x · · · [p]x (and, by convention, [0]x! = 1).
Let jn(p) = |{w ∈ Sn : ninv(w) = p}|. Let Qn(x) =
∑
p jn(p)x
p. Then, as one can
easily see (or cf. [15] for example), Qn(x) = [n]x!.
Let i(p) = |{(w,w′) ∈ Sk × Sn−2k : ninv(w) + ninv(w
′) = p}|. Set I(x) =
∑
p i(p)x
p,
then
I(x) = Qk(x)Qn−2k(x) = [k]x! [n− 2k]x! .
By 3.1 and Proposition 3.2, we have the following
Corollary 3.3. P T (x) = NT (x2)I(x2).
We derive:
Proposition 3.4. The component KT has a symmetric distribution of Betti numbers
if and only if n(T : m) = n(T : d− d0 −m) for every m = 0, ..., d− d0.
Proof. We have bTm = b
T
2d−m, ∀m = 0, ..., 2d, if and only if P
T (x) = x2dP T (x−1). Equiv-
alently, we have NT (x2)I(x2) = x2dNT (x−2)I(x−2). Observe that I(x2) = x2d0I(x−2),
hence the property is equivalent to NT (x2) = x2d−2d0NT (x−2). In other words, it is
equivalent to n(T : m) = n(T : d− d0 −m), ∀m = 0, ..., d− d0. ✷
4. On smooth components of Fu
The purpose of this section is to prove the part of Theorem 1.2 corresponding to
the smooth case.
4.1. A few preliminary notes. To begin with, we make some observations about
Theorem 1.1.
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4.1.1. Cardinality of the set X(τ0). Let τ be a row-standard tableau and let Fτ be its
flag (cf. 1.3). Let (i1, ..., in−k) and (j1, ..., jk) be the entries from top to bottom in the
two columns of τ . Set σ(τ) = (i1, j1) · · · (ik, jk) ∈ S
2
n(k). Then, obviously, Fτ ∈ Zσ(τ).
By Proposition 2.1.(c)-(d), Fτ ∈ K
T if and only if σ(τ)  σT .
Now, let us consider the set X(τ0) involved in 1.3. We partition it into five parts.
(1) There are 1
2
k(k−1) tableaux τ ∈ X(τ0) obtained from τ0 by switching i, j with
1 ≤ i < j ≤ k.
(2) There are k(n−2k) tableaux τ ∈ X(τ0) obtained from τ0 by switching i, j with
1 ≤ i ≤ k < j ≤ n − k. In particular, for any τ in that case, there exists
j′ : j′ ≥ n− k + 1 such that (j, j′) ∈ σ(τ).
(3) There are 1
2
k(k−1) tableaux τ ∈ X(τ0) obtained from τ0 by switching i, j with
1 ≤ i ≤ k and n− k + 1 ≤ j < n− k + i. In particular, for any τ in that case,
there exists i′ : 1 ≤ i′ < i ≤ k such that (i′, i), (n− k + i′, n− k + i) ∈ σ(τ).
(4) There are k(n−2k) tableaux τ ∈ X(τ0) obtained from τ0 by switching i, j with
k+1 ≤ i ≤ n− k and n− k+ 1 ≤ j ≤ n. In particular, for any τ in that case,
there exists i′ : 1 ≤ i′ ≤ k such that (i′, i) ∈ σ(τ).
(5) There are 1
2
(n − 2k)(n − 2k − 1) tableaux τ ∈ X(τ0) obtained from τ0 by
switching i, j with k + 1 ≤ i < j ≤ n− k. For such τ , observe that σ(τ) = σ0
and Fτ ∈ Zσ0 , hence Fτ ∈ K
T for every T standard.
Finally, we get
|X(τ0)| = k(n− 2k) +
1
2
k(k − 1) +
1
2
(n− k)(n− k − 1)(4.1)
4.1.2. Inductive property. Let T be a standard tableau with two columns of lengths
(n−k, k) such that n belongs to the second column, that is cT (n) = 2. Let T
′ = Tn−1.
Let KT
′
be the component associated to the tableau T ′ in Fu′ where Y (u
′) has two
columns of lengths (n− k, k − 1). We need the following simple
Lemma 4.1. Let T be such that cT (n) = 2 and let T
′ = Tn−1. If K
T ′ is smooth, then
KT is smooth.
Proof. Let τ ′0 be the subtableau of τ0 of entries 1, ..., n− 1, and let X(τ
′
0) be the set of
adjacent row-standard tableaux relative to it, in the sense of 1.3. Let X ′(τ0) ⊂ X(τ0)
be the subset of tableaux with n in the last position of the second column. For
τ ∈ X ′(τ0), let τ
′ be the subtableau of entries 1, ..., n− 1. The map X ′(τ0) → X(τ
′
0),
τ 7→ τ ′ is a bijection. By Proposition 2.1.(c)-(d), if τ ∈ X ′(τ0) is such that Fτ ∈
KT , then Fτ ′ ∈ K
T ′ . For τ ∈ X(τ0) \ X
′(τ0), one has R1,n−1(σ(τ)) = k whereas
R1,n−1(σT ) = k − 1, hence σ(τ) 6 σT , thus Fτ /∈ K
T . We get |{τ ∈ X(τ0) : Fτ ∈
KT }| ≤ |{τ ∈ X(τ ′0) : Fτ ∈ K
T ′}|. If KT
′
is smooth then, by Theorem 1.1, |{τ ∈
X(τ ′0) : Fτ ∈ K
T ′}| ≤ 1
2
((n− 1)− (k− 1))((n− 1)− (k− 1)− 1) = 1
2
(n− k)(n− k− 1)
so that |{τ ∈ X(τ0) : Fτ ∈ K
T}| ≤ 1
2
(n − k)(n − k − 1). Hence, by Theorem 1.1, KT
is smooth. ✷
Remark 4.2. The property in the lemma is true more generally. Let T be a standard
tableau of general shape. Let T ′ = Tn−1. LetK
T andKT
′
be the components associated
to T and T ′ in the corresponding Springer fibers. Then, by [5, Theorem 2.1], if the
SINGULAR COMPONENTS OF SPRINGER FIBERS IN THE TWO-COLUMN CASE 13
component KT
′
is singular, then KT is singular. Moreover, if n lies in the last column
of T , then KT is singular if and only if KT
′
is singular (see also Proposition 6.1).
4.2. Schu¨tzenberger involution. Next, we point out a natural duality on compo-
nents. Let σ = (i1, j1) · · · (ik, jk) ∈ S
2
n(k). We define
σ∗ = (n+ 1− j1, n+ 1− i1) · · · (n+ 1− jk, n+ 1− ik).
We get an involutive transformation S2n(k) → S
2
n(k), σ 7→ σ
∗. Note that Pσ∗ is a
mirror picture of Pσ. In particular, one has σ  ω if and only if σ
∗  ω∗.
Let V ∗ be the dual space of V . For a subspace W ⊂ V , let W⊥ = {φ ∈ V ∗ :
φ(w) = 0, ∀w ∈ W} ⊂ V ∗. Let u∗ : V ∗ → V ∗, φ 7→ φ ◦ u, this is a nilpotent
endomorphism of same Jordan form as u. Let Fu∗ be the Springer fiber associated to
u∗. Let Z(u∗) = {g ∈ GL(V ∗) : gu∗ = u∗g}. Let {Z∗σ : σ ∈ S
2
n(k)} be the Z(u
∗)-orbits
of Fu∗, in the sense of 2.2. The map
Φ : Fu → Fu∗ , (V0, ..., Vn) 7→ (V
⊥
n , ..., V
⊥
0 )
is an isomorphism of algebraic varieties. It is easy to see that Φ maps Zσ onto Z
∗
σ∗ ,
for every σ ∈ S2n(k).
For T standard with second column (j1, . . . jk) and with σT = (i1, j1) · · · (ik, jk), we
have (σT )
∗ = σTS for some other standard tableau T
S, where the second column of T S
is {n+ 1− i1, . . . , n+ 1− ik} (after ordering in increasing order). Thus, Φ induces an
isomorphism between the components ZσT ⊂ Fu and Z
∗
σ
TS
⊂ Fu∗ . We have σ  σT
if and only if σ∗  σTS , hence there is a one-to-one correspondence between orbits of
both components KT and KT
S
, which preserves the codimension.
Note that τ ∗(T ) = {i : (i, i + 1) ∈ σT } so that τ
∗(T s) = {n − i : i ∈ τ ∗(T )}, so
that |τ ∗(T )| = |τ ∗(T S)|. Note also that 1 ∈ P−σT if and only if n ∈ P
+
σ
TS
, and n ∈ P+σT
if and only if 1 ∈ P−σ
TS
.
Remark 4.3. The transformation T 7→ T S is in fact the classical Schu¨tzenberger
involution. Notice that, if T is a standard tableau of general shape, denoting by T S
its Schu¨tzenberger transform, then it also holds that the components KT and KT
S
are
isomorphic (see [8]). Nevertheless, the alternative construction of the Schu¨tzenberger
involution presented in this section is specific to the two-column case.
4.3. Smooth components of Fu. Now, let us show
Proposition 4.4. Let T be standard. If T satisfies one of the following conditions:
(i) |τ ∗(T )| = 1;
(ii) |τ ∗(T )| = 2 and at least one of 1, n is an end point of σT ;
(iii) |τ ∗(T )| = 3 and 1, n are end points of σT but (1, n) 6∈ σT ;
then KT is smooth.
Proof. (i) Note that, if |τ ∗(T )| = 1, then τ ∗(T ) = {l} where k ≤ l ≤ n−k. The entries
of the second column of T are l + 1, ..., l + k. It follows
σT = (l, l + 1)(l − 1, l + 2) · · · (l − k + 1, l + k).
In particular, R1,l(σT ) = Rl+1,n(σT ) = 0.
Let us consider τ ∈ X(τ0) described in 4.1.1 (2),(3),(4). Note that
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• If τ ∈ X(τ0) is obtained as described in 4.1.1(3), then there exist i, i
′ : 1 ≤
i′ < i ≤ k such that (i′, i) ∈ σ(τ). Thus, R1,l(σ(τ)) ≥ 1 and σ(τ) 6 σT . We
get Fτ 6∈ K
T for any τ of type 4.1.1(3).
• For τ ∈ X(τ0) obtained as described in 4.1.1(4) with i : k + 1 ≤ i ≤ l, one has
(i′, i) ∈ σ(τ) for some i′ ≤ k. Thus, R1,l(σ(τ)) ≥ 1 and σ(τ) 6 σT . One has
Fτ 6∈ K
T . There are k(l − k) such tableaux τ .
• For τ ∈ X(τ0) obtained as described in 4.1.1.(2) with j > l, we have (j, j
′) ∈
σ(τ) for some j′ ≥ n− k + 1. Thus, Rl+1,n(σ(τ)) ≥ 1 and σ(τ) 6 σT . One has
Fτ 6∈ K
T . There are k(n− k − l) such tableaux τ .
All together we get that |{τ ∈ X(τ0) : Fτ 6∈ K
T}| ≥ 1
2
k(k − 1) + k(n− 2k). Thus, by
equality (4.1), |{τ ∈ X(τ0) : Fτ ∈ K
T}| ≤ 1
2
(n − k)(n − k − 1). Hence, by Theorem
1.1, the component KT is smooth.
(ii) Let |τ ∗(T )| = 2. Let us show that, if either 1 or n is an end point of σT , then K
T
is smooth. By Section 4.2, we can suppose that n is an end point, hence n lies in the
second column of T . For n = 4 the statement is true by Theorem 1.1. So assume it is
true for n− 1 and show for n. Let T ′ = Tn−1. By Lemma 4.1, it is sufficient to prove
that the component KT
′
is smooth. Only two situations are possible:
• Either n− 1 is in the first column of T , so that n− 1 ∈ τ ∗(T ) and in this case
|τ ∗(T ′)| = 1. Thus, by (i), KT
′
is smooth.
• Or n− 1 is in the second column of T ′, and in this case |τ ∗(T ′)| = 2 and n− 1
is an end point of σT ′. By induction hypothesis, K
T ′ is smooth.
(iii) We show (iii) by induction. For n = 6 there is a unique
T =
1 2
3 4
5 6
satisfying: |τ ∗(T )| = 3. Note that 1, 6 are end points of σT but (1, 6) 6∈ σT in this case.
Note that KT5 is smooth by (ii), thus by Lemma 4.1, KT is smooth. Assume (iii) is
true for n− 1 and show for n. Let (1, i), (j, n) ∈ σT . Let T
′ = Tn−1. Since n is an end
point of σT , it lies in the second column of T . By Lemma 4.1, it is enough to show
that KT
′
is smooth. Consider T ′. We still have (1, i) ∈ σT ′, hence 1 is an end point of
σT ′ .
• If j = n − 1, then |τ ∗(T ′)| = 2 and 1 is an end point, so that by (ii) KT
′
is
smooth.
• If j < n − 1, then |τ ∗(T ′)| = 3. In this case, n − 1 is in the second column of
T . It follows from the definition of σT that (j
′, n− 1) ∈ σT where j
′ > j > 1.
Hence (j′, n−1) ∈ σT ′. Thus T
′ satisfies the conditions of induction hypothesis.
Thus, KT
′
is smooth.
The proof is now complete. ✷
5. On singular components of Fu
In this section, we consider a standard tableau T of singular type according to the
description of Theorem 1.2. For such a T , we show that the number of Z(u)-orbits of
codimension 1 lying in the component KT is bigger than the number of Z(u)-orbits
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of dimension d0 + 1 in the whole Springer fiber Fu. According to Proposition 3.4, we
deduce that the distribution of Betti numbers of KT is not symmetric. It follows that
KT is singular. It completes the proofs of Theorems 1.2 and 1.3. We also deduce the
proof of Theorem 1.5.
5.1. On the combinatorics of link patterns. First, we recall from [10] some ter-
minology connected to the combinatorics of link patterns, that we need in the proof.
5.1.1. Permutations σi→p and σi⇆j adjacent to σ. Let σ ∈ S
2
n(k) and let Pσ be its link
pattern, and as in 2.1, let P−σ (resp. P
+
σ , and P
0
σ ) be the set of left end points (resp.
right end points, and fixed points) of Pσ.
For i ∈ P−σ ∪ P
+
σ there is j 6= i such that (i, j) ∈ σ or (j, i) ∈ σ. In what follows we
put an arc in double brackets ((i, j)) if we do not know the ordering of i, j. Let p ∈ P 0σ .
We set σi→p to be the involution obtained from σ by changing ((i, j)) to ((p, j)), i.e.,
if σ = (i1, j1) · · · (ik−1, jk−1)((i, j)), then σi→p = (i1, j1) · · · (ik−1, jk−1)((p, j)).
Note that we cannot say anything about ordering inside ((i, j)) and ((p, j)).
Let i, j ∈ P−σ ∪ P
+
σ . Assume that they belong to different pairs: ((i, p)), ((j, q)) ∈ σ
and ((i, j)) 6∈ σ. Put σi⇆j to be the involution obtained from σ by interchanging the
places of i and j in the pairs, that is:
if σ = (i1, j1) · · · (ik−2, jk−2)((i, p))((j, q)), then σi⇆j = (i1, j1) · · · (ik−2, jk−2)((j, p))((i, q)).
5.1.2. Concentric and consecutive pairs of arcs, next point of an arc. Write σ =
(i1, j1) · · · (ik, jk) with is < js for every s = 1, ..., k. We say that (is, js) is over (it, jt),
or equivalently that (it, jt) is under (is, js), if we have is < it < jt < js. We call an arc
(i, j) minimal if there are no arcs under it. Let (it, jt) be under (is, js). We say that
the pair {(is, js), (it, jt)} is concentric if every (iq, jq) 6= (is, js) over (it, jt) is also over
(is, js).
Let (is, js) be on the left of (it, jt), i.e. (is, js) ∈ [1, it]. We call them consecutive if
σ has no fixed point in the interval [js, it] and each (iq, jq) over one of them satisfies
iq, jq /∈ [js, it].
A fixed point p ∈ [1, is] is called the next point on the left of (is, js) if two conditions
are satisfied: p is the only fixed point on the interval [p, is], and any arc (iq, jq) over
(is, js) is a bridge over p.
Respectively, a fixed point p ∈ [js, n] is called the next point on the right of (is, js)
if two conditions are satisfied: p is the only fixed point on the interval [js, p], and any
arc (iq, jq) over (is, js) is a bridge over p.
Example:
r r r r r r r r r r r r r r r
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
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In our example, (2, 6) is concentric over (3, 5); (1, 9) is concentric over both (2, 6)
and (4, 7) and these are all the concentric pairs. Also, (1, 9) is consecutive with both
(11, 12) and (13, 15). Also both (2, 6) and (4, 7) are consecutive with (8, 10); and
(8, 10) is also consecutive with both (11, 12) and (13, 15); finally, (11, 12) and (13, 15)
are consecutive and these are all the consecutive pairs. The only fixed point of the
pattern is 14. It is the next point on the right of (1, 9), (8, 10), (11, 12). The minimal
arcs are {(3, 5), (4, 7), (8, 10), (11, 12), (13, 15)}.
Remark 5.1. Let T be a standard two-column tableau. By definition, (i, i+ 1) ∈ σT
for i ∈ τ ∗(T ). Moreover, since PσT is a link pattern without fixed points under the arcs
and without arc crossings, the minimal arcs of PσT are exactly {(i, i+1) : i ∈ τ
∗(T )}.
5.1.3. Description of 1-codimensional inclusions of orbit closures. Combining Propo-
sitions 3.4, 3.5, 3.6, Theorem 3.7 of [10] and part (2) of the proof of Proposition 2.1,
we get:
Lemma 5.2. Let σ ∈ S2n(k). Let σ
′ be obtained from σ in one of the following ways:
(i) For p the next point on the left of (is, js) ∈ σ, put σ
′ = σis→p;
(ii) For p the next point on the right of (is, js) ∈ σ, put σ
′ = σjs→p;
(iii) For (is, js), (it, jt) consecutive with js < it, put σ
′ = σjs⇆it;
(iv) For (is, js) concentric over (it, jt), put σ
′ = σis⇆it .
Then, Zσ′ ⊂ Zσ and codim ZσZσ′ = 1. Conversely, each σ
′ ∈ S2n(k) such that Zσ′ ⊂
Zσ and codim ZσZσ′ = 1 is obtained as described in (i)–(iv).
For σ ∈ S2n(k), put N(σ) = {σ
′ ∈ S2n(k) : Zσ′ ⊂ Zσ and codim ZσZσ′ = 1} and
P (σ) = {σ′ ∈ S2n(k) : Zσ ⊂ Zσ′ and codim Zσ′Zσ = 1}. Obviously, the number of
elements in N(σ) is equal to the sum of the number of concentric pairs, the number
of consecutive pairs and the number of pairs of an arc with a next point.
5.2. Computation of the number of (d0 + 1)-dimensional orbits of Fu. Let
σ0 = (1, n− k + 1)(2, n− k + 2) · · · (k, n) ∈ S
2
n(k) be the element of Section 2.3, thus
Zσ0 is the unique minimal Z(u)-orbit of Fu. Let d0 be its dimension. We compute
|P (σ0)|, which coincides with the number of Z(u)-orbits of Fu of dimension d0 + 1.
Lemma 5.3. One has
|P (σ0)| =


k if k = n
2
,
k + 1 otherwise.
Proof. Note that for any i = 1, ..., k− 1 the involution σi := (σ0)i⇆i+1 = · · · (i, n− k+
i+1)(i+1, n−k+ i) · · · has exactly one concentric pair, namely {(i, n−k+ i+1), (i+
1, n − k + i)}, and σ0 = (σi)i⇆i+1 so that, by Lemma 5.2, one has codim Zσi
Zσo = 1.
In such a way we get k − 1 elements of P (σ0).
Further, if k = n
2
, then the involution σ′ := (σ0)k⇆k+1 = (1, k) · · · (k + 1, n) has
exactly one consecutive pair, namely {(1, k), (k + 1, n)}, and σ0 = σ
′
k⇆k+1 so that,
by Lemma 5.2, one has codim Zσ′Zσ0 = 1. Further note that, since involutions of
S2n(k) have no fixed points and an arc of σ0 intersects any other arc, these are the only
possible elements of P (σ0), so that |P (σ0)| = k − 1 + 1 = k.
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If k < n
2
, then σ0 has n − 2k fixed points k + 1, . . . , n − k. In that case, let
σ′ = (σ0)k→k+1 and σ
′′ = (σ0)n−k+1→n−k. Then k is the next fixed point on the left of
(k + 1, n) ∈ σ′ and σ0 = σ
′
k+1→k so that, by Lemma 5.2, one has codim Zσ′Zσ0 = 1.
Exactly in the same way, n−k+1 is the next fixed point on the right of (1, n−k) ∈ σ′′
and σ0 = σ
′′
n−k→n−k+1 so that, by Lemma 5.2, one has codim Zσ′′Zσ0 = 1. And again
since an arc of σ0 intersects any other arc, these are the only possible elements of
P (σ0), so that |P (σ0)| = k − 1 + 2 = k + 1. ✷
5.3. The number of 1-codimensional orbits in a singular component KT .
Given T standard, recall that PσT is a link pattern without intersecting arcs and
without fixed points under the arcs. The component KT is the closure of the Z(u)-
orbit ZσT , hence |N(σT )| is the number of 1-codimensional Z(u)-orbits lying in K
T .
Our aim is to show
Proposition 5.4. Let T be standard. If one of the following holds:
(i) |τ ∗(T )| = 2 and 1, n are fixed points of σT ;
(ii) |τ ∗(T )| = 3 and either (1, n) ∈ σT or at least one point of {1, n} is a fixed point
of σT ;
(iii) |τ ∗(T )| ≥ 4;
then |N(σT )| > |P (σ0)|.
Proof.
(i) Let τ ∗(T ) = {a1, a2} where a1 < a2. Then, (a1, a1 + 1), (a2, a2 + 1) are the only
minimal arcs of the link pattern PσT , as it was noted by Remark 5.1. Thus, any
other arc is over (a1, a1+1), or over (a2, a2 +1), or both. Let A1 = {(a1− k1+1, a1+
k1), . . . , (a1−1, a1+2)} be the set of arcs over (a1, a1+1) but not over (a2, a2+1). Let
A2 = {(a2−k2+1, a2+k2), . . . , (a2−1, a2+2)} be the set of arcs over (a2, a2+1) but not
over (a1, a1+1). Finally, let A3 = {(a1−k1+1−k3, a2+k2+k3), . . . , (a1−k1, a2+k2+1)}
be the set of arcs over both (a1, a1 + 1) and (a2, a2 + 1). Note that |A1| = k1 − 1,
|A2| = k2 − 1 and |A3| = k3, so that k1 + k2 + k3 = k. Note also that there are k1 − 1
concentric pairs in A1∪{(a1, a1+1)} and k2−1 concentric pairs in A2∪{(a2, a2+1)}.
If A3 6= ∅, then there are k3 − 1 concentric pairs in A3.
a) If A3 = ∅, then the concentric pairs in A1 and A2 provide k − 2 elements of
N(σT ) and
(1) If a1 + k1 = a2 − k2, then (a1 − k1 + 1, a1 + k1), (a2 − k2 + 1, a2 + k2) are
consecutive arcs, which provides us one more element of N(σT ). Since 1
and n are fixed points, one has a1 − k1 ≥ 1 and a1 − k1 is the next point
on the left of both (a1 − k1 + 1, a1 + k1) and (a2 − k2 + 1, a2 + k2) (resp.
a2 + k2 + 1 ≤ n, and a2 + k2 + 1 is the next point on the right of both
(a1−k1+1, a1+k1) and (a2−k2+1, a2+k2)), providing us altogether four
more elements of N(σT ). We get in this case |N(σT )| ≥ k− 2+ 5 = k+3.
(2) If a1 + k1 < a2 − k2, then a1 + k1 + 1 is the next point on the right of
(a1− k1+1, a1+ k1) and a2− k2 is the next point on the left of (a2− k2+
1, a2 + k2), providing us two new elements of N(σT ). Further, exactly as
in (1), since 1 and n are fixed points one has a1−k1 ≥ 1 and it is the next
point on the left of (a1 − k1 + 1, a1 + k1) (resp. a2 + k2 + 1 ≤ n and it is
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the next point on the right of (a2 − k2 + 1, a2 + k2)), giving us two more
elements of N(σT ). We get in this case |N(σT )| ≥ k − 2 + 4 = k + 2.
b) If A3 6= ∅, then the concentric pairs in A1, A2, A3 give k−3 elements of N(σT ).
Also a1 + k1 = a2 − k2 (since there are no fixed points under the arcs and no
intersecting arcs), so that (a1−k1+1, a1+k1), (a2−k2+1, a2+k2) are consecutive
arcs, which gives us a new element of N(σT ). As well, (a1 − k1, a2 + k2 + 1) is
concentric with both (a1− k1 +1, a1 + k1) and (a2− k2 +1, a2 + k2), providing
us two more elements of N(σT ). Finally, exactly as in (a), since 1 and n are
fixed points we get that a1 − k1 − k3 ≥ 1 is the next point on the left of
(a1 − k1 − k3 + 1, a2 + k2 + k3) and a2 + k2 + k3 + 1 ≤ n is the next point
on the right of the same arc, giving us two more elements of N(σT ). We get
|N(σT )| ≥ k − 3 + 5 = k + 2.
So in any case, |N(σ0)| ≥ k + 2 > |P (σ0)|.
To prove the rest of the proposition (cases (ii) and (iii)), we reason by induction on
the pair (|τ ∗(T )|, n), starting with the case |τ ∗(T )| = 3 and n = 7. This is the minimal
case for situation (ii) and in this case (1, 7) 6∈ σT (since there are no fixed points under
the arcs). By 4.2, it is enough to consider the case of 1 being a fixed point. Since
|τ ∗(T )| = 3 we get that
T =
1 3
2 5
4 7
6
so that σT = (2, 3)(4, 5)(6, 7) and |N(σT )| = 6 > 4.
Now assume the statement is true for n− 1 and show for n. Let T ′ = Tn−1.
a) If 1, n are fixed points of σT , then in particular cT (n) = 1 so that T
′ has
columns of lengths (n− k − 1, k) and n− 1 /∈ τ ∗(T ), hence |τ ∗(T ′)| = |τ ∗(T )|.
Moreover, since |P 0σT | ≥ 2 one has k <
n−1
2
.
– If |τ ∗(T )| = 3, then |τ ∗(T ′)| = 3 and 1 is a fixed point of σT ′ .
– If |τ ∗(T )| ≥ 4, then |τ ∗(T ′)| ≥ 4.
In both cases, the induction hypothesis holds and gives |N(σT ′)| > k + 1.
There is a natural injective map S2n−1(k) → S
2
n(k) where σ ∈ S
2
n−1(k) is
regarded as an involution in S2n(k) satisfying σ(n) = n. In that way, one
has σT ′ = σT and we can regard σ ∈ N(σT ′) as σ ∈ N(σT ). Therefore
|N(σT )| ≥ |N(σT ′)| > k + 1 = |P (σ0)|.
b) If 1 or n is an end point of σT , then by 4.2 we can assume that n is an end
point, hence cT (n) = 2. The tableau T
′ has columns of lengths (n − k, k − 1)
where k − 1 < n− k. One has
|τ ∗(T ′)| =


|τ ∗(T )| − 1 if cT (n− 1) = 1,
|τ ∗(T )| otherwise.
– If |τ ∗(T )| = 3, then, by hypothesis, 1 is a fixed point of σT ′. If cT (n−1) =
1, then |τ ∗(T ′)| = 2 and n − 1 is also a fixed point of σT ′ , thus, by (i),
|N(σT ′)| > k. If cT (n − 1) = 2, then |τ
∗(T ′)| = 3, thus by induction
hypothesis again |N(σT ′)| > k.
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– Suppose |τ ∗(T )| ≥ 4. If cT (n−1) = 1, then |τ
∗(T ′)| ≥ 3 and n−1 is a fixed
point of σT ′ so that by induction hypothesis |N(σT ′)| > k. If cT (n−1) = 2,
then |τ ∗(T ′)| ≥ 4, thus again by induction hypothesis |N(σT ′)| > k.
Let us show that there exists an injective map φ : S2n−1(k − 1) → S
2
n(k) such
that for σ ∈ N(σT ′) one has φ(σ) ∈ N(σT ). Since k − 1 < n − k, every
σ ∈ S2n−1(k− 1) has at least one fixed point. For σ ∈ S
2
n−1(k− 1), let pσ be its
maximal fixed point. Put φ(σ) = (pσ, n) · σ ∈ S
2
n(k). Note that φ is injective
and that there are no fixed points under the arc (pσ, n) ∈ φ(σ). Note also that
(it, jt) ∈ σ is a bridge over pσ if and only if (it, jt) and (pσ, n) have a crossing
in φ(σ). Thus b(σ)+ c(σ) = b(φ(σ))+ c(φ(σ)) (see 2.1) so that, by Proposition
2.1,
codim FuZφ(σ) = codim Fu′Zσ , (∗)
where Y (u′) has two columns of lengths (n−k, k−1). Note also that φ(σT ′) =
σT . Put q = pσT ′ .
Consider σ ∈ N(σT ′), and let us show φ(σ) ∈ N(σT ). By (∗) it is enough to
show that φ(σ)  σT .
– If pσ ≤ q, then φ(σ)  σT by definition of the order .
– If pσ > q, then pσ is an end point of σT ′ . Thus, by Lemma 5.2 and
definition of N(σT ′), one has that q is the next fixed point on the left of
(pσ, j) ∈ σT ′ for some j > pσ, and σ = (σT ′)pσ→q. It follows that (q, n) is
concentric over (pσ, j) in σT and φ(σ) = (σT )pσ⇄q, thus φ(σ) ≺ σT .
Thus, |N(σT )| ≥ |N(σT ′)| > k.
If k = n
2
, then we get |N(σT )| > |P (σ0)| and the proof is complete.
Let us suppose now k < n
2
. Then σT has at least one fixed point. Let p be
the maximal fixed point of σT . Note that it is the next point on the left of
(q, n) ∈ σT , so that σ := (σT )q→p ∈ N(σT ). Since (p, n) ∈ σ is a bridge over q,
one has σ /∈ φ(S2n−1(k − 1)), and in particular, σ /∈ φ(N(σT ′)). Thus, in this
case also, |N(σT )| > k + 1 = |P (σ0)|.
The proof is now complete. ✷
5.4. Proof of Theorems 1.2, 1.3, 1.5. Theorems 1.2 and 1.3 both follow by combin-
ing Propositions 3.4, 4.4, 5.4. To prove Theorem 1.5, we show that |N(σT )| coincides
with the number η(T ) of components K′ ⊂ Fu such that codimFuK
T ∩ K′ = 1. We
claim that each 1-codimensional Z(u)-orbit of Fu is contained in exactly two compo-
nents. Then, whenever σ ∈ N(σT ) there is a unique component K
′
σ ⊂ Fu such that
Zσ ⊂ K
T ∩ K′σ. By [13, Theorem 4.1], if K
T ∩ K′ has codimension 1, it is irreducible
and, in particular, it contains exactly one Z(u)-orbit of maximal dimension. We derive
that the map σ 7→ K′σ is bijective from N(σT ) onto the set of components K
′ ⊂ Fu
such that codimFuK
T ∩ K′ = 1. Therefore, we get |N(σT )| = η(T ).
Thus, it remains to show our claim that for σ ∈ S2n(k) such that codimFuZσ = 1,
one has |P (σ)| = 2. Note that, by Proposition 2.1, σ either has a unique crossing of
two arcs or has a unique fixed point p with a bridge (i, j) over it.
a) If σ has a crossing, i.e. two arcs (i, j), (i′, j′) such that i < i′ < j < j′, then
(i, i′), (j, j′) ∈ σi′⇄j are consecutive and (i, j
′), (i′, j) ∈ σi⇄i′ are concentric, and
due to Lemma 5.2, σi′⇄j, σi⇄i′ are the only elements of P (σ).
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b) If σ has a fixed point p under an arc (i, j), then i is the next point on the left
of (p, j) in σi→p and j is the next point on the right of (i, p) in σj→p. Due to
Lemma 5.2, we get P (σ) = {σi→p, σj→p}.
The proof of Theorem 1.5 is then complete. ✷
6. Further aspects on the singularity of the components
In this final section, we discuss the singularity of the irreducible components of the
Springer fiber Fu, without assuming anymore that Y (u) has two columns.
6.1. Description of Springer fibers having singular components. As it was
shown in [5], the variety Fu admits singular components if and only if the Young
diagram Y (u) contains as a subdiagram one of the following two diagrams:
or .
Nevertheless, up to now, the characterization of the components which are indeed
singular is limited to the two-column case.
In the light of the previous sections, specifically Theorem 1.3, it is natural to ask
whether a singular component can always be characterized by the fact that its dis-
tribution of Betti numbers is non-symmetric, implying that it does not satisfy the
Poincare´ duality.
6.2. Poincare´ polynomial for the simplest singular component outside two-
column case. The first example of a singular component apart from the two-column
case is the component KT corresponding to the tableau
T =
1 2 5
3 4
6 7
(see [5, §2.3]). It lies in the Springer fiber Fu attached to a nilpotent u ∈ End(C
7)
with three Jordan blocks of sizes 3, 2, 2. Fix a Jordan basis (e1, . . . , e7) of C
7 with u
acting by e1 7→ e4 7→ e7 7→ 0, e2 7→ e5 7→ 0, e3 7→ e6 7→ 0, and let B ⊂ GL(C
7) be the
Borel subgroup of lower triangular isomorphisms for this basis. We have computed
all the intersections between the component KT and the B-orbits of the variety of
complete flags of C7, and we have obtained that each nonempty intersection of KT
with a B-orbit is in fact isomorphic as an algebraic variety to a cell, i.e. an affine
space Cd with d ∈ {0, . . . , 6}. These intersections then form a cell decomposition of
KT , from which, leading our computations to the end, we have obtained the following
expression for the Poincare´ polynomial:
P (x) :=
6∑
m=0
dimH2m(KT ,Q) xm = 1 + 6x+ 18x2 + 28x3 + 22x4 + 8x5 + x6.
Thus, the component has a non-symmetric distribution of Betti numbers and then the
Poincare´ duality fails.
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6.3. Inductive construction of components not satisfying Poincare´ duality.
To go further, let us first point out a property of inductive transmitting of Poincare´
duality. Let T be a standard tableau of shape Y (u), and correspondingly we have a
component KT ⊂ Fu. Let T
′ = Tn−1 and let Y
′ = Y Tn−1 be its shape. Consider a
nilpotent endomorphism u′ with Y ′ = Y (u′). Then, corresponding to T ′, we have an
irreducible component KT
′
⊂ Fu′. We have the following
Proposition 6.1. Assume that n is in the last column of T , and let m be the length
of the last column of T . Then KT is naturally a locally trivial fiber bundle over Pm−1,
of fiber KT
′
. In particular, the Poincare´ polynomial of KT is palindromic if and only
if the one of KT
′
is.
Proof. Let s be the index of the last column of T and letH be the variety of hyperplanes
H ⊂ V such that H ⊃ ker us−1. This is a projective variety which is naturally
isomorphic to the variety of hyperplanes of the space V/ kerus−1, hence H ∼= Pm−1.
Recall that the component KT is obtained as the Zariski closure of the subset FTu ⊂ Fu
(see Section 1.2). Notice that every flag F = (V0, . . . , Vn) ∈ F
T
u satisfies Vn−1 ⊃
ker us−1, hence Vn−1 ∈ H whenever F ∈ K
T . Then, the fact that the map
Φ : KT →H, (V0, . . . , Vn) 7→ Vn−1
is indeed a locally trivial fiber bundle of fiber isomorphic to the component KT
′
follows
from the proof of [5, Theorem 2.1].
The Poincare´ polynomial of the component KT is now obtained as the product of the
Poincare´ polynomial of KT
′
and the one of Pm−1, which is palindromic. This implies
the last statement of the proposition. ✷
Then, combining Theorem 1.3, Sections 6.1–6.2 and the above proposition, we obtain
the following
Theorem 6.2. Whenever the Springer fiber Fu has a singular component, it admits
a component whose Poincare´ polynomial is not palindromic.
Proof. We prove the theorem by induction on n, the number of boxes in Y (u). As an
initialization, we suppose that Y (u) has two columns, or three rows of lengths (3, 2, 2),
then the property follows either from Theorem 1.3 or from Section 6.2, respectively.
Now assume that Y (u) is neither of two-column nor of (3, 2, 2) type. Let Y ′ be the
subdiagram obtained from Y (u) by deleting the last box of the last column, and take
u′ ∈ End(Cn−1) nilpotent such that Y (u′) = Y ′. Then, by the description in Section
6.1, the Springer fiber Fu′ also admits a singular component. By induction hypothesis,
there is a standard tableau T ′ of shape Y ′ whose corresponding component KT
′
⊂ Fu′
has a non-palindromic Poincare´ polynomial. Let T be the tableau of shape Y (u) such
that Tn−1 = T
′. By Proposition 6.1, the Poincare´ polynomial of KT ⊂ Fu is also
non-palindromic. ✷
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Index of notation
1.1 V , n, u, F , Fu
1.2 Y (u), Ti, F
T
u , K
T , k
1.3 τ0, Fτ , X(τ0)
1.4 Sn, S
2
n, S
2
n(k), (i, j) ∈ σ, σT , cT (i), τ
∗(T )
1.5 Hm(X,Q)
1.6 Z(u), k
2.1 Pσ, P
+
σ , P
−
σ , P
0
σ , c(σ), b(σ), (i, j) ∈ [a, b], Ra,b(σ), σ
′  σ
2.2 Zσ
2.3 σ0, σ0(k)
3.2 ninv(w)
3.4 d0, n(T : m)
5.1 σi→p, σi⇆j , N(σ), P (σ)
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