According to the Gestalt principals, we model features for measuring the attraction degree between couples of image components, and grouping areas in trademark images are recognized. This investigation would be used for content-based image retrieval from the view of mirroring human perception for images. Depending on variability in human perception for trademark images, the proposed method finds small grouping areas by calculating Mahalanobis distance with the features. The features of proximity, shape similarity, good continuation, and closure are extracted from every combination of two components in an image. After that, according to results of the judgments, a grouping pattern for the query is fixed. Besides, changing combination of features, the proposed method outputs plural grouping patterns. In the experiments, we have evaluated the proposed method on 74 test images by comparing between outputs by the proposed method and grouping patterns for the queries obtained from results of questionnaires by 104 participants.
According to the Gestalt principals, we model features for measuring the attraction degree between couples of image components, and grouping areas in trademark images are recognized. This investigation would be used for content-based image retrieval from the view of mirroring human perception for images. Depending on variability in human perception for trademark images, the proposed method finds small grouping areas by calculating Mahalanobis distance with the features. The features of proximity, shape similarity, good continuation, and closure are extracted from every combination of two components in an image. After that, according to results of the judgments, a grouping pattern for the query is fixed. Besides, changing combination of features, the proposed method outputs plural grouping patterns. In the experiments, we have evaluated the proposed method on 74 test images by comparing between outputs by the proposed method and grouping patterns for the queries obtained from results of questionnaires by 104 participants.
In the Gestalt psychology, there are several factors in image grouping phenomena, which are proximity, shape similarity, good continuation, and closure. Our goal is to model all of factors of the Gestalt Organization Laws and bring them into our proposal.
In order to recognize grouping areas, every pair of components is firstly distinguished whether it is grouped or not, and then,a final grouping pattern is fixed by uniting the grouped pairs. Whether a pair of components is grouped or not is judged by Mahalanobis distance using several fea- To compare human perception for grouping with the proposed method, we had questionnaires. 104 test trademarks (only abstract images) were used as queries and 104 participants answered in the questionnaires. After that, we obtained the recall and the precision as a ratio of correspondence between patterns found by the proposed method and the results of questionnaires. Table1 shows experimental results. Fig.1 shows experimental results for similarity retrieval. In the experiments, over 90% among the test images have been retrieved their grouping patterns in the rank 20th when the grouping patterns output by the proposed method are regarded as queries. Therefore, when we consider applying the proposed method to CBIR systems, results of similarity retrievals could be better than current situation.
As future works, we are considering modeling for a method for coping with grouping patterns that humans percieve small grouping areas after observing the whole image. 
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