I. INTRODUCTION
V ISUAL servoing has been used extensively in robotics as a solution to make machines faster and more dexterous [1] . It is, also, referred to as the use of computer vision data to control the motion of a robot in many applications such as robotic assembly [2] , unmanned aerial vehicle [3] , robotized endoscope tracking [4] , ultrasound probe guidance [5] , etc. Typical visual servoing controls can be classified into three categories: 1) position-based visual servoing (PBVS); 2) imagebased visual servoing (IBVS); and 3) hybrid visual servoing [1] , [6] . The main idea of a visual servoing system is illustrated in Fig. 1 . The system consists of two separate controllers which are visual servoing and robot controller. The visual servoing block uses a controlling command to generate a velocity screw as the control input for the robotic systems which leads to the desired joint velocity. The robot controller takes the signal produced by the visual servoing block as its desired path and the robot controller drives the robot to follow that path [7] , [8] .
The classical IBVS uses a set of geometric features such as points, segments, or straight lines in image plane as image features [9] . The controller is designed using the inverse (or pseudo-inverse) of the image Jacobian matrix to obtain the control errors in Cartesian space, and normally the proportional control law is applied to achieve a local convergence to the desired visual features. This proportional controller is very easy to implement; however, its drawbacks are its possible unsatisfactory behavior due to the difficulty of constraint handling. Also, the stability of the system is only guaranteed in the region around the desired position, and there may exist image singularities and image local minima, leading to IBVS performance degradation. Moreover, if the errors between the initial position and the desired one are large, with the visibility constraint, the camera motion may be affected by loss of features, or conflict with the robot physical limitations, or even lead to servoing failure. Hence, numerous published literatures focus on improving the control performance and overcoming the visibility problem [10] , [11] .
To solve the problem of image singularities, finding the suitable visual features such as Polar [12] , cylindrical [13] , spherical [14] coordinate systems, and moment features [15] , for visual servoing is a good solution. In [16] , the authors used Takagi-Sugeno fuzzy framework to model IBVS, and they could handle singularity. However, these methods still have not addressed the constraints explicitly which are crucial for real systems control designing [17] . Also, some advanced control techniques have been applied in visual servoing controller design [18] - [21] . A switching controller is proposed in [18] to realize a large displacement grasping task. In [19] , a robust fuzzy gain scheduled visual servoing with sampling time uncertainties has been reported. A model predictive control (MPC) method based on the discrete time visual servoing model is introduced to obtain the convergence of robot motion by nonlinear constraint optimization in [20] . Another predictive control for constrained IBVS is proposed in [21] . The authors solve a finite horizon open-loop-constrained optimization problem and demonstrate the results in simulation. A robust model predictive control (RMPC) based on the polytopic model of IBVS has been proposed in [22] with the fixed-depth parameter. In [22] , the optimization time for calculating the control signal exceeds the real system-sampling time. Hence, the proposed controller is not implemented online and cannot be applied for the real system. To our best knowledge, very few experimental results have been obtained on this topic. The major motivation of this paper is to apply real-time MPC on the IBVS which is a fast dynamic system. Fig. 1 . General visual servoing approach [7] .
The main application of the MPC is in the industrial process and its practical application has been very successful [23] . However, the major drawback of MPC is long computational time required to solve the optimization problem which often exceeds sampling interval in real-time situation [24] . In order to make MPC implementable in practice for the fast dynamic systems, the optimization problem must be solved within the time dictated by the sampling period of the system. The underlying goal of this work is to design an online RMPC which allows explicit incorporation of plant uncertainties and constraints when system parameters vary over a given range. In this paper, based on the chosen image features, image points, and the discretized model of image Jacobian matrix, an RMPC law is formulated for IBVS. Using the discretized relationship between the time derivative of image features and camera velocity, a discrete time model of the visual servoing system is obtained. In the whole working space, the image Jacobian matrix varies with the bounded variable parameters of image point coordinates and the object depth. Therefore, it is considered as linear parameter-varying (LPV) model. A polytopic model of a discrete time model for the visual servoing system is obtained using tensor product (TP) model transformation described in [25] and [26] from LPV model. Hence, the robust control signal can be calculated at every sampling time instant, by performing convex optimization involving linear matrix inequalities (LMIs) in MPC [27] .
Using RMPC law, robot workspace limitations, the visibility constraints, parametric uncertainties, and actuator limitations can be easily posed as inequality constraints associated with the output and the input of the visual servoing model. Since the proposed IBVS controller avoids the direct inverse of the image Jacobian matrix, some intractable problems in the classical IBVS controller, such as large displacement from the initial pose to the desired pose of the camera, can be solved by this method. At the same time, the visual features are kept in the image plane even when both the initial and the desired image features are close to the field-of-view (FOV) boundary. The real-time experimental results demonstrate the effectiveness of this method.
The paper is organized as follows. In Section II, the IBVS model is established to predict the future behavior of the system. Then, an online MPC algorithm for IBVS is given in Section III. In Section IV, the experiments on an eye-in-hand 6-degrees-of-freedom (DOF) robot illustrate the effectiveness of the proposed approach. Finally, conclusion and future work are given in Section V.
II. LPV VISUAL SERVOING MODEL
In this work, MPC is used to control the IBVS system for a robotic system consists of a 6-DOFs manipulator with a camera installed on its end-effector. The target object is assumed to be stationary with respect to robot's reference frame. The constrained infinite-horizon optimal controller design is based on the optimization technique in which the current control action is obtained by minimizing the cost function online [28] . The cost function includes the current measurement, the prediction of the image future states, and the current and future control signals based on a discrete time model of the system [29] . The purpose of measuring the states and considering them at each time step is to compensate for unmeasured disturbances and model uncertainty [30] .
To control the system using MPC, we need to find a model whereby the future behavior of the image feature vector can be predicted. The relationship between the time variation of the image feature vector of the predictorṡ m and the camera velocity screw V c can be written as [1] 
in which V c is the control signal, i.e., the camera velocity screw written as
is named as the image Jacobian or the interaction matrix. According to [1] , this matrix is written as follows:
where x and y are the projected coordinate of the feature position on the camera frame and Z is the depth of the feature with respect to camera frame. Usually, the depth parameter, Z in the image Jacobian matrix is assumed to be known [31] . However, in the monocular eye-in-hand configuration, it is difficult to measure the depth online. Thus, this parameter can be considered as an uncertain variable which varies over a given range. Therefore, all the parameters in the image Jacobian matrix are time varying variables. Thus, L s is the function of the vector of time-varying parameters defined as q(t) = {x, y, Z}. Here, q(t) ∈ Ω is the element of the closed hyper-
y m , and y M are the minimum and maximum ranges of the image point coordinates, and Z m and Z M are the minimum and maximum depths between the object and the camera, respectively.
In order to apply the controller in real time, we need to sacrifice the accuracy to the computational load at each sampling time. Therefore, instead of using the given LPV model, its TP model is used for control design [26] . For the considered timevarying parameter vector q(t), a convex combination for the polytopic vertex form of the image Jacobian matrix can be obtained for the LMI-based RMPC controller design.
The first step of obtaining TP model is to discretize a given LPV model over the transformation space Ω. It means that the resulting TP model is only explicable in Ω [26] . To apply TP transformation on LPV model, an N -dimensional hyper rectangular equidistant grid-by-grid net over the closed hypercube Ω is generated as follows:
where N is the total number of the time-varying parameters in the image Jacobian matrix or the dimension of Ω, which is equal to 3. Also, a n and b n are the minimum and maximum of the closed hypercube elements on each dimension, respectively, and are given as follows:
Also, a n ≤ g n,mn ≤ b n , m n = 1, . . . , M n stands for the corresponding grid line locations and M n is the number of grids on nth dimension [26] .
Then, the discretization of LPV model, B d (q(t)) is obtained by sampling over the grid points in Ω as follows:
so the size of the discretized model
image Jacobian matrices are obtained within the domain of Ω and each of which represents an image Jacobian matrix at a specific time.
The corresponding image Jacobian matrix becomes
where w n,mn (q n ) is the weighting function value evaluated at the discretized values of q n = g n,mn over the n-dimension
is constructed from linear time invariant (LTI) vertex systems L m1,m2,m3 ∈ 2×6 . In order to have convex TP model, the weighting function for all q ∈ Ω should satisfy the following conditions:
Conditions (6) and (7) imply that the TP model type is nonnegativeness (NN) and sum-normalization (SN), respectively. The next step of TP transformation modeling is to execute higher-order singular value decomposition (HOSVD) for each n-mode of L D , n = 1, . . . , N. To reduce the computational load of the control design, we make a trade-off between complexity and accuracy. So, we can discard some nonzero singular values in HOSVD (so-called reduced HOSVD). The error between the exact tensor L D and the reduced oneL D can be approximated as follows [32] :
where σ i is the discarded singular values and R is the number of discarded singular values. Now the extracted-reduced TP model can be used to design the MPC. 
where
T is the projected position of each feature point on the camera frame. Also, L = hL s (t) is the discrete time image Jacobian matrix and h is the sampling time. In (9), I is 2 × 2 identity matrix which is fixed and only matrix L is the function of time-varying parameters.
It is well known that a unique camera pose can theoretically be obtained by using at least four image points. Hence, we choose m features where m = 1, . . . , 4.
To design MPC, we define the image features error at sam-
T . Also, s d is the desired feature vector acquired from the image of the stationary object taken in the robot target pose.
The underlying goal of designing RMPC is to find a control law for the system input V c , so that each image features error e(k) defined at sampling time k can be steered to zero within a desirable time period.
The control signal is defined as linear state feedback V c,k = F k e k that minimizes an upper bound of the worst-case infinite horizon quadratic cost at sampling time k (10) where Q ≥ 0 and R > 0 are weighting matrices which let the designer make a trade-off between small control signal (big value of R) and fast response (big value of Q). The Lyapunov function V (e) = e T k P k e k with P k > 0 defined at sampling time k is an upper bound on the worst-case cost if it holds for all vertices that satisfy the following inequality [33] :
It can be seen that by summing up the left-hand and righthand side of the above inequality from 0 to ∞, and inserting a linear feedback u k = F e k , a matrix inequality can be obtained as follows:
where L k is the discrete time Jacobian matrix at sampling time k. According to Boyd et al. [34] , by applying a congruence transformation P = X −1 , defining Y = F X, and using a Schur complement, we can find an LMI in X and Y as follows:
where the symbol * represents a symmetric structure in LMIs. This LMI is only valid for one model, but for our system which is a TP model, LMI should hold for all possible model or vertices.
In order to solve the LMI online and consider all of the possible vertices, we define the control signal at time k, as u k+i|k = F k e k+i|k which is used for the future as well. The control signal is obtained by minimizing the upper bound on the worst-case value of the quadratic objective function considered as γ k = e T k|k P k e k|k . The state feedback gain matrix F k is obtained at each sampling time k by
where X k = γ k P k > 0 and Y k are obtained from the solution of the following semidefinite program [35] :
where j = 1, 2, . . . , L (L is the number vertices). To ensure that the constraints are satisfied, we can define constraints on input and output as follows [36] :
where v max and y max are the upper bound for input and output, respectively. Under the above-designed closed-loop feedback law, the solution for the optimization in (15) can be obtained using the LMI technique, which results in stabilizing the LPV system and steering the state variables to zero. At each sampling time, an optimal upper bound on the worst-case performance cost over the infinite horizon is obtained by forcing a quadratic function of the state to decrease by at least the amount of the worst-case performance cost at each prediction time. Such online step-by-step optimization can lead to asymptotically stable evolution.
In order to implement MPC, we use YALMIP toolbox which is used for modeling and solving the convex and nonconvex optimization problems [27] . Using this toolbox, we are able to accomplish the online optimization and obtain the control signal at each sampling time. 
IV. EXPERIMENTAL RESULTS
In this section, the proposed controller is tested on a 6-DOF Denso robot. The experimental setup consists of a VS-6556G Denso robot and a camera mounted on the end-effectors (Fig. 2) .
The robot communicates with its controller with a frequency of 1 kHz. A CCD camera is used as the vision system and is mounted on the robot's end-effector. The camera characteristics are given in Table I.   TABLE II  INITIAL (I) The camera capturing rate is 30 frames/second. The object is stationary in the working space. The visual servoing task is completed when the image features match the desired features. In this work, four different tests with different strategies have been performed to validate the algorithms.
A. TP Model Transformation
In order to find the discretization model, we generate the hyper-rectangular N-dimensional space grid and use the TP model transformation. Hundred equidistant grid lines are considered on each dimension for discretization. Therefore, a 100 × 100 × 100 × 2 × 6 tensor of the system is obtained. The To reduce the computational load of the control design, we make a trade-off between complexity and accuracy. So, we keep two first eigenvalues of the first and second dimensions and all the nonzero singular values of the third dimension.
The error between the full rank of tensor L D and the reduced oneL D by discarding singular values σ 1,2 , and σ 1,3 can be approximated by
Therefore, the results show that the system in (9) can be approximately given in the HOSVD-based canonical polytopic model form with minimum 2 × 2 × 2 = 8 LTI vertex models. In order to have the convex TP model which can satisfy LMI control design conditions, we use SN-and NN-type weighting functions [26] . The weighting functions are illustrated in Fig. 3 .
The LTI system matrices of the polytopic TP model are The image Jacobian matrix or interaction matrix L at each sampling time can be written as follows:
where w 1,i , i = 1, 2, w 2,j , j = 1, 2, and w 3,k , k = 1, 2 are weighting functions which are shown in Fig. 3 .
The interaction matrix (21) varies in a polytope Ω (convex Hull) of vertices which satisfies convexity conditions given in (6) and (7).
B. Results and Analysis
The maximum control input of camera velocity screw in (19) , v max is limited to 0.25 m/s for the translational speed and 0.25 rad/s for the rotational speed.
YALMIP toolbox is used to solve the optimization problem in (10) . Using the proposed method and this toolbox, the experiments are done in real-time and the computational time of the optimization problem is less than the sampling time (0.04 s). There is scant research on developing real-time MPC technique for IBVS control. For example, both [22] and [37] only have presented the simulation results. However, in this work, all experiments have carried out in real-time.
In order to have the fast convergence response, we choose the bigger elements of the matrix Q in comparison with the ones of the matrix R as follows:
where I n×n is the identity matrix. The experimental results of the four different cases are given as follows.
Test 1
In the first test, the initial and desired features are chosen in a way that a 90
• rotation about the camera's center is required to complete the task. The initial and desired locations of the features are given in Table II . The results of this test are given in Fig. 4 . Fig. 4(a) shows the trajectory of the features in image plane. The trajectory starts from the initial position indicated as the triangle sign and ends at the positions indicated as the circle sign. This figure shows how the controller takes the features to their desired value without any unnecessary motions. A similar test was performed in [7] . The comparison between two results shows that considering the constraints in the controller could improve the trajectory of the features in image plane. The joint angles' changes during the visual servoing task are shown in Fig. 4(b) . Finally, the 3-D trajectory of the robot end-effector in space is shown in Fig. 4(c) .
Test 2
In the second test, a long distance visual servoing task is performed. The initial and the desired locations of the features are located in relatively far distance from each other as shown in Table II . The results of this test are given in Fig. 5 .
One of the drawbacks of the IBVS controller is that it cannot keep the end effector inside the workspace when a long distance task is required. The MPC controller could provide better results for such tasks because of its prediction algorithm. Thus, the MPC controller prevents reaching the limits of the space during the operation. The results of Test 2 show how the MPC controller succeeds in completing the task. The sequence of the result figures is the same as the one in Test 1.
Test 3
In Test 3, another long distance task is tested where the features move close to the FOV limit. The initial and desired locations of the features are given in Table II . Performing the same test using an IBVS controller causes the features to leave the FOV [7] . The IBVS controller rotates the features while taking the features to the desired position. However, the proposed MPC controller avoids rotating the features in order to respect the system constraints. The rotation of the features happens when the features are close to the desired features. The results of this test are given in Fig. 6 .
Test 4
In Test 4, a visual servoing task is prepared which requires a complicated motion in 3-D space and involves all the 6-DOF motions in space. The initial and desired locations of the features are given in Table II . The results for this test are given in Fig. 7 . The results show how the proposed MPC controller manages to reach the desired target while keeping the image features and the robot within limits.
According to the obtained results, it is obvious that for different tests, the camera has different translational movement in Z direction from initial pose to the desired or final pose. Fig. 7(c) shows that camera moves from Z = 0.25 to Z = 0.4 m which is a long vertical translation. In most of the researches such as [7] , for simplification purpose, a constant depth value is considered as the depth of the object with respect to the camera. This assumption can affect the performance of the controller unless the controller is designed with the robustness against the uncertainty. Therefore, we design robust MPC by using robust optimization method in which Z is considered as an uncertain bounded variable. The designed robust MPC can deal with the time-varying depth of object. The results of Test 4 demonstrate that it is far better to consider the variable depth instead of the fixed one.
V. CONCLUSION
In this paper, an online MPC-based IBVS controller was developed based on the discretized model of image Jacobian matrix. The control signal is obtained by minimizing the cost function based on the error in image plane and provides the stability and convergence of the robot motion. The constraints due to actuator limitations and visibility constraints can be taken into account using MPC strategy. The experimental results on a 6-DOF eye-in-hand visual servoing system have demonstrated the effectiveness of the proposed method. The experiments have been carried out in a true real-time fashion. The ability of MPC to keep the system within the desired limits increase the success chance of visual servoing tasks compared to basic visual servoing controllers.
