Background {#Sec1}
==========

Reaction times (RT) are probably the most extensively used dependent measure in behavioural and cognitive sciences \[[@CR1], [@CR2]\]. Many of the effects explored by researchers are typically in the range of just 30--100 milliseconds. To obtain an accurate estimation of such small effects, it is usually necessary to gather data from a relatively large number of observations and to use the most precise and accurate devices for the presentation of stimuli and the collection of RTs. Fortunately, thanks to the effort made by software developers, cognitive scientist have at their disposal a number of reliable software packages for the deployment of psychological experiments with strict temporal requirements \[[@CR3]--[@CR6]\].

Most of these packages were originally developed for running experiments in desktop computers and show very good performance in benchmarking studies \[[@CR7], [@CR8]\]. However, even using the best software and hardware, it is impossible to remove all sources of technical noise (e.g., timing constraints imposed by operating systems or input devices). Furthermore, with the increasing popularity of Internet-based experiments and the proliferation of general purpose libraries and frameworks for the design of online experiments \[[@CR9], [@CR10]\], researchers have expressed a logical concern about the accuracy and precision of web technologies \[[@CR11], [@CR12]\]. The studies that have addressed this issue so far have yielded promising results. During the last decade, several Internet-based experiments have successfully replicated well-known effects using RTs as their main dependent variable \[[@CR13]--[@CR17]\]. Furthermore, the results of simulation studies suggest that the amount of technical noise typically introduced by web technologies (and by computer input devices in general) has only a minor effect in the typical statistical comparisons made in experiments \[[@CR18], [@CR19]\].

In general, previous studies confirm that there is little reason to be suspicious about the accuracy and precision of the RTs collected in psychological experiments, even when they are conducted over the Internet. However, it is important to note that most of these studies have been based on rather simple approaches to data analyses that might reduce the impact of technical noise. Traditionally, before analysing RTs, researchers clean the data following some semi-standard procedures (e.g., trimming all RTs below or above a specific threshold or removing RTs more than 3 standard deviations away from the participant's mean) and reduce the distribution of RTs to a single point estimate (e.g., averaging all valid RTs or computing their median) per participant and condition \[[@CR20]\]. This procedure might ameliorate the impact of noise-induced variance because the data points most affected by it are likely to be either filtered or averaged out. However, an important shortcoming of this approach is that it neglects the rich information conveyed by the distribution of RTs, reducing it to a single point estimate.

Because of this, cognitive scientists are starting to replace these simple data-analysis strategies by more sophisticated alternatives that preserve more information from the RTs collected in psychological experiments. For example, fitting a model to the distribution of RTs provided by each participant is becoming an increasingly popular approach \[[@CR21]--[@CR26]\]. Instead of reducing all RTs to a single point estimate, the goal of these methods is to find out the properties or parameters of the distribution that best summarize the RTs provided by each participant. For instance, an experimental manipulation might not have an effect on the average RT, but it might increase or decrease the variability of RTs across participants. If researchers are interested in this effect, they can fit a model to the distribution of RTs provided by participants to find out whether the best-fitting value of the parameter(s) defining the variance in RTs has been affected by the experimental manipulation.

Although this data-analysis approach offers many advantages over traditional methods, we still do not know how the typical amount of technical noise introduced by operating systems, input devices, and web technologies affects model fitting. In the present study we explore the negative effect of noise-induced variance on parameter recovery using two popular models for the analysis of RTs. Simulations 1--3 explore to what extent the parameters recovered when fitting an ex-Gaussian distribution to RTs are deteriorated when the data set is affected by technical noise. Simulation 4 explores the same problem in a Ratliff Diffusion Model.

Simulation 1 {#Sec2}
============

The ex-Gaussian distribution is probably the simplest and most popular model for reaction time data in psychological experiments. Figure [1](#Fig1){ref-type="fig"} shows an example of an ex-Gaussian density function fitted to a fictitious data set. This distribution matches quite well the typical pattern of results found in cognitive psychology experiments, where most RTs are relatively fast but a few of them are consistently slow, giving rise to a highly skewed distribution that differs substantially from the normal distribution \[[@CR20], [@CR22], [@CR27]\]. The ex-Gaussian distribution is the convolution of a normal and an exponential distribution. The three parameters of the ex-Gaussian distribution are the mean of the normal component (μ), the variance of the normal component (σ) and the mean of the exponential distribution (τ). The μ, σ, and τ parameters used for the example in Fig. [1](#Fig1){ref-type="fig"} were 500, 50, and 100, respectively.Fig. 1Histogram showing a fictitious data set following an ex-Gaussian distribution. The black line represents the best-fitting ex-Gaussian function

The goal of Simulation 1 was to assess how noise-induced variance would affect the recovery of the three parameters of the ex-Gaussian distribution. In each iteration, we sampled random data points from an ex-Gaussian distribution using random parameter values. Subsequently, we tried to recover the parameters of the model from which the data had been sampled using a maximum-likelihood estimation algorithm. After fitting the model to the original data set, we introduced noise in the data by adding a random amount of noise to each RT and we tried to repeat the parameter-recovery process on this new data set. The random noise introduced in the data was intended to mimic the technical noise in RT data collected in psychological experiments \[[@CR18]\]. This process allows us to measure to what extent the accuracy of parameter estimation decreases after the introduction of noise. Specifically, our analyses explored systematic differences between the parameters recovered from the noiseless dataset and the parameters recovered from the same dataset after introducing noise.

Method {#Sec3}
------

The simulation was conducted using the DISTRIB toolbox for MATLAB \[[@CR27]\]. The scripts used in Simulations 1--4 are publicly available at <https://osf.io/r9fya/>. Eighty data points were sampled from an ex-Gaussian distribution for each iteration. These were intended to model the number of trials per condition in a typical psychological experiment. The parameters of the ex-Gaussian distribution used in each iteration were sampled randomly from uniform distributions: μ \~ U(450, 550), σ \~ U(25, 75), and τ \~ U(50, 150). Two different versions of the data set were constructed, one of them without noise and the other with noise. As in previous studies \[[@CR18]\], we simulated technical variance by adding a random value from a U(10, 100) distribution to each of the 80 data points. Then, we tried to retrieve the veridical parameters of the distribution from which the data set had been sampled originally. This was done separately for each version of the data set (with or without noise). The best-fitting parameters of the ex-Gaussian distribution were found using the egfit function from the DISTRIB toolbox, which relies on a maximum likelihood estimation procedure. The whole process was repeated 500 times with random parameter values and random noise in each iteration.

Results and discussion {#Sec4}
----------------------

The results of the simulation are shown in Fig. [2](#Fig2){ref-type="fig"}. In the upper row, blue circles denote the parameters recovered in the data sets without noise and red circles denote parameters recovered from the data sets with random noise. The blue and the red lines represent the regression of lines of the relationship between the veridical values of the parameters and their retrieved values. For orientation purposes, a black line denotes the diagonal line. As can be seen, the blue regression lines overlap almost perfectly with the black diagonal, showing that in the case of noiseless data points there was a clear correspondence between the veridical parameters and the retrieved parameters. Note however the generous amount of variation around the regression line revealing that the accuracy of model-fitting was less than perfect. The correspondence between veridical and retrieved parameters was also reasonably good for data sets with noise (red line), although the inclusion of noise induced some systematic biases in the retrieved parameters.Fig. 2Results of Simulation 1

The effects of noise-induced variance are clearer in the lower row of Fig. [2](#Fig2){ref-type="fig"}, showing the relationship between the parameters recovered in the noiseless dataset and the parameters recovered after adding noise to those datasets. As in the upper row, the black line denotes the diagonal line and the grey line denotes the best-fitting regression. The coefficients (intercept and slope) of the regressions for each parameter (μ, σ, and τ) are shown in Table [1](#Tab1){ref-type="table"}, along with their 95 % confidence intervals (CI). As can be seen, the estimated μ tends to be systematically larger for the datasets with noise than for the datasets without noise. However, the slope of the regression is not significantly different from one, suggesting that the difference between the retrieved parameters remains similar across different values of μ. In the case of the estimated σ, the intercept is significantly larger than zero, but the slope is slightly lower than one. This suggests that the estimated σ tends to be larger in the datasets with noise-induced variance, but more so in the case of datasets with small σ. Visual inspection suggests that the inclusion of noise had a somewhat smaller effect on the estimated τ. This impression is confirmed by the fact that the intercept is not significantly different from zero and the slope is not significantly different from one.Table 1Results of Simulation 1μστ*β*95 % CI*p*-value*β*95 % CI*p*-value*β*95 % CI*p*-valueIntercept55.92\[44.45, 67.39\]\*\< .00114.01\[12.13, 15.90\]\*\< .0010.74\[−1.38, 2.87\].490Slope0.99\[0.97, 1.02\].9160.85\[0.81, 0.89\]\*\< .0010.98\[0.96, 1.01\].246Note. coefficients of the regressions shown in the second row of Fig. [2](#Fig2){ref-type="fig"}. Intercepts are marked with an asterisk with the 95 % confidence interval (CI) of the regression coefficient excludes zero. Slopes are considered statistically significant when the CI of the regression coefficient excludes 1

The results of the simulation reveal that noise-induced variance introduces some systematic biases in the fit of the ex-Gaussian distribution to RT data. As could be expected, the estimated value of μ gets larger, given that the whole distribution of RTs is delayed by the addition of random noise. Noise also biases the estimation of σ, particularly for low values of σ. In contrast, the estimation of τ seems to remain unaffected by noise-induced variance, at least within the parameters of the present simulation.

Simulation 2 {#Sec5}
============

In Simulation 1 we modelled technical noise by adding a random value from a U(10, 100) distribution to each RT. This strategy has been adopted in previous simulation studies \[[@CR18]\] and, as explained in the Conclusions, it is a reasonable assumption given the technical constraints imposed by the hardware and software typically used in psychological research. However, this assumption might not be valid for all experimental setups. To address this concern, in Simulation 2 we manipulated the upper bound of the uniform distribution from where noise is sampled. Specifically, we replicated Simulation 1, but using a range of uniform distributions from U(10, 50) to U(10, 200).

Methods {#Sec6}
-------

All the details of the design and procedure were identical to those of Simulation 1 except that the upper bound of the noise distribution was manipulated from 50 to 200 in steps of 10. Exploratory analyses suggested that a large number of iterations would be needed to obtain accurate estimations of the target regression coefficients. Consequently, 1000 iterations were conducted for each condition (instead of the 500 used in Simulation 1).

Results and discussion {#Sec7}
----------------------

As in Simulation 1, we conducted a linear regression predicting the estimated parameters in the datasets with noise from the estimated parameters in the datasets without noise. The resulting regression coefficients and their 95 % confidence intervals are reported in Fig. [3](#Fig3){ref-type="fig"}. These values are analogous to the results presented in Table [1](#Tab1){ref-type="table"} for Simulation 1. In fact, one of the conditions in Simulation 2 (marked in red in Fig. [3](#Fig3){ref-type="fig"}) was an exact replication of Simulation 1 and, unsurprisingly, yielded very similar results. Overall, Simulation 2 confirms that noise-induced variance biases the intercept of the estimated μ but not its slope. This means that the estimated μ becomes larger if substantial amounts of noise are included. However, this effect remains constant across different levels of μ. The impact of noise on the estimated σ is more complex. As can be seen in Fig. [3](#Fig3){ref-type="fig"}, noise affects both the intercept and the slope of the regression. This confirms the trend found in Simulation 1, where noise affected the estimation of small σ values, but not of large σ values. Simulation 2 shows that this trend becomes stronger with larger amounts of noise. Finally, and most interestingly, noise seemed to have very little effect on the intercept and slope of τ. Only a minority of the regression coefficients were significantly different from the critical values (zero or one) and this only happened for wide noise distributions that included very large values. Overall, this suggests that the lack of biases in the estimated τ that we found in Simulation 1 hold across very different noise distributions. It is also interesting to point out that, overall, the confidence intervals of both intercepts and slopes become wider with larger amounts of varying noise, particularly for μ and τ. This may suggest that in a given experiment, relatively constant noise may have less impact on the variation of the estimated parameters.Fig. 3Results of Simulation 2. Error bars denote 95 % confidence intervals. The red line represents the best-fitting linear regression using a weighted least squares algorithm, where the weight of each data point is inversely proportional to the width of the confidence interval

Simulation 3 {#Sec8}
============

In Simulation 3 we explored to what extent the addition of noise might make it more difficult to find significant differences in the recovered parameters across experimental conditions.

Methods {#Sec9}
-------

A different simulation was conducted for each parameter of the ex-Gaussian distribution and for 5 different effect sizes. In each case, we first generated data from 500 fictitious participants using the same methods as in Simulation 1. For each participant, we first chose random parameters from uniform distributions, μ \~ U(450, 550), σ \~ U(25, 75), and τ \~ U(50, 150), and then we extracted 80 data points from an ex-Gaussian distribution with those parameters. These 80 data points represented the control condition for that participant.

To generate an experimental condition, we added an "effect size" to one of the parameters and we sampled 80 additional data points from the new ex-Gaussian distribution. Specifically, we tested five different effect sizes: 10, 20, 30, 40, and 50 msecs. For instance, if for one participant μ = 500 in the control condition, then her data for the experimental condition was sampled from a distribution with μ = 510 (or 520, 530, 540, and 550, to simulate effect sizes 10, 20, 30, 40, and 50, respectively). To quantify the difference between both conditions, control and experimental, we computed a paired-samples *t*-test with data from the 500 participants of each simulation and we converted the *t* value to a Cohen's *d* effect size estimate.

For each participant, we created two versions of the control and the experimental condition, one of them without noise and one with noise. Noise was added using the same procedure as in Simulations 1 and 2: A random value sampled from a U(10, 100) distribution was added to each data point.

Results and discussion {#Sec10}
----------------------

The results of Simulation 3 are summarized in Table [2](#Tab2){ref-type="table"}. The crucial question was whether the *d* values of the comparisons between the experimental and control conditions were lower for the data sets with noise. As can be seen in Table [1](#Tab1){ref-type="table"} this seemed to be the case for all comparisons. In all cases, comparing the RTs in the control and experimental conditions yielded larger *d*'s for data sets without noise than for data sets with noise. For instance, within the parameters of our simulations, when data were not affected by noise an increase of 50 ms in parameter μ gave rise to a difference of *d* = 2.18 between the estimated μ of the experimental condition and the estimated μ of the control condition. However, when noise was added the size of the difference dropped to 1.88. The same pattern is observed across all effect sizes and parameters. This drop in effect size has obvious practical implications. In addition to Cohen's *d*, each cell in Table [2](#Tab2){ref-type="table"} includes the minimum number of participants that should be included to achieve a 80 % statistical power to detect the experimental manipulation given the effect sizes denoted by *d* in a within-subjects experiment with α = .05. These sample sizes were computed using G\*Power 3 \[[@CR28]\]. As can be seen, a non-trivial increase in sample size is necessary to compensate for the lower effect sizes found in data sets with noise, particularly in the first two rows of the table, where effect sizes are in line with the range of values typically found in behavioural studies.Table 2Results of Simulation 3μστEffect sizeNo noiseNoiseNo noiseNoiseNo noiseNoise10 ms*d* = 0.31*d* = 0.30*d* = 0.53*d* = 0.48*d* = 0.40*d* = 0.35*n* ~80%~ = 84*n* ~80%~ = 90*n* ~80%~ = 30*n* ~80%~ = 37*n* ~80%~ = 52*n* ~80%~ = 6720 ms*d* = 0.90*d* = 0.77*d* = 1.13*d* = 0.96*d* = 0.67*d* = 0.61*n* ~80%~ = 12*n* ~80%~ = 16*n* ~80%~ = 9*n* ~80%~ = 11*n* ~80%~ = 20*n* ~80%~ = 2430 ms*d* = 1.37*d* = 1.18*d* = 1.57*d* = 1.31*d* = 1.04*d* = 0.99*n* ~80%~ = 7*n* ~80%~ = 8*n* ~80%~ = 6*n* ~80%~ = 7*n* ~80%~ = 10*n* ~80%~ = 1140 ms*d* = 1.42*d* = 1.27*d* = 1.85*d* = 1.65*d* = 1.36*d* = 1.26*n* ~80%~ = 7*n* ~80%~ = 8*n* ~80%~ = 5*n* ~80%~ = 6*n* ~80%~ = 7*n* ~80%~ = 850 ms*d* = 2.18*d* = 1.88*d* = 2.40*d* = 2.11*d* = 1.44*d* = 1.36*n* ~80%~ = 4*n* ~80%~ = 5*n* ~80%~ = 4*n* ~80%~ = 5*n* ~80%~ = 6*n* ~80%~ = 7Note. Cohen's *d* estimates for the size of the comparison between the control condition and the experimental condition. *n* ~80%~ denotes the number of participants that would be needed to achieve 80 % statistical power in a two-tailed *t*-test for related samples, given the effect size denoted by *d* and an α of .05

Simulation 4 {#Sec11}
============

Although the simplicity of the ex-Gaussian distribution and its relatively good fit to empirical data make it an appealing model for RT data, over the last years other models have gained popularity among cognitive scientists. The Ratcliff diffusion model (RDM), the linear ballistic accumulator and the leaky competing accumulator are good examples of the new trend towards more sophisticated RT models \[[@CR21], [@CR23], [@CR24]\]. The RDM is possibly the most influential among them. The RDM is a formal theory of the processes involved in 2-alternative forced-choice tasks \[[@CR25], [@CR26], [@CR29]\]. According to this model, selecting and executing the appropriate response to a given stimulus requires a noisy accumulation of evidence over time. Figure [4](#Fig4){ref-type="fig"} represents an example of this process. The model assumes that the participant decides to perform a response when the accumulation of evidence reaches a threshold, denoted by parameter *a* in Fig. [4](#Fig4){ref-type="fig"}. Other things being equal, the lower the boundary *a*, the faster the responses. Although the accumulation of evidence is influenced by chance, there is a systematic component in the accumulation function that represents the general slope or drift rate of the function. This slope is represented by parameter *v* in Fig. [4](#Fig4){ref-type="fig"}. Smaller drift values result in slower RTs and in a less skewed distribution. Given the noise in the accumulation of evidence, the function can accidentally cross the lower threshold, 0, which would give rise to an incorrect response. This is more likely to happen when the drift is relatively reduced and the boundary separation is small. In some experimental paradigms, participants might have a bias towards a specific response. The model can capture this overall preference for a given response by changing the starting point of the accumulation function, denoted by *z*. Finally, the reaction times can be faster or slower for reasons that are not specifically considered in the model such as, for example, the time required to encode stimuli or to execute responses. All these extra-decisional components are captured by the parameter *Ter*. Changes in *Ter* result in slower reaction times for correct and incorrect responses, but they do not affect the shape of the distribution of reaction times.Fig. 4Graphical representation of the Ratcliff Difussion Model

At the time of writing this report, the number of citations of the seminal paper applying the RDM to RT data from psychological experiments \[[@CR23]\] is well above 1400. Since the original publication of the model, the RDM has been applied to countless experimental paradigms, including lexical decision, implicit attitudes, or visual search \[[@CR30]--[@CR32]\]. Given the increasing popularity of the RDM, we decided to conduct a conceptual replication of Simulation 1 but using the RDM to sample data and to retrieve parameters, instead of the simpler ex-Gaussian distribution.

Method {#Sec12}
------

The general method was similar to the one used for Simulation 1. In each iteration, we first sampled 100 data points from a diffusion process using the DMAT toolbox for MATLAB \[[@CR33]\]. The number of data points was increased from 80 to 100 because it is recommended to collect a relatively large number of reaction times per condition to fit the RDM. As in Simulation 1, the specific values of parameters *a*, *v* and *Ter* in each iteration were randomly sampled from a uniform U(0.15, 0.25) distribution. The value of *z* was set to *a*/2 in all simulations. Similarly, although the full RDM includes additional parameters to model across-trial variance in three of the main parameters (*η*, *s*~*z*~ and *s*~*t*~), all these parameters were set to zero in the present simulations. As in Simulation 1, we created two versions of the data set: A version without noise and a version with added noise that tried to mimic the technical variance introduced by the computer in the measurement of RTs. Noise was added following the same procedure as in Simulation 1. Finally, we tried to recover the original parameters of the RDM that were used to generate the data. The RDM was fitted to both data sets (with and without noise) using the multiestv4 function from the DMAT toolbox. During recovery, the value of *z* was constrained to be *a*/2, and the values of *η*, *s*~*z*~ and *s*~*t*~ were constrained to zero. As in Simulation 1, we conducted 500 simulations, each of them with different parameter values.

Results and discussion {#Sec13}
----------------------

Figure [5](#Fig5){ref-type="fig"} shows the results of the simulation. The upper row shows the correspondence between both sets of estimated parameters (with and without noise) and the veridical parameters. As in Simulation 1, the black line represents the theoretical regression line where all the data points should fall if the recovered parameters had been identical to the veridical parameters. As can be seen, even in data sets without noise, the recovered parameters differ substantially from the veridical parameters. Specifically, the boundary separation, *a*, and the drift rate, *v*, tended to be overestimated, while the non-decisional component, *Ter*, was systematically underestimated.Fig. 5Results of Simulation 2

The lower row in Fig. [5](#Fig5){ref-type="fig"} shows the relationship between the estimated parameters in the datasets without noise and the estimated parameters in the corresponding datasets with noise. These scatterplots suggest that, overall, the estimated *a* was relatively unaffected by noise. However, the estimated *v* and particularly the estimated *Ter* were slightly affected by noise. Table [3](#Tab3){ref-type="table"} shows the coefficients of the regressions plotted in the lower row of Fig. [5](#Fig5){ref-type="fig"}. The 95 % confidence intervals of the regressions coefficients confirm that the effects of noise were confined to the estimation of parameters *Ter* and *v*, with no significant effect on the estimation of *a*. For both *Ter* and *v*, the intercept of the regression is larger than zero and the slope is less than one, suggesting that in both cases, noise induces an overestimation of parameters with small values, but this bias is progressively reduced for larger values.Table 3Results of Simulation 4*aTervβ*95 % CI*p*-value*β*95 % CI*p*-value*β*95 % CI*p*-valueIntercept0.0026\[−0.020, 0.025\].8230.0708\[0.060, 0.082\]\*\< .0010.0309\[0.016, 0.046\]\*\< .001Slope1.0439\[0.961, 1.127\].3010.7881\[0.718, 0.859\]\*\< .0010.9060\[0.848, 0.965\]\*.002Note. Unstandardized coefficients of the regressions shown in the second row of Fig. [5](#Fig5){ref-type="fig"}. Intercepts are marked with an asterisk with the 95 % confidence interval (CI) of the regression coefficient excludes zero. Slopes are considered statistically significant when the CI of the regression coefficient excludes 1

Conclusions {#Sec14}
===========

The results of our simulations suggest that the amount of technical noise typically introduced by software or by input devices does have an effect on parameter-recovery when fitting a model to the distribution of RTs. However, these effects were usually confined to specific parameters. For instance, in the case of the ex-Gaussian distribution, the added noise gives rise to an increase in the mean of the normal component, μ, and it also biases the estimation of σ, especially when σ is low. However, noise has little or no effect on the estimation of τ. Similarly, in the case of the RDM, technical noise had an effect on *Ter* and *v*, but not on *a*. Simulation 3 showed that the effect of an experimental manipulation on the parameters of an ex-Gaussian distribution becomes smaller after adding some amount of technical noise. However, within the parameters of our simulation, the decline in effect sizes was relatively small and can be easily compensated using slightly larger sample sizes.

Of course, our conclusions are only valid to the extent that our procedure to model technical noise mirrors the actual sources of noise that affect psychological experiments. Although the procedure that we chose in Simulations 1 and 3, adding a random value from a U(10, 100) distribution, is typical in previous studies \[[@CR18]\], it might not reflect accurately the distribution of technical noise under all circumstances. We suspect, however, that this a reasonable estimation of the amount of technical noise introduced by the experimental hardware and software. The delay introduced by keyboards has been extensively explored in multiple benchmarking studies with different results depending on the specific model. These studies show that the average delay rarely goes beyond 36 ms and is typically around 15--20 ms \[[@CR34]--[@CR39]\]. Similar delays (although perhaps more variable across brands and models) are observed in mice \[[@CR37], [@CR38], [@CR40]--[@CR42]\]. Although the main timing function of Windows, the so-called "wall clock", is only updated every 15 msecs \[[@CR43], [@CR44]\], some timing functions in Windows can achieve time resolutions below the millisecond \[[@CR45]\]. The accuracy of web applications depends on the accuracy of the timing function invoked, but under favourable conditions, the latest timing functions developed by the World Wide Web Consortium (W3C), such as the High Resolution Time API, have resolutions in the order of microseconds and minimal function call costs \[[@CR46]\]. Unfortunately, this API is not used in all experiments and it is not supported by all web platforms yet. In light of this information, the assumption that technical noise introduces delays of 10--100 msecs might be rather pessimistic under many conditions. In any case, the results of Simulation 2 show that our conclusions hold even under even more negative (or positive) conditions. The interested reader can adapt the scripts of our simulations to explore the effects of noise under different assumptions.

The validity of our simulations also depends on the number of trials simulated per participant. We decided to simulate 80 trials per participant in Simulations 1--3 and 100 trials per participant in Simulation 4 because, compared to the ex-Gaussian distribution, the RDM requires a relatively large number of data points of get an accurate estimation of the parameters underlying the RT distribution \[[@CR25], [@CR26]\]. The number of trials needed to fit the RDM depends, among other factors, on the number of parameters of the model that are allowed to vary. In Simulation 4 we only allowed *a*, *Ter*, and *v* to vary. The results plotted in Fig. [5](#Fig5){ref-type="fig"} suggest that the estimation of these three parameters with just 100 trials was less than perfect but, overall, well correlated with the veridical parameters. However, these results might not hold for data sets with fewer data points or for attempts to recover other parameters of the RDM (like *z*, or the variances of the parameters across trials). Although some experiments using the RDM collected RTs from 100 or fewer trials per condition \[[@CR30], [@CR47], [@CR48]\], experiments involving more than 1000 trials are not infrequent \[[@CR49], [@CR50]\]. Again, we invite the readers to adapt our scripts if they wish to explore the effect of noise on larger or smaller datasets involving more or fewer free parameters.

Although our simulations suggest that the typical amount of technical noise is unlikely to cause a large bias in model fitting, nevertheless we would like to encourage researchers to make all efforts to minimize the sources of noise in their experiments. As recently put by Plant \[[@CR11], [@CR51]\], the variability in software and hardware used in experimental settings might account for the lack of replicability of some findings, especially in areas that rely on sophisticated paradigms and devices like EEG, MEG and fMRI. In the particular case of Internet experiments, not all technologies and time functions are equally accurate for the presentation of stimuli and the collection of reaction times \[[@CR12], [@CR17], [@CR52]--[@CR54]\]. Depending on the particular choices made by researchers, their experiments might contain more or less technical noise than the one implemented in our simulations.
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