ABSTRACT Wireless cellular communications lead to huge demands for estimating and visualizing the data about Quality of Service (QoS) for mobile network operators in the 5th Generation (5G) networks. Constructing a coverage map is an important step to visualize global information about QoS. Inspired by the characteristic of the base station, we present an adaptive triangulation method to divide the region of interest into triangles. Then, we propose a novel area-wise Multi-criteria Triangulation-induced Interpolation (MTI) algorithm which utilizes the linear interpolation to estimate the key performance indicators of the QoS inside a triangle with the known values of its three vertexes, to construct the coverage maps and provide the closedform solution of the covered region for the multi-criteria problems. We check the accuracy and the efficiency of the MTI algorithm both in 19-cells network scenario and in real big city scenario. The experiment results manifest that the MTI algorithm shows a good performance in constructing the coverage maps and it is significantly lower-cost and higher-efficiency than the traditional point-wise algorithms.
I. INTRODUCTION
Wireless cellular communications bring out the unprecedented growth of the bandwidth-driven applications, which leads to the demands for Quality of Service (QoS) [1] . Coverage map is one of the most frequent visual descriptions to estimate and visualize the data about QoS, which reflects whether the Key Performance Indicators (KPIs) of QoS in different regions can satisfy the predefined conditions in geographic implication [2] . Coverage holes refer to the concerned regions where the KPIs of QoS cannot meet the corresponding thresholds [3] , [4] . Moreover, along with the development of 5th Generation (5G) mobile networks, UltraDense Networking (UDN) [5] and Self-Organizing Network (SON) [6] , [7] come into being, which require seamless coverage and low latency. Therefore, it is a crucial task for mobile network operators to construct a refined coverage map that captures the subtle changes of QoS whenever necessary in an accurate and effective manner [8] .
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The existing algorithms for constructing coverage maps can be classified into three categories: geometric methods, Drive Test (DT) methods and numerical model methods.
Geometric methods assume that the boundary of the covered region for a single Base Station (BS) is a circle [9] - [12] , of which the radius can be obtained by crowdsourcing approach [9] , probability analysis [10] or calculation methods [11] , [12] , or more accurately an ellipse [13] , [14] , of which the parameters, such as eccentricity and long spindle, can be calculated by geometric estimation [13] or Bayesian estimation [14] . Although the geometric methods of cell coverage are simple and fast, the results are inaccurate due to the ignorance of the interferences from adjacent BSs. Besides, the boundary of the cell coverage is neither a circle nor an ellipse in practical scenarios unless the channel environments are ideal and the terrain is perfectly flat.
In order to avoid the ideal assumption and take the mutual interferences into account, DT methods, collect the KPIs of sampling points that are selected in the Region of Interest (ROI) by a motor vehicle equipped with wireless signal detectors, are proposed to construct the coverage map [15] - [17] . Researchers have adopted various sampling methods to obtain the sampling points, and the deployment of the sampling points can be random, latticed or other distributed. Although the collected data is real and reliable, the DT methods spend huge manpower cost, equipment installment and maintenance cost, electric charge, etc. Since the DT methods cannot collect new KPIs in time when the channel environment varies dynamically, the system delay is too high to conduct self-organized optimization in SONs. Additionally, DT methods can only collect limited data along roads or other accessible regions. Therefore, DT methods are not feasible for fast constructing coverage maps in 5G networks.
Numerical model methods can estimate the KPIs of all sampling points which are intensive and even inaccessible for vehicle in DT methods by numerical calculations, such as model calculations [18] - [21] and interpolation methods [22] - [27] , to construct more refined coverage maps. However, the computation speeds of such algorithms are slow due to the large number of the sampling points.
Both DT methods and numerical model methods are indeed point-wise methods with robust but inaccurate results, which neglect the correlation between the adjacent sampling points and cannot directly reveal the covered regions. Besides, the existing DT methods and numerical model methods only aim at the single-criterion coverage problems but cannot solve the multi-criteria coverage problems with several KPIs in the practical scenarios.
In this paper, we propose a novel Multi-criteria Triangulation-induced Interpolation (MTI) algorithm to construct the coverage maps for wireless cellular networks. Our contributions mainly lie in three folds. We present a triangulation method which is adaptive to the BS location to reasonably save the sampling points. Besides, we utilize the linear interpolation to estimate the KPIs inside a triangle, which considers the correlation between the adjacent sampling points and can directly provide the closed-form solution of the covered region. Moreover, our proposed MTI algorithm can solve not only the single-criterion problems but also the multi-criteria problems in practical scenarios. Experiment results show that the MTI algorithm performs well in constructing the coverage maps and is lower-cost and higher-efficiency than the point-wise methods.
The rest of the paper is organized as follows. Section II discusses related works on constructing the coverage maps. Section III introduces the system model and formulates the problem. Section IV proposes the MTI algorithm. Section VI shows the experiments and discusses the results. Finally Section VI concludes this paper.
II. RELATED WORK
Various literatures construct the coverage maps by assuming that the boundary of the covered region of a single BS is a circle or an ellipse, called geometric methods. Neidhardt et al. [9] assumed that the boundary of the cell covered region was a circle and used the crowdsourcing approach to obtain the minimum enclosing cell radius. Akbari et al. [10] derived the signal reliability expression and the cell coverage expressions under the assumption of the circular cell covered region. Alzenad et al. [11] considered that the radius of the cell coverage depended on the environment and could be calculated by computing the path loss expression. Hu et al. [12] verified that the cell coverage radius first increased and then decreased along with the increasing of the drone BS altitude. Actually, the boundary of the cell covered region is more like an ellipse rather than a circle due to the shifty losses and external interferences. Zhou et al. [13] designed a realistic ellipse propagation model, which enhanced the traditional propagation model by using elliptic contour line of signal strength instead of the circular one. Koski et al. [14] modeled the boundary of the cell coverage as an ellipse, and its shape parameters were calculated by the Bayesian estimation. Although the geometric methods are simple and fast, their coverage maps are inaccurate due to the neglect of the mutual interferences from neighbor BSs. Besides, the boundary of the cell coverage is indeed not a circle or an ellipse in practical scenes.
In order to take mutual interferences and practical scenes into consideration, many researchers have proposed DT methods and numerical model methods. DT methods collect data by driving the motor vehicle equipped with wireless signal detectors to obtain the KPIs of sampling points [15] - [17] . However, such methods are costly, ineffective and circumscribed by the roads.
To further refine the coverage maps after DT methods, many numerical model methods, which can estimate the KPIs of all sampling points, are proposed. Kasparick et al. [18] introduced an adaptive projected sub-gradient method and an adaptive multi-kernel method to achieve fast and robust coverage map constructions. Zhang et al. [19] proposed a Bayesian regression model, say Gaussian process regression model, to recover a complete coverage map from a few sampling points. Lee et al. [20] investigated the coverage map constructions by implementing efficient 3-D ray-tracing simulations. Chou et al. [21] used the machine learning techniques, including the random forest, the neural network, the linear regression, the decision tree and the gradient boosting, to construct the radio environment map.
Many interpolation methods have also been proposed to construct the coverage maps. Portela and Alencar [22] estimated the KPIs of points by the data provided by the nearest sampling points, which leaded to a Voronoi diagram [28] , to enable the divisions of Voronoi polygons where the KPIs of arbitrary points were totally determined by the data of the polygon center points. Martin et al. [23] utilized the Inverse Distance Weighting (IDW) technique to construct the coverage maps with the crowd-sourced cellular coverage data. Basere and Kostanic [24] also used the Kriging interpolation to estimate the coverage areas in Melbourne. Braham et al. [25] built the coverage maps by applying the fixed rank Kriging interpolation to further reduce the computational complexity compared with the traditional 80768 VOLUME 7, 2019 Kriging interpolation. Chowdappa et al. [26] proposed a distributed incremental clustering algorithm based on the regression Kriging interpolation for coverage map constructions. Bi et al. [27] constructed the coverage maps by utilizing an adaptive path loss model interpolation. The numerical model methods help construct refined coverage maps by sampling more points. Whereas, the computation speed is slow due to the huge calculated amount.
However, both the DT methods and the numerical model methods are indeed point-wise methods, which do not consider the relevance between the neighbor sampling points. Such methods not only have inaccurate results, but also cannot estimate the covered regions directly. Besides, the existing point-wise methods only solve the single-criterion coverage problems.
Inspired by the interpolation methods, we propose a novel multi-criteria triangulation-induced interpolation algorithm to construct the coverage maps, which cannot only take full use of the information of the neighbor points but also directly obtain the closed-form solution of the covered regions.
III. SYSTEM MODELING AND PROBLEM FORMULATION
Consider a cellular network deployed in a predefined region R, in which some BSs installed with antennas are deployed. Let the antenna set be A = {A 1 , A 2 , . . . , A a } where a is the number of the antennas. The network deployment is shown in Fig. 1 . There are m KPIs K 1 (x, y), K 2 (x, y), . . . , K m (x, y) related with the QoS in the region R. Denote the coverage map M as a surjection, i.e., a function, given by
where TH 1 , . . . , TH m are the thresholds of
If and only if the KPIs K 1 (x, y), K 2 (x, y), . . . , K m (x, y) are all above their corresponding thresholds TH 1 , TH 2 , . . . , TH m , the QoS in the corresponding region is qualified, i.e., the region is covered. Thus, the covered region can be defined as
Our goal is to construct the coverage map M , i.e., draw the function M (x, y), in an accurate and effective manner. Nevertheless, the function M (x, y) is usually a complicated function with multi-criteria and thus cannot be depicted naively in xoy plane. Therefore, it is essential to estimate the covered region R for helping draw the function M (x, y). Thus, the goal is to estimate the covered region R.
IV. MULTI-CRITERIA TRIANGULATION-INDUCED INTERPOLATION ALGORITHM
The covered region R can be estimated by three steps. First, we conduct the triangulation methods in the region R to split the region into lots of sub-triangles. Then, we proposed the MTI algorithm to estimate the covered sub-region in each sub-triangle based on the linear interpolation for the multicriteria coverage problems. Finally, the covered region R can be obtained by merging all covered sub-regions.
A. TRIANGULATION
For the first step, we conduct the triangulation methods in the region R to split the region into lots of sub-triangles. Region R can be divided by Delaunay triangulation [29] with some given sampling points, which maximize the minimum angle of all the angles of the triangles to avoid sliver triangles. The given sampling points are the vertexes of the sub-triangles, and the distribution of the sampling points will influence the accuracy of the covered region estimation. There are two typical sampling methods which lead to two triangulation methods, lattice triangulation and random triangulation. Lattice triangulation is to regularly select the sampling points and then conduct Delaunay triangulation. Assume that the distance between sampling points is d and the total sampling point number is n after mesh gridding in lattice triangulation. Random triangulation is to randomly select n sampling points and then conduct Delaunay triangulation. Take an example, the illustrations of two triangulation methods in 19-cells network scenario are depicted in Fig. 2 . VOLUME 7, 2019 However, in cellular networks, the regions that are close to the BSs always have high QoS and thus are usually covered. It is unnecessary to triangulate such regions with lots of sampling points under the limitation of the number of the sampling points. On the contrast, the regions that are nearby the boundaries of the covered regions and the uncovered regions need more information about the sampling points to distinguish the covered regions and the uncovered regions. Whereas, both lattice triangulation and random triangulation do not consider the characteristic of BS.
In order to take the characteristic of BS into consideration, adaptive triangulation which adapts to the BS positions is proposed to take full use of the limited information about sampling points. In adaptive triangulation, the region R is divided into two parts, low-density regions and highdensity regions. Low-density regions refer to the region nearby the BS, which usually have high QoS and thus need less sampling points. High-density regions refer to the region nearby the boundaries, which need more sampling points to estimate the covered regions. Then, such method samples sparsely in low-density regions and samples densely in highdensity regions to obtain the sampling points, and then the Delaunay triangulation is conducted. To obtain the high-density regions and low-density regions, region R is divided into the Voronoi polygons [30] with the BS centers. Join the vertexes of the Voronoi polygons to their center BSs, and thus all Voronoi polygons are divided into triangles. Each triangle can be divided into two parts, high-density region and low-density region, by connecting the quantiles at two ''waists''. An example of the process of the subdivision in 19-cells network scenario is depicted in Fig 3. Denote the ratio of the distance between the quantile and BS to that between the vertex and BS as r, which ranges in [0, 1) and indicates how large the low-density region is.
Above all, the illustrations of high-density regions and lowdensity regions of adaptive triangulation in 19-cells network scenario are shown in Fig. 4 . Then, the adaptive triangulation conducts latticed samplings both in low-density regions and high-density regions with different point intervals. It is obvious that the total area of the low-density regions is
A−r 4 times that of the highdensity regions. The numbers of the sampling points in lowdensity regions and in high-density regions are n 1 = n·r 2 1+r 2 and n 2 = n 1+r 2 , respectively. Denote the donation ratio as g which ranges from 0 to 1. Decrease g · n 1 sampling points in low-density regions and increase g · n 2 sampling points in high-density regions, and thus n 1 = in low-density regions and in high-density regions for mesh gridding, respectively. The illustration of adaptive triangulation in 19-cells network scenario is shown in Fig 5. Apparently, the density of the sampling points in low-density regions is lower than that in high-density regions.
Assume that the region R is divided into n sub-triangles T = {T 1 , T 2 , . . . , T n } by triangulation methods. Then, the 80770 VOLUME 7, 2019 covered region R can be approximately estimated by the union set of the covered sub-regions of all sub-triangles, given by
where T i is the covered region in triangle T i . Without loss of generality, only one of the sub-triangles is considered, and T i is rewritten as T as shown in Fig. 6 . The coordinates of three vertexes A, B and C are (x A , y A ), (x B , y B ) and (x C , y C ), respectively. Now our goal is to estimate the covered region T inside triangle T in an accurate and effective manner.
B. SINGLE-CRITERION COVERED REGION DECISION
We first consider the single-criterion coverage problem with only one KPI K j (x, y), and the KPI values of three vertexes in triangle T are K A j , K B j , K C j , respectively. Estimating the boundaries of the covered regions and the uncovered regions is an important step to further obtain the covered regions T . In order to trace the boundaries, the coordinate and K j (x, y) of an arbitrary point P can be obtained by linear interpolation:
By solving (5), (6) and (7), the K j (x, y) of P(x P , y P ) can be calculated by
where
,
Denote the interpolation surface as f K j (x, y) = ax + by + c and the threshold plane as z = TH j in xyz coordinate system. The intersecting curve of the interpolation surface and the threshold plane, i.e., the boundary of the covered region and the uncovered region inside triangle T , is given by
Obviously, the boundary in triangle T is a straight line. KPI values K A j , K B j and K C j are sorted in descending order, and points A, B and C are reassigned according to the sorted sequence. Let the event f K j (x P , y P ) ≥ TH j be K P,≥ j . Similarly, we have the events K P,> j
Then, the covered region T can be estimated according to the following four steps:
, append A(x A , y A ) to the ordered set U .
STEP 2 If the edge AB is intersected with the boundary
STEP 3 Similarly, judge if the point B, the intersection of BC and f K j (x, y) = TH j , the point C and the intersection of AC and f K j (x, y) = TH j should be added to the ordered set U according to the principles in STEP 1 and STEP 2.
STEP 4 If U = ∅, T = ∅. Otherwise, T is the polygon of which the vertexes are listed in the ordered set U .
Above all, we propose a Single-criterion Triangulationinduced Interpolation (STI) algorithm to estimate the covered region R for single-criterion coverage problems as shown in Algorithm 1.
C. MULTI-CRITERIA COVERED REGION DECISION
Suppose that m KPIs K 1 (x, y) , . . . , K m (x, y) are all criteria for the multi-criteria coverage problem. Obviously, the covered region T for multi-criteria coverage problem inside triangle T is the intersection of the covered regions of all KPIs for single-criterion coverage problems inside triangle T , given by
where T j is the covered region of K j (x, y).
Two criteria coverage problem is a common and basic situation in multi-criteria coverage problem, and the covered region T can be estimated by the following steps.
Let KPIs K p (x, y) and K q (x, y) be the two criteria, and the KPI values of three vertexes in triangle
q , K C p and K C q . There are 4 specific situations for estimating covered region
, we consider the whole triangle region is covered with Append k to U .
9:
end if 10: end if 11: if k in [AB, BC, CA] then 12: if k is intersected with f K j (x, y) = TH j then 13: Append the intersection to U .
14:
end if 15: end if 16: end for 17: if U = ∅ then 18: T ← ∅
19:
else 20: T is the polygon of which the vertexes are listed in the ordered set U . high probability, and thus
, we consider the whole triangle region is uncovered with high probability, and we have
, we consider that the KPI K q (x, y) exceeds the threshold TH q inside T with high probability, and thus (17) where T q is the covered region of K q (x, y) inside T for singlecriterion coverage problem. Similarly, if (
Note that T p and T q are both simple polygons, namely, triangles or quadrangles. Let Situations of three or more criteria can be further generalized according to (14) .
Above all, we propose an MTI algorithm to estimate the covered region R for multi-criteria coverage problems as shown in Algorithm 2. After the triangulation, n sampling points will generate at most n triangles. Thus, the algorithm complexity of the MTI algorithm is O(n − 2) = O(n).
V. EXPERIMENTS AND DISCUSSION
In this section, we first model the simulation scenario and introduce the evaluative metric. Then, experiments are done both in 19-cells network scenario and in real big city scenario to prove the feasibility and the efficiency of the proposed MTI algorithm.
A. SIMULATION SCENARIO MODELING
We utilize two typical KPIs, Reference Signal Receiving Power (RSRP) and Signal to Interference plus Noise Ratio (SINR), to evaluate the QoS for the multi-criteria coverage problem. The first KPI, RSRP, refers to the Reference Signal Received Power among all the signal powers from antennas, given by
where V k (x, y) is the signal power of coordinate (x, y) and can be estimated by transmit power P transmit , path loss L k (x, y), antenna gain G k (x, y) and shadow fading δ as follows:
The COST231-Hata path loss model [31] and the interpolation gain model [32] are adopted to calculate the signal power. Here the second KPI, SINR, is denoted as the Ratio of received useful Signal power to the Interferences plus the Noise power, given by
where N is the background noise. Denote the thresholds of RSRP and SINR as TH 1 and TH 2 , respectively. We assume
Divide the region R into n sub-triangles T = {T 1 , T 2 , . . . , T n } by triangulation methods. 2: for i ← 1, n do 3: T i ← T .
4:
Calculate T p and T q according to the STI algorithm in Algorithm 1.
5:
T ← T p 13:
if k is inside T q or k is on the edges of T q then 18: Append k to the ordered set V 19: end if 20: end if 21 : 22: if k is intersected with one of the edges of T q on one point N (x N , y N ) then 23: Append the intersection N (x N , y N ) to the ordered set V . 24: end if 25: end if 26: end for 27: if V = ∅, |V | = 1 or |V | = 2 then 28:
else 30: T is the polygon of which the vertexes are listed in set V . that the cells are fully loaded to take the worst situation into account.
The misclassified error, the ratio of the area of the misclassified regions to the total area, is adopted to evaluate the accuracy of the coverage maps, given by
whereˆ T i is the predicted covered region, and |X | is the area of region X . Lower misclassified error E indicates higher accuracy of coverage maps.
B. EXPERIMENTS IN 19-CELLS NETWORK SCENARIO
The 19-cells network scenario is used to prove the feasibility and efficiency of the proposed MTI algorithm, illustrated in Fig. 7 . All BSs are distributed in the centers of the regular hexagons with the side lengths of L hexagon , and each BS is equipped with three antennas. Other settings of parameters are listed in Table 1 . The geometric methods directly consider the boundary of the cell coverage as a circle or an ellipse, and thus the entire covered region is the union set of all cell covered regions. Therefore, the average misclassified error E is a constant no matter what the sampling point number is. If the number of the sampling points is small, the geometric methods are faster and more accurate than the MTI algorithm. However, once the sampling point number exceeds a specific value, the misclassified error of the MTI algorithm is less than those of the geometric methods, and the advantage becomes larger along with the increasing of the sampling point number.
In theory, the interpolation methods cannot solve the multicriteria coverage problems and cannot provide the boundaries of the covered regions. However, we can unionize the coverage maps of the single-criterion problems and then conduct the Voronoi interpolation to obtain the coverage boundaries of the multi-criteria problems at the expense of the algorithm complexity. In each single-criterion coverage problem, if we use n 2 sampling points with known KPIs to interpolate the KPIs of n 2 sampling points, the algorithm complexities of the interpolation methods are O(n 2 ), which are larger than that of the MTI algorithm, say O(n). Obviously, the performance of the interpolation methods with n sampling points is much worse than the MTI algorithm with n 2 sampling points.
Therefore, we use the point-wise Voronoi interpolation algorithm, which is not only a geometric method but also an interpolation method, to compare the performance [28] , [33] . The covered state of an arbitrary point in the region R is determined by that of the nearest sampling point. If the sampling points deploy randomly, such algorithm is named as random Voronoi algorithm. If the sampling points deploy regularly, such algorithm is named as lattice Voronoi algorithm.
We perform simulation experiments to contrast the five algorithms, random Voronoi, lattice Voronoi, random MTI, lattice MTI and adaptive MTI, for constructing the coverage maps. The illustrations of the real coverage map and the coverage maps of different algorithms are depicted in Fig 8. Experiment results show that all algorithms perform well in constructing the coverage maps. Obviously, the boundaries by the MTI algorithms, especially by the adaptive MTI algorithm, are more accurate than those by the Voronoi algorithms.
In order to analyze the accuracy of the coverage maps qualitatively, we use the misclassified error E to evaluate algorithm performance for 10 experiments. In each experiment, we randomly select the azimuths ranging in 0 • ∼ 360 • . There are two hyper-parameters, r and g, ranging in [0, 1) and [0, 1], respectively. Parameter r represents how large the low-density regions are, and larger r indicates larger lowdensity regions. If r = 0, the area of the low-density regions is zero, n 1 = 0, n 2 = n and d 2 = d. Thus, the adaptive MTI is degraded into the lattice MTI. Along with the increasing of the parameter r, the area of the low-density regions also increases gradually until r = 1. If r → 1, the area of the high-density regions is zero, and thus the adaptive MTI is also degraded into the lattice MTI. Whereas, n 1 → n·(1−g) 2 = n and n 2 → n·(1+g) 2 = 0. We need to supply extra sampling points in low-density regions if r is large enough. Thus, we usually take g = 0.01 if r ≥ 0.99. Parameter g reveals how large the ratio of the sampling point number of the highdensity regions to that of the low-density regions is. If g = 0, n 1 + n 2 = n and d 1 = d 2 , and thus the adaptive MTI is degraded into the lattice MTI. If g = 1, n 1 = 0 and the triangulation does not perform in the low-density regions. Such setting applies to the situation where the low-density regions are covered with high probability. The optimal settings of hyper-parameters r and g are related to the network topology, the antenna parameters and the channel environment. Thus, the adaptive MTI algorithm can adapt to different scenarios.
The illustrations of the average E versus the number of sampling points under the conditions of different r and g in 10 experiments are illustrated in Fig. 9 . According to the performance of different settings in Fig. 9 , we take r = 0.9 and g = 0.6 in the following experiment. The illustration of the average E versus the number of sampling points in 10 experiments is shown in Fig. 10 . The algorithm complexity of the Voronoi interpolation is O(n), which is exactly equal to that of the proposed MTI algorithm, and thus the results of the two algorithms are comparable under the condition of the same sampling point numbers. First, all errors of the five algorithms tend to zero along with the increasing of the sampling point number. It indicates that all algorithms are feasible for constructing the coverage maps and more sampling points help reduce the error. Second, the Voronoi algorithms perform worse than the MTI algorithms. It is mainly caused by the loss of cooperation among neighbor sampling points. In addition, since the Voronoi algorithms merely reveal the covered states of the sampling points and cannot directly provide the covered regions, their results are robust but inaccurate. Third, among the three MTI algorithms, the adaptive MTI algorithm performs better than the others due to the consideration of the characteristic of the BS.
C. EXPERIMENTS IN REAL BIG CITY SCENARIO
To further testify the feasibility and efficiency of the proposed MTI algorithm, we use a rectangle region where the center is located at approximately 108 • 94 E and 34 • 32 N in Xi'an, a city in Northwestern China, to conduct the experiments. The map and the distribution of BSs in such ROI is depicted in Fig. 11 . The transmit power is 30 dBm, and the SINR threshold TH 2 is −4 dB. Other settings of simulation parameters are listed in Table 1 .
The illustrations of three triangulation methods, random triangulation, lattice triangulation and adaptive triangulation, are shown in Fig. 12 . The real coverage map and the coverage maps of the five mentioned algorithms are depicted in Fig. 13 . It is obvious that the boundaries by the MTI algorithms, especially by the adaptive MTI algorithm, are more accurate than those by the Voronoi algorithms.
Then 10 sets of azimuths ranging in 0 • ∼ 360 • are randomly selected to demonstrate the universality of the proposed algorithms. We take the hyper-parameters r = 0.5 and g = 0.6 for adaptive MTI in this experiment. The average E versus the number of sampling points in 10 experiments is shown in Fig. 14 . Experiment results show that all algorithms show good performance in estimating the covered regions and constructing the coverage maps. Besides, the proposed MTI algorithms, especially the adaptive MTI algorithm, perform better than the traditional Voronoi algorithms.
VI. CONCLUSION
Constructing a coverage map in an accurate and effective manner is vital important for wireless cellular networks in 5G. Traditional algorithms for constructing the coverage maps are limited by the accuracy, the feasibility, the computational efficiency, the loss of spatial correlation or the multi-criteria scenarios.
We propose a novel multi-criteria triangulation-induced interpolation algorithm to construct the coverage maps accurately and effectively. First, according to the characteristics of the BSs, we present an adaptive triangulation method for saving the sampling points. Second, in order to take full use of the spatial correlation between the adjacent BSs, we use the linear interpolation to directly obtain the closed-form solution of the covered region. Third, our proposed algorithm can handle the multi-criteria problems, which cannot be solved by the existing point-wise algorithms, as far as we know.
We describe experiments both in 19-cells network scenario and in real big city scenario. Experiment results show that the proposed MTI algorithm performs better than the traditionally naive point-wise algorithms.
With the closed-form formulation of the covered regions, the MTI algorithm has an instructive significance for other networks where the coverage map constructions are needed, such as heterogeneous cellular networks, wireless sensor networks, vehicular networks and drone networks.
For the future work, we will further verify the accuracy and the efficiency of the MTI algorithm in other networks, especially in the heterogeneous cellular networks with macrocells and small cells.
