Some extended false discovery rate (FDR) controlling multiple testing procedures rely heavily on empirical estimates of the FDR constructed from gene expression data. Such estimates are also used as performance indicators when comparing different methods for microarray data analysis. The present communication shows that the variance of the proposed estimators may be intolerably high, the correlation structure of microarray data being the main cause of their instability.
Introduction
Since the seminal paper by Benjamini and Hochberg 1 was published in 1995, multiple testing procedures designed to control the false discovery rate (FDR) have been gaining in popularity.
The original approach to designing an appropriate FDR controlling procedure was to find a datadriven thresholding rule for observed p-values such that the resultant FDR does not exceed a prechosen FDR level.
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The second approach, taken by Storey, 5 is to fix the thresholding rule, and to find an estimate, F DR, for the FDR such that its expectation is greater than or equal to the true FDR over the prechosen rejection region. Storey et al. 6 developed a unifying framework by proposing a family of FDR controlling procedures arising from a family of conservatively biased point estimates of the FDR for a fixed rejection region. The authors argue that the goals of the two approaches are met with the proposed family. The main fact forming the basis of the general paradigm proposed by Storey et al. 6 is that their estimator is biased up whenever the p-values corresponding to the true null hypotheses are independent, which guarantees control of the FDR "on average" under such conditions. The FDR estimator introduced by Storey This element of FDR controlling procedures is believed to be beneficial as it leads to an increase in the overall "average power". The same idea lies at the heart of adaptive counterparts of the original Benjamini-Hochberg step-up procedure. 8, 9 It is clear that estimation and control of the FDR are closely intertwined in modern approaches to the problem of large-scale multiple testing. However, it remains unknown to what extent the estimators for the FDR (and π 0 ) underlying the proposed FDR controlling procedures are affected by the actual dependence structure of microarray data.
To the best of our knowledge, the majority of papers dealing with the concept of FDR have been focused solely on the expected values of the proposed estimators, leaving their higher order properties out of consideration. This view of the problem is far short of complete. Especially important is the variance of the estimated FDR because of its intimate connection to the accuracy with which the Type 1 errors are controlled. If this variance is high, one should also expect a high variance of the total number of rejected hypotheses, which is an important observable indicator of the performance of a given testing procedure. Qiu et al. 10 demonstrated that the empirical Bayes method for finding and ranking of differentially expressed genes is susceptible to this effect because of strong correlations between gene expression levels, and consequently between test-statistics (and p-values !) associated with different genes.
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Their results also indicate that the variance of Storey's estimator may be quite high in applications to microarray data analysis. While normalization procedures tend to destroy the correlation between test-statistics
, their application does not remedy the problem because of certain side effects. In particular, normalization procedures interfere in the true biological signal and reduce its variance, thereby inducing additional false discoveries. Quantitative insight into dependencies between genes represents one of the main challenges in microarray data analysis.
Pavlidis et al.
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and Qiu et al. 13 proposed resampling tools for assessing stability of gene selection procedures in the presence of correlations between gene expression levels.
This note is intended to demonstrate that the nature of microarray data is not conducive to the wide use of the multiple testing procedures based on the present-day estimators for the FDR because such estimators tend to have a high variance. The high variability of the FDR estimates tends to increase instability of the corresponding gene selection procedures.
Study Design
Computer simulations
We generated twelve sets of simulated data to study the performance of FDR estimators. Each set consists of 1000 independently generated pairs of samples of different sizes. Each sample includes n realizations of a random vector X with log-normal marginal distributions. The components of X represent expression levels of m = 1255 genes, while each realization of X represents a single array. To model the presence of differentially expressed genes in two-sample comparisons, the mean log-expression of the first 125 genes is set to be equal to 2 in one sample and to 0 in another. The variance of log-expressions is kept equal to 1 in both samples. The log-expressions of the remaining 1130 genes in both samples are generated from a standard array, the logarithms of expression levels x ij of all genes are generated as independent normally distributed random variables. The mean values and variances of the marginal distributions for "different" and "not different" genes are specified as described above. A total of 1000 pairs of such smaples comprise SIM43.
SIM43CORR:
This data set is generated with the intention to demonstrate the role of correlation between expression levels on the estimated FDR. To this end, each sample consisting of n = 43 arrays is generated from a joint log-normal distribution with exchangeable correlation structure as described in Qiu et al.
10
More specifically, we first generate a set of random variables y ij , i = 1, . . . , m, j = 1, . . . , n, in exactly the same way as SIM43. We next generate an n-dimensional random vector with independent and identically distributed components, each component having a standard normal distribution.
Denoting this vector by
. . , n, so that for any i 1 = i 2 and j we have all pairwise correlation coef-
Once a value of ρ has been chosen, the process is repeated 1000 times with different random seeds. Our simulations were conducted with ρ = 0.4.
Since our focus is only on proof of principle, the choice of ρ is of little consequence to the objectives of this study and exploring other values of ρ would serve no specific purpose.
The marginal distributions of log-expressions are identical to those for the set SIM43.
SIM15:
This data set is generated in just the same way as SIM43 but the size of each of the two samples is equal to 15.
SIM15CORR:
This data set is generated in just the same way as SIM43CORR but the size of each of the two samples is equal to 15.
5. Two additional data sets (SIM5 and SIM5CORR) with n = 5 were generated to represent an extreme case of a very small sample size.
To study the effect of the proportion of true alternative hypotheses we produced six counterparts of all the above described data sets with only 50 "different" genes. These data sets are denoted by SIM43S, SIM15S, SIM5S, SIM43SCORR, SIM15SCORR, SIM5SCORR, respectively. tively. The groups were balanced to include n = 43 patients in each group. Since the nature of our study was purely methodological, the choice of the data set was quite arbitrary; it was dictated solely by sample size considerations.
Biological Data
We used a subsampling variant of the delete-d-jackknife method In accordance with currently available recommendations, 15, 16 we set d = 7
which amounts to leaving out 7 arrays in each of the two groups under study at each resampling step. A total of B = 200 subsamples were drawn without replacement to compute the following resampling counterpart of the delete-d-jackknife variance:
where Q * n−d, j is an estimate of the FDR derived from the j-th delete-d jackknife subsample. Two different forms of Q * are considered in the next section.
Estimating the False Discovery Rate from Microarray Data
We tested two methods of FDR estimation. The first method was proposed Storey In what follows this method will be referred to as the Storey-Tibshirani estimator (STE). The second estimator was proposed by Yekutieli and Benjamini 4 and discussed later by Reiner et al. 9 in the context of microarray data analysis. This estimator will be referred to as the Yekutieli-Benjamini estimator (YBE).
The Storey-Tibshirani Estimator
The STE has the following form:
where m is the total number of hypotheses (genes), p i is the p-value of the i-th test, t is a preset threshold for raw p-values andπ 0 is an estimator of π 0 , the latter being defined as the expected proportion of true null hypotheses m 0 among the m hypotheses tested. As suggested by Storey and Tibshirani, 
where λ is a tuning parameter.
2. Letf be the natural cubic spline fit toπ 0 (λ) as a function of λ.
3. Set the estimate of π 0 to beπ 0 =f (1).
The estimator given by (1) indicates the presence of a "long-range" correlation involving thousands of genes.
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The same applies equally to the corresponding p-values. This may make the estimatorsπ 0 and # {p i ≤ t} highly sensitive to sample fluctuations, resulting in a high variance of F DR(t).
The Yekutieli-Benjamini Estimator
Let t be a prechosen threshold for p-values and R(t) the corresponding number of rejected hypotheses. The total number of hypotheses to be tested is denoted by m. Let V (t) be the number of rejections (false discoveries) under the complete null hypothesis. The null hypothesis is modeled through permutations to generate values of V (t). Let v β denote the β-quantile of the permutation distribution of V (t). The YBE is constructed as follows:
where E V (t) is the empirical expectation over the permutations and I{·} is the indicator function.
In formula (3), the term R(t) − tm mimics the number of false discoveries S(t). Yekutieli and Benjamini
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treat this term as a downward biased estimator for IE{S(t)} proceeding from the following argument:
IE {R(t) − mt} ≤ IE{S(t)} + IE{V (t)} − m 0 t = IE{S(t)},
where m 0 is the number of true null hypotheses.
The algorithm given by formula (3) is quite time-and-space consuming and we used 100 permutations in its construction from each subsample. The level β = 0.95 was used in our simulations reported in the next section.
Simulation Studies and Analysis of Biological Data
The above-described estimators were used in conjunction with Student's t-test which is the most popular choice in microarray studies. In our simulation studies, the FDR was also estimated nonparametrically as the ratio of the number of true rejections (discoveries) to the total number of rejected hypotheses in each sample. This estimator is referred to as the NPE. Since the NPE is unbiased, it can be used to make an approximate assessment of the biases inherent in the STE and YBE.
Tables 1 displays the results of FDR estimation from 1000 sets of the simulated data SIM15
(see Section 2.1) using all the three estimation methods at different threshold levels. Since the NPE is expected to have a high variance and is not our focus here, we present only the estimated mean values of this estimator. When compared with the NPE, the STE and YBE tend to be biased upwards, which is expected by their design. Their standard deviations are quite small for all the values of t in Table 1 . The standard deviations of F DR(t) increase dramatically when correlation is introduced as shown in Table 2 . This appears to be even more so for the estimator F DR(t). The situation does not change much when the number of arrays per group is increased from 15 to 43 for both the independent and correlated data (see Tables   3 and 4 ). The same tendencies were observed when the number of true alternative hypotheses was decreased from 125 to 50 (Tables 1A -4A in the Supporting Material). The standard deviation of both estimates typically increases with decreasing the number of true alternatives.
The tendency towards higher instability of the FDR estimates in the presence of correlations can be seen even with a sample size as small as n = 5 (Tables 5 and 6 ). The picture appears more blurred with fewer "different genes" as can be seen when comparing Tables 5 and 6 with their counterparts (Tables 5A and 6A ) in the Supporting Material. This is attributable to much more variability in all the estimates presented in Tables 5A and 6A (Supporting Material) under Recall that the correlation coefficient of 0.4 was chosen to model the exchangeable correlation structure of simulated data. The effects of correlation in biological data may be even stronger.
In this connection it is worth recalling some facts about the correlation structure of microarray gene expression data. When estimating pairwise correlation coefficients in all gene pairs from the Hyperdip data we found 
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Since our simulations suggest that the YBE is less stable than the STE, we limited ourselves to the latter estimator in our analysis of the biological data described in Section 2.2.
It comes as no surprise that the resampling procedure of Section 2.2 applied to the Hyperdip -TALL comparison results in high standard deviations as shown in Table 7 . These coefficients tend to be even higher than those reported for the simulated data.
Discussion
The results of Section 3.3 indicate that the strong correlation between gene expression levels makes the estimates of the FDR highly unstable. In our opinion, the variance of such estimates is intolerably high. Quantitative assessment of the effect of this variability on the performance of the FDR controlling procedures that are built on the proposed estimators invites a special investigation. However, these estimators are also used for other purposes as estimators per se.
For example, the estimated FDR served as a performance indicator in a comparative study of several methods for producing Affymetrix expression scores.
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Great caution must be exercised in using the STE and YBE for this or similar purposes in view of their biasedness and variability.
From our simulations, it appears that the STE is more stable than the YBE in the presence of correlations. The severely limited number of permutations used in our study may provide part of the explanation. More computer intensive studies are needed to add clarity to the issue.
One source of variability of the STE is the plug-in estimatorπ 0 . This estimator is constructed by smoothing the underlying histogram of p-values. However, the p-values associated with different genes are heavily dependent random variables, resulting in high variations of the histogram from sample to sample. Figure 1 shows two sample realizations of the histogram in the simulated data SIM43CORR. The shape of the histogram varies dramatically between the two samples. Two sample histograms obtained by resampling from the biological data, shown in Figure 2 , are also very dissimilar, thereby indicating that the variance ofπ 0 may be quite high. It is rather common in individual samples thatπ 0 is either greater than 1 or less than 0.
It seems reasonable to truncate the estimator at both extreme levels. However, while reducing the variance, this expedient introduces an additional bias and it is unclear how a reasonable compromise can be reached in this trade-off. Even the truncated version ofπ 0 appears to be highly unstable.
Both estimators F DR(t) and F DR(t) studied in this paper perform quite well in the case of independent expression levels ( Tables 1 and 3 
