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ABSTRACT
We introduce a new Bayesian H i spectral line fitting technique capable of obtaining spectro-
scopic redshifts for millions of galaxies in radio surveys with the Square Kilometere Array
(SKA). This technique is especially well-suited to the low signal-to-noise regime that the
redshifted 21-cm H i emission line is expected to be observed in, especially with SKA Phase
1, allowing for robust source detection. After selecting a set of continuum objects relevant to
large, cosmological-scale surveys with the first phase of the SKA dish array (SKA1-MID),
we simulate data corresponding to their H i line emission as observed by the same telescope.
We then use the MultiNest nested sampling code to find the best-fitting parametrised line
profile, providing us with a full joint posterior probability distribution for the galaxy proper-
ties, including redshift. This provides high quality redshifts, with redshift errors ∆z/z < 10−5,
from radio data alone for some 1.8 × 106 galaxies in a representative 5000 deg2 survey with
the SKA1-MID instrument with up-to-date sensitivity profiles. Interestingly, we find that the
SNR definition commonly used in forecast papers does not correlate well with the actual
detectability of an H i line using our method. We further detail how our method could be
improved with per-object priors and how it may be also used to give robust constraints on
other observables such as the H i mass function. We also make our line fitting code publicly
available for application to other data sets.
Key words: large-scale structure of Universe — radio continuum: galaxies — techniques:
spectroscopic
1 INTRODUCTION
The Square Kilometre Array (SKA)1 will perform the kind of deep,
wide surveys which are capable of delivering world-leading cosmo-
logical constraints from radio wavelengths using probes including
galaxy clustering (Yahya et al. 2015), weak gravitational lensing
(Harrison et al. 2016), H i intensity mapping (Bull et al. 2015)
and ultra-large scale tests of general relativity and Gaussianity (e.g.
Camera et al. 2015). However, for those probes which require red-
shifts for individual sources, good redshift estimatesmay be difficult
to obtain. The emission mechanism for the ordinary star-forming
galaxies expected to form the bulk of sources in SKA cosmology
catalogues is from synchrotron which has a uniform spectral slope
of −0.7 across a large frequency range. This means the galaxies’
spectra as measured by SKA will be almost completely feature-
less, with redshift and flux entirely degenerate over the relevant
? ian.harrison-2@manchester.ac.uk
† michelle@ska.ac.za
1 http://www.skatelescope.org
frequency range. The expectation in previous analyses has been that
redshifts could be obtained in two ways: spectroscopic redshifts
from high-significance detections of the H i 21-cm line emission
from the sources, or photometric redshifts from cross-matching the
radio continuum sources with overlapping surveys at optical and
near-infrared (nIR) wavelengths. However, the number of catalogue
matches may be small (as found in Patel et al. 2010; Demetroullas
& Brown 2016; Tunbridge et al. 2016, though see also the larger
matching fractions found in Smolcic et al. 2017), and photomet-
ric redshifts may be subject to significant uncertainties, biases and
catastrophic outliers, so it will be important to extract as much in-
formation as possible from the H i 21-cm line. The lack of redshift
information for e.g. tomographic binning of sources in weak lensing
is a potentially limiting factor on the cosmological power of SKA
surveys.
Here we investigate the ability of a Bayesian model-fitting ap-
proach to estimate the redshift of radio continuum sources using
the H i 21-cm emission line and apply the technique to simulated
data from the first phase of the SKA mid-frequency dish array
(SKA1-MID). We use the continuum detection of a galaxy as prior
© 2017 The Authors
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information, reducing the redshift estimation problem to fitting a
six parameter model to a one dimensional data set. A similar ap-
proach has been implemented by Allison et al. (2012a,b), who fit
absorption line profiles using Gaussian mixture models. For emis-
sion line fitting, the SOFIA package (Serra et al. 2015) performs
source finding using threshold methods on full three dimensional
data cubes.
Using the technique described here, we find high quality H i
emission line redshifts (with high spectroscopic precisions and with
outlier fractions at least as good as typical photometric redshift
methods) may be obtained for around 10 per cent of the star-forming
galaxies in a fiducial SKA1 continuum cosmology survey. We com-
pare the catalogue resulting from this detection algorithm to that
resulting from the Signal-to-Noise Ratio (SNR) definition and cut
from Yahya et al. (2015); Santos et al. (2015). We find a compa-
rable number of sources, with a comparable redshift distribution,
remain when the full detection algorithm is simulated, although
note that the exact set of sources differs significantly between the
two catalogues.
This paper is organised as follows: in Section 3 we introduce
the Bayesian method used to fit a six parameter model to the H i line
data; then in Section 4 we describe the creation of the simulated data
catalogue from the Obreschkow et al. (2009) S3-HI simulation and
the relevant observation parameters for SKA1-MID surveys in Band
1 and Band 2. Section 5 then describes the results of this procedure,
with Section 6 detailing potential improvements and extensions and
Section 7 describing our conclusions.
We also provide our code for simulation of SKA1-MID H i
line catalogues, and our analysis code at http://github.com/
MichelleLochner/radio-z for application of our method to
other simulations and data and to enable comparisons of the perfor-
mance other methods on our simulated data set.
2 A BRIEF INTRODUCTION TO BAYESIAN STATISTICS
The problem of spectral line fitting has two components: one is to
robustly determinewhether or not a spectral line is present, the other
is to then find the best fitting parameters of the line model and their
uncertainties. Both of these can be done elegantly within a Bayesian
statistics framework.We therefore give here a very brief introduction
to Bayesian statistics, referring the reader to (for example) Trotta
(2008) for a more in-depth review.
Bayes’ theorem is given by:
P(θ |D) = P(θ)P(D|θ)
P(D) , (1)
where D represents the data and θ represents the vector of pa-
rameters for the chosen model. P(θ) is called the prior and is the
probability distribution of the parameters, before any data is taken.
This is usually derived from physical constraints for the problem at
hand, for example ensuring a density parameter remains positive,
but can also include constraints from previous experiments. P(D|θ)
is the likelihood, the probability of the data, given a set of values for
θ. This informs how likely a given set of parameters is, in light of the
data at hand. P(θ |D) is the posterior and is generally the quantity
scientists are interested in: what is my degree of belief in a chosen
theory (with given parameters), now that I have taken some new
data? Lastly, P(D) is called the evidence or marginal likelihood and
is a normalisation constant that is crucial to model selection (see
below), but unimportant for parameter inference. It can thus be seen
that Bayes theorem is prescription of how to update one’s degree of
belief in a particular theory, using a new set of data.
Bayesian inference then proceeds to determine the full pos-
terior over all parameters in the model. The best fitting values for
the parameters are those that maximise the posterior. However to
determine the uncertainty on each parameter, all other parameters
must be marginalised over to produce a one-dimensional posterior.
This marginalisation results in an integral over parameter space:
P(φ|D) =
∫
P(φ,ψ |D)dψ, (2)
where φ is the parameter of interest and ψ is the vector of re-
maining parameters to be marginalised over. In the vast majority of
problems, this integral cannot be solved analytically. Fortunately,
several numerical techniques exist, including Markov Chain Monte
Carlo (Metropolis et al. 1953; Hastings 1970) and Nested Sampling
(Skilling 2006), that make Bayesian parameter inference tractable.
Bayesian statistics also provides a framework in which to per-
form robust model selection. The important quantity for this is the
evidence which is computed, for a given modelM, by integrating
over the entire parameter space:
P(D|M) =
∫
P(D|θ,M)P(θ |M)dθ . (3)
The evidence naturally incorporates an Occam’s razor effect, pe-
nalising models with large prior volumes (for example with many
parameters) unless they provide a significantly improved fit to the
data.
The evidence is used in model selection when comparing two
models, M1 and M2, by computing the ratio of posterior odds
(which is simply further application of Bayes’ theorem):
P(M1 |D)
P(M2 |D)
=
P(D|M1)
P(D|M2)
P(M1)
P(M2)
. (4)
Given that there is usually no strong reason to a priori prefer one
model over another, the model priors P(M1) and P(M2) are often
set to be equal, making the most important quantity the ratio of
evidences for each model. This is known as the Bayes factor:
B =
P(D|M1)
P(D|M2)
. (5)
The Bayes factor can be directly used to select one model over
another by simply comparing if the evidence is greater for one
over the other. The Jeffrey’s scale (Jeffreys 1998) can be used to
decide how strong the evidence is for onemodel over another, where
ln(B) > 5 constitutes strong preference forM1 and ln(B) > 0 weak.
3 BAYESIANMODEL FITTING FOR H I LINE PROFILES
Wenow illustrate howBayesian statistics can be used to solve the H i
line detection and characterisation problem.We consider the case in
which a galaxy has been detected in a radio continuum image, pro-
viding information on its sky location. This provides us with prior
information on spectral line data: rather than searching a full image
cube for the emission line from this galaxy, we may search a one
dimensional data vector corresponding to this sky location (with
filtering applied to leave the source spatially unresolved) and con-
sisting of a series of flux measurements as a function of frequency
D(νi). We further assume that the H i 21-cm emission from the
galaxy can be well modelled by the six parameter double horn pro-
file Ψ(ν |z,Ψobsmax,Ψobs0 ,wobspeak,wobs50 ,wobs20 ) described in Obreschkow
et al. (2009), an example of which is shown in Fig. 1. The two
Ψobs parameters give the line heights at the maximum (i.e. the peak
of the horns) and the centre of the line (at the bottom of the dip
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between the horns) respectively, and the three wobs parameters give
the width of the line (which is a function of the galaxy’s inclination
angle and rotational velocity) at 100, 50 and 20 per cent of the peak
height. We also assume here that the continuum component of the
emission has been successfully fully removed, meaning we are only
fitting the H i line emission. We do however note that our method
could be readily extended to simultaneously fit a more complicated
model including continuum or more complicated line profiles such
as the ‘Busy function’ described in Westmeier et al. (2014).
With the full six parameters defined as θ line and the latter five
(i.e. excluding z) as θshape, we then use the nested sampling code
MultiNest (Feroz et al. 2009, 2013) to map the full joint poste-
rior distribution P(θ line |D,M) given the data vector and model
hypothesisM that there is an emission line present in the data. The
redshift probability distribution for each source is then given by
the marginalisation of this posterior distribution over the five shape
parameters:
P(z |D,M) =
∫
dθshape P(θ line |D,M). (6)
Here we are not merely interested in the case where the H i emis-
sion line is significantly detected above some threshold, providing
a ‘spectroscopic’ redshift with extremely narrow P(z), but in the
properties of the full set of P(z) for all continuum detected sources.
Even relatively broad P(z) (such as those often provided by photo-
metricmethods at optical and infraredwavelenghts) can still provide
extremely useful information in terms of redshift binning for cosmo-
logical surveys, being summed to provide an estimate of the redshift
number distribution of sources n(z). For the six fitted parameters we
adopt broad, uninformative priors on the set of parameters we fit,
detailed in Table 1 and set by the range depicted in the full simulated
input catalogue from Obreschkow et al. (2009). The python code
takes around 10 minutes to run on a normal laptop for an average
galaxy and is trivially parallelisable at the catalogue level.
3.1 Identifying false detections with the evidence
Observing with the SKA (and indeed all radio telescopes) takes
place within frequency bands of finite width. For sources which are
detected in continuum but whose H i 21-cm lines are redshifted to
outside of the observing band the data vector D(νi) will contain
only noise, and other faint sources will be buried deep within the
noise. In order to attempt to remove spurious detections of emission
lines in noise-only data, we make use of Bayesian model selection,
as outlined in Section 2. The two models we compare are the six-
parameter H i profile outlined above,M, and a pure noise model,
N , where the signal is consistent with zero. We compute the Bayes
factor, B, using Eq. (5), to eliminate spurious line detections and
have control over the purity of the sample we produce.
In Section 5 we present results with a variety of cuts on B, in
order to exclude spurious noise detections, but we emphasise such
cuts are not strictly necessary, and that B could be used as a weight
factor in derived analyses which make use of the P(z) obtained
for all continuum sources, such as in estimating number density
distributions n(z).
4 SIMULATED OBSERVATIONAL DATA
Before the advent of the SKA, a number of precursor and pathfinder
telescopes will operate, with some performing H i emission line
surveys, such as LADUMA on MeerKAT (Holwerda et al. 2012)
Table 1. Prior shapes and ranges on fitted parameters used. v0 priors for
each band correspond to the edges of each observing band, apart from the
upper limit in Band 2 which corresponds to the constraint that redshift must
be positive.
Parameter Prior Shape Prior Range
v0 (Band 1) Uniform −226 × 103 - −78.2 × 103
v0 (Band 2) Uniform −99.3 × 103 - 0
wobs20 Uniform logarithmic 10
−1 - 107.5
wobs50 Uniform logarithmic 10
−1 - 107.5
wobspeak Uniform logarithmic 10
−1 - 107.5
Ψobsmax Uniform logarithmic 10−11 - 10−2
Ψobs0 Uniform logarithmic 10
−11 - 10−2
and WALLABY on ASKAP (Duffy et al. 2012). Here we consider
the performance of SKA1 surveys, in the understanding that the
simulated data and populations will be similar for precursor surveys
(MeerKAT will be integrated into SKA-MID and shares similar
noise performance on each individual antenna).
4.1 Simulated catalogues
In order to generate a realistic population of sources with H i 21-
cm line emission on which to try our technique, we make use of
the set of H i galaxy line profiles from the S3-SAX population
as described in Obreschkow et al. (2009), with intrinsic galaxy
properties coming froma semi-analytic prescription forH i emission
painted on top of theMillenniumN-body simulation (Springel et al.
2005). In S3-SAX (which we will refer to as S3-HI for clarity),
H i 21-cm line emission is parametrised according to a simple six
parameter, symmetric double-horn profile (e.g. the magenta line in
Fig. 1). The full S3-HI catalogue contains models for emission from
some 3 × 107 star-forming galaxy sources with H i masses down to
1.85×104 M , but herewe are only interested in those sourceswhich
have been identified in a continuum observation and hence require
redshift information. From a continuum galaxy sample we take the
star-forming galaxies from the S3-SEX catalogue of Wilman et al.
(2008) (which we will refer to as S3-Cont) and rescale and cut
them according to the requirements for weak lensing cosmology
in SKA1-MID Band 2, as specified in Bonaldi et al. (2016). This
gives us a sample with a number density of resolved objects of
ngal = 2.7 arcmin−2 and a median redshift zm = 1.1. We model this
cut in the H i catalogue from S3-HI as a redshift dependent cut on
the H i mass MHI:
MHI > z × 109.5. (7)
This provides us with a sample with the same median redshift as
the continuum zm = 1.1; the exact number density is not however
replicated by this cut (S3-HI and S3-Contwere constructed indepen-
dently and do not contain matched objects). We have experimented
with different versions of Eq. (7) and found the most representative
results (in terms of redshift and mass distributions) were obtained
by matching the median redshifts. We therefore quote our results
below as fractions of sources in S3-HI and normalise them relative
to the numbers in S3-Cont. For the sample selected, we expect the
size (as given by S3-HI) to be ∼ 2 ± 0.8 arcsec with ∼ 0.03 sources
per beam at the lowest observing frequency (where the resolution
will be ∼ 2 arcsec), meaning that some sources will be unresolved
in the H i observation but problems from confusion (i.e. multiple
sources within the same beam) will be rare.
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Figure 1. Example H i emission line data from our catalogue. Dark magenta is the input double-horned profile and pale grey is the simulated observation from
an SKA1-MID experiment, where we have assumed the continuum has been subtracted and noise is Gaussian and uncorrelated between frequency channels.
Left shows the full simulated SKA Band 2 data and right a zoomed in section around the line centre.
Previously, Yahya et al. (2015); Santos et al. (2015) define the
signal-to-noise ratio (SNR) of each galaxy as:
SNRvel =
vHI
wobspeak
√
wobspeak/δV
Srms(ν) , (8)
where vHI is the velocity-integrated H i line flux in Jy, wobspeak is the
width between the peaks of the double-horned profile in kms−1 and
δV and Srms (in Jy) are the frequency resolution and noise level of
the experiment. They then cut the S3-HI sample accordingly and
use these sources with SNRvel > 5 and SNRvel > 10 as their de-
tected samples of H i galaxies to use in forecasting cosmological
constraints. This is very much not a detection algorithm and hence
does not model effects such as false detections or catastrophic fail-
ures, and it is interesting to see if the objects regarded as ‘detected’
by this approach are replicated by our method.
4.2 Experiments considered
We simulate the observation of the objects in the continuum de-
tected population by a survey using the first phase of the SKA
mid-frequency dish array (SKA1-MID). Yahya et al. (2015); San-
tos et al. (2015) specify H i galaxy redshift surveys of 5, 000 deg2
using 10, 000 hours of observing time in Band 1 and Band 2 of
SKA1-MID. For each band we model the relative noise profile
across the band from Dewdney (2016) (see Appendix A for a full
description), calculating Srefrms, the sensitivity at ν = 1 GHz for com-
parison purposes (in the simulations we model the full frequency-
dependent noise profile). The Band 2 survey is sensitive to sources
with true redshift 0 < z < 0.58 (corresponding to a frequency range
950−1420MHz) down to a reference noise level of Srefrms = 187 µJy.
The Band 1 survey has a frequency coverage of 350 − 1050MHz,
corresponding to a redshift range of 0.35 < z < 3.06 but with a
higher noise level (driven mostly by the increase in sky temperature
at lower frequencies) of Srefrms = 315 µJy. We assume δν = 10 kHz
frequency channels covering this bandwidth, giving a total of 50,000
channels. As each data point corresponds to a correlation of differ-
ent antenna pairs at different time points, the per-frequency channel
noise can be modelled as uncorrelated and Gaussian with the rele-
vant Srms(ν) (see e.g. Thompson et al. 1986). An example of the data
sets considered can be seen in Fig. 1 which shows an SKA output
both across the full Band 2 (with velocities given with respect to the
rest frame velocity for the H i 21-cm line) and zoomed in around
the centre of the line profile.
5 RESULTS AND DISCUSSION
For each of the Band 1 and Band 2 surveys described in Section 4.2,
we find all of the lines in the input catalogue which have SNRvel > 1
and estimate the posterior distributions for θ line usingMultiNest.
We assume that a line with SNRvel ≤ 1, is essentially undetectable
and so do not fit these to save on computational resources. Fig. 6
strongly suggests that B and SNRvel are correlated enough that we
do not miss out on a large number of detectable lines. This fitting
results in a full joint posterior distribution for all of the source
parameters; here we present results for the redshift, derived from
the estimate of the line centre velocity v0 when marginalised over
the other five parameters.
In summary, Fig. 2 shows the numbers of detected sources
(black line, right axes) and outliers (coloured lines, left axes) as
a function of the sample cut on B, Fig. 4 shows two dimensional
histograms of the recovered redshifts, which are shown in one di-
mension and compared to previous results in Fig. 5. Table 2 gives
numbers of redshifts available for the two experiments considered,
along with outlier performance.
5.1 Recovery rates
Though we stress above the benefits of using the full posterior
P(z) and the Bayes Factor B as inputs to downstream cosmological
analyses as the best way to avoid biases, in order to evaluate our
method, herewe present resultswith the estimated redshift zest as the
Maximum a Posteriori (MAP) redshift from the P(z) and applying
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Table 2. Experiment parameters and summary of results for the simulated SKA observations. Srefrms refers to the survey sensitivity at ν = 1 GHz and is provided
for heuristic comparison purposes only.
Experiment z range Srefrms [µJy] Selection ftot N5k ηH ηB η3σ
SKA1-MID Band 1 0.35 - 3.06 315 ln(B) > 0 0.18% 7.32 × 104 0.021 0.013 0.016
SKA1-MID Band 2 0.00 - 0.49 187 ln(B) > 0 10.14% 1.73 × 106 0.013 0.005 0.011
a cut to our sample based on the B, in order to remove spurious fits
to noise features.
We define Nband as the number of input sources from the S3-HI
catalogue which have their H i 21-cm emission line redshifted into
the relevant observing band. Using this cut and zest we calculate
the ftot fraction of these sources which have their redshift recovered
by each method. We also calculate the number of sources these
fractions correspond to when applied to the fiducial 5000 deg2
continuum cosmology survey:
N5k = ftotN
cont
band, (9)
where Ncontband is the number of sources in the continuum survey
which have H i 21-cm lines redshifted into the relevant observing
band. This N5k is then the number of redshifts a given method may
be expected to provide.
5.2 Catastrophic outliers
From the full posterior P(z) distribution for each source, we calcu-
late a number ofmetrics for redshift quality, quantifying the distance
between zest and the true redshift ztrue. Two are ‘catastrophic outlier
fractions’:
η = Nout/Nband, (10)
where Nband is the total number of sources which have lines red-
shifted into the relevant observing band, and Nout is the number
of these sources with redshift estimates far enough from the true
redshift to be classified as outliers.
We use two classifications of outliers, with the first given by
Table 2 of Hoyle et al. (2015) as the number of redshift estimates
with: zest − ztrue1 + ztrue
 > 0.15, (11)
the outlier fraction for which we refer to as ηH. The second is given
by Bernstein & Huterer (2010) as redshift estimates with:ln 1 + zest1 + ztrue
 > 0.2, (12)
the outlier fraction for which we refer to as ηB. Typical catastrophic
outlier fractions defined in this way for photometric redshift esti-
mators using optical and near-IR data are ∼ 2 per cent and outlier
fractions for our method are shown as a function of the B cut in
Fig. 2. We also show in Table 2 the fraction η3σ , for which Nout
is given by the number of lines for which ztrue is outside of the
Credible Interval containing 99 per cent of the posterior probability
mass, equivalent to being outside of the 3σ region of a Gaussian
likelihood (the appearance of this line in Fig. 2 is due to low ab-
solute numbers of sources making up the curves). Fig. 2 shows the
completeness (detected fraction, right axes) and purity (1 − η, left
axes) for the Band 1 and 2 surveys described above as a function of
the Bayes factor B used to cut the sample. As can be seen, detection
fractions ftot, are relatively low at ∼ 0.25 per cent for Band 1 and
∼ 10 per cent for Band 2, reflecting the low sensitivity of SKA1-
MID to the relatively faint H i signal in these redshift ranges. We
chose ln(B) > 0 as a fiducial cut, and present results below for this
sample.
We also perform 1000 realisations of Band 1 and 1000 real-
isations of Band 2 data containing no signal and only noise, and
again attempt to fit a six parameter double horn profile to the data.
This allows us to quantify the effect of spurious detections when
continuum detected galaxies have their 21-cm line redshifted out-
side of the relevant observing band. We find that, out of the 2000
noise-only realisations simulated across both bands, only 22 (all in
Band 2) have a value for the Bayesian evidence favouring the signal
model over the noise model, with our fiducial cut of ln(B) > 0.
5.3 Redshift estimates
The left and right panels of Fig. 4 shows two dimensional histograms
of zest against ztrue for the ln(B) > 0 sample in SKA1-MID Bands
1 and 2 respectively, with the summary statistics also presented
in Table 2 and four examples of marginalised P(z) distributions
shown in Fig. 3. Good redshift recovery can be seen for the ma-
jority of sources included after the ln(B) > 0 cut, with relatively
few outliers. Redshifts are well recovered across Band 2, but are
extremely few above z ∼ 1 in Band 1. In Fig. 5 we show one
dimensional histograms of the estimated redshifts of the sources
recovered by our method with the ln(B) > 0 cut, along with the true
redshift distribution of these sources, showing excellent agreement.
For reference, we also cut our simulated sample with SNRvel > 5
and SNRvel > 10 as performed in Yahya et al. (2015) and San-
tos et al. (2015) respectively for their cosmological forecasts and
display the redshift range of the resulting sample. The ln(B) > 0
and SNRvel > 5 samples share highly similar redshift distributions,
even if the exact set of objects selected by the two cuts are not
the same, as discussed in Section 5.4. It should be noted that the
Yahya et al. (2015) and Santos et al. (2015) studies were performed
before the re-baselining of SKA1-MID, which resulted in signif-
icant changes to the sensitivity curves of both Band 1 and Band
2, meaning they are not directly comparable to the samples pre-
sented there (though see Bull 2016, for forecasts using the SNRvel
detection method with the re-baselined telescope). These previous
studies also allowed H i line emission to be found for all sources
in the S3-HI sample, without requiring the continuum detection we
implement via Eq. (7), which would require blind line finding in the
full spatial and spectral resolution data cubes emanating from the
telescope. If continuum selection is used, we estimate data volumes
may be decreased from 100 TB for a single pointing (3600 × 3600
spatial pixels covering 1 deg2 over 10000 frequency channels) for
the full cube to 0.075 TB per pointing for one dimensional, 10000
frequency channel data vectors for all of the 2.7 galaxies per square
arcminute.
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Figure 2. Fractions of line estimates which are far enough from the true redshift to be classified as outliers (coloured lines, left axes, with the three different
outlier definitions from Section 5.2) and detected fractions (bold black line, right axes) of objects with a line redshifted into the band for the Band 1 and Band
2 surveys, as a function of the Bayes factor cut applied to the fitted sample. We adopt a fiducial cut of ln(B) > 0 in the results presented below.
Figure 3. Example P(z) for four lines within our catalogue, showing the
good performance with small O(10−3) redshift uncertainties even for low
Bayes factors.
5.4 Relation to SNR definitions
Fig. 6 shows the relation between two measures of significance
of line redshift detection: both the recovered Bayes factor B and
the SNRvel definition. Whilst a correlation can be seen between
the two measures of detection significance, there are important
differences. The two dashed lines mark the fiducial cuts for the two
approaches: the vertical line for SNRvel > 5 and the horizontal
line for ln(B) > 0. These two cuts select two different populations
in detail; the upper right quandrant is selected by both methods,
the upper left by only the ln(B) > 0 cut, the lower right by only the
SNRvel > 5 and the lower left quadrant by neither.We note that with
a real H i line detection technique, an SNR cut even of 10 does not
guarantee detection nor preclude detection of galaxies well below
the threshold. In Fig. 7 we show two examples of SNRvel = 5 lines
with representative noise for the Band 2 survey.Whilst both of these
lines have the same SNRvel, the narrower, taller line is significantly
detected, with ln(B) = 4.7 whilst the shorter, broader line is not,
having only ln(B) = −2.6.
We stress that the results presented here are highly robust, com-
ing from a full simulation of the relevant data and actual application
of the detection methods, rather than simply calculating Eq. (8) for
the input catalogue and applying a cut, a procedure which will not
model the real recovery rate and issues such as outliers and false de-
tections. We therefore believe that the sample selected by ln(B) > 0
is much closer to the set of galaxies with H i redshifts which will be
truly detectable with SKA1-MID.
6 EXTENSIONS AND IMPROVEMENTS
The method we have presented here fits a six parameter model
with broad, uninformative priors to the one dimensional data sets
considered. However, a less conservative and more constraining
approach changing the priors in Table 1 to be more informative
could bewell-motivated.On a catalogue level, the results of previous
surveys could be used as priors on e.g. the redshift distribution and
luminosity functions of the sources, taking the form of non-uniform
priors on v0 and Ψobs parameters.
More informative priors could also be used individually for
each source from auxiliary data. In particular, the continuum size,
shape, flux, orientation and velocity dispersion are all correlated
with, and can be used to form useful priors on, the parameters de-
scribing the H i line profile for the source. For resolved sources,
morphology information could also be used; for example in con-
straining more parameters in the line profiles such as asymmetric
heights between the two horn peaks (as may be expected for sources
with irregular shapes). Model extensions could also allow for mit-
igation of Radio Frequency Interference (RFI) contamination of
the spectra, for example by allowing Bayesian model comparison
between RFI feature models and the emission line profile.
Further extensions could also be made to the six parameter
model, allowing for inclusion of an un-subtracted continuum flux
or more complicated emission line profiles (e.g. the Busy func-
tion of Westmeier et al. 2014) using only a small number of extra
parameters in the fit.
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Figure 4. Two dimensional histogram of estimated vs true redshift for Band 1 (left) and Band 2 (right) of SKA1-MID, showing the differing recovered redshift
distributions and presence of catastrophic outliers. η are outlier fractions as defined in the text, ftot is the fraction of galaxies with lines redshifted into the band
which have a redshift recovered and N5k is the number of continuum galaxies in a 5000 deg2 survey this would represent.
Figure 5. Redshift distributions of the ln(B) > 0 and SNRvel > 5 samples, along with the true redshift distribution for the ln(B) > 0 sample, showing the good
recovery of the input distributions.
Additionally, in the event of confused sources, Bayesian model
selection could be used to determine the optimal number of sources
and disentangle the confused signals.
The choice of radio continuum sources as the source of position
information is not unique. For instance, one could instead choose
position priors from surveys at optical wavelengths, such as Euclid
or LSST, and perform emission line fits to the data at these locations,
potentially providing spectroscopic-like redshifts from the radio
data. This has the potential to be extremely effective with the advent
of the full SKA (SKA2), which is expected to have up to 10 times
the sensitivity of SKA1 – the optimistic scenario for SKA2 in Yahya
et al. (2015) containing the same numbers of spectroscopic sources
as a Euclid imaging survey up to z ∼ 2.
As well as source redshifts, our results can also provide full
posterior probability distributions for other parameters which are
derived from the shape of the emission line, such as the H imass of
galaxies – a highly important quantity in studies of the star formation
and galaxy evolution across cosmic time.
7 CONCLUSIONS
We have investigated the ability of Bayesian model fitting of H i 21-
cm line emission to provide redshifts for galaxies in radio continuum
surveys. We use the continuum detection of a galaxy to provide its
sky location and fit a six parameter model to the resulting one
dimensional data set.
When this redshift estimation method is applied to simulations
of SKA1-MID observations and a cut, on the Bayesian evidence ra-
tio between signal and noise models, of ln(B) > 0 applied, we find
that wemay recover redshifts with good confidence ln(B) > 0 for up
to 10.14 per cent of low-redshift objects using observingBand 2, and
up to 0.18 per cent of high-redshift objects using observing Band
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Figure 6. The Bayesian evidence ratio for true detection of the presence of a line B and the SNRvel (Equation 8) for each source in Band 1 (left) and Band
2 (right). The colour scale shows the true redshift of the sources, and the horizontal and vertical lines represent the fiducial ln(B) > 0 and SNRvel > 5 cuts
respectively. Note that there are populations of sources included that pass the SNR cut, but are not detected by our method, even if the redshift distributions
in Fig. 5 appear the same, and that only sources passing the continuum detection threshold Eq. (7) and with SNRvel > 1 are shown. The Bayesian method
presented in this paper is a true detection method and so should more closely reflect the population available in SKA1-MID surveys. See Fig. 7 for an illustration
of how lines with the same SNR may differ in whether or not they are detected.
Figure 7. Example H i emission line data from our catalogue, with input
line shapes plotted with representative SKA1-MID noise. Both lines in this
figure have SNRvel = 5 but the narrower, taller line is classed as detectable
by our method but the shorter, wider line is not.
1. When compared to the previous SNRvel > 5 selection of Yahya
et al. (2015) we recover similar objects in terms of their number and
redshift distribution, but our selection represents a significant im-
provement in sophistication: performing full data level simulations
and attempting to recover the line profiles, rather than simply calcu-
lating an estimated SNR from simulated intrinsic source properties.
Our method also has the significant advantage of providing a full
P(z) and detection significance B for each source, which may be
coherently folded in to cosmological parameter estimation analyses
and other analyses such as estimation of galaxy formation histories
via the H i mass function.
This allows a firm quantification to be made on the numbers
of redshifts which will be available for continuum selected sources
from SKA1-MID using only the radio data, giving insight into
the extent of the reliance on cross-matched catalogues in other
wavebands to obtain source redshifts. This should place current
SKA cosmology forecasts on firmer footing and potentially allow
for improvement. The performance of our redshift estimator could
also inform the design of SKAdata processing strategies, potentially
allowing larger bandwidths and higher frequency resolutions, since
the use of a continuum prior on source location obviates the need
for blind finding of sources in extremely large three dimensional
(spatial and spectral) data cubes.
Here we have only considered the improvement for the first
phase of the SKA (SKA1) but the full SKA (SKA2) should present
even more opportunities. With the correct bandwidth, large and
fast surveys with SKA2 could potentially become a redshift ma-
chine providing posterior P(z) for Euclid and LSST sources (the
continuum prior information need not come from a radio survey),
circumventing many of the systematics of photometric redshifts
which may otherwise limit their cosmological constraints.
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APPENDIX A: SKA1-MID NOISE PROFILES
The mid-frequency dish array of phase 1 of the Square Kilometre
Array (SKA1-MID) is currently still under design, meaning the
exact noise properties of the telescope are still somewhat uncertain.
For this work we make use of the most recent noise curves publicly
available (Figure 8 of Dewdney 2016, with equations provided by
Robert Braun in private communication), on the understanding they
are likely to be representative of the true performance. We model
the receiver temperatures (in Kelvin) for SKA1-MID Band 1 and
Band 2 with frequency (ν in GHz) dependencies:
TB1rcv = 11 + 3
(
ν − 0.35
1.05 − 0.35
)
(A1)
and:
TB2rcv = 8.2 + 0.7
(
ν − 0.95
1.75 − 0.95
)
. (A2)
To calculate the system temperaturewe also use the sky temperature:
Tsky =20
(
0.408
ν
)2.75
+ 2.73
+ 288
[
0.005 + 0.1314 exp(8 × 10ν−22.23)
]
, (A3)
spillover temperature:
Tspl = 4 (A4)
and the ground temperature:
Tgnd = 300, (A5)
withTsys = Trcv+Tsky+Tspl.We also calculate the antenna efficiency
as a function of frequency, from the dish diameter Ddsh:
η = η0 − 70
(
c
Ddshν × 109
)2
− 0.36
( |ν − 1.6|
24 − 1.6
)0.6
(A6)
giving the effective area for the combined number of Nant dishes:
Aeff = Nantηpi0.25D2dsh (A7)
and the resultant System Equivalent Flux Density:
SEFD = 2kB
Tsys
Aeff
. (A8)
Fig. A1 shows the resultant Aeff/Tsys from this recipe, with Nant =
190 and Ddsh = 15 m for the two SKA1-MID observing bands
considered in the paper. These may then be used to calculate a noise
rms:
Srms = 260 µJy
(
Tsys
20 K
) (
25, 000 m2
Aeff
) (
0.01 MHz
δν
)1/2 ( 1 h
tp
)1/2
(A9)
where δν is the frequency channel width and tp the pointing time
(which we assume to be 1.76 hours as in Yahya et al. 2015).
This paper has been typeset from a TEX/LATEX file prepared by the author.
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Figure A1. The Aeff/Tsys for the two SKA1-MID observing bands used in
this paper.
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