In this brief, I study the finite and infinite nonlinear discrete time optimal control. The quadratic control problem for nonlinear case can be solved with different methods such as: linearization of the system model around each operation point or some different methods, where should be used an on-line parameter identification algorithm. In this paper, I study some properties of these algorithms in order to improve the control efficiency of the nonlinear process control. In this paper, I supposed the all states are accessible, so there is not necessary any state estimation algorithm for the implementation of the proposed optimal control (LQR -Linear Quadratic Regulators) methods.
Introduction
Currently in the technical literature, numerous techniques exist for the control algorithms for nonlinear systems. In this paper, I formulate the optimal control problem just in discrete-time, but many continuous-time problems can also be solved after discretization. For many nonlinear control applications is becoming important to find controls that minimize a performance function criteria the cost function. In the case of systems with linear dynamics, having quadratic function criteria, the resulting optimization problem is a quadratic program. This algorithm is the known optimal control problem: Linear Quadratic Regulator (LQR). The LQR approach is the application of this theory for LTI (Linear Time Invariant) and LPV (Linear Parameter Varying) systems. The method can be applied to the optimal control of continuous time systems and also for discrete time systems. The first is important for study of the specified control
Theoretical approach
The optimal LQR control theory can be deduced directly from the discrete time state space representation of the plant model system: matrices (in some case these matrices are also time variant matrices). The optimization problem can be solved using the Hamilton-Jacobi-Bellman equations [1] , [8] . In this paper, I present just the results of these deductions [2] . Hereinafter the tracking control algorithm will be presented in two cases, with finite and infinite horizon. 
The quadratic tracking control for discrete time linear systems
The DLQR method was developed for the discrete time linear systems [5] . The general form of the linear mathematical model is formulated as:
The final conditions are
The Pk is the discrete Riccati matrix.
-If the system is LTI and assuming that, (6) In this case, the computational relationships are given by the following expressions:
These relations can be used successfully only if the controlled system is characterized by linear mathematical model. 
The quadratic tracking control for discrete time nonlinear systems
The presented discrete time LQR algorithms (finite and infinite horizon versions) can be applied only if the system model is linear LTI or for some LPV (Linear Parameter Varying) systems. If we want to use the presented results for the nonlinear optimal control, there are several possibilities [7] . If the plant is characterized by a known nonlinear mathematical model with known parameters, than we can make the linearization of this mathematical model in each operation point. If the known system model is given in a special difference equation form, the SDRE (State Dependent Riccati Equation) approach can be used for optimal control. In many cases, the model structure is given, but the model parameters are unknown. In this case, we can use the adaptive control theory. If the model system is "linear in parameters", we can implement a nonlinear parameter identification algorithm. So long as there is not known aught the mathematical model structure, can be used the black-box model identification.
A. Nonlinear Optimal control in case of known parameters discrete model a1) Linearization around each operation point
The nonlinear optimal control methods usually involve Jacobian linearization of the system model around each operation point. The discrete mathematical model and the parameters are known and the nonlinear functions are continuous. The linearized matrices can be computed by the following relations [2] : The derivative quantities can be numerical approximated with the general form of the perturbation method
This linear approximation of the model may introduce errors, especially if the states are far from the equilibrium point and may also appear some stability problems (local stability of the original nonlinear system) [9] .
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a2) Discrete time SDRE method
The SDRE method is a relatively new technique in nonlinear optimal control, and it offers flexible design using existing linear control algorithms [3] . The nonlinear model is given by the following difference equations:
are state dependent matrices [4] . This approach can be applied only to non-zero states and the optimality of the solution depends on the form of the (10) and the controllability of the (Φ(xk), Γ(xk)) pair.
B. Nonlinear Optimal control in case of discrete time model with unknown parameters
In this case, we have to use the on-line (recursive) identification method, so we have to transform the model in the corresponding recursive form [5] .
The on-line Least Square Estimation (LSE) algorithm is characterized by the following steps:
where ) ( k  is the estimation error, Ke is the estimation gain vector, k P the covariance matrix, λ the forgetting factor and k ~is the estimated parameter vector. This is one recursive algorithm, so we have to make some initialization first. There have to choose the initial value of the parameter vector θ0 and the initial value of the covariance matrix P0
b1). Method for the model "linear in parameters"
For this method, we have known the structure of the model, and this model we have to transform in the following form:
where the yk is the measured output or state vector, the θ is the unknown parameter vector and XU is a measurements vector what might contain nonlinear relationships also.
b2). "Black box" model identification
If the controlled model is unknown, than we consider the general form of the LPV state space model (3) and transform it in the following form:
This form already allows us to apply the estimation algorithm described above.
The success of the presented two methods is depending on the initial values at the identification algorithm and also is depend on the perturbation signal properties.
Numerical example
In this section, I am testing the presented algorithms presented for a simple theoretical nonlinear system. The following nonlinear discrete time model characterizes the investigated nonlinear system:
This is one nonlinear single input and single output system with two number of states (m=1, p=1, n=2). The real value of the parameters are a1=-1, a2=0.01, a3=1 and b=1.
The following abbreviations were used to refer to the presented nonlinear optimal control methods: -L1 linearization around each operation point method; -L2 linearization using the SDRE approach method; -E1 linear parameter estimation of the discrete time linear model; -E2 nonlinear parameter identification and linearization. The nonlinear discrete time model can be transformed in the following form
this form can be used to the SDRE method (L2).
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For the linear parameter estimation method (E1) the discrete time model which parameters will be estimated has the following form:
where θ is the unknown parameter vector with (n+m) x n dimensions. For the nonlinear parameter identification method (E2), the corresponding form of the "linear in parameters" model is the following:
where θ is also the unknown parameters vector, but in this case its dimension is
The nl is the number of the nonlinear terms.
In all examples, the simulations have been made in the similar conditions and I used the parameters illustrated in Table 1 . The reference signal and the controlled output signals obtained by the presented methods are presented in Fig. 1 and the corresponding control signals in Fig. 2 . There can be observed that the first (L1) and second (L2) methods have almost similar results. For the other methods (E1 and E2) the results are worse because they use one parameter estimation algorithm and there is necessary some initial value. However, the advantages of these methods (E1 and E2) will be apparent when the parameters of the controlled system are time variant values. The Fig.3 shows such a case where the system parameters change at time (10 sec). It can be noticed that in the first two cases (L1 and L2), the control algorithm can not eliminate this perturbation (the errors value are constant). In the last cases (E1 and E2) the tracking error is reduced step by step. we are working with a finite horizon. If the value of the horizon is small, then the efficiency of the control is also significantly weaker.
Conclusion
In present paper, I study the theoretical approach of the nonlinear optimal control with different methods. In every cases there were analyzed the implementation method and their characteristics. For comparison of this nonlinear optimal control has been made one numerical simulation also for constant-parameter nonlinear system and also for one time varying nonlinear system
