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Abstract
Plant breeding is an activity aimed to assess which genotype is the best within a population 
of new genotypes. If the soil were completely homogeneous, a breeder could easily detect the 
best plants from a field experiment, but even the apparently most homogeneous soil has a consi-
derable degree of heterogeneity. To cope with this inconvenience a branch of statistics has been 
developed: the design of experiments. The simplest experimental design is the completely ran-
dom design, which is appropriate when there are no sources of variation other than treatment 
effects. However, in many cases we have to use more complex designs like randomized complete 
blocks, factorial designs, latin squares, split plots, spatial designs, etc. In all cases, we must pick 
the design that minimizes experimental error, with heterogeneity of soil in the case of agricultural 
experiments being one of the main causes, if not the main, that influences its magnitude.
Resumen
La mejora genética vegetal tiene como objetivo detectar el mejor genotipo en una población 
de genotipos nuevos. Si el suelo fuera completamente homogéneo, el mejorador detectaría fácil-
mente las mejores plantas en un experimento de campo, pero incluso el suelo que aparentemente 
es homogéneo, tiene una heterogeneidad considerable. Para resolver estos problemas se ha desa-
rrollado una rama de la estadística que es el diseño de experimentos. El diseño más simple es el 
diseño completamente aleatorizado, apropiado para aquellos casos en los que los efectos de los 
tratamientos son las únicas fuentes de variación. Sin embargo, en muchos casos hay que usar 
diseños más complejos como el de bloques completos al azar, diseños factoriales, cuadrados lati-
nos, parcelas divididas, diseños espaciales, etc. En todos los casos hay que elegir el diseño que 
minimiza el error experimental, En el caso de los experimentos agrícolas la heterogeneidad del 
suelo es seguramente la principal causa que influye sobre la magnitud del error experimental.
Introduction
The 68th UN General Assembly declared 2015 the International Year of Soils. Plants, 
which are cultivated or managed to obtained food, feed, fiber, fuel, and medicinal products, 
grow on soils of widely different properties. Plant geneticists have tried for long to assess 
the relative importance of heredity and environment on the performance of a genotype. 
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In many textbooks on genetics we find the expression:
P = G + E
(1)
where P is the phenotype, G the genotype, and E the effect of environment. Phenotype and 
genotype are two concepts that any student of genetics learn just at the beginning of her/his 
training. But, what is environment? For a crop, we can say that the environment consists of 
two parts: the soil, where the roots penetrate to get nutrients and physical support, and the air, 
where the stems, leaves, and flowers develop. The aerial environment is subjected to conti-
nuous changes and constitutes the specific climate of a place.
Inbred lines of maize showing different kinds of kernel color, ear size and 
shape, type of kernels, etc.
The main goal of a breeding program is to 
detect superior genotypes. However, what the 
breeder sees and selects in the field are phe-
notypes. An objective is, then, to make the 
phenotype equal to the genotype as much as 
possible or, in other words, to make E = 0 in 
Eq. (1). Therefore, we see the great impor-
tance of soil in plant breeding. In what follows 
we forget the climate and give a glance to the 
methods breeders and statisticians have deve-
loped to minimize the effect of soil.
Plant breeding is basically, then, an activity aimed to assess which genotype is the best 
within a population of new genotypes. For this, the breeder plans experiments that can encom-
pass open field, greenhouses, growth chambers, etc. In the case of field experiments, if the soil 
were completely homogeneous, a breeder could easily detect the best plants, but we do know 
that, unfortunately, even the apparently most homogeneous soil has a considerable degree of 
heterogeneity. To cope with this inconvenience a branch of statistics has been developed: the 
design of experiments. In what follows, I will expound the basis of this discipline. Needless to 
say, it will be a very brief summary. Those who want to deepen into the subject have at their 
disposal many good textbooks where they can get a complete vision of the matter. A classi-
cal text is Cochran and Cox (1957). Despite its antiquity, this text is reprinted continuously 
because it admirably expounds all the fundamentals of the theory of experimental design as 
well as a clear description of the classical designs. For a description of ulterior developments, 
you can check Kempton and Fox (1997). A modern approach to the application of modern 
methods like mixed models and generalized mixed models can be found in Gbur et al. (2012). 
In Spanish, Moreno-González y Campo (2012) gives a full revision of the present state-of-the-
art, including the SAS code for practically all the usual designs.
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Soil heterogeneity
It is obvious that the degree of soil uniformity in the place where the experiment is carried 
out influences the precision in the detection of differences between genotypes. Not only soils 
vary from one part of the world to another, but in any piece of land, even in small ones, con-
siderable variations occur. These variations are the main source of experimental error in field 
experiments and introduce a great degree of uncertainty into our evaluations of differences 
between genotypes.
Variability in field experiments is due to two causes: genetic differences between varieties and 
differences among plots treated alike in a replication. Fischer (1951) called experimental error to 
the failure of plots treated alike to perform similarly. The components of soil heterogeneity that 
produce yield differences between plots within a replication are randomized, whereas the compo-
nents that produce yield differences between replicates are removed from the experimental error. 
In other word, the experimental error is the variation from random sampling (LeClerg, 1966).
Control of experimental error may be achieved through (Steel and Torrie, 1980):
1. Experimental design 
2. The use of concomitant observations 
3. The choice and shape of the experimental units
In what follows, I shall deal only with the first of these items, i.e. experimental design.
Some definitions are in order. First of all, what is an experiment? Steel and Torrie (1980) 
define an experiment as a planned inquiry to obtain new facts or to confirm or deny the results 
of previous experiments, where such inquiry will aid in an administrative decision, such as rec-
ommending a variety, procedure, or pesticide. A treatment is a procedure whose effect is to be 
measured and compared with other treatments; an experimental unit is the unit of material to 
which one application of a treatment is applied. When the effect of a treatment is measured, it 
is measured on a sampling unit, which is some fraction of the experimental unit
Hinkelman and Kempthorne (2008) list three types of experiments:
a) Type I: The observations of an assumed constant. Examples are the measurements of the 
velocity of light, the mass of an electron, the gravitational constant…
b) Type II: The measurements of a property of a population the numbers of which have varia-
bility. Examples are the average income of the populations of families in a country, the ave-
rage age of cars using the roads of a country…
c) Type III. This type is best exemplified by biological examples, although the same considera-
tions arise throughout all technology, including engineering and agriculture. Suppose we wish 
to develop a diet to promote growth in children two-years old. We know from observation and 
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experience that children grow at various rates. We quantify growth by measuring height at two 
years and three years of age. We know that growth is a very variable process so some children 
grow very little from age two to three while others grow a lot. The variable we are trying to 
understand and modify is height gain from age two to three, so we run an experiment comparing 
the diets that we judge to merit consideration. The Type III experiments are commonly called 
comparative experiments because the experimenter is comparing several treatments. These 
comparative experiments are the experiments we customarily use in experimental sciences.
The completely random design
The simplest experimental design is the completely random design. Let us suppose we want 
to measure the effect of several products that, according to vendors, when applied to the soil 
before planting, boost the growth of maize in the initial stages. We have five different products 
(h1, ha, hx, m4, and zc) and to test them, we apply each of them to four pots of maize. To min-
imize the effect of the genotype and the soil, we pick a maize single cross and fill up the pots 
with the same amount of the same soil. The trait we measure is the height (expressed in centi-
meters) of maize plants six weeks after planting and the treatments are the different brands of 
the product. We obtain the data presented in table 1.
Table 1. Growth of maize plants (cm) at six weeks after planting after the application to the soil of Àve diffe-
rent products before seeding.
Brand
Totalh1 ha hx m4 zc
38.4 52.1 38.1 39.9 43.9
35.0 52.9 43.4 46.7 44.1
39.4 50.0 40.9 42.6 34.8
38.8 50.8 41.7 40.7 31.4
∑ 151.6 205.8 164.1 169.9 154.2 G = 845.6
The basic tool to analyze these data is the technique known as analysis of variance, com-
monly abbreviated as ANOVA.
The computations for ANOVA are as follows. First, sum the four pots for each product 
(each treatment), which form the row labeled ∑. The sum of these five ∑ is the grand total (G). 
Then, we compute the correction term C = G² ⁄ N, N being the number of experimental units, 
i.e. the number of pots in our case.
C = G² ⁄ N = (845.6)² ⁄ 20 = 35,751.9680
Next, we compute the total sum of squares, the treatment sum of squares, and the error sum 
of squares.
Total SS = (38.4)² + (35.0)² + … + (31.4)² − C = 658.8920
Treatment SS = {[(151.6)² + (205.8)² + … + (154.2)²] ⁄ 4} − C = 475.1970
Error SS = Total SS − Treatment SS = 183.6950
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Mean squares (MS) are computed dividing each sum of squares by the corresponding 
degrees of freedom. We are interested in the variation due to treatments as compared to error; 
for this reason, the total mean square is not normally computed.
F = Treatment MS ⁄ Error MS
The results of ANOVA are usually presented in a table as table 2.
Table 2. Analysis of variance for data in table 1.
Source of variation df Sum of squares Mean squares           F
Treatments 4 475.1970 118.7993 9.70**
Error 15 183.6950 12.2463
Total 19 658.8920
“df” is the number of degrees of freedom, calculated as the number of items minus 1. There are 
5 treatments, so there are 4 df for treatments; there are 20 observations (pots in this case), so there 
are 19 df for the total. The number of degrees of freedom for error is computed as a difference.
What is the meaning of ANOVA? The error mean square is a measure of experimental error. 
It measures the variation due to randomness, in other words to uncontrolled causes. We com-
pare the variation due to the factor we introduce, i.e. due to treatments, with the variation due 
to uncontrolled causes by computing the F value. If F equals 1, it means that the variation due 
to treatments is the same as the variation due to natural causes and then we conclude that all 
the treatments produce the same effect on growing of plants. When F is large, we conclude that 
the variation due to treatments is much greater than the natural variation, so there are signifi-
cant differences between treatments. For knowing the significance of F we compare the value 
got from ANOVA (9.70 in our case) with the tabulated data for 4 (treatments) and 15 (error) 
degrees of freedom (see, for instance, the table for the F statistic in Cochran and Cox, 1957) to 
decide if there are differences between treatments. The tabular F values from 4 and 15 degrees 
of freedom are 3.06 and 4.89 at the 0.05 and 0.01 probability levels, respectively. Since our 
calculated F exceeds 1 percent tabular F, we conclude that the experiment gives us evidence 
of real differences among treatments and we say that differences are highly significant. If our 
F exceeds 5 percent tabular value, but not the 1 percent value, we say that differences among 
treatments exist, but now they are only significant.
The next step in the analysis is to calculate the means of the treatments and try to ascertain 
which are different and which are equal. To compare the means among them there are many proce-
dures. The simplest, and one of the soundest, is to compute the least significant difference (LSD):
LSD = t · sd
where t is the tabulated t value (see, for instance, the table of t in Cochran and Cox, 1957) for 
the error degrees of freedom and sd is the standard error of a difference between treatment means:
r = number of replications of each treatment, i.e. in this case the number of pots of each treatment.
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We can use the t for a probability of either 5% or 1%. We decide to use the value for 5%, so 
LSD = (2.131) (2.4745) = 5.27. Two means that differ by more than the LSD value are declared 
to be different. A usual way of showing the results is in a table as the following table 3:
Table 3. Means of maize plants (cm) at six weeks after planting after the application to the soil 







Two means followed by the same letter are not statistically different at the 5% probability level.
Field showing experimental plots of maize.
We see, then, that the product labeled ha brings about a higher growth on maize than the 
other products.
A further statistic is the coefficient of variation (CV):
with E being the error mean square (12.2463 in this case) and M the general mean, i.e. in 
our case 845.6 ⁄ 20 = 42.28 cm.
A high CV indicates that the experiment is little precise. However, which values of CV 
may be considered high and which low? This depends of the trait being studied and the accu-
mulated experience on that trait. As a rule of thumb, CV’s lesser than 5% are very good, with 
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10% being a frontier that should not be exceeded. Anyhow, there are traits that have usually 
coefficients of variation higher than 10%. But at any case, those figures of 5 and 10% are safe 
enough for most cases.
So far the fundamentals of ANOVA. To get the flavor of the analysis of variance let us make 
a change in our data. Let us suppose that somebody made a mistake reading the datum from the 
fourth pot of h1. The person that took the data in the glasshouse wrote “38.8”, but the “3” was 
not clearly written and the worker that passed the data to the computer read instead “88.8”. The 
ANOVA in this case is shown in table 4.
Table 4. Analysis of variance for data in table 1 with a mistake in one datum.
Source of variation df Sum of squares Mean squares F
Treatments 4 537.1970 134.2993 0.94
Error 15 2148.6950 143.2463
Total 19 2685.8920
Mean squares are measures of variation. Thus, we see that now treatments are more vari-
able (134.2993 compared to 118.7993 before the mistake), but where the change is more 
dramatic is in the mean squares for error: after the mistake, it has a value of 143.2463 com-
pared to 12.2463 with the correct data! Consequently, the F test is not significant (it is even 
less than 1) and we cannot detect differences between the means as we can see from table 5. 
We may also give a glance to the coefficient of variation and check that has risen to a high 
value (26.7%).
Table 5. Means of maize plants (cm) at six weeks after planting for Àve different products applied before 







Two means followed by the same letter are not statistically different at the 5% probability level.
An obvious conclusion is that accuracy in taking and recording data is of paramount impor-
tance. We can also observe that heterogeneity of plots (pots in this case) implies more exper-
imental error and so more difficulty for detecting real differences. Then, the importance of 
looking for pieces of land as much homogeneous as possible.
To deep further on the influence of soil heterogeneity on the precision of an experiment 
the reader may carry out a little exercise. Suppose that the pots are filled with soil com-
pletely homogeneous and consequently we get plants for each pot within each product that 
are the same height. That is, the height of the four pots treated with brand h1 is, for instance, 
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38.4 cm, the height of the four pots treated with brand ha is 52.1, and so on. You will see that 
the sum of squares for error is zero: all the variation is due to the differences between treat-
ments. Consequently, the F value equals infinity and all the means are significantly different.
Other designs
The experiment we have described so far supposes that the pots are placed randomly in the 
greenhouse. This design, i.e. the completely random design, is in order when we think that there are 
no sources of variation other than treatment effects. However, suppose that you grow the plants in 
the field. Experience has shown that practically all soils have gradients of fertility and consequently 
adjacent plots tend to be more alike in response than plots some distance apart. The first design 
we will consider is the randomized complete block design. This design may be used when we can 
meaningfully group the experimental units and the number of units in a group is equal to the number 
of treatments. Each group is called a block. As each block contains an instance of each treatment, 
each block is a replication. Needless to say, treatments must be allotted in a random way within 
each block. This design is easy to analyze, powerful, and quite appropriate in many situations
Reaching this point many a reader would have thought that to pick only a single cross for 
the experiment limits a lot the validity of our conclusions. It is obvious that all species have a 
lot of variation and maize is not an exception. Would other genotypes of maize respond in the 
same way? Of course not. Or, at least, we cannot assure such a conclusion. A better way for 
carrying out such an experiment would be to use different genotypes to test the validity of our 
conclusions. Maybe product ha will not be the best when acting in a different genetic back-
ground. The obvious conclusion is to apply the products to several different single crosses. 
We have added another factor (genotype) and have, consequently, a factorial experiment. In a 
factorial experiment the effects of several factors are investigated simultaneously; in our case 
the factors are brands of grow enhancer and genotypes. But we might suspect that climate 
should also influence the activity of the growth enhancer; consequently, we plan to carry out 
the experiment under different climatic conditions. In other words, we add another factor. A 
factorial experiment can include theoretically as many factors as we wish, but in practice, more 
than three o four factors make the experiment so big that it is impossible to manage.
As the number of treatments increases, the number of experimental units needed for a replica-
tion increases. This has lead to the development of designs where the complete block is subdivided 
into incomplete blocks such that each incomplete block contains only a portion of the treatments: 
these are incomplete block designs, like lattices (see Cochran and Cox, 1957) or augmented 
designs, like, for instance, Petersen’s augmented design (Petersen, 1985). The latter are frequently 
used in the preliminary stages of selection, when the plant breeder has a lot of genotypes to test.
There are many other designs, like latin squares, split plots, spatial designs, etc., that the 
interested reader may find in specialized texts. In all cases the important point to have in 
mind is that all the designs try to minimize the experimental error, being heterogeneity of 
soil in the case of agricultural experiments one of the main causes, if not the main, that influ-
ences its magnitude.
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