The design of local preconditioners to accelerate the convergence to a steady state for the compressible Euler equations has so far been solely based on eigenvalue analysis. However, numerical evidence exists that the eigenvector structure also has an in uence on the performance of preconditioners, and should therefore be included in the design process. In this paper, we present the mathematical framework for the eigenvector analysis of local preconditioners for the multi-dimensional Euler equations. The non-normality of the preconditioned system is crucial in determining the potential for transient ampli cation of perturbations. Several existing local preconditioners are shown to possess a highly nonnormal structure for low Mach numbers. This non-normality leads to signi cant robustness problems at stagnation points. A modi cation to these preconditioners which eliminates the non-normality is suggested, and numerical results are presented showing the marked improvement in robustness.
Introduction
Recently, several authors have investigated the possibility of locally preconditioning the Euler equations to accelerate convergence to a steady state 1, 2, 3, 4, 5] . A review of the current state of preconditioning was given by Turkel 6] . The essential idea of local preconditioning is to pre-multiply the spatial operator by a preconditioning matrix, P. Speci cally, we wish to solve the two-dimensional Euler equations which may be written, @U @t + A @U @x + B @U @y = 0; (1) where U is the state vector and A and B are matrices which depend on the local ow state. The preconditioned form of these equations is, @U @t + PA @U @x + PB @U @y = 0:
In the steady state, the solution remains unchanged as long as the preconditioner P is invertible.
Most previous preconditioning e orts have focused on manipulating the eigenvalues of the spatial operator. For example, Turkel 1] derives a family of preconditioners which reduces the spread of the wave speeds for pseudo-compressible and low Mach number compressible ows. In 2], van Leer et al derive a symmetric preconditioner for the two dimensional Euler equations which reduces the spread of the characteristic speeds across from (M + 1)= min(M; jM ? 1j) to 1= p 1 ? min(M 2 ; M ?2 ), where M is the Mach number. Lee 7] shows that this is the lowest ratio of characteristic speeds attainable using a symmetric preconditioner. For grid-aligned upwind schemes, Allmaras 5] nds that a block Jacobi preconditioner clusters the high frequency eigenmodes of the two dimensional Euler and Navier-Stokes discrete operator allowing the formulation of an e ective smoother for multigrid algorithms. Although the block Jacobi preconditioner does cluster the discrete high frequency modes, it does very little to reduce the spread of characteristic speeds for low frequency modes 7]. While these previous investigations have focused on altering the eigenvalues of the preconditioned system, recent evidence suggests that the eigenvectors must also play some role in determining the e ectiveness of a preconditioner 3, 6, 8] . The goal of this paper is to clarify the importance of eigenvectors in e ective preconditioner design. We concentrate on one particular problem, transient energy growth, that results from poorly conditioned eigenvectors. Due to the lack of eigenvector orthogonality, we show | theoretically as well as numerically | that small perturbations in a linearized evolution problem can be signi cantly ampli ed over short time scales, while the long time or asymptotic behavior of the linearized system is governed by the eigenvalues. However, for practical applications to a nonlinear problem, this short time non-normal growth may completely alter the mean state such that the long time asymptotic behavior is never approached. As we demonstrate using nonlinear preconditioned Euler simulations, non-normal ampli cation does occur, and, in practice, results in a signi cant lack of robustness.
Our analysis of transient growth in non-normal preconditioned systems is based on the experiences with non-normal analysis in hydrodynamic stability 9, 10, 11, 12] . Speci cally, these e orts have shown that substantial perturbation energy growth can occur over short time scales for incompressible shear ows in which all eigenmodes are damped (i.e. the ow is subcritical). Similar techniques have also been applied to numerical algorithms to derive timestep restrictions which limit error ampli cation 13, 14, 15, 16] . A recent review of the subject has been given by Van Dorsselaer et al 17]. All of these results underscore the importance of considering more than just the eigenvalues in determining the stability of any evolution process.
A fundamental issue in the analysis of eigenvector orthogonality is the choice of dependent variables. This choice changes the eigenvector basis, and, therefore changes the results of any analysis. In this 1 paper, we have chosen to work with the Euler equations in symmetrizing variables. The symmetrizing variables are those variables for which the A and B matrices are symmetric. As we show, the symmetrizing variables are convenient for at least two reasons. First, in the symmetrizing variables, the unpreconditioned Euler equations do not have any transient growth because the eigenvectors are orthogonal. Thus, a preconditioner in the symmetrizing variables which preserves this property (or at least does not introduce signi cant non-orthogonality) should possess eigenvectors which are as well conditioned as the unpreconditioned Euler equations. Our second reason for choosing the symmetrizing variables is that non-dimensionalization (in particular by the reference velocity) does not alter the eigenvectors in this basis. This is not true for most other bases (such as the conserved variables) and therefore would signi cantly complicate the analysis.
In this paper, we consider only subsonic preconditioners. We limit our discussion to the subsonic regime because preconditioning in supersonic ow is generally more straightforward and because signi cant problems are known to still exist in current subsonic multi-dimensional preconditioners. In particular, many existing preconditioners exhibit severe robustness problems at stagnation points 18]. We show that the stagnation point problems are a result of eigenstructure non-orthogonality as the Mach number approaches zero; furthermore, by correcting the non-normality, the robustness problems can be eliminated.
Theory
Although the Euler equations provide the speci c examples in later sections, the basic concepts can be formulated in fairly general terms. Let us consider the initial value problem, du dt + iLu = 0;
(
where L is an N N matrix. The solution to this equation can be written very compactly using the matrix exponential as,
where exp(tL) = I + tL + t 2 2 L 2 + and u 0 is the initial condition. Assuming the spatial operator can be diagonalized, we can decompose L into, L = R R ?1 ;
where R is the eigenvector matrix with unit norm eigenvectors and = diag(! 1 ; : : : ; ! N ) is a diagonal matrix with the eigenvalues as its entries. The eigenmodes can be summed to give the solution to, Equation ( 
where r n are the right eigenvectors from the columns of R, and l H n are the left eigenvectors from the rows of R ?1 :
We de ne the total energy of a system using the vector L 2 -norm as, E = jjujj 2 = kuk 2 2 = u H u; and the matrix L 2 -norm is de ned as kLk = kLk 2 = max u kLuk for kuk = 1; 2 where the superscript H denotes the Hermitian of the vector or matrix. The maximum energy ampli cation, G(t), at a given instant in time for a unit norm initial condition is simply the norm of the matrix exponential, G(t) = sup jju 0 jj=1 jjujj = jj exp(?itL)jj; = jjR exp(?it )R ?1 jj:
The maximum energy ampli cation for all time may be de ned as,
and can be bounded by,
where (R) is the condition number of R de ned as (R) = kRk kR ?1 k, and ! max is the largest positive imaginary part of all eigenvalues. The lower bound of G max occurs at t = 0 for which G(t) = 1 by de nition. For the upper bound, the condition number of the eigenvector matrix scales the maximum possible energy growth. For a perfectly conditioned system, that is (R) = 1; the maximum energy ampli cation G max is bounded by sup t 0 j exp(! max t)j: A matrix, L, whose eigenvector matrix R satis es (R) = 1; is termed normal, and has orthogonal eigenvectors. Examples of normal matrices include symmetric and Hermitian matrices. For non-normal systems with (R) > 1; the larger the departure from eigenvector orthogonality, the larger the possible energy ampli cation.
Next, the evolution of the energy can be found, d dt jjujj 2 = d dt u H u; = ?iu H L ? L H u: (8) A fundamental result from this equation is that if L = L H , i.e. the matrix is Hermitian, the total energy remains unchanged. In the case of a real matrix, L must be symmetric to be energy preserving.
Thus, to insure that no transient ampli cation of energy occurs, the eigenvectors must be orthogonal. The right hand side of Equation (8) can be used to compute the maximum possible ampli cation rate over all unit norm initial conditions, dG dt t=0 + = 1
where max is the maximum eigenvalue of a matrix.
To illustrate the basic mechanism of the transient energy growth, it is useful to expand the energy in terms of the eigenmodes of L;
where v j = l H j u 0 and the superscript indicates the complex conjugate. If the eigenvectors are orthogonal, then r H j r k = jk ; otherwise, the eigenmodes couple and produce a transient change in the energy.
A simple demonstration of the eigenmode coupling and its relation to transient energy growth is given in the Appendix.
3
As shown above, the condition number gives a rst estimate of transient growth. Sharper estimates of the maximum transient ampli cation of energy can be derived using the resolvent norm de ned as, R(z) = k(zI + iL) ?1 k: For z 2 f?i! n g the matrix zI + iL is singular and the resolvent norm is assumed to be in nite. An where ? stands for an integration contour including the spectrum of ?iL: A lower bound for the maximum possible ampli cation can also be derived based on the resolvent norm. It is given as,
where C 0 is de ned as, C 0 = sup Re(z)>0
Re(z)k(zI + iL) ?1 k:
This estimate can be derived using the Hille-Yosida theorem for linear operators and the interested reader is referred to Kato 19] .
As a result of this connection between the resolvent norm and the maximum energy ampli cation, plots of the resolvent norm are extremely useful in quantifying transient growth. In the case of normal matrices, contours of the resolvent norm in the complex z-plane represent the inverse of the distance from the closest eigenvalue. For non-normal matrices, the resolvent norm at z can be considerably larger than the inverse distance from the closest eigenvalue. A simple example of how to interpret contour plots of the resolvent norm is given in the Appendix.
Analysis
In this section we apply the analysis tools derived above to the two-dimensional preconditioned linearized Euler equations. After a Fourier transform in space, the preconditioned Euler equations can be expressed as an initial value problem (Equation 3) with, L = kP(A cos + Bsin ); where k is the wave number and is the wave angle. The vector u is based on stream-aligned symmetrized variables, (p= a;ũ;ṽ;s) wherep;ũ;ṽ; ands are the perturbation pressure, velocity components, and the entropy, respectively. The mean ow density, velocity, and speed of sound are , u, and a: With this choice of variables, the matrices A and B are, and the mean ow Mach number is de ned as M = u=a. The speci c preconditioners, P, which we have analyzed are given below. The wavenumber, k, only serves to scale the time derivative for the Euler equations; thus, remaining fully general, we let k = 1 for the rest of the analysis. Choice of basis As we previously described, the choice of basis alters the orthogonality of the eigenvectors. Suppose that the desired state variables are represented by the vector v and that they are related to the state vector u by the transformation, v = Tu: The governing equation for the Fourier transformed v variables follows easily from Equation (3), dv dt + iL v v = 0; where L v = TLT ?1 . From this, it is easy to show that the eigenvector matrix of L v is related to the eigenvector matrix of L by, R v = TR: Furthermore, the condition number of R v can be bounded by,
Of course, the lower bound must be at least one since the condition number of any matrix cannot be less than one. Thus, the conditioning of the eigenvectors in a di erent basis could be di erent by a factor of (T) or 1= (T).
For the unpreconditioned equations, the symmetrizing variables lead to symmetric A and B matrices. Therefore, R is an orthogonal basis and (R) = 1. Thus, from Equation (10), any poor conditioning of the eigenvectors in another basis is due solely to the poor conditioning of the transformation matrix, T. In principle, preconditioning can account for A and B matrices with poorly conditioned eigenvectors by requiring the preconditioned system to be symmetric | that is, PA = (PA) T and PB = (PB) T . However, we take a slightly di erent approach in this paper. Namely, we would like to develop a preconditioner for the symmetrizing variables of the original unpreconditioned equations which optimally clusters the eigenvalues while minimizing the departure from eigenvector orthogonality. Since the unpreconditioned system was symmetric, all non-orthogonality in this basis is purely a result of the preconditioning. Also, if the preconditioned eigenvectors of this originally symmetric system are well-behaved, any di culties with non-orthogonality in a di erent basis, such as the conservation variables, must be due to the transformation matrix, not the preconditioning.
Unfortunately, Equation (10) also implies that non-dimensionalization can alter the eigenvector conditioning and therefore a ect any eigenvector analysis. Typical non-dimensionalizations can be written as a diagonal transform matrix and the condition number of a diagonal matrix is the ratio of the largest to smallest diagonal element. Therefore, T must be a scalar multiple of the identity matrix to have (T) = 1 or else the eigenvector conditioning will be altered. In order to non-dimensionalize a set of variables by a scalar implies that the variables must all have the same dimensions and that the matrices, A and B, should have entries with the same dimensions. It is easy to show that the A and B matrices of the symmetrizing variables (of any system of equations) must have this property.
Thus, another reason for our selection of the symmetrizing variables is that the eigenvectors are not a ected by non-dimensionalization. In the remainder of the paper, the symmetrized variables have been non-dimensionalized by the mean speed of sound. 
Results
We consider three preconditioners for the subsonic Euler equations. The original van Leer preconditioner is de ned as,
The van Leer preconditioned system has been shown by Lee 7] to have the optimal eigenvalues for a symmetric preconditioner. In the same work, Lee has also derived a subsonic preconditioner using the same basic form as Turkel's incompressible preconditioner 1] but again enforcing the optimal eigenvalue distribution. This gives,
Note, using the transpose of a preconditioner in the symmetrized variable, the same eigenvalues for the preconditioned system arise. Thus, the transpose of the Turkel preconditioner, P t T , is also analyzed.
Finally, the fourth preconditioner we consider is the continuous form of the block Jacobi preconditioner as analyzed by Allmaras 5] . Speci cally, we analyze P j = a (jAj + jBj) ?1 where a is the local speed of sound. In terms of the Mach number, P j is,
In Figures 1 and 2 , contours of the logarithm of the maximum resolvent norm are plotted for all four preconditioners at mean ow Mach numbers of 0:01, 0:5, and 0:99. These resolvent contours were constructed by discretizing the complex z-plane and then determining the largest resolvent norm over all wave angles for a given z-location, R max (z) = sup R(z) = sup jj(zI + iL) ?1 jj:
The eigenvalues are located on the imaginary axis and, as a result of the non-dimensionalization by the speed of sound, lie between 1. A simple indicator of possible transient growth is the value of the R max at z = (1; 0). For a preconditioned system resulting in a normal evolution matrix, L, R max should be one at the point z = (1; 0) since the nearest eigenvalue at (0; 0) is a distance of one away. However, for M = 0:01, only the block Jacobi preconditioner is well conditioned. By comparison, the van Leer preconditioner has R max (z) = 10 2 at z = (1; 0). This indicates the potential for transient growth of 100 times the initial perturbation energy. At this point, the Turkel preconditioner and its transpose have resolvent norms of approximately 10 1:8 and 10 1:7 , respectively, while the block Jacobi resolvent norm is approximately, 10 0:0 . For M = 0:5, all of the preconditioners appear fairly well behaved. However, for M = 0:99, the van Leer preconditioned system appears to be deviating further from normality with the resolvent norm at z = (1; 0) approximately 10 0:7 . 6 M 0:01 0:5 0:99 P vl 100:0 1:9 4:9 P t 50:0 1:0 1:0 P t T 50:0 1:1 1:0 P j 0:3 0:3 0:5 These general trends can also be seen in the maximum rate of energy ampli cation, dG=dt, at t = 0 + which is tabulated in Table 1 . At low Mach numbers, the van Leer and Turkel preconditioners allow substantial growth rates. In fact, our results indicate that the maximum growth rate for the van Leer preconditioned system behaves as 1=M, while the two Turkel preconditioned systems behave as 1=(2M) for M ! 0. Regardless, signi cant transient growth is likely to exist as M ! 0 for both the van Leer and Turkel preconditioners. However, as we discuss in Section 5, this potential for transient growth is more likely to impact robustness for stagnation points rather than for nearly incompressible ow calculations.
Numerical Results
In this section, we report numerical results which support the previous transient growth analysis. Specifically, we use a rst-order grid-aligned upwind scheme to solve the linearized preconditioned equations. For the van Leer and Turkel preconditioners, this involves a modi cation of the dissipation matrix as described by Lee 2, 7] . For the block Jacobi preconditioner, a straightforward Jacobi-like algorithm is implemented as suggested by Allmaras 5] and does not require any modi cation of the dissipation matrix. In either case, the maximum timestep is de ned as t ?1 max = c x = x + c y = y where c x and c y are the magnitudes of the largest characteristic speeds in the x and y directions. For the Jacobi scheme, the characteristic speeds are still based on the original Euler equations; for the other schemes, the characteristic speeds are based on the preconditioned equations. Then, the actual timestep for the calculations is de ned as t = t max where is the CFL number. For these linear results, forward Euler is used as the time integration scheme and = 0:5.
As with the resolvent contour plots, three mean ow Mach numbers are run, M = 0:01, 0:5, and 0:99. The grid has 17 points in both coordinate directions with unit cell aspect ratio ( x = y). The initial ow was composed of random perturbations containing both high and low frequencies. The ow angle was also randomly set. 100 di erent initial conditions were run for 250 iterations using each preconditioner. For boundary nodes, a ghost cell approach was used with the ghost state set to zero (i.e. no far eld perturbations). Thus, the e ects of convection, boundary re ections, and dissipation of perturbations are important in the convergence rate.
The convergence histories for all combinations are shown in Figure 3 and 4. These plots show the average, minimum, and maximum norm of the symmetrized perturbation states for the 100 di erent random initial conditions which were tested. First, we compare the results for all preconditioners at M = 0:01. The transient growth for the van Leer and Turkel preconditioned systems is clear; within ve iterations, these preconditioned systems all amplify the perturbations over an order of magnitude. The striking result is that the minimum, average, and maximum norms of the perturbations are nearly the same for each preconditioner; thus, essentially all of the random conditions tested su ered the same transient growth. By comparison, the block Jacobi preconditioner does not have any transient growth e ects. However, although the van Leer and Turkel preconditioners have signi cant initial growth rates, these preconditioners have better asymptotic convergence rates than the block Jacobi. The asymptotic rates are better for the van Leer and Turkel preconditioners because they were speci cally designed to accelerate low frequency disturbances; however, the block Jacobi preconditioner, which was designed for e ective high frequency damping, has little bene cial e ect on the propagation speeds of low frequency disturbances. In fact, after 250 iterations, the van Leer and Turkel preconditioned schemes still converge further than the block Jacobi scheme even though the former preconditioners have large initial transients at M = 0:01. These results demonstrate how the eigenvectors play a signi cant role in determining the initial stages of a calculation while the eigenvalues are signi cant in the asymptotic portion of the convergence. The M = 0:5 convergence histories for all of the preconditioners show a similar behavior. No transient growth is observed for any of the results at this Mach number. For M = 0:99, however, some small transient e ects can be seen for the van Leer preconditioner as predicted from the previous analysis. Another interesting point is that the upwind scheme applied to the Turkel preconditioners results in eigenvalues of the discrete spatial operator which lie in the unstable, right half plane for M = 0:99 (note, the discrete eigenvalues are not shown here). Thus, the long-time behavior of these solutions should exhibit an instability. This instability can be seen in Figures 3 and 4 for the Turkel preconditioners at M = 0:99. We have also observed this instability for nonlinear simulations of the Turkel preconditioned Euler equations for transonic ow when employing an upwind di erence method.
Robust Preconditioning
As we have shown, poor eigenvector conditioning can lead to transient growth in both the continuous and discrete linearized equations. For linear equations, this poses no particular problem since the magnitude of the perturbation quantities does not alter the local mean ow state. However, this transient growth can cause signi cant problems for nonlinear calculations where the local mean ow is altered by the perturbations. If the potential for transient ampli cation is signi cant, the calculation may slowly converge as transient e ects are continuously stimulated by incoming waves, or worse, the calculation may abort if the perturbations result in a non-physical mean state (i.e. negative pressures or densities).
If one wishes to avoid transient e ects, a possible solution would be to use the block Jacobi preconditioner. However, as noted in Section 4, the block Jacobi preconditioner does not accelerate the long wavelength modes as M ! 0. Furthermore, the block Jacobi preconditioner does not improve the solution quality for nearly incompressible ows since the dissipation is not modi ed with this approach. Thus, if solutions for low freestream Mach numbers are desired, the block Jacobi preconditioner is not an adequate choice. This suggests modifying existing preconditioners or designing new preconditioners to avoid transient ampli cation e ects while maintaining other bene cial properties. In future work, we will investigate this design process in detail, however, in this paper, we illustrate one possible solution for the Turkel preconditioner and brie y describe how we arrive at this solution.
To begin, we re-write the Turkel preconditioner as, 
C C C A :
We let t = 1 + 2 t which results in symmetric acoustic wavefronts 1]. Then, we de ne t by, t = max(M; M 1 ) where is a free parameter. Introducing the freestream Mach number allows the preconditioner to di erentiate between nearly incompresible ow and a stagnation point. This feature is essential for maintaining the improved incompressibility limit of the preconditioned Euler equations while removing the transient growth at a stagnation point. We note that this modi cation to the Turkel preconditioner is not unique and that a very similar suggestion is used by Turkel et al 8] to improve the robustness of a central di erence code; however, in this reference, the exact connection with transient growth and eigenvector conditioning was not pursued. A very similar modi cation can be used for the van Leer preconditioner by bounding the Mach number away from zero in the (1; 1) element of the original preconditioner. The basis for these modi cations is that both the van Leer and Turkel preconditioners approach diagonal matrices with the (1; 1) element approaching M 2 as M ! 0. Our suggested modi cation bounds the (1; 1) element away from zero in this limit. For a diagonal preconditioner of the symmetrized variables, one can show that the eigenvector condition number is bounded by the square root of the ratio of the largest to smallest elements of the preconditioner. Thus, by bounding the (1; 1) element of the preconditioner, we can limit the largest possible transient growth.
With this suggested modi cation, the transient growth of the symmetrized variables at M = 0 is bound by ( M 1 ) ?1 . From this bound, one might expect that low Mach number calculations would still experience signi cant robustness problems unless scales as M ?1 1 . A more thorough analysis (as performed in the Appendix for the 1-D van Leer preconditioner) shows that the transient growth at M = 0 is due to the creation of velocity disturbances from pressure disturbances which are ampli ed by a factor of ( M 1 ) ?1 . However, for low Mach number ows with no large incoming pressure perturbations, one can generally expect very small pressure perturbations such thatp= 1 a 2 1 is at most of the order are bounded by ?1 as M ! 0. We note that this bound is not completely rigorous but computational results support this conclusion.
Finally, we illustrate the e ect of this modi cation with results from an unstructured Euler solver. The solver is a locally preconditioned version of the Barth and Jespersen node-based upwind algorithm 21]. Only rst-order accurate results are presented in this paper. The time marching scheme is an optimally smoothing multi-stage scheme for unstructured grids which has been recently developed by the rst author in conjunction with John Lynn 22] . For this time integration, the optimal CFL is opt = 3:1 based on a similar de nition of t max as used in Section 4. We solve the ow over a NACA 0012 airfoil at 2 degrees angle of attack and a freestream Mach number, M 1 = 0:01. The grid has 3021 nodes with 130 nodes on the airfoil surface. For this calculation, we set = 0:5. Note, we have used = 0:5 for a variety of freestream Mach numbers, ow angles, and grids with the rst order scheme and never experienced any lack of robustness with all calculations converging to well behaved steady solutions. Solutions were attempted for two CFL numbers, = opt =5 and opt . Mach number contours for the original and modi ed Turkel preconditioners after 10, 15, and 20 iterations using the smaller CFL are shown in Figure 5 . The Mach number contours from Figure 5 show signi cant perturbation growth at the stagnation point for the original Turkel preconditioner. From our experience with this unstructured code, this type of stagnation point disturbance is typical of not only the original Turkel but also the original van Leer preconditioner. As expected, the Mach contours for the modi ed Turkel scheme show no evidence of the stagnation point problem.
Convergence histories for both CFL numbers are shown in Figure 6 . At the smaller CFL, the original Turkel preconditioner eventually aborts after 42 iterations while the modi ed preconditioner is smoothly varying. For the optimal CFL, the original Turkel preconditioner crashes after a single iteration from negative pressure and density at the leading edge while the modi ed preconditioner converges to machine 9 zero in about 2000 iterations. For comparison, the unpreconditioned Euler convergence history is also shown in Figure 6 (b) and after 10000 iterations is still far from machine zero. Mach number contours for the preconditioned results at convergence and the unpreconditioned Euler results at 10000 iterations are shown in Figure 7 . As observed in previous e orts, the improved solution accuracy for preconditioned low Mach number calculations is very impressive 2, 7, 4]. Thus, although the unpreconditioned Euler residual drops four orders of magnitude, the quality of the solution is still very poor.
Conclusions
In this paper we have demonstrated the in uence of eigenvectors on the convergence dynamics of the locally preconditioned Euler equations. The non-orthogonality of the eigenvectors of the preconditioned system has been found responsible for a transient ampli cation of the residual and a subsequent loss of robustness. A number of mathematical tools to analyze preconditioners have been introduced, and this mathematical framework has been applied to a number of standard local preconditioners. We found that the van Leer and Turkel preconditioned systems are highly non-normal for low Mach numbers. This non-normality was shown numerically to result in large ampli cation as M ! 0. In particular, this non-normality resulted in a loss of robustness near stagnation points for nonlinear simulations. A modi cation to the van Leer and Turkel preconditioners was suggested which limits the departure of the preconditioned system from normality. This modi cation was demonstrated to result in a signi cant improvement in robustness for an unstructured, upwind nite volume code.
The only preconditioner analyzed which did not su er from non-normality at low Mach numbers was the block Jacobi preconditioner. However, this preconditioner does not e ectively equalize the characteristic speeds of low frequency waves; thus, although the block Jacobi did not su er from any initial transient growth, its asymptotic convergence rate was generally less than that of the van Leer and Turkel preconditioners.
where M is the Mach number. We will use the one-dimensional version of the van Leer preconditioner given by, where k is the wavenumber of the perturbation. Note, as in the two-dimensional analysis, the wave number only scales the time derivative; thus, we assume k = 1 for the rest of the analysis. It is straightforward to determine the eigenvalues and normalized eigenvectors of the evolution matrix L as which rapidly approaches zero as the Mach number decreases, thus leading to an increasingly illconditioned expansion basis. The possibility for large transients as M ! 0 can be shown if one considers an initial condition with a nite pressure perturbation but zero velocity perturbation, for example u 0 = (p 0 = a; 0). In order to match the initial pressure perturbation, the strength of the second wave must be v 2 = (? p 1 + M 2 =M)(p 0 = a). For zero initial velocity perturbation, the strength of the rst wave is then, v 1 = (1=M)(p 0 = a). Thus, for low Mach numbers, the strengths of the eigenmodes can become extremely large. At t = 0, the large wave strengths are not observed because of cancellation. However, as time progresses, the waves propagate in di erent directions and the fragile cancellation no longer occurs resulting in a signi cant growth in the velocity.
This e ect can be visualized considering a 2 2 system with highly non-orthogonal eigenvectors as depicted in Figure 8 . The initial condition, u 0 , although of small magnitude requires large expansion coe cients v j due to the non-orthogonality of the eigenvectors. At the initial instant, the large amplitude eigenvectors are not evident because of their mutual cancellation. Suppose that the eigenvalues of the associated eigenvectors are distinct, negative imaginary numbers, then, as time advances, the amplitude of the eigenmodes will decrease at di erent rates. As a result of the di erent decay rates, the initial cancellation of the eigenvectors does not remain and large transient growth will be observed in the state phase space. This growth can be seen in Figure 8 as the increase in length of the state vector, u. For purely real eigenvalues (as for the Euler equations), the state space diagram is more di cult to conceptualize. In this case, the initial eigenmode cancellation disappears because of di erent propagation speeds not di erent decay rates. Regardless, the result is the same; for non-orthogonal eigenvectors, a system with real eigenvalues can experience transient energy ampli cation.
Another way of expressing the solution is by using the matrix exponential, u(t) = exp (?itL) u 0 , with u 0 as the initial state vector. As described in Section 2, the L 2 -norm of the matrix exponential is the maximum growth, G(t), as a function of time, and optimized over all unit norm initial conditions. For the 1-D van Leer preconditioned equations, G(t) is plotted in Figure 9 for selected values of the Mach number M: As can be seen, substantial transient growth can result as M ! 0.
It is also instructive to consider the evolution equation for the disturbance norm, Equation (8) . From this, the maximum initial ampli cation rate optimized over all unit norm initial conditions is
Thus, arbitrarily high ampli cation rates can be achieved for low Mach numbers. As pointed out in the main text, the resolvent norm, R(z), can be used to estimate the maximum transient growth. For normal evolution matrices, the resolvent norm constitutes an inverse distance function from the spectrum. For highly non-normal matrices, the resolvent norm can be considerably larger than the reciprocal distance from the spectrum. Thus, contours of the resolvent norm in the complex z-plane can be used as an indication of non-normality. As a simple illustration, we plot the resolvent norm for the 1-D van Leer and block Jacobi preconditioned systems at M = 0:01 in Figures 10  and 11 . Note, the block Jacobi preconditioner is, The block Jacobi preconditioned system has not only the same eigenvalues as the van Leer system but also orthogonal eigenvectors. It is easily seen that the resolvent norm for the van Leer system is two orders of magnitude larger than the block Jacobi system. In contrast, the block Jacobi resolvent contours are circles centered at the eigenvalues and equal to the inverse distance from the closest eigenvalue. This resolvent behavior is typical of normal operators. Thus, we expect transient ampli cation for the van Leer system of approximately two orders of magnitudes while the block Jacobi should not su er any transient ampli cation. 
