We construct an abstract framework discribing a rich structure of energyrenormalized Hamiltonians and study its mathematical properties. In particular, we examine the semigroup generated by the renormalized Hamiltonian; we characterize the positivity improvingness in terms of quasi local structures. As an example, we discuss the renormalized Nelson Hamiltonian. We emphasize that our method can cover the massless case.
Introduction
Let us consider the Nelson model which describes a system of a single quantum mechanical particle coupled with a scalar bose field. The Hamiltonian with a fixed total momentum P is given by
The operator H κ (P ) acts on F(L 2 (R 3 )), where F(h) is the Fock space over h: F(h) = ∞ n=0 h ⊗sn . Here, h ⊗sn is the n -fold symmetric tensor product with h ⊗s0 = C. a(k) and a(k) * are annihilation-and creation operators which satisfy the standard commutation relations:
The field momentum operator P f = (P f,1 , P f,2 , P f,3 ) is defined by
The field energy H f is
dkε(k)a(k) * a(k), ε(k) = k 2 + m 2 .
(1.4)
The energy renormalization E κ is defined by
where B κ is a ball of radius κ centered at the origin and 1 Bκ is the indicator function of the set B κ . Notice that E κ → −∞ as κ → ∞. g is a coupling strength between the particle and the field. Without loss of generality, we may assume that g > 0.
Furthermore, we assume that m > 0 for simplicity. However, we can also treat the massless case, i.e., m = 0, see Section 4 for detail.
We wish to remove the ultraviolet cutoff, namely, we are interested in the model with κ = ∞. At a first glance, this limitting Hamiltonian can not be defined mathmatically because the form factor 1/ ε(k) is not square-integrable. 1 Surprisingly, Nelson proves the following result: Theorem 1.1 ( [29] ) There exists a self-adjoint operator H ren (P ) bounded from below such that H κ (P ) converges to H ren (P ) in the strong resolvent sense as κ → ∞.
An important point of Theorem 1.1 is that the renormalized Hamiltonian can be defined without changing the representation space; in compensation for this, we need the infinite energy renormalization E κ ≈ −∞. Because the Nelson model possesses such a unique property, the model has been actively studied, see, e.g., [1, 2, 3, 7, 8, 13, 16, 17, 18, 19, 30, 31, 36, 40] . On the other hand, mathematical analysis of the model has been known to be hard since the model is defined through the infinite energy renormalization.
Let B 3 be the Borel sets of R 3 . For each Λ ∈ B 3 , bounded, we define a Hamiltonian with an ultraviolet cutoff Λ by H(Λ) = 1 2 (
where
7)
H f,Λ = Λ dkε(k)a(k) * a(k), (1.8)
Because Λ is bounded, we can choose κ so that Λ ⊂ B κ . Hence, we have the following algebraic relation:
where W κ (Λ) = (
(1.11) 1 Recall that the following operators
dkf (k)a(k) * are mathematically meaningful only if f is square-integrable.
Taking the limit κ → ∞, we formally obtain H ren (P ) = H(Λ) + W (Λ) + H(Λ c ), (1.12) where W (Λ) = ( 13) because B κ \Λ → Λ c as κ → ∞. Relations of this kind often appear in quantum statistical mechanics, see, e.g., [6, 32] ; from those algebraic relations, many useful results can be derived; for instance, it is possible to characterize the KMS states in terms of operator algebras. Thus, it is logical to examine the renormalized Nelson model by using the methods in quantum statistical mechanics. A main purpsose in this study is to construct an abstract framework describing a rich structure of energy-renormalized models and to study its properties from a viewpoint of quantum statistical mechanics; especially, we examine the semigroups generated by the renormalized Hamiltonians in terms of operator algebras.
Roughly speaking, we will mainly study whether the semigroup e −βHren(P ) improves the positivity in the present study. Because the renormalized Hamiltonian H ren (P ) is defined through infinite energy renormalization, this problem has been known to be difficult. There are two approaches to the problem. One is Matte-Møller's method [22] based on the path integral formula; their method is applicable in the Schrödinger representation. Other approach is established by Miyao in [25, 26, 27] ; his method originates from Fröhlich's pioneering works [10, 11] and is effective in the Fock representation. These two methods complement each other and have specific advantages. Our algebraic approach in the present paper provides a general framework of Miyao's works and is expected to develop further in the future.
The organization of the present paper is as follows: In Section 2, we introduce the renormalized Hamiltonian net which is a generalization of (1.12). Then we state main results. In Section 3, we prove the main results. Section 4 is devoted to give an example of the renormalized Hamiltonian net, called the Nelson net. In Appendices A, B and C, we give a list of fundamental facts that are used in the main sections.
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Definitions and results

Quasi-local structures
Let M be a von Neumann algebra on a separable Hilbert space H, and Ω be a cyclic and separating vector for M. For simplicity, we assume that Ω is normalized. Let B d be the Borel sets of R d and let B d b = {B ∈ B d | B is bounded and |B| = 0}, where |B| is the Lebesgue measure of B.
We say that the von Neumann algebra M is a quasi-local algebra if there exists a net {M Λ } Λ∈B d of von Neumann algebras satisfying the following: (vi) Ω Λ is cyclic and separating for M Λ .
In this study, we further impose the following tensor product structures:
, where Λ c is the complement of Λ.
(viii) Corresponding to the condition (vii), Ω Λ can be factorized as
In what follows, we assume the conditions (i)-(ix).
2. Let A and B be linear operators on H Λ and H Λ ′ \Λ , respectively. We often leave out tensor factors and write
3. In the case of the renormalized Nelson model, we choose H, H Λ , M and M Λ as follows:
2) see Section 4 for details. Although M and M Λ are abelian in this case, these play important roles, as we will see below. (
Renormalized Hamiltonian net
The operator H is called the renormalized Hamiltonian. For each Λ ∈ B d b , H(Λ) is called the Hamiltonian with an ultraviolet cutoff Λ.
Main results
We use ∆ and J to denote the modular operator and the modular conjugation associated with the pair {M, Ω}. The Tomita-Takesaki theorem [5, Theorem 2.5.14] tells us that JMJ = M ′ and ∆ it M∆ −it = M for all t ∈ R, where M ′ is the commutant of M. Definition 2.3 Let P 0 (M) = {AJAJ | A ∈ M}. The natural cone P associated with the pair {M, Ω} is defined by P = P 0 (M)Ω, where the bar denotes the strong closure.
Similarly, we can define the natural cone P Λ associated with the pair
It is well-known that P is a self-dual cone in H, that is, P = P † , where P † is the dual cone of P : P † = {ϕ ∈ H | ϕ|ψ ≥ 0 ∀ψ ∈ P}. See, e.g., [5, Theorem 2.5.28] for details.
The following order structures are important in this study.
Definition 2.4 (i)
A vector ϕ is said to be positive w.r.t. P if ϕ ∈ P. We write this as ϕ ≥ 0 w.r.t. P.
(ii) A vector ϕ ∈ P is called strictly positive w.r.t. P whenever ϕ|ψ > 0 for all ψ ∈ P\{0}. We write this as ϕ > 0 w.r.t. P.
If ϕ − ψ ∈ P, then we write this as ϕ ≥ ψ w.r.t. P.
In subsequent sections, we use the following operator inequalities. (i) If AP ⊆ P, 2 we then write this as A ☎ 0 w.r.t. P. 3 In this case, we say that A preserves the positivity w.r.t. P. Suppose that AH R ⊆ H R and BH R ⊆ H R . If (A − B)P ⊆ P, then we write this as A ☎ B w.r.t. P.
(ii) We write A ✄ 0 w.r.t. P, if Aξ > 0 w.r.t. P for all ξ ∈ P\{0}. In this case, we say that A improves the positivity w.r.t. P.
In what follows, we assume the following conditions:
The following theorem characterize the positivity improvingness of the semigroup generated by the renormalized Hamiltonian H.
The following conditions are equivalent:
(ii) For each ϕ, ψ ∈ P with ϕ = 0 and ψ = 0, there exist β > 0 and
We remark that there are some interesting similarities between Theorem 2.6 and the characterization of the KMS state by the Gibbs condition in the quantum statistical mechanics, see, e.g., [6, Theorem 6.2.18] .
For concrete applications to the nonrelativistic quantum field theory, there is a more convenient theorem. To state it, we have to introduce the following condition.
(A. 4) There exists a net {ω Λ } Λ∈B d of normalized vectors satisfying the following: 
Theorem 2.7 tells us that to prove the positivity improvingness of e −βH can be reduced to a local problem.
The following theorem immediately follows from Theorems 2.7 and the PerronFrobenius-Faris theorem [9] . (i) E is a simple eigenvalue with a strictly positive eigenvector.
(ii) e −βH(Λ) ✄ 0 w.r.t. P Λ for all Λ ∈ B d b and β > 0.
Proofs
Properties of the natural cones
For each Λ ∈ B d , we introduce an orthogonal projection Q Λ by Q Λ = 1l Λ ⊗ P Λ c , where
The operator Q Λ will play an important role. Here, we examine some basic properties of Q Λ . Suppose that Λ ⊂ Λ ′ and |Λ ′ \Λ| = 0. We consider a map τ Λ,Λ ′ :
Proposition 3.1 One obtains the following:
, where s-lim indicates the strong limit.
Proof. (i) Remark that Q Λ and Q Λ ′ can be expressed as
Thus, we have
where J Λ is the modular conjugation associated with {M Λ , Ω Λ }. Let us define a matrix
We claim that M is positive semidifinite. Indeed, we have
Hence, there exists a unitary matrix U such that M = U diag(λ 1 , . . . , λ N )U * , where λ i are the eigenvalues of M . Of course, each λ i is positive. Inserting this into (3.3), we have the RHS of (3.
We have the following:
, where the tensor product of self-dual cones is defined in Appendix B. In particular,
. By the definition of the tensor product of self-dual cones in Appendix B, we conclude the assertion.
(ii) For each ϕ ∈ P Λ , we easily see that ϕ⊗Ω Λ ′ \Λ belongs to
Using the arguments similar to those in the proof of Proposition 3.1 (ii), we obtain
To prove the converse is easy.
(iv) By (ii), we easily see that Λ∈B d b P Λ ⊆ P. We will prove the converse. For each ϕ ∈ P, Q Λ ϕ belongs to
b . By using Proposition 3.1 (iii), we conclude that ϕ = s-lim
Some auxiliary lemmas
Let E Λ (·) be the spectral measure of W (Λ). We set
Hence, W + n (Λ) is bounded from above, and W − n (Λ) is bounded from below.
Lemma 3.3
We have the following.
Proof. (i) By (A. 1) and functional calculus, we know that e −sW Similarly, we obtain (ii). ✷
Proof of Theorem 2.6
(i) =⇒ (ii): We will apply Faris' idea in [9] . Let ψ ∈ P\{0}. We set
Our goal is to prove that K(ψ) = {0}. Let ϕ ∈ K(ψ). Thus, the vector ϕ satisfies ϕ|e −βL(Λ) ψ = 0 for all β ≥ 0 and Λ ∈ B d b . By Lemma 3.4, we have e −sW − n (Λ) ϕ|e −βL(Λ) ψ = 0 for all n ∈ N, s ≥ 0, β ≥ 0 and Λ ∈ B d b , which implies that e −sW
for all n ∈ N and β ≥ 0 by [33, Theorem S. 21] . Taking the limit n → ∞, we arrive at e −βH K(ψ) ⊆ K(ψ) for all β ≥ 0 by Lemma 3.5. Therefore, for each ϕ ∈ K(ψ), it holds that ϕ|e −βH ψ = 0 for all β ≥ 0. By the assumption (i), ϕ must be 0.
(ii) =⇒ (i): For each ψ ∈ P\{0}, we set
Using the arguments similar to those in the previous part, we have e −βL(Λ) J(ψ) ⊆ J(ψ) for all β ≥ 0 and Λ ∈ B d b . Hence, for every ϕ ∈ J(ψ), we obtain ϕ|e −βL(Λ)
b . Fix ψ ∈ P Λ \{0} and let
Using the arguments similar to those in the proof of Theorem 2.6, we can prove that
By the assumption (i), ϕ must be 0. Hence, I(ψ) = {0}. Thus, for each ϕ ∈ P Λ \{0}, there exists a β > 0 such that
To summarize, for each ϕ, ψ ∈ P Λ \{0}, there exists a β > 0 such that ϕ|e −βH(Λ) ψ > 0. By applying Theorem A.3, we conclude (ii).
(ii) =⇒ (i): Let q Λ = 1l Λ ⊗ |ω Λ c ω Λ c |. By an argument similar to that of the proof of Proposition 3.1, we can show that q Λ ☎ 0 w.r.t. P. In addition, we have q ⊥ Λ ☎ 0 w.r.t. P by (iii) of (A. 4), where q ⊥ Λ = 1l − q Λ . Choose ϕ, ψ ∈ P\{0}, arbitrarily. By using the fact s-lim Λ↑R d q Λ = 1l, there exists a Λ ∈ B d b such that q Λ ϕ = 0 and q Λ ψ = 0. For this Λ, we have
Because q Λ ☎ 0 and q ⊥ Λ ☎ 0 w.r.t. P, we have
Since ω Λ c |e −βH(Λ c ) ω Λ c > 0 for all β ≥ 0, we obtain that
By the assumption (ii) in Theorem 2.7, the RHS of (3.13) is strictly positive. ✷
The Nelson net 4.1 Definition of the Nelson model
In this section, we will examine the Nelson model as an example. The Nelson Hamiltonian with a fixed total momentum P ∈ R 3 is defined by
The operator H κ (P ) acts on H = F(L 2 (R 3 )), where F(h) is the Fock space over h: F(h) = ∞ n=0 h ⊗sn . P f , H f and E κ are defined by (1.3), (1.4) and (1.5), respectively. By the Kato-Rellich theorem [34, Theorem X.13], H κ (P ) is self-adjoint on dom(P 2 f )∩dom(H f ), bounded from below, for each g > 0, κ > 0 and P ∈ R 3 .
Let H ren (P ) be the renormalized Hamiltonian defined in Theorem 1.1. We will construct a renormalized Hamiltonian net associated with H ren (P ).
Properties of the Fock spaces
For each self-adjoint operator A on a Hilbert space h, its second quantization dΓ(A) is defined by
dΓ(A) acts on F(h) and is essentially self-adjoint. In what follows, we denote its closure by the same symbol. We denote by a(f ) the annihilation operator on F(h) with test vector f ∈ h [34, Section X. 7]. By definition, a(f ) is densely defined, closed, and antilinear in f . The adjoint a(f ) * is called the creation operator. Creation and annihilation operators satisfy the following commutation relations:
, then a(f ) and a(f ) * are formally expressed as
where the kernel operators a(k) and a(k) * satisfy (1.2). In addition, if F is a multiplication operator by a function F , then dΓ(F ) is formally expressed as
In this study, we will occasionally use these convenient expressions.
Recall the following factorization properties of the Fock space:
Corresponding to (4.6), we have the following:
where X − indicates the closure of the operator X. Let ω be the Fock vacuum in F(h 1 ⊕ h 2 ), and let ω i be the Fock vacuum in F(h i ), i = 1, 2. Under the identification (4.6), we have
For each Λ ∈ B 3 , we have the decomposition:
. Using this and (4.6), we have
It is also important to remark that H Λ can be expressed as
(4.12)
Here, S n is the permutation group on a set {1, . . . , n}. By applying (4.7) and (4.8), we obtain the following:
where f Λ = 1 Λ f .
2. Let F be a multiplication operator by the function F on R 3 . Suppose that F is real-valued. Then we have
Construction of the Nelson net
For notational simplicity, we set H = H ren (P ). For each Λ ∈ B 3 b , we define a Hamiltonian with an ultraviolet cutoff Λ by
where P f,Λ , H f,Λ and E(Λ) are defined by (1.7), (1.8) and (1.9), respectively. H(Λ) acts on H Λ and is self-adjoint on dom(P 2 f,Λ ) ∩ dom(H f,Λ ), bounded from below. Because Λ is bounded, we can choose κ so that Λ ⊂ B κ . Using this, (4.13) and (4.14), we have
where W κ (Λ) is defined by (1.11).
Lemma 4.1 Let Λ ∈ B 3 be unbounded. One obtains the following.
There exists a self-adjoint operator H(Λ) bounded from below such that H(Λ R ) converges to H(Λ) in the strong resolvent sense as R → ∞.
(ii) W κ (Λ) converges to W (Λ) in the strong resolvent sense as κ → ∞, where W (Λ) is defined by (1.13).
Proof. (i) We will apply Nelson's idea in [29] . Let G be the Gross transformation [14] : G = e S , where
For any linear operator X, we setX = GXG −1 . By choosing K sufficiently large, we can show that there exists a semibounded self-adjoint operatorH(Λ) such that H(Λ R ) converges toH(Λ) in the norm resolvent sense as R → ∞. By defining H(Λ) = G −1H (Λ)G, we conclude (i).
(ii) Let V be a dense subspace of H defined by
there is an N ∈ N 0 such that for each n ≥ N , Ψ n = 0 holds , (4.18) where ⊙ indicates the algebraic tensor product and S n is the symmetrizer on ( Thus, {H(Λ)} Λ∈B 3 is a renormalized Hamiltonian net associated with H = H ren (P ).
Proof. We provide a sketch. We employ the notations in the proof of Lemma 4.1.
Recall that Nelson proves thatH κ (P ) converges toH in the norm resolvent sense as κ → ∞, provided that K is large enough [29] . By using (4.10), (4.13) and (4.14), we see that
. For any self-adjoint operator A, let q A be the quadratic form associated with A. Then one obtains that qH(Φ, Ψ) = qH (Λ) (Φ, Ψ) + qW (Λ) (Φ, Ψ) + qH (Λ) (Φ, Ψ) for each Φ, Ψ ∈ Q(H). By choosing K sufficiently large, we see that q H is closed and bounded from below. Thus we are done. ✷ Finally, we remark the following fact: If Λ ⊂ Λ ′ and |Λ ′ \Λ| = 0, then 20) where W (Λ ′ ; Λ) = (
This relation is very similar to the one appearing in the theory of quantum spin systems, see, e.g., [6, Section 6.2].
Properties of the Nelson net
For each Λ ∈ B 3 , we set
L ∞ sym (Λ ×n ) can be regarded as a von Neumann algebra of multiplication operators acting on L 2 sym (Λ ×n ). A quasi local algebra {M, {M Λ } Λ∈B 3 } is defined by
with L ∞ sym (Λ ×0 ) = C. M is a von Neumann algebras on H Λ , and M Λ is a von Neumann algebra on
where c is the normalization constant: c = e − ξ 2 /2 . Similarly, for each Λ ∈ B 3 , we set
The following lemma is easily checked. Let ∆ and J be the modular operator and modular conjugation associated with the pair {M, Ω}. Trivially, ∆ = 1l and J is the complex conjugation on H : Jϕ = ∞ n=0 ϕ * n . Similarly, let ∆ Λ and J Λ be the modular operator and modular conjugation associated with {M Λ , Ω Λ }. Then ∆ Λ = 1l Λ and J Λ is the complex conjugation on H Λ . In this case, the corresponding natural cones are respectively given by
with L 2 sym (Λ ×0 ) + = R + = {r ∈ R | r ≥ 0}. The self-dual cone P is referred to as the Fröhlich cone [25] , see also [10, 11] . Proof. (A. 2) is trivial because ∆ = 1l. For each κ > 0, we know that (W κ (Λ) + i) −1 ∈ Z(M) = M, since the restriction of (W κ (Λ) + i) −1 to the n-particle space L 2 sym (R 3n ) is a multiplication operator. By applying (ii) of Lemma 4.1, we conclude that (A. 1) holds.
As for (A. 3) , see, e.g., [26, 27, 28] . To prove (A. 4), we note that, using the identification (4.10), it holds that ω Λ ′ = ω Λ ⊗ω Λ ′ \Λ , provided that Λ ⊂ Λ ′ with |Λ ′ \Λ| = 0. Thus, (ii) of (A. 4) is satisfied. By the definitions of ω Λ and P Λ , (i) of (A. 4) holds.
In [26, 27] , we already confirm that (iii) of (A. 4) holds. For readers' convenience, we provide the idea of proof. Using the identification (4.10), we know that 1l 26) where 1l n is the identity operator on (L 2 (R 3 )) ⊗n . Because 1l n − 1 ⊗n Λ ≥ 0 a.e. as a function, we can conclude that the RHS of (4.26) preserves the positivity. ✷ Theorem 4.6 Consider the massive case m > 0. The semigroup e −βHren(P ) generated by the renormalized Hamiltonian H ren (P ) improves the positivity w.r.t. P for all β > 0 and P ∈ R 3 .
Proof. In [10, 24, 27] , it is proved that e −βH(Λ) ✄ 0 w.r.t. P Λ for all β > 0 and Λ ∈ B 3 b . Thus, by applying Theorem 2.7, we obtain the desired result. ✷ Remark 4.7
1. Theorem 4.6 was conjectured by Fröhlich [10, 11] . The first proof was given in [27] . In this paper, we provide a proof from a viewpoint of renormalized Hamiltonian nets. In contrast to this, uniqueness of ground states for models for which energy renormalization is unnecessary is already well known [10, 11, 12, 23, 24, 25, 26, 28, 37, 38, 39] .
2. The existence of ground states for related models are well-established [10, 11, 12, 23, 28, 40] . In particular, applying the method in [20] , we can prove that H ren (P ) has a ground state, provided that |P | < 1 and m > 0. In this case, the ground state is unique and chosen to be strictly positive w.r.t. P by Theorems 2.8 and 4.6.
3. The arguments in this section can be applicable to the Fröhlich model and we can also prove the results in [24, 25, 26] .
The massless Nelson net
Finally, let us consider the massless case: m = 0. In this case, we have to take extra care to the infrared problem as we will see below.
We begin with the following lemma.
Lemma 4.8 Fix σ > 0 arbitrarily. There exists a self-adjoint operator H, bounded from below, such that 27) where B σ is the ball of radius σ centered at the origin.
Proof. Even in the massless case, we know that (4.16) still holds. In particular, by choosing Λ = B σ , we have 28) provided that κ > σ. Let us condsider a modified Gross transformation G σ defined by G σ = e Sσ , where
Here, F is given by (4.17). Let us examine the transformed Hamiltonian G σ H κ (P )G −1 σ . It is easy to see that
. Thus, this term does not affect our argument below. On the other hand, by the standard argument in [29] , we can prove that, by choosing K sufficiently large in F , there exists a semibounded self-adjoint operatorH(B c σ ) such that
. Then we can check that q is closed and bounded from below. Accordingly, there exists a self-adjoint operatorH, bounded from below, such that q = qH. Thus we are done. ✷ Using the arguments similar to those in the proof of Theorem 2.6, we have S(ψ) = {0}. Thus, for each ϕ, ψ ∈ P\{0}, there exists a β > 0 such that ϕ|e −βL(Bσ ) ψ > 0. In particular, by choosing ϕ = ω Bσ ⊗ ϕ ′ and ψ = ω Bσ ⊗ ψ ′ with ϕ ′ , ψ ′ ∈ P B c σ \{0}, we have
Thus, for each ϕ ′ , ψ ′ ∈ P B c σ \{0}, there exists a β > 0 such that ϕ ′ |e −βH(B c σ ) ψ ′ > 0. Applying Theorem A.3, we obtain (ii).
(ii) =⇒ (i): We need the following lemma to prove this part. We will provide a proof of the above lemma in Appendix C.
We already know that e −βH(Bσ ) ✄ 0 w.r.t. P σ for all β > 0, see, e.g., [10, 11, 26, 27, 28] . Hence, by the assumption (ii) and Lemma 4.10, we obtain that e −βL(Bσ ) ✄ 0 w.r.t. P for all β > 0.
For each ψ ∈ P\{0}, we set
By using the arguments similar to those in the proof of Theorem 2.6, we see that e −βL(Bσ ) T (ψ) ⊆ T (ψ) for all β ≥ 0. Thus, for each ϕ ∈ T (ψ), we have
Because e −βL(Bσ) ✄ 0 w.r.t. P, it holds that e −βL(Bσ) ψ > 0 w.r.t. P for all β > 0. Combining this with (4.32), we see that ϕ must be 0. Therefore, T (ψ) = {0}. To summarize, for each ϕ, ψ ∈ P\{0}, there is a β ≥ 0 such that ϕ|e −βH ψ > 0. By Theorem A.3 again, we conclude (i).
(ii) ⇐⇒ ( 34) where B 3 \B σ = {A\B σ | A ∈ B 3 }. Applying Theorem 2.7, we know that (ii) is equivalent to (iii). ✷
We already know that (iii) of Theorem 4.9 holds, see, e.g., [10, 11, 25, 26, 28] . Hence, we finally arrive at the following: Theorem 4.11 Let us consider the massless Nelson model. Then e −βHren(P ) improves the positivity w.r.t. P for all β > 0 and P ∈ R 3 . Remark 4.12 It is believed that the renormalized massless Nelson model has no ground states. This conjecture is strongly supported by [7] ; In [7] , Dam proves the nonexistence of the ground states for the massless Nelson model with ultraviolet cutoff. Note that his proof relies on the positivity improvingness of the semigroup. Therefore, we expect that Theorem 4.11 is useful to prove the nonexistence of ground states for the renormalized massless Nelson model. 4 
A Some useful results
Let m be a von Neumann algebra on a separable Hilbert space h. Assume that m has a cyclic and separating vector ξ. Thus, h = mξ = m ′ ξ.
We use ∆ and J to denote the modular operator and the modular conjugation associated with the pair {m, ξ}.
Theorem A.1 Let f be a positive continuous function on R with max x f (x) < ∞. Let A be a self-adjoint operator satisfying the following (i) and (ii):
(ii) ∆ it A ⊆ A∆ it for all t ∈ R. 
where m ′ + is the set of positive elements of m ′ . For each B ′ ∈ m ′ + , we see that 
for all ϕ, ψ ∈ h R . In particular, we have
for all ϕ, ψ ∈ p.
Proof. Let c = max x f (x). Let g(x) = c − f (x). Clearly g is positive and bounded. Therefore, g(A) ☎ 0 w.r.t. p by Theorem A.1. In other words, it holds that f (A) ✂ c w.r.t. p. Let ϕ, ψ ∈ h R . By [5, Theorem 2.5.28], there are ϕ ± , ψ ± ∈ p such that ϕ = ϕ + − ϕ − and ψ = ψ + − ψ − with ϕ + |ϕ − = 0 = ψ + |ψ − . Now let |ϕ| = ϕ + + ϕ − and |ψ| = ψ + + ψ − . Because 0 ✂ f (A) ✂ c w.r.t. p, we have
Thus we are done. ✷ Theorem A.3 Let A be positive self-adjoint operator acting on h. Suppose that e −tA ☎ 0 w.r.t. p for all t ≥ 0. Then the following conditions are equivalent:
(ii) For each ϕ, ψ ∈ p\{0}, there exists a t > 0 such that ϕ|e −tA ψ > 0.
Proof. This theorem is proved in [24] . For readers' convenience, we provide a proof. Step 1. For each ξ, η ∈ p, we set
Step 2. Let ϕ, ψ ∈ p\{0} and let B ϕ,ψ = {t > 0 | ϕ|e −tA ψ > 0}. By the assumption, B ϕ,ψ is nonempty. Fix s ∈ B ϕ,ψ arbitrarily. Then ϕ|e −sA ψ > 0. Let µ = ϕ ∧ e −sA ψ. Because e −sA ☎ 0 w.r.t. p, it holds that µ ≥ 0 w.r.t. p. In addition, by (A.6), we have µ ≤ e −sA ψ and µ ≤ ϕ w.r.t. p. Therefore, for every t > 0, ϕ|e −tA (e −sA ψ) ≥ ϕ|e −tA µ ≥ µ|e −tA µ = e −tA/2 µ 2 > 0. (A.7)
Thus s ∈ B ϕ,ψ and t > 0 imply s + t ∈ B ϕ,ψ .
Step 3. ϕ|e −tA ψ is analytic in a neighborhood of the interval (0, ∞). Thus, (0, ∞)\B ϕ,ψ can have only 0 as a limit point, otherwise ϕ|e −tA ψ is identically 0. In particular, B ϕ,ψ contains arbitrarily small number. Thus, by Step 2, we conclude that B ϕ,ψ = (0, ∞). ✷
B Tensor products of self-dual cones
Let m 1 and m 2 be von Neumann algebras on h 1 and h 2 , respectively. Suppose that ξ 1 ∈ h 1 and ξ 2 ∈ h 2 are cyclic and separating vectors for m 1 and m 2 , respectively.
A vector ξ 1 ⊗ ξ 2 is cyclic and separating for m 1 ⊗ m 2 as well. Let ∆ be the modular operator associated with the pair {m 1 ⊗ m 2 , ξ 1 ⊗ ξ 2 } and let J be the modular conjugation. We easily check that ∆ = ∆ 1 ⊗ ∆ 2 , J = J 1 ⊗ J 2 .
(B.1)
Here, the conjugation J 1 ⊗ J 2 is defined as follows: Let Φ ∈ h 1 ⊙ h 2 , where ⊙ indicates the algebraic tensor product. Thus, Φ can be expressed as Φ = N i,j=1 c ij ϕ i ⊗ ψ j , where c ij ∈ C, ϕ i ∈ h 1 and ψ j ∈ h 2 . Using this expression, we define J 1 ⊗ J 2 by J 1 ⊗ J 2 Φ = N i,j=1 c * ij J 1 ϕ i ⊗ J 2 ψ j . We can show that J 1 ⊗ J 2 is well-defined and can be extended to a conjugation on h 1 ⊗ h 2 .
Let p 1 and p 2 be natural cones associated with the pairs {m 1 , ξ 1 } and {m 2 , ξ 2 }, respectively. We define a tensor product of p 1 and p 2 by the natural cone associated with {m 1 ⊗ m 2 , ξ 1 ⊗ ξ 2 }:
(B.2)
C Proof of Lemma 4.10
Lemma C.1 Let ψ ∈ P\{0}. If ψ|ϕ 1 ⊗ ϕ 2 > 0 for all ϕ 1 ∈ P Bσ \{0} and ϕ 2 ∈ P B c σ \{0}, then ψ > 0 w.r.t. P.
Proof. We will provide a sketch. We express ψ as ψ = ⊕ ∞ n=0 ψ n with ψ n ∈ L 2 sym (R 3n ) + . For each f 1 , . . . , f m ∈ L 2 (B σ ) + , set ϕ 1 = m j=1 a(f j ) * ω Bσ , where a(f ) * is the creation operator with a test vector f . Then ϕ 1 = S m (f 1 ⊗ · · · ⊗ f m ) ∈ P Bσ . Similarly, for each g 1 , . . . , g n ∈ L 2 (B σ c ) + , a vector ϕ 2 = Proof. Set ψ = ξ 1 ⊗ ξ 2 . We observe that, for every ϕ 1 ∈ P Bσ \{0} and ϕ 2 ∈ P B c σ \{0}, ψ|ϕ 1 ⊗ ϕ 2 = ξ 1 |ϕ 1 ξ 2 |ϕ 2 > 0 holds. Applying Lemma C.1, we conclude that ψ > 0 w.r.t. P. ✷
Completion of the proof of Lemma 4.10
Let ψ ∈ P\{0}. For each ϕ 1 ∈ P Bσ \{0} and ϕ 2 ∈ P B c σ \{0}, we have
Because A and B improve the positivity, so do A * and B * . Thus, A * ϕ 1 > 0 w.r.t. P Bσ and B * ϕ 2 > 0 w.r.t. P B c σ , which imply that A * ϕ 1 ⊗ B * ϕ 2 > 0 w.r.t. P by Corollary C.2. Accordingly, the RHS of (C.1) is strictly positive. By applying Lemma C.1, we conclude that A ⊗ Bψ > 0 w.r.t. P. ✷
