Abstract. This paper considers the global classical solvability (well-posedness) of a mixed initial-boundary value problem for semilinear hyperbolic systems with nonlinear reaction coupling of Lotka-Volterra type. The reaction nonlinearity is not globally Lipschitz in L 2 and has Lipschitz properties depending on an L ∞ -norm bound. The well-posedness problem is reformulated in an abstract setting as a modified Cauchy problem with homogeneous boundary conditions and solved based on the Banach contraction mapping theorem. Extra regularity of the local solutions in Sobolev spaces is shown based on Moser-type inequalities. It is shown that global existence of classical solutions holds if a uniform a priori bound on the L ∞ -norm of the solution and boundary term exists.
in [3, 26] . These works, however, do not consider the effect of boundary conditions that a boundary closed-loop system would need. This is the problem addressed here.
The main contribution of this paper is to treat in an abstract setting the combined case of a mixed initial-boundary value problem for semilinear hyperbolic systems with nonlinear source terms of Lotka-Volterra type and boundary conditions. To the best of our knowledge, this paper gives one of the first treatments for this combined case. Such systems describe models that include energy dissipative terms and transport terms and have reaction nonlinearity. Lotka-Volterra nonlinearity is often used to model biological systems and networks [10] , predator-prey systems [9] , n-wave coupled equations for Raman scattering [4] , and evolutionary dynamics of species [11, 26] . This type of nonlinearity is not globally Lipschitz in L 2 , but similar to the nonlinear Schrodinger equation [24] , it has Lipschitz properties depending on an L ∞ -norm bound of the solution. While Lotka-Volterra equations with diffusion have been extensively studied in [26] and recently in [14, 22] , the hyperbolic case is much less studied. In [23] a boundary feedback control problem for two coupled first-order hyperbolic partial differential equations with nonlinear coupling of Lotka-Volterra type is considered as arising for optical Raman amplifiers. A prerequisite to stabilizing and selecting controller parameters is that the closed-loop system needs to have a global in time unique classical solution.
This paper develops mathematical well-posedness results in Sobolev spaces that can be used as the basis for developing further boundary control results for this type of system. The paper is organized as follows. Section 2 presents preliminary notation and a mathematical model, as well as a brief boundary control motivation. Section 3 gives some preliminary results and a priori bounds. The main result for local existence and uniqueness of classical solutions together with its proof is given in section 4. The approach relies on results for classical solutions of abstract Cauchy problems [24] and the theory of C 0 -semigroups for semilinear hyperbolic systems [12] . The boundary conditions are embedded into an appropriate higher regularity subspace, as in [19] , and a perturbation approach is applied for the nonlinear reaction term. This embedding not only validates the calculations that follow but in addition gives directly the extra regularity needed for the classical solution. Sobolev-type inequalities and Gronwall's lemma are used to prove extra regularity and bounds for the local in time classical solutions. Global in time results (well-posedness) are given in section 5. It is shown that if a uniform a priori estimate on the ∞-norm of the local solution term exists, then a unique classical solution in the L 2 space exists globally in time. Conclusions are given in section 6.
Preliminary notation and a mathematical model.
The following notation is used. Let Ω = (0, 1), Ω = [0, 1], ∂Ω = {0, 1}. As usual L 2 (Ω; R n ) denotes the Lebesgue space of R n -valued square-integrable functions on Ω, and let L 2 (Ω) := L 2 (Ω; R n ) be a compact notation for this space of vector-valued functions. L 2 (Ω) is a Hilbert space with its inner product ·, · and L 2 -norm denoted by · L 2 :
where · denotes the Euclidean norm in R n . Let L ∞ (Ω) denote the Lebesgue space of R n -valued measurable functions on Ω that are essentially bounded with the norm
and C 0 (Ω) denote the space of R n -valued continuous functions on Ω with the norm
Let H 1 (Ω) denote the usual Sobolev space [1, 25 ]
the completion of the space C 1 (Ω) of continuously differentiable functions on Ω, equipped with the usual H 1 -norm denoted by · 2 H 1 :
Similarly, let
spaces denote Sobolev spaces for higher k ≥ 0. Particular spaces of interest in this work are X = L 2 (Ω) and Y = H 1 (Ω). By the Sobolev embedding theorem [24] ,
Consider the following n × n first-order semilinear hyperbolic system with nonlinear source terms:
and initial condition
Assume that in (2.1) coefficients a(z) = [a ij (z)] and b(z) = [b ij (z)] are sufficiently smooth on Ω, and take values in B(R n ), the space of bounded linear operators from R n to R n , as in [12, 21] , such that
Consider the case where a(z) = [a ij (z)] is symmetric, as in [12, 21] , and possibly after a coordinate change, a(z) is a diagonal matrix with elements 0 < λ 1 (z) < · · · < λ n (z), so that λ i ∞ < K a . The case when 0 < λ 1 , . . . , λ k and λ k+1 , . . . , λ n < 0 for some k = n can be treated similarly. Assume that in (2.2) G is a smooth map of class C 2 with G(0) = 0 satisfying the Lipschitz property
The nonlinear source terms f (x) = [f i (x)] ∈ R n in (2.1) are assumed to be of LotkaVolterra type such that ∀x ∈ R n , (2.5)
where coefficients m ij (z) are sufficiently smooth and
Given (2.1)-(2.3), we consider the problem of determining conditions for (2.1)-(2.3) to be well-posed, i.e., for (global) existence and uniqueness of classical solutions.
Boundary control motivation.
One motivation for approaching such a problem is the design of boundary controllers for hyperbolic systems, such as Raman amplifiers or spatially distributed predator-prey populations. A reaction nonlinearity of Lotka-Volterra type is encountered in biological systems and networks [9, 10, 26] and in dynamics of stimulated Raman scattering [4] . System (2.1)-(2.3) represents a boundary controlled closed-loop system where G is the map to be designed such that certain stability and performance objectives are met. Such boundary conditions arise in connection with boundary control problems; for example, see [5] . In the following we briefly motivate such a well-posedness problem, based on a boundary control design case for a Raman amplifier. The reader is referred to [23] for more details of such an application.
Consider the 2 × 2 first-order hyperbolic system with nonlinear reaction
System (2.6) represents coupled wave equations for the dynamics in an average-field power model of stimulated Raman scattering [4, 8] . In a normalized co-propagating Raman amplifier, with normalized attenuation and coupling coefficients, s(t, z) ≥ 0 and p(t, z) ≥ 0 denote the signal and pump powers propagating at wavelengths l 1 , l 2 , with characteristics speeds 0 < λ 1 < λ 2 along amplifier length Ω = (0, 1).
In [23] the problem of designing boundary control on one of the channels to drive the state at the end of the spatial domain to a desired constant reference value on the other channel is considered. Specifically, the signal input is maintained constant s(t, 0) =ū s , and a certain desired level (set point) y d is required for signal output s(t, 1) by manipulating only the boundary condition on p(t, 0). Thus system (2.6) has boundary conditions
where u c (t) is the control action to be designed based on boundary measurement s(t, 1) (see Figure 1 ). For constant control action u c (t) =ū c , let (s(z),p(z)) denote the steady-state solution which satisfies the set points(1) = y d and boundary conditions (2.9)s(0) =ū s ,p(0) =ū c .
Consider a simple proportional boundary control
Under the assumption that there exists unique steady-state solution (s(z),p(z)) ∈ H 1 (Ω),s(z),p(z) > 0, z ∈ Ω, that satisfies the set points(1) = y d and boundary conditions, the problem is to find controller parameters such that the steady-state solution is stable, i.e., such that for any small, smooth enough initial condition (s 0 (z), p 0 (z)), the closed-loop system has a unique classical solution converging towards the desired steady-state solution (s(z),p(z)) in some appropriate norm.
PDE System
Controller u c (t)
Making the change of variables with respect to the desired steady state (s(z),p(z)),
the closed-loop system can be written in the w(t, z) coordinates as
with boundary conditions from (2.7), (2.9), (2.10)
and initial conditions (2.14)
In the w(t, z) coordinates the closed-loop boundary controlled system (2.12)-(2.14) is a special case of (2.1)-(2.3), (2.5), for n = 2, where w represents deviation variables from the desired steady state, m ij (z) = 1 for i < j and m ij (z) = −1 for i > j, G is the boundary map to be designed, and w 0 (z) represents the initial condition.
Thus the boundary control problem can be restated to finding conditions on the parameters of the boundary controller (2.10) such that, for any small smooth enough initial condition, the corresponding closed-loop system in shifted coordinates has a unique classical solution w(t) converging towards the origin in some appropriate norm. A prerequisite to that is that conditions for the closed-loop system of the form (2.1)-(2.3) to be well-posed need to be given; e.g., the mixed initial-boundary value problem has to admit a unique classical solution globally in time. Once a unique classical solution exists globally in time, then its asymptotic properties can be studied and can be used directly in the design of stabilizing boundary conditions [23] .
3), regard w as a function of t with values in a Banach function space over z, and for each t let t → w(t) := w(t, ·).
Thus write w(t) for w(t, ·).
The following operators are introduced. Denote by · the operator defined by pointwise multiplication such that for any
The same notation is used for matrix-and vector-valued functions of compatible dimensions. Recall (2.1) with the matrix-valued coefficients a, b. Using the pointwise multiplication notation, let L denote the linear differential operator defined by
using (2.5) and (2.15), or compactly with
Let the operator A be defined by
3) can be written in the formẇ
with the boundary condition embedded. Thus the closed-loop system (2.1)-(2.3) or (2.19) is written asẇ
Let T > 0, and denote by C 1 ([0, T ]; X ) the space of continuously differentiable functions on [0, T ] with values in X . The following definition is used (see [7, 24] ).
Existence of a global classical solution for the Cauchy problem, i.e., when The proof of Theorem 4.1 is based on the Banach contraction mapping (fixedpoint) theorem, perturbation of linear operators, and Sobolev embedding of functional spaces, together with the Gronwall inequality. The boundary conditions are dealt with by converting the problem into a modified one with homogeneous zero boundary conditions and imposing extra regularity as needed, following an approach as in [19] , where a parabolic equation with convection-type nonlinearity was treated.
Key ingredients in the proof of Theorem 4.1 are some a priori estimates on w(t). These are developed in this section in Lemmas 3.1 and 3.4.
Lemma 3.1. The nonlinear reaction F (2.17) has the following properties:
By Lemma 3.1, F has Lipschitz properties dependent on the L ∞ -norm and is locally Lipschitz in Y = H 1 (Ω). The proof of Lemma 3.1 is given in Appendix A, based on the Sobolev embedding theorem and Moser-type estimates [26] (3.5)
for some constant C > 0, where X = H k (Ω) with k ≥ 0. Return to the mixed initial-boundary problem (2.21)-(2.23). A given initial condition w 0 must satisfy the compatibility condition 
Using (2.21) evaluated at t = 0 and (2.23) yields
. Take the time derivative in (2.22) (since classical solutions are considered) so that
where G = dG w denotes the Fréchet derivative of G with respect to w. Evaluating at t = 0,
Using this with (3.8) evaluated at z = 0, z = 1 yields
first-order compatibility conditions for w 0 . Then let (3.10)
Thus for classical solutions we need (3.9) as first-order compatibility conditions in addition to the zero-order conditions (3.6). Next, differentiating (2.21) with respect to time, evaluating at t = 0, and using (2.23) yields
for an appropriately defined I 2 (w 0 ), as with I 1 (w 0 ). Proceeding similarly, secondorder compatibility conditions involving I 2 (w 0 ) and H w(t, 1) ), (3.13)
For any given w ∈ W , (3.12)-(3.14) is a linear boundary value problem with inhomogeneous boundary conditions. The form (3.12)-(3.14) is instrumental for the results that follow. Specifically, in Theorem 4.1 it is shown that (3.12)-(3.14) has a unique solution w ∈ W for any given w ∈ W , and hence w = Φ( w) defines a mapping Φ from W into W . By using the Banach contraction mapping theorem, it is shown that this mapping has a unique fixed point w, which is the unique solution of (2.21)-(2.23) as needed.
Some a priori bounds for (3.12)-(3.14) that will be used in the proof of Theorem 4.1 are developed in the following.
Remark 1. Before considering bounds on (3.12)-(3.14) let us justify the choice of W based on further regularity with respect to time needed for a classical solution and for homogenizing the boundary conditions. Typically, for a classical solution in Thus, for any given initial condition satisfying the compatibility conditions (3.6), (3.9), let W denote the following subset of C 2 ([0, T ]; H 1 (Ω)):
where I 1 (w 0 ), I 2 (w 0 ) are defined in (3.7), (3.11) . The extra conditions on W are imposed because the solution satisfies them (see (2.23), (3.8), (3.11) ) and the fixed point in W of the nonlinear mapping Φ will be such a solution.
It can be shown that W is not empty by considering w such that Now we turn to deriving a priori estimates on the norm of w, (3.12)-(3.14). Due to the boundary condition (2.22), when doing integration by parts the term w(t, 1) appears. The following estimates are used to take care of such terms. First, by the Sobolev embedding theorem [24, 25] 
For every t ∈ [0, T ] and for each fixed
Then, for any w(t) ∈ H 1 (Ω), using (3.17),
The following inequalities are used in addition to (3.17) . For any w ∈ W ,
For any given w 1 , w 2 ∈ W and initial conditions w 10 , w 20 , denote the corresponding solutions of (3.12)-(3.14) by w 1 , w 2 . Let
where ∆G(t) := G( w 1 (t, 1)) − G( w 2 (t, 1)).
In the following C(·, ·) denotes a generic constant that can change from line to line. Lemma 3.4. Consider (3.21)-(3.22). Then ∀ w 1 , w 2 ∈ W there exist c 0 , c 1 , r 0 , r 1 , s 0 , s 1 , C,C 1 > 0, and C( w 1 W , w 2 W ) such that the following estimates hold ∀t ∈ [0, T ]:
The proof is given in Appendix B, based on standard energy estimates and Gronwall's inequality together with Lemma 3.1 and the Lipschitz property of G.
Remark 2. The a priori estimates in Lemma 3.4 are instrumental for applying the Banach fixed-point theorem and to relax the assumptions on initial conditions w 0 (from H 
Proof. The proof is based on the variational form (3.12)-(3.14). Specifically, it is shown that for any given w ∈ W (3.15), (3.12)-(3.14) has a unique solution w ∈ W , w = Φ( w). Under suitable conditions, for small T > 0 the restriction of the mapping Φ to W is a contraction over a closed subset in W . Then, by the contraction mapping principle (Banach fixed-point theorem), there exists a unique fixed point w of Φ in this subset. This w is by definition the desired solution of (2.21)-(2.23).
In order to show that (3.12)-(3.14) has a unique solution w ∈ W for any given w ∈ W (3.15), an approach as in [19] is used to deal with the boundary conditions. For any given w ∈ W , (3.12)-(3.14) is an inhomogeneous linear initial-boundary value problem with parameter w as a function of time t and inhomogeneous boundary conditions. The problem is first converted into a modified one with homogeneous zero boundary conditions on which extra regularity is imposed. Then existence results for classical solutions of an inhomogeneous Cauchy problem for linear hyperbolic systems (Corollary 4.2.5 or Theorem 5.5.3 in [24] ) can be applied.
To convert (3.12)-(3.14) make the change of variables We claim that ∀w 0 ∈ H 1 bc (Ω) and any given w ∈ W , there exists T > 0 such that (4.2)-(4.3) has a unique classical solution
To analyze f (4.2), note the separation of variables in ψ (4.1). Since G and w are C 1 with respect to time, using the chain rule yields
For any w ∈ W , w is twice continuously differentiable with respect to t so that dψ dt is continuously differentiable. Since F is Fréchet differentiable in Y = H 1 (by Lemma 3.1) and A is a linear operator, it follows that
is continuous for any w ∈ W so that f ∈ C 1 ([0, T ]; X ). Thus, ∀w 0 ∈ H 1 bc (Ω) and any given w ∈ W , y 0 ∈ D(A) and f ∈ C 1 ([0, T ]; X ). By Lemma 3.2 in [12] , −A is the infinitesimal generator of a C 0 -semigroup on X = L 2 (Ω). By applying Corollary 4.2.5 in [24] to (4.2)-(4.3), the claim (4.4) is proved.
From (4.4), (4.1) it follows that ∀w 0 ∈ H 1 bc (Ω) and for any given w ∈ W , there exists a unique classical solution of (3.12)-(3.14),
However, in order to show that Φ is mapping W into itself, i.e.,
w(t) needs to have higher regularity (two more degrees of differentiability with respect to t). Consider for the moment that w 0 ∈ H 3 bc (Ω) and w ∈ W 4 ⊂ C 4 ([0, T ]; H 1 (Ω)), where W 4 is defined as W (3.15), with two extra degrees of the differentiability. These assumptions are relaxed later on by a density argument. Then it can be shown that
∀t ∈ [0, T ] and for some s w = max{s 1 , s 1t , s 1tt } > 0. Using (4.8), (4.9) for w 1 = w n , w 2 = w, η = w n − w, and q = w n − w it can be shown that {w n } converges to w in the W -norm. Since W is closed in
and since w(0) = w 0 , w(0) = w 0 , using (3.7) it can be shown that dw dt (0) = I 1 (w 0 ) and
Thus (3.15) is satisfied and Φ maps W into W . In order to conclude that Φ has a unique fixed point in W , the Banach contraction mapping theorem is applied. Specifically, it is shown that there exists T > 0 sufficiently small and a closed subset
This can be shown based on (4.9). Consider w 1 = w, w 2 = 0 so that η = w, q = w = Φ( w), q(0) = w 0 , and from (4.9)
Take w 0 such that w 0 H 1 ≤ ρ, ρ > 0, and consider any w ∈ B R :
Then from (4.10)
Pick T > 0 such that T < min{
and thus Φ is a contraction mapping on Lemma 3.2) , by the Banach contraction mapping theorem, Φ has a unique fixed point w ∈ W such that Φ(w) = w. This w satisfies by (3.12)-(3.14) , 1) ).
is the unique solution of (2.21)-(2.23). Based on the W space definition (3.15), it can be immediately shown that the compatibility conditions (3.6) are satisfied so that
Moreover, the higher regularity yields directly w ∈ C 1 ([0, T ]; L 2 (Ω)), and the proof is complete.
Remark 3. The proof uses a higher regularity which is afterwards relaxed by a density argument. In addition to ensuring the validity of all calculations, this higher regularity is imposed so that Corollary 4.2.5 in [24] can be applied. Corollary 4.2.6 in [24] cannot be applied because in order to apply it one needs f (t) ∈ D(A) = H 1 0 (Ω) for each t ∈ [0, T ], and this does not hold. Due to the presence of boundary conditions, Theorem I in [12] (similar to Corollary 4.2.6) cannot be applied either. By working on the space W with the higher regularity, the boundary terms that appear when doing integration by parts are taken care of directly. Indeed, using the Sobolev embedding theorem yields
Remark 4. By using H k spaces with higher k ≥ 0, it can be shown as in [26] that for sufficiently smooth initial conditions w 0 ∈ H k (Ω), the (local) solution is smooth:
5. Global in time existence and uniqueness. In the following it is shown that the solutions persist globally in time as long as there exists a uniform bound on the ∞-norm of the local in time solution.
Theorem 5.1. Assume that for every T 0 > 0 and for w the unique local classical solution of (2.21)-(2.23)
for 0 < T ≤ T 0 , the following uniform a priori bound holds:
Proof. It suffices to prove that for every given T 0 > 0, if w is a classical solution on [0, T ], with 0 < T ≤ T 0 , then the following a priori estimate on the H 1 -norm of w(t) holds:
where C(T 0 ) is a constant independent of T but possibly dependent on T 0 . Then w(t) Then take
Since w(t, 1) ≤ √ n |w(t, 1)| ∞ (by (3.18)), it follows that
wherer 1 = nr 1 . Applying Gronwall's inequality (see [25, p. 54] ) yields for any t ∈ [0, T ]
Hence, since, by assumption, w(t) ∞ ≤ K, it follows that |w(t, 1)| ∞ ≤ K ∀t ∈ [0, T ]:
where the right-hand side depends only on T 0 . For an arbitrarily given T 0 > 0, the same argument is repeated for 6. Conclusion. An initial-boundary value problem for semilinear hyperbolic systems with nonlinear reaction coupling of Lotka-Volterra type and nonlocal boundary conditions was considered. This problem arises as one studies the well-posedness of a boundary controlled closed-loop system. A key property exploited was the Lipschitz-type property of the nonlinearity, specifically its dependence on the L ∞ -norm of the solution. Local existence and extra regularity of the solution in Sobolev spaces was shown based on Moser-type inequalities. Using local a priori estimates it was shown that the unique local classical solution can be extended globally in time (well-posedness) if a uniform a priori bound on the L ∞ -norm of the solution holds. These well-posedness results can be applied in the context of boundary control. A future direction is the treatment of quasi-linear hyperbolic systems with nonlinear reaction.
Appendix A. Proof of Lemma 3.1. Both (i) and (ii) follow at the same time. Recall that for any
From (2.17),
Since the coefficients m ij are bounded and m ij ∞ ≤ K m , it follows that
Applying Moser's inequality (3.5) on the right-hand side of (A.3) yields
for someC > 0, and hence, using (A.2),
1/2 on the right-hand side yields
and hence
Using (A.1) this implies that
Then, for F in (2.17),
Using the foregoing bound it follows that
which is (3.1) for C = n √ 2 n K mC . Similarly,
as in (A.3). Therefore,
and, by the triangle inequality,
Proceeding similarly as above, applying Moser's inequality (3.5) in the two terms on the right-hand side together with Young's inequality, it can be shown that (3.2) holds and (i) is proved.
Additionally, for Y = H k (Ω), ∀k ≥ 1 from the Sobolev theorem [24] , [26] , it follows that Y ⊂ L ∞ (Ω) and there exists C 0 > 0 such that Appendix B. Proof of Lemma 3.4. For simplicity the proof is given for the case a(z) = diag(λ i ), with λ i constant. Similar arguments can be used for k = n and smooth λ i (z) = cst by using bounds on λ i , λ i over z ∈ Ω. The proof is based on energy estimates for q(t). The first term can be integrated by parts (a(z) = diag(λ i )). In the second term, after expanding, the Cauchy-Schwarz inequality can be used term by term together with the bound b ij ∞ ≤ K b on b(z). Finally, in the third term, Young's inequality is used. These manipulations yield
or, since λ i > 0,
where λ n = max i λ i , c 0 = (2 n K b + 1). Using q(t, 0) = ∆G(t) (3.22) and (2.4) for G, i.e., ∆G(t) := G( w 1 (t, 1)) − G( w 2 (t, 1)) ≤ K g η(t, 1) , together with the estimates for F in (i) of Lemma 3.1 yields 
