An algorithm for the optical computation of potential field maps suitable for nwbile robot navigation is described ancl experimentally produced maps and palhs are presented. The parallel analog optical computation employs a two dimensional spatial light modulator on which an image of the potential .field w p is generuted. Optically calculated fields contuin no locul minim, tend to produce paths centered in gups between obstucles, and produce paths which give preference to wide gups. Culculation of I28 x 128 pixel fields at a .few hertz are possible with currenl technology, and calculation tinie vs. map size scales fuvoruhly in comparison to digital electronic computution.
1: Introduction
An introduction to the field of autonomous robotic path planning may be found in Ref. 1. Here we consider one class of path planning problem, that of determining a series of motions for a robot to execute in order to move from an initial location to a designated goal location in a bounded two dimensional workspace.
Figure la shows a view from above of such a workspace, which could be a room bounded by walls and containing fumiture of various shapes.
We consider here the method of path planning using artificial potential fields, which takes its name from its use of an analogy t o electrostatic potentials [2-71. Each location in the workspace is considered to have an associated potential energy U(x). In practice, the workspace is often divided into some finite number of cells, as in Fig. lb . Each cell has a distinct potential value and the robot moves from cell to cell. The robot is assumed to follow the gradient of the potential, responding to the force location in the workspace. Generally, the field throughout the workspace due to each obstacle and the goal are calculated separately and then added to produce a potential field map for the entire workspace. The actual functional form of the separate U's can follow the electrostatic analogy of a field which is inversely proportional to distance, but more usually, the form of U(r) is not exactly l/r, but some other monotonically decreasing function [ 
1],[5]-[7].
The biggest clrawback of the potential Aeld approach is that it often produces local minima which can trap the robot before it reaches the goal [l]. For example, at a point directly behind an obstacle from the goal, the force on the robot may be either directly away from or towards the obstacle, or the robot may reach a local minimum where the forces exactly cancel. A second problem can arise due to the use of positive potential field contributions from obstacles. Those edges of obstacles which are close together can form a high potential ridge with a local minimum between them.
A recent technique avoids local minima by computing potential values for the entire workspace as a system, insteading of adding together individual contributions from goal and obstacles [8]. Tbe obstacles are still maximum potential locations, but they have no field which extends beyond their boundaries. The goal location, rather than being considered the center of a radially symmetric function such as (l), is the source of an expanding low potential region which starts in a small area and grows uniformly until it reaches an obstacle. Upon reaching an obstacle, the goal's "field" spreads around the obstacle. The field stops expanding when it has filled the entire workspace. Figure 2 shows the steps in this process. In Fig. 2b the first two equipotential lines surrounding the goal are shown. In this algorithm, each equipotential line is separated by an equal distance. After the obstacle is reached, the equipotential lines are no longer radially symmetric, but are distorted in going around the object, as shown in Fig.   2c . The completed pattern in Fig. 2d contains no local minima, and a robot located behind the obstacle will be guided around it, following a path such as that shown in the figure. In a conventional digital electronic implementation, this algorithm runs in 0(N3") time,
where N is the number of cells [8] . Alternative techniques for overcoming local minima are even more computationally intensive [11,[51,[61. "be large amount of computation requid to produce paths which are not distorted by local minima is a general drawback of the potential field technique. A rapid method of calculating local-minima-free potential field maps is requited to facilitate dynamic path re-planning. In this work, a method for producing local-minima-free potential field maps is proposed and demonstrated experimentally using analog optical computation. The inherently parallel nature of the optical calculation makes it especially well suited for handling large, highresolution workspaces.
2: Optical calculation of potential fields
High speed analog optical computation of field maps suitable for robotic path planning can be performed using a microchannel spatial light modulator (MSLM). The MSLM is a device used to produce two dimensional optical images with gray-scale intensity values [9]-[Ill.
Commercial versions of the MSLM [12] have been utilized in a variety of optical computing applications.
2.1: MSLM operation
A diagram of the MSLM is shown in Fig. 3 . The device consists essentially of a photocathode, a microchannel plate (MCP), and an elecuooptic crystal. An input light intensity distribution is converted by the photocathode to a spatial electronic current distribution, which is then amplified by the MCP and deposited on the crystal, typically LiNbO3. The electrooptic crystal is coated with a thin dielectric mirror. The deposited surface charge density, os, creates an electric field across the electrooptic crystal. The polarization of a coherent readout light beam which passes twice through the electmoptic crystal is rotated by this electric field via the Pockels effect [13] , and the spatial distribution in os is converted to an amplitude distribution in the readout beam through the use of a polarizer.
There are two basic methods which can be used to write spatial patterns onto the MSLM. The first is through electron deposition onto the dielectric mirror as described above. The second method involves first depositing a uniform charge disrribution on the surface of the mirror and then removing, or depleting, charge from areas to be written. Figures 4a and 4b show the results of writing a simple square pattern in the two modes. In both cases the pattern wa.. written up to a point of +5 90% amplitude modulation. At this level of modulation, the two patterns are very nearly reverse contrast images. However, if the electron depositioddepletion process is continued, the deposited pattern begins to expand, while the depleted pattern remains relatively confiied, as shown in Figures 4c and 4d [141,[151.
2.2: Potential field computation algorithm
In the introduction we saw an algorithm for computing local-minima-free potential field maps which At this point, an image of the MSLM output shows the goal at a value of zero (black in Fig. 4) . while the remaining area of tbe workspace is at the maximum %bit gray-scale value of 255 (white in Fig. 4) .
A series of alternating depositioddepletion writing cycles follows. The goal region is written for a time te, during which time the clgosited region expands. During each electron deposition step, we illuminate the photocathode in all areas into which the goal region expanded in previous cycles. When the expanding deposited area reaches the location of an obstacle, some of the deposited electrons fall within the borders of the obstacle. This charge is removed by writing in depletion mode for a time tp. All obstacles are written back to full intensity before an image is taken of the output pattem.
The procedure terminates after the area written via electron deposition spreads to cover the entire active area of the electmoptic crystal, excluding the regions occupied by obstacles. When the workspace is fully written, output images no longer change and the cycle is stopped.
The potential field map is formed by averaging the images taken at the end of each write cycle and should contain no local minima. Any electrons which spread into the bounds of obstacles are removed, while electrons which s p a d around the edges of the obstacles are to maximum brightness using electron depletion. electron deposition. allowed to accumulate. Eventually, the deposited area spreads around ohstacles, creating a potential map similar to Fig. 2d .
2.3: Calculation time
We derive the total optical writing time required to complete a potential field calculation and then compare the scaling of computation time with the size of the robot's workspace for both the electronic and tbe opticaloperations in the algorithm diagrammed in Fig. 5 . ?he' overall limiting factor for system speed is compared to the speed of conventional digital electronic systems. where the periods of electron depletion writing during which obstacles are rewritten are included by the factor q When obstacles are present, some of the charge accumulated during deposition mode writing is deposited in obstacle regions. This charge is removed during subsequent depletion mcxle rewriting of obstacles, and it does not contribute to modulating all of the obstacle-free regions of the active area. This is reflected in our final equation for optical writing time = (te + %)he.
(4)
where 6 is a factor greater than one which is dependent on the specific number, size and placement of obstacles in the workspace, and on the position of the goal.
The speed of the optical calculation is limited primarily by the maximum current of the microchannel plate, J, . Using the highest value of J, demonstrated to date in (4) results in a value for tCalc of a few tenths of a second, allowing potential field map updates at a few hertz. MSLMs with higher current densities are feasible.
2.3.2: Write cycle frequency:
The derivation of optical writing time includes both periods of deposition mode writing lasting t, and depletion mode writing for periods of 'p. Specific writing durations were not used in deriving t,,lc, although they were assumed to be much shorter than tcalc in the derivation of (3). The limit on write cycle duration is determined in practice by the phenomenon we refer to as "breaching". If the area written in deposition mode is allowed to expand too much before the obstacles are rewritten, deposited electrons can spread completely across an obstacle. The charge which is deposited behind the obstacle remains after the obstacle is rewritten and leads to creation of a local minimum in the final potential field. Breaching does not occur if the total amount of charge deposited during t, is sufficiently small. The total number of depositionhlepletion write cycles is given by For the obstacles patterns considered in the following section, we find empirically that M must be on the order of 100 to avoid breaching. The electronic operations therefore detemine the ultimate limit on system computation speed. In the limit of large N, the order of the computation time for the hybrid opticdelectronic system is O (N h(N) ).
We discussed in Section 1 that comparable potential field map computations performed using conventional digital electronics scale at best as O(N3'2). The advantage of optical calculations therefore lies in the domain of large, high resolution potential field maps.
For the optical implementation, N may be increased either by increasing the active area of the crystal or by increasing the crystal resolution.
3: Experimental results
The optical potential field computation algorithm of Fig, 5 was tested on both single and multiple obstacle workspaces. The experimental apparatus is described in cletail in [14] and [lS].
3.1: Single obstacle workspace
A "(3" or "U" shaped obstacle commonly used in robotics research [l] was used to demonstrate the procedure in the single obstacle case, as shown in Fig.  6a . This type of object is difficult for many path pkanning algorithms to handle because of the creation of local minima behind or in the inner space of the obstacle. Five intermediate output images taken during the execution of the algorithm are seen in Fig. 6 , starting just after the goal was written in Fig. 6b . Output images after 20, 40, 60, and 80 write cycle iterations are shown in Figures 6c-f. In Fig. 6c , the goal region has just expanded to the edge of the obstacle. The deposited area spreads around the obstacle in Figures 6d  and 6e , and has almost filled the entire workspace in Fig.  6f . The value of the obstacle-dependent factor in the optical writing time of (4) was measured to be 5 = 1.7.
After the output image stopped changing, the sequence of images stored during the writing process was averaged to produce the potential field map. The potential field map is a gray-scale image with values ranging from 0 at the goal to 255 within the bounds of the obstacle. Figure 7a shows a contour plot where the first equipotential line surrounding the goal represents a gray-scale value of 15, and each successive line is separated by a gray-scale value of 16. Notice that the highest potential values in the field are those directly behind the obstacle from the goal. We have simulated the path that a simple "point robot" would follow when started at any initial position in the workspace. A point robot is assumed to occupy only one resolution cell of the workspace at a time. The robot follows the potential map using simple gradient descent without momentum. An example path is shown in Fig. 7b , where the robot is assumed to begin at a location which is behind the obstacle in this case. It then follows a path roughly perpendicular to the equipotential lines. The robot successfully pnxeeds around the obstacle and reaches the goal without being trapped by any local minima. In addition, the optically calculated potential field does not result in a path which follows the exact edge of the obstacle. Some potential field calculation algorithms generate paths which follow obstacle boundxies s o closely that a robot with spatial extent beyond one resolution cell would collide with the ohstacles (see Fig.   U ).
3.2: Multiple obstacle workspace
An optical potential field calculation was also performed for the workspace shown in Fig. 8a , which contains four ohstacles. In this case the dependence of the calculation time in (4) on the obstacle pattern was The composite potential field map is seen in Fig.  9a . The goal region expands most quickly in areas where there are large gaps between obstacles. Near small gaps, a larger percentage of electrons are deposited in obstacle regions and are subsequently removed, resulting in slower spread of the deposited area. Faster spread through karge gaps yields potential field maps which favor robot paths between widely separated obstacles over paths of equal length between closely spaced obstacles. In many cases, especially for non-point, extended robots, this may be a desirable behavior.
An exrunple is shown in Fig. 9b , which plots two paths generated by following the potential field map using a simple gradient descent planning algorithm. The charge deposited region spread around the triangular obstacle from two different directions, forming a relatively high potential ridge above and to the left of the triangle. A robot placed on one side of the ridge follows a path in one direction around the triangle and parallelogram, while a robot placed on the other side of the potential ridge follows a path in a different direction.
The optically generated field map does not guarantee an optimally short path, but it does implicitly weigh the benefits of path length and path width and produces a path which represents a compromise between these parameters.
4: Conclusions
We have experimentally shown that a microchannel spatial light modulator (MSLM) can be used to perform analog optical calculations of local-minima-free potential field maps suitable for robotic path planning. Optics is well suited for this application because the hybrid opticaUelectmnic calculation scales as O(N ln(N)), where N is the number of resolution cells in the robot's workspace, whereas conventional digital electronic techniques scale as 0(N3") or worse. In addition, optically calculated potential fields have the often desirable characteristics of producing paths through the middle of gaps between obstacles and paths which give preference to wide gaps. Map updates at several hertz for 128 x 128 pixel fields are feasible using existing MSLM technologies. The bandwidth of optical potential field calculations may be increased further by increasing the area of the elecamptic crystal, by increasing the maximum current density of the microchannel plate, and by decreasing the electrooptic crystal thickness.
