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ENVELOPING ALGEBRAS OF RESTRICTED LIE
SUPERALGEBRAS SATISFYING NON-MATRIX
POLYNOMIAL IDENTITIES
HAMID USEFI
Abstract. Let L be a restricted Lie superalgebra with its en-
veloping algebra u(L) over a field F of characteristic p > 2. A
polynomial identity is called non-matrix if it is not satisfied by
the algebra of 2 × 2 matrices over F. We characterize L when
u(L) satisfies a non-matrix polynomial identity. In particular, we
characterize L when u(L) is Lie solvable, Lie nilpotent, or Lie
super-nilpotent.
1. Introduction
A variety of associative algebras over a field F is called non-matrix
if it does not contain M2(F), the algebra of 2 × 2 matrices over F. A
polynomial identity (PI) is called non-matrix if M2(F) does not satisfy
this identity. Latyshev in his attempt to solve the Specht problem
proved that any non-matrix variety generated by a finitely generated
algebra over a field of characteristic zero is finitely based [L80]. The
complete solution of the Specht problem in the case of characteristic
zero is given by Kemer [K91, K81].
Although several counterexamples are found for the Specht problem
in the positive characteristic [AK], the development in this area has
lead to some interesting results. Kemer has investigated the relation be-
tween PI-algebras and nil algebras. Amitsur [Am] had already proved
that the Jacobson radical of a relatively-free algebra of countable rank
is nil. Restricting to non-matrix varieties, Kemer [K96] proved that
the Jacobson radical of a relatively-free algebra of a non-matrix variety
over a field of positive characteristic is nil of bounded index. Recently
these varieties have been further studied in [MPR].
Enveloping algebras satisfying polynomial identities were first con-
sidered by Latyshev [L63] by proving that the universal enveloping
algebra of a Lie algebra L over a field of characteristic zero satisfies a
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PI if and only if L is abelian. Latyshev’s result was extended to pos-
itive characteristic by Bahturin [B74]. Passman [P] and Petrogradsky
[P91] considered the analogous problem for restricted Lie algebras and
their envelops.
Let L = L0 ⊕ L1 be a restricted Lie superalgebra with the bracket
( , ). We denote the enveloping algebra of L by u(L). All algebras in
this paper are over a field F of characteristic p > 2 unless otherwise
stated. In case p = 3 we add the axiom ((y, y), y) = 0, for every
y ∈ L1. This identity is necessary to embed L in u(L). Restricted Lie
superalgebras whose enveloping algebras satisfy a polynomial identity
have been characterized by Petrogradsky [P92]. The purpose of this
paper is to characterize restricted Lie superalgebras whose enveloping
algebras satisfy a non-matrix PI. Our results unify the results of Riley,
Shalev, and Wilson in [RS, RW] where they characterize restricted Lie
algebras whose enveloping algebras satisfy a non-matrix PI. Our first
main result is as follows.
Theorem 1.1. The following statements are equivalent:
(1) u(L) satisfies a non-matrix PI.
(2) The commutator ideal of u(L) is nil of bounded index.
(3) u(L) satisfies a PI, (L0, L0) is p-nilpotent, and there exists an
L0-module M of codimension at most 1 in L1 such that (M,L1)
is p-nilpotent and (L1, L0)⊆M .
We prove Theorem 1.1 in Section 3. The classification of finite di-
mensional Clifford algebras is used in the proof. In the course of prov-
ing Theorem 1.1 it was of interest for us to know whether a variant of
Cayley-Hamilton Theorem holds for matrices over the Grassmann alge-
bra. Note that the Grassmann algebra satisfies the identity [x, y, z] = 0.
So in general we ask the following:
Problem 1.2. Let G be a nilpotent (solvable) Lie algebra over a field
of positive characteristic. Does a variant of Cayley-Hamilton Theorem
hold for Mn(G)?
Szigeti [Sz] proved that if H is a nilpotent Lie ring of any character-
istic and T ∈ Mn(H), then there exists a polynomial f(t) ∈ H [t] such
that the left substitution of T in f(t) is zero. The degree of f is nm
where m is the nilpotency class of H . However the leading coefficient
of f is factorial in n, so this result is essentially not useful in positive
characteristic.
Every Z2-graded associative algebra A = A0⊕A1 over F can be given
the structure of a restricted Lie superalgebra via (x, y) = xy−(−1)ijyx
for every x ∈ Ai and y ∈ Aj. We denote the usual Lie bracket of A
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by [u, v] = uv − vu. We emphasis that the terms Lie nilpotent or Lie
solvable are used with respect to the usual Lie bracket [ , ] whereas Lie
super-nilpotent refers to the super-bracket ( , ).
The variety of Lie solvable algebras includes Lie nilpotent and Lie
super-nilpotent algebras. We characterize L when u(L) is Lie solvable
in the following theorem.
Theorem 1.3. Let L be a restricted Lie superalgebra. Then u(L) is
Lie solvable if and only if (L, L) is finite-dimensional, (L0, L0) is p-
nilpotent, and there exists a subspace M⊆L1 of codimension at most 1
such that (M,L1) is p-nilpotent and (L1, L0)⊆M .
Proof of Theorem 1.3 is given in Section 4. Furthermore, restricted
Lie superalgebras whose enveloping algebras are Lie super-nilpotent
or Lie nilpotent are characterized in Theorem 4.8 and Theorem 5.5,
respectively. Stewart [St] proved that if H is a nilpotent ideal of a Lie
algebra L such that L/H ′ is nilpotent then L is nilpotent. In contrast
we prove that if I a nilpotent two-sided ideal of an associative algebra R
such that R/I2 is Lie nilpotent then R is Lie nilpotent, see Proposition
5.4.
2. Preliminaries
Let A = A0⊕A1 be a vector space decomposition of a non-associative
algebra. We say that this is a Z2-grading of A if AiAj⊆Ai+j, for every
i, j ∈ Z2 with the understanding that the addition i+ j is mod 2. The
components A0 and A1 are called even and odd parts of A, respectively.
Note that A0 is a subalgebra of A. One can associate a Lie super-
bracket to A by defining (x, y) = xy − (−1)ijyx for every x ∈ Ai and
y ∈ Aj.
If A is associative, then for any x ∈ Ai, y ∈ Aj and z ∈ A the
following identities hold:
(1) (x, y) = −(−1)ij(y, x),
(2) (x, (y, z)) = ((x, y), z) + (−1)ij(y, (x, z)).
The above identities are the defining relations of Lie superalgebras.
Furthermore, A can be viewed as a Lie algebra by the usual Lie bracket
[u, v] = uv − vu. Let B and C be subspaces of A. We denote by
[B,C] the subspace spanned by all commutators [b, c], where b ∈ B
and c ∈ C. Then [B,n C] = [[B,n−1C], C], for every n ≥ 2. If B
is a nilpotent subalgebra of A, the nilpotence index of B is the least
integer k such that Bk+1 = 0. The lower Lie central series of A is
defined by setting γ1(A) = A and γn(A) = [γn−1(A), A], for every
n ≥ 2. The Lie derived series of A is defined by setting δ0(A) = A
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and δn(A) = [δn−1(A), δn−1(A)], for every n ≥ 1. Recall that A is
called Lie nilpotent if γn(A) = 0, for some n, and A is called Lie
solvable if δm(A) = 0, for some m. The nilpotence class of A is the
least integer c such that γc+1(A) = 0. The derived length of A is
the least integer d such that δd(A) = 0. Long commutators are left
tapped, that is [x, y, x] = [[x, y], z], and [x,k y] denotes the commutator
[x, y, . . . , y], where y occurs k times. Analogous definitions hold for
the super-bracket of A. We denote by γsn(A) the n-th term of the Lie
super-central series of A.
If L is a Lie superalgebra we denote the bracket of L by (, ). The
adjoint representation of L is given by ad x : L→ L, ad x(y) = (y, x),
for all x, y ∈ L. The notion of restricted Lie superalgebras can be easily
formulated as follows:
Definition 2.1. A Lie superalgebra L = L0⊕L1 is called restricted, if
there is a pth power map L0 → L0, denoted as
[p], satisfying
(a) (αx)[p] = αpx[p], for all x ∈ L0 and α ∈ F,
(b) (y, x[p]) = (y,p x), for all x ∈ L0 and y ∈ L,
(c) (x+ y)[p] = x[p]+ y[p]+
∑p−1
i=1 si(x, y), for all x, y ∈ L0 where isi
is the coefficient of λi−1 in (ad (λx+ y))p−1(x).
In short, a restricted Lie superalgebra is a Lie superalgebra whose
even subalgebra is a restricted Lie algebra and the odd part is a re-
stricted module by the adjoint action of the even subalgebra. For ex-
ample, every Z2-graded associative algebra inherits a restricted Lie
superalgebra structure.
Let L be a restricted Lie superalgebra. We denote the enveloping
algebra of L by u(L). The augmentation ideal ω(L) is the ideal of u(L)
generated by L. The analogue of the PBW Theorem is as follows. We
refer to [B92] for basic background.
Theorem 2.2. Let L = L0 ⊕ L1 be a restricted Lie superalgebra and
let B be a totally ordered basis for L consisting of Z2-homogeneous
elements. Then u(L) has a basis consisting of PBW monomials, that is,
monomials of the form xa11 . . . x
as
s where x1 < · · · < xs in B, 0 ≤ ai < p
whenever xi ∈ L0, and 0 ≤ ai ≤ 1 whenever xi ∈ L1.
The fact that u(L) is Z2-graded can be explained as follows. For
every Lie superalgebra L = L0 ⊕ L1 we can associate a linear map
σ : L → L such that σ2 = 1. Indeed, σ(x) = x, for all x ∈ L0 and
σ(y) = −y, for all y ∈ L1. The converse of this is also true, that is every
linear map of L of order 2 induces a Z2-grading on L. Now suppose
that L = L0 ⊕L1 is a Lie superalgebra and let σ be the corresponding
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linear map. Then σ extends to an automorphism of A = u(L) of order
2. Now, we can write A = A0 ⊕ A1, where
A0 = 〈u ∈ A | σ(u) = u〉F, and A1 = 〈u ∈ A | σ(u) = −u〉F.
Since σ is an automorphism of A, the parity of a PBW monomial
xa11 . . . x
as
s is equal to the parity of the number of odd xi with exponent
1.
Since L embeds into u(L) we identify x[p] with xp, for every x ∈ L0.
Furthermore, if x ∈ L0 and y ∈ L then the bracket (x, y) in L is the
same as the bracket [x, y] in u(L). By an ideal of L we always mean a
restricted ideal, that is I is an ideal of L if (I, L)⊆I and I0 is closed
under the p-map. Let H be a subalgebra of L. We denote by H ′
the commutator subalgebra of H , that is H ′ = (H,H). For a subset
X⊆L, we denote by 〈X〉p the restricted ideal of L generated by X .
Also, 〈X〉
F
denotes the subspace spanned by X . An element x ∈ L0 is
called p-nilpotent if there exists some non-negative integer t such that
xp
t
= 0. Also, recall that X is said to be p-nil if every element x ∈ X
is p-nilpotent and X is p-nilpotent if there exists a positive integer k
such that xp
k
= 0, for every x ∈ X .
We shall call L a nilpotent L0-module if (L,n L0) = 0, for some n.
Note that Engel’s Theorem holds for Lie superalgebras, see [Sch], for
example.
Theorem 2.3 (Engel’s Theorem). Let L be a finite-dimensional Lie
superalgebra such that ad x is nilpotent, for every homogeneous element
x ∈ L. Then L is nilpotent.
The proof of the following lemma follows from Engel’s Theorem and
the fact that (ad x)2 = 1
2
ad (x, x), for every x ∈ L1.
Lemma 2.4. Let L = L0 ⊕ L1 be a finite-dimensional restricted Lie
superalgebra. If L0 is p-nilpotent then L is nilpotent.
Lemma 2.5. Let L be a restricted Lie superalgebra. Then ω(L) is
associative nilpotent if and only if L is finite-dimensional and L0 is
p-nilpotent.
Proof. The if part follows from the PBW Theorem. We prove the
converse by induction on dim L. Since L is nilpotent, by Lemma 2.4,
there exists a non-zero element z in the center Z(L) of L. Since Z(L)
is homogeneous we may assume that either z ∈ L0 or z ∈ L1. If
z ∈ L1 then z
2 = (z, z) = 0. If z ∈ L0 then we can replace z with
its p-powers so that zp = 0. So in either case zp = 0 in u(L). Now
consider H = L/〈z〉p. Then by induction hypothesis ω(H) is nilpotent.
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This means that ωm(L)⊆〈z〉pu(L), for some m. It then follows that
ωmp(L)⊆〈zp〉pu(L) = 0, as required. 
We shall need the following result of Petrogradsky.
Theorem 2.6 ([P92]). Let L = L0 ⊕ L1 be a restricted Lie superalge-
bra. Then u(L) satisfies a PI if and only if there exist homogeneous
restricted ideals M⊆N⊆L such that
(1) dim L/N and dim M are both finite.
(2) N ′⊆M , M ′ = 0.
(3) The restricted Lie subalgebra M0 is p-nilpotent.
The Grassmann (or exterior) algebra G on a vector space V is defined
by the relation: v2 = 0, for all v ∈ V . This relation implies that
uv = −vu, for all u, v ∈ V . Note that G satisfies [x, y, z] = 0. Since
the identity (x + y)p = xp + yp holds in any Lie nilpotent algebra of
class at most p, it follows that G is nil of index p.
Let V be an F-vector space and Q : V → F a quadratic form, that
is Q satisfies the following conditions:
(1) Q(αx) = α2Q(x), x ∈ V, α ∈ F.
(2) B(x, y) = Q(x+ y)−Q(x)−Q(y) is bilinear.
Let T (V ) = F⊕V ⊕V ⊗V ⊕· · · be the tensor algebra on V . The asso-
ciated Clifford algebra to V and Q is defined by C(V,Q) = T (V )/〈x⊗
x−Q(x)1〉. It is known that if Q is non-degenerate and dim V = n is
even then C(V,Q) is a central simple algebra of dimension 2n, see [J]
for example.
3. General non-matrix PI
Let R be an algebra satisfying a non-matrix polynomial identity f .
It follows from the structure theory of PI-algebras that [R,R]R is nil.
Indeed, by Posner’s theorem, if a prime ring satisfies f , it must be
commutative. Since every semiprime ring is a subdirect sum of prime
rings, if a semiprime ring satisfies f , it must be commutative. But
R/N is semiprime, where N is the nil radical of R (the sum of all nil
two-sided ideals). So, R/N must be commutative. Thus, [R,R]R is
nil. However, a stronger result holds using a theorem of Kemer.
Theorem 3.1 ([K96]). The Jacobson radical of a relatively-free algebra
of a non-matrix variety over a field of positive characteristic is nil of
bounded index.
Corollary 3.2. If R satisfies a non-matrix PI over a field of positive
characteristic, then [R,R]R is nil of bounded index.
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Proof. By Theorem 3.1, the radical J of the relatively-free algebra U
of the variety defined by R is nil of bounded index. We note that
U/J is commutative since it is semisimple satisfying a non-matrix PI.
Thus, [U, U ]U⊆J , implying that [U, U ]U is nil of bounded index. Thus
[R,R]R is nil of bounded index. 
Proposition 3.3. If u(L) satisfies a non-matrix PI then there exists
an L0-module M of codimension at most 1 in L1 such that (M,L1) is
p-nilpotent and (L1, L0)⊆M .
Proof. Let M be the set of all y ∈ L1 such that (y, y) is p-nilpotent.
By Theorem 2.6, there exists a homogeneous ideal N of L of finite
codimension such that (N1, N1) is p-nilpotent. In particular, N1⊆M .
Since [R,R]R is nil of bounded index, by Corollary 3.2, it follows that
(M,L1) is p-nilpotent. Note that (L1, L0)⊆M . It is enough to show
that the codimension ofM in L1 is at most 1. Suppose to the contrary.
Let K = 〈(L0, L0) +M〉p. Without loss of generality we can replace L
with L/M . So, (a, a) is not p-nilpotent, for every a ∈ L1. Let a and b
be linearly independent elements of L1 and set x = (a, a), y = (b, b),
and z = (a, b). We replace L with its subalgebra H = L0 ⊕ 〈a, b〉F.
Note that (a, b) is not p-nilpotent. Let X be the subset of R consisting
of all xiyjzk, where i, j, k are non-negative integers. Note that X is a
multiplicative set, 1 ∈ X and 0 /∈ X . Now we consider the localization
R
X
of R with respect to X . Consider the subalgebra S of R
X
generated
by all r/s, r, s ∈ X . Let m be a maximal ideal of S and set F = S/m.
Let V = H1 ⊗F F . We denote by r¯ the cost representative of an
element r ∈ S. Consider the F -bilinear map φ : V ×V → F induced by
φ(u, v) = (u, v), for every u, v ∈ H1. Then the Clifford algebra C over F
defined by φ is the F -subalgebra of RF = RX⊗FF generated by a, b. By
the classification of Clifford algebras, C is a central simple algebra. We
also claim that RF satisfies a non-matrix PI. Note that (H0, H1) = 0.
We observe that the commutator ideal [RF , RF ]RF of RF is generated
by [a, b]⊗1, [a, b]a⊗1, and [a, b]b⊗1. Since each of these generators are
nil, by Corollary 3.2, it follows that [RF , RF ]RF is nilpotent. Thus, RF
is nilpotent-by-commutative which is a non-matrix PI. Thus, C satisfies
a non-matrix PI and being central simple, C must be commutative.
So, ab = ba. But then 2ab = (a, b) ∈ L0 which contradicts the PBW
Theorem because a and b are linearly independent. This contradiction
implies that L1 is 1-dimensional. Hence, M has codimension at most
1 in L1. 
Lemma 3.4. Let L be a restricted Lie superalgebra and N a homo-
geneous abelian ideal of L of finite codimension. Let I be an ideal of
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u(N) that is stable under the adjoint action of L on N . If I is nil of
bounded index then so is Iu(L).
Proof. Let R = u(L). Let x1, . . . , xn ∈ L0 and y1, . . . , ym ∈ L1 such
that
L = N + 〈x1, . . . , xn, y1, . . . , ym〉F.
By the PBW Theorem R has a basis consisting of the monomials of
the form
wxα11 . . . x
αn
n y
β1
1 . . . y
βm
m
0 ≤ αi < p, βj ∈ {0, 1},
where the w’s are PBW monomials lying in u(N). Let D = u(N). Note
that R is a left D-module of finite rank r = pn2m. Thus, under the left
regular representation of R, we can embed R into Mr(D). Since I is
stable under the adjoint action of L on N , we have RI = IR = RIR.
We observe that IR embeds in Mr(I). Therefore, it suffices to show
that Mr(I) is nil of bounded index. Note that u(N) is the tensor
product of a commutative algebra with the Grassmann algebra. Thus,
u(N) satisfies the identity [x, y, z] = 0. Hence, I satisfies [x, y, z] = 0,
too. Recall Levitzki’s Theorem and Shirshov’s Height Theorem stating
that every t-generated PI algebra which is nil of bounded index s is
(associative) nilpotent of a bound given as a function of s, t, and d,
where d is the degree of the polynomial identity, see [Lev] and [Sh]. So,
if S is any r2-generated subalgebra of I then there exists a constant k
such that Sk = 0. Now, let T ∈Mr(I) and denote by S the subalgebra
of I generated by all entries of T . So, T i ∈ Mn(S
i), for every i. Since
Sk = 0, we get T k = 0. Since k is independent of T , it follows that
Mr(I) is nil of bounded index, as required. 
Proof of Theorem 1.1. (1)⇔ (2): follows from Corollary 3.2.
(1)⇒ (3): follows from Proposition 3.3 and Corollary 3.2.
(3)⇒ (2): we shall use the fact that the class of nil algebras of bounded
index is closed under extensions. Let L1 = M + Fz, where (M,L1) is
p-nilpotent and (L1, L0)⊆M . Since u(L) satisfies a PI, by Theorem
2.6, there exists a homogenous restricted ideal N of L such that N ′ is
finite-dimensional and (N ′)0 is p-nilpotent. Note that (N,N) is nilpo-
tent, by Lemma 2.4. Thus, ω(N ′) is associative nilpotent, by Lemma
2.5. Hence, N ′u(L) is associative nilpotent. Consider the natural map
u(L) → u(L/N ′). It suffuses to consider L/N ′. In other words, we
may assume that N is abelian. Let B be the restricted ideal of L
generated by (N,L). We observe that I = Bu(N) is nil of bounded
index. Furthermore, by Lemma 3.4, Iu(L) = Bu(L) is also a nil ideal
of R of bounded index. But Iu(L) is the kernel of the homomorphism
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R → u(L/B). Thus, we can replace L with L/B. In other words,
we can assume that N is central in L. It follows that L′ is finite-
dimensional. Note that N1u(N) is nil of index p. Since N1 is a central
ideal of L, N1R is nil of bounded index, by Lemma 3.4. Thus, we may
assume that N1 = 0. It follows that M is finite-dimensional. Thus, by
Lemma 2.5, ((M,L1) +M)u(L) is associative nilpotent. We can now
assume M = 0. Hence, L1 = Fz and it follows that (z, L0) = 0. Note
that (zR)2 = 0. Therefore, we can assume that L is a restricted Lie
algebra for which L′ finite-dimensional and p-nilpotent. Thus, the as-
sociative ideal of R generated by L′ is associative nilpotent, by Lemma
2.5. So, we may assume that L′ = 0. But then R is a commutative
algebra and the assertion holds. 
4. Lie Solvable
Proposition 4.1. If u(L) is Lie solvable then dim (L, L) is finite.
The following result is proved by Zalesskii and Smirnov [ZS] and
independently by Sharma and Srivastava [SS].
Theorem 4.2. Let R be a Lie solvable ring of derived length t ≥ 2. The
two-sided ideal J of R generated by [[R,R], [R,R], R] is associative
nilpotent of index bounded by a function of t.
Throughout this section, we denote u(L) by R and J is used to
denote the associative ideal of u(L) generated by [[R,R], [R,R], R].
The proof of Proposition 4.1 breaks down to several parts. First we
prove that (L0, L0) is finite-dimensional. In this case, it is enough to
assume that L is a restricted Lie algebra. We remark that this assertion
is proved in [RS], however we can offer a new shorter proof. Let us first
recall the following result of Neumann originating from Group theory,
see [N, B87].
Theorem 4.3. Let φ : U × V → W be a bilinear map, where U, V,W
are vector spaces over F. Suppose that there exist constants m, ℓ such
that for each u ∈ U the codimension of its annihilator in V is bounded
by m, and for each v ∈ V the codimension of its annihilator in U is
bounded by ℓ. Then dim 〈φ(U, V )〉
F
≤ mℓ.
Lemma 4.4. Let K be a restricted Lie algebra. If u(K) is Lie solvable
then K ′ is finite-dimensional.
Proof. Clearly K is solvable.
Step 1. We can assume δ2(K) = 0. We use induction on the derived
length s of K. If K ′ = 0, there is nothing to prove. So, assume
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that s ≥ 2. Let H = K/〈δs−1(K)〉p. Since u(H) is Lie solvable, we
can assume by induction hypothesis that [H,H ] is finite-dimensional.
Since [K,K] is p-nilpotent, by Corollary 3.2, it is enough to prove that
δs−1(K) is finite-dimensional. Without loss of generality we can replace
K with 〈δs−2(K)〉p. So, δ2(K) = 0.
Step 2. We can assume γ3(K) = 0. We prove that γ3(K) is finite-
dimensional. Then we replace K with K/〈γ3(K)〉p. We apply Theorem
4.3 to the function ϕ : K ×K ′ → γ3(K) given by ϕ(x, y) = [x, y], for
every x ∈ K and y ∈ K ′. It is enough to prove that dim [x,K ′] and
dim [y,K] are bounded for every x ∈ K and y ∈ K ′. Fix x ∈ K. For
every y ∈ K ′, we write y′ = [y, x]. Since K ′ is abelian, we have
[y1x, y2x] + [y1y2x, x] = 2y
′
1y2x ∈ [R,R],
for every y1, y2 ∈ K
′. Since [yx, x] = y′x ∈ [R,R] and char(F) 6= 2, we
have
[y′1y2x, y
′
1x] = y
′2
1 y
′
2x ∈ δ2(R),
Thus,
[y′21 y
′
2x, y2] = −y
′2
1 y
′2
2 ∈ J ,
which implies that dim [x,K ′] is bounded since J is associative nilpo-
tent. Now let y ∈ K ′ and set x˙ = [x, y], for every x ∈ K. We also define
x1 ◦ x2 = x1x˙2 + x˙1x2, for every x1, x2 ∈ K. Then x1 ◦ x2 = [x1x2, y] ∈
[R,R] and [x1x2y, y] = (x1 ◦ x2)y ∈ [R,R]. Since K is abelian, we have
[x1 ◦ x2, (x1 ◦ x2)y] = 2(x1 ◦ x2)x˙1x˙2 ∈ δ2(R).
Hence,
[(x1 ◦ x2)x˙1x˙2, y] = 2x˙
2
1x˙
2
2 ∈ J ,
which implies that dim [y,K] is bounded since J is associative nilpo-
tent.
Step 3. K ′ is finite-dimensional. We apply Theorem 4.3 to the function
ϕ : K ×K → K ′ given by ϕ(x, y) = [x, y], for every x, y ∈ K. Thus,
it suffices to show that dim [x,K] is bounded for every x ∈ K. This
is similar to Step 1 taking into account that γ3(K) = 0. Thus, K
′ is
finite-dimensional, as required. 
By Theorem 2.6 there exists a homogenous restricted ideal N of L
such that N ′ is finite-dimensional. In order to prove that (L, L) is
finite-dimensional it suffices to replace L with L/N ′. In the next two
lemmas, we assume that L has an abelian ideal N of finite codimension.
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Lemma 4.5. If u(L) is Lie solvable then (L1, L1) is finite-dimensional.
Proof. We apply Theorem 4.3 to the function ϕ : L1 × L1 → (L1, L1)
given by ϕ(y, z) = (y, z), for y, z ∈ L1. Since N is abelian and dim L/N
is finite, it is enough to prove that dim (y,N1) is finite, for every y ∈ L1.
Fix y ∈ L1 and let z
′ = (z, y), for every z ∈ L. Note that [z1z2, z3] =
z1(z2, z3) − (z1, z3)z2, for every z1, z2, z3 ∈ L1. Since N is abelian, we
have [y1, y2] = 2y1y2 ∈ [R,R] and [y1, y] = y
′
1− 2yy1 ∈ [R,R], for every
y1, y2 ∈ N1. Since char(F) 6= 2, we get
[y′1 − 2yy1, y1y2] = 2[y1y2, y]y1 = 2y
′
1y1y2 ∈ δ2(R).
Thus, [y′1y1y2, yy2] = y
′
1y1y
′
2y2 ∈ J . We deduce that dim (y,N1) is
finite as J is nilpotent by Theorem 4.2. 
In order to finish the proof of Proposition 4.1, it remains to prove
the following:
Lemma 4.6. If u(L) is Lie solvable then (L1, L0) is finite-dimensional.
Proof. Consider the function ϕ : L0×L1 → (L0, L1) given by ϕ(x, y) =
(x, y), for every x ∈ L0 and y ∈ L1. By Theorem 4.3 and using the
fact that N ′ = 0 and dim L/N is finite, it is enough to prove that
dim (N0, y) and dim (N1, x) are finite, for every x ∈ L0 and y ∈ L1.
Since N is abelian, we have
[[x1, x3y], [x2, y], y] = 2[x1, y][x2, y][x3, y] ∈ J ,
[[x, y1], [x, xy2], y3] = 2[x, y1][x, y2][x, y3] ∈ J ,
for every x1, x2, x3 ∈ N0 and y1, y2, y3 ∈ N1. Since, by Theorem 4.2,
J is nilpotent, the assertion follows. 
We next show that if R is Lie super-nilpotent then R is in fact Lie
solvable.
Lemma 4.7. Let R = R0 ⊕ R1 be any superalgebra. If γ
s
c+1(R) = 0
then δc(R) ⊆ R0. Consequently, R is Lie solvable.
Proof. Observe that δ1(R) = [R,R] ⊆ R0 + (R1, R0). Hence,
δ2(R) ⊆ R0 + (R1, R0, R0).
Continuing this way yields δm(R) ⊆ R0 + (R1,mR0), for every m ≥ 1.
So, δc(R) ⊆ R0. 
Theorem 4.8. Let L = L0⊕L1 be a restricted Lie superalgebra. Then
u(L) is Lie super-nilpotent if and only if L is nilpotent, L′ is finite-
dimensional, (L0, L0) is p-nilpotent, and there exists an L0-module M
of codimension at most 1 in L1 such that (M,L1) is p-nilpotent and
(L1, L0)⊆M .
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Proof. Suppose that R = u(L) is Lie super-nilpotent. Then, by Lemma
4.7, R is Lie solvable. So, the if part follows from Corollary 3.2 and
Propositions 3.3 and 4.1. We prove the converse. Let z ∈ L1 such that
L1 = M + Fz and set H = L0 +M .
Step 1. We may assume (H,H) = 0. Since H is nilpotent, there exists
a non-zero element x ∈ (H,H)∩Z(H), where Z(H) is the center of H .
Note that (x, z) ∈ (H,H)∩Z(H). Since L is nilpotent, we can replace
x with (x,k z), for some k, so that x ∈ Z(L). Since (L, L) and Z(L)
are graded, we can assume either x = x0 or x = x1. If x ∈ L0 then
either x ∈ (L0, L0) or x ∈ (M,L1). In either case, x is p-nilpotent. Let
s be the least integer such that xp
s+1
= 0. Then we replace x with xp
s
.
Thus, xp = 0. On the other hand, if x ∈ L1 then (x, x) = 0. Thus,
in either case xp = 0. Now I = 〈x〉
F
is a restricted ideal of L and
we consider L/I. Suppose that u(L/I) = R/IR is Lie super-nilpotent.
This means that there exists an integer m such that (R,mR) ⊆ IR.
Since (I, R) = 0, we get
(IR,(p−1)mR)⊆I
pR = 0.
Hence, (R,pmR) = 0. So it is enough to prove that u(L/I) is Lie
super-nilpotent. Hence, by induction on dim (H,H), we can assume
(H,H) = 0.
Step 2. We may assume (H, z) = 0. Let y be a homogeneous element in
H such that x = (y, z) 6= 0. Since x ∈ H , we can replace x with (x,i z),
for some i, so that (x, z) = 0. So, x ∈ Z(L) ∩ (L, L). Now we can use
a similar argument as in Step 1, to show that we can replace L with
L/〈x〉
F
. So, by induction on dim (H, z), we can assume (H, z) = 0.
By Steps 1 and 2, we can assume (H,L) = 0. It is now easy to verify
that γs3(R) = 0, as required. 
Proof of Theorem 1.3. The if part follows from Corollary 3.2 and
Propositions 3.3 and 4.1. We prove the converse. Let K be the ideal
of L generated by (L, L0). Since K0 is p-nilpotent and (L, L) finite-
dimensional, it follows by Lemma 2.5 that ω(K) is associative nilpotent.
Thus, Ku(L) is associative nilpotent. So, it is enough to prove that
u(L/K) = u(L)/Ku(L) is Lie solvable. Hence, we can assume L0 is
central in L. In a similar manner, we can assume (M,L) = 0. Thus,
L is nilpotent and it follows from Theorem 4.8 that u(L) is Lie super-
nilpotent. Thus, by Lemma 4.7, u(L) is Lie solvable, as required. 
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5. Lie nilpotence
In this section we characterize L when u(L) is Lie nilpotent.
Lemma 5.1. If u(L) is Lie nilpotent then either (L1, L1) is p-nilpotent
or dim L1 ≤ 1 and (L1, L0) = 0.
Proof. Suppose that (L1, L1) is not p-nilpotent. By Proposition 3.3,
there exists a subspace M of L1 of codimension at most 1 such that
(M,L1) is p-nilpotent. Let L1 =M+Fz. Then (z, z) is not p-nilpotent.
Let y ∈M . So, (z, z) and (y, z) are linearly independent. Now for every
n ≥ 1, we have
[y,n z] = (−2)
nzny + (y,n z) +
∑
i+j=n
αi,jz
j(y,i z),(1)
where in the sum above i, j are positive integers and αi,j ∈ F. Let
m such that [y,2m z] = 0. Note that (z
2)my is a PBW monomial of
degree m+1 and the rest of the PBW monomials in Equation (1) have
degree strictly less than m + 1. Thus, (z2)my = 0. Since (z, z) is not
nilpotent, we deduce that y = 0. Thus, M = 0 and L1 is 1-dimensional.
Let x ∈ L0. Then [z, x] = αz, for some α ∈ F. But [z, nx] = α
nz = 0,
for some n. So, α = 0. Thus, (L1, L0) = 0, as required. 
Lemma 5.2. Let L be a Lie superalgebra and W a finite-dimensional
homogeneous subspace of L. If dim (L, L) is finite, then there exists a
homogeneous subspace V of L of finite codimension such that (W,V ) =
0.
Proof. Let w1, . . . , wn be a homogeneous basis forW . Since dim (w1, L)
is finite, there exists a homogeneous subspace V1 of L of finite codi-
mension such that (w1, V1) = 0. Now we replace L with V1. So, there
exists a homogeneous subspace V2 of V1 of finite codimension such that
(w2, V2) = 0. Continuing this way, we get a sequence of subspaces
L = V0 ⊇ V1 ⊇ V2 ⊇ · · · ⊇ Vn,
so that dim Vi/Vi+1 is finite and (wi, Vi) = 0, for every i ≥ 1. Clearly,
Vn has the desired property. 
Lemma 5.3. Let R be an associative algebra and A,B,C some sub-
spaces of R. Then
[AB,n C] ≦
n∑
i=0
[A,i C][B,n−iC]
Proof. Induction on n. 
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Stewart [St] proved that if H is a nilpotent ideal of a Lie algebra L
such that L/H ′ is nilpotent then L is nilpotent. We prove the following
for the Lie nilpotence of associative algebras.
Proposition 5.4. Let I be a two-sided ideal of an associative algebra
R. If I is associative nilpotent of index c and R/I2 is Lie nilpotent of
class d, then γµ(c,d)(R) = 0, where µ(c, d) = 2cd− c− d+ 2.
Proof. Induction on c. If c = 1, the result is obvious. So, suppose that
c ≥ 2. Now, Ik = I/I
k+1 is an ideal of Rk = R/I
k+1. Note that Rk/Ik
is Lie nilpotent and the nilpotence index of Ik is at most c−1, for every
integer 1 ≤ k ≤ c − 1. So, we may assume γµ(k,d)(R)⊆I
k+1, for every
1 ≤ k ≤ c− 1. By Lemma 5.3, we have
γµ(c,d)(R) ≦ [I
2,2cd−2d−c+1R]
≦
∑
i
[I,iR][I,2cd−2d−c+1−iR],
where in the sum above i is in the range 0 ≤ i ≤ 2cd− 2d− c+1. Now
we claim that every term in the sum is zero. Indeed, if i ≤ d− 1, then
[I,iR][I,2cd−2d−c+1−iR] ≦ I[R,2cd−2d−c−d+2R]
≦ Iγµ(c−1,d)(R) ≦ I
c+1 = 0.
On the other hand, if i ≥ d then there exists an integer j ≥ 2 such that
i belongs to the interval
2(j − 1)d− d− (j − 1) + 1 ≤ i < 2jd− d− j + 1.
Since i ≤ 2cd−2d−c+1, we have j ≤ c. If j ≤ c−1 then, by induction
hypothesis, we have
[I,iR][I,2cd−2d−c+1−iR] ≦ γµ(j−1,d)(R)[I,2(c−j)d−d−(c−j)+1R]
≦ Ijγµ(c−j,d)(R)
≦ IjIc−j+1 = Ic+1 = 0.
If j = c then,
[I,iR][I,2cd−2d−c+1−iR] ≦ γµ(c−1,d)(R)I
≦ IcI = Ic+1 = 0.
The claim is now proved. Thus, γµ(c,d)(R) = 0, as required. 
Theorem 5.5. Let L = L0⊕L1 be a restricted Lie superalgebra. Then
u(L) is Lie nilpotent if and only if L′ is finite dimensional, L is a
nilpotent L0-module, (L0, L0) is p-nilpotent, and either (L1, L1) is p-
nilpotent or dim L1 ≤ 1 and (L1, L0) = 0.
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Proof. Proposition 4.1, Lemma 5.1, and Corollary 3.2 are combined to
give the proof of the if part. We prove the converse. Suppose first that
dim L1 ≤ 1 and (L1, L0) = 0. Since L0 is nilpotent, by induction on
dim (L0, L0), we can assume (L0, L0) = 0. It follows that u(L) is Lie
nilpotent of class at most two. Now consider the case where (L1, L1)
is p-nilpotent. Let R = u(L).
Step 1. We may assume L1 has a subspace P of finite codimension such
that (L1 + (L0, L0), P ) = 0. By Lemma 5.2, there exists a subspace
K of L1 of finite codimension such that ((L, L), K) = 0. It follows
that ((K,K), L) = 0. Let N = 〈(K,K)〉p⊆L0 and set I = NR.
We claim it is enough to prove that u(L/N) is Lie nilpotent. In-
deed, suppose γn(u(L/N)) = 0. This means that γn(R)⊆NR. Thus,
γn+1(R)⊆[NR,R] = N [R,R], since N is central in R. Hence,
γnk(R)⊆ω
k(N)R.
Since ω(N) is associative nilpotent, by Lemma 2.5, it follows that R
is Lie nilpotent. So, we replace L with L/N . In other words, we can
assume that (K,K) = 0. Let V be a finite-dimensional subspace of L1
such that L1 = V +K. By Lemma 5.2, there exists a subspace P ofK of
finite codimension such that (V, P ) = 0. Thus, (L1 + (L0, L0), P ) = 0.
Let W be a finite-dimensional subspace of L1 such that L1 = W + P .
We may assume that (L1, L0)⊆W .
Step 2. We may assume (L1, L1) = (L0, L0) = 0. Consider the ideal
N = 〈W+(L0, L0)〉p of L. By Lemma 2.5, ω(N) is associative nilpotent.
Thus, NR, the associative ideal of R generated by N , is nilpotent. Fur-
thermore, (NR)2 = ω2(N)R. Now, by Proposition 5.4, it is enough to
prove that R¯ = R/ω2(N)R is Lie nilpotent. Since 〈N ′〉pR⊆ω
2(N)R, it
is enough to prove thatR/〈N ′〉pR = u(L/〈N
′〉p) is Lie nilpotent. So, we
replace L with L/〈N ′〉p. Thus, Note that (W,W ) = (W, (L0, L0)) = 0.
It follows by Step 1 that (L1, L1) = 0. Since L0 is nilpotent, a simple
induction on dim (L0, L0) and using Step 1 enables us to assume that
(L0, L0) = 0.
Step 3. R is Lie nilpotent. Note that the subalgebra of R generated
by L1 is the Grassmann algebra G (we assume 1 ∈ G). Let A be the
subalgebra of R generated by L0. Note that U(L) = GA. For every
k ≥ 1, let
Sk =
∑
[L1,k1 L0] · · · [L1,kr L0],
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where in the sum above the ki are all positive inters and
∑r
i=1 ki ≥ k.
Note that SkR = RSk, for every k ≥ 1. We claim that γ2k+1(R)⊆SkR,
for every k ≥ 1. Since (L1, L0) is finite-dimensional and (L1,n L0) = 0,
for some n, it follows that Sk = 0, for some k. So, it is enough to prove
the claim. We proceed by induction on k. Since L′0 = 0, we have
[R,R] = [GA,GA]⊆G[GA,A] + [GA,G]A
⊆S1R + [G,G]A.
Since [G,G,G] = 0, we get
γ3(R)⊆[S1R,R] + [[G,G]A,GA]
⊆S1R + [[G,G]A,G]A⊆S1R + [[G,G], G]A = S1R.
Now suppose that γ2k+1(R)⊆SkR. We have
[SkGA,GA] = G[SkGA,A] + [SkGA,G]A
⊆Sk+1R + [SkG,G]A.
Thus,
γ2k+3(R)⊆Sk+1R + [[SkG,G]A,GA]
⊆Sk+1R +G[[SkG,G]A,A] + [[SkG,G]A,G]A
⊆Sk+1R + [SkG,G][A,G]A+ [[SkG,G], G]A
⊆Sk+1R + [[G,G], G]A = Sk+1R.
This finishes the induction step. The proof is complete. 
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