The automatic analysis of digital pathology images is becoming of increasing interest for the development of novel therapeutic drugs and of the associated companion diagnostic tests in oncology. A precise quantification of the tumor microenvironment and therefore an accurate segmentation of the tumor extent are critical in this context. In this paper, we present a new approach based on visual context random forest to generate precise segmentation maps from deep learning coarse segmentation maps. Applied to the detection of cytokeratin positive (CK) epithelium regions in immunofluorescence (IF) images, we show that this method enables an accurate and fast detection of detailled structures in terms of qualitative and quantitative evaluation against three baseline approaches. For the method to be resilient to the high variability of staining intensity, a novel normalization algorithm for IF images is moreover introduced.
DESCRIPTION OF PURPOSE
Machine learning is becoming a key component for the analysis of digital pathology images by enabling accuracy levels that have been difficult to achieved otherwise, whether for detection 1, 2 or for segmentation purposes.
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This is particularly true for convolutional neural networks (CNNs). Classification networks as well as semantic segmentation networks such as the fully convolutional (FCNs) network 7 and the deconvolution networks (DNs) 8 previously described by Long et al. and Noh et al. respectively, are commonly employed for the segmentation of whole slide images. [4] [5] [6] As an example workflow, given an input image and a trained classification network, the corresponding segmentation map is obtained by applying the net sequentially on a rectangular grid. 6 Alternatively to this sliding window strategy, a fully convolutional network enables the direct computation of a label map. To this end, the fully connected layers in the original classification CNN are converted by their convolutional equivalent. However, in both cases, only coarse segmentation maps are obtained while there is often, as for the application which will be discussed in this paper, a medical need to obtain precise segmentation maps.
A straightforward way to obtain segmentation maps at the original image resolution is to perform deconvolution by using linear interpolation. This however leads to non-linear inaccuracies. Alternatively, an expansive deconvolution path can be built as a mirror of the convolutional part of the CNN to reconstruct the segmentation map from the CNN features. 8 The resulting deconvolution networks approximately contain twice the number of parameters as the original networks, therefore making the use of larger training datasets necessary. The cost associated to manual annotation by trained pathologists in conjunction with the inherent limitations of data augmentation (e.g. applying blind random variation of the input channels can lead to their unexpected under or oversaturation) may hamper the generation of large training datasets in practice. We introduce in this paper an alternative approach with the goal of restricting the number of parameters associated to the semantic segmentation model. More specifically, we propose to perform a non-linear recovery to the original image resolution from the coarse CNN maps using a weaker classifier, a random forest (RF) model associated with low vision features. The use of RF models is motivated in this scenario by their proven ability to learn spatial patterns with a relatively low number of associated parameters. Also, their high speed at prediction makes them good candidates for dense prediction on Whole Slide Images (WSIs). In digital pathology, previous applications include region segmentation 3 and cell detection. Our method is applied to the segmentation of cytokeratin positive (CK+) epithelium regions in IF images. Each composite image is captured across four distinct fluorescence wavelengths: CK, CD3, CD8 and Hoechst. The high variability in textural appearance of artefacts (e.g. tears, folds and fluorescence deposits) and unspecific regions (e.g. necrotic areas), as illustrated in Fig. 1 ), makes the detection of true CK+ regions particularly difficult using hard-coded rules and/or features and motivates the use of a convolutional neural network (CNN). The computation of accurate segmentation maps is medically motivated by the detection and further classification of small but clinically signficant structures, such as tumor buds, as studied in 10 (cf. Fig. 4(a) ). These structures are in most cases of the size of very few nuclei. Typically separated by a few pixels only at the original resolution in dense areas, their separation is hardly possible at low resolution. In the first section, we will describe in detail the proposed application-generic random forest approach for precise segmentation recovery from CNN maps together with a more application-specific preprocessing step for image normalization. In a second section, we will present qualitative and quantitative results demonstrating the good performance of the proposed segmentation recovery method with respect to both accuracy and speed.
METHOD
At training, the proposed approach consists of the following steps: the training of a binary classification CNN, the application of the trained CNN to generate coarse CNN prediction maps, the bilinear interpolation of these maps to the original resolution and the mapping of these maps to the true segmentation at full resolution using a random forest model. At prediction, the three following steps -coarse CNN prediction, bilinear interpolation and RF prediction -are sequentially applied. A more detailed explanation of the training steps is included below.
• In a first step, we train a classification CNN on a set of patches against corresponding binary class labels (tumor epithelium vs. non-epithelium region). To this end, and given a set of annotated regions, a balanced number of training samples are randomly selected. Patches are then defined using the same resolution as the original image (0.65µm/pixel). The network consists of four convolution layers (5 × 5, 5 × 5, 3 × 3, 3 × 3) with (16, 32, 64, and 128) filters and stride of 1 respectively-each followed by a ReLu layer and a max pooling layer of stride 2, and of three fully connected layers of dimensions (512, 256, 2). The network takes a 142 × 142 pixel patch with (CK, Hoechst, max(CD3,CD8)) channels as input. It outputs a two-element vector containing the probability of the input patch to belong or not to a CK+ region. Stochastic gradient descent with an inverse decay policy, a learning rate of 0.0005 and a momemtum of 0.90 is employed for optimization. The Caffe 11 framework and tools are used for training, while preparation and prediction steps are performed in the Definiens proprietary software Developer XD, using the Caffe C++ API. • In a second step, the trained CNN model is predicted using a sliding window strategy on a sparse regular grid of stride 16 defined on the annotated regions. For comparison purposes, we also use the more computationally efficient fully convolutional approach. In this case, the intrinsic downsample factor of the network is set by the number and the stride parameters of the max pooling layers that, for the network architecture detailed above, yield a downsampling factor of 16. In both cases, the resulting coarse segmentation maps are then transformed to the original image resolution using bi-linear interpolation.
• In a final step, we train a RF classifier to learn, given the visual context of each selected pixel in the annotated regions, the non-linear mapping between the bi-linearly interpolated CNN maps and the label maps at the original image resolution. The RF model takes the bi-linearly interpolated CNN maps and the original layers (CK, Hoechst, max(CD3,CD8)) as input. It is trained on the same training samples as the ones used for the training of the CNN model. The random forest consists of 16 trees of depth 10, each tree being trained with ten percent of all the selected samples. The minimal number of samples for a node not to be considered a leaf is set to 50. For each tree and each node, the best splitting function is selected among 500 random candidates based on Haar-like and Locally Binary Pattern (LBP) features. The offsets and bounding box dimensions defining these features range from 0 and 20 and from 0 and 10 respectively.
• Because of the high intra-class variability -the non-epithelium class mainly consists of stromal tissue, necrosis and various artefacts), we apply the following boosting strategy. At the first iteration, 100 000 samples are randomly selected and balanced for training. At each additional iteration, 25 000 false negative samples of each class are randomly selected and added to the training set, for a final training set of 300 000 samples after four iterations.
In this paper, we present a practical application to the proposed dense segmentation approach: the segmentation of (CK+) regions in IF images representing viable tumor cells. IF has several benefits over brightfield (BF) imaging -e.g. a higher signal to noise ratio and the ability to multiplex a large number of different biomarkers at single cell resolution. However, some of the challenges inherent to the analysis of digital pathology images remain, such as batch variation, artefact and inherent patient heterogeneity. This is particularly true regarding the variability of stain intensities between images from different cancer patient cohorts 5 but also between images from different patients in the same cohort and, as shown in Fig. 1(c) , between different regions of the same image. This leads us to introduce a locally adaptive normalization algorithm, whose steps are illustrated in Fig. 3 and described in more details below:
• The first operations are performed after downsampling the original image (1/10). Tissue region is detected using a threshold selection approach 12 on the pixel-wise maximum channel and split into square tiles.
• In a second step, and building on our previous work 13 which relied on the detection of a unique set of reference objects for each image, we propose in this work the detection of multiple sets of reference objects: first for each of the tiles defined in the tissue region and second for each of the four input channels. Object candidates are first proposed and reference objects are then selected among these candidates based on geometrical features. More precisely, the detection of the reference objects associated with the CK channel consists of the following three steps. (1) We define a CD channel as the pixel-wise maximum between the CD3 and CD8. (2) We select CK+ pixels using a Gaussian Mixture Model clustering (K = 3) on the CieLab channels corresponding to taking the (CD, CK, Hoechst) channels as input RGB channels. CK+ pixels are then defined as the cluster with the highest CK value and within bounds defined after HSV transform on the Hue channel. (3) The empty spaces that are formed by the CK+ pixels and that fulfill a set of a-priori and simple morphological constrains (shape index Σ > 1.75, elliptic fit E > 0.65, and area 10µm 2 < A < 500µm 2 ) are finally selected as reference objects. A similar strategy is independently repeated on the Hoechst, CD3 and CD8 channels. It reads as follows: first, candidates are detected using threshold selection 12 and blob detection 14 approaches; second, good elliptical candidates (Σ > 1.5, E > 0.75, 10µm 2 < A < 250µm 2 ) are selected. Finally, and in order to increase the specificity of the detection, the objects associated with the three 'functional' channels (CK, CD3 and CD8) are intersected with the objects associated with the 'anatomical' Hoechst channel.
• In a third step, we associate each tile T i and each channel L c with the surface area A 
RESULTS
The CNN and RF models are trained on manually annotated regions from 28 whole slide IF images. Both training and prediction are performed on channels that have been previously normalized. The slide resolution is 0.65µm per pixel. Qualitative and quantitative results are computed on test regions which are distinct to the regions used for training. Fig. 4 displays some examples of segmentation maps associated with CK+ tumor region. These maps are obtained using either the trained CNN model with a coarse stride of 16 pixels (Fig. 4.b) or a finer stride of 4 pixels (Fig. 4.c) ; a RF model trained only on the IF channels (Fig. 4.d) ; the proposed RF model trained on both the IF channels and the interpolated CNN maps (Fig. 4.e) . On all the three examples, the proposed approach (e) leads to the best qualitative results: while the CNN segmentation maps computed with a stride of 16 do not allow for a precise delineation of the object boundaries, the RF model does accurately differentiate the necrotic tissue from the viable CK+ epithelium region. Fig . 5 plots the f1-score, recall and precision on the test dataset against manually annotated CK+ regions. To ensure a fair quantitative comparison against the results obtained with the other approaches, the coarse CNN maps are linearly interpolated to the original image size. Our approach yields a more precise detection (0.80) compared to the baseline approach (a) (+63%) and to a more sensitive detection (0.95) compared to the baseline approaches (b)(+12%) and (c)(+8%), leading to an overall increase of the f1-score (0.87) by 34%, 6% and 4% respectively. Additionally, and as shown in Fig. 5 , the proposed dense approach enables a faster prediction than the least coarse CNN method (c), both if a sliding window strategy (6.5s vs. 84.6s) or a fully convolutional approach (2.8s vs. 3.5s) are employed for prediction (region of 1400 × 1400 pixels, Tesla K80).
NEW OR BREAKTHROUGH WORK TO BE PRESENTED
This paper presents a novel approach to produce precise segmentation maps from coarse CNN prediction maps, a visual context random forest being used to perform the non-linear interpolation to the original image resolution. A practical application to the analysis of histopathology immunofluorescence images is presented.
CONCLUSIONS
We propose in this work an approach for dense learning based on the prediction of CNN heatmaps at low resolution followed by their non-linear interpolation to high resolution using visual context random forest. Qualitative and quantitative results on immunofluorescence histopathology images show the improved accuracy and speed of our method against three baseline approaches. Further applications on more data and other segmentation tasks in digital pathology together with the extension of the current approach to a trinary classification problem including benign epithelium structures is subject to future work.
