Two numerical schemes, namely, the Taylor expansion and the variational iteration methods, have been implemented to give an approximate solution of the fuzzy linear Volterra integral equation of the second kind. To display the validity and applicability of the numerical methods, one illustrative example with known exact solution is presented. Numerical results show that the convergence and accuracy of these methods were in a good agreement with the exact solution. However, according to comparison of these methods, we conclude that the variational iteration method provides more accurate results.
Introduction
Fuzzy integral equations of the second kind have attracted the attention of many scientists and researchers in recent years. These equations appear frequently in fuzzy control, fuzzy finance, approximate reasoning, and economic systems [1] . The concept of fuzzy sets was originally introduced by Zadeh [2] and led to the definition of fuzzy numbers and its implementation in fuzzy control [3] and approximate reasoning problems [4] . Dubois and Prade [5] were the first to introduce the concept of fuzzy functions. Alternative approaches were later suggested by Goetschel and Voxman [6] , Kaleva [7] , Nanda [8] , and others.
In recent years, numerous methods have been proposed for solving Volterra integral equations [9] . Tricomi [10] was the first to introduce the successive approximations method for nonlinear integral equations. Liao [11] employed the homotopy analysis method to solve nonlinear problems and then it has been applied by Abbasbandy [12] to solve fuzzy Volterra integral equations of the second kind. Babolian et al. [13] have used the orthogonal triangular functions as a direct method for numerically solving integral equations system. Jafarian et al. [14] have solved systems of linear integral equations by using Legendre wavelets. Kanwal and Liu [15] implemented the Taylor expansion approach for solving integral equations while Xu [16] solved integral equations by the variational iteration method. In addition, Amawi and Qatanani [17, 18] have investigated the analytical and numerical treatment of fuzzy linear Fredholm integral equation. Hamaydi [19] has used various analytical and numerical methods to solve fuzzy Volterra integral equations.
The paper is organized as follows: in Section 2, fuzzy Volterra integral equation of the second kind is introduced. The Taylor expansion method used to approximate solution of fuzzy Volterra integral equation is addressed in Section 3. In Section 4, we present the variational iteration method (VIM) which provides a sequence of functions that converges to the exact solution to the problem.
The proposed methods are implemented using a numerical example with known exact solution by applying the MAPLE software in Section 5. Conclusions are given in Section 6.
Fuzzy Volterra Integral Equation
A standard form of the Volterra integral equation of the second kind is given by [14] Definition 1 (see [20] ). The second kind fuzzy Volterra integral equations system is of the following form:
where ≤ ≤ ≤ and ̸ = 0 (for , = 1, 2, 3, . . . , ) are real constants. Moreover, in system (2), the fuzzy function ( ) and kernel ( , ) are given and assumed to be sufficiently differentiable with respect to all their arguments on the interval ≤ , ≤ , and we assume that the kernel function ( , ) ∈ :
[ , ] * [ , ] , and ( ) = [ 1 , 2 , . . . , ] is the solution to be determined. Now let ( ( , ), ( , )) and ( ( , ), ( , )), 0 ≤ ≤ 1, ∈ [ , ], be the parametric forms of ( ) and ( ), respectively; then the parametric forms of the fuzzy Volterra integral equations system are as follows:
This method depends on differentiating the fuzzy integral equation of the second kind -times; then substitute the Taylor series expansion for the unknown function into the integral equation. As a result, we get a linear system for which the solution of this system yields the unknown Taylor coefficients of the solution functions.
From (2) , (3) , and (4) we have the following system:
We seek the solution of system (5) in the form of
for = 1, . . . , , which are the Taylor expansion of degree at = for the unknown functions ( , ) and ( , ), respectively.
To obtain the solution in the form of expression (6) we find the th derivative of each equation in system (5) with respect to by using the Leibniz rule, ( = 0, 1, . . . , ) and obtain [21] ( )
for = 0, 1, . . . , and = 1, 2, . . . , .
Using the Leibniz rule which is dealing with differentiation of product of functions, system (7) becomes
, ( , )
Our objective is to determine the coefficients ( ) ( , ) and ( ) ( , ), for = 0, . . . , and = 1, . . . , in system (7); thus we expand ( , ) and ( , ) in Taylor's series at arbitrary point : ≤ ≤
0 ≤ ≤ 1, for = 1, . . . , .
Substituting (9) into (8) gives
where
, = 0, and , = 0, 1, . . . , . Consequently, (10) can be written in the matrix form:
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The Parochial matrices ( , ) are defined by the following elements (see [14] ):
3.1. Convergence Analysis. One can show that the above numerical method converges to the exact solution of the fuzzy system (2) (see [14] for more details).
Theorem 2 (see [14] 
Variational Iteration Method
This method provides a sequence of functions, which converges to the exact solution of the problem and is based on the use of Lagrange multipliers for identification of optimal value of a parameter in a functional. Consider the following general nonlinear system [22] :
where is a linear operator, is a nonlinear operator, and ℎ( ) is a given continuous function. According to the variational iteration method, we can construct the following correction functional:
is Lagrange multiplier which can be identified optimally via variational theory, is the th approximate solution, and̃is a restricted variation (i.e.,̃= 0).
Next, we take the partial derivative to both sides of the Volterra integral equation (1) with respect to , and we get
Take
as a restricted variation and use the variational iteration method in direction , then we obtain the following iteration sequence:
and finally we calculate variation with respect to ; notice that (0) = 0 yields
therefore, we get the following stationary conditions:
hence, the Lagrange multiplier can be identified:
If we substitute the value of the Lagrange multiplier into (19), we obtain the following iteration formula:
We apply the variational iteration method on fuzzy Volterra integral equation of the second kind:
Suppose that the kernel ( , ) > 0 for ≤ ≤ and ( , ) < 0 for ≤ ≤ , and then (23) becomes [12] ( , ) = ( , ) + ∫ ( , ) ( , )
for each 0 ≤ ≤ 1 and ≤ ≤ . Now, using the variational iteration method and (22), we get the following iteration formulas:
where = 0, 1, 2, . . . In virtue of (25), we can find a solution of (24) and hence obtain a fuzzy solution of the linear fuzzy Volterra integral equation of the second kind.
Numerical Examples and Results
In this section, in order to examine the accuracy of the proposed methods, we have chosen one example of linear fuzzy integral equation of the second kind. Moreover, the numerical results will be compared with the exact solution.
Example 3 (Taylor expansion method). Consider the following fuzzy linear Volterra integral equations:
The analytical solution of the above equation is given as
Expand the unknown functions in Taylor series at = /12 and implement the following algorithm.
Algorithm 4.
(1) Input , , , , , , ( , ), ( , ), ( , ).
(2) Input the Taylor expansion degree ( ).
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(5) Calculate
(6) Put
1,1 − 1
⋅ ⋅ ⋅
, − 1
where , = 1, 2, . . . , . .
(8) Calculate
(10) Put
(11) Denote (37)
(38) (14) Solve the following linear system ( + ) = F. (15) Estimate ( , ), ( , ) by computing Taylor expansion for
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We get the following results:
(1,1) 
sin ( 12 ) cos ( 12 ) − sin ( 12 )
− cos ( 12 ) sin ( 12 ) − (2 − ) cos ( 12 )
Solving the linear system Journal of Applied Mathematics we obtain 
The approximate solution is (44) Figure 1 compares both the exact and numerical solutions for the fuzzy integral equation (26) using the Taylor expansion method at = /8. Moreover, Figure 2 shows the absolute error between the exact and numerical solutions of this example. In the view of the variational iteration method, we construct a correction functional in the following form:
where = 0, 1, 2, . . . , .
Start with the initial approximation in (45); that is,
Then successive approximations ( , ) will be generated.
In this example we calculate the 6th order of approximate Journal of Applied Mathematics 9 solution using the variational iteration method by MAPLE software. We have carried out the following algorithm.
Algorithm 6.
(1) Input , , , ( , ), , ( , ), ( , ).
(2) Input 0 ( , ), 0 ( , ).
(3) For = 1 to + 1, compute
We obtain the following results: (48) Figure 3 shows a comparison between the exact and the numerical solutions for the fuzzy integral equation (26) by the variational iteration method (VIM) at = /8. Moreover, Figure 4 shows the absolute error between the exact and numerical solutions of this example. Table 1 shows a comparison between the exact and the numerical solutions for the fuzzy integral equation (26) using the Taylor expansion method and the variational iteration method (VIM) at = /8. 
Conclusion
In this article, Taylor expansion and variational iteration methods are proposed to solve a fuzzy linear Volterra integral equation of the second kind. The results of the example show that the convergence and accuracy of both methods were in a good agreement with the analytical solution. According to comparison of numerical results, mentioned in tables and figures, we conclude that the variational iteration method provides more accurate results and therefore is more advantageous.
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