Abstract -We discuss the effects of particle exchange through open boundaries and the induced drive on the phase structure and condensation phenomena of a stochastic transport process with tunable short-range interactions featuring pair-factorized steady states (PFSS) in the closed system. In this model, the steady state of the particle hopping process can be tuned to yield properties from the zero-range process (ZRP) condensation model to those of models with spatially extended condensates. By varying the particle exchange rates as well as the presence of a global drift, we observe a phase transition from a free particle gas to a phase with condensates aggregated to the boundaries. While this transition is similar to previous results for the ZRP, we find that the mechanism is different as the presence of the boundary actually influences the interaction due to the non-zero interaction range.
Condensation phenomena are observed in a broad range of physical processes. While they are originally associated with phase transitions of matter from the gas state to some liquid or solid state, they are also closely related to nucleation and coarsening phenomena. Examples of condensation appear in processes such as the formation of breath figures [1] , Bose-Einstein condensation [2] , polymer aggregation [3] , but in a wider sense also in more generic systems like networks as the formation of clusters [4] through the accumulation of links on sites.
For many such systems, the involved condensation process can be modeled as a stochastic transport process with a set of particles occupying a number of discrete sites. With particles representing microscopic to macroscopic objects and appropriate dynamics a wide spectrum of physical processes has been studied. Examples include refs. [2, 4] mentioned above, but also processes such as wealth condensation [5] or traffic flow [6] .
The zero-range process (ZRP) with condensation dynamics [7, 8] is a well known paradigm of such transport processes. While it has a fully symmetric steady state, above some critical density ρ c the symmetry breaks spon-(a) E-mail: hannes.nagel@itp.uni-leipzig.de (b) E-mail: h.ortmanns@jacobs-university.de (c) E-mail: wolfhard.janke@itp.uni-leipzig.de taneously and a particle condensate emerges at a single site such that the density at the remaining sites stays critical. When short-range interactions are introduced, a similar condensation process can be observed with the main difference, that condensates can be spatially extended [9] [10] [11] [12] . In this work, however, we shall consider condensation not as an effect in the steady state, but as a signature of a boundary induced phase transition. Such transitions can occur in driven systems, where the drive is implemented in terms of the interaction at the boundary of the system [13] . A well known transport process with such a transition is the totally asymmetric simple exclusion process (TASEP) [14, 15] , where a high-density, a lowdensity and a maximal-current phase exist [16] . For the ZRP, such effects of open boundaries and driven particle exchange have been studied using analytical and numerical methods by Levine et al. [17] .
While the interaction of particles with the boundary of the ZRP is merely the injection and removal of particles, the presence of the boundary influences hopping at nearby sites once short-range interactions are introduced. Within this paper, we use the term open boundaries in the sense that the boundary sites only have one interaction bond towards the bulk of the system. While this is a natural choice for an isolated system and consistent with ref. [ Fig. 1 : Schematic representation of the dynamics of a particle hopping process on a one-dimensional lattice with L sites, hopping rate ui and drift parameters p, q. At the boundary sites i = L and 1 they are replaced by the removal parameters pout and qout, respectively. Particle injection (rate parameters pin, qin) is independent of the hopping rate.
it is also conceivable that the boundary sites interact with a mean-field occupation outside the system, for example to model a compartment of a large system separated by membranes.
We consider a one-dimensional lattice with L sites and a gas of indistinguishable particles. Each site i can hold an arbitrary number m i of particles. Particles can hop between sites as well as enter and exit the system through the boundaries. The dynamics in terms of a discrete stochastic process consists of two steps as indicated in fig. 1 : First, a particle may leave from a randomly chosen site i with probability proportional to the hopping rate u i . Second, the particle hops to the left with rate q or to the right neighbor with rate p. This allows the implementation of symmetric (p = q = 1/2, p in = q in , p out = q out ) as well as partially and totally asymmetric (p = 1, q = q in = q out = 0) hopping dynamics. At the boundary sites i = L and 1, the drift parameters p and q are replaced by the removal parameters p out and q out which enter into the rates of particle removal u L p out and u 1 q out , respectively. The injection rates are independent of the occupation numbers and hence directly given by the parameters p in and q in . Due to this explicit particle injection and removal through the open boundaries, the total number of particles M (t) = L i=1 m i is not conserved. For the hopping rate function, we consider the form
with a symmetric, non-negative weight function g(m, n) given for each bond i, j of the lattice. 1 Whereas in a closed system with the total number of particles conserved this choice leads to a steady state [9, 11] of the form
this is not necessarily the case with open boundaries. However, since the steady state of the closed system is rooted in the factorization property over bonds, i.e., pairs of sites, one usually still refers to it as pair-factorized steady state (PFSS). The normalization constant Z M,L in the steady state (2) has the same function as the partition function in an equilibrium model. The weight function g(m, n) gives the interaction between particles. Here, we consider the tunable weights
proposed by Wac law et al. [10, 11] . By tuning the parameters β, γ, properties of the condensation process such as the critical density and the condensate's shape and extension can be chosen [12] . This allows us to study the model in a regime with strong nearest-neighbor interactions, where spatially extended condensates occur in the steady state model (γ ≤ 1 and γ < β < 1 for rectangular and β > 1 for smooth condensates), while still being able to directly compare to the results of Levine et al. [17] by tuning the model towards the weak nearest-neighbour interaction regime (β < γ ≤ 1), where its properties are similar to the ZRP considered there. Figure 2 summarizes the phases of this model with periodic boundaries. From the research in ref. [17] we know that the ZRP condensation model with hopping rates u(m) = 1 + b/m in the condensation regime b > 2 has a phase transition induced by boundary drive. A homogeneous gas phase where a steady state still exists and one (symmetric hopping) or two (totally asymmetric hopping) phases with single-site condensates aggregated to the boundary are observed. This transition occurs for p in > p out for symmetric and p in > 1 for totally asymmetric hopping. For the ZRP, the presence of the boundary does not affect the interaction at the boundary sites other than by injection or removal of particles. This makes it possible to understand the condensate formation at a boundary site for totally asymmetric hopping by only considering the difference of the fluxes into and out of that site [17] . The occupation number of the boundary site is then treated as a biased bounded random walk with drift equal to this net flux. As shown in fig. 3 , this drift becomes positive for sufficiently high influx rate p in > 1 and occupation m 1 so that a condensate can emerge and grow after a sufficiently large p-2 fluctuation of m 1 . For the ZRP, the effect of these boundary condensates to the bulk system is then, that they act as particle reservoirs that hold the particle density in the bulk stationary at the critical density ρ c = 1/(b − 2). It is also apparent from fig. 3 that with short-range interactions this drift behaves entirely differently and also depends on the second site's occupation m 2 . We will pick up this observation further below, when we discuss the corresponding phase of aggregate condensate formation for the short-range interaction model.
In our own preliminary work [18] we additionally observed for the PFSS model the formation of condensates in the bulk system in the aggregate condensate phase for symmetric hopping. From this we could also assume that with short-range interactions the phase diagram induced by particle exchange and external drive is similar to that of the ZRP. However, there were limitations of the simulation method of the stochastic process because no upper bounds exist for the hopping rate function generated by the weights (3), so that we were not yet able to study the phase diagram with short-range interactions to our satisfaction.
To avoid these problems, we used here an improved rejection-free kinetic Monte Carlo (KMC) method, originally introduced for the simulation of coupled rate equations in chemical systems by Gillespie [19, 20] . This allows us to directly use the interaction rates of the system which makes simulation much more efficient in situations where no steady state exists.
In the following we will outline how we identify the phase diagram. As a main observable to indicate the expected phase transition we measure the total number of particles M (t) as shown for symmetric hopping in fig. 4 and estimate the scaling exponent α under the assumption that M (t) ∝ t α grows as some power of time due to absorption of a fraction of particles entering the system. We can thus identify regions in (p in , p out ), where the system continually absorbs particles and the steady state breaks down in the regions where α ≈ 1. This is demonstrated in fig. 5 , which shows the average total number of particles versus time for several combinations of particle exchange rates p in and p out .
In contrast, for sufficiently small values of the influx rate p in we obtain α ≈ 0 which reflects that the number of particles in the system remains stationary and suggests that a steady state exists. In the latter case, the particles are homogeneously distributed in the system as a thin gas, rarely interacting (phase G). This is visible in the low average occupation number density ρ bulk in fig. 6 as well as in the average occupation profile shown in fig. 7 (flat profiles). In the gas phase the overall density ρ is identical to the bulk density where any particle accumulations at the boundaries are neglected. In the regions with positive α (dark regions in fig. 5 ), particles accumulate in the system. This occurs through the emergence of spatially extended condensates at the boundaries, as can be seen in fig. 7 . As in this regime the condensates are bound to the boundary, we refer to it as the aggregate condensate phase (A). While for symmetric hopping (p = q = 1/2) identical formations appear at both boundaries [ fig. 7(a) ], distinctly shaped and independent condensates are observed for totally asymmetric hopping (p = 1, q = 0) [ fig. 7(b) ]. These condensates in the latter case appear separately in the regions A in and A out or together in the region A of figs. 5 and 6.
At the boundary with particle influx, for a sufficiently high injection rate p in in the regime A in , an aggregate condensate forms that obeys the same envelope shape as a bulk condensate in the periodic model [11] [both boundaries in fig. 7(a) , left boundary in (b)]. There also appears a regime A out , where particles condense prior to leaving the system, as well as a coexistence region A [for example p in = 1, p out = 0.2 in fig. 6 densate, the former, however, dominates the shape due to its much larger contribution. The transition lines from the gas phase G to the aggregate condensate phase A for the coupling constants β = 1.2, γ = 0.6 are found at p in > 0.625p out for symmetric and p in > p in,crit = 1.43 ± 0.02 for totally asymmetric hopping as shown in figs. 5 and 6. We also observe that the location of the transition lines depends strongly on the couplings β, γ as well as the type of interaction at the boundaries. For instance, by decreasing the strength of the short-range interactions, the critical lines approach those observed for the ZRP until they match for β < γ. An interesting modification of the interaction at the boundaries that consists of adding an explicit bond from the boundary sites to an outer site with occupation m ∞ , effectively introducing fixed boundary conditions, leads to a shift of the transition lines towards larger values of p out for asymmetric hopping, so that the phases A out and A become significant regions of the phase diagram [21] .
While the phase diagrams given in figs. 5 and 6 are similar to those of the ZRP [17, 18] with comparable boundary conditions, we do observe qualitative differences. With short-range interactions, the bulk density of the gas phase increases towards the critical density while approaching the transition line towards aggregate condensate formation (see fig. 6 ). However, while the occupation density in the bulk system, apart from the aggregate condensates, remains at criticality for the ZRP as well as weak shortrange interactions β < γ, we observe a sharp decline at the transition line to a bulk density considerably smaller than the critical density here.
On a higher level, with significant short-range interactions (3), i.e. β > 1, the formation of the aggregate condensate at the boundary sites for asymmetric dynamics cannot simply be understood by means of a bounded, biased random walk of the first site's occupation number as with the ZRP. Only with weak nearest-neighbour couplings β < γ in our considered model this explanation remains valid, as suggested by the monotony and limit of the drift shown in fig. 3 . With short-range interactions such a drift also depends on the occupation of the neighbour site. As shown in fig. 3 , for β > 1 this drift is positive even below the observed critical particle influx rate p in < p in,crit ≈ 1.43 for 1 ≤ m 1 ≤ m 2 but becomes strongly negative for m 1 > m 2 . That is, no fluctuation of the first sites occupation alone can lead to growth of the aggregate condensate in this approach. However, the region in which the drift remains positive expands for higher occupations of the second site: The aggregate condensate can only emerge and exist as a spatially extended condensate because a sufficiently high occupation at a couple of the first sites of the system is required to result in positive drift of the first site's occupation number m 1 .
A second mechanism of the emergence of the aggregate condensate is only observed with short-range interactions. For the ZRP or β < γ the condensate directly forms at the boundary site. With strong short-range interactions β > 1, however, the condensate may initially emerge in the bulk system and then relatively fast connect to the boundary.
We observe boundary drive induced phase separation that becomes visible as the formation of aggregated condensates at the system boundaries from a homogeneous gas phase. The phase diagram itself is similar to that of the ZRP as discussed in ref. [17] , specifically the properties of the homogeneous gas phase where the steady state is not broken are much alike. The observed aggregate condensates are spatially extended as expected. The accumulation of particles in these condensates is much stronger than in the ZRP or than expected, decreasing the particle density in the bulk system far below the critical density of the steady state model, therefore excluding the formation of stable droplets in the bulk system.
Since with short-range interactions nearby boundaries do affect the dynamics, it is worthwhile to also look at the influence of the specific implementation of the boundaries. One approach to this could be to assume virtual bonds across the boundaries to a mean-field occupation m ∞ as suggested above, so that the homogeneity of the system is not a priori broken by the missing bonds. Although this is a large change of the interaction strengths at the boundary, we merely observe different positions of the phase boundaries as well as a deformation of the shape of the aggregate condensate as it couples to the mean-field occupation m ∞ beyond the boundary. A more interesting change is to make particle injection and removal symmetric. With the rate of particle removal set constant to p out , we observe an additional phase with a steady state for symmetric hopping in between the gas and aggregate condensate phases. Most notably, it features a single large condensate that extends the complete bulk of the system but falls to zero nearby the boundaries. For a more detailed discussion of these observations, we refer to ref. [21] .
To conclude, we numerically studied the emergence of phase transitions induced by driven particle exchange through open boundaries in a stochastic transport process with tunable short-range interaction. We observed a gas phase and two aggregate condensate phases, where particles accumulate at the boundaries. We presented phase diagrams for the extended smooth condensate regime of the model and discussed the phases' properties. We compared these observations with analytical and numerical results for the zero-range process by Levine et al. [17] where similar phases are observed. While the gas phases in both systems are qualitatively identical, there are noteworthy differences in the aggregate condensate phases such as the spatial extension and in the case of asymmetric hopping different shapes of the aggregate condensates and the below critical bulk density. Furthermore, we found that the mechanism of the formation of aggregate condensates is different as well as supplemented by an additional mechanism, where the condensate forms in the bulk and quickly aggregates at the boundary. Finally, we shortly discussed other types of open boundaries that we deem important for a systematic study of a short-range interaction model with condensation where we observed additional phases featuring a large bulk condensate and a homogeneous fluid, respectively. Therefore, additionally to the boundary drive that our model shares with the ZRP model [17] , the specific interaction with the boundary strongly influences the observable phenomena to the point where extra phases become observable.
As an outlook to future work we see many possibilities for further research. For example, when we considered constant removal at the boundary to achieve a symmetry between particle injection and removal, one might additionally take the other choice and use hopping injection, i.e., particles must successfully hop into the system. Another intriguing variation is to actually implement the systems considered here embedded in a larger, possibly periodic, system and interpret the boundaries of the inner system as membranes.
