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RESUMO. No presente trabalho é descrito o estudo comparativo entre métodos de estimativas da 
irradiação solar global (HG) diário: modelo de Angstrom-Prescott (A-P) e duas técnicas de 
Aprendizado de Máquina (AM) - Máquinas Vetores de Suporte (MVS) e Redes Neurais Artificiais 
(RNA). A base de dados de HG foi medida no período de 1996 a 2011 em Botucatu/SP/Brazil. A 
comparação dos indicativos estatísticos MBE, RMSE, d de Willmott, r e R2 obtidos na validação entre 
os modelos (A-P), MVS e RNA mostrou que: 1- a técnica MVS apresentou melhor desempenho que o 
modelo estatístico de (A-P) e a tecnica RNA; 2- o modelo estatístico (A-P) no geral apresentou melhor 
desempenho que a tecnica RNA. 
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INTRODUÇÃO 
 
O Brasil, pais com dimensões continentais, possui enorme escassez da disponibilidade de informações 
solarimétricas. Por isso, diversos pesquisadores vem desenvolvendo modelos que permitem estimar os 
diversos tipos de radiação solar por meio de variáveis mais facilmente monitorada nas estações 
meteorológicas. Em geral, esses modelos são divididos em classes como: estatísticos, físicos 
(transferência radiativa) e mais recentemente por técnicas de Aprendizado de Máquina (AM) 
(Escobedo et al.,2012; Oliveira et al., 2002; Soares et al., 2004; Santos et al., 2014; Lyra et al., 2015). 
Os modelos estatísticos, normalmente são mais recomendados em função da simplicidade e precisão. 
A desvantagem é que esses modelos tem validade apenas para os locais em que são gerados ou para 
regiões de clima similar. O principal modelo estatístico é o de Angstrom-Prescott (A-P), que estima a 
radiação global (HG) a partir do brilho solar (n). Os modelos físicos são mais complexos que os 
modelos estatísticos e exigem medidas com precisão de variáveis meteorológicas na superfície e na 
atmosfera. Os modelos AM com auxilio da tecnologia computacional, são capazes de solucionar 
problemas complexos,e têm sido aplicadas com sucesso para previsão de irradiação solar e aplicações 
solares. A tecnica permite, sem a necessidade de conhecer o objeto investigado, modelar um sistema 
conhecendo apenas os valores de entrada e saída. A maior vantagem do uso de modelos AM é a sua 
simplicidade e otimização do tempo (Oliveira et al., 2006; Soares e Silva, 2011). As principais  
técnicas  de Aprendizado de Máquina (AM) que vem sendo utilizadas são: Máquina Vetor de Suporte 
(MVS), Programa Genético (PG), Programa de Expressão do Gene (PEG), Redes Neurais Artificiais 
(RNA), Sistema de Inferência Neuro-Fuzzy (SINF) e algumas versões híbridas dessas mesmas 
técnicas (MVS e SINF). Estimativas de HG, por meio dos modelos de AM, têm sido estudados 
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comparados com modelos estatísticos e os resultados tem mostrado que o desemepenho dos modelos 
de AM são similares em alguns casos e superiores em outros aos modelos estatísticos (Elizondo et al. 
1994; Tymvios et al., 2005; Chen et al., 2013; Piri et al., 2015). No presente trabalho, uma base de 
dados de irradiação solar global (HG) de 16 anos, periodo 1996 a 2011, foi utilizada para a obtenção da 
equação de A-P e para treinamento de duas técnicas de AM (MVS e RNA). Para as técnicas MVS e 
RNA foram estudados quatro diferentes arquiteturas combinando variáveis meteorológicas de entrada 
no modelo: o modelo 1 da MVS e RNA usam como variáveis de entrada a razão de insolação (n) e HO 
igual ao modelo de A-P; e nos modelos seguintes 2, 3 e 4 foram acrescentadas outras variáveis, uma a 
uma, como temperatura do ar, precipitação e umidade relativa do ar. Os resultados da validação, 
comparação entre medidae e estimativas dos modelos por meio de correlação (r) e indicativos 
estatísticos (MBE, RMSE e d de Willmott) foram apresentados e discutidos. 
 
METODOLOGIA 
 
Instrumentação e medidas 
 
Os dados de irradiação solar global utilizados neste trabalho foram medidas no período 1996-2011 na 
Estação de Radiometria Solar na Faculdade de Ciências Agrárias (FCA) da Universidade Estadual 
Paulista (UNESP). A irradiância solar global (IG, W m-2), foi monitorada por um piranômetro Eppley 
PSP com erro 4,1% (Reda et al., 2008); brilho solar (n, horas), obtido por um heliógrafo Campbell-
Stokes; precipitação (P, mm) medidos através de um pluviógrafo da marca Ota Keiki Seisakusho; 
temperaturas máxima e mínima (T, ºC) medidos por termômetro de bulbo de mercúrio e álcool; e 
umidade relativa do ar (%, UR) medidos através de um higrômetro (seguindo as recomendações 
sugeridas pela World Meteorological Organization - WMO (1981). 
Na aquisição dos dados de HG  foi utilizado um datalogger CR 23X da Campbell Scientific operando 
na frequência de 1 Hz e armazenando médias a cada 5 minutos. Estes dados passaram por um rigoroso 
controle de qualidade (para eliminação de valores espurios ou inconsistentes) através de programas 
desenvolvidos para cálculo das irradiações integrados no dia (Chaves e Escobedo, 2000). 
 
Aplicação da Máquina Vetor de Suporte (MVS)e Rede Neural Artificial (RNA) 
 
A MVS é uma técnica interessante pela precisão na estimativa. Existem diferentes algoritmos de 
aprendizado de máquinas (AM), neste trabalho o Sequential Minimal Optimization (SMOreg) é utilizado 
para regressão. SMOreg é um algoritmo simples que rapidamente soluciona e resolve o problema de menor 
otimização possível com dois multiplicadores de Lagrange (Platt, 1998; Smola e Schölkopf, 1998). A 
flexibilidade do SMO na regressão é atribuída ao uso do conjunto de funções de Kernel. A escolha 
adequada da função de Kernel é determinante para os dados modelados e são essencialmente funções de 
similaridade com determinadas propriedades matemáticas. Pela eficiência computacional, simplicidade e 
adaptação para otimização de problemas mais complexos, neste estudo a Radial Basis Function (RBF) de 
Kernel é utilizada para regressão. A RBF é utilizada e recomendada pela simplicidade, quando comparada, 
por exemplo, com a função polinomial (Dong et al., 2005). 
Na aplicação da RBF é necessário ajustar adequadamente os parâmetros 𝐶 (custo), γ (gamma) e ε (épsilon). 
Os paramentos 𝐶 e γ são mutuamente dependentes entre si, baixos valores de 𝐶 produz um aprendizado de 
máquina com má aproximação e, valores muito altos, geram um aprendizado de máquina mais complexo 
(Raghavendra e Deka, 2014). Os valores de 𝐶 e γ são testados e aquele com a melhor precisão na 
validação-cruzada são escolhidos. Os modelos gerados com o algoritmo SMO neste tragalho foram com 
base na função de radial basis function (RBF). Foram testados empiricamente diferentes combinações 
para os parâmetros da RBF, depois de inúmeros teste os parâmetros utilizados da RBF foram (C = 
100, γ = 0,3 e ε = 0,001), valores encontrados na literatura (Ramedani et al., 2014; Mohammadi et al., 
2015). 
A RNA utilizada foi a Multilayer perceptron (MLP). Essa rede é amplamente utilizado em modelagem 
para resolução de problemas complexos e consiste de um conjunto de unidades sensoriais (nós de 
fonte) com três ou mais camadas interligadas. Na Figura 1 é demonstrada a estrutura de uma MLP, 
onde a primeira camada é a entrada (xi,j), a segunda possui uma ou mais camadas ocultas de nós 
 
 
computacionais com pesos de ligações (wi,j) e a terceira camada corresponde à saída de nós 
computacionais (yi), (Zanetti et al., 2008; Lyra et al., 2015). 
 
 
Figura 1. Diagrama em blocos demonstrando a arquitetura da Rede Neural Artificial (RNA) utilizada. 
Adaptado de Haykin (1998) e Zanetti et al. (2008). 
 
A saída da rede (yi) pode ser modelada conforme Equação (1) (Lam et al., 2008): 
 
                                                                 𝑦𝑖 = ∑ 𝑤𝑖,𝑗𝑥𝑖,𝑗 + 𝜃𝑖𝑛𝑗=1                                                           (1) 
onde xi,j é o sinal de entrada a partir de neurônios de ordem j (para a camada de entrada), wi,j é o peso 
da ligação direta do neurônio j para neurônio i (na camada oculta) e θi é a bias do neurônio i. Na MLP 
o sinal de entrada se propaga para frente através da rede, camada por camada. Dentro de cada camada 
há vários neurônios (nós), que estão ligados aos nodos na camada adjacente com pesos diferentes. 
Cada entrada é multiplicada por um peso de ligação. Após o treinamento os pesos terão informações 
importantes, antes eles são aleatórios e não têm nenhum significado. A saída dos neurônios é calculada 
pela aplicação de uma função de ativação, Equação (2), que é tipicamente sigmóide padrão (Rehman e 
Mohandes, 2008). 
                                                                𝑓(𝑥) = 1
(1+𝑒𝑥𝑝(−𝑥))
                                                                 (2) 
 
Existem muitos algoritmos de aprendizado específicos para determinado modelos de redes neurais. 
Neste trabalho a MLP foi treinada usando o algoritmo de aprendizagem backpropagation. Este 
algoritmo baseia-se na regra de aprendizagem por correção de erros e consiste em duas passagens 
pelas diferentes camadas das redes: um passe para frente, a propagação e um passe para trás, a 
retropropagação. No passo para frente, um padrão de atividade é aplicado aos nós sensoriais da rede e 
os seus efeitos se propagam através da rede camada por camada (Rumelhart et al., 1986). 
A MVS e a RNA foram avaliadas através da WEKA (Waikato Environment for Knowledge Analysis), 
que consiste num conjunto de algoritmos de AM, disponível em 
http://www.cs.waikato.ac.nz/~ml/weka/. A WEKA contém ferramentas para pré-processamento de 
dados, classificação, regressão, clustering, regras de associação e visualização (Witten et al., 2011). 
Nos modelos de RNA gerados neste trabalho foram considerados os valores: taxa de aprendizado = 
0,3; momentun = 0,2 e numero de interações = 500. As camadas ocultas (hiddenlayers) foram testadas 
variando de 1 – 10, porém o valor padrão do WEKA foi adotado pelo melhor ajuste encontrado. Na 
WEKA o padrão das camadas ocultas é definido como “a” = [(variáveis de entrada + classes)/2]. As 
técnicas de AM foram propostas para estimar a irradiação solar global (HG). Os modelos gerados com 
estas duas técnicas foram comparados entre si. 
 
Validação e avaliação dos modelos 
 
Na validação dos modelos estatísticos gerados neste trabalho foi utilizada uma base dados de 2 anos, 
denominadas de ano típico e atípico, obtidos a partir da base de dados total de 16 anos. A seleção dos 
anos típico e atípico, foi efetuada através de análises estatísticas onde se comparou para cada mês do 
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ano, o valor da irradiação solar global (HG) média inter-anos e o valor da irradiação média por ano. Os 
resultados encontrados para todos os meses estão representados na Tabela 1, a qual mostra a 
constituição dos anos típico e atípico. 
 
 Meses 
 Meses Jan. Fev. Mar. Abr. Mai. Jun. Jul. Ago. Set. Out. Nov. Dez. 
Ano Típico 2004 2000 2008 2005 2005 2005 2002 2003 2000 2003 2003 2005 Atípico 2001 2005 2011 2008 2003 1997 2009 1998 2009 2001 1998 2011 
Tabela 1. Ano típico e atípico obtido do banco de dados de 16 anos. 
 
Os indicativos estatísticos Mean Bias Error (MBE), Relative, Root Mean Square Error (RMSE),  
Coeficiente de correlação (r), Coeficiente de determinação (R2), e o Índice de Concordância de 
Willmont (d) [Willmott, 1981], foram utilizados para a avaliação da performance dos modelos. Alguns 
autores em seus trabalhos destacam uma escala classicatória para os diferentes intervalos de rRMSE 
para avaliar a acurácia dos modelos (Jamieson et al., 1991; Heinemann et al., 2012; Li et al., 2013): 
Excelente se RMSE< 10%; Bom se 10% ≤ RMSE<20%; Aceitável se 20% ≤ RMSE< 30%; Pobre se 
RMSE ≥ 30. 
 
RESULTADOS E DISCUSSÃO 
 
Correlação entre a transmissividade atmosférica da irradiação global (HG/HO) e a razão de 
insolação (n/N) diária: equação de Angstrom-Prescott (A-P) e treinamento da RNA e MVS. 
 
A Figura (2) mostra a correlação entre a transmissividade atmosférica da irradiação global (HG/HO) e a 
razão de insolação (n/N) diária, (HG/HO) x (n/N), para a base de dados medida no período de 1996-
2011 em Botucatu, SP. A correlação é linear em todo intervalo de variação de n/N entre 0 e 1. O 
espalhamento da correlação é similar a maioria dos trabalhos da equação de Angstrom-Prescott no 
mundo (Martinez-Lozano et al., 1984). 
O espalhamento na correlação é elevado, onde para cada valor de (n/N) há um largo intervalo de 
variação nos valores (HG/HO). O efeito é devido a grande variabilidade das concentrações de nuvens, 
vapor de água e aerossóis na atmosfera, que absorvem e espalham a radiação global, diferentemente, 
nos diversos tipos de cobertura de céu para mesmos valores de n/N. 
A Equação de (A-P) obtida na correlação da Figura (2), por meio de regressão linear é dada por: 
 
                                                       (HG/HO) = 0,253 + 0,465(n/N)                                                        (3) 
 
O coeficiente de determinação R2 = 0,806, bem como da transmissividade atmosférica mínima 
(HG/HO) = 0,253 ou a transmissividade atmosférica máxima (HG/HO) = 0,718 é similar aos valores 
obtidos em mais de 100 localidades do Brasil, e estão dentro do intervalo de variação de a (0,26 ± 
0,053), a+b (0,70 ± 0,07) e R2 cuja média é de: 0,78 ± 0,10 (Silva, 2016). 
 
 
 
 
Figura 2. Correlação entre a transmissividade atmosférica da irradiação solar global (HG/HO) e a 
razão de insolação (n/N), e a reta obtida por regressão linear no período de 1996-2011. 
 
Fatores climáticos, como tipo e espessuras de nuvens, concentrações de vapor de água e aerossóis na 
atmosfera são os fatores responsáveis pelas variações de a e a+b em cada local. O resultado 
encontrado neste trabalho é próximo ao sugerido por Allen et al. (1998) através do Boletim FAO-56 
que é a = 0,25 e b = 0,50 para ser uma equação universal que atende locais onde não existem medidas 
da radiação global. 
 
Modelos Variáveis meteorológicas de entrada MVS-RBF RNA-MLP 
MVS1 RNA1 HO, n/N 
MVS2 RNA2 HO, Tmáx, Tmín, n/N 
MVS3 RNA3 HO, Tmáx, Tmín, P, n/N 
MVS4 RNA4 HO, UR, Tmáx, Tmín P,  n/N 
Tabela 2. Arquitetura dos Modelos gerados pelas técnicas Máquina Vetor de Suporte (MVS) e Redes 
Neurais Artificiais (RNA) com diferentes variáveis meteorológicas de entrada. 
 
A correlação (Figura 2) possibilitou o treinamento das técnicas MVS e RNA respectivamente. O 
modelo de Ansgtron-Prescott e as técnicas MVS1 e RNA1 (modelo I) utilizaram as mesmas variáveis 
de entrada HO, N (calculados) e n (medido). Além do modelo I, foram treinados 3 novos modelos 
(MVS2 a MVS4 e RNA2 a RNA4), acrescentando na sequência os seguintes parâmetros 
meteorológicos (Tabela 2) temperaturas máxima e mínima do ar (T, °C) precipitação (P, mm) e 
umidade relativa (UR, %), como mostra a Tabela (2). 
 
Validação do modelo de Angstrom-Prescott (A-P). 
 
A Figura (3) mostra as correlações obtidas na validação entre estimativas e medidas diárias de HG, 
para as bases de dados anuais típico e atípico. As distribuições dos valores estimados pela equação (A-
P) e as medidas nas duas condições de validações estão em concordância linear com as curvas ideais 
de 45° nos ajustes. As equações de regressão linear com os coeficientes de correlação rt = 0,942, e ra = 
0,939, mostram que a equação (A-P) pode estimar HG com coeficientes de determinação (R2)t = 0,887 
(Figura 3 A) e com (R2 )a = 0,882 (Figura 3 B). Os coeficientes de correlação linear (r) obtido neste 
trabalhoforam superiores ao valor de r = 0,87, obtido por Nicácio et al. (2001), e são da mesma ordem 
de grandeza de r = 0,89 a 0,98 determinados por Li et al. (2011). 
Os indicativos estatísticos MBE, RMSE e d de Willmott, obtidos na validação foram: para MBEt(A-P) = 
-3,0% e MBEa(A-P) = 1,1%. O resultado está na ordem de grandeza do erro experimental do 
equipamento de medida da radiação global, que é de 4,1% (Reda et al., 2008). Os valores de MBE 
para Botucatu são superiores aos valores encontrados por Nicácio et al. (2001); Martim et al.(2014); 
Sabziparvar et al. (2013); Zhao et al. (2013) e Iziomon e Mayer (2001). Por outro lado, os resultados 
foram inferiores aos valores encontrados por: Beruski et al. (2015); Lam et al. (2008); Wan et al. 
(2008) e Li et al. (2011). Os resultados obtidos por Manzano et al. (2015), alternam valores superiores 
e inferiores aos resultados de Botucatu. 
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Figura 3. Comparação entre os valores estimados por meio de Angstrom-Prescott (A-P) e medidos de 
HG para anos típico e atípico. 
 
Para o espalhamento RMSEt(A-P) = 13,1% e RMSEa(A-P) = 15,7%. Os valores de RMSE estatisticamente 
também foram considerados bons resultados segundos os criterios estabelecidos por Jamieson et al. 
(1991) e Heinemann et al. (2012). Os valores de RMSE local foram superiores aos valores 
encontrados por Iziomon e Mayer (2001); Nicácio et al. (2001); Li et al. (2011); Torres et al. (2010); 
Andrade Júnior et al. (2012); Martim et al. (2014); Beruski et al. (2015). Os valores de RMSE local 
alternam ainda valores aos obtidos por: Lam et al. (2008); Liu et al. (2009); Wan et al. (2008); Li et al. 
(2012); por Chen et al. (2013); por Zhao et al. (2013); por Mohammadi et al. (2015); Sabziparvar et al. 
(2013); Manzano et al. (2015) e por Park et al. (2015). Os valores de RMSE local foram inferiores 
encontrados por Pereira (2010). O índice de concordância dt(A-P ) = 0,963 e da(A-P) = 0,959, próxima de 1 
mostram boa concordancia entre a estimativa e a medida de HG. 
 
Validação dos modelos de treinamento das técnicas de AM (MVS e RNA) 
 
A Figura 4 mostra diagrama de dispersão entre os valores estimados de HG pelos modelos MVS e 
RNA e as medidas, bem como as retas obtidas por regressão linear e coeficientes de determinação(r), 
para os anos típico(rt) e atípico(ra) respectivamente. 
Os valores estimados por MVS1 e RNA1 estão em concordância linear com as medidas (Figura 4 A, 
B): as retas de correlações (r) estão muitos próximas da reta ideal (45°) ou r = 1 no ajuste. Para MVS1 
e RNA1 os valores de rt = 0,962 e rt = 0,924 e ra = 0,947 e ra = 0,932, respectivamente, mostram que a 
medida de HG e a estimativa de HG estão estatisticamente bem correlacionadas. A técnica MVS1 teve 
melhor desempenho que a RNA1 nas duas condições de validações. 
No modelo 2, as técnicas MVS2 e RNA2, (Figura 4 C, D) também apresentram correlações (r) muitos 
próximas da reta ideal (45°) no ajuste, nos quais os valores de rt = 0,966 e rt = 0,965 e ra = 0,951 e ra = 
0,951, mostram que a medida e a estimativa de HG estão muito bem correlacionados. A inclusão das 
temperaturas (T, Tmáx e Tmín) no treinamento das técnicas de AM do modelo1 (HO e n/N) 
aumentaram os valores dos coeficientes de correlações para os dois modelos MVS2 e RNA2. A 
combinação das variáveis HO, n/N, Tmáx e Tmín, nos modelos MVS2 e RNA2, representam a junção 
de todas as variáveis das equações de Angstrom-Prescott (A-P), Hargreaves-Samani e Bristow-
Campbell. Essas duas últimas equações usam as variáveis Tmáx e Tmín na estimativa de HG com altos 
valores de r (Hargreaves e Samani, 1982; Bristow e Campbell, 1984). 
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Figura 4. Correlações entre os valores estimados pelos modelos de AM, e os valores medido de HG. 
 
Essa combinação foi positiva, porque os valores de r aumentaram em relação a MVS1 e RNA1. O 
aumento maior foi com a RNA2, que apresentou uma maior amplitude de variação, o valor de rt = 
0,924 aumentou para rt = 0,965, enquanto ra = 0,932 para ra = 0,951. Mesmo assim a comparação nos 
valores de r mostra que a MVS2 ainda possui melhor desempenho que a rede RNA2 nas duas 
condições de validações. Similarmente para o modelo MVS3 e RNA3 (Figura 4 E, F) os valores de rt = 
0,969 e rt = 0,955, e de ra = 0,964 e ra = 0,952 respectivamente, apresentaram também elevadas 
correlações, nas duas condições de validação. A introdução da precipitação no modelo 3 aumentaram 
pouco os valores de r dos modelos MVS3 e RNA3. Para o modelo MVS4 e RNA4 (Figura 4 G, H) os 
valores de rt = 0,970 e rt = 0,958, e de ra = 0,963 e ra = 0,951 respectivamente, apresentam também 
elevadas correlações estatísticas nas duas condições de validação. A introdução da umidade relativa 
(%) no modelo 3 (MVS3 e RNA3) manteve os valores de r, aproximadamente iguais nas duas 
condições de validações. 
Os indicativos estatísticos MBE, RMSE e d de Willmott, obtidos da comparação dos valores 
estimados gerados com as técnicas de AM e as medidas de HG respectivamente para os anos típico e 
atípico, são mostrados na Figura (5): 
Para o modelo 1, os valores de MBE (Figura 5 A) para os anos tipico e atipico respectivamente 
mostram que MBEtMVS1 = -2,6% e MBEaMVS1 = 1,6%, enquanto a MBEtRNA1 = -14,1% e MBEaRNA1 = -
10,7%. Os valores de RMSE (Figura 5 B): RMSEtMVS1 = 10,5% e RMSEaMVS1 = 13,9%, enquanto para 
RMSEt RNA1 = 20,3% e RMSEaMVS1 = 19,9%. O índice de concordância (d) de Willmott (Figura 5 C) 
para MVS1 foi superior em seqüência para dt = 0,98e da = 0,97, enquanto que para RNA1 dt = 0,91 e 
da = 0,93 respectivamente. 
Para o modelo 2 os valores de MBE (Figura 5 D) mostram que MBEtMVS2= -3,3% e MBEaMVS2 = 2,3%, 
enquanto que MBEtRNA2 = -11,6% e MBEaRNA2 = -6,3%. Os valores de RMSE (Figura 5 E) foram: 
RMSEtMVS2 = 10,2% e RMSEaMVS2 = 13,5%, enquanto que para a técnica RMSEaRNA2 = 15,1% e 
MSEaRNA2 = 15,0%. O índice de concordância (d) de Willmott (Figura 5 F) com a MVS2 foi superior 
em seqüência para dt = 0,98 e da = 0,97, enquanto que para RNA2 dt = 0,96 e da = 0,97 
respectivamente. 
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Figura 5. Indicativos estatísticos MBE (%), RMSE (%) e d de Willmott na validação. 
 
Para o modelo 3 os valores de MBE (Figura 5 G) mostram que MBEtMVS3 = -3,1% e MBEaMVS3 = 
2,2%, enquanto que MBEaRNA3 = -13,0% e MBEaRNA3 = -7,0%. Os valores de RMSE (Figura 5 H) 
foram: RMSEtMVS3 = 9,7% e RMSEaMVS3 = 13,0% enquanto para RMSEtRNA3 = 16,3% e RMSEa RNA3 = 
15,6%. O índice de concordância (d) de Willmott (Figura 5 I) com a MVS3 foi igual para dt = 0,98 e 
da = 0,98, enquanto que para RNA1 dt = 0,95 e da = 0,97 respectivamente. 
Para o modelo 4 os valores de MBE (Figura 5 J) mostram que MBEtMVS4 = -2,7% e MBEaMVS4 = 1,6%, 
enquanto que MBEtRNA4 = -13,2% e MBEaRNA4 = -8,1%. Os valores de RMSE (Figura 5 L) foram: 
RMSEtMVS4 = 9,5% e RMSEaMVS4 = 12,5%, enquanto que RMSEtRNA4 = 16,6% e RMSEaRNA4 = 15,6%. 
O índice de concordância (d) de Willmott (Figura 5 M) com a MVS4 foi igual para dt = 0,98 e da = 
0,98, enquanto que RNA1 dt = 0,95 e da = 0,96 respectivamente. 
 
Comparação do desempenho entre os modelos Angstrom-Prescott (A-P) e as técnicas MVS e RNA 
em Botucatu e outros locais. 
 
Os valores dos indicativos estatísticos MBE, RMSE, d de Willmott, r e R2 do modelo de (A-P) e das 
técnicas MVS e RNA, obtidas em Botucatu, mostram que o modelo MVS4 possui melhor desempenho 
que o modelo estatístico de (A-P) e o modelo RNA4 nas duas condições de validação, respectivamente 
(Figura 6). A comparação entre MVS4 x (A-P) mostra que: os valores de MBEt MVS4 = -2,7% e 
MBEaMVS4 = 1,6% são inferiores a MBEt(A-P) = -3,0% e MBEa(A-P) = 1,1% (Figura 6 A); os valores de 
RMSEtMVS4 = 9,4% e RMSEaMVS4 =12,5% são inferiores aos de RMSEt(A-P) = 13,1% e RMSEa(A-P) = 
15,7% (Figura 6 B); os valores de d de Willmott dtMVS4 = 98,0% e daMVS4 = 98,0% são superiores aos 
de dt(A-P) = 95,0% e da(A-P) = 96,0% (Figura 6 C); os valores de rtMVS4 = 0,970 e ra MVS4 = 0,918 são 
superiores aos de rt(A-P) = 0,942 e ra(A-P) = 0,939 e os valores de (R2)t MVS4 = 0,941 e (R2)a MVS4= 0,918 
são superiores aos de (R2)t (A-P) = 0,887 e (R2)a (A-P) = 0,882. 
Os resultados obtidos neste trabalho estão de acordo com os resultados dos trabalhos por Chen et al. 
(2013) na China, Mohammadi et al. (2015) no Irã e por Piri et al. (2015) no Irã. Em todos trabalhos 
citados a MVS possui melhor performance que o modelo (A-P). O valor de RMSE para Botucatu 
foram  inferiores aos resultados obtidos por Chen et al. (2013) na China. E são da mesma ordem de 
grandeza aos resultados obtidos por Mohammadi et al, (2015) no Irã e por Piri et al. (2015) no Irã. 
Os valores dos indicativos estatísticos MBE, RMSE, d de Willmott, r e R2 na comparação entre (A-P) 
x RNA4 para os anos típico e atípico, mostram que o modelo (A-P) apresentam no geral melhor 
desempenho que o modelo RNA4. 
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Figura 6. Indicativos estatísticos MBE, RMSE e d de Willmott  para anos típico e atípico. 
 
A comparação entre os modelos (A-P) x RNA4 mostra que os valores de MBEt(A-P) = -2,98,0% e 
MBEa(A-P) =1,1% são inferiores aos valores MBEtRNA4 = -13,2% e MBEaRNA4 = -8,1% (Figura 6 A); 
 os valores de RMSEt(A-P) = 13,1% e RMSEa(A-P) = 15,7%, são inferiores a RMSEtRNA4 = 16,6% e 
RMSEaRNA4 = 15,6%, os valores de d de Willmott dt(A-P) = 95,0% e da(A-P) = 96,0% (Figura 6 B); é igual 
a dtRNA4 = 95,0% e daRNA4 = 96,0% (Figura 6 C); os valores de rt(A-P) = 0,942 e ra(A-P) = 0,939 são 
inferiores a rtRNA4 = 0,963 e raRNA4 = 0,951 e para o coeficiente de determinação (R2)t(A-P) igual a 0,887 
e (R2)a(A-P) = 0,882 são inferiores a aos valores (R2)t RNA4 = 0,927 e (R2)a RNA4 = 0,904. 
Os resultados obtidos para os indicativos obtidos neste trabalho estão de acordo e nas mesma ordem de 
grandeza com os resultados do trabalho de de Wan et al. (2008) para 41 cidades na China. 
 
CONCLUSÃO 
 
Dos resultados apresentados e discutidos neste trabalho conclui-se que:  a equação de estimativa de HG 
de Angstrom-Prescott (A-P), para Botucatu, SP, com coeficientes de determinação R2 = 0,806 é 
similar aos resultados alcançados em outras localidades. Os indicativos estatísticos: MBE  inferior a 
3,0%; RMSE inferior a 15,68%; d de Willmott superior a 0,95, indicam que o modelo (A-P) pode ser 
utilizado na estimativa de HG com precisão e exatidão nas duas condições de validação; 
As técnicas MVS1 e RNA1 (modelo 1), com as mesmas variáveis de entrada HO e (n/N) que o modelo 
(A-P), mostraram, que podem estimar HG na mesma ordem de grandeza que a equação de Angstrom-
Prescott clássica; 
Os modelos MVS2 e RNA2 tiveram aumentos nos valores de r com a inserção das temperaturas (T, 
Tmáx e Tmín) nos modelos MVS1 e RNA1. Os modelos MVS3 e RNA3, bem como MVS4 e RNA4, 
tiveram melhoras no desempenho com as inclusões da precipitação e umidade relativas nos modelos 3 
e 4 respectivamente; 
A comparação entre os modelos (A-P), MVS4 e RNA4 por meio dos valores dos indicativos 
estatísticos MBE, RMSE, d de Willmott, r e R2 obtidos da validação mostrou que: entre o modelo (A-
P) e MVS4, a tecnica MVS4 apresentou melhor desempenho que o modelo estatístico de (A-P); entre 
os modelos MVS4 e RNA4, a técnica MVS4 apresentou melhor desempenho que a técnica RNA4; 
entre o modelo (A-P) e a RNA4, o modelo estatístico (A-P) apresentou no geral melhor desempenho 
que RNA4. 
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Performance of the Angstrom-Prescott (AP) Model and SVM and ANN 
Techniques to Estimate Global Solar Irradiation in Botucatu/SP/Brazil 
 
ABSTRACT. This paper describes the comparative study of methods to estimate daily (HG) 
global solar irradiation (HG): Angstrom-Prescott (AP) model and two machine learning 
techniques (ML) - Support Vector Machines (SVM) and Artificial Neural Networks (ANN). 
Database was measured from 1996 to 2011, in Botucatu/SP/Brazil. The comparison of MBE, 
RMSE, d Willmott, r and R2 statistical indicators obtained from the validation of the models 
(A-P), SVM and ANN showed that: the SVM technique showed better results than the (A-P) 
statistical model and ANN technique; overall, the (A-P) statistical model showed better 
performance than the ANN technique. 
 
Key words: Solar radiation; Angstrom-Prescott; Statistical Modeling. 
 
