ABSTRACT In this paper, a new clustering algorithm is proposed based on cross clusters without using membership functions. In light of the cross clustering data transformation, the spatial distribution of data is changed while the original data dimension simultaneously is maintained. Combining with the performance index and visual technology, an explanation of the performance improvement of the classification model is presented in accordance with the proposed algorithm. This approach was evaluated on UCR time series datasets, the experiments showed that the algorithm can improve not only the accuracy and the performance of the fully convolutional network and nearest neighbor algorithm, but also the time complexity in time series classification model. It is worth well to apply this method to further research and popularization.
I. INTRODUCTION
A clustering algorithm is an unsupervised classification algorithm. The classification process is to automatically aggregate data using rules based on data similarity, and then the category of data is defined. Most common clustering algorithms are mainly based on partitioning, hierarchy, density, graph theory, grids, and models [1] , [2] . The most popular clustering algorithms include hard clustering methods with clear classification, and soft clustering methods such as fuzzy C-means clustering [3] - [5] , whose final result can be transformed into a hard cluster by a membership function.
In recent years, clustering algorithms are sometimes used to process compression transformation on time series data [2] , which can reduce the time complexity of subsequent algorithms under the premise that their classification accuracy is affected rarely. For example, as for the time series classification problem, Li and Wan [6] adopted near-neighbor propagation clustering algorithm [7] to select the cluster center points of each cluster, and the cluster center points can represent the original data. They showed that KNN algorithm
The associate editor coordinating the review of this manuscript and approving it for publication was Chao Tong. based on this method improves the classification performance in the time series classification task. Hwang and Cho [8] used k-means [9] to preprocess the training data set first and exploit KNN to calculate the distance to predict the category. The experimental results show that the classification time is reduced by 85% without loss of precision.
The clustering algorithm is used to extract the representative elements of the data, which is robust to outliers. However, when traditional clustering algorithms extract the data features, the compression of the data is very serious, only the main features of the data are extracted and some necessary features will be lost. Therefore, this paper proposes a cross clustering algorithm that retains more features when extracting the representative elements. Furthermore, this method can extract the representative elements of training set in supervised learning, and then use these representative elements to train the supervised model aiming at improving the model performance.
There are a lot of time series in life, such as the trend of stock prices, the formation of tumors, and changes in the environment [10] . The research of them is of great significance, especially for the prediction. Then the study of time series has received extensive attention in the last decade. The nearest neighbor algorithms based on Euclidean distance (1NN-ED) [11] - [14] and dynamic time warping (1NN-DTW) [13] , [14] are considered to be the simplest and most effective gold baseline model in many time series classification tasks.
Time series classifications have made new progress in recent years for feature-based methods [15] - [18] , integrated learning-based methods [19] , [20] and deep learning-based methods [14] , [21] , [22] , which have been proven to be feasible. Baydogan et al. [15] proposed a time series classification framework (TSBF) based on feature package representation, which has improved classification accuracy in UCR time series datasets [23] compared to other feature representation methods. Lines and Bagnall [20] proposed the proportional elastic ensemble (PROP) model, which combines 11 weak classification models based on elastic distance metrics and tests in 44 UCR time series datasets with improved classification accuracy. Wang et al. [14] , proposed a time series classification model based on the full convolutional network (FCN) whose prediction accuracy is higher in most UCR time series datasets. Ismail Fawaz et al. [21] used the FCN network [14] to learn the migration between different datasets in the UCR time series datasets, and indicated that the migration learning based on FCN networks can improve the classification accuracy of partial time series data.
Although clustering algorithms are traditional machine learning model, there is no consensus on the definition of clustering algorithms [24] . Considering that an instance can only belong to one class in the existing hard clustering methods, but for a particular practical problem, it may be more efficient to allow one instance belong to multiple categories. Therefore, this paper proposes a cross clustering model that implements one instance into multiple classes or clusters. The advantage of this model is that the dimensions of data are remained after the centripetal aggregation transformation while the spatial distribution of data changed, which may reduce the amount of data.
In reality, not all data instances can be classified into specific categories, such as temperature scores. Suppose the number of categories is 2, the demarcation threshold is 25 • C. By using hard clustering algorithm, temperature above 25 • C is classified as heat, otherwise is classified as cold. However, 39 • C is closer to cold category than 100 • C, but 39 • C and 100 • C all belong to heat category according to this rule. It is obviously that the hard clustering cannot define this problem very well. Although soft clustering can give the probability of instance belonging to cluster by membership functions, we still hold the view that it makes no sense because 100 • C is not cold at all for human perception. Therefore, a cross clustering algorithm is proposed, which performs autonomous partitioning by similar distance. The proposed cross clustering algorithm does not need to use membership degree and allows crossover between clusters. In other words, an instance object can belong to multiple categories simultaneously.
This article is arranged as follows. In Section II, the basic model and work related to our method are discussed. The cross clustering algorithm is proposed in Section III.
In Section IV, we propose a time classification model based on cross clustering and a time series classification model based on the cross clustering of limitation of distance threshold. In Section V, we present the test results and discuss the reasons for the improvement of classification accuracy. Finally conclusions are provided in Section VI.
II. DEFINITIONS AND RELATED WORK
This section introduces the definition of time series classification and basic methods used in this paper, which including KNN, cluster center visualization and full convolution network.
A. TIME SERIES CLASSIFICATION Definition 1: The real value sequence of a variable that changes along the time axis as a function of time x = [x 1 , x 2 , . . . , x T ] is recorded as a time series, where T denotes the dimension of a time series.
Definition 2: A time series data set can be represented as X = {x 1 , x 2 , . . . , x n }, its corresponding label set is Y = {y 1 ,y 2 , . . . , y n }, where y i represents the class label corresponding to time series x i . The mapping from the time series data set to the class label set is defined as f : X → Y and the mapping f is denoted as classification model on time series.
Time series classification has two forms, one is the unlabeled clustering model, and the other is the labeled classification model. The researches generally refer to the labeled classification model in the recent ten years. Time series data sets are diverse and the UCR archive is currently the most used data set [24] . By the end of 2018, this database contains 128 time series data sets.
B. K-NEAREST NEIGHBOR (KNN)
KNN is an algorithm commonly used for classification which is a relatively simple classical machine learning algorithm [25] . At present, this algorithm is outstanding in the classification of time series, and becomes a new golden baseline model for algorithm comparison. Algorithm 1 shows the implementation of KNN algorithm.
C. CLUSTER CENTER VISUALIZATION
The spatial distributions of the new sample data and the original data before and after using the proposed clustering algorithm are compared to illustrate the validity of our proposed algorithm. Class aggregation of data is evaluated based on the visualization method of clustering centers proposed in 2014 [24] . This method can be used to visually present the distribution of class centers of the data and then guide us to choose the number of classes. The core idea of this method is to draw the decision graph with two indicators of local density and distance, and select the optimal number of clustering through the decision graph. Select the k points with the smallest distance from the current test sample point 5.
Determine the frequency of occurrence to the category of the first k points 6.
Return the category with the highest frequency of occurrence of the current k point as the predicted classification of the current point x i 7. end for Definition 3: Local density ρ i represents the number of data point x i within a certain truncation threshold.
d c is the truncation distance, d ij is the distance between data points x i and x j . Definition 4: δ i represents the minimum distance of data point x i from other points with higher local density.
If data point x i is the largest local density, then
Make the two-dimensional decision graph with the local density ρ i as abscissa and distance δ i as vertical coordinate. The number of possible class centers, the degree of class center visibility and outliers can be clearly indicated from the decision graph.
The spatial distribution of the two-dimensional data is shown in Fig. 1 (a) , and Fig. 1 (b) shows the decision map of the data in Fig. 1 (a) , where the data with larger local density and distance is regarded as the class center point, such as points 22 and 13 while the small local density and large distance as the outliers, such as points 1 and 10.
There are two characteristics of a class center in this method. The first case is that the density of class center is larger than that of its neighbors. The second case is that the distance between the class center and other denser data point is relatively large.
D. FULL CONVOLUTION NETWORK (FCN)
In recent years, FCN performs well in image semantic segmentation [26] , time series classification and other fields [14] , [21] . FCN [14] for a comparative experiment is exploited due to its best results in most dataset. In Fig. 2 , FCN consists of three convolution layers, a global pooling layer and a Softmax layer. Softmax layer plays a role in classification, and convolution layer can extract the features of data. A basic convolutional layer includes convolution operation, batch normalization layer [27] and ReLU layer, as shown in Eq. (5).
where ⊗ represents the convolution operation. The convolution operation is fulfilled by three 1-D kernels with the size {8,5,3}, and the three convolutions have a stride equal to 1. The number of channels per layer is {128, 256, 128}, and there is no pooling layer among them [28] . The batch normalization layer can speed up network training and improve generalization. The convolutional layer is followed by a global average pooling layer rather than the full connection layer which aims to reduce network parameters and further improves the network training speed. The final Softmax layer is responsible for classify features.
III. CROSS CLUSTERING ALGORITHM
In this section, the cross clustering algorithm is proposed, which performs autonomous partitioning by similar distance. It is a clustering algorithm that does not need to specify the number of categories in advance, and allows crossover among clusters. In other words, an instance object can belong to multiple categories simultaneously. Definition 5: A cluster represents a collection of elements with a high degree of similarity in the data set. Let C i = SLink(x i ) indicate a cluster set C i that obtained by passing an instance x i from a similar relationship.
Let S = {x 1 , x 2 , . . . , x n } denote the whole data set and calculate the similarity d ij between instances in advance when performing cross clustering.
Here, ''dist'' denotes the Euclidean distance between x i and x j . After calculation, the similarity matrix D, consisting of d ij , is generated. The next step is to traverse each instance according to the following rules. Take an instance x a for example:
Step l: look for instance x b closest to its similarity and instance x c closest to instance x b , if a = c, the search is stopped.
Step 2: set {x a , x b } is the defined cluster, otherwise it continues to find instance x d which is closest to the similarity with x c , and compared x d with x a and x b next. If d = a or d = b, the search is stopped for that set {x a , x b , x c } is divided into one cluster. Traverse all instances according to such a rule until a closed set is formed which means that the clusters corresponding to instance x a are divided up.
Step 3: repeat the above steps to divide the clusters corresponding to the next instance, and loop until all the clusters of the instances are obtained. At last, we remove the repeated set, the set of clusters obtained is the result of once cross clustering.
Twice cross clustering can be proceeded for data after once cross clustering. The number of clusters after once cross clustering is often larger and the individual cluster size is smaller. Supposing that m 1 clusters can be obtained after once cross clustering and they can be represented as
}. And then define the center point of each cluster to calculate the distance between them, which are called similar distances between the clusters. As for a cluster of
where q represents the number of instances of the i-th cluster after first time cross clustering and the center point of the cluster is c 1 i , which is calculated as follows:
Therefore, the cluster center data set becomes
} after one-time cross clustering and the similarity d ij between the cluster centers is calculated as follows.
The similarity matrix D 1 , consisting of d 1 ij , is obtained. The center of each primary cross cluster is traversed afterwards to perform the second cross clustering following the previous operation, then m 2 clusters can be described as
} and each cluster is defined as
Where c 1 (i,t) indicates the t-th element of the i-th cluster of the second cross clustering, which is corresponding to cluster set of C 1 (i,t) . The original data instance cluster set corresponding to the clusters of the secondary cross cluster is as follows.
For w times cross clustering, the corresponding instance of each cluster set is
With iterations of cross clustering, the number of instances contained in each cluster is increasing, the number of clusters is decreasing, and the concept represented by each cluster is broader. The cross clustering algorithm is given in Algorithm 2. Fig. 3 intuitively shows the process of cross clustering where the changes of clusters and center point of each cross clustering are clearly presented. For an instance of the arrow's starting point, its endpoint is connected to its nearest instance. Fig. 3 (a) shows the distribution of the original data points. In Fig. 3 (b) , each cluster is a starting point to find the nearest point along the direction indicated by the arrow, and the obtained points continue to seek its nearest point until a ring is formed. Each ring starting from the starting point is regarded as a cluster and the ellipse shown in Fig. 3 (c) , which is formed after once cross clustering. Each ellipse is regarded as a cluster to determine the cluster center point according to equation (7) and it can be found that the distribution of cluster center point is more concentrated than the original data. This is exactly the whole process of one-time cross clustering. After that the center points of each clusters keep to link with their nearest center point until a ring structure is formed which means the search is enough to stop and the result is shown in Fig. 3 (d) . Similarly, each ellipse represents a cluster. The cluster center point is calculated in the same way and continued the next cross clustering until all the instances are clustered into one cluster which implies the end of the entire cross clustering process. It is not difficult to discover that seven clusters formed after the first cross clustering, four clusters formed after the second cross clustering, two clusters formed after the third cross clustering and one cluster formed after the fourth cross clustering, just as shown in Fig. 3 (f) . It can easily discover that the number of clusters gradually decreases while the density of centers gradually increases during the process of clustering.
Cross clustering has its own advantages for that it can be utilized to divide one data into different clusters and exploit the center of clustering to represent the whole cluster thus realize data compression [31] . Subspace reduction algorithm [29] such as PCA can compress data by reducing the dimension of data so that reduce the amount of data that model need process. Moreover, the number and spatial distribution of data can be modified by using the cross clustering algorithm which proceeds cross clustering on original data and regards the centers of clusters as new data. This method can effectively remove some outliers and noise points to optimize the performance of the learner and reduce the time complexity.
IV. CLASSIFICATION FOR TIME SERIES DATA BASED ON CROSS CLUSTERING
In this section, the proposed cross clustering algorithm is used to improve the existing model, which proves that the algorithm can improve the accuracy of the existing classification algorithm and reduce the time complexity of some algorithms.
The proposed cross clustering algorithm has two improved schemes. One is the nearest neighbor algorithm based on cross clustering (CC-ED-1NN ). This algorithm is given in Algorithm 3.
For time series classification task, the result is best when k = 1. Especially when the data samples are unbalanced and the value of k is larger, the k-nearest neighbor algorithm is more likely to match the category with a large amount of data rather than the data of a small amount. Therefore, taking k as 1 can weaken the defect of data imbalance.
The outliers and noise of data always exist, but their proportion will not be too big. Although our proposed cross clustering algorithm improves the accuracy of classification of some models to some extent, it does not perform always well in all models for that the degree of compression of data is still a little high by one-time cross clustering. Therefore, the time series classification model is proposed based on the distance threshold of the cross clustering data transformation to improve the prediction accuracy for get better classifying models. The advantage of this algorithm is that the distance threshold is added to make partial data cross-clustered, and the other part is not cross-clustered. It is far away from other data instances which often regarded as outliers or noise points. The algorithm is given in Algorithm 4.
The purpose of removing duplicate data is to make the data shrink to the center of cluster faster and reduce the Algorithm 2 Cross Clustering Algorithm
Output: Cluster divisions of each cluster: C, Cluster center dataset: Z Process: 1. Initialize the number of clusters C num to be equal to the number of dataset instances 2. Number of times of clusters: Cc = 0 3. Cluster center dataset Z = {Z 1 , Z 2 , . . .} 4. Cluster divisions of each cluster:
for i = 1, 2, . . . , n do 9.
Instance i:
Calculate the number of different clusters: C num = size(C Cc ) 24. end while number of data, so as to improve the accuracy of learning model classification and reduce the time complexity of some models. However, too much compression of the data may lose some crucial features of data. The cross clustering algorithm based on limitation of distance threshold may do not compress the original data. For example, only a few data get cross clustered if distance threshold is too big. Besides, there will be no overlapping clusters and does not reduce the number of data which just lead to a slight change of data distribution. It is exactly because of this change that the classification of subsequent learning models is better.
This part of experiments is to detect whether the FCN network can be improved in the accuracy of classification in UCR time data set by comparing the data before and after cross clustering data transformation. The network parameter settings is same to literature [14] , which aims to facilitate comparing the results. The result of [14] is currently the best in time series classification algorithms and they set Epochs at 2000, Batch size at 16, Optimizer as Adam [30] , the Learning rate as 0.001, the First moment as 0.9,
Algorithm 3 Nearest Neighbor Algorithm Based on Cross Clustering Data Transformation (CC-ED-1NN)
Output: The accuracy of classification of test set: acc Process: 1. Perform cross clustering in each category of the training set 2. Take the cluster center of each class as a new data set 3. Use the new data as a new training set, using 1NN
Algorithm 4 The Time Series Classification Model Based on the Cross Clustering Data Transformation of the Limitation of Distance Threshold
Input:
Output: The accuracy of classification of test set: acc Process:
in each category of the training set 2. Set the threshold:
Perform cross clustering on the data and take the cluster center point value x 5.
Let x = x , and remove duplicate data 6. end if 7. Calculate the classification model with the updated training set
The Second moment as 0.999 and the loss function as crossentropy.
V. RESULT AND INTERPRETABILITY
In this section, the nearest neighbor algorithm is used based on crossover clustering to make a comparative experiment on 80 time series data sets from UCR. The result showed that our algorithm significantly improved the nearest neighbor algorithm of Euclidean distance in the time series data sets with high classification accuracy. Afterwards, the time series classification model based on the crossover clustering of the limitation of distance threshold is used to improve the accuracy of FCN network in time series classification. Finally, taking the cluster center as new data and get the changes of spatial clustering before and after data processing to illustrate the reason why our algorithm can improve the classification accuracy.
A. RESULTS OF NEAREST NEIGHBOR ALGORITHM BASED ON CROSS CLUSTERING
The analysis results of the UCR time series in this experiment, shown in Table 1 , are proved that the improvement of our algorithm has generality. The contents given in Table 1 are the type of the time series data set, including the number of types (num-set), the average compression ratio of training set data (c-ratio), the result of the nearest neighbor algorithm of the Euclidean distance (ED), and the nearest neighbor algorithm of the Euclidean distance of our algorithm (CC-ED). It can be seen from Table 1 that the average compression ratio is 73.93% and the average error is 0.2421 after processed by the nearest neighbor algorithm based on cross clustering, which is slightly better than the result before processing. This shows that the proposed model can improve the accuracy of classification of data set and compress the training data set.
It can be seen from Table 1 that the average compression ratio is 73.93% and the average error is 0.2421 after processed by the nearest neighbor algorithm based on cross clustering, which is slightly better than the result before processing. This shows that the proposed model can improve the accuracy of classification of data set and compress the training data set. Fig. 4 further illustrates the efficiency of our algorithm which the abscissa representing the accuracy of CC-ED, and the ordinate implying the accuracy of ED without cross clustering. The data sets with same accuracy before and after the cross clustering data transformation are presented with the points where the line passes through. The points above the line represent the data set whose ED accuracy is greater than the CC-ED accuracy while the points below the line are the opposite. The B region in Fig. 4 shows that our algorithm has no advantage when the data set classification accuracy is low. The A region shows that when the data set classification accuracy is better, our algorithm has obvious advantages. This is because in the classification algorithm with Euclidean distance as a measure, the data set with higher classification accuracy has better intraclass similarity and greater distance between classes, so the data set is smoother after cross clustering data transformation and reduce the noise point and outliers with the classification accuracy is improved. However, for data sets with poor classification accuracy, the data distribution overlap between classes is severe. Even after using cross clustering data transformation, the different types of data are not well separated.
B. RESULTS OF TIME SERIES CLASSIFICATION MODEL BASED ON DISTANCE THRESHOLD LIMITING CROSS CLUSTERING
Compared with the nearest neighbor algorithm of Euclidean distance, the model performs better. In fact, the proposed algorithm can improve the accuracy of classification of models by setting appropriate thresholds. The accuracy of classification and the loss of validation are compared before and after the cross clustering data transformation on time series Distal Phalanx Outline Correct (DPOC) of FCN network [14] . Setting a threshold T = 0.01, the training set data are transformed from 600 samples to 576 samples by cross clustering. The results of several tests are shown in Table 2 . Fig. 5 shows the loss and accuracy of one training process. Table 2 contains the final results for 12 times trials and Fig. 5 shows the change process of data in one of the 12 trials.
The selection of the threshold T directly affects the strength of the cross-cluster extracting representative points. If the T value is too large, the strength of the data processing of the cross clustering will be weakened, and only a small number of outliers will be clustered. As the threshold T is set to decrease, the data for the cross clustering transformation will increase and the representative points will be reduced. If the threshold T is too small, the data features will be seriously lost, which will weaken the performance of the supervised model. Therefore, the threshold T is an important parameter for improving the performance of the supervised model. For data with fewer outliers and small data volume, it is recommended to set a larger threshold to only filter a small number of outliers. It is recommended to set a smaller threshold for data with a large number of outliers and a large amount of data to compress the data and reduce the outliers meanwhile.
It can be seen from Table 2 that the average validation accuracy of the DPOC data set is increased by 1.84% when the threshold is set to 0.01. At the same time, Fig. 5 evidently shows that the accuracy of the validation is significantly improved. Fig. 5 and Table 2 together reflect a strange phenomenon that the accuracy of validation increases while the loss of validation set also increases instead of decreasing. After the cross clustering data transformation, the increase in accuracy is due to the fact that our cross clustering changes the spatial distribution of the training set data. Fig. 5 (a) displays that the cross-entropy of the validation data becomes larger after cross clustering data transformation, which is the performance of over-fitting and the validation accuracy is generally reduced.
In fact, this kind of contravention of common sense is explicable for that the distribution of the original train data is changed after the cross clustering data transformation. Then the data itself becomes smoother and more concentric. Furthermore, this process is accompanied by data reduction which results in the better fitness of train set and the worse fitness of test set relatively in FCN network. This phenomenon of ''over-fitting'' is due to the cross clustering data transformation of train data rather than validation data. It can also be seen from Fig. 5 that the convergence of data is faster after transformation in the process of training.
C. WHY CAN CROSS CLUSTERING ALGORITHM IMPROVE THE ACCURACY OF THE MODEL?
In this part, using a simple experiment to explain why the algorithm can improve the accuracy of the classification model after the cross clustering data transformation. Then the method in [24] is used to visualize the changes of data centers before and after cross clustering, and the distribution of non-classical multidimensional scaling transformations (nonclassical MDS) is used to observe the changes of distribution of data before and after cross clustering in two-dimensional plane.
First, constructing a two-dimensional standard positive distribution of two 200 data samples in which each dimension is an independent one-dimensional standard positive 56720 VOLUME 7, 2019 (a) The class-centered decision graphs of two-dimensional data in Fig. 6 (a). (b) The non-classical MDS of two-dimensional data in Fig. 6 (a) . (NotečžFor data set synthetic control, the accuracy of the nearest neighbor algorithm is 88%, and the accuracy of the nearest neighbor algorithm after one-time cross cluster data transformation is 99%.) distribution, as shown in Eq. (11) .
We translate one of the mean values to point (3, 3) and the other is unchanged. Each two-dimensional positive distribution represents a type of data sample, as shown in Fig. 6 (a) .
As shown in Fig. 6 (a) , one point ''class: A test'' in the test set of the class of ''A'' will be classified in the class of ''B'' by mistake due to the crossover of the distribution of data in these two classes when the nearest neighbor algorithm is applied.
Cross clustering is utilized in each class of the original data and the center point of each cluster is taken as a new sample point, which is shown in Fig. 6 (b) . At this point, the data of test set ''class: A test'' will be correctly matched with the class of ''A'' in the new sample space because the VOLUME 7, 2019 distribution of space of train data has changed. This kind of data compression transformation is essentially a process to reduce the outliers of the data which improve the accuracy of the model by using the transformed data. It can also be seen from Fig. 6 (b) that the distribution of data is significantly more aggregated after cross clustering data transformation.
In addition to determine whether the performance of the learner is improved after data compression transformation, it can also make an intuitive judgment through visualization technology to evaluate the effect of cross clustering data transformation. This visualization method is generally applicable to two-dimensional or three-dimensional. Fig. 7 depicts the decision graphs and the distribution of non-classical MDS in synthetic control dataset. The decision graph utilizes a method for detecting the center point proposed by . . . .() [24] which can be used to observe the transformation of distribution of the cluster center before and after the cross clustering data compression. The non-classical multidimensional scaling is to transform the high-dimensional spatial data into the low-dimensional space and maintain the distance between the data. By using this method, the original high-dimensional data is reduced to the two-dimensional space aiming to visualize the distance between the data to explain the impact of cross clustering data transformation.
It is clear and prominent for the class center in Fig. 7 (a) and the data is clustered in the vicinity of the two classes in the space, indicating that the decision graph can accurately identify the class center. Fig. 7 (b) is a non-classical multidimensional scaling of raw data where only the rotation, flipping and translation occurred after the transformation of the similarity matrix compared with Fig. 6 (a) and the distribution of data is the same as the original data due to its 2-dimensional form. Fig. 7 (c) is the test set data of the synthetic control dataset in the UCR database that the sequence length is 60, which is divided into 6 categories and it has a total of 300 data instances. There are four obvious centers of data and two subclasses which cannot be clearly separated from the data, which may cause the nearest neighbor algorithm can not accurately classify the data. Fig. 7 (d) is the non-classical MDS distribution of synthetic control where the 60-dimensional data is compressed into a 2-dimensional Euclidean space for visual display. Fig. 7 (e) is a class-centered decision graph for cross clustering of synthetic control and six class centers can basically recognize compared with the original data, which makes the nearest neighbor algorithm better classify. Fig. 7 (f) displays a non-classical MDS distribution map after cross clustering for synthetic control where the aggregation of data is significantly stronger than the original data.
VI. CONCLUSIONS
This paper mainly proposes a cross clustering algorithm. The difference with traditional clustering algorithm is that it considers that an instance can belong to multiple classes or clusters that allows crossover between clusters. And it is also different from soft clustering for that it does not need to calculate the membership degree but directly cluster by similarity distance between instances.
The proposed clustering algorithm effectively avoids the problem that the traditional clustering algorithm loses too many necessary features when extracting data representative points. This method extracts the representative elements of the training set in supervised learning, and uses these representative elements to train supervision aiming at improving the model performance. The experiments results showed that this transformation has a crucial effect on time series classification without changing the data dimension for that the accuracy of classification is improved. The time complexity of testing is reduced. In addition, this algorithm weakens the effect of over-fitting of FCN, improves the accuracy of network training and speeds up the network training at the same time.
Finally, a variety of ways has been used to visually explain how the performance of the classification model is improved. The most important is that we refer to an article [24] to use their cluster center visualization method to illustrate the data processed by our method. The result shows that the class center is more clear and obvious. Then we apply the non-classical multi-dimensional scaling algorithm to transform the data into two dimensions where we observe that the data aggregation is stronger.
The proposed cross clustering algorithm not only improves the clustering performance, but also points out an effective direction for time series classification. However, the setting of the distance threshold parameter in the cross clustering application still does not have an accurate selection method, which is a focus of future research. Moreover, this algorithm may be effective for other classification tasks or regression tasks, such as multi-agent systems [32] and streaming data [33] , which is a problem worthy of further study.
