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Research into methods of deoxyribonucleic acid (DNA) sequencing has been improving with the goal 
of providing fast and cheap sequencing of longer strands as accurately as possible. One possible way 
of improving the process is utilizing a solid-state device. In fact, it has been shown in previous studies 
that two-dimensional (2D) materials such as graphene, molybdenum disulfide, and hexagonal boron 
nitride can be used to detect individual DNA bases [2, 3]. Graphene’s success for nanopore DNA 
sequencing has shown that it is possible to explore other potential single- and few-atom thick layers of 
2D elemental materials beyond graphene, and also that these materials can exhibit fascinating and 
technologically useful properties for DNA base detection that are superior to those of graphene. One 
material of interest is monolayer black phosphorus, or phosphorene. Phosphorene shares many of the 
remarkable properties of graphene including high carrier mobility [30] and tunable optical properties 
[32]. The advantage of phosphorene is its direct band gap [31] that is also dependent on thickness, 
making phosphorene ideal for electronic and optoelectronic applications [33]. It is therefore extremely 
important to perform exploratory studies to determine phosphorene’s ability to detect individual DNA 
bases as this material is currently being sought after by many experimental groups as a promising 
material for designing nano-bioelectronic devices for high-speed DNA sequencing. In this thesis, using 
density functional theory calculations, we find that single-layer phosphorene is an extraordinary 
material for DNA sequencing using two advanced detection modalities (i.e., nanopore and 
nanoribbon). We observe that binding energies of DNA bases using nanopores and nanoribbons of 
phosphorene are smaller compared to graphene devices. This shows that minimal sticking of DNA 
bases to phosphorene’s surface is expected for phosphorene devices. Furthermore, both nanopore and 
nanoribbon devices from phosphorene show a characteristic change in the density of states for each 
base. The band gap of phosphorene is significantly changed compared to other nanomaterials (e.g., 
MoS2, graphene, silicene, h-BN, and silicon nanowire) due to physisorption of bases on the nanoribbon 
surface. We also observe that the nanoribbon device performs better than the nanopore devices. Our 
findings confirm our hypothesis that phosphorene is a promising material for DNA base detection 
using advanced detection principles such as transverse tunneling current measurements. These results 
will provide valuable insights for other researchers in this field. Ideas for future research include 
examining this system using a periodic calculation; simulating a real device and calculating the current 
spectrum; and expanding the research to include other single-layer materials such as transition-metal 
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Chapter 1. Introduction 
Research in two-dimensional (2D) material science has made great strides over the past decades. 
Since the discovery of graphene, the search for other 2D materials and their various uses has 
increased dramatically. Multiple studies have suggested that 2D systems can be used for 
biosensing methods, including DNA base detection [1-3].  
Research into methods of deoxyribonucleic acid (DNA) sequencing has been improving with the 
goal of providing fast and cheap sequencing of longer strands as accurately as possible. Techniques 
such as the Sanger method [4], labeling and amplification sequencing [5], and biological nanopore 
sequencing [2] are just a few examples of popular methods in the field. Biological nanopore 
sequencing is a promising technique with an iteration introduced by the company Oxford 
Nanopore, in which a device records changes in the ionic current due to the presence of a base in 
the pore [2, 6]. Newly proposed methods involve replacing the biological nanopore with a solid-
state device [1]. These solid-state devices can provide rapid results at lower costs, all while 
enhancing control of the system [10]. 
In fact, it has been shown in previous studies that 2D materials such as graphene, molybdenum 
disulfide, and hexagonal boron nitride can be used to detect single DNA bases by probing ionic 
current across a nanopore [2, 3]. Despite the many successes, there continue to be challenges for 
new researchers. For example, it has been shown that when probing ionic current, DNA passing 
through the nanopore travels faster than the time resolution of the measurement [7, 8]. To alleviate 
issues with translocation speed, research in materials beyond graphene and systems other than 
nanopore systems, such as nanoribbons for physisorption, have been proposed [9]. Adsorption (or 
physisorption) of DNA bases to the material surface has also been explored in previous studies 
[3]. However, despite the large number of 2D materials, most research efforts have focused on a 
small number of candidates such as graphene, MoS2, and hexagonal boron nitride. There is need 
to explore other 2D materials. 
This project looks to further explore these systems and new materials by studying the quantum 
mechanical properties of each using Density Functional Theory (DFT) rather than the classical 
ionic current measurements. Computational studies using DFT have been used to gain 
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understanding of the interactions between DNA bases and 2D materials [3]. By viewing the 
problem using the methods of DFT, quantum properties such as changes in the electronic structure, 
band gap, and binding energy can be exposed and studied. DFT calculations will be performed 
using Gaussian and GAMESS software packages, running on the University of Central Oklahoma 
‘Buddy’ Super-Computer, as well as National Energy Research Scientific Computing Center 
(NERSC). Each atomic system will be built using Jmol, Maestro, and/or Vesta software. Input 
files are prepared using the Avogadro input generator. 
Using the methods stated here, multiple different materials and systems can be tested for their 
practicality in acting as a DNA base detection device. In this paper, a computational study using 
DFT is performed for two materials: graphene and phosphorene, in which a nanopore and a 
nanoribbon are designed to determine the effectiveness in resolving DNA bases. Figure 1 below 
presents the device concepts being explored. 
To evaluate the potential of phosphorene for DNA bases detection, we shall compute three 
evaluation metrics, namely, binding energy, density of states, and energy band gap. We will 
compare the performance of phosphorene with graphene. In a real device, the tunneling current 
signal is computed numerically from the integrated density of states (DOS) as in [2], suggesting 
that a modulation in the density of states plot is proportional to modulations in the current: 
 I(E, Vb) =
e
πℏ




This thesis is organized as follows. In Chapter 2, we present an overview of DFT. In Chapter 3, 
we computed the electronic structure of DNA bases using DFT. In Chapter 4, we studied the 
interaction of graphene nanomaterials with DNA bases. In Chapter 5, we studied the interaction of 



















Chapter 2. Density Functional Theory for Predicting Materials 
Properties 
 
As research into complex molecules and materials increases, it is becoming more common to 
perform computational studies to reveal their nature. In the instance of materials, it is extremely 
helpful to understand the electronic structure to uncover certain properties. To determine the 
electronic structure requires a serious dose of quantum theory and is not feasibly solved by hand 
for many-atom systems. Density functional theory (DFT) is a technique used to solve an otherwise 
very difficult quantum mechanical problem [44]. Hohenburg and Kohn proposed that the density 
of a system can be used to determine the ground state properties [45]. This is profound in that if 
you can find the electron density, you can find the total ground-state energy. Although there are 
multiple software packages that make use of DFT, Gaussian is the focus of our study.  
The Gaussian software can act as a “black-box”, but it can be helpful to understand the physics 
behind the calculation. The DFT calculation is basically two main fundamentals: a Self-Consistent 
Field (SCF) approximation to solve the electron density and the Schrödinger Equation (SE), and a 
Geometry Optimization that finds the equilibrium of the system. A flowchart outlining the general 
process behind the DFT study is outlined in Figure 2 below.  
In the SCF portion of the calculation, the initial geometry is used to calculate the total energy as a 
function of the fixed nuclei. First, an initial guess for the electron density is made. That guess is 
used to solve the effective potential. The effective potential is used to solve the SE to get an 
approximate wave function. The wave function is used to calculate a new guess for the electron 
density. If the density convergence criteria are not met, the process repeats using the new guess 
for the electron density as the initial guess. If the density convergence criteria are achieved, then 
the total energy is calculated. Once the SCF cycle is complete, the total energy is sent on to the 
geometry optimization. 
For the geometry optimization, the interatomic forces must be at equilibrium. The gradient of the 
total energy from the SCF calculation is taken to find the position vector of the nuclei that give a 
null force. If the force is zero, the geometry optimization is complete. If the force does not equal 
zero, then the nuclear coordinate ?⃑?  is altered and sent back to the SCF initial guess and the process 
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repeats. Once the force is converged, the final geometry is computed, and the electronic 
information is saved.  
 
Figure 2: Fundamentals of DFT flowchart for molecular geometry optimization and electronic structure determination. 
The result of the calculation is the final total energy and the final optimized structure. These results 
are used to reveal the electronic structure of the system. Because Gaussian can provide the 
necessary details using a finite system approximation, it is used for calculations on graphene and 




2.1 Brief Note on Basis Sets  
The user cannot simply load the structure into Gaussian and start a calculation. There are several 
important parameters that must be chosen to run a successful job. The key parameters chosen in 
Gaussian are the method and basis set. For our calculations we chose B3LYP 6-31G(d,p). B3LYP, 
Becke, 3-parameter, Lee–Yang–Parr, is chosen as an alternative to the Hartree-Fock method for 
its known accuracy [46]. 6-31G represents three contracted Gaussian functions to model the core, 
three contracted Gaussian functions to model the valence, and an additional primitive Gaussian to 
model the valence [47]. The ‘d’ adds polarization functions to atoms with more than 2 protons and 
‘p’ adds polarization functions to hydrogen atoms. The added polarization functions improve the 
total energy calculation [47]. The key to choosing an appropriate basis set is finding the balance 
between a high-accuracy approximation and the computational cost of the calculation.  
2.2 Information on Geometry Calculation  
To run a geometry optimization ‘Opt’ is added to the input line. As the number of atoms in the 
system increases, the DFT calculation takes more time to complete or could even fail to converge. 
For difficult to converge systems, SCF = QC or SCF = XQC can be added in the input file. The 
default SCF in Gaussian is a linear style step. SCF = QC adds a quadratic convergence step and 
SCF = XQC adds an extra SCF = QC step if the first order SCF has not converged [49].  
2.3 High Performance Computing (HPC) with Buddy 
Calculations were submitted to Buddy super-computer at the University of Oklahoma. Buddy 
received initial funding from the National Science Foundation [48]. Available resources include 
access to multiple software packages, remote access, nearly 40 nodes for running calculations, and 
a strong IT support team. GAMESS and Gaussian are installed for computational chemistry and 
physics calculations. A resource restriction on the number of nodes available to each user is 
imposed to ensure low queue times, and fairness among the various research groups taking 
advantage of the super-computer. For sample batch script files see Appendix B. A preliminary 
study of how to select the number of nodes to use in Buddy calculations was performed with a 
Gaussian calculation on the DNA base adenine. The results of that study are plotted in Figure 3 










Chapter 3. DFT Studies of Individual DNA Bases 
 
Research into methods of DNA sequencing has been improving with the goal of providing fast and 
cheap sequencing of longer strands as accurately as possible. Although current methods briefly 
discussed in the introduction are effective, the strive for solid-state device sequencing is ever 
promising. It is possible to perform first-principle calculations on these devices to reveal 
information about their usability as DNA sequencing devices. The goal of this research is to 
perform DFT studies on 4 systems: Graphene Nanopore, Graphene Nanoribbon, Phosphorene 
Nanopore, and Phosphorene Nanoribbon. For each device, respective DNA bases are introduced 
to the system and DFT calculations are performed. As an exercise of our available software, we 
have performed DFT studies on each of the DNA bases.  
3.1 Building the Structure of DNA Bases 
Although ssDNA presents with bases attached to a phosphate helix, it is reasonable to ignore the 
repeating phosphate group to reduce the system being studied. The distance between bases in 
ssDNA is 0.63 nm on average [40]. This small distance is the exact reason 2D materials would be 
favorable in single base resolution devices. The 2D material graphene is a single atom thick and 
phosphorene is only slightly thicker. The thickness of each material allows for interaction with a 
single base at a time. Each DNA base structure is loaded from the software Jmol [25]. The 
structures of Adenine, Cytosine, Guanine, and Thymine used for creating the input files are seen 




Figure 4: Jmol ball and stick structure of (a) Adenine, (b) Guanine, (c) Cytosine, and (d) Thymine. Blue atoms are nitrogen, gray 
atoms are carbon, red atoms are oxygen, and white atoms are hydrogen. 
3.2 Input Files for DNA Bases 
The DFT study for DNA bases was performed using two software packages: GAMESS [41], and 
Gaussian [27]. Input files for Gaussian can be created using the molecular editor Avogadro. Using 
the Avogadro Gaussian input generator, an editable input file is created. A sample Gaussian input 
file for Adenine is seen in Figure 5 below. For a complete input file example, see Appendix A.  
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Figure 5: Gaussian input file for adenine. 
The input file is of the file type filename.com and is saved in the running directory. Note the basis 
set 6-31G(d.p), the method B3LYP, and the calculation type is a geometry optimization ‘Opt’. For 
geometry optimization calculations, the atoms were relaxed until the force between atoms was less 
than 0.02 eV/Å. This convergence criterion is the standard threshold in Gaussian 16 software and 
is comparable with what has been used in other computational studies [9]. For the rest of our 
calculations, the force convergence criterion will be set at 0.02 eV/Å. 
The GAMESS software requires a different input file and can also be generated using Avogadro. 
The GAMESS calculation was submitted using the nanoHUB MIT Atomic Modeling Toolkit, 
which generates its own input file [41].  
 
3.3 Running Calculations for DNA Bases 
The Gaussian calculation was submitted locally on the University of Central Oklahoma super-
computer ‘Buddy’. Buddy requires Simple Linux Utility for Resource Management (SLURM) 
formatted batch script files to submit jobs. A sample batch script file is seen below in Figure 6. 
The file is saved as file type filename.sh in the running directory. See a full sample batch script 




Figure 6: Sample SLURM batch script file. 
The GAMESS calculation was submitted using the nanoHUB MIT Atomic Modeling Toolkit. The 
toolkit requires the user to input the calculation parameters and the XYZ file of the structure. The 
toolkit runs the calculation and then generates output files of the optimized structure.  
 
3.4 GAMESS Results 
The GAMESS output file provides final optimized geometry of the structure. An example of the 
optimized structure is seen in Figure 7. The optimized structure can be opened in the software 




Figure 7: Optimized geometries for (a) adenine, (b) cytosine, (c) guanine, and (d) thymine using DFT. 
Once the GAMESS calculation is complete, the user can choose to download the output files. The 
MIT Toolkit produces additional files that outline information of interest. Figure 8 shows the 
GAMESS generated energy gap file for the adenine calculation. Note the difference in lowest 
unoccupied molecular orbital (LUMO) and the highest occupied molecular orbital (HOMO) levels 




Figure 8: Energy Gap for Adenine from nanoHUB MIT Atomic Modeling Toolkit. 
The energy gap for each base is recorded in Table 1 below. 
Table 1: Energy Gap for each DNA base from GAMESS calculation. 
Base LUMO (eV) HOMO (eV) Egap (eV) 
Guanine -0.310 -5.374 5.064 
Adenine -0.598 -5.975 5.377 
Cytosine -0.895 -5.861 4.966 
Thymine -0.987 -6.375 5.387 
 
3.5 Gaussian Results 
Once the Gaussian calculation is completed, an output file of the file type filename.log is saved to 
the running directory. Key information to extract from the output file includes the final energy, the 
HOMO and LUMO levels, and the final geometry. Excerpts from an output file are seen in Figures 
9 - 12 below. Note the confirmation of convergence, the normal termination message, the energy 





Figure 9: Confirmation of convergence from excerpt of a Gaussian output file. 
Figure 10: Normal termination message from excerpt of Gaussian output file. 
 
Figure 11: Energy Gap from excerpt of Gaussian output file. 
 





The HOMO level, LUMO level, and energy gap are shown in Table 2 below.  
Table 2: LUMO level, HOMO level, and Energy gap for each DNA base as calculated in Gaussian. 
System LUMO (eV) HOMO (eV) Egap (eV) Etotal (eV) 
Guanine -0.514 -5.599 5.085 -14749.874 
Adenine -0.631 -6.097 5.466 -12703.984 
Cytosine -0.782 -6.139 5.356 -10736.544 
Thymine -1.027 -6.566 5.539 -12346.174 
 
3.6 Gaussian Density of States 
A density of states (DOS) plot can be computed for visualization of molecular energy levels. The 
finite temperature DOS is given by:  
  





where the summation is over the number of molecular energies 𝐸𝑖, and 𝛤 represents the linewidth 
(or energy resolution). The energy resolution is chosen to be 25.9 meV to mimic the thermal energy 
at room temperature. The density of states plot is created using Wolfram Mathematica. See 
Appendix C for sample Mathematica DOS code. The final energy levels of the optimized structure 
are extracted from the output file and converted to data file (.dat file type). The file is imported 
into Mathematica and cleaned to create a list of energies 𝐸𝑖. These energies are then used in 
Equation 1 to compute the DOS. 
Figure 13 below shows the DOS for each DNA base. The dotted line in each figure represents the 









Figure 13: Density of States plot for (a) Guanine, (b) Cytosine, (c) Adenine, and (d) Thymine. 
It is interesting to note that a similar result was obtained in the publication “Electronic Properties 
of DNA Base Molecules Adsorbed on a Metallic Surface” [43]. In our studies, the energy gap of 
each base was computed (using GAMESS and Gaussian codes) and compared with experimental 
values, as shown in Table 3. Our computed results agree nicely with other experimental and 
theoretical values reported in the literature.  
Table 3: Comparison of Gaussian, GAMESS, and previously obtained values for energy gaps of each base. 
Base Gaussian GAMESS Theoretical [43] Experimental [43] 
Guanine 5.085 5.064 5.59 4.46 
Adenine 5.466 5.377 5.31 4.47 
Cytosine 5.356 4.966 5.21 4.31 
Thymine 5.539 5.387 5.41 4.64 
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Because Gaussian is used to complete calculations for the remaining systems (graphene 
nanomaterials + DNA bases; and phosphorene nanomaterials + DNA bases), the final equilibrium 
geometry and total energy from those calculations will be used throughout the remainder of our 
calculations to calculate binding energies between DNA bases and 2D nanomaterial systems 






Chapter 4. Interaction of Graphene Nanomaterials with DNA Bases 
 
Graphene is a 2D material, only one atom thick, constructed entirely of carbon atoms arranged in 
a hexagonal lattice structure. Graphene is often described as a single layer of 3D graphite, or the 
unrolled structure of a carbon nanotube, and was the term originally used to describe theoretical 
2D carbon materials up until the confirmation of its existence in the mid-2000s [11-13].  
Figure 14: (left) Graphite structure as visualized in Vesta, (middle) Graphene nanotube as visualized in Nanotube Modeler, and 
(right) Graphene Nanoribbon as visualized in Nanotube Modeler. 
Graphene is known to display amazing mechanical and electrical properties such as its strength 
[12], thermal abilities [15], electron transport mobility [16], and the ability to be tuned to suit 
certain needs [17]. Graphene has multiple means of production and researchers are constantly 
searching for better ways to mass produce it. Popular production methods include mechanical 
exfoliation [13] and chemical vapor deposition [19] among others. A brand-new study by Rice 
University even suggests flash heating garbage to create graphene, a promising technique for large 
scale mass production [20]. One particularly interesting structure of graphene is the Graphene 
Nanoribbon (GNR). A GNR is a finite sized structure of graphene that can often be classified by 
its width and length. The GNR maintains many of the remarkable properties of graphene. The band 
gap is dependent on the width of the GNR [17] and electron mobility across the surface of the 
GNR is only obstructed by the edges of the sheet [21]. It has been suggested that 2D materials, 
such as GNRs, can be used for biosensing applications. In fact multiple methods have been 
proposed, such as measuring changes in ionic current through a nanopore due to presence of DNA 
bases [22, 23], modulation in tunneling current across a nanogap, current changes across the plane 
of a nanopore, and lastly the adsorption of DNA to the surface (physisorption) [2]. The following 
section outlines results obtained through our own research, performing a DFT study of the 
graphene nanopore (GNP). 
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4.1 Graphene Nanopore (GNP) 
The initial graphene nanoribbon structure was created using the software package Nanotube 
Modeler [24]. The software provides the ability to set the width and length of the GNR and it is 
imperative to determine the size. Our study chose the size 7W by 4T which measures to be 1.78 
nm by 1.88 nm. 7W indicates 7 hexagons across, and the 4T indicates the height. 
 
Figure 15: Initial Graphene structure created in Nanotube Modeler. 
This size was chosen to keep the number of atoms at a minimum while maintaining a large enough 
structure to contain the nanopore and DNA base. Too large of a system can result in wasted 
computational space. Once the GNR is created, a XYZ formatted file is saved.  
The XYZ file can be opened using the software Maestro [26]. Maestro was selected as the primary 
atomic modeler due to its ability to merge structures. The XYZ file for each DNA base and the 
GNR were loaded into the software. DNA bases were each measured to determine the minimum 
size of the nanopore. 
Table 4: DNA Base maximum width. 







The ‘widest’ DNA base, Guanine at 0.754 nm, was then overlaid onto the GNR structure. Using 
the ‘delete atom function’, carbon atoms were removed until a pore large enough to contain 
guanine was constructed. The pore must be large enough in diameter to support all orientations of 
each DNA base. Our pore diameter measures approximately 1.1 nm, which is in the 1-2 nm range 
proposed in previous studies [2]. The overlaid guanine was then removed and the XYZ file of the 
GNP was saved. Hydrogen atoms were added to the edges of the sheet and the pore to neutralize 
the charge of any dangling bonds. Each DNA base was then placed into the pore, nearest the center 
as possible, and respective XYZ files were saved. Each DNA base was oriented planar to the GNP 
surface. Saved structures for calculations include GNP, GNP + Adenine, GNP + Cytosine, GNP + 
Guanine, and GNP + Thymine. An example structure for GNP and GNP + Adenine are seen in 
Figure 16 below.  
 
   
 Figure 16:  GNP, and GNP with Adenine. 
4.1.1 Creating Graphene Nanopore Input Files  
The software package used to run computations is known as Gaussian, we used version 16 [27]. 
The software requires input files to set computation parameters and settings, as well as load the 
structure of the system to be tested. Gaussian input files are of the file type filename.com. Although 
it is possible to create these input files from scratch, it is helpful to make use of other software 
packages to autogenerate a template input file. Our study made use of software known as Avogadro 
[28]. Avogadro is a molecular editor but also has the ability to load XYZ structures and generate 
Gaussian formatted input files. A sample input file can be seen in Figure 17 below.   
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Figure 17: Sample Gaussian input file excerpt for large system. 
Each Gaussian input file contains information about the computation and the structure’s XYZ 
coordinates. A breakdown of keywords in the above sample input file follows. The basis-set 
B3LYP/6-31G(d,p) was chosen as the most fitting approximation for our system (see DFT section 
for details). After the basis-set selection, the type of calculation is set as ‘Opt’ which is short for 
‘geometry optimization’. Lastly, it is often useful to place SCF = QC or SCF = XQC in the file to 
deal with difficult to converge structures. Below the input lines are the XYZ coordinates of the 
structure. The file is saved to the running directory, the folder in which the job will be submitted, 
as the file type filename.com.  
 
4.1.2 Running Graphene Nanopore Calculations 
This project utilized the University of Central Oklahoma super-computer ‘Buddy’ to run Gaussian. 
To submit jobs on Buddy, one uses SLURM formatted batch scripts. An example of a batch script 
file can be found below in Figure 18. 
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Figure 18: Sample SLURM batch script file for a large system. 
Line 1 of the batch script file is the universal start of a batch script file in SLURM. Line 3 indicates 
the number of nodes the computation uses on the super-computer. Line 4 restricts the computation 
from unnecessarily using GPU (graphics processing unit) resources. Line 5 sets the number of 
CPU (central processing unit) per task. Line 6 names the output file. Line 12 loads the Gaussian 
version 16 software. Lines 14 and 15 define the path to the scratch directory where temporary 
information is stored. Line 24 runs the job and calls the input file. The batch script file, filename.sh, 
is then saved in the running directory. Using the command line, one navigates to the running 
directory and uses the command sbatch filename.sh to submit the job. It is important to note that 
the batch script file and the input file be saved in the same directory. Table 5 below outlines the 
runtime for each system for the GNP portion of the experiment.  
Table 5: Table of runtimes for GNP systems. 
System Number of 
Nodes 
Convergence Criteria Runtime (hours) 
GNP + Guanine 4 STD 6.1 
GNP + Adenine 4 STD 10.6 
GNP + Cytosine 4 STD 16.2 
GNP + Thymine 4 STD 13.6 
GNP 4 STD 1.3 
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4.1.3 Graphene Nanopore Results 
When a job is completed, the output filename.log is found in the running directory. The output file 
contains information on the entire computational process and is considered a completed run with 
the phrase ‘NORMAL TERMINATION OF GAUSSIAN’. For this study the final geometry, the 
final energy, and the final energy levels were used to determine the results. Results from each 
output file are further described below.  
4.1.3 (a) Binding Energy for GNP with DNA Bases 
Given the energy of each the 2D sheet, the 2D sheet with pore, and the 2D sheet with pore and 
DNA, one can calculate the binding energy of the DNA and the GNP:  
 𝐸𝑏𝑖𝑛𝑑  =  𝐸𝐺𝑁𝑃+𝑏𝑎𝑠𝑒  − (𝐸𝐺𝑁𝑃 + 𝐸𝑏𝑎𝑠𝑒) (4) 
where 𝐸𝑏𝑖𝑛𝑑 is the binding energy, 𝐸GNP+𝑏𝑎𝑠𝑒 is the total energy of the system (DNA base + 2D 
material), 𝐸GNP is the energy of the 2D material, and 𝐸𝑏𝑎𝑠𝑒 is the energy of the base. The binding 
energy is a key parameter that describes the strength of interaction between DNA and the 2D GNP. 
Table 6 below lists the binding energy for each system. 
Table 6: Total Energy, Energy Gap, and Binding Energy for GNP systems. 
 
4.1.3 (b) Optimized Geometry for GNP for Different DNA Bases 
The optimized geometry for each GNP system is shown in Figure 19 below along with each 
binding energy value. Binding energies for our GNP calculation follow the order C >A > G > T. 
System Etot (eV) Egap (eV) Ebind (eV) 
GNP + Guanine −1.048 × 105 0.228 -0.888 
GNP + Adenine −1.027 × 105 0.230 -0.936 
GNP + Cytosine −1.008 × 105 0.230 -1.063 




Figure 19: Optimized structure of GNP systems with binding energy.  
4.1.3 (c) Energy Band Gap for GNP with DNA Bases 
Noticing the already small energy gap of the 2D material without the pore, it is apparent that 
electronic detection would be difficult [2]. Also, the energy gap changes very little in the presence 
of each DNA base, leading to the unlikelihood of the ability to differentiate between signals. Table 
7 outlines the energy gap changes when a DNA base is present in the GNP. 
Table 7: Energy gap for each GNP System. 
System LUMO (eV) HOMO (eV) Egap (eV) 
GNP -3.334 -3.555 0.221 
GNP + Guanine -3.213 -3.441 0.228 
GNP + Adenine -3.299 -3.529 0.230 
GNP + Cytosine -3.276 -3.506 0.230 
GNP + Thymine -3.299 -3.530 0.231 
 




Figure 20: Binding Energy and Energy Gap vs. Base for GNP systems. 
As seen in the figure, GNP has large binding energies, which shows that the individual bases can 
easily stick to the surface of the graphene nanopore. Sticking to the surface can cause significant 
issues with detection. The above figure also shows that there is a minimal change in energy band 
gap due to the presence of each DNA base. This means that this material would not be ideal for 
advanced detection using transverse current.  
 
4.1.3 (d) Density of States for GNP with DNA Bases 
It is also convenient to generate DOS plots to provide visual assistance in determining the usability 
of GNP as a DNA sensing device. Below are DOS plots for each system, and a combined DOS 
plot with each system overlaid. The DOS plot makes it is easy to see that there is not a significant 
difference in each system due to the presence of each base. Figure 21 below outlines the DOS plot 





Figure 21: Density of States plot for GNP systems. 
In agreement with the previous study [3], it is reasonable to determine that GNP systems would 
not be a suitable candidate for resolving single DNA bases. For instance, the change in energy 
band gap is minimal for different bases, and the binding energy is large. The DOS shows minimal 
change as well, suggesting no change in the current. This means tunneling current signal will be 
indistinguishable for each base. 
A similar process can be performed to provide information about the adsorption of DNA bases to 
a GNR and will be further explored in the following section.  
 
4.2 Graphene Nanoribbon (GNR) 
Another system of interest is the adsorption of a DNA base to a small GNR, a process called 
physisorption. As proposed in [3], a small electronic device could be designed to resolve single 
DNA bases by a process called physisorption. In physisorption a DNA base moves near the surface 
of the inert GNR and a relatively weak interaction occurs [9]. Studies of the physisorption of DNA 
nucleobases to inert materials yields information about the binding strength of DNA. It is possible 
to perform a DFT study on such a system to determine the changes invoked by the presence of 
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each DNA base. By measuring the changes due to the interaction, it is possible to resolve single 
DNA bases. The length of the GNR needs to be small enough to restrict interactions to one base 
at a time. The following section explains the process of modeling the structure of the device.  
4.2.1 Creating the Graphene Nanoribbon Structure 
The structure of the GNR is created in a similar process to the GNP. Nanotube Modeler is used to 
create the main structure. A GNR of 4W by 3T (1.142 nm by 1.353 nm) is generated to ensure that 
the largest DNA base fits above the surface without interacting with multiple bases. The distance 
between bases in a ssDNA is 0.63 nm on average [40] and the largest base, guanine, measures to 
0.754 nm at its widest.  
 
Figure 22: Initial GNR for physisorption calculation. 
The structure is saved in XYZ file format and opened in Maestro. Once in the Maestro software, 
Hydrogen atoms are added to the edges to neutralize the charge imposed by dangling bonds. The 
DNA base structures are then merged with the GNR to create each system. DNA bases are placed 
parallel to the surface of the GNR at a height of ~ 0.3 nm. The height was determined based on a 
suggestion from a previous study [9].  
Once each structure is complete, input files can be created. Input files for calculations of the 
following structures were created and studied: GNR, GNR + Adenine, GNR + Guanine, GNR + 




Figure 23: Adenine + GNR structure ready for calculation (top view). 
 
Figure 24: Adenine + GNR structure ready for calculation (side view). 
4.2.2 Creating Graphene Nanoribbon Input Files 
Avogadro is once again used to create the input file template. The XYZ file is loaded into 
Avogadro and the Gaussian Input Generator tool is used to create an input file with the B3LYP/6-
31G(d,p) basis set. The SCF convergence criteria is set to SCF = QC. Below the input are the XYZ 
coordinates of the system. Once the input file is saved in the filename.com format in the running 
directory, one can create the batch script file and run the calculation.  
4.2.3 Running Graphene Nanoribbon Calculations 
Calculations are performed using the Buddy super-computer at the University of Central 
Oklahoma. Buddy requires SLURM formatted batch script files to submit jobs. Once one batch 
script file is working, it is possible to tweak the computer parameters to suit the calculation. For 
GNR physisorption calculations, less nodes were used to accommodate the smaller system, 
however it is typically faster to use more.  
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The batch script file should then be saved to the running directory. Using Buddy command line, 
one navigates to the running directory and submits the job with the command sbatch filename.sh. 
Each calculation varies in length, but Table 8 below shows runtimes for each system. Note the 
table does not include queue times. 
Table 8: Nodes, convergence criteria, and runtime for GNR systems. 
System Number of Nodes Convergence Criteria Runtime (hours) 
GNR + Guanine 6 QC 47.5 
GNR + Adenine 6 QC 26.2 
GNR + Cytosine 6 QC 16.6 
GNR + Thymine 6 QC 14.5 
GNR 3 QC 0.6 
 
4.2.4 Nanoribbon Results 
Results are stored in a file with the name output.log in the running directory. Key information in 
the output file includes the final energy, the final energy levels, and the final geometry. It is 
important to note the confirmation of convergence and the confirmation that Gaussian terminated 
normally. Information from the output file is analyzed using Mathematica and Microsoft Excel. 
The following sections outline information obtained about the energy gap, the binding energy, and 
the density of states.  
4.2.4 (a) Binding Energy for GNR with DNA Bases 
It is also beneficial to calculate the binding energy, as performed in [9]. Given the energy of each 
the GNR, the combined system, and the DNA base, one can calculate the binding energy of the 
system: 
 𝐸𝑏𝑖𝑛𝑑  =  𝐸𝐺𝑁𝑅+𝑏𝑎𝑠𝑒  −  (𝐸𝐺𝑁𝑅 + 𝐸𝑏𝑎𝑠𝑒)  (5) 
where Ebind is the binding energy of the system, EGNR+base is the total energy of the combined system 
(GNR + Base), EGNR is the total energy of the GNR, and EDNA is the total energy of the DNA base. 
The binding energy is a key parameter that describes the strength of the interaction between the 
DNA base and the GNR. It was reported in [9] that the binding energy results for graphene yield 
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G > A ~ C ~ T. Our study shows G > C > A > T. Table 9 below contains the binding energy and 
final total energy of each combined systems.  
Table 9: Total energy, energy gap, and binding energy for GNR systems. 
 
Etot (eV) Egap (eV) Ebind (eV) 
GNR + Guanine −7.119 × 104 0.260 -0.592 
GNR + Adenine −6.915 × 104 0.257 -0.546 
GNR + Cytosine −6.718 × 104 0.262 -0.578 
GNR + Thymine −6.879 × 104 0.258 -0.423 
 
Figure 25 below shows the binding energy and energy gap for GNR systems. The high binding 
energies reveal that there could be an issue with the bases sticking to the surface of the GNR. The 




Figure 25: Plot of Binding energy and energy gap vs. DNA base. 
4.2.4 (b) Optimized Geometry for GNR with Different DNA Bases 
Figure 26 below contains illustrations of the final geometry of each combined GNR system with 





Figure 26: Optimized geometries of GNR systems with binding energy. 
4.2.4 (c) Energy Band Gap for GNR with DNA Bases 
Table 10 below outlines each structure’s calculated energy gap. As seen in results from the GNP 
calculations, there is not a significant change in the energy gap due to the presence of different 
bases.   
Table 10: Energy Gap for GNR Systems. 
 
 
LUMO (eV) HOMO (eV) Egap (eV) 
GNR + Guanine -3.318 -3.578 0.260 
GNR + Adenine -3.481 -3.738 0.257 
GNR + Cytosine -3.296 -3.557 0.262 





4.2.4 (d) Density of States for GNR with DNA Bases 
It can also be beneficial to plot the density of states to provide visual assistance in determining the 
practicality of the device for resolving single DNA bases. Figure 27 below contains the DOS plots 
for each GNR system. 
 
Figure 27: Density of States plot for GNR. 
The current is proportional to the DOS. The visual assistance provided by the DOS plots provides 
clear evidence that the system is not varying greatly when toggling each DNA Base, therefore we 
would expect a miniscule change in the current for a real device.   
With a similar result to the GNP study, it is reasonable to conclude that this device would not be 
suitable for resolving individual DNA bases. Although graphene devices seem to be less than 
favorable for DNA sensing, other materials may be successful candidates. The next section details 






Chapter 5. Interaction of Phosphorene Nanomaterials with DNA 
Bases 
 
Monolayer black phosphorus, otherwise known as phosphorene, is a 2D material made up entirely 
of phosphorus atoms and was first synthesized in 2014 by exfoliation of bulk black phosphorus 
[14]. Bulk black phosphorus (BP) was first obtained in 1914 by conversion from white phosphorus 
at high temperature and pressure [29]. Unlike the very popular 2D material graphene, which is 
planar, the phosphorene structure has a puckered appearance along the armchair direction and dual 
layer appearance on the zigzag side. The structure of phosphorene is made up of phosphorus atoms 
interconnected to form three bonds each. The remaining lone pair on each atom leads to sp3 
hybridization, which is responsible for the puckered surface [18].  
  
   
Figure 28: (top left) Armchair side view of phosphorene, (top right) zigzag side view of phosphorene, (lower left) top view of 
phosphorene, and (lower right) structure of black phosphorus. 
There are two bond lengths for phosphorene, one between each nearest atom in plane, and one 
between the upper and lower set of atoms. The in-plane bond length is 0.222 nm, and the between 
surface bond length is 0.224 nm [14]. If the structure were not puckered, it would present with a 
more traditional honeycomb lattice crystal structure like the structure of graphene. A top view, 
zigzag side view, and armchair side view of the structure is seen in Figure 28 above.  
Phosphorene shares many of the remarkable properties of graphene including high carrier mobility 
[30] and tunable optical properties [32]. The advantage of phosphorene is its direct band gap [31] 
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that is dependent on thickness, making phosphorene ideal for electronic and optoelectronic 
applications [33]. The similarities between phosphorene and graphene may come as a surprise due 
to carbon and phosphorus, the atoms that make up graphene and phosphorene, being in different 
groups on the periodic table.  


























The combination of the structure and the properties of phosphorene make it unique in the landscape 
of new 2D materials [29]. Unfortunately, due to the lone pair in the structure, there is question into 
the stability of phosphorene in ambient conditions [34]. There are several methods of synthesizing 
phosphorene such as mechanical exfoliation [35] (the scotch tape method), liquid phase exfoliation 
which is scalable and more affordable than mechanical exfoliation [36], as well as plasma 
treatment or laser irradiation [37].   
Given the extensive research into graphene as a biosensing device, further study on phosphorene 
for the same purpose is warranted. Recent studies of a plethora of 2D materials for biomedical 
applications have been performed such as graphene [2], hexagonal boron nitride [9], and 
molybdenum disulfide [3] to determine their proficiency at DNA base detection. Phosphorene has 
received little notice as it is a relatively new material [29]. Phosphorene’s large direct band gap 
provides reason to believe that there may be an advantage in resolving single DNA bases over 
graphene and other materials. 
It is the purpose of this study to explore phosphorene in the same manner that graphene was studied 
in the previous chapter. The intention is to improve understanding about phosphorene as a DNA 
nucleobase detector in comparison with graphene. Information about the effectiveness of the 
material will be obtained through a DFT study. Proposed structures to be studied include: (a) 
phosphorene nanopore (PNP) for a device that would measure the in plane tunneling current across 
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a nanopore, and (b) the phosphorene nanoribbon for a device that measures the modulation in 
current of the nanoribbon due to the adsorption of a DNA base to the 2D surface. The following 
section outlines results obtained through our own research, performing a DFT study of the 
phosphorene nanopore (PNP). 
5.2 Phosphorene Nanopore 
5.2.1 Creating the Phosphorene Nanopore Structure 
The initial phosphorene nanoribbon (PNP) structure was created using the software package Vesta 
[38]. Vesta allows the user to take a unit cell of a crystal and extend it in three dimensions. Because 
phosphorene is a derivative of black phosphorus, the unit cell for BP was downloaded from the 
America Mineralogist Crystal Structure Database website [39]. The unit cell file is opened in Vesta 
and the boundary function is used to extend the unit cell in three dimensions. The initial structure 
is X = 10, Y = 1, and Z = 10 see images.  
 
Figure 29: (left) Unit cell for black phosphorus, (right) Vesta boundary dialog box and structure produced. 
The selection pointer is used to select the bottom and top layers of the BP crystal, which are then 
deleted. The remaining product is a monolayer of black phosphorus.  
The phosphorene structure is exported in XYZ format to be modified in the Maestro software. 
Once opened in Maestro, the PNR is reduced in size to dimension 7W by 4T to ensure enough 
space for both a nanopore and DNA base. Hydrogen atoms are added to the edges to neutralize 
dangling bonds. Recall, the largest DNA base Guanine has maximum width 0.754 nm. Guanine is 
selected and merged with the PNR structure. The guanine molecule is placed atop the PNR, and 
phosphorus atoms are deleted to ensure guanine in all orientations fits within the pore. The pore 
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diameter measures about 1.1 nm, which is on par with the GNP structure and the suggested pore 
size in [2]. Hydrogen atoms are added inside the pore edges. The guanine is then removed from 
the structure and the final PNP is remaining. The PNP structure’s XYZ file is saved. DNA bases 
Adenine, Guanine, Cytosine and Thymine are then merged with the PNP structure and placed 
planar to the 2D surface. With each base placed as nearly as possible to the center of the PNP, 
XYZ files are exported. Saved structures for calculations include PNP, PNP + Adenine, PNP + 
Cytosine, PNP + Guanine, and PNP + Thymine. A sample of the PNP + Adenine system is seen 
in Figure 30 below.   
 
Figure 30: Structure of PNP + Adenine. 
5.2.2 Creating Phosphorene Nanopore Input Files 
The software package used to run computations for this study is known as Gaussian 16 [27]. 
Gaussian requires that input files be created to set parameters, load settings, and provide the 
structure for each computation. Input files for Gaussian are of the file type filename.com. Even 
though input files can be created from scratch, it is beneficial to use Avogadro software’s input 
file generator to create templates of each input file. Avogadro is a molecular editor but has proven 
to be a reliable input file generator for Gaussian.  
The Avogadro generated input file is altered to include additional settings. Each input file contains 
a section for computational information, followed by a section that loads the XYZ structure of the 
studied device. The basis-set B3LYP/6-31G(d,p) was chosen as the most fitting approximation for 
our system (see DFT chapter for details). After the basis-set selection, the type of calculation is set 
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as ‘Opt’ which is short for ‘geometry optimization’. Lastly, it is often useful to place SCF = QC 
or SCF = XQC in the input file to deal with difficult to converge structures (see DFT section). For 
this computation SCF = XQC was chosen. The input instructions are accompanied by the XYZ 
coordinates of structure. The file is saved to the running directory (the folder in which the job will 
be submitted from) as the file type filename.com. 
5.2.3 Running Phosphorene Nanopore Calculations 
Calculations are submitted to Buddy super-computer at the University of Central Oklahoma. 
Buddy requires SLURM formatted batch script files to submit jobs. With working batch script files 
remaining from running graphene calculations, it is only necessary to tweak the file to suit the PNP 
calculation.  
Although it is typically faster to use more nodes, a resource restriction limiting 9 total nodes 
maximum be used at any given time was imposed. A table of runtimes for each system is seen 
below. Note the table does not include queue times.  
Table 12: Nodes, convergence criteria, and runtime for each PNP system. 
System Number of Nodes Convergence Criteria Runtime (hours) 
PNP + Guanine 3 XQC 13.5 
PNP + Adenine 3 XQC 10.9 
PNP + Cytosine 3 XQC 12.6 
PNP + Thymine 3 XQC 16.2 
PNP 3 XQC 11.4 
 
Batch script files are saved to the running directory as filename.sh. Using the command line to 
navigate to the running directory, jobs are submitted to Buddy by with the command sbatch 
filename.sh. It is essential that input and batch script files are saved to the same directory as where 




5.2.4 Phosphorene Nanopore Results 
Results are stored in a file named output.log in the running directory. Key information analyzed in 
the output file includes the final energy, the final energy levels, and the final geometry.  
To ensure that the job ran successfully, it is important to locate ‘NORMAL TERMINATION OF 
GAUSSIAN’ at the end of the output file. To ensure successful convergence, it is important to 
locate the ‘CONVERGED’ section, where ‘YES’ dominates each category: maximum force, RMS 
force, maximum displacement, and RMS displacement. Information from the output file is 
analyzed using Mathematica and Microsoft Excel. The following sections outline information 
about the energy gap, the binding energy, and the density of states. 
 
5.2.4 (a) Binding Energy for PNP with DNA Bases 
It is also beneficial to calculate the binding energy, as performed in [9]. Given the energy of each 
the PNP, the combined system, and the DNA base, one can calculate the binding energy of the 
system: 
 𝐸𝑏𝑖𝑛𝑑  =  𝐸𝑃𝑁𝑃+𝑏𝑎𝑠𝑒  − (𝐸𝑃𝑁𝑃 + 𝐸𝑏𝑎𝑠𝑒) (6) 
where Ebind is the binding energy of the system, EPNP+base is the total energy of the combined 
system, EPNP is the total energy of the PNP, and EDNA is the total energy of the DNA base. The 
binding energy is a key parameter that describes the strength of the interaction between the DNA 
base and the PNP. In the graphene nanopore study, the binding energy for each base showed C > 
A > G > T. Table 13 below contains the binding energy and final total energy of each combined 
systems. Our study shows that C > G > A > T.  
Table 13: Total energy, energy gap, and binding energy for PNP systems. 
System Etot (eV) Egap (eV) Ebind (eV) 
PNP + Guanine −1.074 × 106 3.083 -0.395 
PNP + Adenine −1.072 × 106 2.789 -0.307 
PNP + Cytosine −1.070 × 106 3.046 -0.405 





Figure 31: Binding energy and energy gap of PNP systems. 
Figure 31 above contains the binding energy and energy gap changes for each combined PNP 
system. The changes in energy gap are larger than for our graphene systems results. The binding 
energy is also quite lower than that of graphene and insists that there would be reduced issues with 
the bases sticking to the pore.  
5.2.4 (b) Optimized Geometry for PNP with Different DNA Bases 
 
Figure 32: Optimized geometry of PNP systems and binding energy. 
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Figure 32 provides illustration of the optimized geometry of PNP systems along with the binding 
energy. The binding energies reported are less than what was discovered for graphene nanopore 
systems.  
5.2.4 (c) Energy Band Gap for PNP with DNA Bases 
Table 14 below outlines each structure’s calculated energy gap. Note that the energy gap is much 
larger than that of graphene.  
Table 14: Energy gap for each PNP system. 
System LUMO (eV) HOMO (eV) Egap (eV) 
Pore -2.590 -5.660 3.070 
PNP + Guanine -2.586 -5.670 3.083 
PNP + Adenine -2.668 -5.456 2.789 
PNP + Cytosine -2.682 -5.728 3.046 
PNP + Thymine -2.652 -5.677 3.025 
 
However, as seen above, there is little change in the energy gap due to the toggling of each DNA 
base making it difficult to resolve each base. 
5.2.4 (d) Density of States for PNP with DNA Bases 
It is also helpful to generate a density of states plot to provide visual assistance in determining the 
abilities of each device for resolving individual bases. Below are DOS plots for each system and a 




Figure 33: Density of States plot for PNP. 
As explained in the introduction, a change in the DOS is proportional to changes in current. The 
small changes in the DOS plot above do not suggest a significant modulation in current. This result 
is slightly better than that of GNP. The band gap is also evident in the DOS plot and although the 
band gap is larger for phosphorene, there remains only a small change when due to each DNA 
base. This makes it difficult to determine which base is in the pore. The next section outlines the 
study of a phosphorene nanoribbon for physisorption.  
5.3 Phosphorene Nanoribbon 
An additional device of interest is the adsorption, or physisorption, of a DNA nucleobase to a small 
phosphorene nanoribbon. As proposed in [3], a system is designed to resolve individual DNA 
bases by physisorption. Physisorption is the weak interaction between the DNA base and the 
surface of the PNR [9]. By performing a DFT study on the system, it is possible to determine the 
changes invoked by the presence of each DNA base. This study of the physisorption of each DNA 
base to the phosphorene can yield information about the binding strength between the two. The 
following sections outline the creation of the structure, input files, batch script files, and results.  
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5.3.1 Creating the Phosphorene Nanoribbon Structure 
The structure of the PNR is created first by using Vesta. A PNR with dimensions 10W by 10T is 
generated from the unit cell using the ‘boundary’ function within the Vesta software. This 
dimension is chosen to ensure that the final structure can be sculpted from the Vesta generated 
surface. The XYZ file is saved and opened in the molecular editor software Maestro.  
Once in Maestro, the structure is reduced to a 4W by 3T sheet to be large enough to contain guanine 
(.754 nm at its widest). Because ssDNA has a distance 0.63 nm on average [40] between each 
base, the structure must also be small enough to resolve the individual bases without leaving any 
room for interaction with other bases. Hydrogen atoms are added to the edges to neutralize 
dangling bonds. With the final dimension determined, the XYZ file is exported and saved. Each 
DNA base is merged with the final PNR structure and set parallel to the 2D surface at 0.3 nm. This 
height was used to compare with our own DFT study of graphene in the previous section. 
Respective XYZ files were exported and saved. With each structure created, respective input files 
should be created. Input files for calculations of the following structures were created: PNR, PNR 
+ Adenine, PNR + Guanine, PNR + Cytosine, and PNR + Thymine. A sample structure of PNP + 





Figure 34: Top and side views of PNR + Adenine structure ready for calculation. 
5.3.2 Creating Phosphorene Nanoribbon Input Files 
The software used to perform the DFT calculation is known as Gaussian. To create gaussian 
formatted input file templates, each structure is loaded into the atomic modeling software 
Avogadro. The software generates a template that contains the XYZ structure and the computation 
parameters required by Gaussian. The basis set B3LYP/6-31G(d,p) and is chosen and the keyword 
‘Opt’ is added to run a Geometry Optimization. The SCF convergence criteria is set to SCF = 
XQC. The input file is saved as filename.com in the running directory. 
5.3.3 Running Phosphorene Nanoribbon Calculations 
The DFT calculations are performed using the Buddy super-computer at the University of Central 
Oklahoma. Buddy requires the user to submit calculations using SLURM formatted batch script 
files. Once one batch script file is working for a program, the file can be reused by changing the 
name of the input file. For the PNR physisorption calculations, less nodes were used due to a 
restriction imposed by the University of Central Oklahoma High Performance Computing Center.  
The batch script file is saved to the running directory as filename.sh. With the use of the Buddy 
command line, one navigates to the running directory and submits the job with the command sbatch 
filename.sh. A table of runtimes for each system is seen below. Note the table does not include 






Table 15: Number of nodes, convergence criteria, and runtimes for each PNR system. 
System Number of 
Nodes 
Convergence Criteria Runtime (hours) 
PNR + Guanine 3 XQC 7.0 
PNR + Adenine 3 XQC 14.4 
PNR + Cytosine 3 XQC 6.8 
PNR + Thymine 3 XQC 6.4 
PNR 3 XQC 2.3 
 
5.3.4 Phosphorene Nanoribbon Results 
The results of each calculation are saved to respective output files, filename.log, in the running 
directory. Key information to look for in the output file is the final energy, final energy levels, and 
the final geometry. The figures below contain sample excerpts of the key output file information.  
Note the key information that Gaussian terminated normally and the confirmation of convergence. 
The output file is analyzed and represented using Microsoft Excel and Wolfram Mathematica. The 
following sections outline information obtained about the energy gap, the binding energy, and the 
density of states.  
5.3.4 (a) Binding Energy for PNR with Different DNA Bases 
It is also beneficial to calculate the binding energy, as performed in [9] and our previous 
calculations. Given the energy of each the PNR, the combined system, and the DNA base, one can 
calculate the binding energy of the system: 
 𝐸𝑏𝑖𝑛𝑑  =  𝐸𝑃𝑁𝑅+𝑏𝑎𝑠𝑒  −  (𝐸𝑃𝑁𝑅 + 𝐸𝑏𝑎𝑠𝑒) (7) 
where Ebind is the binding energy of the system, EPNR+base is the total energy of the combined 
system, EPNR is the total energy of the PNR, and EDNA is the total energy of the DNA base. The 
binding energy is a key parameter that describes the strength of the interaction between the DNA 
base and the PNR. Our result from the graphene nanoribbon yielded a binding energy G > C > A 
> T. Table 16 below contains the binding energy and final total energy of each combined systems. 
Our study shows that for PNR physisorption the binding energy trends as G > A > C > T. A similar 
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result was found for MoS2 in [3] where the binding energy pattern follows G > A > C > T. In [50], 
researchers found G > A > C > T for phosphorene nanoribbons. 
Table 16: Total energy, energy gap, and binding energy of each PNR system. 
System Etot (eV) Egap (eV) Ebind (eV) 
PNR + Adenine −5.516 × 105 2.783 -0.293 
PNR + Guanine −5.537 × 105 2.680 -0.330 
PNR + Cytosine −5.497 × 105 3.022 -0.189 
PNR + Thymine −5.513 × 105 3.055 -0.169 




Figure 35: Energy gap and Binding energy vs. DNA base for each PNR system. 
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Figure 35 above displays the binding energy and energy gap changes for each combined PNR 
system. The changes in energy gap are more significant than for our graphene systems results. The 
binding energy is also quite lower than that of graphene and insists that there would be reduced 
issues with the bases sticking to the surface of the material. The pattern exhibited is also consistent 
with a molybdenum disulfide study in [3], in which the increase in energy gap coincides with a 
decrease in binding energy. 
5.3.4 (b) Optimized Geometry for PNR with DNA Bases 
 
Figure 36: Optimized geometry of PNR systems with binding energy. 
Figure 36 above illustrates the final geometries and final minimum distance of the combined PNR 
structures. Again, the binding energies are lower than what was calculated for graphene leading us 
to believe that the bases will not display significant sticking to the surface of the PNR. Results in 




5.3.4 (c) Energy Band Gap for PNR with DNA Bases 
Table 17 below outlines each structure’s calculated energy gap.  
Table 17: Energy gap for each PNR system. 
System LUMO (eV) HOMO (eV) Egap (eV) 
PNR -2.677 -5.715 3.038 
PNR + Guanine -2.768 -5.448 2.680 
PNR + Adenine -2.882 -5.665 2.783 
PNR + Cytosine -2.623 -5.645 3.022 
PNR + Thymine -2.551 -5.606 3.055 
 
Table 17 shows that the energy gap for the PNR + Adenine and PNR + Guanine systems are 
significantly different from the PNR alone. Unfortunately, there is not as significant of a difference 
between the PNR and the PNR + Thymine or the PNR + Cytosine system.  
5.3.4 (d) Density of States for PNR with DNA Bases 
It is also beneficial, as in our previous result, to plot the density of states to provide visual 
assistance in determining the functionality of the structure. Each system’s DOS plot was created 
with the goal to see a significant change in the DOS in the presence of a certain DNA bases. Below 




Figure 37: Density of States for PNR system. 
The DOS plots allow one to visualize how the presence of the DNA base changes the final system. 
The combined DOS plot shows that there is at least some separation in the PNR + Guanine and 
PNR + Adenine structures. These modulations in the DOS are directly proportional to the 
modulations in the current that an experiment would show in the laboratory. Although these 
modulations are small in the figures above, they are more significant than what is seen in any of 
the other systems we studied. 
These results show that like graphene, there is a small effect due to the presence of each DNA base 
in the system. However, because the energy gap is much larger in phosphorene, it may be easier 
to resolve individual bases than using graphene. This is similar to the results seen in [3] for MoS2 





Chapter 6. Conclusion, Comparisons, and Perspectives 
 
This research sought to explore the properties of graphene and phosphorene as DNA base detectors 
by constructing nanopore and nanoribbon systems. The structures were combined with DNA bases 
and a DFT study was performed. Information on the energy gap, binding energy, and density of 
states plots were collected for interactions between each DNA base and the respective 2D material.  
Table 18 below outlines a comparison table for the energy gap and binding energy for GNP and 
PNP systems. Lower binding energies for the PNP structure, as compared to what was calculated 
for GNP, leads us to suggest that PNP should not exhibit DNA base ‘sticking’ in the pore. The 
band gap is also listed, showing that PNP band gaps are significantly smaller than what is found 
for GNP.  
Table 18: Comparison table of GNP and PNP. 
              Band Gap (eV) Binding Energy (eV) 
Base GNP PNP GNP PNP 
Pristine 0.221 3.070 - - 
G 0.228 3.083 0.888 0.395 
A 0.230 2.789 0.936 0.307 
C 0.230 3.046 1.063 0.405 
T 0.231 3.025 0.871 0.207 
 
Table 19 shows the change in energy gap imposed by the presence of each DNA base. The changes 
in band gap for the GNP system are smaller than the changes in the PNP system. This revelation 




Table 19: Absolute change in energy gap for GNP and PNP systems due to the presence of DNA base. 
ΔEgap (eV) 
Base GNP PNP 
Pristine 0 0 
G 0.007 0.013 
A 0.009 0.281 
C 0.009 0.024 
T 0.010 0.045 
 
Figure 38 provides a visual representation of the binding energy differences in GNP and PNP. As 
previously stated, PNP binding energies are smaller than GNP binding energies.   
 
Figure 38: Visualization of differences in binding energy for PNP and GNP. 
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Table 20 provides comparison between the energy gap and binding energy for GNR and PNR 
systems. Once again, the band gap is higher for PNR while the binding energy is lower.  
Table 20: Comparison table of GNR and PNR. 
 
Band Gap (eV) Binding Energy (eV) 
Base GNR PNR GNR PNR 
Pristine 0.259 3.038 - - 
G 0.260 2.680 0.592 0.330 
A 0.257 2.783 0.546 0.293 
C 0.262 3.022 0.578 0.182 
T 0.258 3.055 0.423 0.169 
 
Table 21 provides the change in band gap for the GNR and PNR systems. 
Table 21: Absolute change of energy gap for GNR and PNR systems due to the presence of DNA bases. 
ΔEgap (eV) 
Base GNR PNR 
Pristine 0 0 
G 0.001 0.358 
A 0.002 0.255 
C 0.003 0.016 
T 0.001 0.017 
 
Figure 39 below provides visual comparison of binding energies for PNR and GNR. As previously 




Figure 39: Binding energies from physisorption for graphene and phosphorene systems. 
In conclusion, it is shown that in comparison with graphene, phosphorene has a larger band gap 
and displays lower binding energies for each base interaction. DOS results for the phosphorene 
nanopore show that there are changes imposed by the presence of a DNA base leading to the ability 
to detect which base is in the pore. Changes in the phosphorene nanoribbon system are supported 
by a larger change in energy gap and better modulation in DOS plots for each base than what is 
exhibited by graphene. Maximum energy gap changes for the systems in this study follow the 
pattern PNR > PNP > GNP > GNR.  
The need for solid state device DNA sequencing is strong, and research into new materials and 
methods is ever increasing [1]. Graphene has been shown to be a promising material, but its issues 
with pore ‘stickiness’ and small energy gap has left much to be desired. Our research leads us to 
predict that phosphorene is a promising material for the future of DNA base detection. We 
compared our results with similar studies using nanoribbons from MoS2 [3]. Despite the 
differences in crystal structures of MoS2 and phosphorene, the variation in band gap (G < A < C < 
T) and binding energies (G > A > C > T) was the same for each material. The change in DOS and 
band gap for phosphorene for each base was larger compared to MoS2. The binding energies of 
bases on phosphorene were smaller compared to MoS2. This shows that phosphorene could 
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perform better as a sequencing material than MoS2. We hope that the findings from this research 
will serve as a guide to experimentalists and materials scientists working in the field of single-
molecule analysis with 2D materials. 
Although phosphorene shows improvement over graphene and MoS2, additional studies of 
phosphorene nanomaterials would be beneficial to extend this research. A periodic calculation of 
PNR and PNP systems could provide unique insights and perhaps different results to compare with 
current literature. Studies of other 2D structures, such as transition metal dichalcogenides and van 
der Waals structures should also be explored in future research.    
Our research has opened a door for future computational physics studies at the University of 
Central Oklahoma. Skills in molecular modeling, computational chemistry software, and data 
analysis have been molded throughout this project. With the necessary files and theory stated in 
this thesis, future researchers in Dr. Tayo’s research group can extend this study to a greater 
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Appendix A: Sample Input Files 
 
Below is a sample gaussian input file for the GNP + Adenine system. The input file was created 
using the Avogadro Gaussian input generator tool. Add SCF = QC or SCF = XQC for stronger 
convergence factor.  
 
#n B3LYP/6-31G(d,p) Opt 
 
 Adenine with Pore 
 
0 1 
N         14.36530       10.95100        0.00000 
C         14.85270        9.72370        0.00000 
N         16.14380        9.47570        0.00010 
C         17.02850       10.47780       -0.00020 
N         18.37290       10.54980        0.00030 
C         18.74800       11.79870        0.00020 
N         17.66580       12.60920       -0.00030 
C         16.55020       11.79860       -0.00060 
C         15.17040       12.01030       -0.00020 
N         14.65090       13.29480        0.00040 
H         14.16420        8.89160        0.00020 
H         19.77380       12.13650        0.00080 
H         17.67280       13.57920       -0.00020 
H         15.24790       14.05940        0.00060 
H         13.69030       13.42950        0.00060 
C          8.61440        3.55250        0.00000 
C          7.38370        4.26300        0.00000 
C          8.61440        6.39450        0.00000 
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C          7.38370        5.68400        0.00000 
C          8.61440        7.81550        0.00000 
C          7.38370        8.52600        0.00000 
C          8.61440       10.65750        0.00000 
C          7.38370        9.94700        0.00000 
C          8.61440       12.07850        0.00000 
C          7.38370       12.78900        0.00000 
C          8.61440       14.92050        0.00000 
C          7.38370       14.21000        0.00000 
C          8.61440       16.34150        0.00000 
C          7.38370       17.05200        0.00000 
C          8.61440       19.18350        0.00000 
C          7.38370       18.47300        0.00000 
C         11.07560        3.55250        0.00000 
C          9.84500        4.26300        0.00000 
C         11.07560        6.39450        0.00000 
C          9.84500        5.68400        0.00000 
C         11.07560        7.81550        0.00000 
C          9.84500        8.52600        0.00000 
C          9.84500        9.94700        0.00000 
C          9.84500       12.78900        0.00000 
C         11.07560       14.92050        0.00000 
C          9.84500       14.21000        0.00000 
C         11.07560       16.34150        0.00000 
C          9.84500       17.05200        0.00000 
C         11.07560       19.18350        0.00000 
C          9.84500       18.47300        0.00000 
C         13.53680        3.55250        0.00000 
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C         12.30620        4.26300        0.00000 
C         13.53680        6.39450        0.00000 
C         12.30620        5.68400        0.00000 
C         13.53680       16.34150        0.00000 
C         12.30620       17.05200        0.00000 
C         13.53680       19.18350        0.00000 
C         12.30620       18.47300        0.00000 
C         15.99810        3.55250        0.00000 
C         14.76750        4.26300        0.00000 
C         14.76750        5.68400        0.00000 
C         14.76750       17.05200        0.00000 
C         15.99810       19.18350        0.00000 
C         14.76750       18.47300        0.00000 
C         18.45930        3.55250        0.00000 
C         17.22870        4.26300        0.00000 
C         18.45930        6.39450        0.00000 
C         17.22870        5.68400        0.00000 
C         18.45930       16.34150        0.00000 
C         17.22870       17.05200        0.00000 
C         18.45930       19.18350        0.00000 
C         17.22870       18.47300        0.00000 
C         20.92060        3.55250        0.00000 
C         19.69000        4.26300        0.00000 
C         20.92060        6.39450        0.00000 
C         19.69000        5.68400        0.00000 
C         20.92060        7.81550        0.00000 
C         20.92060       14.92050        0.00000 
C         20.92060       16.34150        0.00000 
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C         19.69000       17.05200        0.00000 
C         20.92060       19.18350        0.00000 
C         19.69000       18.47300        0.00000 
C         23.38180        3.55250        0.00000 
C         22.15120        4.26300        0.00000 
C         23.38180        6.39450        0.00000 
C         22.15120        5.68400        0.00000 
C         23.38180        7.81550        0.00000 
C         22.15120        8.52600        0.00000 
C         23.38180       10.65750        0.00000 
C         22.15120        9.94700        0.00000 
C         23.38180       12.07850        0.00000 
C         22.15120       12.78900        0.00000 
C         23.38180       14.92050        0.00000 
C         22.15120       14.21000        0.00000 
C         23.38180       16.34150        0.00000 
C         22.15120       17.05200        0.00000 
C         23.38180       19.18350        0.00000 
C         22.15120       18.47300        0.00000 
C         24.61240        4.26300        0.00000 
C         24.61240        5.68400        0.00000 
C         24.61240        8.52600        0.00000 
C         24.61240        9.94700        0.00000 
C         24.61240       12.78900        0.00000 
C         24.61240       14.21000        0.00000 
C         24.61240       17.05200        0.00000 
C         24.61240       18.47300        0.00000 
H          8.61440       20.26350        0.00000 
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H         11.07560       20.26350        0.00000 
H         13.53680       20.26350        0.00000 
H         15.99810       20.26350        0.00000 
H         18.45930       20.26350        0.00000 
H         20.92060       20.26350        0.00000 
H         23.38180       20.26350        0.00000 
H         25.54770        3.72300        0.00000 
H         25.54770        6.22400        0.00000 
H         25.54770        7.98600        0.00000 
H         25.54770       10.48700        0.00000 
H         25.54770       12.24900        0.00000 
H         25.54770       14.75000        0.00000 
H         25.54770       16.51200        0.00000 
H         25.54770       19.01300        0.00000 
H          6.44840        3.72300        0.00000 
H          6.44840        6.22400        0.00000 
H          6.44840        7.98600        0.00000 
H          6.44840       10.48700        0.00000 
H          6.44840       12.24900        0.00000 
H          6.44840       14.75000        0.00000 
H          6.77070       16.69800        0.82890 
H          6.77070       16.69800       -0.82890 
H          6.77070       18.82700        0.82890 
H          6.77070       18.82700       -0.82890 
H         12.01090        8.35550        0.00000 
H         10.45810       10.30090        0.82880 
H         10.45810       10.30090       -0.82880 
H         10.45810       12.43510       -0.82880 
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H         10.45810       12.43510        0.82880 
H         12.01090       14.38050        0.00000 
H         13.53680        7.47450        0.00000 
H         13.53680       15.26150        0.00000 
H         18.45930        7.47450        0.00000 
H         18.45930       15.26150        0.00000 
H         20.30750        8.16940        0.82880 
H         20.30750        8.16940       -0.82880 
H         20.30750       14.56660       -0.82880 
H         20.30750       14.56660        0.82880 
H         21.21590       10.48700        0.00000 
H         21.21590       12.24900        0.00000 
H         15.38050        6.03800        0.82890 
H         15.38050        6.03800       -0.82890 
H         15.70280       16.51200        0.00000 
H         16.29340        6.22400        0.00000 
H         16.61560       16.69810        0.82880 
H         16.61560       16.69810       -0.82880 
H          8.61440        2.47250        0.00000 
H         11.07560        2.47250        0.00000 
H         13.53680        2.47250        0.00000 
H         15.99810        2.47250        0.00000 
H         18.45930        2.47250        0.00000 
H         20.92060        2.47250        0.00000 





Appendix B: Sample Batch Script 
 
Below is a sample SLURM formatted batch script file for use on the University of Central 








### Of the batch options, it is only recommnded to change "--job-name", "--nodes", and 
### "--output". Any other modifications may result in an error. 
 
### It is only recommneded to change the input file in the Gaussian command. If needed 
### more g16 options can be added. 
 
#Load Gaussian module 
module load Gaussian/g16 
 
#Gaussian scratch directory. 
export GAUSS_SCRDIR=/home/$USER/.gaustmp/$SLURM_JOBID 
mkdir -p $GAUSS_SCRDIR 
 
#Stop OpenMP from interfering with Gaussian's thread mechanism. 
export OMP_NUM_THREADS=1 
 
#Prepare node list for Linda 
for n in `scontrol show hostname | sort -u`; do 
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  echo ${n} 
done | paste -s -d, > snodes.$SLURM_JOBID 
 
#Run Gaussian. It is recommended to only change the input file here. If needed you can 
#raise the memory up to 60GB, but doing so may result in an error. 
g16 -m=40gb -p=${SLURM_CPUS_PER_TASK} -w=`cat snodes.$SLURM_JOBID` 
templatepore.com 
 






Appendix C: Sample DOS Mathematica Code 
 
Below is sample code for Mathematica to create the Density of States plot for the GNP + 
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