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Résumé  Nous traitons dans cet article de l'estimation de signaux chirp dont l'amplitude, déterministe, varie dans le temps.
Nous proposons une alternative à l'estimateur du Maximum de Vraisemblance qui est plus simple d'un point de vue calculatoire.
Pour ceci, nous utilisons le Principe d'Invariance Étendu qui permet de scinder le problème de minimisation et de découpler
l'estimation des paramètres de phase de celle des paramètres d'amplitude. Dans un premier temps, en utilisant un modèle moins
détaillé pour le signal, on estime de manière simple les paramètres de phase. Les paramètres d'amplitude sont ensuite estimés par
une technique des moindres carrés. La procédure permet d'obtenir des estimateurs asymptotiquement ecaces. Des simulations
numériques viennent valider l'étude théorique.
Abstract  We consider the problem of estimating the parameters of chirp signals with deterministic time-varying amplitude.
A method which is computationally simpler than the Maximum Likelihood estimator is proposed. It invokes the extended
invariance principle to split the minimization problem and to decouple estimation of the phase parameters from that of the
amplitude parameters. In a rst step, using a less detailed model for the signal, a simple scheme for estimating the phase
parameters is presented. Then, amplitude parameters are obtained from least-squares minimization techniques. The overall
procedure provides asymptotically ecient estimates. Numerical simulations attest to the validity of the theoretical analysis.
1 Position du problème
Dans cet article, nous considérons l'estimation des pa-
ramètres du modèle suivant
x(t) = (t;

)e
i(t;

)
+ n(t) t = 0;    ; N   1 (1)
dans lequel (t;

) est l'amplitude réelle déterministe du
signal, dépendant d'un vecteur paramètre 

. (t;

) dé-
signe la phase du signal et n(t) est un bruit additif. Ce
type de signal se rencontre dans le domaine du radar. Nous
considérons, par exemple, le cas où l'on souhaite compter
le nombre de débris spatiaux en orbite basse traversant le
lobe d'antenne d'un radar pointé dans une direction xe
(Beam Park mode) [8]. Lorsque l'objet traverse le lobe
d'antenne, et après compression d'impulsion, le signal reçu
pourra être modélisé sous la forme de l'expression (1). Le
terme de phase (t;

), que l'on approxime généralement
par une fonction polynomiale du temps, porte des infor-
mations sur la vitesse et l'accélération de l'objet [5]. Le
terme (t;

), de modulation de lobe d'antenne, contient
les informations sur la position et la vitesse angulaire de
l'objet en site et en gisement. D'autres applications et tra-
vaux concernant le modèle (1) peuvent être trouvés, par
exemple, dans les articles [2] et [9] et les références inclues.
Sous l'hypothèse d'un bruit additif blanc circulaire Gaus-
sien, l'estimateur du Maximum de Vraisemblance (ML) du
vecteur paramètre  =


T


T


T
est donné par [4]
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On doit donc avoir recours à la minimisation d'une fonc-
tionnelle à q

+ q

variables où q

(q

) désigne la dimen-
sion de 

(

). Ceci peut être particulièrement com-
plexe d'un point de vue calculatoire et dicile à implan-
ter d'un point de vue numérique. L'objet de cet article
est de proposer une alternative à l'estimateur du Maxi-
mum de Vraisemblance, qui soit moins complexe calcu-
latoirement mais qui ore des performances statistiques
équivalentes, du moins asymptotiquement. Pour ceci, on
s'inspire du Principe d'Invariance Étendu (PIE) [6] qui
permet, à l'aide d'une procédure en deux étapes, d'obte-
nir des estimées aussi précises asymptotiquement avec, à
chaque étape, un problème de minimisation moins compli-
qué. Dans un premier temps, on utilise un modèle moins
détaillé pour le signal qui permet de simplier considéra-
blement le problème de minimisation. Dans un deuxième
temps, des techniques des moindres carrés sont utilisées.
Cette procédure permet d'autre part de découpler l'es-
timation des paramètres d'amplitude de l'estimation des
paramètres de phase. Enn, comme nous le montrerons,
les estimées des paramètres de phase ne dépendent pas des
hypothèses émises sur l'amplitude, ce qui améliore nota-
blement la robustesse d'estimation.
2 Estimation des paramètres
Nous proposons dans cette section un estimateur de 
fondé sur le PIE. Dans un premier temps, on décrit le
principe d'invariance étendu avant de l'appliquer au cas
considéré. Seuls les résultats principaux sont donnés, les
développements théoriques pouvant être trouvés dans [7].
On considère ici le cas d'un signal chirp pour lequel
(t) = a
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1
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2
t
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et donc 

=
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T
. De plus, on suppose que n(t)
est un bruit blanc complexe, de moyenne nulle, circulaire
et Gaussien, i.e.
E fn(t)g = 0;
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2.1 Principe d'Invariance Étendu (PIE)
Le PIE permet de simplier de nombreux problèmes
d'estimation où le vecteur paramètre est obtenu par mi-
nimisation d'une fonctionnelle. Il consiste à trouver une
autre paramétrisation du problème qui puisse simplier le
problème de minimisation. Pour être plus précis, considé-
rons un modèle paramétré par un vecteur  et supposons
qu'on puisse obtenir une estimée de  comme suit
b
 = arg min
2D

V () (3)
où D

désigne le domaine de recherche. Supposons main-
tenant que l'on puisse re-paramétrer le modèle en fonction
d'un autre vecteur
e
 tel que
e
 = f() 2 D
e
8 2 D

.
Soit
e
V (
e
) = V () le critère exprimé en fonction de
e
.
Considérons alors l'estimateur suivant de
e
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Dans l'équation précédente,D
u
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e
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u
) choisi de manière à
rendre le problème (4) plus simple. Si
b
e
 et f(
b
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(soit en nombre de points, soit en rapport signal à bruit)
vers le même vecteur paramètre, alors
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L'idée du PIE est donc de trouver
e
 tel que (4) soit beau-
coup plus facile à obtenir que (3). Observons que l'esti-
mation par PIE nécessite 2 étapes. Le problème que nous
considérons ici entre dans le cadre de l'utilisation du PIE,
comme nous le décrivons maintenant plus en détail. Dans
la suite, le terme asymptotique s'entend en rapport signal
à bruit.
2.2 Un modèle moins détaillé
La première (et principale) étape consiste en fait à utili-
ser un modèle moins structuré que (1). Dans cette optique,
nous choisissons de ne plus considérer la dépendance de
(t;

) vis-à-vis de 

, c'est-à-dire qu'on n'impose plus
de structure sur l'amplitude. Ce faisant, on devient a priori
insensible à une quelconque hypothèse sur l'amplitude, ce
qui devrait améliorer la robustesse d'estimation. Le nou-
veau modèle non-structuré devient donc
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(t)e
i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)
+ n(t) (7)
Le nouveau vecteur paramètre qui décrit le modèle non-
structuré est ainsi
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Notons que
b
e
 est l'estimateur du Maximum de Vraisem-
blance pour le modèle (7). Nous décrivons maintenant
comment sont obtenues ces estimées et quelles sont leurs
performances.
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où Re fbg désigne la partie réelle de b.
Démonstration Voir [7] 
Nous analysons maintenant les performances de l'esti-
mateur précédent.
Proposition 2. La matrice de covariance asymptotique
de
b
e
 est l'inverse de la matrice d'Information de Fisher
(FIM) pour le modèle non structuré, dont l'expression est
donnée par
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e
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où F

est la FIM correspondant à l'estimation de 
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les éléments sont
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Démonstration Voir [7] 
Remarque 1. Notons que les estimées des paramètres de
phase ainsi obtenues ont la même variance asymptotique
que celles obtenues avec le modèle structuré puisque la ma-
trice
e
F est diagonale par blocs et que F

est la FIM pour le
modèle structuré (cf. [3] pour ce dernier cas). Ceci signie
que, pour autant que seule importe l'estimation des para-
mètres de phase, l'utilisation d'un modèle structuré pour
l'enveloppe n'apporte pas une meilleure précision. De plus,
contrairement à l'estimateur ML structuré, obtenir
b
e


ne
nécessite aucune hypothèse sur la forme de (t;

), ce
qui améliore la robustesse d'estimation. Enn, on n'a ici
qu'un problème de minimisation 2-D.
2.3 La seconde étape du PIE
Une fois que les estimées du modèle non structuré ont
été calculées, on invoque le PIE pour obtenir des estima-
teurs équivalents au Maximum de Vraisemblance. Néan-
moins, pour que le PIE puisse s'appliquer, il faut au préa-
lable démontrer que f(
b
) et
b
e
 convergent vers la même
valeur. Or,
b
e
 étant l'estimateur du Maximum de Vraisem-
blance pour le modèle non structuré, la théorie générale
de l'estimation au sens du Maximum de Vraisemblance [4]
et la proposition 2 indiquent que
b
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 est asymptotiquement
Gaussien, c'est-à-dire
b
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
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De même,
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De plus, la fonctionnelle
f : R
q

+q

7 ! R
N+q

 =






7 !





est continue et dérivable. Par conséquent, en utilisant les
résultats de [1, chapitre 6], on peut démontrer que
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où D est la matrice des dérivées partielles, évaluée en
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ce qui démontre que f(
b
) et
b
e
 convergent vers la même
valeur, rendant ainsi applicable le PIE. Nous montrons
maintenant comment s'obtiennent les estimées à partir du
PIE. D'après le principe d'invariance étendu, un estima-
teur asymptotiquement équivalent à l'estimateur ML peut
être obtenu en utilisant (5) et (6). Or ici, on considère
des estimateurs du Maximum de Vraisemblance. D'où,
puisque le critère à minimiser est, à une constante mul-
tiplicative près, la fonction log-vraisemblance (cf. équa-
tion (8)), la matrice W de (6) est dans notre cas la ma-
trice d'information de Fisher pour le modèle non structuré,
évaluée en
b
e
, c'est-à-dire W =
e
F (
b
e
). Ainsi, par le PIE,
l'estimateur équivalent à l'estimateur ML est donné par
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De par la structure diagonale par blocs de
e
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Le critère est donc la somme de deux termes positifs, l'un
dépendant de 

, l'autre de 

. Ce dernier peut être réduit
à zéro en posant
b

e
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Il reste alors à minimiser le premier terme, ce qui revient
à estimer 

comme
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Notons que l'on a ainsi découplé l'estimation de 

de celle
de 

(à cause de la paramétrisation choisie qui induit
une matrice
e
F diagonale par blocs). Il convient également
d'observer que
b

e

=
b
e


, c'est-à-dire que le vecteur
b

e

est
obtenu dès la première étape du PIE.
3 Exemples numériques
Dans cette section, nous présentons des simulations nu-
mériques an de valider les résultats théoriques présen-
tés ci-avant. Nous considérons les deux cas suivants pour
l'amplitude :
 (t) est une exponentielle décroissante, i.e. (t) =
A exp f tg et 

=

A 

T
 (t) est une fonction sinus cardinal i.e. (t) =
Asinc(t) et 

=

A 

T
On prend pour valeurs numériques A = 1,  = 0:02
et  = 0:05. Dans toutes les simulations, le vecteur des
paramètres chirp est 

= 2

0:1 0:18 0:001

T
. Le
rapport signal à bruit (RSB) est déni comme RSB =
10 log
10
1
N
2
P
N 1
t=0

2
(t). Pour chaque gure, 500 simu-
lations de Monte-Carlo ont servi à estimer les variances
empiriques des estimées. Les gures 1-2 et 3-4 illustrent
l'inuence de N et du RSB. On constate que les variances
empiriques sont très proches des Bornes de Cramér-Rao,
comme prévu par la théorie, et ce pour les 3 paramètres
principaux du modèle. Ceci vient valider l'analyse théo-
rique présentée dans la section précédente.
4 Conclusions
Dans cet article nous nous sommes focalisés sur l'esti-
mation de signaux chirp dont l'amplitude, déterministe,
varie dans le temps. Ce problème a été abordé dans l'op-
tique d'orir un estimateur de performances comparables
à l'estimateur du Maximum de Vraisemblance, mais de
coût calculatoire moindre. Pour ceci, le principe d'inva-
riance étendu est utilisé car il permet, grâce à une pa-
ramétrisation moins détaillée, de scinder en deux étapes
le problème de minimisation par rapport aux paramètres
d'amplitude et de phase. Plus précisément, en n'imposant
aucune structure sur l'enveloppe, on estime de façon re-
lativement simple les paramètres de phase. De plus, les
estimées de ces derniers sont, à fort RSB, aussi précises
que dans le cas du modèle structuré de départ. Ensuite,
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Fig. 1: Bornes de Cramér-Rao et variances empiriques en
fonction du nombre de points. RSB = 10dB.
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Fig. 2: Bornes de Cramér-Rao et variances empiriques en
fonction du nombre de points. RSB = 10dB.
l'estimation des paramètres d'amplitude se réduit à un
problème des moindres carrés.
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