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Abstract
The shared dataspace metaphor is historically the most prominent representative of the family
of coordination models. According to this approach, concurrent processes interact via the produc-
tion, consumption, and test for presence/absence of data in a common repository. Recently, the
problem of the accumulation of outdated and unwanted information in the shared repository has
been addressed. Typical garbage collection algorithms cannot be adopted in this context because
there is no notion of unaccessible data. The most promising solution to this problem consists of
the introduction of the notion of temporary data, intended as data with an associated expiration
time. In this paper, we investigate the impact of di0erent mechanisms for expired data collection
on the expressiveness of shared dataspace coordination systems with temporary data.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
The rapid evolution of computers and networks is calling for the development of
middleware platforms responsible for the management of dynamically recon3gurable
federations of devices, where processes cooperate and compete for the use of shared
resources. In this scenario one of the most challenging topics is concerned with the
coordination of the activities performed by the federated components.
The shared dataspace coordination model, introduced for the 3rst time by the Linda
coordination language [9], has recently received a renewed interest; for example, Sun
and IBM have respectively proposed JavaSpaces [20] and TSpaces [21] as middlewares
for distributed Java programming. Both these products exploit generative communica-
tion: processes communicate through production, consumption and test for presence or
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absence of data in a shared dataspace; after its insertion in the dataspace, a datum has
an independent existence, until it is explicitly withdrawn by a consumer.
These coordination technologies, in particular JavaSpaces and its underlying ar-
chitecture Jini [19], have been designed to manage the interaction of dynamically
recon3gurable confederations of components in open distributed systems. The term
distributed means that the components may be distributed on di0erent nodes of a
network; open means that new components (as also new nodes) may be added or
removed from the network during the lifetime of the system in an unpredictable
manner. In this scenario the following features come into play: data are shared by
a large, unpredictable number of processes, and the entity producing an information
does not necessarily coincide with its user. The conjunction of these aspects leads
to the unwanted e0ect of accumulation of outdated information. Such useless in-
formation can grow inde3nitely, hence compromising the performance of the whole
system.
A 3rst solution could consist in leaving to each process the responsibility to take
care of the data it produces, i.e., to explicitly free the resources when they are no
longer needed. A 3rst drawback of this approach is that a failure of the producer
may cause the resources used by the data to be never freed. Moreover, this approach
clashes with the basic principle of generative communication, i.e., the independence of
a datum from any process, once it has been produced. In this setting, it is not unusual
that the lifetime of the datum is longer than the lifetime of its producer, thus making
a management of the datum by its producer impossible.
Typical garbage collection mechanisms cannot be applied in this context because
there is no notion of unaccessible data. Indeed, in an open environment it is not
possible to make any assumption on the processes that will engage the system in the
future; thus, it is not possible to check whether a shared datum, available at a certain
time of the computation, will be subsequently accessed.
A commonly adopted solution to this problem (see, e.g., the leasing mechanism of
JavaSpaces) is based on a notion of temporary data: rather than maintaining a datum
until it has been explicitly consumed, the lifetime of the datum is decided by the
producer. After this time has been expired, the existence of the datum is no longer
granted.
As an example of temporary data, consider a newsgroup application, where a datas-
pace is used to hold the posted messages. When posting a message, a user may know
that after a period of time the message is no longer important. For example, the rele-
vance of a conference call for paper strongly decreases after the submission deadline,
although it may remain of some interest. In this case, the user speci3es the time left
until the submission deadline as required duration for the message. When this time
expires, the message can be cancelled, for example to provide space for new mes-
sages.
This paper investigates the impact of temporary data in shared dataspace coordination
languages. The loss of data persistency clearly decreases the expressive power (as it
happens, e.g., when moving from reliable to unreliable=lossy channels [1]). Besides
this observation, we concentrate on a more subtle phenomenon, that is, the impact of
the choice of the expired data collection policy.
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The removal of outdated information, indeed, can be carried out by an expired data
collector, which is invoked when the workload of the system is low or when storage
space needs to be freed for incoming data. Di0erent policies may be considered in
order to select the data to be removed when the expired data collector is activated.
Among many possible policies, we concentrate on two of them which simply di0er
in the way the order of expiration of the data is taken into account. The former,
called unordered collection, removes one of the expired data (independently of when
they expired), whereas the latter, called ordered collection, removes the datum which
expired 3rst (thus respecting the order of expiration).
Our thesis is that this subtle di0erence between the unordered and the ordered col-
lection policy may have a strong impact on the expressiveness of the overall shared
dataspace coordination language. The remainder of the Introduction is devoted to de-
scribe the framework we use in order to support our thesis, plus a description of the
structure of the paper.
1.1. The framework
Our aim is to investigate the impact of temporary data in shared dataspace coordina-
tion languages, and we would like to prove results which apply to the entire family of
these languages. There exist several languages based on the notion of shared dataspace
(see, e.g., Linda [9], JavaSpaces [20], and TSpaces [21]) which di0er (i) in the compu-
tational language in which the coordination primitives are embedded (e.g., C, Fortran,
or Java) and (ii) in the structure of the data introduced in the shared repository (e.g.,
tuples or Java objects). For this reason, we abstract away from both the computational
language and the structure of the data.
To this aim, we take as a starting point a process calculus (borrowed from a previous
work [4]) which comprises only the coordination primitives, plus a sequential and a
parallel composition operator necessary in order to describe the sequentialization of the
coordination operations and the parallel execution of concurrent processes, respectively.
Moreover, the data that can be produced, consumed, and tested for presence=absence
are simply names without any structure.
Data are permanent in this initial process calculus. Then, the calculus is modi3ed
in order to deal with temporary data: we simply (i) enrich the output operation with
the indication of the lifetime of the datum and (ii) associate to each datum the corre-
sponding expiration time. When a datum is produced, its expiration time is computed
by adding its lifetime to the current time.
The introduction of temporary data requires to model the elapsing of time in the
process calculus. In the literature, a huge variety of timed calculi can be found (see,
e.g., [2] for a survey). These calculi have di0erent features inspired by di0erent classes
of systems. Just to mention two typical approaches, two-phase functioning has been
used in the setting of synchronous systems such as reactive systems or electronic
circuits (see, e.g., [16]), whilst the so-called lazy approach is particularly suited to
model distributed systems where processes interact remotely (see, e.g., [3,18]).
Our modeling of time has been developed having in mind the typical features of
shared dataspaces in open distributed systems. In particular, we consider the fact that,
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in this class of systems, a process may run on a di0erent node with respect to the
dataspace server (or dataspace servers in the case of a distributed implementation of
the dataspace). For this reason, no assumption can be made about the time required
by a coordination operation to be performed.
As an example, consider a process which simply produces a datum a, with an
associated lifetime t, and subsequently performs an input operation on that datum.
This process is denoted in our process calculus by out(a; t):in(a). Assume that the
out(a; t) operation is performed at time t, while the request for the execution of the
in(a) operation is taken into account by the dataspace server only at a subsequent time
instant t′. Due to the previous observation, no assumption can be made on the delay
between t and t′. This delay may be even longer than t. In this case, it could happen
that the in(a) operation is not performed because the datum a has been already expired
and collected.
Inspired by this observation, we model time following the so-called lazy approach,
according to which actions may be delayed inde3nitely. This delay reGects the unpre-
dictability of the latency in distributed systems. To be more precise, we model the
functional and the temporal behaviour with two di0erent kinds of transition, and we do
not impose any pre-emption, priority, or urgency of one kind of transition with respect
to the other one.
The lazy approach has been already adopted in the literature for di0erent purposes.
For example, in [14] the lazy approach is useful to provide the timed process calculus
of [15] with a suitable behavioural semantics, in [18] it is adopted to model processes
which interact remotely, whilst in [3] it is used to represent timers in distributed sys-
tems.
We present two variants of the process calculus with temporary data: one with the
unordered collection policy and another one with the ordered collection policy. In this
way we obtain three calculi: the 3rst one with permanent data, the second one with
temporary data and unordered collection, and the third one with temporary data and
ordered collection.
In order to compare permanent with temporary data and, more subtly, to contrast
di0erent expired data collection policies, we exploit tools borrowed from the classical
theory of computation. In particular, we consider the possibility to provide the three
process calculi with an encoding of Random Access Machines (RAMs) [17], a well-
known Turing powerful formalism.
RAMs are deterministic; for this reason, the best encoding one may provide con-
sists of terms of the calculi, with a deterministic behaviour, which simulate exactly
the corresponding RAMs. We refer to an encoding satisfying this property as a deter-
ministic encoding. However, as the process calculi are nondeterministic (that is, there
exist terms which may give rise to di0erent computations) there are weaker forms of
encodings that, though adding some nondeterministic computation to the original be-
haviour, still permit to preserve relevant properties of the encoded RAM. We refer to
this weaker form of encodings as nondeterministic encodings.
The properties we consider for nondeterministic encodings are the preservation of
termination and the preservation of divergence. We say that an encoding preserves
termination (resp. divergence) if each target of the encoding has a terminating (resp.
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in3nite) computation if and only if the corresponding RAM terminates (resp. diverges).
Clearly, a deterministic encoding preserves both termination and divergence.
The results we prove can be summarized as follows:
• For the calculus with permanent data we provide a deterministic encoding of RAMs. 1
This allows us to conclude that the existence of a terminating computation, as well
as the existence of an in3nite computation, is an undecidable property.
• For the calculus with temporary data and unordered collection, it is impossible to
provide a deterministic encoding of RAMs. This is proved by showing that the
existence of an in3nite computation turns to be a decidable property. On the other
hand, the existence of a terminating computation is still an undecidable property, and
this is proved by providing a nondeterministic encoding of RAMs which preserves
only termination.
• Also for the calculus with ordered collection it is impossible to provide a determin-
istic encoding of RAMs. However, di0erently from the calculus with unordered col-
lection, the existence of an in3nite computation turns to be an undecidable property.
This is proved by providing a nondeterministic encoding of RAMs which preserves
only divergence. In this case, the impossibility to provide a deterministic encod-
ing of RAMs is proved by showing that divergence is decidable for the subset of
con3gurations of the calculus whose computations are either all terminating or all
in3nite.
Summarizing, these results allows us to conclude that (i) temporary data are not ex-
pressive enough to provide a deterministic encoding of permanent data, independently
of the adopted expired data collection policy, and that (ii) the ordered collection policy
cannot be encoded in the unordered one in a divergence preserving way.
Despite the fact that our results are proved on minimal process calculi, they have
also an impact on richer coordination languages, with primitives possibly embedded
in Turing powerful computational languages. We can interpret result (i) (resp. (ii)) as
the necessity for an encoding of permanent in temporary data (resp. of the ordered in
the unordered collection policy) to exploit the speci3c computational features of the
considered Turing powerful language. Thus, it is impossible to provide an encoding
which is independent from the host computational language. This contrasts with our
interest in results which apply to the entire family of shared dataspace coordination
languages, as well as with the idea which inspired the introduction of coordination
models and languages, i.e., the clear separation between coordination and computa-
tion concerns [10].
1.2. Structure of the paper
The remainder of the paper is organized as follows. In Section 2 we de3ne the
calculus with permanent data and we show a deterministic encoding of RAMs, pre-
serving both termination and divergence. Section 3 is devoted to the presentation of
1 This encoding is not a new contribution as it is a simple adaptation of a similar encoding presented in
[4].
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the calculus with temporary data and of the two aforementioned collection policies. In
Sections 4 and 5 we investigate the expressiveness of temporary data with unordered
and ordered collection, respectively. Section 5 reports some concluding remarks.
2. Permanent data
In this section we introduce the calculus with permanent data, and we show that
RAMs can be faithfully modeled in this calculus.
Let Name be a set of data ranged over by a, b, : : : ; and Const be a set of program
constants ranged over by K , K ′, : : : :
Let Prog, ranged over by P, Q, : : : ; be the set of the programs de3ned by the
following grammar:
P ::= 0 | in(a):P | out(a):P | inp(a)?P P | P |P | K
The program 0 is the empty process. The program in(a):P requires the consumption of
an instance of datum a from the dataspace; after the consumption, the continuation P is
activated. The program out(a):P produces a new instance of datum a and then behaves
like P. The program inp(a)?P Q represents a non-blocking version of input; an instance
of datum a is required to be consumed, if it is present the datum is removed and the
3rst continuation P is activated, otherwise the second continuation Q is activated.
Programs can be composed in parallel by using the operator |. We adopt program
constants in order to permit recursive program de3nition: we assume that each constant
is equipped with a de3nition K =P and, as usual, we admit guarded recursion only
[12].
The state of the dataspace is modeled by a multiset of data. An instance of datum
a is denoted by 〈a〉. Formally, we de3ne DataSpace, ranged over by DS, DS ′, : : : ;
as DataSpace=M({〈a〉 | a∈Name}), where M(S) denotes the set of all the multisets
on S. In the following we use ⊕ to denote multiset union, and we usually omit the
brackets in the denotation of singletons (e.g., we use 〈a〉 instead of {〈a〉}).
Let Conf, ranged over by C, C′, : : : ; be the set of the con3gurations; a con3g-
uration is a pair composed of the active program and the dataspace, i.e., Conf =
{[P;DS] |P ∈Prog; DS ∈DataSpace}.
The semantics is described by a transition system (Conf;→) de3ned as the minimal
relation satisfying the axioms and rules in Table 1. Axiom (1) and (2) describe the
execution of in(a) and out(a): in the 3rst case one datum 〈a〉 is removed from the
dataspace, in the second one it is added. The inp(a) operation is described by the
axioms (3) and (4); if the required datum is available it is consumed and the 3rst
continuation is activated (axiom (3)), otherwise the second continuation is chosen and
the space is left unchanged (axiom (4)). Rules (5) and (6) describe the behaviour of
local computation and of program constants, respectively (the symmetric rule of (5) is
omitted).
A con3guration C is deterministic if for each D such that C→∗ D, the reached
con3guration D has at most one outgoing transition, i.e., for all D′; D′′, if D→D′
and D→D′′ then D′=D′′. A con3guration C is terminated (denoted by C 9 ) if it
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Table 1
The operational semantics for permanent data (symmetric rule of (5) omitted)
(1) [in(a):P; DS ⊕〈a〉]→ [P;DS]
(2) [out(a):P; DS]→ [P;DS ⊕〈a〉]
(3) [inp(a)?P Q;DS ⊕〈a〉]→ [P;DS]
(4) [inp(a)?P Q;DS]→ [Q;DS] if 〈a〉 =∈DS
(5)
[P; DS]→ [P′; DS′]
[P|Q; DS]→ [P′|Q; DS′]
(6)
[P; DS]→ [P′; DS′]
[K; DS]→ [P′; DS′] if K =P
has no outgoing transition, i.e., if and only if there exists no C′ such that C→C′.
A con3guration C has a terminating computation (denoted by C↓) if C can block
after a 3nite amount of computation steps, i.e., there exists C′ such that C→∗ C′
and C′ 9 . A con3guration C has an in3nite computation (denoted by C ↑) if there
exists an in3nite computation starting from C, i.e., there exists an in3nite sequence
C0; C1; C2; : : : such that C =C0 and, for each i¿0, Ci→Ci+1. Observe that, because of
nondeterminism, the two above conditions are not in general mutually exclusive, i.e.,
given a con3guration C both C ↓ and C ↑ may hold.
We de3ne a structural congruence for programs (denoted by ≡) as the minimal
congruence relation satisfying the usual laws for the parallel composition operator:
P≡P|0; P|Q≡Q|P; P|(Q|R)≡ (P|Q)|R; and for program constant de3nition: P≡K
if K =P. Two structurally congruent programs are observationally indistinguishable
(they act on the dataspace exactly in the same way); for this reason, in the remainder
of the paper, we will make no distinction between [P;DS] and [P′; DS] in the case
P≡P′.
2.1. Random access machines
A random access machine [17], simply RAM in the following, is a computational
model composed of a 3nite set of registers r1 : : : rn, that can hold arbitrary large natural
numbers, and a program I1 : : : Ik , that is a sequence of simple numbered instructions.
The execution of the program begins with the 3rst instruction and continues by
executing the other instructions in sequence, unless a jump instruction is encountered.
The execution stops when an instruction number higher than the length of the program
is reached.
In [13] it is shown that the following two instructions are suMcient to model every
recursive function:
• Succ(rj): adds 1 to the content of register rj;
• DecJump(rj; s): if the content of register rj is not zero, then decreases it by 1 and
go to the next instruction, otherwise jumps to instruction s.
We assume, without loss of generality, that RAMs start and 3nish their computation
(in the case they terminate) with all the registers empty.
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The (computation) state is represented by (i; c1; c2; : : : ; cn), where i indicates the next
instruction to execute and cl is the content of the register rl for each l∈{1; : : : ; n}.
Let R be a program I1 : : : Ik , and (i; c1; c2; : : : ; cn) be the corresponding state; we use
the notation (i; c1; c2; : : : ; cn)→R (i′; c′1; c′2; : : : ; c′n) to state that after the execution of the
instruction Ii with contents of the registers c1; : : : ; cn, the program counter points to the
instruction Ii′ , and the registers contain c′1; : : : ; c
′
n. Moreover, we use (i; c1; c2; : : : ; cn)9 R
to indicate that (i; c1; c2; : : : ; cn) is a terminal state, i.e., i¿k.
Observe that the computation proceeds deterministically; that is, given a state reached
during the computation, the subsequent state, if it exists, is unique. Thus, given a
program R and its initial state (1; 0; 0; : : : ; 0) the computation either terminates (denoted
by R↓) or proceeds inde3nitely (denoted by R↑).
As stated in the Introduction, we compare the expressiveness of our calculi by study-
ing the ability to provide encodings of RAMs.
Denition 2.1. Let <(i; c1; c2; : : : ; cn)=R be the encoding of the RAM with program R and
corresponding state (i; c1; c2; : : : ; cn). We say that the encoding preserves termination
if, for any RAM program R, R↓ i0 (<(1; 0; 0; : : : ; 0)=R)↓. We say that the encoding
preserves divergence if, for any RAM program R, R↑ i0 (<(1; 0; 0; : : : ; 0)=R)↑.
As termination and divergence are undecidable properties for RAMs, we have that if
it is possible to encode RAMs into a calculus such that termination (resp. divergence)
is preserved, then termination (resp. divergence) is an undecidable property for the
target calculus, too.
2.2. A deterministic encoding of RAMs
In this section we adapt an encoding of RAMs, formerly presented in [4], in the
deterministic fragment of the calculus with permanent data.
Consider the state (i; c1; c2; : : : ; cn) with corresponding RAM program R. We represent
the content of each register rl by putting cl occurrences of 〈rl〉 in the dataspace.
Suppose that the program R is composed of the sequence of instructions I1 : : : Ik ; we
consider k programs P1 : : : Pk , one for each instruction. The program Pi behaves as
follows: if Ii is a Succ instruction on register rj, it simply emits an instance of datum 〈rj〉
and then activates the program Pi+1; if it is an instruction DecJump(rj; s), it performs an
inp(rj) operation, if this operation succeeds (i.e., an instance of 〈rj〉 has been withdrawn)
then the subsequent program is Pi+1; otherwise it is Ps. According to this approach we
consider the following de3nitions for each i∈{1; : : : ; k}:
Pi = out(rj):Pi+1 if Ii = Succ(rj)
Pi = inp(rj)?Pi+1 Ps if Ii = DecJump(rj; s)
We also consider a de3nition Pi = 0 for each i =∈{1; : : : ; k} which appears in one of
the previous de3nitions. This is necessary in order to model the termination of the
computation occurring when the next instruction to execute has an index outside the
range 1; : : : ; k.
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The encoding is then de3ned as follows:
<(i; c1; c2; : : : ; cn)=R =

Pi; ⊕
16l6n

〈rl〉; : : : ; 〈rl〉︸ ︷︷ ︸
cl times



 :
The correctness of the encoding is stated by the following theorem.
Theorem 1. Given a RAM program R and a state (i; c1; c2; : : : ; cn), we have (i; c1;
c2; : : : ; cn)→R (i′; c′1; c′2; : : : ; c′n) if and only if <(i; c1; c2; : : : ; cn)=R→ <(i′; c′1; c′2; : : : ; c′n)=R.
As a corollary of this theorem, we have that the encoding preserves both termination
and divergence.
Corollary 2.2. Given a RAM program R, we have that R↓ if and only if <(1; 0;
0; : : : ; 0)=R ↓, and R↑ if and only if <(1; 0; 0; : : : ; 0)=R ↑.
Finally, a consequence of this lemma is that, for the language with permanent data,
both termination and divergence are undecidable.
3. Temporary data
In this section we modify the process calculus in order to model temporary data
under both the unordered and the ordered collection policies.
In order to model temporary data, we need to represent the elapsing of time. In the
Introduction, we have justi3ed the choice of the lazy approach. We have also described
that we model the functional and the temporal behaviour independently. More precisely,
transitions are decorated with 2 di0erent labels: " for transitions modeling the execution
of functional steps, and
√
for transitions representing temporal steps, that is, transition
which do not alter the programs and the dataspace, but which increment the current
time, only.
We use natural numbers N to represent time instants as also time intervals. 2 In the
following, we use N+ to denote the set of natural numbers strictly greater then 0. We
use t, t′, : : : ; to denote the current time of a con3guration, and we use t, t′, : : : ;
to denote time intervals representing the minimum lifetime of a datum, or the time
required for an operation to be performed.
To be as general as possible, we parameterize our calculus with respect to a set and
a function which describe the time corresponding to the execution of a functional and
a temporal step, respectively. These time intervals may depend on the current programs
and the state of the dataspace. More precisely, we assume what follows:
2 As we will discuss in the following, the results we prove hold also if we consider dense or continuous
time (instead of discrete time) at the price of taking the non-Zeno assumption, that is, it is impossible to
put in3nitely many time increments in a 3nite time interval.
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• #" ⊆ N is a set of time intervals indicating the time needed for executing a functional
step. We only assume that at least one possible time interval is de3ned, i.e., #" = ∅.
• #√ : Prog×DataSpace→P(N+) is a function which associates to each pair, com-
posed of a program P and a dataspace DS, a set of time intervals all di0erent from
0. These intervals represent the amount of time corresponding to the execution of
a
√
transition. In this case, we simply assume that if DS = ∅ then #√(P;DS) = ∅
for any P. This means that, if there exists at least one term sensible to the passing
of time (i.e., at least one temporary datum), time may elapse independently of the
currently active programs.
Observe that #" is a 3xed set and not a function depending on, e.g., (i) the coordination
operation which is actually executed or (ii) the current state of the dataspace. In the
case (i), for instance, it could be possible to model the fact that an in(a) operation is
more time consuming than a out(a) operation because it requires to verify the presence
of datum a in the current state of the dataspace, while an out operation can be always
executed whatever is the current state; (ii) could permit to model the fact that a test
for absence operation could be much more time consuming in a huge dataspace than in
a small one. In spite of this observation, for the sake of simplicity we have decided to
consider #" as a 3xed set because, as it will be clear in the following, this simpli3cation
does not limit our capability to instantiate in our calculus signi3cant models of time.
Hence, this choice does not limit the relevance of our results.
We are now ready to present the syntax of programs for the new calculus. The
unique di0erence with respect to the calculus with permanent data is that we add a
parameter to the output operation which represents the minimal lifetime of the datum.
P ::= 0 | in(a):P | out(a; t):P | inp(a)?P P | P|P | K:
Also in this case we use Prog, ranged over by P, Q, : : : ; to denote the set of programs.
As far as the modeling of the dataspace is concerned, we add the indication of the
expiration time to the data inside the repository: more precisely, we use 〈a〉t to denote
an instance of datum a with expiration time t. The index t is sometimes omitted when
not relevant. Formally, we rede3ne
DataSpace =M({〈a〉t | a ∈ Name; t ∈ N}):
The con3gurations of the new calculus should comprise also the indication of the
current time. To this aim, we add a third component to con3gurations:
Conf = {[P;DS; t] |P ∈ Prog; DS ∈ DataSpace; t ∈ N}:
In the following, we sometimes omit also this third component t in the case the current
time has no relevance.
The operational semantics for the new calculus is de3ned by the labelled transition
system (Conf; Label;→), where Label= {";√}, and → is the least labelled transition
relation satisfying the axioms and rules (1)–(6) and (8) in Table 2, plus either axiom
(7u), for the variant of the calculus with unordered collection, or axiom (7o), for the
variant of the calculus with ordered collection.
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Table 2
The operational semantics for temporary data (symmetric rule of (5) omitted)
(1) [in(a):P; 〈a〉⊕DS; t] "→[P;DS; t + t] t ∈#"
(2) [out(a; t′):P; DS; t] "→[P; 〈a〉t+t+t′ ⊕DS; t + t] t ∈#"
(3) [inp(a)?P Q; 〈a〉⊕DS; t] "→[P;DS; t + t] t ∈#"
(4) [inp(a)?P Q;DS; t] "→[Q;DS; t + t] t ∈#" and
〈a〉t′ =∈DS for any t′
(5)
[P; DS; t] "→[P′; DS′; t′]
[P|Q; DS; t] "→[P′|Q; DS′; t′]
(6)
[P; DS; t] "→[P′; DS′; t′]
[K; DS; t] "→[P′; DS′; t′]
K =P
(7u) [P; 〈a〉t′ ⊕DS; t] "→[P;DS; t + t] t ∈#" and t′6t
(7o) [P; 〈a〉t′ ⊕DS; t] "→[P;DS; t + t] t ∈#" and t
′6t and
t′=min{t | 〈b〉t ∈DS}
(8) [P;DS; t]
√
→[P;DS; t + t] t ∈#√(P;DS)
As stated above, the two labels " and
√
are used to distinguish the functional from
the temporal transitions.
The axioms and rules (1)–(6) are simple adaptations of the corresponding axioms
and rules in Table 1. The unique di0erence is that, whenever a coordination operation
is performed, the current time is incremented according to what indicated by #".
Observe that axiom (2) computes the expiration time of the produced datum con-
sidering the current time at the moment the datum is e0ectively introduced in the
dataspace, i.e., the time instant t + t.
The two new axioms (7u) and (7o) de3ne the unordered and the ordered collec-
tion policies, respectively: (7u) removes one of the expired data (simply by checking
whether its expiration time precedes the current time) while (7o) removes one of the
data which expired 3rst (requiring also that the expiration time is the minimum among
those associated to the data currently in the dataspace).
The last axiom (8) models temporal transitions: given [P;DS; t], the current time t
can be incremented by one of the intervals t belonging to the set #√(P;DS). Note that
the increment depends on the current program P and dataspace DS: this is an important
feature which allows us to instantiate in our process calculus di0erent models of time.
3.1. Instantiating models of time
Our model of time is parametric with respect to the set #" and the function #√.
Here, we show that by instantiating these two parameters, it is possible to represent in
our setting di0erent time models presented in the literature. In particular, we consider
the unique calculi which, to the best of our knowledge, consider time in the shared
dataspace coordination model: (i) the formal modeling of JavaSpaces reported in [5],
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(ii) the timed Linda Language of [7], and (iii) the class of timed process calculi
reported in [11].
The time model of [5] can be summarized as follows: the execution of a coordination
action takes no time, there is no notion of current time, and the behaviour of the terms
sensible to the passing of time is modeled by associating timeouts to these terms.
These timeouts represent delays, after which the behaviour of the corresponding term
change. The active timeouts in a con3guration are all simultaneously reduced by 1,
whenever a special time transition, labelled with
√
, is performed. Transitions labeled
with
√
can be always activated, independently of the current con3guration. In our
process calculus, the same temporal behaviour can be obtained simply by instantiating
#" = {0} and #√(P;DS)= {1} for any P and DS.
In the timed Linda Language of [7], there exists an explicit timeout operation which
behaves similarly to the delays described above. The main di0erence is that all the
actions (and not only the time actions) take exactly one time unit. Moreover, time
can pass only when a coordination operation is performed or there exists at least
one active timeout. In our setting, we can model the same approach by instantiating
#" = {1}, #√(P;DS)= {1} for any P and DS = ∅, and #√(P; ∅)= ∅ for any P. The
main di0erence with respect to our calculus is that in [7] the terms sensible to the
passing of time are those comprising at least an active timeout, while in our calculus
they are the temporary data.
Observe that these two instantiations of #" and #√ satisfy our assumptions. Thus, the
results that we prove in the next two sections apply to both the model of time of [5,7].
A 3nal remark is devoted to the model of time adopted in [11], that is, the two-phase
functioning. According to their approach, the execution of operations take no time, and
time passes only when no operation can be performed, that is, operations are urgent
and cannot be delayed.
We can consider a class of instantiations which follows the same approach. It is
enough to assume #" = {0}, #√(P;DS)= ∅ if there exists C such that [P;DS; t] "→C
for some t, and #√(P;DS) = ∅, otherwise. In this way, temporal actions can be taken
if and only if no functional operation can be performed. It is important to observe
that this instantiation does not satisfy the assumption we make about the function
#√. As a counter-example, consider the con3guration C = [in(a); 〈a〉t′ ; t] with t¡t′.
This con3guration has clearly at least one outgoing transition labelled with "; thus
#√(in(a); 〈a〉t′)= ∅. This contrasts with the assumption that the function #√ cannot
be empty for dataspaces which contain at least one datum. Informally, this means that
in the con3guration C the execution of in(a) is urgent and cannot be delayed; this
contrasts with the lazy approach we adopt.
As we will describe in the following, the assumption we make on #√ is necessary
to prove the discrimination results reported in Sections 4.2 and 5.2. Hence, the results
proved in those sections do not hold under the two-phase functioning approach.
3.2. Notation
In the following, we use & to range over Label, i.e., & may be either " or
√
. We
use N& to denote a sequence of labels, namely, N&= &1&2 : : : &n where each &i is either
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" or
√
. With C N&→C′, where N&= &1&2 : : : &n we denote the sequence of transitions
C &1→C1 : : : Cn−1 &n→C′.
In the process calculus with temporary data we need to rede3ne the notion of termi-
nation and divergence. A con3guration C is terminated (denoted by C 9 ) if it has no
more the ability to perform any functional step, i.e., for any C′ such that C N&→C′ there
exists no C′′ s.t. C′ "→C′′. A con3guration C has a terminating computation (denoted
by C ↓) if it has the ability to reach a terminated con3guration, i.e., there exists N&
such that C N&→C′ and C′ 9 . A con3guration C has an in3nite computation (denoted
by C ↑) if there exists an in3nite computation starting from C which contains an in3-
nite amount of functional transitions, i.e., there exists an in3nite sequence C0; C1; C2; : : :
such that C =C0 and, for each i¿0, we have Ci
&i→Ci+1 and, for any j, there exists
k¿0 such that &j+k = ".
For the new calculus, we introduce the notion of uniform con3guration, useful in
order to characterize an interesting superclass of deterministic processes. A con3gura-
tion C is uniform w.r.t. termination (uniform for short) if it satis3es the following: if
C has a terminating computation, then all its computations are 3nite. Formally, C is
uniform if and only if C↓ implies C ↑.
Also in the calculus with temporary data, we consider the structural congruence ≡
for programs de3ned exactly as for the calculus with permanent data. Following the
approach described for permanent data we will make no distinction between [P;DS; t]
and [P′; DS; t] in the case P≡P′.
4. Unordered collection
In this section we consider the new calculus with temporary data under the assump-
tion that the collection policy is unordered. In particular, we prove an expressiveness
gap with respect to the calculus with permanent data: 3rst of all we show that the
RAM encoding presented in Section 2.1 cannot be directly adapted to cope with tem-
porary data. Then, we show the existence of an alternative, nondeterministic encoding,
which preserves termination only; 3nally, we show that it is not possible to de3ne any
divergence preserving encoding because C↑ is decidable.
4.1. A termination preserving encoding of RAMs
The approach followed in the encoding of RAMs presented in Section 2.1 cannot
be directly adapted to work under temporary data. Indeed, it could happen that a tuple
〈rj〉, which represents a unit inside the register rj, expires and is removed. In this way,
an undesired decrement of the register rj occurs.
Nevertheless, it is possible to adopt a more sophisticated approach, permitting to
de3ne a nondeterministic encoding of RAMs which preserves at least termination.
This encoding checks whether an undesired decrement of a register occurred during a
completed 3nite computation; if this happens, we force the computation to diverge. In
this way, if the computation terminates it is a correct computation.
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In order to check the occurrence of undesired decrements of registers, we use the
fact that the computation of the RAM we consider start and 3nish with all the registers
empty; for this reason a completed RAM computation contains the same number of
increments and decrements.
The encoding is modi3ed by producing two particular programs LOOP and KILL
every time an increment or a decrement is performed, respectively. LOOP has the
ability to perform an in3nite computation until it communicates with an instance of
the program KILL. In this way, if the total number of increments is strictly greater
than the total number of decrements then the computation cannot terminate, due to
the existence of some LOOP programs unable to synchronise with a corresponding
KILL program. For this reason, if the computation terminates we can conclude that no
undesired decrements of register occurred thus it is a correct computation. On the other
hand, if the computation does not terminate we cannot conclude anything about the
corresponding RAM because it could be the case that the computation diverges due to
the presence of some LOOP programs. LOOP and KILL are de3ned as follows:
LOOP = inp(a)?0 LOOP;
KILL= out(a; t):0;
where t can be any time interval. Observe that it could happen that a datum 〈a〉t , pro-
duced by some KILL program, expires and is removed before being consumed by any
corresponding LOOP program. If this happens, the corresponding LOOP program will
loop forever, implying that the computation will never terminate. As we are interested
in terminating computations only, this does not introduce any undesired behaviours.
The new encoding rede3nes the program constants Pi by adding the spawning of the
KILL and LOOP programs:
Pi = out(rj; t):(LOOP|Pi+1) if Ii = Succ(rj);
Pi = inp(rj)?(KILL|Pi+1) Ps if Ii = DecJump(rj; s):
Finally, the encoding of the state (i; c1; c2; : : : ; cn) is de3ned as follows:
<(i; c1; c2; : : : ; cn)=R =
{[
Pi
∣∣∣∣ n∏
l=1
∏
cl
LOOP;
n⊕
l=1
cl⊕
k=1
〈rl〉tl;k ; t
]∣∣∣∣ t; tl;k ∈ N
}
;
where by
∏
j P we denote the parallel composition of j instances of the program P. The
encoding is de3ned as a set of con3gurations, because di0erent expiration times can
be associated to the data, as well as di0erent current times can be considered. Observe
that each instance of datum rl is equipped with a corresponding program LOOP.
The proof that the encoding preserves termination is based on two separated the-
orems. The 3rst shows that each computation of the RAM may be simulated by a
computation of the encoding.
Theorem 2. Given a state (i; c1; c2; : : : ; cn), a RAM program R and a con;guration
C ∈ <(i; c1; c2; : : : ; cn)=R, we have that if (i; c1; c2; : : : ; cn)→R (i′; c′1; c′2; : : : ; c′n) then there
exists C′ such that C "
+
→C′ and C′ ∈ <(i′; c′1; c′2; : : : ; c′n)=R.
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Proof. By case analysis.
As we are assuming that terminal RAM states have all the registers empty, we
have also that the corresponding encoding contains no LOOP programs, thus it is
terminated. Due to this observation and the above theorem, we can conclude that a
RAM computation leading to a terminal state has a corresponding 3nite computation
of the encoding.
The second theorem states that any partial computation of an encoding can be either
extended to reach a correct con3guration or it can only admit in3nite computations.
For the proof of this theorem we need a preliminary lemma and de3nition, charac-
terizing the con3gurations reachable from the encoding of the initial state of the RAM.
These con3gurations, called henceforth quasi-encodings, are formed by:
• the encoding of a state of the RAM,
• kl pairs of LOOP and KILL programs (and na pairs of their derivatives),
• ul possible occurrences of LOOP programs not matched by a corresponding KILL
program:
E(i; c1; : : : ; cn; kl; ul; na)=
{[Pi|
∏
kl(KILL|LOOP)|
∏
na+ul LOOP|
∏n
l=1
∏
cl LOOP;⊕na
j=1〈a〉tj ⊕
⊕n
l=1
⊕cl
m=1〈rl〉tl; m ; t]|t; tl;m; tj ∈N}.
The following lemma states that any con3guration reachable from the encoding of the
initial state of a RAM is a quasi-encoding, either corresponding to the encoding of a
reachable state of the RAM or having at least one unmatched LOOP program. More-
over, if the con3guration contains an unmatched LOOP, then at least one unmatched
LOOP will remain present in any reachable con3guration.
Lemma 4.1. Given an initial con;guration (1; 0; 0; : : : ; 0), a RAM program R and
a con;guration C ∈ <(1; 0; 0; : : : ; 0)=R, we have that if C N&→C′ then there exist i′; c′1;
: : : ; c′n; kl
′, ul′; n′a such that C
′ ∈E(i′; c′1; : : : ; c′n; kl′; ul′; na′) and one of the following
conditions holds:
(1) ul′=0 and (1; 0; 0; : : : ; 0)→∗R (i′; c′1; c′2; : : : ; c′n)
(2) ul′¿0 and if C′ N&
′
→C′′ then there exist i′′; c′′1 ; : : : ; c′′n ; kl′′; ul′′; na′′ such that C′′ ∈
E(i′′; c′′1 ; : : : ; c
′′
n ; kl
′′; ul′′; na′′) and ul′′¿0.
Proof. By induction on the length of C N&→C′.
A further lemma allows us to state that whenever a con3guration containing an un-
matched LOOP is reached during the computation of a RAM encoding, the computation
cannot terminate.
Lemma 4.2. Given an initial state (1; 0; 0; : : : ; 0), a RAM program R and a con;gura-
tion C ∈ <(1; 0; 0; : : : ; 0)=R, we have that if C N&→C′ and C′=E(i; c1; : : : ; cn; kl; ul+1; na),
then C′ has no terminating computations.
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Proof. By condition (2) of Lemma 4.1 and observing that each each con3guration
containing an unmatched LOOP contains a program inp(a)?P Q, which can always
perform one functional move.
Theorem 3. Given an initial state (1; 0; 0; : : : ; 0), a RAM program R and a con;gu-
ration C ∈ <(1; 0; 0; : : : ; 0)=R, we have that if C N&→C′ then one of the following holds:
(1) there exists C′′ such that C′ N&
′
→C′′ and C′′ ∈ <(i; c1; c2; : : : ; cn)=R where (1; 0; 0;
: : : ; 0)→∗R (i; c1; c2; : : : ; cn);
(2) C′ has only in;nite computations.
Proof. A consequence of Lemmas 4.1 and 4.2.
A consequence of this theorem is that any computation of an encoding leading to a
terminated con3guration corresponds to a correct RAM computation.
Finally, we can conclude that the encoding preserves termination.
Corollary 4.3. Given a RAM program R and a con;guration C ∈ <(1; 0; 0; : : : ; 0)=R, we
have that R↓ if and only if C↓.
Proof. A consequence of Theorems 2 and 3.
Hence, we can conclude that termination is undecidable under the unordered collec-
tion policy.
4.2. Divergence is decidable
In order to show the impossibility to de3ne a divergence preserving encoding, we
prove that C↑ is decidable. In order to prove this result we resort to a semantics in terms
of place=transition nets extended with reset arcs, a formalism for which the existence
of an in3nite 3ring sequence is decidable (see [8]). Here, we report a de3nition of this
formalism adapted to our purposes.
Denition 4. Given a set S, we denote by Pfin(S) andMfin(S) the set of the 3nite sets
and multisets on S, respectively. A Place=Transition net (or P=T net) with reset arcs is
a triple N =(S; T; m0) where S is the set of places, T is the set of transitions (which
are triples (c; p; r)∈Mfin(S)×Mfin(S)×Pfin(S) such that r has no intersection with
both c and p), and m0 is a 3nite multiset of places. Finite multisets over the set S
of places are called markings; m0 is called initial marking. Given a marking m and
a place s, m(s) denotes the number of occurrences of s inside m and we say that the
place s contains m(s) tokens. A P=T net with reset arcs is 3nite if both S and T are
3nite.
A transition tr=(c; p; r) is usually written in the form c r→p and r is omitted
when empty. The marking c is called the preset of t and represents the tokens to
be consumed. The marking p is called the postset of t and represents the tokens to
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be produced. The set of places r denotes the reset places. The meaning of r is the
following: when the transition 3res all the tokens inside a place in r are removed.
A transition tr=(c; p; r) is enabled at m if c ⊆ m. The execution of the transition
produces the new marking m′ such that m′(s)=m(s)− c(s)+p(s) if s is not in r, and
m′(s)= 0 otherwise. This is written as m tr→m′ or simply m→m′ when the transition
tr is not relevant. A marking m is dead if no transition is enabled at m. The net has
a deadlock if it has a legal 3ring sequence leading to a dead marking.
The basic idea underlying the de3nition of an operational net semantics for a process
calculus is to decompose a term into a multiset of sequential components, which can be
thought of as running in parallel. Each sequential component has a corresponding place
in the net, and will be represented by a token in that place. Reductions are represented
by transitions which consume and produce multisets of tokens.
In our particular case we deal with di0erent kinds of sequential components repre-
senting the programs in(a):P, out(a; t):P, or inp(a)?P Q.
Any datum is represented by a token in a particular place 〈a〉. The way we represent
input and output operations is standard; in(a) removes a token from the place 〈a〉, while
out(a) produces a new token in the same place. In order to model the collection of
expired data, we connect to each place 〈a〉 a transition which simply removes a token
from the place.
More interesting is the mechanism we adopt to model the execution of an inp(a)
operation. The idea is that whenever an inp(a)?Q R process moves, the corresponding
net may have two possible behaviours: either (i) a token is consumed from place 〈a〉
and the continuation Q is activated, or (ii) the continuation R is activated and all the
tokens in the place 〈a〉 are removed. This global consumption is achieved by using a
reset arc.
The behaviour (i) corresponds to the successful execution of the inp(a) operation,
while (ii) corresponds to the execution of the else branch of the inp. As in P=T nets
with reset arcs it is impossible to test the absence of tokens in place 〈a〉, the transition
inp-(a,Q,R) compensates this impossibility by 3rst removing all tokens in 〈a〉. The
execution of this transition corresponds to a sequence of moves in the calculus: 3rst
each available datum a expires, then they are all removed, and 3nally the else branch
of the inp(a) operation is taken (this is now possible because no 〈a〉 is available any
more).
The axioms in the 3rst part of Table 3, describing the decomposition of programs
and dataspaces in corresponding markings, state that the agent 0 generates no tokens; a
sequential component produces one token in the corresponding place; a program con-
stant is treated as its corresponding program de3nition; and the parallel composition
is interpreted as multiset union, i.e, the decomposition of P|Q is dec(P)⊕dec(Q).
On the other hand, the decomposition of dataspaces is obtained simply by remov-
ing the time index from each single datum. Given a con3guration C = [P;DS; t] we
de3ne dec(C)=dec(P)⊕dec(DS) the marking containing the representation of both
the active processes and the available data. Observe that the current time t of the
con3guration does not play any role in the de3nition of the corresponding marking.
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Table 3
De3nition of the decomposition function dec and net transitions T
dec(0)= ∅ dec(in(a):P)= {in(a):P}
dec(out(a; t):P)= {out(a):P} dec(inp(a)?P Q)= {inp(a)?P Q}
dec(K)=dec(P) if K =P dec(P|Q)=dec(P)⊕dec(Q)
dec(〈a〉t ⊕DS)= 〈a〉⊕dec(DS) dec(∅)= ∅
in(a,Q) in(a):Q⊕〈a〉→dec(Q)
out(a,Q) out(a):Q→〈a〉⊕dec(Q)
dis(a) 〈a〉→∅
inp+(a,Q,R) inp(a)?Q R⊕〈a〉→dec(Q)
inp-(a,Q,R) inp(a)?Q R
〈a〉→ dec(R)
The axioms in the second part of Table 3 de3ne the possible transitions denoted
by T. Axioms in(a,Q) and out(a,Q) deal with the execution of the primitives in(a)
and out(a), respectively: in the 3rst case a token from place 〈a〉 is consumed, in the
second one it is introduced. Axiom dis(a) removes one token from 〈a〉 in order to
model one datum 〈a〉, selected by the expired data collector, which is removed. Finally,
axioms inp+(a,Q,R) and inp-(a,Q,R) describe the two possible behaviours for the
inp(a) operation; in the 3rst case a token from place 〈a〉 is consumed and the 3rst
continuation is activated, in the second case the second continuation is activated and
all the tokens in 〈a〉 are removed as e0ect of the presence of the reset arc.
Denition 5. Let C = [P;DS; t] be a con3guration such that P has the following re-
lated program constant de3nitions: K1 =P1; : : : ; Kn=Pn. We de3ne the triple Net(C)=
(S; T; m0), where:
S = {Q | Q is a sequential component of either P; P1; : : : ; Pn}
∪{〈a〉| a is a message name in either P; P1; : : : ; Pn; or DS}
T = {c r→p ∈T | the sequential components and the data in c are also in S}
m0 = dec(C):
Given a con3guration C the corresponding Net(C) is a 3nite P=T net with reset arcs.
As an example, we report Net([out(a; t):P|(inp(a)?Q R; ∅; t]) in Fig. 1.
In order to prove that C↑ is decidable, we show that for any con3guration C,
Net(C) has an in3nite computation if and only if C↑. This is a consequence of the
following theorem based on three sentences. The 3rst states that each functional step
of the con3guration C is matched by a transition in the corresponding net, whereas
the second states that each temporal step can be simulated in the net by performing no
move (i.e., the source and target of a temporal step correspond to the same marking).
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Fig. 1. The P=T net with reset arc Net([out(a; t):P|inp(a)?Q R; ∅; t]).
The third sentence states a similar symmetric result: each transition 3rable in the net
can be mimicked by a sequence of steps, containing at least a functional one, of the
corresponding con3guration.
Theorem 6. Consider the net Net(D) for some con;guration D. Let m be a marking
of Net(D) such that m=dec(C) for some con;guration C.
(1) If C "→C′ then m r→dec(C′) in Net(D).
(2) If C
√
→C′ then dec(C′)=dec(C).
(3) If m r→m′ then C N&" N&→ C′, with dec(C′)=m′.
Proof. The proof of the 3rst part is by induction on the derivation of the move C "→C′,
and then by case analysis on the last rule.
For the second part, observe that the decompositions of the source and the target of
any instance of axiom (8) correspond to the same marking of the net.
The proof of the third sentence is by cases on the possible transitions.
The only nontrivial case is when the move is obtained by 3ring transition inp-
(a,P,Q). As this transition can 3re even if place 〈a〉 contains tokens, its e0ect is
reproduced in the calculus by a sequence of moves. First, a sequence of temporal steps
is performed in order to reach an execution time greater than the expiration time of
any instance of datum a; then, all the (now expired) occurrences of a are collected
by repeated application of axiom (7u); at this point, the dataspace does not contains
data of kind a and the functional step obtained by axiom (4) is performed. Note that
the existence of an initial sequence of temporal steps, leading to a suMciently large
execution time, is ensured by the assumption on function #√ (namely, it is always
possible to let time pass if the dataspace is not empty), and because time is represented
by natural numbers.
We are now ready to prove that the net semantics preserves divergence.
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Corollary 4.4. Given a con;guration C, we have that C↑ if and only if Net(C) has
an in;nite ;ring sequence.
As the existence of an in3nite 3ring sequence is decidable for P=T nets with reset arcs
[8], we can conclude that divergence is decidable also for the calculus with temporary
data under the unordered collection policy.
Finally, we point out that the net semantics presented in this section ignores the
information about time contained in a con3guration, and the collection of expired data
is simply represented by transitions that remove one token form places corresponding
to data. This means that, under the lazy approach to time modeling, there is a tight
relationship between temporary data with unordered collection and lossy=ephemeral data
[1], i.e., data that can vanish at any moment after their creation. In fact, if we map a
con3guration of the calculus with temporary data in the con3guration of a calculus with
ephemeral data obtained by dropping all the time informations, the following properties
are veri3ed. Any computation of a con3guration of the calculus with temporary data can
be transformed in a computation of the corresponding con3guration in the calculus with
ephemeral data, by removing all time passing steps. On the other hand, a computation
of the calculus with ephemeral data can be converted in a computation of the calculus
with temporary data, by replacing each “disappearance” of a datum a by a sequence
of time passing steps, suMcient to make an instance of datum a expire, followed by a
collection of the expired datum.
5. Ordered collection
Here we prove the main results regarding the ordered collection policy: (i) C↑ is
no longer decidable because a divergence preserving encoding of RAM exists, and (ii)
there exists no encoding of RAM which preserves both termination and divergence.
5.1. A divergence preserving encoding of RAMs
In the previous section we have discussed that it is not possible to de3ne a divergence
preserving encoding of RAMs when using temporary data under the unordered collec-
tion policy. The reason is that it is not possible, in the case of in3nite computation, to
check whether an undesired decrement of register occurs during the computation. Here
we show that when moving to ordered collection this check becomes possible.
The encoding presented in this section is based on the following idea. Each datum
〈rj〉 is produced with an associated granted lifetime t. The granted lifetime is renewed
before the execution of each instruction. The renewal is realized by removing and
reproducing each datum. Between two subsequent renewals we check whether some of
the data expire and are removed by exploiting the following technique: before the 3rst
renewal we produce a special datum with a granted lifetime t′ shorter than t, then
we check if this datum is still present at the end of the second renewal. In the case this
special datum is still available, this means that the data emitted during the 3rst renewal
surely did not disappear before the second one (otherwise also the special datum should
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be removed as it should expire 3rst). On the other hand, if the special datum expires
and is removed, we can no longer conclude that the computation is valid; in this case
we block the computation. This forced termination is not a limitation of the encoding
as we are interested in preserving the in3nite computations only.
Concerning the renewal procedure, we have to divide it in two phases: 3rst we
rename each 〈rj〉 in 〈sj〉, and then each 〈sj〉 in 〈rj〉. In order to do this we need also
two di0erent special data 〈a〉 and 〈b〉.
The refreshing procedure is embedded in each program constant de3nition Pi. The
new de3nitions are parametric in a program constant Qi representing the e0ective part
of the computation:
Qi = out(rj; t):Pi+1 if Ii = Succ(rj);
Qi = inp(rj)?Pi+1 Ps if Ii = DecJump(rj; s):
All the Qi for indexes i outside the range of the instruction indexes are de3ned Qi = 0.
We are now ready to de3ne the program constant Pi:
Pi = out(b; t′):R1toSi1;
Rk toSik = inp(rk)?(out(sk ; t):Rk toS
i
k Rk+1toS
i
k+1 for k ∈ {1; : : : ; n− 1}
RntoSin = inp(rn)?(out(sn; t):RntoS
i
n) (in(a):out(a; t
′):S1toRi1);
Sk toRik = inp(sk)?(out(rk ; t):Sk toR
i
k) Sk+1toR
i
k+1 for k ∈ {1; : : : ; n− 1};
SntoRin = inp(sn)?(out(rn; t):SntoR
i
n) (in(b):Qi);
where t and t′ are two time intervals such that t′¡t.
We assume that before the execution of the program Pi the special datum 〈a〉 has
been already emitted. In order to ensure this, we start the computation with the program
out(a; t′):Q1 instead of Q1 only.
We de3ne the encoding of a RAM program R in the initial state of the computation
as
InitR = [out(a; t′):Q1; ∅; t];
where t can be any time.
A rigorous proof the correctness of the encoding w.r.t. diverging computations is
rather technical and requires a quite heavy notation to represent all the con3gurations
reachable from InitR; for this reason, we omit the low level details of the proofs and
provide an explanation of the underlying ideas.
We start observing that each con3guration [P;DS; t] reachable from the initial con-
3guration InitR satis3es the following properties, concerning the shape of the program,
the kind of data contained in the dataspace and the relationship among the expiration
times of such data.
The program P is either equal to one of the constants Qi, Pi, RktoSik or SktoR
i
k , for
some i and k, or to a program obtained from one of the aforementioned constants by
executing at most three functional steps.
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The data contained in any reachable con3guration are of the following kind: 〈rj〉t ,
〈sj〉t , 〈a〉t and 〈b〉t . Moreover, the following constraints are satis3ed:
• at most one occurrence of datum of kind a is present;
• if 〈a〉t appears in the dataspace, then its expiration time is strictly lower than the
expiration time of any datum of kind 〈rj〉t′ available in the dataspace;
• at most one occurrence of datum of kind b is present;
• if 〈b〉t appears in the dataspace, then its expiration time is strictly lower than the
expiration time of any datum of kind 〈sj〉t′ available in the dataspace.
The following lemma states that whenever a datum is removed, because it has expired
during a computation starting from the initial con3guration InitR, the computation can
no more continue in3nitely. This ensures that an in3nite computation does not contain
any undesired data withdrawal (due to data expiration).
Lemma 5.1. Consider a RAM program R. Let C be a con;guration such that InitR
N&→C. If there exists C′ such that C "→C′ and the derivation of the transition makes
use of axiom (7o) then C′ has no in;nite computations.
Proof. The proof is by case analysis on the shape of con3guration C.
Let C "→C′, with C = [P;DS; t]. If derivation of this transition makes use of axiom
(7o), the removed datum is one of the following:
• the unique instance of the expired datum a is removed. In this case, it is possible
to show that no other instance of a can be produced, and any possible execution
leads, in a 3nite number of steps, to the intermediate point of execution of program
RntoSin where the only possible operation to be performed is in(a); as the dataspace
does not contain data of kind a, a terminated con3guration has been reached.
• an instance of rj is removed. As a consequence of the properties of the dataspace
of any reachable con3guration, we have that no datum a is present; moreover, the
fact that at least one instance of rj was contained in the dataspace ensures that
P does not correspond to the intermediate point of the execution of RntoSin where
the next operation to be performed is out(a; t′). As in the previous case, after a
3nite number of steps the only possible operation to be performed is in(a), i.e. a
terminated con3guration is reached.
• the unique instance of the expired datum b is removed. This case is similar to the
3rst one.
• an instance of sj is removed. This case is similar to the second one.
The next lemma is useful to prove that in the case no consumption of expired data
is performed, then the computation of the initial InitR con3guration proceeds determin-
istically.
Lemma 5.2. Let C be a con;guration such that InitR
N&→C. If there exist C′; C′′ such
that C "→C′ and C "→C′′, and the derivations of the two transitions do not make
use of axiom (7o), then there exist P, DS, t′, and t′′ such that C′= [P;DS; t′] and
C′′= [P;DS; t′′].
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Proof. By case analysis on the shape of con3guration C.
The following notation is used to denote con3gurations reachable during a compu-
tation of the RAM program R:
<(i; c1; : : : ; cn)=R = {[Qi; 〈a〉ta ⊕
⊕n
j=1
⊕cj
k=1〈rj〉tj;k ; t] | tj;k ; ta; t ∈ N}:
The encoding is de3ned in terms of a set of con3gurations, because di0erent expiration
times could be associated to the currently available data, and also di0erent current times
could be taken into account.
We are now ready to prove that each computation step of the considered RAM
program can be simulated by a sequence of steps in our encoding.
Theorem 5.3. Consider a RAM program R. Let (i; c1; : : : ; cn) be a con;guration reach-
able during the computation of the program R, and take C ∈ <(i; c1; : : : ; cn)=R. If (i; c1;
: : : ; cn)→R (i′; c′1; : : : ; c′n) then there exists C′ ∈ <(i′; c′1; : : : ; c′n)=R such that C "
+
→C′.
Moreover, no one of the proofs of these transitions makes use of axiom (7o).
Proof. By case analysis on the move of the RAM.
The next theorem and the subsequent corollary state that an in3nite computation
starting from the initial InitR con3guration correctly simulates the in3nite computation
of the corresponding RAM program R.
Theorem 5.4. Consider a RAM program R.
Let InitR
&1→C1 : : : &n→Cn : : : be an in;nite computation.
If Ck ∈ <(i; c1; : : : ; cn)=R then there exist i′; c′1; : : : ; c′n; and j such that
(i; c1; : : : ; cn)→R (i′; c′1; : : : ; c′n), j¿k, and Cj ∈ <(i′; c′1; : : : ; c′n)=R.
Proof. A consequence of Lemma 5.1, Theorem 5.3 and (repeated application of)
Lemma 5.2.
Corollary 5.5. Consider a RAM program R. Let InitR
&1→C1 : : : &n→Cn : : : be an in;nite
computation. Then also R has an in;nite computation.
Proof. By repeated application of Theorem 5.4.
Finally, we can conclude that the encoding preserves divergence.
Corollary 5.6. Given a RAM program R, we have that R↑ if and only if InitR ↑.
Proof. The only if part is a direct consequence of Theorem 5.3, while the if part has
been proved in Corollary 5.5.
Finally, we can conclude that divergence is undecidable under the ordered collection
policy.
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5.2. Divergence is decidable (for uniform con;gurations)
Here we prove that divergence is decidable for uniform con3gurations. We recall
that a con3guration is uniform (with respect to termination) if it satis3es the following
condition: if the con3guration has a terminating computation then all its computations
are terminating (see Section 3.2 for the formal de3nition).
This decidability result is exploited to prove the impossibility to de3ne a RAM
encoding preserving both termination and divergence. The proof proceeds by contra-
position. We 3rst assume the existence of such an encoding; then we show that, for
each RAM, the corresponding target w.r.t. the encoding should be a con3guration uni-
form with respect to termination; 3nally, we prove that divergence is decidable for
uniform con3gurations. As we have assumed that the encoding preserves divergence,
this implies that also the divergence of RAMs is decidable (which is clearly false).
Let suppose, by contraposition, that there exists a divergence and termination pre-
serving encoding of RAMs: if the RAM terminates then its target con3guration has
only 3nite computations, while if the RAM diverges then its target con3guration has
only in3nite computations. Hence, such a target con3guration is uniform.
We resort to P=T nets to prove that, for any uniform con3guration, it is decidable
whether it has a divergent computation. The P=T net semantics de3ned for the un-
ordered collection is not satisfactory under the ordered policy. This because when a
transition inp-(a,Q,R) 3res, the connected reset arc removes all the tokens from the
place 〈a〉 only. However, it could be the case that also other data expire before some of
the data 〈a〉; due to the ordered collection policy, also these data should be removed.
In order to overcome this limitation, we de3ne a new net semantics by applying the
following two modi3cations to the net semantics presented in Section 4.2.
The 3rst variation consists of replacing the transition inp-(a,Q,R) with an extended
version, called henceforth Einp-(a,Q,R), consisting in adding a reset arc between
this transition and any place representing data. In this way, when a Einp-(a,Q,R)
transition 3res, all the data are removed. This behaviour corresponds to a sequence of
computation steps in which 3rst all the data expire, then they are globally removed,
and 3nally the considered inp(a) fails.
The second di0erence with respect to the previous net semantics is that we remove
the transition dis(a); indeed, this mechanism, which was used to simulate the with-
drawal of expired data under the unordered collection policy, allows a datum to be
withdrawn independently of the other data currently available. This approach does not
satisfy the time constraints imposed by the ordered collection policy.
Formally, given a con3guration C and the previously de3ned corresponding P=T
net with reset arcs Net(C)= (S ′; T ′; m′0), we de3ne the new net semantics Net(C)=
(S; T; m0) as follows:
S = S ′
T = T ′ \ {tr | tr is either one of the inp-(a,Q,R) or dis(a) transitions}
∪{tr = c {〈b〉|〈b〉∈S}→ p | c {〈a〉}→ p ∈ T ′ for some a}
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m0 =m′0
here \ denotes set di0erence.
The new net semantics has the following properties.
The next lemma states that each transition in the net can be mimicked by one or
more moves of the corresponding con3guration.
Lemma 5.7. Let Nnet(D) be the net corresponding to some con;guration D. Let C
be a con;guration such that dec(C) is a marking of Nnet(D). If dec(C) r→m′ then
there exists a con;guration C′ such that dec(C′) = m′ and C N&" N&→ C′.
Proof. The proof is by case analysis on the possible transitions.
The only nontrivial case is when the move is obtained by 3ring transition Einp-
(a,P,Q). As this transition can 3re even if place 〈a〉 contains tokens, its e0ect is
reproduced in the calculus by a sequence of moves. First, a sequence of temporal steps
is performed in order to reach an execution time greater than the expiration time of
any datum in the dataspace; then, all the (now expired) data are collected by repeated
application of axiom (7o); at this point, the dataspace does not contains data of kind
a and the functional step obtained by axiom (4) is performed. Note that the existence
of an initial sequence of temporal steps, leading to a suMciently large execution time,
is ensured by the assumption on relation #√ (namely, it is always possible to let
time pass if the dataspace is not empty), and because time is represented by natural
numbers.
Corollary 5.8. Let Nnet(C) be the net corresponding to some con;guration C. If
dec(C)→∗ m′ in Nnet(C), then there exists a con;guration C′ such that C "
∗
→C′ and
m′=dec(C′).
The following lemma states that a computation in the net which leads to a dead
marking has a corresponding 3nite computation of the considered con3guration. The
intuition behind this result is that each dead marking in the net has a corresponding
terminated con3guration. Indeed, a dead marking in the net models a con3guration
composed by a set of programs which are either terminated or blocked, because they
are trying to execute an in operation on one datum which is not available. This kind
of con3guration is trivially terminated.
Lemma 5.9. Let Nnet(D) be the net corresponding to some con;guration D. Let C
be a con;guration such that dec(C) is a marking of Nnet(D). If there exists no m
s.t. dec(C) r→m then there exists C′ s.t. C N&→C′ "9 .
Proof. By a sequence of temporal steps, leading to an execution time greater than
the expiration time of any datum, followed by repeated applications of axiom (7o),
from C we reach a con3guration C′ whose dataspace is empty. Then, supposing by
contraposition the existence of a step C′ "→C′′, it is possible to show the impossibility
of the existence of such a step, by case analysis.
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We are now ready to prove that the new net semantics is divergence preserving at
least for uniform con3gurations.
Theorem 7. Let C be a uniform con;guration. Then con;guration C has a divergent
computation if and only if Net(C)(C) has a divergent computation.
Proof. The if direction is a consequence of Lemma 5.7. The other direction proceeds
by contraposition, making use of Corollary 5.8, Lemma 5.9 and the uniformity property.
As the existence of an in3nite 3ring sequence is decidable for P=T nets with reset
arcs, we can conclude that divergence is decidable also for uniform con3gurations of
the calculus with temporary data under the ordered collection policy.
6. Conclusion
We have investigated the impact of the use of temporary data, intended as data with
an associated expiration time, on the expressiveness of shared dataspace coordination
languages. We have considered two approaches for the collection of expired data: the
unordered collection removes one of the expired data, whereas the ordered collection
removes the datum which expired 3rst. In order to perform our investigation, we ex-
ploited timed process calculi: we adopted a discrete model of time, where time instants
are represented by natural numbers, and parametric with respect to a set and a func-
tion, representing respectively the time necessary for an action to be executed and the
increment of time performed by a time passing move.
Exploiting the introduced framework, we prove that the use of temporary data de-
creases the expressive power in the following sense: there is no way to provide an
encoding of permanent data in temporary data that preserves both termination and
divergence. Also the policy adopted for removal of expired data inGuences the expres-
siveness: in fact, it is not possible to provide a divergence preserving encoding of the
ordered collection in the unordered one.
Recently, three proposals dealing with time in shared dataspace coordination lan-
guages appeared in the literature [5,7,11]. In Section 3.1 we showed that the models
of time presented in [5,7] can be seen as instances of our model; hence, the results
presented in this work continue to hold.
In [11] the two-phase functioning approach, typical of synchronous languages, is
adopted: in the 3rst phase all actions are performed; when no further action can be
performed, the second phase, consisting in a progress of time, takes place. As we
already discussed in Section 3.1, this approach does not 3t our lazy modeling of time
because of the condition on the function #√, according to which actions are not urgent,
and can be delayed inde3nitely.
The proofs of the positive results (i.e., the proofs concerning the existence of RAM
encodings) do not make use of the above mentioned assumption. For this reason, these
results continue to hold also under the two-phase functioning approach.
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On the other hand, the negative results (i.e., the proofs about the impossibility to
provide RAM encodings because divergence is decidable) do not hold for two-phase
functioning. The reason is that, in the proofs of these results, the assumption on #√
is used in order to ensure that, starting from any con3guration [P;DS; t], and given
a speci3c subset DS ′ of the dataspace DS, it is possible to reach a con3guration
[P;DS\DS ′; t′], in which all the data in DS ′ have been expired and collected. This is
clearly false, under two-phase functioning, because time cannot pass if there is at least
an enabled functional step in the considered con3guration [P;DS; t].
A 3nal remark is concerned with time models based on dense or continuous time
instead of discrete. Even if our results are proved for discrete time, the only assumption
we make is that it is guaranteed that a given time instant can be reached from any pre-
vious instant by a 3nite sequence of temporal steps. This assumption corresponds with
the impossibility, for a dense or a continuous time model, to exhibit Zeno behaviours.
Hence, it is reasonable to conjecture that our results hold also under this class of time
models, provided that they can exhibit only nonZeno behaviours.
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