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ABSTRACT OF THE DISSERTATION 
Development of Steady-State and Dynamic Flux Models for  
Broad-Scope Microbial Metabolism Analysis 
by 
Lian He 
Doctor of Philosophy in Energy, Environmental and Chemical Engineering 
Washington University in St. Louis, 2016 
Professor Yinjie Tang, Chair 
Flux analysis techniques, including flux balance analysis (FBA) and 13C-metabolic flux analysis 
(MFA), can characterize carbon and energy flows through a cell’s metabolic network. By 
employing both 13C-labeling experiments and nonlinear programming, 13C-MFA provides a 
rigorous way of examining cell flux distributions in the central metabolism. FBA, on the other 
hand, gives a holistic review of optimal fluxomes on the genome scale. In this dissertation, flux 
analysis techniques were constructed to investigate the microbial metabolisms. 
First, an open-source and programming-free platform of 13C-MFA (WUFlux) with a user-friendly 
interface in MATLAB was developed, which allowed both mass isotopomer distribution (MID) 
analysis and metabolic flux calculations. Several bacterial templates with diverse substrate 
utilizations were included in this platform to facilitate 13C-MFA model construction. The corrected 
MID data and flux profiles resulting from our platform have been validated by other available 13C-
MFA software. 
Second, 13C-MFA was applied to investigate the variations of bacterial metabolism in response to 
genetic manipulations or changing growth conditions. Specifically, we investigated the central 
metabolic responses to overproduction of fatty acids in Escherichia coli and the carbon flow 
xv 
 
distributions of Synechocystis sp. PCC 6803 under both photomixotrophic and photoheterotrophic 
conditions. By employing the software of isotopomer network compartmental analysis, we 
performed isotopically non-stationary MFA on Synechococcus elongatus UTEX 2973. The 13C-
based analysis was also conducted for other non-model species, such as Chloroflexus aurantiacus. 
The resulting flux distributions detail how cells manage the trade-off between carbon and energy 
metabolisms to survive under stressed conditions, support high productions of biofuel, or organize 
the metabolic routes for sustaining biomass growth.  
Third, conventional FBA is suitable for only steady-state conditions. To describe the 
environmental heterogeneity in bioreactors and temporal changes of cell metabolism, we 
integrated genome-scale FBA with growth kinetics (time-dependent information) and cell 
hydrodynamic movements (space-dependent information). A case study was subsequently carried 
out for wild-type and engineered cyanobacteria, in which a heterogeneous light distribution in 
photobioreactors was considered in the model. The resulting integrated genome-scale model can 
offer insights into both intracellular and extracellular domains and facilitate the analysis of 
bacterial performance in large-scale fermentation systems. 
Both steady-state and dynamic flux analysis models can offer insights into metabolic responses to 
environmental fluctuations and genetic modifications. They are also useful tools to provide rational 
strategies of constructing microbial cell factories for industrial applications. 
 
 
1 
 
 
 
 
 
 
Chapter 1: Introduction to flux analysis techniques 
  
2 
 
1.1. Flux analysis techniques: flux balance analysis and 13C metabolic flux analysis 
Computational flux analysis has emerged as an important and unique approach for quantifying the 
intracellular enzymatic reactions. Among different flux analysis methods, flux balance analysis 
(FBA) and 13C metabolic flux analysis (MFA) have received the most interests from the scientific 
community. Table 1.1 gives general frameworks of these two flux analysis techniques. 
Traditional FBA solves constraint-based optimization problems (Orth et al. 2010).  Typically, FBA 
starts with metabolic network reconstruction based on genome annotations, which includes 
thousands of biochemical reactions (and thus it is referred as the genome-scale FBA model). The 
biochemical metabolic network is then transformed into a linear system of equations based on 
reaction stoichiometry. With a defined objective function (for example, maximum biomass growth 
or maximum ATP production), FBA employs linear programming to characterize the optimal 
phenotype under steady-state conditions. Flux variability analysis (FVA) is regularly employed to 
evaluate the robustness of flux predictions. In addition, many more algorithms have been proposed 
and widely accepted as extensions of FBA, such as minimization of metabolic adjustment (MOMA) 
(Segre et al. 2002) and regulatory on/off minimization (ROOM) (Shlomi et al. 2005). Both aim to 
profile flux distributions in mutant strains by minimizing the metabolic responses to gene 
perturbations between wild-type and genetically engineered strains. Other algorithms, such as k-
OptForce (Chowdhury et al. 2014), allow better designs of engineered strains to enhance 
production of desirable chemicals in microbial cell factories. 
13C-MFA permits a more rigorous fashion of analyzing the intracellular fluxes by combining both 
13C-labeling experiment and non-linear optimization approach. In the 13C-labeling experiment, one 
or multiple 13C-labeled substrates are supplied into well-defined minimal medium for cell 
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cultivations. Consequently, the labeled carbons will be incorporated into all the intracellular free 
metabolites that constitute macromolecules such as proteins and lipids. The labeling patterns, or 
mass isotopomer distributions (MIDs), of free metabolites or proteinogenic amino acids are 
directly affected by the flux distribution in cells. To ensure an accurate flux calculation, parallel 
labeling experiment can be utilized, in which multiple 13C tracers are used in parallel under the 
same growth condition (Crown and Antoniewicz 2013). Based on different MIDs revealed by 
analytical instruments such as GC/MS and LC/MS, one can determine the fluxes computationally.  
The computational part of 13C MFA basically involves simulation of metabolite MIDs by 
translating successive biochemical processes into mathematical and computational languages. 
Traditionally, isotopomer mapping matrices (IMM) are employed to allow 13C-carbons tracing 
from one metabolite to another (Schmidt et al. 1997). However, such an algorithm requires 
consideration of all the isotopologues for each metabolite, which substantially increases the 
number of variables. For example, to simulate a six-carbon metabolite, we need to include 26 
variables and correspondingly the same amount of isotopomer balance equations. An alternative 
but more efficient approach is the element metabolite unit (EMU) algorithm (Antoniewicz et al. 
2007; Young et al. 2008), which has been used in most of current 13C MFA studies. To determine 
the confidence intervals of flux estimations, an accurate algorithm has been previously proposed 
(Antoniewicz et al. 2006).   
Both flux analysis techniques have proved capable of offering insights into metabolic metabolisms 
of species in different domains, including bacteria (He et al. 2014; Nogales et al. 2012), yeast 
(Blank et al. 2005; Feng and Zhao 2013), plant (Mintz-Oron et al. 2012; Williams et al. 2010) and 
mammalian (Duarte et al. 2007; Quek et al. 2010) cells. For example, integrating both 13C-MFA 
and FBA unraveled bacterial adaptations to anaerobiosis (Chen et al. 2011), and analyzing cancer 
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cell metabolism by using isotopic tracers revealed some unique properties under exponential 
growth and non-growth phases (Ahn and Antoniewicz 2011). In addition to revealing metabolic 
flux phenotypes, FBA and 13C-MFA have been applied to fulfill other diverse research purposes. 
For instance, genome-scale FBA models can be used for targeting metabolites essential for 
pathogen survival, and thereby may contribute to effective novel drug development (Kim et al. 
2011). 13C-MFA proves useful to provide valuable metabolic engineering strategies to enhance 
production of valuable chemicals (Guo et al. 2015). Several review articles have provided 
extensive and detailed information on applications of flux techniques (Feist and Palsson 2008; 
Oberhardt et al. 2009; Sauer 2006). 
1.2. Flux analysis in dynamic systems 
One major limitation which both conventional 13C MFA and FBA suffer from is their dependence 
on the assumption of homogeneity and steady state of cell cultures, and thus both fluxes and 
labeling patterns must remain constant for precise flux measurements. In many cases, however, 
those assumptions no longer hold. For example, in large scale fermentation system, due to 
heterogeneous distributions of nutrients, cell cultures cannot be considered as homogeneous. To 
address these issues, we need innovative dynamic flux approaches. These techniques are likely to 
permit evaluation of cell metabolism in transient states, non-growth conditions or in rich media, 
allow integration of flux analysis with kinetic model to simulate large-scale fermentation systems, 
and provide insights on both intracellular and extracellular domains. 
In general, two typical computational ways of performing 13C dynamic MFA and dynamic FBA 
are time series-driven and kinetic model-driven approaches (Antoniewicz 2013). In the former 
approach, time-series data such as the metabolite concentrations over time are combined with 
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metabolic models to allow process monitoring and control (Leighty and Antoniewicz 2011). As 
an alternative, integrating FBA or 13C MFA with kinetic models can capture the dynamic changes 
of cell metabolisms of batch cultures (Feng et al. 2012).  
In another particular case of 13C MFA, which is often referred as isotopically nonstationary MFA 
(INMFA), isotopic information of intracellular metabolites exhibits dynamic changes, while the 
flux distribution remains constant. This situation happens when, for example, all the regular 
glucose in medium is replaced by fully labeled glucose at the same level. Both IMM-based and 
EMU-based INMFA frameworks have been proposed to facilitate flux determination in transient 
states (Jazmin and Young 2013; Shastri and Morgan 2007). INMFA has been frequently used to 
evaluate autotrophic metabolisms of cyanobacteria and plant cells (Ma et al. 2014; Wu et al. 2015; 
Young et al. 2011).  
INMFA or dynamic 13C-MFA usually requires knowledge on metabolite abundances, which can 
be challenging to be accurately determined. Precisely measuring the time-dependent labeling 
profiles of intracellular metabolites is also not straightforward. Similar to conventional 13C-MFA, 
the optimal flux is determined by minimizing the differences between experimental and 
computational data. However, due to the isotopically nonstationary condition, kinetic equations 
are required to simulate the dynamic changes in labeling profiles. Following is a general kinetic 
equation: 
n
n n n n n
dX
C A X B Y
dt
     , 
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where Xn is a matrix of EMUs to be determined, Yn is a matrix of EMUs that are previously 
calculated, An and Bn are matrices that describe the metabolic network, and Cn represents free 
metabolite concentrations. 
1.3. Advances and challenges 
The past few years have seen many great advances in metabolic flux analysis. For instance, FBA 
model continuously extends its ability of covering the entire genome information. Dynamic flux 
analysis, although more computationally challenging than classic 13C MFA, has enjoyed many 
developments and has been applied in many studies (Ahn and Antoniewicz 2011; van Heerden et 
al. 2014). 13C MFA can also characterize the metabolic phenotypes in co-culture systems or 
microbial communities (Gebreselassie and Antoniewicz 2015; Ghosh et al. 2014), further pushing 
the boundaries and capacities of flux analysis techniques. More importantly, FBA and 13C-MFA 
toolboxes/software have been introduced to allow easy access to flux analysis techniques (Becker 
et al. 2007; Quek et al. 2009; Weitzel et al. 2012; Young 2014).  
On the other hand, we realize there are still many challenges. For example, FBA generally 
describes the optimal metabolic phenotypes, hence, it often overestimates cell performance. 
Integrating FBA with multiple modeling approaches or other omics studies may overcome its 
inherent limitation. In terms of 13C MFA, several factors may affect the accuracy of flux 
calculations, for example, metabolic channeling and cell compartmentation (van Winden et al. 
2001). Metabolic channeling refers to successive enzymatic reactions without releasing the 
intermediates to cytosol. If metabolic channeling occurs, one should consider direct transitions of 
labeled carbons from the initial metabolite to the ultimate one. Cell compartmentation is a general 
property of eukaryotic cells. To simulate the labeling profiles of intracellular metabolites, 
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knowledge on their concentrations at local compartments is useful but difficult to precisely 
determine. Furthermore, modeling either metabolic channeling or cell compartmentation may 
increase the uncertainties of flux prediction, as more parameters are introduced in the model.  
1.4. This work 
In this dissertation, we made several attempts to build both 13C MFA and FBA models for 
analyzing the metabolic phenotypes of microbes under both steady-state and isotopically dynamic 
conditions. Generally, constructing a 13C-MFA model from scratch may take weeks or months, 
which may be the major reason preventing this technique from being routinely used.  To allow a 
quick 13C-MFA, we developed a user-friendly and programming-free package for 13C MFA with 
inclusion of different bacterial templates. The detailed work will be presented in the next chapter. 
Applying our techniques allows us to evaluate bacterial responses to different growth conditions 
or genetic manipulations. In Chapter 3, we examined the central metabolic response to fatty acid 
overexpression in E. coli. Carbon and energy metabolisms in both control and engineered strains 
were investigated. In Chapter 4, we evaluated cyanobacterial metabolic phenotypes in different 
growth conditions, i.e., photomixotrophic, photoheterotrophic and photoautotrophic conditions. 
Particularly, we applied INMFA to analyze the photoautotrophic phenotype of Synechococcus 
elongatus UTEX 2973, a fast-growing cyanobacterium. In Chapter 5 and 6, we sought to apply 
multiple modeling approaches to simulate cyanobacterial performance in photobioreactors in order 
to better evaluate the process parameters most affecting their biomass or biofuel production. To 
this end, we applied Simulink® to simulate the flue gas treatment by cyanobacteria in Chapter 5, 
and made efforts to integrate a genome-scale FBA model with kinetics, cell movements (simplified 
hydrodynamic information), and a heterogeneous light distribution function in Chapter 6. In 
Chapter 7, we applied 13C tracing technique and evaluated the photoheterotrophic growth of 
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Chloroflexus aurantiacus, a filamentous anoxygenic phototroph. The last chapter summarizes the 
dissertation work and shows some recommended future work. 
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Table 1.1: Mathematical framework of 13C MFA and FBA. 
 
In the table, µ represents the bacterial growth rate; S is the stoichiometry matrix; v is the flux vector; 
c is a vector defining the objective function; lb and ub represent lower and upper boundaries, 
respectively; MID represents mass isotopomer distribution; EMU is the elementary metabolite unit; 
and matrices A and B represent linear function of fluxes, which are used for EMU balances.  
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Chapter 2: WUFlux - an open-source platform for 13C metabolic flux analysis 
of microbes 
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2.1. Introduction 
To facilitate the development of genome scale models, many software has been developed 
(Lakshmanan et al. 2012). Previously, our research group built a web-based platform named 
MicrobesFlux (which is available at http://www.microbesflux.org/) (Feng et al. 2012). This 
platform can automatically draft a metabolic model from the annotated microbial genome in the 
KEGG database (http://www.genome.jp/kegg/). Based on users’ feedback, we have re-built our 
system on a commercial server to improve its functionality and robustness. The new MicrobesFlux 
updates both AMPL optimization software and metabolic network information from the latest 
version of the KEGG database. This platform now includes 3192 species compared to 1304 species 
in the previous version. The MicrobesFlux platform only perform FBA analysis, using an objective 
function (e.g., optimization of biomass yield) to estimate the flux values.  
To complement the current platform, we sought to build an open-source MATLAB-based package 
for performing 13C-MFA. It is usually a challenging task for inexperienced people to perform 13C 
MFA. On the experimental side, the cell cultures have to grow in a minimal (or defined) medium 
and under (pseudo-) steady state conditions. It is also essential to select proper 13C tracers and 
obtain high-quality isotopomer data so as to obtain precise flux calculations. Meanwhile, 
construction of 13C-MFA model and flux calculations require knowledge on both metabolic 
network and computer programming. Therefore, less than 1000 13C-MFA papers have been 
published in the past two decades (Crown and Antoniewicz 2013), many of which are review or 
method papers. Most 13C-MFA research studies focus on model species, such as Bacillus subtilis 
and Escherichia coli, and only a few 13C-MFA studies have been performed on non-model 
microbial species. It is therefore important for microbiologists to have user-friendly and 
programming free 13C-MFA tools in order to quickly analyze metabolisms in diverse microbial 
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systems. To reduce the modeling challenges, 13C-MFA software with different flux calculation 
algorithms has been developed, including FiatFlux (Zamboni et al. 2005), INCA (Young 2014), 
METRAN (Yoo et al. 2008), and 13CFLUX2 (Weitzel et al. 2012). Our laboratory has extensively 
applied 13C-MFA to study diverse non-model species for co-utilizing diverse substrates, such as 
sugars and organic acids. Based on our experiences, we have built an open-source 13C-MFA 
platform (WUFlux) to facilitate metabolism analysis in diverse microbes.  
2.2. WUFlux Implementation 
We chose MATLAB as the programming environment, because it is broadly used by engineers 
and scientists in both industry and academia. We began with designing a graphical user interface 
(GUI) by using GUIDE in MATLAB, and subsequently we created functions directly linked to 
tables, buttons, pop menus and figures on the user interface.  
In general, WUFlux contains four major components (Figure 2.1). The first component is 
‘Metabolic Reactions’, which is designed to permit modifications (e.g., knocking out reactions, 
changing boundary conditions, and adding linear constraints) to any model template. Any change 
in the current model will be automatically saved. Instead of asking users to design the model from 
scratch, we have included two templates: one template for chemoheterotrophic bacteria and 
another for photomixotrophic or photoheterotrophic bacteria (with an active Calvin cycle) (He et 
al. 2014; You et al. 2014). In either template, one or multiple substrates (i.e., glucose, xylose, 
acetate, pyruvate/lactate, and glycerol) can be chosen.  
In ‘Experiment Data’ section, we provide two approaches to import the experimental mass 
isotopomer distribution (MID) data. Either corrected MID data or raw mass spectrometry (MS) 
data can be loaded into the software. WUFlux is capable of correcting raw MS data of TBDMS-
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derivatized proteinogenic amino acids by employing a previously developed algorithm (Wahl et 
al. 2004), which promises an accurate data correction. Further, users also need to provide the 
labeling information of 13C-labelled substrates applied in the experiments. Since multiple tracers 
or isotopologues (e.g., 50% [1-13C] glucose and 50% [U-13C6] glucose) have been frequently used 
to improve MFA resolutions, the software has been designed to handle such experimental 
conditions. 
The third section ‘Settings’ allows users to customize the optimization parameters (e.g. number of 
initial guesses and maximum iteration number). Thereafter, the flux calculation is ready to start. 
To profile the fluxome, we used the element metabolite unit (EMU) algorithm (Antoniewicz et al. 
2007) to simulate the MIDs of proteinogenic amino acids. This method largely reduces the number 
of variables compared to the traditional isotopomer mapping matrices approach (Wiechert et al. 
2001). The built-in MATLAB function ‘fmincon’ is employed for non-linear optimization, i.e., 
minimization of differences experimentally and computationally determined MIDs weighted by 
measured variances, using ‘interior-point’ as the default algorithm. To avoid local solutions, users 
need to run different initial guesses of fluxes, so that ‘fmincon’ can find the global optimal solution 
with the smallest SSR (Sum of Squares Regression) (Figure 2.1).   
Monte Carlo method is used in the model for determining the confidence intervals of central 
metabolic fluxes. Briefly speaking, MID data would be randomly perturbed with normally 
distributed noises (within average range of measurement errors), and flux profile was then 
recalculated for multiple times (customizable in WUFlux). The 95% confidence intervals, for 
example, are consequently determined by the upper and lower 2.5% data via the bootstrap method. 
Additionally, χ2 test was applied to determine the goodness of fit, which users can use as the 
reference to determine whether the final fitting is statistically acceptable. Finally, all the flux values 
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and confidence intervals are presented in the ‘Results’ panel, which can be exported to an excel 
file. In particular, a MATLAB figure comparing computationally simulated and experimentally 
determined MIDs is shown for examining the fitting quality. 
2.3. Results and Discussions 
Figure 2.1 shows the general procedures of building 13C-MFA with WUFlux: 1) Choose a suitable 
template, and modify the metabolic network and constraints, 2) Import the experimental results, 3) 
Customize the optimization parameters, and 4) Estimate the flux distribution and determine the 
confidence intervals. The user manual is provided in the Appendix Chapter 7. 
As a case study, we applied our software to reproduce the MID data and flux profile of both control 
and engineered E. coli strains in our previous paper (He et al. 2014), which were calculated by 
METRAN. The mutant strain was constructed for producing free fatty acids. As shown in Figure 
2.2, WUFlux can convert raw MS data into effective MID data, which is in perfect accordance 
with MID correction results from a well-developed mass correction software (Wahl et al. 2004). 
We further used WUFlux to characterize the fluxomes of E. coli strains with corrected MID data. 
The resulting fluxome was then compared with those generated from METRAN (the original data 
published in reference (He et al. 2014)) and INCA (Figure 2.3 and Table 2.1). In general, the 
estimated flux values as well as the major changes between the control and engineered strains 
agree well with published data and optimization results from other software. However, three 
software platforms did show certain differences in flux estimations. Both WUFlux and INCA 
exhibited slightly higher fluxes through the TCA cycle and anaplerotic pathways than the results 
from METRAN. These differences may be caused by the following reasons. First, different 
optimization algorithms/solvers are employed among three software. In specific, WUFlux relies 
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on MATLAB built-in function ‘fmincon’ in WUFlux, while INCA employs MATLAB’s ‘lsqlin’ 
function. Second, WUFlux had slightly different choices of MID data (e.g., WUFlux didn’t include 
the MID data of proline because this amino acid often shows high noise-to-signal ratios). 
Nonetheless, the flux determination by either software agrees with results and conclusions in our 
published study. 
13C-MFA is an important tool to reveal cell energy state, which is important for cell biosynthesis 
and well-being. In cellular processes, energy molecule ATP is not only used for biosynthesis, but 
also consumed for diverse non-growth associated activities (such as cell repair and stress 
responses). 13C-MFA can calculate total ATP generation from catabolism and ATP usage for 
biosynthesis. Thus the excess ATP can be assumed as maintenance cost. Here, we demonstrated 
how to use WUFlux to study energy metabolism by using isotopomer data from the reference (He 
et al. 2014). In Figure 2.4 A, we plotted the carbon distributions into biomass synthesis, fatty acid 
production, CO2 loss, and acetate. The results proved that the engineered strain can successfully 
direct more carbon flow towards fatty acid production, while the control strain used most of the 
carbons for biomass synthesis. Additionally, we can use flux data to analyze cell energy 
expenditure. For example, ATP loss per gram of engineered strain was estimated to be two-fold 
larger than that of control strain (Figure 2.4 B-C), suggesting that overproduction of fatty acid led 
to a higher energy burden on the host strain. 13C-MFA can quantify cell energy fluxes and is 
particularly useful to understand the ATP and cofactor balances in engineered microbial hosts.  
Lastly, users may add an ‘energy balance’ equation in WUFlux (i.e., the ATP net production is 
equal to consumption for biosynthesis). Under such assumption, the P/O ratios may impact flux 
calculation results. Figure 2.4 D-F illustrated the influence of P/O ratios on flux estimation of the 
engineered E. coli strain. The results show that flux estimation is insensitive to P/O ratios under 
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‘energy unbalanced’ conditions, when the flux towards ATP maintenance is unconstrained (Figure 
2.4 D and E). However, flux values of many pathways and SSR can be significantly affected by 
P/O ratio under ‘energy balanced’ conditions, when ATP maintenance value is assumed to be zero 
(Figure 2.4 D and F).  
2.4. Conclusions 
We have designed and constructed an open-source MATLAB-based 13C-MFA platform, WUFlux, 
which is programming-free and readily to modify. By testing WUFlux against another two 
software, METRAN and INCA, we showed that WUFlux can accurately correct raw MS data and 
reproduce the flux estimation of previously published flux analysis studies. Because the MATLAB 
codes of all function files in WUFlux are open to researchers, users can extend or enhance its 
capabilities. We will also continue to improve its performance in the future. We hope that both 
WUFlux and MicrobeFlux platforms can provide broad-scope fluxomics functions for 
characterization of microbial species and engineered microbial mutants.   
2.5. List of abbreviations 
FBA, flux balance analysis; MFA, metabolic flux analysis; MID, mass isotopomer distribution; 
MS, mass spectrometry; TBDMS, N-tert-butyldimethylsilyl-N-methyltrifluoroacetamide; and 
TCA, tricarboxylic acid. 
2.6. Availability and requirements  
 Project name: WUFlux 
 Project homepage: http://13cmfa.org 
 Operating systems: Platform independent   
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 Programming language: MATLAB  
 Other requirements: MATLAB 2012b or higher with optimization toolbox, symbolic math 
toolbox, and statistic toolbox. 
 License: WUFlux is freely available. 
 Any restrictions to use by non-academics: none 
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Table 2.1: Comparison of flux estimations from WUFlux, METRAN and INCA. 
 
 
E. coli strains Control Strain Engineering Strain 
Software WUFLUX METRAN INCA WUFLUX METRAN INCA 
G6P == F6P 70 71 68 56 57 56 
F6P + ATP == FBP 82 81 82 80 78 80 
GAP == 3PG + ATP + NADH 169 167 169 175 171 175 
3PG== PEP 155 152 155 170 163 169 
PEP == PYR + ATP 122 121 118 157 148 159 
PYR == AceCoA + CO2 + NADH 108 101 105 157 141 158 
AceCoA + OAA == CIT 36 29 36 31 22 27 
CIT == ICIT 36 29 36 31 22 27 
ICIT == AKG + CO2 + NADPH 34 27 33 27 20 19 
AKG == SucCoA + CO2 + NADH 25 17 24 24 15 16 
SucCoA == SUC + ATP 21 13 20 23 13 14 
SUC == FUM + FADH2 28 19 28 27 17 23 
FUM == MAL 31 23 31 29 19 24 
MAL == OAA + NADH 27 23 25 27 21 27 
G6P == PG6 + NADPH 29 28 30 43 42 43 
PG6 == CO2 + Ru5P + NADPH 28 26 30 40 38 40 
Ru5P == X5P 13 11 14 24 22 24 
Ru5P == R5P 15 15 16 16 16 16 
X5P + R5P == GAP + S7P 8 7 8 13 12 13 
GAP + S7P == E4P + F6P 8 7 8 13 12 13 
X5P + E4P == GAP + F6P 5 4 6 12 10 12 
PG6 == PYR + GAP 1 2 0 3 4 3 
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Figure 2.1: Graphical representation of applying WUFlux for 13C-MFA. 
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Figure 2.2: Comparison of mass isotopomer distribution data in the control (A) and 
engineered (B) E. coli strains determined by WUFlux, METRAN, and INCA.  
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Figure 2.3: Comparison of relative flux distributions in the control (A) and engineered (B) 
E. coli strains determined by WUFlux, METRAN, and INCA.  
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Figure 2.4: Carbon and energy distributions in both control and engineered E. coli strains. 
A) carbon fates in control strain; B) carbon fates in engineered strain; C) ATP usage for biomass, 
fatty acid, and maintenance loss; D) the influence of P/O ratios on SSR; E) the influence of P/O 
26 
 
ratios on SSR (‘Energy Unbalanced’); F) the influence of P/O ratios on SSR (‘Energy balanced’). 
‘Energy Balanced’ represents the condition when ATP maintenance loss is assumed as zero, and 
‘Energy Unbalanced’ represents the condition when ATP maintenance is unconstrained. 
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Chapter 3: Central metabolic responses to the overproduction of fatty acids in 
Escherichia coli based on 13C-metabolic flux analysis 
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3.1. Introduction 
Fatty acids are the precursors to produce transportation fuels and industrial chemicals including 
surfactants, solvents and lubricants. Fatty acids are conventionally derived from plant oils and 
animal fats, which causes competition with food supply and environmental concerns. Alternative 
strategies have recently attracted interest in the production of fatty acids from abundant and 
inexpensive renewable resources through microbial fermentations (Ranganathan et al., 2012; Steen 
et al., 2010; Stephanopoulos, 2007). 
E. coli can serve as an excellent host for fatty acids production due to its fast growth, simple 
nutrient requirements, well understood metabolic behavior and available genetic tools. However, 
fatty acid metabolism in E. coli is tightly regulated (Steen et al., 2010). Fatty acids synthesized in 
the wild-type E. coli are mainly used to form lipids for cell membrane constitution (Fujita et al., 
2007; Magnuson et al., 1993), and only a small amount of free fatty acids are detectable under 
normal conditions (Steen et al., 2010). Figure 3.1 shows the pathways of fatty acid metabolism in 
E. coli. The synthesis of saturated fatty acid starts with the conversion of acetyl-CoA into malonyl-
CoA catalyzed by ATP-dependent acetyl-CoA carboxylase (AccABCD) and the transesterification 
of malonyl-CoA into an acyl carrier protein (ACP) catalyzed by malonyl-CoA ACP transacylase 
(FabD), and then followed by cyclic chain elongation. The synthesis of unsaturated fatty acids 
starts with 3-hydroxydecanoyl-ACP, which is dehydrated by FabA (introducing a double bond to 
the fatty acid chain) before undergoing unsaturated fatty acid elongation (Feng and Cronan, 2009). 
Acyl-ACP thioesterase (TesA) catalyzes the hydrolysis of fatty acyl-ACPs, “pulling” the carbon 
flux to fatty acid production (Steen et al., 2010; Zhang et al., 2011). Fatty acids can be degraded 
via the β-oxidation pathway (Fujita et al., 2007). The β-oxidation involves the activation of fatty 
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acids to fatty acyl-CoAs catalyzed by FadD, followed by cleavage steps in the β-oxidation cycle 
to yield acetyl-CoA ultimately. The key step in the β-oxidation cycle is the oxidation of acyl-CoA 
to 2-enoyl-CoA, catalyzed by acyl-CoA dehydrogenase (FadE) (Campbell and Cronan Jr., 2002). 
“Blocking” the β-oxidation pathway by knocking out fadD or fadE can improve fatty acid 
accumulation (Lennen et al., 2011; Lu et al., 2008; Steen et al., 2010). Moreover, the fatty acid 
metabolism is regulated by the global transcription factor fadR. FadR binds to the promoters of 
several genes in the fatty acid metabolic pathways and controls their expression (Campbell and 
Cronan Jr., 2002; Magnuson et al., 1993). Specifically, FadR acts as the activator of fabA and fabB 
genes to “push” fatty acid production, and functions as the repressor of the fad regulon to “block” 
fatty acid degradation. The “pull-push-block” based metabolic engineering strategies (Figure 3.1) 
have been reported to produce fatty acids at the level of less than 0.25 g∙g glucose-1 (< 70% of the 
maximum theoretical yield) in E. coli (Lennen et al., 2010; Li et al., 2012; Liu et al., 2010; Lu et 
al., 2008; Steen et al., 2010; Zhang et al., 2011; Zhang et al., 2012b; Xu et al., 2013).  
Although researchers have created various fatty acid producing strains, most studies target 
engineering genes in the end fatty acid metabolic pathways. Little attention has been given to the 
central metabolism genetic interventions for improving fatty acid overproduction until recently. Li 
et al. (2012) engineered an E. coli strain with deleted acetate production pathway for fatty acid 
production but no improvement of fatty acid yield was achieved. Fatty acid production places high 
demands on precursor (acetyl-CoA), reducing power (NADPH) and energy (ATP) molecules 
(8Acetyl-CoA + 14NADPH + 7ATP → Palmitate (C16:0 fatty acid)). Since these molecules are 
mainly derived in the central metabolism, it is important to investigate the behavior of the central 
metabolism as fatty acid overproduction in E. coli are likely to be challenged in balancing these 
factors (Lennen and Pfleger, 2012). To reveal the metabolic bottlenecks, we used the powerful 
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13C-metabolic flux analysis (13C-MFA) tool (Antoniewicz et al., 2007a; Antoniewicz et al., 2007b; 
Christensen et al., 2002; Stephanopoulos, 1999; Suthers et al., 2007; Young et al., 2008) to 
characterize the central metabolism of E. coli in response to fatty acid production. Specifically, we 
engineered a fatty acid producing E. coli strain through overexpressing tesA and fadR genes in a 
fadE knockout strain of E. coli DH1. The genetic strategy was modified from that in the recent 
report (Zhang et al., 2012b), which introduced tesA and fadR genes in separate plasmids into the 
host E. coli strain and produced fatty acids at a high yield. In this study, we integrated the tesA and 
fadR genes into a single plasmid so that only one type of antibiotic was required in the cultures 
and thus the antibiotic toxicity was minimized. We performed tracer ([1,2-13C] glucose) 
experiments and 13C-MFA for both the engineered strain and the control strain that contained an 
empty plasmid in the same host E. coli strain. We also evaluated the cofactor balance and energy 
status of both strains. Transcription levels of genes at the key nodes in central metabolic pathways 
were measured using real time quantitative RT-PCR (qRT-PCR) for additional information. This 
study aims to provide insights into the metabolism of E. coli overproducing fatty acids and guide 
strain engineering for further improvement of fatty acid production. 
3.2. Materials and Methods 
3.2.1. Plasmid and strain construction 
The plasmid pA58c-TR (Supplementary Figure 1) was constructed from pE8a-fadR and pKS1 
using a modified Golden Gate DNA assembly method (Steen et al., 2010; Zhang et al., 2012a; 
Zhang et al., 2012b) as described in Supplementary Materials and Methods. The constructed 
plasmid pA58c-TR containing the tesA and fadR genes was then transformed into a fadE knockout 
strain of E. coli DH1 (endA1 recA1 gyrA96 thi-1 glnV44 relA1 hsdR17(rK
- mK
+) λ-) using calcium 
chloride (Sambrook and Russell, 2001), resulting in E. coli DH1 ∆fadE/pA58C-TR (the engineered 
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fatty acid producing strain). The control strains were constructed by transforming the vector 
pACYCDuet-1, which has the same backbone as pA58C-TR (pA15 ori, CmR), into the wild-type 
E. coli DH1 and the E. coli DH1 ∆fadE strains using the above method, resulting in E. coli 
DH1/pACYC-Duet-1 and E. coli DH1 ∆fadE/pACYC-Duet-1. We compared the growth and 13C 
labeling patterns of the proteinogenic amino acids of two control strains and found no differences 
under our cultivation conditions (data are not shown). We then used E. coli DH1 ∆fadE/pACYC-
Duet-1 as the control strain in the rest of the study.  
3.2.2 Bacterial cultivation with [1,2-13C] glucose 
M9 MOPS minimal medium (Supplementary Materials and Methods) with [1,2-13C] glucose was 
used in the 13C labeling experiments. The first pre-culture inoculated from the glycerol stock was 
grown for 12 h in 5 mL LB medium. The cells were harvested by centrifugation at 8,000 × g and 
4°C for 2 min, washed and used to inoculate the second pre-culture of 5 ml of minimal medium 
containing [1,2-13C] glucose. Cells from the second pre-culture were harvested, washed and used 
to inoculate the main culture. The main cultures were carried out in duplicate in 250 mL baffled 
shake flasks (Kimax, Fisher Scientific) containing 25 mL of minimal medium with [1,2-13C] 
glucose on a rotary shaker (Big Bill Orbital Shakers, Thermolyne, Thermo Scientific) at 225 rpm. 
The inoculation fraction was 1% (v/v) in each step. Isopropyl β-D-1-thiogalactopyranoside (IPTG) 
was supplemented at the final concentration of 0.1 mM to induce tesA gene in 13 hours’ incubation. 
The fadR gene is under the control of pBAD promoter (Supplementary Figure 1). Since the 
previous study (Zhang et al., 2012b) using the same promoter showed that the fadR expression 
could be induced by 7.5-fold in glucose medium, we did not supplement arabinose for pBAD 
promoter induction in the cultures. Biomass samples were taken at three time points during the 
exponential growth phase for isotopomer distribution analyses of proteinogenic amino acids. All 
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cultivations were carried out at 37 °C. The analyses of cell growth, extracellular metabolites and 
fatty acids are shown in Supplementary Materials and Methods.  
3.2.3. Analysis of mass isotopomer distributions of proteinogenic amino acids 
GC-MS analyses of proteinogenic amino acids were previously described (Feng et al., 2010). 
Briefly, the cells were washed twice with 0.9% NaCl and hydrolyzed in 6 mol·l-1 HCl at 100 °C 
for 24 h. The resulting proteinogenic amino acids were derivatized with N-Methyl-N-[tert-
butyldimethyl-silyl] trifluoroacetamide (Sigma-Aldrich) in tetrahydrofuran (Sigma-Aldrich) at 
70°C for 1 h, and analyzed with GC-MS (Hewlett Packard 7890A and 5975C, Agilent 
Technologies) equipped with a DB5-MS column (J&W Scientific). The GC-MS program was as 
follows:  the temperature of the column was initially held at 150°C for 2 min, raised to 280°C at 
3°C·min-1 and then to 300°C at 20°C·min-1 and held at 300°C for 5 min. One µl of the sample was 
injected and flowed into the column at 1.2 ml·min-1 at a 1:20 split ratio using helium as the carrier 
gas. The mass spectra were analyzed using Enhanced Data Analysis software (Agilent 
Technologies). Mass isotopomer distributions were obtained by integration and corrected for 
natural isotope abundances (Leighty and Antoniewicz, 2012). 
3.2.4. Metabolic flux analysis 
13C-MFA was performed using the Metran software (Yoo et al., 2008), which is based on the 
elementary metabolite units (EMU) framework (Antoniewicz et al., 2007a; Young et al., 2008). 
The E. coli network model used for flux calculations was described previously (Leighty and 
Antoniewicz, 2012) and is given in Supplementary Table I. In brief, the model included all major 
reactions of the central carbon metabolism, fatty acid production, amino acid biosynthesis, lumped 
biomass formation, and transhydrogenation reaction. The model accounts for the exchange of 
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intracellular and extracellular CO2 (Leighty and Antoniewicz, 2012) and includes G-value 
parameters to describe fractional labeling of amino acids (Antoniewicz et al., 2007b). One G-value 
parameter was included for each measured amino acid in each data set. Metabolic fluxes were 
estimated by minimizing the variance-weighted sum of squared residuals (SSR) between the 
experimentally measured and model predicted extracellular rates and mass isotopomer 
distributions using non-linear least-squares regression (Antoniewicz et al., 2006). For combined 
analysis of parallel labeling experiments, the data sets were fitted simultaneously to a single flux 
model (Leighty and Antoniewicz, 2012; Crown and Antoniewicz, 2013). Flux estimation was 
repeated at least 10 times starting with random initial values for all fluxes to find a global solution. 
At convergence, accurate 68% and 95% confidence intervals were computed for all estimated 
fluxes by evaluating the sensitivity of the minimized SSR to flux variations (Antoniewicz et al., 
2006). Standard deviations of fluxes were determined as follows (Antoniewicz et al., 2006): 
Flux precision (SD) = [(flux upper bound 95%) – (flux lower bound 95%)] / 4                                             (1) 
To determine the goodness-of-fit, 13C-MFA fitting results were subjected to a 2-statistical test. In 
short, the minimized SSR value is a stochastic variable with a 2-distribution, where the number 
of degrees of freedom is equal to the number of fitted measurements n minus the number of 
estimated independent parameters p. The acceptable range of SSR values is between 2α/2(n-p) and 
21-α/2(n-p), where α is a certain chosen threshold value, for example 0.05 for 95% confidence 
interval (Antoniewicz et al., 2006). 
3.2.5. qRT-PCR 
RNAs were extracted from exponentially growing cells in baffled flasks in duplicate using RNeasy 
mini kit (Qiagen). Contaminating DNA was removed with RNase-free DNase I (Fermentas). The 
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purified RNAs were quantified using a NanoDrop 200C spectrophotometer (Thermo Scientific). 
cDNAs were synthesized using a Revert Aid First Strand cDNA Synthesis Kit (Thermo Scientific) 
with random hexamer primers following the manufacturer’s protocol supplied. The synthesized 
cDNAs were diluted 5-fold in nuclease-free water, and 2 µl was amplified using the Power SYBR 
Green PCR Master Mix (Applied Biosystems) and primers specific to the genes of interest 
(Supplementary Table II) in a 20 μl reaction system. The reaction for each gene in each sample 
was performed in triplicates. qRT-PCR assays were carried out on an ABI7500 fast machine with 
the thermal cycling conditions recommended by the manufacturer. For data analysis, expression 
levels of the house keeping gene dnaK were used as a control for normalization between samples. 
Fold changes of genes of interest were calculated as 2-∆∆CT according to Schmittgen and Livak 
(2008). 
3.3. Results 
3.3.1. Growth characteristics of the fatty acid producing E. coli 
To characterize the growth behavior of the fatty acid producing E. coli and investigate the effect 
of fatty acid overproduction, both the engineered (E. coli DH1 ∆fadE/pA58C-TR) and the control 
(E. coli DH1 ∆fadE/pACYCDuet-1) strains were grown in batch cultures on glucose under aerobic 
conditions. Figure 3.2 shows the growth curves of the two strains and Table I summarizes the 
growth parameters. Both strains converted glucose to biomass, CO2, acetic acid and fatty acids 
without any other major by-products. The engineered strain consumed 17.9 g·l-1 glucose, with a 
slightly higher glucose consumption rate compared to the control strain, and produced 3.05 g·l-1 
of fatty acids at the end of the exponential phase in 23 h, corresponding to the yield of 0.17 g·g 
glucose-1 (~ 48% of maximum theoretical yield). The control strain consumed 8.2 g·l-1 of glucose 
and produced only 0.2 g·l-1 of fatty acids (0.024 g·g glucose-1). Free fatty acids produced by the 
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engineered strain were composed of chain lengths ranging from C12 to C18, whereas the control 
strain mainly produced C16:0 free fatty acids (Figure 3.3). Acetic acid yield was 10-fold lower in 
the engineered E. coli strain (0.011 g·g glucose-1) compared to the control strain (0.11 g·g glucose-
1). The engineered E. coli had a lower specific growth rate (0.26 h-1) and a lower biomass yield 
(0.21 g·g glucose-1) compared to the control strain (0.52 h-1 and 0.43 g·g glucose-1).   
3.3.2. Metabolic flux distributions 
Metabolic fluxes (Figure 3.4; Supplementary Table IV) were determined based on the measured 
mass isotopomer distributions of proteinogenic amino acids (Supplementary Results; 
Supplementary Table III; Supplementary Figure 2) and production rates of acetic acid and fatty 
acids (Table 3.1). The measured biomass formation rates (Table 3.1) were not employed as the 
constraints of the 13C-MFA model; instead, they were estimated by 13C-MFA and then compared 
to the measured value to validate the metabolic flux results. As can be seen in Figure 3.4, fluxes 
in the central metabolism of E. coli were redistributed in response to fatty acid overproduction. 
Firstly, the flux portioning at the acetyl-CoA node was strikingly different between the engineered 
and control strains. In the engineered strain, the flux into fatty acid production was boosted 7.8-
fold, whereas the flux into acetic acid production decreased 10-fold, and the flux into the TCA 
cycle also decreased slightly. Secondly, the flux through the PP pathway increased 1.5-fold in the 
engineered strain. Thirdly, the flux through the Entner-Doudoroff (ED) pathway increased 2-fold. 
The co-regulation of PP and ED pathways is not a coincidence; it has been reported that the alleles 
encoding zwf (G6P dehydrogenase encoding gene) in the PP pathway is in the same cluster as the 
eda gene (encoding 6-phosphogluconate dehydrogenase) in the ED pathway (del Castillo et al., 
2007; Egan et al., 1992). The up-regulation of the ED pathway in the engineered E. coli enabled a 
direct supply of Pyr without carbon loss as CO2 via the oxidative PP pathway (6PG → Ru5P + 
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CO2). Fourthly, the flux through Ppc (PEP → OAC), the major anaplerotic flux into the TCA cycle, 
decreased 1.7-fold in the engineered strain. The decrease of the Ppc flux is beneficial because it 
enabled more carbon flow from glucose to acetyl-CoA. The reduced Ppc flux could be related to 
the reduced demand for oxaloacetate based biomass synthesis (Table 3.1). Fifthly, the estimated 
biomass biosynthesis flux was significantly lower in the engineered E. coli, nearly half of that in 
the control strain (Figure 3.4), which correlated well with the decreased biomass yield (2-fold; 
Table I). Lastly, the transhydrogenation flux (NADH → NADPH) was unregulated 1.7-fold.  
3.3.3. Relative gene transcription levels 
To investigate the transcriptional response to the fatty acid overproductions, seven selected genes 
that are either located at the pathway branches or related to NADPH production were analyzed by 
qRT-PCR (Figure 3.5). Compared to the control strain, the transcription levels of genes at acetyl-
CoA node, ackA (encoding acetic acid kinase) and gltA (encoding citrate synthase), were lower, 
suggesting reduced metabolic activities in acetic acid production and TCA cycle. In contrast, zwf, 
encoding the first enzyme in the PP pathway, G6P dehydrogenase, showed higher expression 
levels, indicating the elevated PP pathway activity. In addition, the transcription levels of icd 
(encoding isocitrate dehydrogenase) and maeB (encoding malic enzyme) were higher in the 
engineered strain. Moreover, the transcription levels of udhA (encoding soluble transhydrogenase) 
and pntA (encoding membrane-bound transhydrogenase) were significantly higher in the 
engineered strain, increased 1.4- and 2.1-fold, respectively. Taken together, the transcription 
results suggested that there was an elevated activity in NADPH production pathways in the 
engineered E. coli, as evidenced by the up-regulation of zwf, icd, maeB, pntA, udhA genes that all 
encode the enzymes catalyzing relations with NADPH production. Compared to the flux results, 
the changes of gene transcription levels of ackA, gltA, pntA, udhA and zwf agreed with the changes 
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of fluxes (Figure 3.4). However, there was inconsistency between the gene transcription level and 
metabolic flux in the case of maeB, the transcription level of which increased about 4-fold but the 
corresponding metabolic flux did not change in the same manner, indicating the complex 
regulations through the interactions of genes, proteins and metabolites at multiple regulatory levels. 
The increase of maeB transcription was probably induced by stress response mechanisms caused 
by the imbalance of NAD(H)/NADP(H) ratio in the engineered E. coli due to fatty acid production 
(Wang et al., 2011). On the other hand, the low malic enzyme flux could be attributed to the low 
substrate availability in the engineered E. coli due to the redirection of carbon fluxes to fatty acid 
production and/or post-translational protein modifications. The observation that gene expression 
is not always correlated with the corresponding metabolic flux has previously been reported (Hua 
et al., 2007), suggesting that gene transcription analysis alone could not sufficiently predict the 
metabolic responses of the entire organism to genetic perturbations (Moxley et al., 2009).  
3.4. Discussion 
3.4.1. Phenotype of the fatty acid producing E. coli 
The phenotype of the engineered E. coli is characterized as follows: 1) a typical growth pattern of 
E. coli was observed with an obvious exponential phase after IPTG induction; 2) the exponential 
cell growth rate (µ = 0.26 h-1) and biomass yield (Yx/G = 0.20 g·g
-1) were significantly lower 
compared to the control strain (µ = 0.52 h-1, Yx/G = 0.43 g·g
-1); 3) during the exponential growth 
phase, fatty acid production was dominant with little acetic acid secreted; 4) during the stationary 
phase, cell density remained constant and fatty acid production was insignificant, whereas, acetic 
acid production showed a remarkable increase. 
38 
 
The engineered E. coli strain produced 3.05 g·l-1 and 0.17 g·g glucose-1 of fatty acids corresponding 
to 48% of the maximum theoretical yield. This result was comparable to the recent study by Zhang 
et al. (2012b) that used a similar genetic strategy, considering our data were collected in 23 hours 
instead of after 3 days. The observed chain lengths of the fatty acids produced from this study were 
dominated by saturated fatty acids C14:0 and C16:0 (Figure 3.3). Compared to the strain 
constructed by Zhang et al. (2012b), which produced a higher amount of C16:1 fatty acid, the 
lower unsaturated fatty acid contents observed in our study is consistent with the lower FadR copy 
number (in a p15A plasmid, Supplementary Figure 1) used in our strain. Like the previous study 
by Steen et al. (2010), we detected a small amount of 17:0 cyclopropane fatty acid, which was 
presumably the result of methylation of C16:1 fatty acid induced by free fatty acid accumulation 
(Cao et al., 2010). In addition, we observed that cell cultures inoculated from different colonies 
exhibited varied fatty acid productivity (data not shown), which confirmed the self-mutagenesis 
when E. coli was accumulating free fatty acids (Lennen et al., 2011). 
3.4.2. Central carbon metabolic fluxes 
We performed 13C tracer experiments and 13C-MFA for the two strains at each time point during 
the exponential growth phase of each culture (Supplementary Results; Supplementary Table IV). 
We obtained statistically acceptable flux estimations in all cases (Supplementary Table V), and 
the flux results were proven to be reliable as demonstrated by the agreement of the ratios of the 
estimated biomass fluxes (180/343 ≈ 0.5) and measured biomass yields (143/302 ≈ 0.5) between 
the engineered and control strains (Supplementary Table VI). We observed that: 1) the mass 
isotopomer distributions of proteinogenic amino acids and metabolic fluxes were constant among 
the three time points during the exponential phase, indicating that the metabolism maintained a 
pseudo-steady state condition; 2) the fluxes were reproducible between the two biological 
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replicates, indicating constant cellular metabolism of the engineered E. coli and constant 
cultivation conditions maintained during the experiments; and 3) there were notable differences in 
the fluxes between the engineered and control strains, suggesting altered metabolism of the 
engineered E. coli. The central metabolism in the engineered strain reduced acetate secretion and 
biomass biosynthesis so that more acetyl-CoA was directed to fatty acid synthesis (One C16:0 
fatty acid requires 8 acetyl-CoA). Moreover, the engineered strain reduced Ppc flux (PEP → OAC) 
so that the PEP pool was retained for acetyl-CoA production. The reduced Ppc flux in the 
engineered E. coli could be related to slower biomass synthesis since the role of Ppc in E. coli is 
to replenish oxaloacetate for biomass synthesis (Sauer et al., 1999). In addition, both the PP and 
ED pathway fluxes were up-regulated. The up-regulation of ED pathway flux was more efficient 
for fatty acid production since it not only enhanced Pyr flux by providing a short path and avoiding 
carbon loss as CO2 via the PP pathway (6PG → Ru5P + CO2), but also produced one NADPH 
through the shared G6P dehydrogenase catalyzed reaction. Overall, the carbon fluxes of the central 
metabolism in the engineered E. coli were redirected towards acetyl-CoA for fatty acid synthesis. 
3.4.3. Cofactor NADPH metabolism  
The cofactor balancing can be estimated based on the metabolic fluxes (Kind et al., 2013; Sauer et 
al., 2004). The major pathways supplying NADPH are G6P and 6PG dehydrogenases in the PP 
pathway, and NADP+-dependent isocitrate dehydrogenase in the TCA cycle. Additionally, NAD(P) 
transhydrogenase, encoded by pntAB and udhA genes, can catalyze the reversible conversion 
between NADH and NADPH to balance the cofactors (Hua et al., 2003; Sauer et al., 2004). The 
relative contributions of these pathways to NADPH production in the engineered and control 
strains are shown in Table 3.2. As can be seen, the PP pathway contributed to the supply of 
NADPH in a large fraction in both E. coli strains, which was further up-regulated 1.5-fold in the 
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engineered strain to increase NADPH production. This result is consistent with previous studies 
on other E. coli strains (Emmerling et al., 2002; Hua et al., 2003; Sauer et al., 2004) as well as C. 
glutamicum for lysine production that requires NADPH as the cofactor (Kind et al., 2013). The 
fluxes from the PP pathway and TCA cycle in the central metabolism added up to a total NADPH 
supply of 100 mol∙mol glucose-1∙h-1, accounting for 50% of the NADPH consumption in the 
engineered strain (Table 3.2). Thus, there was a 50% gap to be filled to satisfy NADPH demand 
without perturbing the carbon balances. The transhydrogenation reaction served an excellent role 
for this purpose. Our flux analysis indicated a significant transhydrogenation flux in the engineered 
strain (Figure 3.4), accounting for 76% of NADPH consumption for fatty acids and biomass 
synthesis. Compared to the control strain, the transhydrogenation flux increased 1.7-fold in the 
engineered strain (Figure 3.4), which was consistent with the up-regulated transcription levels of 
pntA and udhA genes (Figure 3.5). Thus, transhydrogenation reaction appeared to play an 
important role in supplying NADPH for fatty acid production in the engineered E. coli. As revealed 
by the 13C-MFA and cofactor balancing analysis, E. coli has the ability of replenishing NADPH 
that is consumed in biomass synthesis and fatty acid production through enhancing the 
transhydrogenation reaction (NADP+ + NADH → NAD+ + NADPH) and PP pathway fluxes. This 
finding is consistent with the previous research that engineering NADPH supply in E. coli is 
unlikely to enhance fatty acid productivity, obtained in a cell free system (Liu et al., 2010). 
3.4.4. Energy ATP metabolism  
Based on the fluxes, ATP formation and consumption for cell growth and non-growth associated 
cellular maintenance of the two strains were estimated (Table 3.2). The ATP formation fluxes 
through the glycolysis, TCA cycle and acetic acid secretion pathways added up to 157 and 153 
mol∙mol glucose-1∙h-1 in the engineered and control strains, respectively. Another route of ATP 
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production was via oxidation phosphorylation through the respiratory chain. Assuming the 
maximum P/O ratio (the moles of ATP formed per oxygen atom: NADH → 3ATP, FADH2 → 
2ATP, Mitsumori et al., 1988), the ATP formation fluxes via oxidation phosphorylation were 664 
mol∙mol glucose-1∙h-1 in the engineered and 782 mol∙mol glucose-1∙h-1 in the control strain. In total, 
there were 821 and 935 mol∙mol glucose-1∙h-1 of ATP formed in the engineered and the control 
strains, respectively, which were more than enough for cell growth and fatty acid production 
demands (266 in the engineered and 350 in control were demanded, Table II). The large portions 
of the ATP produced, 555 mol∙mol glucose-1∙h-1 in the engineered E. coli and 585 mol∙mol glucose-
1∙h-1 in the control strain, were potentially consumed for non-growth associated cellular 
maintenance. When expressed on the basis of dry cell weight (Table I), the cellular maintenance 
ATP was 154 mmol∙g DCW-1 in the engineered E. coli and 76 mmol∙g DCW-1 in the control strain. 
Clearly, the engineered strain required much higher cellular maintenance energy compared to the 
control strain (Youngquist et al., 2012).  
Cellular maintenance covers every cellular reaction involving the consumption of ATP that does 
not contribute to the net synthesis of biomass and product. Such reactions include the building-up 
and maintenance of ionic gradients across the membrane and regeneration of degraded 
macromolecules (Stephanopoulos et al., 1998). Osmotic stress resulting from the culture medium 
and product accumulation, and disrupted bacterial growth are the major stress factors causing 
increased cellular maintenance energy (Varela et al. 2004). Previous study found that the 
overproduction of fatty acids in E. coli caused the change in membrane properties due to fatty acid 
intercalation in the inner or outer membranes, fatty acid accumulation in the periplasm, and change 
of the composition of membrane lipids (Lennet et al., 2011). These changes incurred secondary 
effects on the cell including induced membrane stress, compromised membrane integrity, and 
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reduced cell viability (Lennet et al., 2011). In addition, intracellular fatty acid accumulation could 
counteract ion diffusion into the cytoplasm. These factors could be likely responsible for the higher 
cellular maintenance energy observed in the engineered E. coli to form and sustain ionic gradients 
across the cell membrane.  
Analysis of energy metabolism (Table II) also revealed that oxidative phosphorylation of NADH 
played an important role in supplying ATP to support cell growth and maintenance of the 
engineered E. coli. Therefore, it is important to maintain high respiration efficiency (i.e., the P/O 
ratio) during the cultivation in the future research. To this end, the culture condition such as the 
glucose concentration should be optimized and the dissolved oxygen concentration in the culture 
should be precisely monitored and controlled during the cultivation (Noguchi et al. 2004). 
3.4.5. Significance of this study and future metabolic engineering strategies 
The “pull-push-block” strategies, targeted on engineering genes in fatty acid metabolic pathways, 
have achieved E. coli fatty acid production with less than 70% of the maximum theoretical yield. 
Further enhancement has proven unpredictable due to the challenges in balancing the precursor 
acetyl-CoA, cofactor NADPH and energy ATP in the engineered E. coli that are mainly derived 
in the central metabolism (Lennen and Pfleger, 2012). To decipher the metabolic bottlenecks, 
previously “omics” techniques were employed to compare the profiles of genes and proteins 
between the fatty acid producing strain and the control strain (Lennen et al., 2011; Zhang et al., 
2012b). Unfortunately, only a limited number of genes and enzymes involved in the central 
metabolism were detected and no information on the reaction rates was provided in these 
investigations. The overall E. coli central metabolism and how it is regulated for fatty acid 
production remained unclear. In this study, we used 13C-MFA to quantify the E. coli metabolism 
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and its regulations in response to fatty acid overproduction. 13C-MFA revealed the flexibility of 
the central metabolism at the nodes of PP pathway, PEP carboxylation, acetic acid secretion and 
TCA cycle to accommodate fatty acid overproduction. 13C-MFA also revealed that the reversible 
transhydrogenation reaction in E. coli could be significantly regulated to balance the cofactors 
(NADH and NADPH) to meet with the NADPH requirement for fatty acid production. In contrast, 
13C-MFA found that the ED pathway flux was inherently low in despite of 2-fold upregulation in 
the fatty acid producing E. coli (Figure 3.4), which appeared to be a rigid node. The upregulation 
of the ED pathway in the engineered strain is beneficial to fatty acid production since it enhances 
the supply of pyruvate, the substrate of acetyl-CoA, by avoiding carbon loss as CO2 through the 
PP pathway while providing one NADPH though G6P dehydrogenase. It is generally believed that 
rigid nodes are promising targets for metabolic engineering while flexible nodes are poor targets 
(Stephanopoulos and Vallino, 1991). Therefore, the ED pathway could be a promising target that 
could be overexpressed in combination with the “pull-push-block” strategy to improve fatty acid 
production. As demonstrated in this study, the acetate formation pathway was a flexible node and 
knocking out acetate formation pathway did not improve fatty acid production (Li et al., 2012). 
13C-MFA based energy balance analysis revealed that a large fraction of ATP supply relied on 
phosphorylation of NADH via respiration. However, engineered microbial strains often have lower 
P/O ratio, which limits the high yield of final products (Sauer and Bailey, 1999). To enhance the 
respiration efficiency, one strategy would be overexpression of NADH dehydrogenase. The 
aerobic respiratory chain of E. coli functions with either of the two different membrane-bound 
NADH dehydrogenases, NDH-1 (encoded by nuoA-N) and NDH-2 (encoded by the ndh), coupled 
with the bd-type or bo-type ubiquinol oxidases (Calhoun et al., 1993). Therefore, overexpressing 
NDH-1 (or NDH-2) and bo-type oxidase (bd-type is less efficient) could be an effective approach 
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to increase the P/O ratio. Meanwhile, the dissolved O2 concentration in the culture should be 
controlled to maintain respiration efficiency since these enzymes are regulated in O2-dependent 
manner (Calboun et al., 1993; Noguchi et al., 2004). This study also revealed that the fatty acid 
producing E. coli required high maintenance energy, which is likely due to fatty acid accumulation 
that interfered with the ion transport and cell membrane function. Overexpressing fatty acid 
exporter genes and repressing fabR (the gene controlling the unsaturated fatty acid biosynthesis 
according to the ratio of unsaturated to saturated-ACPs in the membrane lipid and restores the lipid 
composition of the membrane) could reduce the undesired effect of fatty acid accumulation on cell 
membrane function (Lennen et al. 2011). 
3.5. Conclusions 
This work is an evident example that 13C-MFA is a powerful strategy for quantitative investigation 
of engineered microbes to provide metabolic insights. 13C-MFA illustrates the high flexibility of 
the metabolic network of E. coli to compensate for external perturbation, and meanwhile identifies 
the rigid nodes for future metabolic engineering. Moreover, 13C-MFA based cofactor and energy 
balance analyses allow the evaluation of the energy status of the cells, which can lead to additional 
findings. This work provides important information about the metabolic bottlenecks of E. coli 
overproducing fatty acids and strategies which could be exploited in combination of the “pull-
push-block” approach for future strain development and bioprocess optimization for the 
enhacement of fatty acid production. 
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Table 3.1: Exponential growth parameters of the engineered and control E. coli strains 
grown on glucose in minimal medium. YX/G, biomass yield on glucose; YF/G, fatty acid yield on 
glucose; YA/G, acetic acid yield on glucose. These values were determined from the mean values 
of parallel cultivations corresponding to Figure 3.2. 
Strain 
Specific 
growth 
rate 
(h-1) 
Specific rate (mmol·g DCW-1·h-1) of Yield (g·g-1) 
Glucose 
uptake 
Fatty acid 
formation 
Acetic 
acid 
formation 
YX/G YF/G YA/G 
Engineered 
Control 
0.26 
0.52 
7.2 
6.6 
0.89 
0.10 
0.24 
2.2 
0.20 
0.43 
0.17 
0.022 
0.011 
0.11 
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Table 3.2: Estimated production and consumption of NADPH, NADH, ATP and FADH2 for the E. coli control and engineered 
strains.  
Pathways 
NADPH NADH ATP FADH2 
Control Engineered Control Engineered Control Engineered Control Engineered 
Glycolysis 0 0 167 171 107 141 0 0 
PP pathway 54 80 0 0 0 0 0 0 
TCA cycle 27 20 141 177 13 13 19 17 
Amino acid synthesis -103 -54 17 9 -52 -28 0 0 
One-carbon metabolism 0.8 0.4 0 0 0 0 0 0 
Fatty acid formation -23 -177 0 0 -11 -88 0 0 
Acetic acid formation 0 0 0 0 33 3 0 0 
Biomass formation -46 -24 13 7 -287 -150 0 0 
Transhydrogenation 90 153 -90 -153 0 0 0 0 
Oxidative phosphorylation 0 0 -248 -210 782 664 -19 -17 
*Note: All the flux values are normalized to the glucose uptake rate of 100 mol∙h-1 for each strain. The excessive NADH and FADH2 
were assumed to be converted to ATP via oxidation phosphorylation at the maximum P/O ratio (NADH → 3ATP, FADH2 → 2ATP) 
(Mitsumori et al. 1988). 
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Figure 3.1: Fatty acid metabolism of E. coli and the “pull-push-block” strategy for fatty acid 
production. Overexpression of tesA and fadR pulls and pushes the carbon fluxes to fatty acid 
production, while knockout of fadE blocks fatty acid degradation. Red-boxed genes are positively 
regulated by FadR. Green-boxed genes are negatively regulated by the fadR gene product, FadR. 
Bolded arrows represent reactions enhanced by overexpressing the indicated genes. × represents 
inactivation of the corresponding pathway by knocking out the indicated gene. ┬ represents 
repression or activation exerted by FadR. Full names of genes: accABCD, acetyl-CoA carboxylase; 
ackA, acetate kinase A; fabA, beta-hydroxydecanoyl thioester dehydrase; fabB, 3-oxoacyl-ACP 
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synthase I; fabD, malonyl-CoA ACP transacylase; fabF, 3-oxoacyl-ACP synthase II; fabG, 3-
oxoacyl-ACP reductase; fabH, 3-oxoacyl-ACP synthase III; fabI, enoyl-ACP reductase; fabZ, 
(3R)- hydroxymyristoyl acyl carrier protein dehydratase; fadA, 3-ketoacyl-CoA thiolase; fadB, 3-
hydroxyacyl-CoA dehydrogenase; fadD, acyl-CoA synthetase; fadE, acyl coenzyme A 
dehydrogenase; plsB, glycerol-3-phosphate O-acyltransferase; pta, phosphate acetyltransferase; 
tesA, acyl-ACP thioesterase. 
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Figure 3.2: Growth curves of the engineered fatty acid producing strain E. coli DH1 
∆fadE/pA58C-TR (A) and the control strain DH1 ∆fadE/pACYCDuet-1 (B) in batch cultures 
grown on glucose under aerobic conditions. Arrows indicate the time points of IPTG addition 
or sampling for isotopic labeling patterns of proteinogenic amino acids, mRNA and external 
metabolites analyses. Square, Glucose; Diamond, Biomass; Triangle, Acetic acid; Circle, Fatty 
acid. Results are from parallel cultivations.  
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Figure 3.3: Free fatty acid profiles produced by the engineered fatty acid producing E. coli 
strain (A) and the control strain (B). Symbols a, b and c represent the sampling time points for 
fatty acid analysis as indicated in Figure 3.2. 
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Figure 3.4: Metabolic flux distributions in the central metabolic pathways of the engineered 
fatty acid producing E. coli strain and the control strain during exponential growth on [1,2-
13C] glucose. Fluxes shown are normalized to glucose uptake rate of 100 for each strain (estimated 
flux ± SD). Abbreviations: G6P, glucose-6-phosphate; F6P, fructose-6-phosphate; FBP, fructose 
1,6-bisphosphate; DHAP, Dihydroxyacetone phosphate; GAP, glyceraldehyde 3-phosphate; 3PG, 
3-phosphoglycerate; PEP, phosphoenolpyruvate; Pyr, pyruvate; AcCoA, acetyl coenzyme A; Cit, 
citrate; ICit, isocitrate; AKG, α-oxoglutarate; Suc, succinate; Fum, fumarate; Mal, malate; OAC, 
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oxaloacetate; Glyox, glyoxylate; 6PG, 6-phosphogluconate; Ru5P, ribulose-5-phosphate; X5P, 
xylulose-5-phosphate; R5P, ribose-5-phosphate; E4P, erythrose-4-phosphate; S7P, sedoheptulose-
7-phosphate; TK-C2, the first two carbon unit of F6P or S7P; TA-C3, the first three carbon unit of 
F6P or S7P; KDPG, 2-keto-3-deoxy-6-phosphogluconate. The reactions are given in 
Supplementary Table I. 
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Figure 3.5: Fold changes of transcription levels of the selected genes in the engineered fatty 
acid producing E. coli strain compared to the control strain. ackA, acetate kinase A; gltA, 
citrate synthase; icd, isocitrate dehydrogenase; maeB, malic enzyme; pntA, membrane-bound 
transhydrogenase; udhA, soluble transhydrogenase; zwf, G6P dehydrogenase. 
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Supplementary Materials 
All the following supplementary files are available online (DOI: 10.1002/bit.25124). 
1. Supplementary Materials and Methods 
2. Supplementary Figure 1. Plasmid map of pA58c-TR used in the engineered fatty acid-
producing strain. The E. coli fadR is under the control of pBAD. A truncated version of the 
E. coli thioesterase gene tesA ('tesA; leader sequence deleted) is under the control of PlacUV5. 
3. Supplementary Figure 2. Fractional abundances of mass isotopomers of Ala (m/z 232), Phe 
(m/z 336) and Glu (m/z 432) at sampling time a, b and c in the exponential growth phase of 
the control and engineered E. coli strains in each of the [1, 2-13C] glucose tracer experiments; 
P1 and P2 on the horizontal axis denote the two parallel tracer experiments for the control 
strain; E1 and E2 denote the two parallel tracer experiments for the engineered strain; M0 to 
Mn represent the mass isotopomers, where n is the number of 13C atoms. 
4. Supplementary Table I. Metabolic network model of E. coli used for 13C metabolic flux 
analysis. 
5. Supplementary Table II. Sequences of the primers used for qRT-PCR experiments in this 
study. 
6. Supplementary Table III. Mass isotopomer distributions of biomass amino acids for the 
control and engineered E. coli strains grown in parallel batch cultures on [1,2-13C] glucose. 
7. Supplementary Table IV(a). Results of 13C-MFA for the control and engineered E. coli strains 
grown in parallel batch cultures on [1,2-13C] glucose. 
8. Supplementary Table IV(b). Results of metabolic fluxes and standard deviations (SD) using 
combined analysis of 13C-MFA for the three samples in each of the [1,2-13C] glucose tracer 
experiments. 
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9. Supplementary Table V. Goodness-of-fit analysis for 13C-MFA of parallel [1,2-13C]glucose 
labeling experiments with E. coli control and engineered strains.  
10. Supplementary Table VI.  Comparison of estimated biomass fluxes and measured biomass 
yields of the engineered and control E. coli strains. 
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Chapter 4: Characterizing cyanobacterial metabolic flux phenotypes under 
photomixotrophic, photoheterotrophic, and photoautotrophic conditions  
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4.1. Introduction 
Cyanobacteria are phototrophic prokaryotes that have been studied since 19th century (Stanier and 
Bazine 1977). They have versatile metabolisms allowing them to adjust to different environmental 
conditions. Thanks to the advances in metabolic engineering and synthetic biology, they have also 
been broadly employed as microbial hosts to produce biofuel and other economically valuable 
products (Lan and Liao 2012; Lindberg et al. 2010; Varman et al. 2013a; Varman et al. 2013b). 
Compared to plants, cyanobacteria enjoy faster growth rates and hence greater productivities 
(Dismukes et al. 2008). Unlike other heterotrophic microbes, such as E. coli and Saccharomyces 
cerevisiae, biomass or biofuel production by cyanobacteria does not suffer from carbon loss. This 
merit paves the way for attaining high production yields in cyanobacteria. Another unique property 
of cyanobacteria is their natural abilities to produce alkane/alkene (Coates et al. 2014; Schirmer et 
al. 2010) and hydrogen (Dutta et al. 2005), further making cyanobacteria promising hosts for 
biofuel production.  
In this chapter, we sought to evaluate their metabolic flux phenotypes under various growth 
conditions. The resulting flux profiles can allow us to better understand how carbon flows are 
arranged in the central metabolism of cyanobacteria in order to survive environmental fluctuations, 
and what strategies we may undertake to engineer them for biofuel production. We chose two wild-
type cyanobacterial species, i.e., Synechocystis sp. PCC 6803 and Synechococcus elongatus UTEX 
2973. The former is one of the most well-studied and widely used cyanobacterial species. Due to 
maturely developed genetic engineering techniques for this strain, mutants capable of producing a 
variety of bio-products have been successfully constructed. The unique trait of Synechococcus 
elongatus UTEX 2973 is its high growth rate comparable to yeast (Yu et al. 2015). As a matter of 
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fact, many cyanobacterial species exhibit low growth rates. Such an advantage of Synechococcus 
2973 may eventually lead to both high yield and production rate of biofuels. 
Three growth conditions were evaluated in this chapter: photomixotrophic (Synechocystis sp. PCC 
6803), photoheterotrophic (Synechocystis sp. PCC 6803), and photoautotrophic (Synechococcus 
elongatus) conditions. In particular, since 13CO2/NaHCO3 is used as the only carbon source for 
cyanobacteria under photoautotrophic conditions, traditional 13C-MFA is not suitable anymore, 
because all the carbons will be labeled as 13C under steady-state conditions. To address this issue, 
INCA (short for isotopomer network compartmental analysis), a platform for isotopically non-
stationary flux analysis (Young 2014), was employed to quantify the flux distributions in 
photoautotrophic conditions (Figure 4.1). To perform isotopically non-stationary 13C MFA, time 
series data of intracellular metabolites labeling profiles and knowledge on their concentrations are 
required through experiments (Jazmin and Young 2013; Shastri and Morgan 2007). Ordinary 
differential equations were used to simulate time series data, and the best fit was determined by 
minimizing the differences between experimental and computational values.  
The resulting flux profiles under different cyanobacterial growth conditions permit detailed 
examination of how cyanobacteria respond to environmental changes and offer some guidelines 
for engineering cyanobacteria for biofuel production. 
4.2. Materials and Methods 
4.2.1. Cultivation conditions and 13C labeling experiment 
We grew Synechocystis 6803 in modified BG-11 medium (containing no organic compounds) 
under photomixotrophic and DCMU ((3-(3,4-dichlorophenyl)-1,1-dimethylurea))-induced 
photoheterotrophic conditions. Cultures were grown at 30 oC with a light intensity of 50 µE/m2/s. 
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In the 13C-labeling experiment, 5 g/L [1-13C] glucose and 2 g/L NaH13CO3 were provided in 
minimal medium under photomixotrophic conditions, and 2 g/L [1,2-13C] glucose and 10 µM 
DCMU were supplied in medium under photoheterotrophic conditions. In both cases, cultures 
growing at the exponential phase were sampled at two different time-points. The detailed 
description can be found in our published articles (You et al. 2014; You et al. 2015). 
As for Synechococcus elongatus UTEX 2973, they were grown in well-controlled 
photobioreactors at 38oC surrounded by strong light sources (500 µE/m2/s). In the labeling 
experiment, NaH13CO3 was pulsed into photoautotrophic cultures growing in a non-labeled 
medium. The final NaH13CO3 concentration was 4 g/L. Biomass samples were taken at different 
time points (e.g., 5s, 20s, 60s, 2min, etc.), and immediately they were bathed and stirred in liquid 
nitrogen. Chloroform and methanol (2:1, v/v) were used to extract intracellular free metabolites 
before they were analyzed by LC-MS. 
4.2.2. Flux calculations  
Steady-state 13C MFA was applied to calculate the flux distributions of Synechocystis 6803 under 
photomixotrophic and photoheterotrophic conditions, while INCA was used to estimate the 
photoautotrophic fluxome of Synechococcus elongatus UTEX 2973. Cyanobacterial metabolic 
network includes the glycolysis, Calvin cycle, TCA cycle, glyoxylate shunt, photorespiration 
pathways, and biomass synthesis (Table 4.1). Both the steady-state or isotopically nonstationary 
MFA employed element metabolite unit method (Antoniewicz et al. 2007) to simulate the labeling 
patterns of proteinogenic amino acids or intracellular free metabolites. One hundred initial guesses 
were tested to find the optimal estimation.  
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4.3. Results and Discussions 
4.3.1. Metabolic flux phenotypes of wild-type Synechocystis 6803 under photomixotrophic 
and photoheterotrophic conditions 
Under photomixotrophic growth conditions with sufficient light energy, Synechocystis 6803 were 
provided with both inorganic and organic carbon sources, i.e., glucose and bicarbonate. The 
resulting flux distribution of Synechocystis 6803 growing at the exponential growth phase shows 
strong activities in the Calvin cycle, while fluxes through the OPP pathway and TCA cycle are 
weak (Figure 4.2). The anaplerotic pathway was estimated to be active as well, probably due to 
the reason that malic enzyme reaction serves as a key route for providing pyruvate (Bricker et al. 
2004), since high ATP production from photosystems may adversely affect pyruvate kinase 
activity in glycolysis. 
Under photoheterotrophic conditions, Synechocystis 6803 has to rely more on organic carbons to 
obtain NADPH, because NADPH production via photosystems is blocked by DCMU. To address 
the shortage of NADPH under the stressed conditions, Synechocystis 6803 appears to drive 
appreciable carbon flows from glucose source and central metabolism to the OPP pathway (Figure 
4.3), which results in a two-fold higher flux in the OPP pathway than that of glucose uptake rate. 
Additionally, high activity of the malic enzyme further increases NAD(P)H production in cells. 
On the other hand, active CO2 fixations through RuBisCO and phosphoenolpyruvate carboxylase 
(PEPC)  pathways were observed, which is in accordance with our RNAseq experiments (You et 
al. 2015). We also found that Synechocystis 6803 did not show a complete and functional Calvin 
cycle. Also, RuBisCO and PEPC reactions do not consume any ATP or NADPH directly. 
Therefore, it is likely that under DCMU-induced photoheterotrophic conditions, CO2 fixation in 
cyanobacteria is active at certain levels. 
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4.3.2. Metabolic flux phenotypes of wild-type Synechococcus elongatus UTEX 2973 under 
photoautotrophic conditions 
Figure 4.4 shows the flux distribution of Synechococcus elongatus UTEX 2973 under 
photoautotrophic conditions, which exhibits strong activities in only Calvin cycle. In 
chemoheterotrophic bacteria, both building blocks and a large amount of energy molecules are 
obtained through the central metabolism, however, cyanobacteria depends more on photosystems 
for energy production. After absorbing CO2 through the Calvin cycle, cyanobacteria only need to 
maintain enough carbon flows in other pathways for producing building blocks. Therefore, fluxes 
in pathways other than CO2 fixation are generally much smaller.  
Interestingly, recent studies on photoautotrophic metabolism of Synechocystis 6803 (Xiong et al. 
2015; Young et al. 2011) indicate a much stronger OPP pathway than what we observed in 
Synechococcus 2973. It is possible that both the OPP pathway and Calvin cycle can be functional 
simultaneously in cyanobacterial cultures, which we will discuss in Chapter 6. However, driving 
the carbon flows in two opposite ways at the same time can lead to suboptimal metabolisms. To 
obtain a high optimality in the carbon metabolism, Synechococcus 2973 employs a better strategy 
by avoiding as much CO2 loss as possible, i.e., limiting the fluxes through malic enzyme reaction, 
the OPP pathway, and the TCA cycle. 
4.3.3. Plasticity of cyanobacterial pentose phosphate pathway 
One interesting finding after our reviewing cyanobacterial flux phenotypes under different growth 
conditions is the plasticity of cyanobacterial pentose phosphate pathway. The Calvin cycle is an 
energy-consuming pathway driving the carbon flow from environment towards the central 
metabolism in cells. The OPP pathway, on the other hand, functions as a source for both NADPH 
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and biosynthetic precursors at the expense of carbon loss. With sufficient light and carbon sources, 
the OPP pathway shows very small or even negligible fluxes, while the Calvin cycle boasts high 
activities (Figure 4.2 and 4.4). Under stressed conditions (specifically, the DCMU-induced 
photoheterotrophic condition), the OPP pathway is highly upregulated for supporting NADPH 
production, while the CO2 fixation is not as strong (Figure 4.3). Therefore, balancing the activities 
of Calvin cycle and OPP pathway in cyanobacteria embodies a trade-off between the carbon and 
energy metabolisms, which allows survival under various environmental situations. 
4.3.4. Low activities of TCA cycle in cyanobacteria  
As Figures 4.2-4 show, the flux distributions under three growth conditions are different, but one 
common trait is a low activity in the TCA cycle, which can be confirmed by slow changes in the 
labeling patterns of succinate and malate (Figure 4.5) and also other flux analysis studies (Xiong 
et al. 2015; Young et al. 2011). In chemoheterotrophic bacteria, a relatively higher flux via the 
TCA cycle must be sustained in cells to allow sufficient energy production. However, in 
cyanobacteria, because of abundant ATP and NADPH production through photosystems, it seems 
unnecessary to keep a strong flux in the TCA cycle. From the perspective of carbon metabolism, 
diverting a high flux towards TCA cycle will compromise the biomass growth. Hence, 
maintenance of low activities in cyanobacterial TCA cycle might be a good strategy to achieve 
high efficiencies in both energy and carbon metabolisms, which is attributed to cyanobacterial 
metabolic adaption to their physiological requirements  (Steinhauser et al. 2012). 
However, this low activity in the TCA cycle may unfavorably affect the overall cyanobacterial 
productivity of chemicals originating from the TCA cycle. Although one previous study shows 
that driving carbon flows from TCA cycle towards biofuel production has proved successful in 
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increasing the TCA activity by 2-3 folds (Xiong et al. 2015), the resulting flux is still two orders 
of magnitude lower than CO2 fixation via the Calvin cycle. One possible approach of increasing 
fluxes through the TCA cycle would be to enhance the enzymatic activities and intermediate pool 
sizes of the TCA cycle. 
4.4. Conclusions 
In this chapter, we examined the flux profiles of cyanobacteria (Synechocystis sp. PCC 6803 and 
Synechococcus elongatus UTEX 2973) under different growth conditions. The results reveal that 
cyanobacteria can organize the flux distributions to adapt to different growth conditions. Although 
cyanobacteria appear different flux topologies under different growth conditions, TCA cycle is 
stubborn to change and always shows low activities, while the Calvin cycle and the OPP pathway 
appear flexible towards variant environments. 
4.5. Abbreviations 
2PG, 2-phosphoglycerate; 3PG, 3-phosphoglycerate; AceCoA, acetyl-CoA; AKG, α-ketoglutarate; 
CIT, citrate; DHAP, dihydroxyacetone phosphate; E4P, erythrose 4-phosphate; F6P, fructose 6-
phosphate; FBP, fructose-1,6-bisphosphate; FUM, fumarate; G6P, glucose 6-phosphate; GAP, 
glyceraldehyde 3-phosphate; GLC, glycolate;  GLX, glyoxylate; MAL, malate; OAA, oxaloacetate; 
PEP, phosphoenolpyruvate; PYR, pyruvate; R5P, ribose 5-phosphate; Ru5P, ribulose-5-phosphate; 
RuBP, ribulose-1,5-diphosphate; S7P, sedoheptulose-7-phosphate; SBP, sedoheptulose 1,7-
bisphosphate; SUC, succinate; SucCoA, succinyl-CoA; and X5P, xylulose-5-phosphate. 
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Table 4.1: Metabolic network used to measure the flux distribution of Synechococcus 2973 under photoautotrophic conditions. 
# Reactions (Carbon transitions) # Reactions (Carbon transitions) 
1 G6P (abcdef) <=> F6P (abcdef) 21 SBP (abcdefg) => S7P (abcdefg) 
2 G6P (abcdef) => 6PG (abcdef) 22 PYR (abc) => ACA (bc) + CO2 (a) 
3 6PG (abcdef) => RU5P (bcdef) + CO2 (a) 23 OAA (abcd) + ACA (ef) => CIT (dcbfea) 
4 F6P (abcdef) <=> FBP (abcdef) 24 CIT (abcdef) <=> ICI (abcdef) 
5 FBP (abcdef) <=> DHAP (cba) + GAP (def) 25 ICI (abcdef) <=> AKG (abcde) + CO2 (f) 
6 DHAP (abc) <=> GAP (abc) 26 AKG (abcde) => SUC (bcde) + CO2 (a) 
7 GAP (abc) <=> 3PGA (abc) 27 SUC (abcd) <=> FUM (abcd) 
8 3PGA (abc) <=> 2PGA (abc) 28 FUM (abcd) <=> MAL (abcd) 
9 2PGA (abc) <=> PEP (abc) 29 MAL (abcd) <=> OAA (abcd) 
10 PEP (abc) <=> PYR (abc) 30 MAL (abcd) => PYR (abc) + CO2 (d) 
11 RU5P (abcde) <=> X5P (abcde) 31 PEP (abc) + CO2 (d) => OAA (abcd) 
12 RU5P (abcde) <=> R5P (abcde) 32 ICI (abcdef) => GOX (ab) + SUC (edcf) 
13 RU5P (abcde) => RUBP (abcde) 33 GOX (ab) + ACA (cd) => MAL (abdc) 
14 RUBP (abcde) + CO2 (f) => 3PGA (cde) + 3PGA (fba) 34 RUBP (abcde) => 3PGA (cde) + GLC (ba) 
15 X5P (abcde) <=> GAP (cde) + EC2 (ab) 35 GLC (ab) => GOX (ab) 
16 F6P (abcdef) <=> E4P (cdef) + EC2 (ab) 36 GOX (ab) + GOX (cd) => GA (abd) + CO2 (c) 
17 S7P (abcdefg) <=> R5P (cdefg) + EC2 (ab) 37 GA (abc) <=> 2PGA (abc) 
18 F6P (abcdef) <=> GAP (def) + EC3 (abc) 38 CO2.source (a) => CO2 (a) 
19 S7P (abcdefg) <=> E4P (defg) + EC3 (abc) 39 
0.715R5P + 3.624ACA + 1.191G6P + 0.501E4P + 1.2053PGA 
+ 1.002PEP + 1.197PYR + 2.039OAA (abcd) + 1.233AKG + 
0.133GAP => 1.017CO2 + Biomass + 0.683FUM (abcd) 
20 DHAP (abc) + E4P (defg) <=> SBP (cbadefg) 40 CO2.air (a) + CO2 (b) => CO2 (a) + CO2.out (b) 
 Note: 1) The letters in brackets represent the carbon transition rules from reactants to products.  
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Figure 4.1: A Screenshot of INCA.  
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Figure 4.2: Flux distribution of Synechocystis 6803 under photomixotrophic conditions. The 
figure was reproduced from reference of (You et al. 2014). Relative flux values, which are all 
normalized to flux of reaction ‘Ru5PRuBP’, and standard deviations are presented beside the 
pathways. The estimated glucose consumption rate was 0.24 mmolg–1h–1.   
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Figure 4.3: Flux distribution of Synechocystis 6803 under DCMU-induced 
photoheterotrophic conditions. The figure was reproduced from our preciously published data 
(You et al. 2015). Relative flux values, which are all normalized to glucose uptake rate (0.41 
mmolg–1h–1), and standard deviations are presented beside the pathways.   
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Figure 4.4: Flux distribution of Synechococcus elongatus UTEX 2973 under 
photoautotrophic conditions. Relative flux values, which are all normalized to the net CO2 
uptake rate, and standard deviations are presented beside the pathways.   
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Figure 4.5: Mass isotopomer distribution fittings to the dynamic labeling data of intracellular 
free metabolites. Error bars represent standard measurement errors. M0, M1, and M2 stand for 
the fractions of non-labeled, singly labeled and doubly labeled metabolites, respectively.
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Chapter 5: Experimental analysis and model-based optimization of 
microalgae growth in photobioreactors using flue gas  
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5.1. Introduction  
CO2 sequestration from flue gas receives intensive studies due to global warming issues. Typical 
flue gas discharged from fossil fuel power plants contains 4-14% CO2, and up to 0.022% NOx and 
SOx (Kumar et al. 2011). Besides physical and chemical methods for sequestration of CO2 from 
flue gas (Granite and O'Brien 2005), microalgae culture holds great potential for converting flue 
gas to biomass. Microalgae can capture solar energy more efficiently than plants (Wang et al. 
2008), and are also able to synthesize biofuels (such as biodiesel and bio-hydrogen) (Chisti 2007; 
Li et al. 2008; Schenk et al. 2008). To facilitate the utilization of flue gas, microalgae species, such 
as Chlorella sp. and Tetraselmis sp., have been tested for their tolerance to CO2 as well as SOx and 
NOx (Kumar et al. 2010). In addition, several microalgae, including Dunaliella tertiolecta (Nagase 
et al. 2001; Nagase et al. 1997) and Nannochloris sp.(Yoshihara et al. 1996), have the capacity to 
use NO as their nitrogen source and thus remove it from the flue gas. Different reactor 
configurations (Kumar et al. 2011; Schenk et al. 2008) and cultivation strategies (Lee et al. 2000; 
Zeiler et al. 1995) have been studied to improve biomass growth with flue gas, including pH 
control via addition of alkaline solution, high inoculum size, proper flue gas rate, and optimal 
nutrition level. Furthermore, kinetic models were applied to analyze influential factors on algal 
growth using flue gas, including hydraulic residence time, reactor geometry, light intensity, culture 
temperature, flow rate, and partial pressures of CO2, NOx and CO (Doucha et al. 2005; Vunjak-
Novakovic et al. 2005; Westerhoff et al. 2010). For example, an experimental study in combination 
with mass balance calculations indicated that Chlorella growth attained ~50% decarbonization of 
flue gas in an optimal photobioreactor (4.4 kg CO2 produced 1 kg dry weight biomass) (Doucha 
et al. 2005).  
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This study focused on model-based optimization for algal growth using flue gases. In general, 
atmospheric CO2 (0.039% by volume fraction) is insufficient to support optimal algal growth 
(Kumar et al. 2010), while the high concentration of CO2 in industrial exhaust gases has adverse 
effects on algal physiology. Therefore, the control of flue gas flow into photo-bioreactors is of 
practical importance for effective algal CO2 utilization. To design the optimal strategies for 
operation of flue gas inflow, we built Monod-based models using MATLAB/Simulink®. The 
model simulation linked the control of flue gas flow to microalgae growth kinetics, and thus 
provided guidelines in the bioprocess for maximizing algal growth with flue gases.  
5.2. Materials and Methods 
5.2.1. Algal cultivation medium and biomass measurement 
Chlorella sp., Synechocystis PCC 6803, and Tetraselmis suecica were obtained from the Pakrasi 
Lab at Washington University in St. Louis. The culture medium to grow Chlorella contained 
0.55g·L-1 urea, 0.1185 g·L-1  KH2PO4, 0.102 g·L
-1 MgSO4∙7H2O, 0.015 g·L-1 FeSO4∙7H2O and 
22.5 µl microelements (containing 18.5 g·L-1 H3BO3, 21.0 g·L
-1 CuSO4∙5H2O, 73.2 g·L-1 
MnCl2∙4H2O, 13.7 g·L-1 CoSO4∙7H2O, 59.5 g·L-1 ZnSO4∙5H2O, 3.8 g·L-1 (NH4)6Mo7O24∙4H2O, 
0.31 g·L-1 NH4VO3). The pH was adjusted to 7-8 with sodium hydroxide solution. BG-11 
medium(Rippka et al. 1979) and ASP2 medium(Provasoli et al. 1957) were utilized for growing 
Synechocystis and Tetraselmis, respectively. Microalgae stock was maintained in shaking flasks 
(~100 mL culture, 2.5 Hz) at 30oC. Algal growth was monitored by spectrophotometer (Thermal 
Scientific®, Texas USA) at 730 nm. 
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5.2.2. Flue gas treatment using photo-bioreactors  
Fresh microalgal cultures were inoculated into 200 mL medium in glass bottles.  The initial OD730 
was set to ~0.3. Microalgal growth was supported by fluorescent lamps with a photon flux of 
40~50 µmol∙m-2∙s-1 at room temperature (~25 oC). Flue gas was generated by natural gas 
combustion. It was pumped through a funnel to a condenser tube and then a washing bottle (0.5 L) 
containing water or water/limestone slurry (buffer solution), before being introduced into the 
microalgal cultures at an airflow rate of ~250 cm3·min-1 per bottle. The volume fraction of CO2 in 
the flue gas was 5-6 % as measured by a CO2 gas analyzer (LI-COR
®, Biosciences, Nebraska 
USA). A computer control system was used to apply flue gas pulses to algal cultures (Fig. 1). The 
flue gas pulse included two modes (gas-on: using flue gas; gas-off: with just atmospheric CO2). 
The flow rate and on-off frequency were controlled by the software coded with Visual Basic®. The 
actuators were two mass flow controllers (OMEGA Engineering INC, Connecticut, USA) that 
were connected to a data acquisition card (Measurement Computing Corporation, Massachusetts, 
USA). Filters (Aerocolloid LLC, Minnesota USA) were used to clean the inflow gases to the mass 
flow controllers (i.e., removing aerosol particles). The data acquisition card collected the real-time 
flow rate data that could be stored in the computer. To simulate algal culture using sun light, 
microalgal cultures were treated with flue gas under light for 12 hours, and then stored in dark 
aerobically (without flue gas treatment or shaking) for 12 hours (i.e., the light-dark cycle).  
5.2.3. Kinetic model development 
An un-segregated kinetic model for algal CO2 utilization was developed with the following 
assumptions: 1) the culture was a well-mixed homogeneous system; 2) CO2 concentration and 
light intensity were the limiting factors influencing the algal growth; 3) the complex relationship 
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between CO2 partial pressure and its equilibrium species H2CO3, HCO3
-, and CO3
2- was simplified 
with Henry’s Law (Eq. 2).               
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X was the biomass concentration, kg·m-3; S was the dissolved CO2 concentration, mol·m
-3; I was 
the average light intensity, µmol∙m-2∙s-1; P was the CO2 partial pressure in the gas phase, Pa; µmax 
was the maximum specific growth rate of microalgae, h-1; Ks was the Michaelis-Menten constant 
of CO2, mol·m
-3; KI was the inhibition constant of flue gas, mol·m
-3; H was Henry’s constant of 
CO2, Pa∙m-3∙mol-1; KLa was the mass transfer rate, h-1; and YS/X  was the yield coefficient, (mol 
CO2)/(kg biomass). The average light intensity (I) in photo-bioreactor was calculated by the 
following equation (Martínez et al. 1997): 
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                                                                                                                       (3) 
where I0 was the surface light intensity, µmol∙m-2∙s-1; and A was a coefficient with units of m3∙kg-
1. The parameters and initial conditions used for model simulation were given in Table 5.1 unless 
otherwise stated. 
5.2.4. Dynamic optimization framework to profile optimal CO2 concentrations 
We applied the dynamic optimization approach to find the time-dependent inflow CO2 
concentration profile (Popt) that could generate the maximum biomass production(Methekar et al. 
2010). Because of the stiff nature of the model equations (i.e., successive sudden changes of the 
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inlet CO2 concentrations during algal growth), CVP (control vector parameterization method) was 
used in this study (Kameswaran and Biegler 2006). Specifically, the entire time span was divided 
into n discrete time intervals with constant Popt(i) within each time interval (i=1, 2, …, n). Eq.1-2 
was simulated to find the biomass growth in each time interval using the MATLAB function 
“ode23s”. MATLAB function “fmincon” was employed to search the optimal Popt(i) (i=1, 2, …n) 
to maximize the final biomass concentration Xend (n). Once Popt(i) was determined, n was updated 
to 2n (each time interval divided by half) and the same optimization procedure yielded new Popt(i) 
(i=1, 2, …2n) and Xend(2n). The procedure for searching the new set of Popt was repeated until 
(Xend(2n) - Xend(n))/Xend(n) < 0.01%. The flowchart of the dynamic optimization procedure was 
shown in Fig. S1 in the supplementary file. MATLAB and Simulink (Mathworks, Massachusetts 
USA) were used for model calculations. The Simulink configuration and MATLAB programs 
were also provided in Fig. S2 and supplementary MATLAB files. 
5.3. Results and Discussions 
5.3.1 Experimental Analysis of Microalgae growth on flue gas 
Three different strains were cultivated with flue gas (Table 5.2). The results showed that 
continuous exposure (12 hours) to flue gas acidified the medium (pH ≈ 5) and highly inhibited 
microalgae growth. Decreasing CO2 exposure time (< 6 hours per day) and pre-washing of the flue 
gas using buffer solution (limestone slurries) only slightly alleviated flue gas stresses on microalgal 
cells. Comparing algal growth among the three model algal species, Chlorella showed the best 
growth under flue gas stresses. To overcome flue gas inhibition, we investigated an on-off flue gas 
input mode in which the flue gas was pulsed into bioreactors at a specific on/off frequency (Fig. 
2). The frequency of 1 min gas-on and 29 min gas-off was first applied to support all Chlorella 
cultures. Such a gas pulse mode reduced the actual exposure time of high concentration CO2 to the 
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microalgae, and thus minimized the inhibitory effect of flue gas on microalgal physiologies. For 
example, 12-hour-per-day on-off flue gas pluses allowed Chlorella to generate 20~50% more 
biomass than shaking flask conditions using atmospheric CO2 during the exponential growth phase. 
5.3.2. Model simulation of algal growth under different flue gas treatment 
To improve our understanding of the optimal control of flue gas inflow for microalgal growth and 
reduce experimental efforts, we developed an empirical model to simulate biomass growth with 
flue gas treatment. Fig. 3 unveiled the effects of CO2 volume fraction and inhibition constant (KI) 
on the biomass production. The simulation showed that CO2 with a volume fraction ranging from 
0.1~1% favored microalgal biomass production. The inhibition coefficient KI exerted a dramatic 
influence on algal biomass production. For example, decreasing KI from 10 mol∙m-3 to 0.5 mol∙m-
3 reduced the overall biomass production by 60 % (7-day culture) when CO2 volume fraction was 
~10%. 
The Monod-model also simulated algal growth in the on-off CO2 pulse modes (Fig. 4) in which 
the cultures were exposed to different CO2 volume fractions of 15% (gas-on) and 0.04% (gas-off, 
with atmospheric CO2) alternately. Fig. 4 showed the simulated biomass growth, the decrease of 
average light intensity in the photo-bioreactor due to biomass growth, and variation of dissolved 
CO2 in the culture medium. Comparing to microalgal growth with atmospheric CO2, the model 
indicated that the biomass production (in a 7-day culture) could be improved by 35% with 1 min 
gas-on / 29 min gas-off CO2 treatment when microalgal growth rate was µmax = 0.041
 h-1. If 
microalgal specific growth rate µmax was raised to 0.070 
 h-1, the biomass production was increased 
by 77% in the same CO2 pulse mode. These model results suggested that CO2 pulses more 
effectively supported biomass growth when µmax was high. 
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To find the optimal CO2 pulse operation (i.e., the width and the frequency of rectangular pulse), 
we examined the influence of pulse function on algal growth (Fig. 5). It was clear that a frequent 
on-off control of flue gas inflow generally promoted microalgal growth. When µmax =0.041
 h-1, the 
final biomass achieved a maximum of 0.481 kg∙m-3 at the frequency of 10 s gas-on / 7 min gas-
off, whereas biomass production dropped to 0.326 kg∙m-3 at the frequency of 380s gas-on / 67 min 
gas-off (Fig. 5A). We also tested the effects of µmax, KI and KLa on biomass production with 
different CO2 pulse functions. First, if µmax was raised from 0.041 h
-1 to 0.070 h-1 (Fig. 5B), the 
gas-off duration should be shortened (i.e., a frequency of 10 s gas-on /5 min gas-off for supporting 
optimal biomass growth). Second, when the inhibition constant KI dropped from 10 mol∙m-3 to 
1mol∙m-3, an optimal on-off control was achieved at a frequency of 10 s/9 min (i.e., increase gas-
off period, Fig. 5C). Third, reduction of mass transfer coefficient KLa from 17 h
-1 to 6 h-1 lowered 
the rate of CO2 transfer from gas phase to liquid phase and abated CO2 inhibition to the microalgal 
physiology. Accordingly, the gas-off period was reduced to 5 min to promote biomass growth (Fig. 
5D). In summary, the maximal biomass production required a short period of on-time (a few 
seconds) and a comparatively longer off-time (5~10 minutes) depending on the severity of CO2 
inhibition and values of µmax. The off-period could be elongated when flue-gas showed strong 
inhibition. 
5.3.3. Optimal CO2 conditions for microalgal growth 
The dynamic optimization of inlet CO2 partial pressure was established by control vector 
parameterization. The results showed that the objective function (maximization of the final 
biomass production) converged (within 0.01% difference) after dividing the microalgal growth 
period into 64 time intervals. The simulated optimal CO2 profiles from dynamic optimization were 
displayed in Fig. S3. The optimal CO2 concentration was not constant during microalgal growth, 
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instead, it should gradually increase to support algal growth during the cultivation. Fig. 6 tested 
the effect of different model parameters on optimal dynamics of inflow CO2 partial pressure. In 
general, increasing µmax and decreasing KLa demanded high CO2 concentration to compensate for 
fast biomass growth and inefficient CO2 transport. On the other hand, decreasing KI enhanced CO2 
inhibition and thus low CO2 concentration should be employed for biomass growth. With the 
optimal inflow CO2, the biomass production was most influenced by µmax (increasing µmax from 
0.041 h-1 to 0.070 h-1 resulted in ~80% more biomass growth), while biomass production was 
insensitive to parameters KI and KLa. Moreover, the model simulation indicated that the high 
frequency on-off flue-gas pulses (15% CO2) could support biomass growth almost as well as 
optimal CO2 conditions (Fig. 7). CO2 pulses could yield over 90% of theoretical biomass growth 
achieved under optimal CO2 conditions.  
Although the dynamic control of inflow CO2 concentration served theoretically as the best way for 
biomass production, the on-off gas pulse mode still holds many advantages in the scaled-up 
bioprocess. For instance, direct flue gas treatment is much easier to operate than the dynamic 
increase of the inflow concentration. From the energy conservation point of view, the flue gas 
pulses reduce electricity consumption by avoiding continuously pumping flue gases into the photo-
bioreactors or algal ponds. Furthermore, the common photobioreactor design often utilizes 
feedback control based on algal biomass and CO2 concentrations to adjust inflow CO2. However, 
such strategy is limited by the time delay of the actuators, unreliable on-line sensors to measure 
biomass and CO2 concentrations, and sophisticated design of PID (proportional-integral-derivative) 
control loop. In this study, we have demonstrated that the high frequency on-off flue gas pulses 
could serve as a cost-effective operation for algal cultivation. 
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5.3.4. Experimental verification and model limitations 
To experimentally verify the effectiveness of on-off control of flue gases for algal culture, we 
conducted the flue gas treatment with Chlorella using two on-off frequencies (10s gas on / 7 min 
gas off and 30 min gas on / 30 min gas off ). Fig. 8 showed that higher on-off frequency yielded 
better algal growth than the lower one, and it was also better than the shaking flasks condition 
(atmospheric CO2). Therefore, the results qualitatively verified our model, and confirmed that the 
on-off control of flue gases was able to alleviate flue gas inhibition and promote Chlorella growth.  
The model was subject to several limitations. First, the model did not directly account for the 
influence of toxic compounds SOx and NOx on algal growth. Second, it over-simplified the 
chemical reactions and equilibriums in the culture medium including CO2, H
+, OH-, NH3, etc. 
Third, the model did not include CO2 fluid dynamics, while the actual gaseous mass transfer was 
not instantaneous and homogenous in the culture medium. Despite these limitations, all kinetic 
models always represent a compromise between complexity and practical simplicity. In this study, 
our model simulation still provided useful insights into optimal strategies for algal growth and 
avoided costly experimental efforts. 
5.4. Conclusions 
Exposure to continuous flue gas severely inhibited the algal growth. To overcome this problem, 
we tested an on-off flue-gas treatment to enhance algal growth. The model simulation showed that 
the frequency of ~10s on-time and 5~9min off-time was an ideal strategy for sustaining optimal 
algal production, close to theoretical maximum biomass growth. The effectiveness of flue gas 
control was also experimentally validated. Compared to continuously pumping diluted flue gas or 
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chemical pretreatment of flue gas, the simple on-off pulse mode can effectively reduce energy and 
material expenses.  
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Table 5.1: Parameter values used in the model. 
Parameter  Description Value range Unit Reference/Note 
µmax maximum specific growth rate 0.041-0.070 h
-1 (Novak and Brune 1985) 
Ks Michaelis-Menten constant of CO2 0.00021-0.00036 mol∙m-3 (Novak and Brune 1985) 
KI inhibition constant of CO2 10
 a mol∙m-3 (Silva and Pirt 1984) 
K 
Michaelis-Menten constant of light 
intensity 
14 b µmol∙m-2∙s-1 (Martínez et al. 1997) 
KLa mass transfer rate of CO2 6-17 h
-1 (Powell et al. 2009) 
H henry’s constant of CO2 3202 c Pa∙m3∙mol-1 (Sawyer et al. 2003) 
YS/X yield coefficient 100
d (mol CO2)/(kg biomass) (Doucha et al. 2005) 
A constant 14.7 m3∙kg-1 (Martínez et al. 1997) 
I0 surface  light intensity 45
e µmol photons∙m-2∙s-1 measured  
Atmospheric 
CO2  
atmospheric CO2 concentration 0.04% volume fraction assumed in model 
CO2 in flue gas CO2 concentration in the flue gas 15% volume fraction assumed in model 
X(0)  initial biomass concentration 0.1 kg·m-3 assumed in model 
S(0)  initial dissolved CO2 concentration 0.013 mol∙m-3 assumed in model 
Note: Model simulation used µmax=0.041
 h-1, Ks=0.00021 mol∙m-3 and KLa=17 h-1 unless otherwise stated. 
 a In the reference, KI=10 mM, and the test range in this study is 0.5-10 mol∙m-3; b In the reference, K=1011 lux, which is close to 14 
µmol∙m-2∙s-1 (Thimijan and Heins 1983); c  In the reference, H=31.6 atm·M-1; d The experimental results showed that 4.4 kg CO2 was 
needed for production of 1kg (dry weight) of biomass;  e The measured light intensity was 40-50 µmol∙m-2∙s-1; 
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Table 5.2: Maximum OD730 increase rate observed (d-1) within four days. 
Strains 
12-hour continuous flue gas 
aeration per day 
5~6 hours’ flue gas aeration followed 
by 5~6 hours’ air aeration per day 
with buffer without buffer with buffer without buffer 
Chlorella 
Very poor growth under 
continuous flue gas treatment 
0.121±0.001 0.058±0.012 
Tetraselmis 0.040±0.003 0.012±0.002 
Synechocystis 0.088±0.007 0.034±0.024 
Note: The increase rate was calculated by the equation k=ln(ODf / ODi) /∆t, where ODf and ODi 
are the final and initial optic density at 730 nm, respectively, and ∆t is the timespan; After treatment, 
all the cultures were stored in the dark without gas treatment. 
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Figure 5.1: Diagram of the experiment setup. 1: pure water or limestone buffer solution 
(12.5kg·m-3); 2: microalgae cultures; 3: magnetic stirrer; 4: burner; 5: funnel; 6: condenser tube; 
7: filter; 8: mass flow controller (A: flue gas flow; B: air flow); 9: data acquisition card; 10: 
computer; 11: air pump; 12: flow rate meter; 13: exhaust gas; 14: air; 15: fluorescent lamp; 16: 
flue gas; 17: iron support. 
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Figure 5.2: Chlorella growth curves. The flue gas pulses were only in the light period and the 
frequency was 1 min gas-on / 29 min gas-off. □: flue gas pulses without buffer pretreatment (12 
h-12 h light-dark cycle); ∆: flue gas pulses with buffer pretreatment (12 h-12 h light-dark cycle); 
◊: cultivation in shaking flasks (12 h-12 h light-dark cycle, with atmospheric CO2); ■: flue gas 
pulses without buffer pretreatment (5 h-19 h light-dark cycle); ▲: flue gas pulses with buffer 
pretreatment (5 h-19 h light-dark cycle); ♦: cultivation in shaking flasks (5 h-19 h light-dark cycle, 
with atmospheric CO2). 
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Figure 5.3: Effects of CO2 volume fraction and inhibition constant (KI) on the biomass 
production. The model assumed that microalgae grew in a 12 h-12 h light-dark cycle for 7 days. 
Red Line: KI=10 mol∙m-3; Blue Line: KI=5 mol∙m-3; Green Line: KI=1 mol∙m-3; Yellow Line: 
KI=0.5 mol∙m-3.      
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Figure 5.4: Simulation of microalgae growth (red lines) under CO2 (15%) pulses at a 
frequency of 1 min gas-on/29 min gas-off in a 12 h-12 h light-dark cycle. CO2 pulses were only 
in the light period. Microalgal growth with atmospheric CO2 was also simulated (cyan lines). (A): 
biomass growth (red and cyan lines) and average light intensity (green line), µmax=0.041 h
-1. (B): 
CO2 concentrations in the culture (blue line) and in the gas phase (green line), µmax=0.041
 h-1. (C): 
biomass growth (red and cyan lines) and average light intensity (green line), µmax=0.070 
 h-1. (D): 
CO2 concentration in the culture (blue line) and in the gas phase (green line), µmax=0.070
  h-1.  
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Figure 5.5: Effect of pulse function on biomass production. The model assumed that microalgae 
grew under 12 h-12 h light-dark cycle for 7 days.  The tested model parameters included (A): 
µmax=0.041
 h-1, KI=10 mol∙m-3, KLa=17 h-1; (B): µmax=0.070 h-1, KI=10 mol∙m-3, KLa=17h-1; (C): 
µmax=0.041
 h-1, KI =1 mol∙m-3, KLa =17h-1; (D): µmax =0.041 h-1, KI =10 mol∙m-3, KLa=6 h-1.   
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Figure 5.6: The optimal CO2 concentration profiles. The model assumed that the cultures 
were grown under continuous light illumination for 7 days. The tested model parameters 
included (1): µmax=0.041
 h-1, KI=1 mol∙m-3, KLa=17 h-1; (2): µmax=0.041 h-1, KI=10 mol∙m-3, KLa=17 
h-1; (3): µmax=0.070 h
-1, KI=1 mol∙m-3, KLa=17 h-1; (4): µmax=0.070 h-1, KI=10 mol∙m-3, KLa=17 h-
1; (5): µmax=0.041 h
-1, KI=1 mol∙m-3, KLa=6 h-1 ; (6): µmax=0.041 h-1, KI=10 mol∙m-3, KLa=6 h-1.  
  
96 
 
 
Figure 5.7: Simulation of microalgal growth under three CO2 treatment modes in continuous 
illumination condition. Blue line: growth with optimal in-flow CO2 concentration (i.e., 
theoretical maximal biomass growth); Green line: growth with flue gas pulses at a frequency of 1 
min / 29 min; Red line: growth with frequent flue gas pulses (A: 10 s / 7 min; B: 10 s / 5 min; C: 
10 s / 9 min; D: 10 s / 5 min; E: 10 s / 7 min; F: 10 s / 5 min). Parameters used were: (A): µmax=0.041 
h-1, KI=10 mol∙m-3, KLa=17 h-1; (B): µmax=0.070 h-1, KI=10 mol∙m-3, KLa=17 h-1; (C): µmax=0.041 
h-1, KI=1 mol∙m-3, KLa=17 h-1; (D): µmax=0.041 h-1, KI=10 mol∙m-3, KLa=6 h-1; (E): µmax=0.041 h-1, 
KI=1 mol∙m-3, KLa=6 h-1; (F): µmax=0.070 h-1, KI=1 mol∙m-3, KLa=17 h-1.  
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Figure 5.8: Effect of flue gas pulse modes on Chlorella growth (without buffer pretreatment). 
The figure showed the data for Chlorella growth during the first 12 hours under different 
conditions unless otherwise stated. The increase OD730 per hour was calculated by (ODf-ODi)/∆t, 
where ODf and ODi were the final and initial optic density at 730 nm, respectively. ∆t was the 
timespan. A: 10s gas-on/7 min gas-off; B: 30 min gas-on/30 min gas-off; C: 5-hour continuous 
flue gas treatment; D: cultivation in shaking flasks. 
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Supplemental materials 
Figure 5-S1: Flow chart of dynamic optimization procedures. 
 
Fig. S1. Flow chart of dynamic optimization procedures 
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Figure 5-S2: Simulink block diagram of Eq.1-2 for on-off gas control mode. The red box 
shows the simulation of the on-off gas control mode. The model can be changed to continuous flue 
gas treatment mode if the red box is substituted with one pulse generator. The Simulink subsystem 
files will be provided by authors upon the request. 
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Figure 5-S3: Dynamic optimization loops to determine optimal Popt(i), where µmax=0.041 h-1, 
KI=10 mol∙m-3, KLa=17 h-1. 
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Chapter 6: Simulating cyanobacterial phenotypes by integrating flux balance 
analysis, kinetics, and a light distribution function 
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6.1 Introduction 
In photobioreactors (PBRs), light penetration depth at high cell density can be as short as a few 
centimeters (Janssen et al. 2003). Thus, during large-size PBR cultivation, cyanobacteria move 
continuously between the “light zone” (where light is sufficient) and the “dark zone” (where light 
is substantially shaded). As a consequence, cyanobacterial metabolism in PBRs is spatially and 
temporally dependent: cells have autotrophic growth in the light zone, and they perform 
heterotrophic growth in the dark zone by consuming energy-storage compounds. Moreover, PBR 
performances are also affected by the efficiency of CO2 gas-liquid transfer. To enhance mass 
transfer, people often use CO2-enriched air in combination with high intensity mixing. Many 
models have been developed to understand how cyanobacterial physiological dynamics are 
influenced by the light intensity, CO2 supply, temperature, and geometry of PBRs (Béchet et al. 
2013; Cornet et al. 1992; Cornet and Dussap 2009; Takache et al. 2010; Wu and Merchuk 2001). 
Those kinetic and reactor studies are useful in optimizing PBR design and operations. However, 
bioprocess modeling is unable to provide an understanding of intracellular enzyme functions and 
metabolic fluxes in cyanobacteria. To improve engineered microalgae strains’ metabolisms in 
large-size PBRs, it is necessary to link process models to metabolic models.    
On the other hand, metabolic flux analyses (MFA) can quantify in vivo enzyme reaction rates, and 
thus allow us to investigate the flux phenotypes resulting from complicated gene-protein-
metabolite regulations. 13C-MFA measures carbon fluxes through the central metabolism via 13C 
labeling experiments. Alternatively, genome-scale flux balance analysis (FBA) can generate a 
holistic intracellular flux distribution map (Orth et al. 2010) owing to its extended coverage of 
genomic information (Lerman et al. 2013). Computational platforms, such as COBRA (Becker et 
al. 2007) and OptForce (Ranganathan et al. 2010), can predict genetic targets and guide rational 
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designs of engineered strains. FBA can also be integrated with constraint-based elementary flux 
mode analysis to identify optimal pathways for bio-productions (Teusink et al. 2009). However, 
an inherent limitation of traditional GSM is that it predicts only flux distributions that result in 
maximal yields in an optimal culture condition. They cannot forecast mutant strains’ production 
titers and rates in dynamic and heterogeneous bioreactors.  
In this study, the major goal is to demonstrate multiple-scale modeling approaches by linking cell 
metabolisms to PBR environmental fluctuations. Specifically, the modeling efforts focus on 
Synechocystis 6803, a most widely used cyanobacterial biorefinery. Appealing traits of this species 
include amenability to genetic modifications, well-studied genomics, and native genes for 
biosynthesis of alkanes/alkenes and hydrogen (Bandyopadhyay et al. 2010; Berla et al. 2013; 
Schirmer et al. 2010)(Bandyopadhyay et al. 2010; Berla et al. 2013; Schirmer et al. 
2010)(Bandyopadhyay et al. 2010; Berla et al. 2013; Schirmer et al. 2010). To predict 
cyanobacterial growth and metabolic flux phenotypes in PBR settings, we integrated a genome-
scale cyanobacteria model, iJN678 (Nogales et al. 2012), with growth kinetics, cell movements 
based on reported PBR hydrodynamics, and a heterogeneous light distribution (Figure 6.1). The 
model assumption is that heterogeneous PBR conditions affect cyanobacteria, leading to 
heterogeneous cell metabolisms in different sub-populations. Such an approach can provide 
biological information ranging from the intracellular domain to the PBR domain, and fill the gaps 
between systems biology and the PBR process. The multiple-scale modeling is useful for 
estimating mutant strains’ potentials to achieve the production metrics required for 
commercialization. 
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6.2. Materials and Methods 
6.2.1. Cell cultivation 
Synechocystis PCC 6803 was cultivated in a modified BG-11 medium (You et al. 2014) at 30 oC 
and 180 rpm. We first tested the cyanobacterial growth in different culture volumes. In brief, 50 
mL, 100 mL, and 150 mL of cell suspensions were cultivated in 250 mL shake flasks under 
continuous illumination of ~50 µE/m2/s. We also tested the cyanobacterial growth under different 
light conditions. Specifically, 15 mL of cultures were grown in 150 mL shake flasks under different 
light intensities (from ~15 to ~35 µE/m2/s). OD730 was used to measure biomass density, and the 
relationship between the biomass concentration and OD730 was 0.45×OD730 = Biomass (g/L) (You 
et al. 2014). We made duplicate cultures of each condition (n=2).  
6.2.2. 13C-Labelling experiment  
13C-labeling experiments were performed to determine histidine labeling as evidence of OPP 
pathway activity under different light conditions. We grew photomixotrophic cultures in BG-11 
medium supplied with 2.5 g/L [1-13C] glucose and 4 g/L NaH13CO3 (tracers were purchased from 
Sigma-Aldrich, Saint Louis, USA). The TBDMS (N-tert-butyldimethylsilyl-N-
methyltrifluoroacetamide) method (You et al. 2014) was used to analyze the labeling patterns of 
proteinogenic histidine. In brief, cells were harvested by centrifugation, and cell pellets were 
hydrolyzed in 6 mol/L HCl solution at 100 °C for 24 hours. The amino acid solution was air-dried 
and then derivatized by TBDMS (Sigma-Aldrich, USA) at 70 °C for one hour. A gas 
chromatograph (GC) (Hewlett-Packard model 7890A; Agilent Technologies, CA) equipped with 
a DB5-MS column (J&W Scientific, Folsom, CA) and a mass spectrometer (model 5975C; Agilent 
Technologies, CA) were used for analyzing amino acid labeling profiles. The GC-MS fragment 
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[M-57]+ contains the complete amino acid backbone, and MS data M+0, M+1, and M+2 represent 
isotopomers with zero, one, and two 13C atoms, respectively. 
6.2.3. Flux balance analysis model 
The FBA model was modified from the cyanobacterial model iJN878 (Nogales et al. 2012), which 
has 843 reactions, including photosynthesis and the central carbon metabolism. A complete list of 
reactions is provided in Supplementary file 1. The iJN878 model contains a recently discovered γ-
aminobutyrate shunt (Xiong et al. 2014) which converts 2-oxoglutarate to succinate in 
Synechocystis 6803. In our model, two new reactions were added, namely ‘glycogen storage  
glycogen [c]’ and ‘d-lactate [c]  d-lactate [external]’, which were respectively used to simulate 
glycogen storage/consumption and D-lactate production by an engineered cyanobacterial strain 
(Varman et al. 2013). The mathematical description of our FBA model is as follows:  
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,  
where µ represents the specific growth rate, S is the stoichiometric matrix, v represents a vector of 
flux distribution, and lb and ub represent vectors of the lower and upper boundaries, respectively. 
Further, f1 is a function of the mass transfer coefficient KLa, dissolved CO2 concentration [CO2], 
and half-saturation constant for dissolved CO2, Km;  f2 is a function of the cell’s local position l, 
biomass concentration X, and photon influx on the PBR surface vphoton,0. The linear optimization 
problem was solved by the MATLAB® (2012b) built-in function ‘linprog’ using the ‘simplex’ 
(1) 
106 
 
algorithm. To estimate the flux distribution in engineered cyanobacterial strains, we used the 
MOMA (minimization of metabolic adjustment) algorithm (Segre et al. 2002), which was solved 
by the MATLAB built-in function ‘quadprog’ using the ‘interior-point-convex’ algorithm:  
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where H is a unit matrix, and fopt is the optimal flux distribution of wild-type cyanobacteria. The 
remaining notations have the same meanings as above.  
Moreover, we considered three growth states for cyanobacteria in the FBA model: 1) the ‘light 
condition’: an autotrophic sub-population in the light zone, 2) the ‘dark condition’: a heterotrophic 
sub-population in the dark zone, where the photon influx is below 0.4 mmol/g/h (under which the 
cyanobacterial growth rate is lower than the heterotrophic growth rate in darkness) and glycogen 
is consumed at a rate of 0.01 mmol/g/h (Knoop et al. 2013) to maintain minimal growth, and 3) 
the  ‘resting condition’: a glycogen-depleted sub-population with no active fluxes in the dark zone. 
To improve the calculation efficiency, we built a database containing all the flux distributions in 
response to different photon influxes (Supplemental file 1). By having such a database, we could 
directly use pre-calculated fluxome from the database according to culture conditions in photo-
bioreactors. Thereby, we did not need to redo flux calculations at each time interval during new 
simulations. 
(2) 
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6.2.4. Simulation of cyanobacterial growth via integrating FBA, kinetics, and cell movements 
Figure 6.1 shows our modeling algorithm. To simulate biomass growth as a function of time, we 
divided the entire time period into finite intervals of 0.002 h (Figure 6-S1 shows that further 
decreasing the interval period did not change the simulation results). In each time interval, a 
simplified sinusoid equation (Wu and Merchuk 2002) was used to estimate the cell location in a 
well-mixed PBR:  
2
cos( )
2 2

 
r
r r
l t
f
,                                                                                                                      (3) 
where l is the shortest distance between the PBR surface and the cell local position, in mm; r is the 
radius or thickness of the PBR, in mm; fr represents the cyanobacteria circulation frequency, in h; 
and t is time, in h. Because cell circulation frequencies in PBRs vary from cell to cell, stochastic 
effects are induced on a single cell’s metabolism. In fact, the random movements of cells in PBRs 
have been measured and simulated, and, in the present study, are described by a probability 
distribution function (Luo and Al-Dahhan 2011). In our model platform, we distinguished cell 
populations with different circulation times (Figure 6-S2 and 3). Thus, the whole culture was 
considered to be comprised of twelve sub-populations instead of a plethora of individual 
cyanobacterial cells. Based on cell locations and the biomass concentrations, we calculated the 
local light intensity (Katsuda et al. 2000):  
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,                                                                          (4) 
where vphoton and vphoton,0 represent the local and surface photon influxes, respectively, in mmol/g/h; 
and X is biomass concentration, in g/L.  
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The CO2 uptake flux was described by a Michaelis-Menten equation: 
2 2
2
,max
2
[ ]
[ ]
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
CO CO
m
CO
v v
K CO
,                                                                                                           (5) 
where vCO2,max is the maximum uptake rate of dissolved CO2/HCO3
-, Km is the half-saturation 
constant, and [CO2] represents dissolved CO2 concentration. This study assumed that pH was 
constant at 8.0, and that the dissolved CO2 and cell culture were homogeneous in PBRs. Because 
we assumed that cell metabolism was pseudo-steady in each interval (Feng et al. 2012), the FBA 
model could use linear optimization to profile the intracellular fluxes constrained by light and 
carbon input fluxes (Equations 4 and 5). The FBA model then predicted the growth rates, glycogen 
synthesis rates, and CO2 uptake rates of cell populations with different circulation times in PBRs. 
Those values were averaged based on the probability distribution function (Figure 6-S2a): 
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where Pi is the fraction of ith cell population (Figure 6-S2a), µapp is the apparent specific growth 
rate in PBRs, vCO2,app is the apparent CO2 uptake rate, and vglycogen,app is the overall glycogen 
production rate. 
For the kinetic model, we used ordinary differential equations (ODEs) to describe changes in 
biomass production, glycogen accumulation, dissolved CO2/HCO3
- concentrations, and so forth.  
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The ODEs were resolved in their numerical discrete form (Euler-like integration scheme):  
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where i and i+1 represent the current and next intervals, respectively; Δt is the time interval (0.002 
h); Kd is the death rate, in h
-1; β is the glycogen composition in the biomass, in mmol/g; [glycogen] 
is the overall glycogen concentration in the PBR, in mmol/L; KLa is the mass transfer rate of CO2, 
in h-1; [CO2] represents the dissolved CO2 and HCO3
- concentrations, in mmol/L; [CO2]
* is the 
combined concentrations of dissolved CO2 and HCO3
- in equilibrium with atmospheric CO2 
(0.039%, v/v), in mmol/L; and µapp, vglycogen,app, and vCO2,app are fluxes determined previously. The 
updated values of the biomass concentration, dissolved CO2 concentration, etc., were then used to 
constrain the FBA model in the next interval. The kinetic parameters are given in Table 6.1. For 
shake flask conditions, KLa was determined by the following equation: (Nikakhtari and Hill 2005) 
0.845
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V
K =0.032 N
L
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 
  ,                                                                                                               (9) 
where N is the rotation speed, in rpm; V is the shake flask volume, in mL; and L is the culture 
volume, in mL. MATLAB files are provided in Supplementary files 3 and 4. 
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6.3. Results  
6.3.1. Simulation of cyanobacterial optimal growth in a cylindrical PBR 
The integrated GSM was first applied to predict cyanobacterial growth in a cylindrical PBR, which 
was assumed to have a radius of 60 mm and a constant surface light intensity of 50 µE/m2/s. 
Although the maximal photosynthetic efficiency in photosynthetic species can reach 4.6% - 6% 
(Blankenship et al. 2011), not all incident radiation in PBRs can be efficiently used by 
cyanobacteria, thereby resulting in a lower conversion efficiency (Zhu et al. 2008). Hence, we 
chose a photosynthesis efficiency of 1.5%, which was within a reasonable range of actual 
photosynthesis efficiencies of microalgae (Melis 2009). Based on a previous study, the mass 
transfer rate of CO2 was assumed to be 10 h
-1 (Kazim 2012). Under such a condition, cyanobacterial 
biomass concentration could increase from 0.1 g/L to 5 g/L in three weeks, provided that other 
mineral nutrients are supplied continuously (Figure 6.2a and Figure 6-S1). The modelling results 
also showed continuous decreases in the growth rate (Figure 6.2b) and intracellular fluxes in the 
central metabolism (Figure 6.2c-e), which was caused by a continuous decrease in local light 
intensity over time (Figure 6.2g). As the ‘dark zone’ expanded, some cyanobacteria switched from 
autotrophic growth to heterotrophic growth in the late growth phase, and eventually became resting 
cells (Figure 6.2f). The expanding ‘dark zone’ also led to a gradual reduction in glycogen content 
per gram of biomass, which was the same when all the cells were located in the light zone (Figure 
6.2b). This prediction agrees with two previous studies (Aikawa et al. 2012; Hasunuma et al. 2013). 
Next, we tested the sensitivity of biomass production to the mass transfer rate, PBR surface light 
intensity, and PBR diameter. With a light intensity of 100 µE/m2/s and a moderate mass transfer 
rate of 15 h-1, small PBRs (30mm radius) could produce 20 g/L of biomass in 21 days. Although 
such productivity has been experimentally observed in small PBRs (Pirt et al. 1983),  it can be 
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hardly achieved in large-size PBRs. As shown by the model, the biomass productivity is highly 
sensitive to the surface-to-volume ratios of the PBRs, and increasing the PBR diameter reduces 
biomass productivity dramatically. Hence, to improve biomass production in PBRs, one needs to 
reduce the surface-to-volume ratios, increase the culture mixing and air flow rate (Lee and Palsson 
1994), and maintain a sufficient surface light intensity.  
Finally, the simulations also demonstrate that, due to random cell movements in PBRs, single cell 
fluxome may show stochastic changes (Figure 6-S2 b-c). Additionally, we tested the sensitivity of 
biomass growth to circulation time. The model indicates that perturbing the circulation speeds of 
cell subpopulations did not affect total biomass production by PBRs, provided that the CO2 mass 
transfer and surface light were constant (Figure 6-S3).     
6.3.2. Simulation of cyanobacterial oxidative pentose phosphate pathway in a cylindrical 
PBR 
In cyanobacteria, the oxidative pentose phosphate (OPP) pathway and the Calvin cycle operates 
in opposite directions: The former generates CO2 and NADPH, while the latter consumes CO2 and 
NADPH. Figure 6.2d shows that the Calvin cycle had a strong flux in the early growth phase, 
while the OPP pathway remained silent under light-sufficient conditions (Figure 6.4a). In the late 
growth stage, active fluxes through the OPP pathway appeared (Figure 6.4a) due to the self-
shading effect. The activity of the OPP pathway increased concurrently with the glycogen 
consumption rate in darkness (Figure 6.4a and Figure 6-S4). Thus, an active OPP flux in 
photoautotrophic cultures is the metabolic response to light deficiency in PBRs. Recent 13C-flux 
measurements also showed positive OPP fluxes in Synechocystis 6803 PBR cultures (Xiong et al. 
2015; Young et al. 2011). To further confirm our model predictions, we examined the labelling 
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patterns of histidine by growing Synechocystis 6803 with NaH13CO3 and [1-
13C] glucose. When 
glucose was metabolized via the OPP pathway, non-labeled ribose-5-phosphate was generated 
from [1-13C] glucose (You et al. 2014), which is a precursor to histidine. Therefore, an active OPP 
pathway was expected to reduce the 13C-enrichment of proteinogenic histidine. Figure 6.4b shows 
that the 12C-concentration of histidine was high under low light conditions, supporting the model 
prediction that light deficiency leads to an active OPP pathway for C6 sugar utilizations.  
6.3.3. Investigation of cyanobacterial photosynthesis efficiency in shake flasks 
Next, we used the integrated GSM to determine the photosynthesis efficiency of Synechocystis 
6803 by minimizing the sum of squared errors between experimental and simulated averaged 
specific grow rates. We simplified the geometry of the shake flasks into a two-dimensional 
rectangle (Figure 6-S5), and made the local light intensity dependent on the vertical distance from 
a cell to the light source. The CO2 mass transfer rates in shake flasks were calculated based on Eq. 
9. As a consequence, a photosynthesis efficiency of 2.7% (Figure 6-S6) resulted from the best fit 
of specific growth rates under shake flask cultures (Diamond and circle markers in Figure 6.5). 
Furthermore, this photosynthesis efficiency was used to simulate the growth of Synechococcus 
elongatus UTEX 2973 (a fast-growing cyanobacterium species) in a column PBR (with 3% CO2 
and under 300 µE/m2/s light intensity) (Yu et al. 2015). The model predicted slightly lower specific 
growth rate than the experimental value (Square marker in Figure 6.5). This difference is possibly 
due to an increased photosynthesis activity under high CO2 concentrations (Levitan et al. 2007).   
6.3.4. Model-based investigation of lactate production by engineered cyanobacteria in PBRs 
We further applied the integrated GSM to predict the growth and volumetric D-lactate productivity 
of engineered cyanobacterial strains, in which a mutated glycerol dehydrogenase was 
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overexpressed for producing optically pure D-lactate (Varman et al. 2013). The MOMA algorithm 
was applied to simulate the metabolism in engineered strains (See Methods). Growth-associated 
lactate production was assumed (i.e., lactate production was proportional to biomass synthesis). 
First, we tested the relationship between lactate efflux (vlac) and specific growth rate (µ) using only 
the FBA model. Figure 6.6a shows vlac and µ as functions of the ratio vlac/µ, which denotes the 
amount of lactate produced per gram of biomass (or mmol lactate/ g biomass). Within a wide vlac/µ 
range, from 0.01 to 100 mmol lactate /g biomass, µ decreased with increasing vlac/µ, but vlac 
showed a parabolic tendency, peaking at 0.3 mmol/g/h (Figure 6a). Next, we used the integrated 
GSM to simulate the cyanobacterial growth and D-lactate production in PBRs at different vlac/µ 
ratios (Figure 6 b-c). As a result, increasing the vlac/µ ratio led to lower biomass production, which, 
however, did not necessarily improve the overall D-lactate production. For example, when vlac/µ 
was increased from 1 to 10 mmol/g, lactate production in PBRs remained the same, but biomass 
production was significantly diminished. Enhancing the lactate pathway (i.e., increase vlac/µ ratio) 
can improve lactate production, but excessive overexpression of this pathway may sacrifice 
biomass growth and impair overall lactate productivity. To resolve this problem, it is desirable to 
induce the lactate synthesis pathway at late biomass growth phase.  
Deleting carbon storage in cyanobacteria is one strategy to redirect carbon flux to product synthesis 
(van der Woude et al. 2014). However, the integrated GSM shows that such a strategy may not 
offer significant improvements in final lactate productivity in PBRs (Figure 6.6a, d-e). This finding 
is consistent with two recent reports: 1) Glycogen knockout did not enhance lactate productivity 
under nutrient-sufficient growth conditions (van der Woude et al. 2014). 2) Removal of glycogen 
in an isobutanol-producing cyanobacterium yielded no benefit in production titer and rate (Li et al. 
2014). Possibly, glycogen serves as the carbon and energy reservoir to store the energy and carbon 
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excess flow in the light zone, and this carbon and energy reservoir can maintain redox homeostasis 
under stressed growth conditions or in darkness (Gründel et al. 2012). Therefore, deleting glycogen 
or other carbon storage may impair cyanobacterial survival as well as its resistance to 
environmental stresses and contaminations.  
6.4. Discussion  
In this study, a genome-scale FBA model was integrated with information on kinetics, light 
distribution, and cell movement. Using the integrated GSM, one can simultaneously learn both 
intracellular information (e.g., flux distributions as functions of time) and extracellular information 
(e.g., growth curve and nutrient changes in the medium) simultaneously.  
In the extracellular domain, the integrated GSM can describe changes in nutrient concentrations, 
biomass accumulation, and local light intensities. As demonstrated by Figure 6.3, cyanobacteria 
are intrinsically capable of reaching high biomass concentration in PBRs, however, their 
performance is usually limited by low light availability and low mass transfer rate. To reduce cell 
self-shading, high surface-to-volume ratio PBRs equipped with thin panel or hollow fibers have 
been employed (Lee and Palsson 1994). To improve the mass transfer rate, enhancing aeration 
rates has proved efficient (Kazim 2012). Better mixing conditions not only lead to better gas 
transfer rates, but also help maintain more homogeneous conditions for both cells and nutrients.  
In the intracellular domain, we observed continuously changing fluxes in the cyanobacterial 
metabolic network, which were mostly affected by reduced energy and carbon inputs. One 
interesting finding is the OPP pathway activation as cell cultures get denser. It is a traditional point 
of view that the Calvin cycle and the OPP pathway are separate systems because the two pathways 
are reciprocally regulated (Poolman et al. 2003). In this study, the integrated GSM describes that 
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these two pathways could be employed by two different subpopulations in PBRs at the same time. 
This simulation explains that a measureable flux through the OPP pathway could be observed in 
both wild type and engineered cyanobacterial strains via 13C-based flux analysis (Xiong et al. 2015; 
Young et al. 2011). In addition, the elementary modes analysis shows that the Calvin cycle and 
the OPP pathway may function in complementary ways in photoautotrophs, since an active OPP 
pathway ensures a maintainable flux to triose phosphate synthesis from carbohydrate degradation 
in low light or darkness (Poolman et al. 2003). Furthermore, we noticed that an active OPP 
pathway was always present in the D-lactate producing strain, and it became stronger with 
increased D-lactate production (Figure 6-S7). This indicates that the enhanced OPP activity 
benefits bio-production by providing more reducing power. In summary, the plasticity of the OPP 
pathway endows cells with high vitality and energy flexibility (Wasylenko et al. 2015; Wu et al. 
2015).  
The traditional FBA model usually describes the optimal growth condition, and thus it may not be 
suitable for suboptimal and heterogeneous cultivation conditions. Our model, on the other hand, 
is integrated with growth kinetics and a heterogeneous light distribution in PBRs. Hence, the model 
can not only predict the production yield, titer and rate, but also offer insights into how cells adjust 
their internal metabolisms to survive under different growth conditions and genetic manipulations. 
Moreover, the integrated GSM may give more accurate predictions of mutant physiology than 
GSM alone in bioreactor conditions. For example, the integrated GSM correctly indicates that 
glycogen knockout may not be an effective strategy to improve PBR lactate production. Lastly, 
the integrated GSM can reveal real-time variations/dynamics in metabolisms of different 
subpopulation cells, and thus improve understandings of cellular responses to large-size PBRs. 
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Nevertheless, our model still has limitations. For example, previous studies have shown that 
glycogen synthesis could be connected with unknown regulations affecting cyanobacterial 
viability under stress conditions (Gründel et al. 2012; Xu et al. 2013). However, the integrated 
GSM may not give the same prediction without further constraints from knowledge of genetic 
regulations. Additionally, it has been demonstrated that cyanobacteria have circadian behaviors 
(i.e., their metabolism exhibits day and night rhythms) (Kondo et al. 1993), while our model does 
not include this property. Finally, some inhibition factors may also influence cyanobacterial 
growth (e.g., effects of crowding), which are not included in the model. In the future, this model 
platform should be further improved via additional multi-scale modeling approaches. 
6.5. Conclusions 
This study demonstrates a genome-scale FBA model integrated with kinetics, cell movements, and 
a light distribution function. With constraints obtained from bioprocess variables, the integrated 
GSM can not only simulate the dynamic metabolisms in sub-population cells but also predict PBR 
overall productivity under light and CO2 conditions. The integration of GSMs with PBR modeling 
can facilitate the development of new cyanobacterial strains for industrial settings.   
6.6. Acknowledgements 
I would like to thank Dr. Gang Wu for his contributions to the modeling work and Dr. Le You for 
valuable discussions for this project. In addition, Ni Wan and Adrienne Redding contributed to 
cyanobacterial growth experiments directly. We are also grateful for the funding supports from a 
US DOE grant (DESC0012722) and an NSF Grant (CBET 1438125). 
117 
 
6.7. References 
Aikawa S, Izumi Y, Matsuda F, Hasunuma T, Chang J-S, Kondo A. 2012. Synergistic 
enhancement of glycogen production in Arthrospira platensis by optimization of light 
intensity and nitrate supply. Bioresource Technology 108(0):211-215. 
Badger MR, Andrews TJ. 1982. Photosynthesis and inorganic carbon usage by the marine 
cyanobacterium, Synechococcus sp. Plant Physiology 70(2):517-523. 
Bandyopadhyay A, Stöckel J, Min H, Sherman LA, Pakrasi HB. 2010. High rates of 
photobiological H2 production by a cyanobacterium under aerobic conditions. Nature 
Communications 1:139. 
Béchet Q, Shilton A, Guieysse B. 2013. Modeling the effects of light and temperature on algae 
growth: State of the art and critical assessment for productivity prediction during outdoor 
cultivation. Biotechnology Advances 31(8):1648-1663. 
Becker SA, Feist AM, Mo ML, Hannum G, Palsson BØ, Herrgard MJ. 2007. Quantitative 
prediction of cellular metabolism with constraint-based models: the COBRA Toolbox. 
Nature Protocols 2(3):727-738. 
Benjamin MM. 2002. Water chemistry: McGraw-Hill New York. 
Berla BM, Saha R, Immethun CM, Maranas CD, Moon TS, Pakrasi HB. 2013. Synthetic biology 
of cyanobacteria: unique challenges and opportunities. Frontiers in Microbiology 4:246. 
Blankenship RE, Tiede DM, Barber J, Brudvig GW, Fleming G, Ghirardi M, Gunner M, Junge W, 
Kramer DM, Melis A. 2011. Comparing photosynthetic and photovoltaic efficiencies and 
recognizing the potential for improvement. Science 332(6031):805-809. 
Cornet J, Dussap C, Dubertret G. 1992. A structured model for simulation of cultures of the 
cyanobacterium Spirulina platensis in photobioreactors: I. Coupling between light transfer 
and growth kinetics. Biotechnology and Bioengineering 40(7):817-825. 
Cornet JF, Dussap CG. 2009. A simple and reliable formula for assessment of maximum 
volumetric productivities in photobioreactors. Biotechnology Progress 25(2):424-435. 
Feng X, Xu Y, Chen Y, Tang YJ. 2012. Integrating flux balance analysis into kinetic models to 
decipher the dynamic metabolism of Shewanella oneidensis MR-1. PLoS Computational 
Biology 8(2):e1002376. 
Gründel M, Scheunemann R, Lockau W, Zilliges Y. 2012. Impaired glycogen synthesis causes 
metabolic overflow reactions and affects stress responses in the cyanobacterium 
Synechocystis sp. PCC 6803. Microbiology 158(Pt 12):3032-3043. 
Hasunuma T, Kikuyama F, Matsuda M, Aikawa S, Izumi Y, Kondo A. 2013. Dynamic metabolic 
profiling of cyanobacterial glycogen biosynthesis under conditions of nitrate depletion. 
Journal of Experimental Botany. 
Janssen M, Tramper J, Mur LR, Wijffels RH. 2003. Enclosed outdoor photobioreactors: light 
regime, photosynthetic efficiency, scale-up, and future prospects. Biotechnology and 
Bioengineering 81(2):193-210. 
Katsuda T, Arimoto T, Igarashi K, Azuma M, Kato J, Takakuwa S, Ooshima H. 2000. Light 
intensity distribution in the externally illuminated cylindrical photo-bioreactor and its 
application to hydrogen production by Rhodobacter capsulatus. Biochemical Engineering 
Journal 5(2):157-164. 
Kazim SA. 2012. Experimental and empirical correlations for the determination of the overall 
volumetric mass transfer coefficients of carbon dioxide in stirred tank bioreactors: The 
University of Western Ontario. 48 p. 
118 
 
Kim HW, Vannela R, Zhou C, Rittmann BE. 2011. Nutrient acquisition and limitation for the 
photoautotrophic growth of Synechocystis sp. PCC6803 as a renewable biomass source. 
Biotechnology and Bioengineering 108(2):277-285. 
Knoop H, Gründel M, Zilliges Y, Lehmann R, Hoffmann S, Lockau W, Steuer R. 2013. Flux 
balance analysis of cyanobacterial metabolism: the metabolic network of Synechocystis sp. 
PCC 6803. PLoS Computational Biology 9(6):e1003081. 
Kondo T, Strayer CA, Kulkarni RD, Taylor W, Ishiura M, Golden SS, Johnson CH. 1993. 
Circadian rhythms in prokaryotes: luciferase as a reporter of circadian gene expression in 
cyanobacteria. Proceedings of the National Academy of Sciences of the United States of 
America 90(12):5672-5676. 
Lee C-G, Palsson BØ. 1994. High-density algal photobioreactors using light-emitting diodes. 
Biotechnology and Bioengineering 44(10):1161-1167. 
Lerman JA, Chang RL, Hyduke DR, Palsson BØ. 2013. Genome-scale models of metabolism and 
gene expression extend and refine growth phenotype prediction. Molecular Systems 
Biology 9(1). 
Levitan O, Rosenberg G, Setlik I, Setlikova E, Grigel J, Klepetar J, Prasil O, Berman‐Frank I. 
2007. Elevated CO2 enhances nitrogen fixation and growth in the marine cyanobacterium 
Trichodesmium. Global Change Biology 13(2):531-538. 
Li X, Shen C, Liao J. 2014. Isobutanol production as an alternative metabolic sink to rescue the 
growth deficiency of the glycogen mutant of Synechococcus elongatus PCC 7942. 
Photosynthesis Research 120(3):301-310. 
Luo H-P, Al-Dahhan MH. 2011. Verification and validation of CFD simulations for local flow 
dynamics in a draft tube airlift bioreactor. Chemical Engineering Science 66(5):907-923. 
Melis A. 2009. Solar energy conversion efficiencies in photosynthesis: minimizing the chlorophyll 
antennae to maximize efficiency. Plant science 177(4):272-280. 
Nikakhtari H, Hill GA. 2005. Modelling oxygen transfer and aerobic growth in shake flasks and 
well-mixed bioreactors. The Canadian Journal of Chemical Engineering 83(3):493-499. 
Nogales J, Gudmundsson S, Knight EM, Palsson BO, Thiele I. 2012. Detailing the optimality of 
photosynthesis in cyanobacteria through systems biology analysis. Proceedings of the 
National Academy of Sciences of the United States of America 109(7):2678-2683. 
Orth JD, Thiele I, Palsson BO. 2010. What is flux balance analysis? Nature Biotechnology 
28(3):245-248. 
Pirt SJ, Lee YK, Walach MR, Pirt MW, Balyuzi HH, Bazin MJ. 1983. A tubular bioreactor for 
photosynthetic production of biomass from carbon dioxide: design and performance. 
Journal of Chemical Technology and Biotechnology 33(1):35-58. 
Poolman MG, Fell DA, Raines CA. 2003. Elementary modes analysis of photosynthate 
metabolism in the chloroplast stroma. European Journal of Biochemistry 270(3):430-439. 
Ranganathan S, Suthers PF, Maranas CD. 2010. OptForce: an optimization procedure for 
identifying all genetic manipulations leading to targeted overproductions. PLoS 
Computational Biology 6(4):e1000744. 
Royce PN, Thornhill NF. 1991. Estimation of dissolved carbon dioxide concentrations in aerobic 
fermentations. AIChE journal 37(11):1680-1686. 
Schirmer A, Rude MA, Li X, Popova E, Del Cardayre SB. 2010. Microbial biosynthesis of alkanes. 
Science 329(5991):559-562. 
119 
 
Segre D, Vitkup D, Church GM. 2002. Analysis of optimality in natural and perturbed metabolic 
networks. Proceedings of the National Academy of Sciences of the United States of 
America 99(23):15112-15117. 
Takache H, Christophe G, Cornet JF, Pruvost J. 2010. Experimental and theoretical assessment of 
maximum productivities for the microalgae Chlamydomonas reinhardtii in two different 
geometries of photobioreactors. Biotechnology Progress 26(2):431-440. 
Teusink B, Wiersma A, Jacobs L, Notebaart RA, Smid EJ. 2009. Understanding the adaptive 
growth strategy of Lactobacillus plantarum by in silico optimisation. PLoS Computational 
Biology 5(6). 
van der Woude AD, Angermayr SA, Puthan Veetil V, Osnato A, Hellingwerf KJ. 2014. Carbon 
sink removal: Increased photosynthetic production of lactic acid by Synechocystis sp. 
PCC6803 in a glycogen storage mutant. Journal of Biotechnology 184:100-102. 
Varman AM, Yu Y, You L, Tang YJ. 2013. Photoautotrophic production of D-lactic acid in an 
engineered cyanobacterium. Microbial Cell Factories 12(1):117. 
Wasylenko TM, Ahn WS, Stephanopoulos G. 2015. The oxidative pentose phosphate pathway is 
the primary source of NADPH for lipid overproduction from glucose in Yarrowia 
lipolytica. Metabolic Engineering 30:27-39. 
Wu S, Huang A, Zhang B, Huan L, Zhao P, Lin A, Wang G. 2015. Enzyme activity highlights the 
importance of the oxidative pentose phosphate pathway in lipid accumulation and growth 
of Phaeodactylum tricornutum under CO2 concentration. Biotechnology for Biofuels 
8(1):78. 
Wu X, Merchuk JC. 2001. A model integrating fluid dynamics in photosynthesis and 
photoinhibition processes. Chemical Engineering Science 56(11):3527-3538. 
Wu X, Merchuk JC. 2002. Simulation of algae growth in a bench-scale bubble column reactor. 
Biotechnology and Bioengineering 80(2):156-168. 
Xiong W, Brune D, Vermaas WF. 2014. The γ-aminobutyric acid shunt contributes to closing the 
tricarboxylic acid cycle in Synechocystis sp. PCC 6803. Molecular Microbiology 
93(4):786-796. 
Xiong W, Morgan JA, Ungerer J, Wang B, Maness P-C, Yu J. 2015. The plasticity of 
cyanobacterial metabolism supports direct CO2 conversion to ethylene. Nature Plants 1(5). 
Xu Y, Tiago Guerra L, Li Z, Ludwig M, Charles Dismukes G, Bryant DA. 2013. Altered 
carbohydrate metabolism in glycogen synthase mutants of Synechococcus sp. strain PCC 
7002: Cell factories for soluble sugars. Metabolic Engineering 16:56-67. 
You L, Berla B, He L, Pakrasi HB, Tang YJ. 2014. 13C-MFA delineates the photomixotrophic 
metabolism of Synechocystis sp. PCC 6803 under light- and carbon-sufficient conditions. 
Biotechnology Journal 9(5):684-692. 
Young JD, Shastri AA, Stephanopoulos G, Morgan JA. 2011. Mapping photoautotrophic 
metabolism with isotopically nonstationary 13C flux analysis. Metabolic Engineering 
13(6):656-665. 
Yu J, Liberton M, Cliften PF, Head RD, Jacobs JM, Smith RD, Koppenaal DW, Brand JJ, Pakrasi 
HB. 2015. Synechococcus elongatus UTEX 2973, a fast growing cyanobacterial chassis 
for biosynthesis using light and CO2. Scientific reports 5. 
Zhu X-G, Long SP, Ort DR. 2008. What is the maximum efficiency with which photosynthesis 
can convert solar energy into biomass? Current Opinion in Biotechnology 19(2):153-159. 
 
 
120 
 
Table 6.1: List of parameters used to simulate the growth and metabolic fluxes of 
cyanobacteria growing in a cylindrical PBR. 
Parameters Significance 
Value 
(Range) 
Unit References/Notes 
KLa  Mass transfer rate of CO2 
10 a 
(3-15) 
h-1 (Kazim 2012) 
Kd Death rate 0.0079 h
-1 (Kim et al. 2011) 
Radius Radius of PBR 60 mm 
Similar to the reactor used 
in reference (Luo and Al-
Dahhan 2011)  
I0 Surface light intensity 50 mmol/g/h Equivalent to ~50 µE/m
2/s b 
Km 
Half-saturation constant 
of CO2 uptake rate 
8 µmol/L (Badger and Andrews 1982) 
pH Medium pH  8.0 unitless BG-11 medium 
[X]0 
Initial biomass 
concentration 
0.1 g/L 
Equivalent to an OD730 of 
~0.2 
[CO2]0 
Initial concentration of 
dissolved CO2 and HCO3
- 
(in equilibrium with air) 
0.53 mmol/L Estimated c 
Note: a) The value is used in Figures 6.2, 6.4 and 6.6; b) a photosynthesis efficiency of 1.5% is 
assumed in Figures 6.2, 6.4 and 6.6; and c) calculation is based on experimental conditions 
(Supplementary Materials). 
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Figure 6.1: Algorithm for simulating cyanobacterial growth and intracellular flux 
distribution by integrating the flux analysis model, kinetics, and a light distribution function. 
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Figure 6.2: Simulations of dynamics of cyanobacterial performance in a 60mm-radius 
cylindrical PBR under 50 µE/m2/s surface light intensity. (a) biomass concentration and 
dissolved CO2/HCO3
- concentration; (b) glycogen content in biomass and average specific growth 
rate; (c) flux through the PEP carboxylase reaction; (d) flux through the RuBP carboxylase reaction; 
(e) fluxes through the TCA cycle (negative flux means the flux direction is reversed); (f) ratios of 
autotrophic, heterotrophic, and resting sub-populations; and (g) light distribution in the bioreactor 
as a function of time and relative distance r/R, where r is the local position and R is the radius of 
the bioreactor. The parameters used for simulation are given in Table 5.1. Abbreviations of 
metabolites: 3PG, 3-phosphoglycerate; AceCoA, acetyl-CoA; CIT, citrate; MAL, malate; OAA, 
oxaloacetate; PEP, phosphoenolpyruvate; and RuBP, ribulose-1,5-bisphosphate.  
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Figure 6.3: Test of biomass growth performance sensitivity to the mass transfer rate (KLa in 
h-1), surface light intensity (I0 in µE/m2/s), and the bioreactor geometry (R in mm). Each three-
dimensional figure shows biomass growth as a function of time and surface light intensity. 
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Figure 6.4: The oxidative pentose phosphate (OPP) pathway in cyanobacteria. (a) 
Comparison of simulated fluxes through the OPP pathway between wild-type (black bars) and 
glycogen-rich (white bars) cyanobacteria strains at different biomass concentrations. ‘*’ means the 
flux is zero. Compared to the wild type strain, the model assumes that the glycogen-rich strain 
accumulates five times more glycogen during autotrophic growth and consumes glycogen five 
times faster during heterotrophic growth. (b) Relative abundance of histidine labeling profile under 
different Synechocystis growth phases. Black bars (low light/ early growth phase): light intensity 
of ~50 µE/m2/s; white bars (low light/late growth phase): light intensity of ~50 µE/m2/s; grey bars 
(high light/late growth phase): light intensity of ~100 µE/m2/s.  
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Figure 6.5: Comparison of experimental and simulation results of cyanobacterial growth 
rates in shake flasks. Diamond markers represent cultures with different volumes under the same 
light intensity of ~50 μE/m2/s. The volumes are 50mL, 100mL, and 150mL, respectively, 
corresponding to diamond markers from top to bottom. Circle markers represent 15 mL cultures 
growing under different light conditions. The light intensities are ~15 μE/m2/s, ~25 μE/m2/s and 
~35 μE/m2/s, respectively, corresponding to circle markers from top to bottom. The specific growth 
rates were calculated based on OD730 values in the early exponential growth phase. The square 
marker represents a reported cyanobacterial growth rate in a mini-PBR (Yu et al. 2015). The 
parameters used for simulating cyanobacterial growth are given in Table S1.   
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Figure 6.6: Simulation results of D-lactate producing cyanobacteria performance. (a) FBA 
simulations of D-lactate flux and growth rate as functions of vlac/µ (mmol lactate/ g biomass). 
White markers: wild-type strain; black markers: glycogen-knockout strain. (b-c) Simulation of 
biomass growth (b) and D-lactate production (c) of wild-type cyanobacteria at different vlac/µ ratios 
in a cylindrical PBR. (d-e) Simulation of biomass growth (d) and D-lactate production (e) of 
glycogen-knockout cyanobacteria at different vlac/µ ratios in a cylindrical PBR. 
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Supplementary Materials 
The following Supplemental materials can all be found online (DOI: 10.1186/s12934-015-0396-
0). Tables and figures in Supplemental file 2 are presented in the following pages. 
Supplemental file 1. Flux distribution database. 
Supplemental file 2. Supplementary figures and tables. 
Supplemental file 3. MATLAB file for simulating cyanobacterial performance in PBRs. 
Supplemental file 4. Matrix of flux distribution database. 
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Table 6-S1: Parameters used for simulating cyanobacterial growth in shake flasks. The 
remaining parameters used in the model are the same as shown in Table 1 in the article. 
Parameters Significance 
Value 
(Range) 
Unit Reference/Notes 
KLa Mass transfer rate of CO2 8-55 h
-1 
Calculated based on 
reference (Nikakhtari and 
Hill 2005) 
Kd Death Rate 0 h
-1 n/a 
Thickness Thickness of the culture 
~5，~15, ~30, 
and ~45 
mm 
Measured for,15 mL, 50 
mL,100 mL, and 150 mL cell 
cultures, respectively, in 250 
mL shake flasks 
X0 
Initial biomass 
concentration 
0.01 g/L 
Measured from the 
experiment 
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Figure 6-S1: The influence of time intervals on cyanobacterial growth. We tested different 
time intervals in the integrated FBA model, and then we plotted the biomass growth as a function 
of time. The results show that choosing a time interval between 0.001-0.005 h is good for our 
model. 
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Figure 6-S2: Probability distribution of cell circulation time in photobioreactors. The 
distribution is based on the reference (Luo and Al-Dahhan 2011), in which the circulation times 
follow the normal distribution with the mean and standard deviation being 10 s and 1.3 s, 
respectively. Instead of using a continuous probability function, we used a discrete probability 
mass function shown below (Figure a). Figure b and c show the oscillations of specific growth rate 
and cell distance to the PBR surface in 10 minutes, respectively. 
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Figure 6-S3: Cyanobacterial growth with different probability distributions. We predicted 
cyanobacterial growth in a 60mm-radius cylindrical PBR with a constant external photon influx 
of 50 µE/m2/s and a KLa value of 10 h
-1. Different circulation times are tested. The results show 
that the circulation time does not affect the total PBR biomass productions. The growth curves 
shown below overlap each other.  
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Figure 6-S4: Specific growth rates and fluxes through the oxidative pentose phosphate 
pathway under heterotrophic growth conditions in darkness. 
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Figure 6-S5: Simplified geometry of shake flask. Unlike previous simulations, we simplified the 
geometry of the shake flasks into a two-dimensional rectangle, and made the local light intensity 
dependent on the vertical distance from a cell to the light source.  
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Figure 6-S6: Determining the photosynthesis efficiency of cyanobacteria growing in 250 ml 
shake flasks. 
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Figure 6-S7: Comparison of flux distributions (unit: mmol/g/h) in central metabolism 
between wild-type, glycogen knockout, and D-lactate producing cyanobacterial strains. 
Legends: A, wild-type strain; B, glycogen-knockout strain; C, D-lactate producing strain (1 
mmol/g); D, glycogen knockout and D-lactate producing strain (1 mmol/g); E, D-lactate producing 
strain (10 mmol/g); and F, glycogen-knockout and D-lactate-producing strain (10 mmol/g). The 
model assumes lactate production to be 1mmol/g biomass or 10 mmol/g biomass. Unlike the wild-
type strain, lactate-producing cyanobacteria with a vlac/µ of 1 mmol/g appears to have an active 
OPP flux (0.01 mmol/g/h). As vlac/µ is increased to 10 mmol/g, the OPP flux becomes more active 
(0.04 mmol/g/h). An active OPP flux can be beneficial by providing more NADPH for lactate 
synthesis.  
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Additional supplementary information for the integrated genome-scale model 
(1) The mass transfer coefficients of CO2 and O2 (Royce and Thornhill 1991). 
2 2
2 2
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La CO CO
La O O
K D
K D
, 
where KLa_CO2 and KLa_O2 are the mass transfer rates of CO2 and O2, respectively; and DCO2 and 
DO2 are the diffusion coefficients of CO2 and O2, respectively. 
 (2) Estimation of dissolved CO2 in equilibrium with ambient air. The parameters are based on the 
textbook Water Chemistry (Benjamin 2002). 
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In this study, we assumed that pH was constant as 8.0. Thus the total carbon source available in 
the medium would be 0.53mM. Following is a table showing [CO2/H2CO3] + [HCO3
-] at different 
pHs.
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Chapter 7: Glycine cleavage powers photoheterotrophic growth of 
Chloroflexus aurantiacus in the absence of H2 
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7.1. Introduction 
Chloroflexus aurantiacus is a filamentous anoxygenic phototrophic bacterium isolated from hot 
springs (Hanada and Pierson 2006). It has specialized light-harvesting antenna machines and 
performs a cyclic photosynthetic electron transport via a type II reaction center (Tang and 
Blankenship 2013). Its photosystem does not generate NADPH directly, but can convert light 
energy into ATP via photosynthetic electron transfer. The genome of C. aurantiacus strain J-10-fl 
has been sequenced to facilitate our understanding of its physiology and cellular metabolism (Tang 
et al. 2011). C. aurantiacus shows a versatile carbon metabolism. In aerobic and dark conditions, 
it can grow on various organic substrates chemoheterotrophically. C. aurantiacus switches to 
photoheterotrophic growth when supplied with acetate under anaerobic and light conditions. In the 
presence of H2/CO2, C. aurantiacus can perform a photoautotrophic growth by fixing CO2 via the 
3-hydroxypropionate (3HOP) bi-cycle pathway (Eisenreich et al. 1993; Zarzycki et al. 2009).  
In its natural habitat, C. aurantiacus consumes organic nutrients (e.g., short-chain fatty acids, 
acetate, etc.) released from cyanobacteria in the associated microbial mats (Hanada and Pierson 
2006; Lee et al. 2014). Its phototrophic metabolisms for coassimilation of organic substrates have 
been extensively studied. For photoheterotrophic culture of C. aurantiacus, the common growth 
medium requires complex nutrients such as yeast extract or casamino acids (Madigan et al. 1974). 
In some early work on photoheterotrophic cultures, both acetate and mixed gases of H2 and CO2 
were provided (Strauss et al. 1992). However, we found that strain J-10-fl was unable to grow well 
in acetate-based minimal media with phosphate buffer without amino acids and H2 supplies. To 
delineate key exogenous nutrients demanded by C. aurantiacus, we performed 13C-tracer 
experiments. The results enhanced our understanding of C. aurantiacus carbon and energy 
metabolisms, and shed lights on C. aurantiacus survival in the ecosystem. 
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7.2. Materials and Methods 
All chemicals and labeled substrates (13C-sodium acetate and NaH13CO3, purity >98%) were 
purchased from Sigma-Aldrich (St. Louis, MO, USA). C. aurantiacus strain J-10-fl was grown in 
a minimal PE medium at 55 oC. One liter medium contained 5 mL phosphate buffer solution, 5 
mL basal salt solution, 0.5 g Na2S2O3 and 0.5 g (NH4)2SO4. One liter of phosphate solution 
contained 75 g KH2PO4 and 78 g K2HPO4. One liter of basal salt solution contained 4.12 g 
Na3EDTA, 1.11 g FeSO4·7H2O, 24.65 g MaSO4·7H2O, 2.94 g CaCl2·2H2O, 23.4 g NaCl and 10 
mL tracer solution. One liter of tracer solution contained 11.2 g MnSO4·4H2O, 2.88 g ZnSO4·7H2O, 
2.92 g Co(NO3)2·4H2O, 2.52 g CuSO4·5H2O, 2.42 g Na2MoO4·2H2O, 3.1 g H3BO3 and 41.2 g 
Na3EDTA. The medium pH was adjusted to 7.5. Commercial RPMI 1640 vitamins solution (100X, 
Sigma-Aldrich) was added into the sterile medium. In nutrient studies, yeast extract or amino acids 
were added into medium to test their effects on cell growth. For photoheterotrophic cultivation, 
the anaerobic cultures (purged with N2) were grown in sealed serum bottles (containing 30 mL 
culture) under continuous illumination (20-30 µmol photons m-2 s-1). Neither H2(g) nor CO2(g) was 
provided in the bottle headspace. Biomass growth was monitored based on optical densities at 
600nm.  
Strain J-10-fl was cultivated in four tracer media: a) 2 g/L [1-13C]acetate and 0.2 g/L unlabeled 
yeast extract; b) 2 g/L [1,2-13C2]acetate (fully labeled acetate) and 0.05 g/L
 unlabeled glycine; c) 2 
g/L [1,2-13C2]acetate, 0.05 g/L glycine, and 0.5 g/L NaH
13CO3; and d) 2 g/L
 unlabeled acetate, 
0.05 g/L unlabeled glycine, and 0.5 g/L NaH13CO3. In each tracer experiment, exponentially 
growing cells from unlabeled culture were inoculated in the labeled medium at a volume ratio of 
1%. The protocol for 13C-metabolite analysis was described elsewhere (Tang et al. 2007; You et 
al. 2012). In brief, the biomass was hydrolyzed in HCl solution (100 oC), and the resulting amino 
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acid mixtures were derivatized by N-(tert-butyldimethylsilyl)-N-methyltrifluoroacetamide 
(TBDMS). GC-MS equipped with a DB5-MS column (Agilent Technologies, USA) was used to 
measure amino acid labeling pattern. The mass isotopomer distributions (MIDs) of amino acids 
were calculated based on five MS fragments (Wahl et al. 2004): [M-159]+ or [M-85]+ (both 
containing the carbon skeleton of amino acids after loss of their α carboxyl groups), [M-15]+ or 
[M-57] + (both containing the whole carbon skeleton of amino acids), and f302 (containing the first 
and the second carbon of amino acids). The final MS results, M0, M1 and M2, represent unlabeled, 
singly labeled, and doubly labeled amino acids, respectively (Figure 7.1). We also measured 
glycine concentrations in the cultures by GC-MS. In brief, culture samples were centrifuged and 
supernatant was collected. After the supernatant was dried, glycine from the supernatant was 
derivatized by TBDMS. Meanwhile, we determined the relationship between the glycine standards 
and corresponding MS abundances, which were used to estimate extracellular glycine 
concentrations in cultures. 
7.3. Results  
C. aurantiacus exhibits optimal growth in photoheterotrophic conditions when the medium is 
supplemented with yeast extract. It can also grow well with acetate and H2  in a minimal medium 
(Strauss et al. 1992). In our experiments, strain J-10-fl supplied with yeast extract reached an OD 
above 1.0 within six days during photoheterotrophic growth. Without H2 and yeast extract in the 
minimal medium, however, photoheterotrophic cultures grew poorly. To identify the biomass 
building blocks that were not effectively synthesized from primary substrate acetate, 
photoheterotrophic cultures were supplied with 13C-labeled sodium acetate and unlabeled yeast 
extract. Figure 7.1 shows the contribution of yeast extract to the synthesis of proteinogenic amino 
acids. Based on tracer experiments, a high fraction of 13C-carbon (40%~70%) was incorporated 
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into several amino acids, such as Ala, Glu, Met, and Asp, suggesting effective synthesis of those 
amino acids from acetate. Since the labeled carbon of [1-13C] acetate (purity >98%) would be 
mostly incorporated into amino acids via central metabolic pathways, high unlabeled fractions of 
amino acids (e.g., Gly, Leu, and Phe) indicated that they were avidly absorbed from exogenous 
sources.  
We then investigated the influences of these highly imported amino acids on the 
photoheterotrophic growth by replacing yeast extract with different amino acids. We observed the 
most significant growth enhancement (3~5 folds) when glycine was supplied (Figure 7.2), and a 
glycine concentration between 0.05 g/L and 0.25 g/L seems to suffice for enhancing the bacterial 
growth (Figure 7-S1). The influence of inorganic carbon was also investigated, which confirmed 
that addition of NaHCO3 (0.5 g/L) in medium slightly promoted photoheterotrophic growth, but 
much less than glycine did. Therefore, inorganic carbon source was not the rate limiting nutrients 
to the strain J-10-fl, and glycine played an important role in supporting the bacterial growth. These 
observations thus intrigued us to further investigate the role of glycine in C. aurantiacus 
metabolism. 
To this end, we first traced the fate of glycine in the central carbon metabolism via 13C labeling 
experiments. We cultivated strain J-10-fl photoheterotrophically with [1,2-13C2] acetate and 
unlabeled glycine, and then measured the isotopomer distributions of proteinogenic amino acids. 
Figure 7.3 shows that 13C from labeled acetate was incorporated into many key proteinogenic 
amino acids (e.g., Ala, Asp, and Glu) at significant levels (>90%), suggesting that glycine was not 
used as a carbon source for biomass synthesis. The only significant contributions of glycine to 
proteinaceous amino acids were glycine at 70% and serine (converted via glycine 
hydroxymethyltransferase, Caur_2543) at 30% (Table 7-S1). Substituting glycine with serine in 
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minimal medium led to only a slight increase in cell growth (Figure 7-S1). Therefore, the profound 
growth enhancement by addition of glycine appears to be predominately due to factors other than 
direct conversion to biomass.  
Glycine metabolism of C. aurantiacus has been previously investigated during photoautotrophic 
growth (Herter et al. 2001). The researchers have shown that: 1) C. aurantiacus does not generate 
glycine from glyoxylate (a product of the 3HOP pathway), and 2) it exhibits high enzyme activity 
to produce C1 units from glycine cleavage. C1 units, including 5, 10-methylene-tetrahydrofolate 
(5, 10-methylene-THF), 5-methyl-THF and 10-formyl-THF, participate in biosynthesis of amino 
acids and inosine monophosphate. For example, 5, 10-methylene-THF, derived from glycine 
degradation, can be converted to 5-methyl-THF and 10-formyl-THF. The former contributes to 
methionine synthesis and the latter histidine synthesis. As for cultures growing with [1,2-13C2] 
acetate and unlabeled glycine, the most abundant isotopologues of the resulting proteinogenic Met 
and His have a single unlabeled carbon (Figure 7.3), which suggested that C1 units are mainly 
synthesized from glycine cleavage under photoheterotrophic conditions. Following is the glycine 
cleavage reaction (Kikuchi et al. 2008):   
Glycine + THF + NAD+ ↔ 5, 10-methylene-THF + CO2 + NH3 + NADH + H+ 
Glycine cleavage can also be coupled with the serine hydroxymethyltransferase reaction: 
2 Glycine + NAD+ + H2O ↔ Serine + CO2 + NH3 + NADH + H+ 
In fact, the glycine consumption rate was higher than its requirement as a carbon source for 
biomass growth (Figure 7-S2). Therefore, part of glycine must be cleaved and oxidized by the 
THF-dependent C1 pathway, which contains successive steps that oxidize 5, 10-methylene-THF 
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to formate or CO2, generating both NADPH and ATP (Fan et al. 2014). The fate of glycine/C1-
metabolism and the distribution of C1-metabolic enzymes/genes have been discussed for bacteria 
and archaea, including Chloroflexi (Braakman and Smith 2012). These studies suggest that glycine 
cleavage and C1 degradation can serve as a key energetic route to produce ATP, NADH and 
NADPH. Therefore, it is likely that glycine is actively involved in the energy metabolism of C. 
aurantiacus under photoheterotrophic conditions. 
In addition to glycine metabolism, we were also interested in investigating the CO2 fixation activity 
under photoheterotrophic conditions in the absence of H2, as C. aurantiacus possesses multiple 
carbon fixation routes (Tang et al. 2011). To this end, we added NaH13CO3 (0.5 g/L) to minimal 
medium containing unlabeled acetate and glycine (Figure 7.4A-D). A protein BLAST search 
against either E. coli or Synechocystis 6803 carbonic anhydrase on NCBI website suggests that the 
gene encoding carbonic anhydrase that converts H13CO3
- to 13CO2 is missing in C. aurantiacus, 
and an alternative 13CO2 source would be from the HCO3
--CO2 equilibrium in the culture medium 
(pH=7.5). Although addition of NaHCO3 did not appear to promote J-10-fl growth (Figure 7.2), 
enzyme activities of CO2 fixation was measurable due to significant 
13C incorporation into 
proteinogenic amino acids (e.g., ~40% alanine is singly labeled and 5% alanine is doubly labeled, 
Figure 7.4A and Table 7-S1). As pyruvate is involved in the CO2 fixation pathways and also a 
precursor to alanine, the labeling patterns of alanine can reflect CO2 fixation routes (Figure 7.5). 
MS data show that alanine was mostly labeled at 1st position, and a small fraction of alanine was 
labeled at both 1st and 2nd positions (Table 7-S1). Figure 5B shows the origins of different labeling 
patterns of alanine. Firstly, unlabeled acetyl-CoA and H13CO3
- can be condensed to [1-
13C]pyruvate by pyruvate:ferredoxin oxidoreductase (PFOR, Caur_2080) or the 3HOP pathway. 
After a second H13CO3
- is incorporated in the 3HOP pathway, doubly labeled malyl-CoA is formed, 
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subsequently resulting in the formation of [1-13C]acetyl-CoA via a cleavage reaction. When the 
PFOR reaction or the 3HOP pathway converts [1-13C] acetyl-CoA into pyruvate, [1,2-13C2] 
pyruvate is generated, which explains the origin of [1,2-13C2] alanine. Under anaerobic conditions 
without H2, the flux of the 3HOP pathway for CO2 fixation is weak, and [1,2-
13C2] alanine only 
accounts for ~5% of the total alanine (Table 7-S1), probably due to the lack of reducing equivalents 
to power this pathway. As a consequence, most [1-13C] pyruvate would be generated from the 
PFOR reaction, which also leads to production of [1-13C] serine and [1-13C] glycine (Figure 7.4B 
and C) after pyruvate is converted into downstream metabolites. Figure 7.4D shows similar 
labeling patterns between Met (derived from oxaloacetate and C1 unit) and Asp (derived from 
oxaloacetate), further confirming that most C1 units come from glycine degradation (Figure 7.5A). 
This phenomenon also indicates that 13CO2 is not preferred to be fixed via the reductive C1 
pathway (CO2    formyl-THF   5, 10-methylene-THF) under photoheterotrophic conditions, as 5, 
10-methylene-THF can be continuously generated from glycine. We conclude that reducing 
equivalents from glycine degradation are insufficient to drive appreciable CO2 fixation as part of 
promoting heterotrophic growth. 
Figure 7.4E shows that 13C enrichment shifts of various amino acids after NaH13CO3 addition into 
minimal medium containing [1,2-13C2] acetate and unlabeled glycine. When strain J-10-fl was 
grown without NaH13CO3, 70% proteinogenic glycine and 40% proteinogenic serine were 
unlabeled. Other key proteinogenic amino acids (i.e., Ala, Asp and Glu) were labeled significantly 
(13C enrichments ~90%). The small fraction of 12C in these amino acids was possibly from the 
metabolic assimilation of 12CO2 released from glycine degradation. When strain J-10-fl was 
cultivated with NaH13CO3, unlabeled glycine and fully labeled acetate, 
13C enrichments in all 
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proteinogenic amino acids were further raised (e.g., ~95% of Glu carbons were 13C-carbons). This 
observation confirms photoheterotrophic CO2 co-utilizations by strain J-10-fl. 
7.4. Discussion 
In this study, we attempted to understand why glycine can promote C. aurantiacus growth on 
acetate. Herter and coworkers have previously reported the contribution of glycine to 
photoautotrophic growth of C. aurantiacus strain OK-70-fl with H2/CO2 (Herter et al. 2001). The 
study indicated that glycine could participate in serine synthesis and contribute approximately half 
of the C1 units to biomass synthesis. As a comparison, we tested the growth effect of glycine on 
strain OK-70-fl strain and revealed a similar growth enhancement (by 3~4 folds) on strain J-10-fl 
during photoheterotrophic growth (Figure 7-S3 and related contents). Whether glycine can 
promote photoheterotrophic growth in the presence of H2 remains to be tested. 
C. aurantiacus does not contain a type I reaction center, and its cyclic photosynthetic electron 
transport system within the type-II reaction center generates ATP. We searched the genome 
database of strain J-10-fl and found the gene encoding a nickel-dependent hydrogenase 
(Caur_1188), which may generate NADPH in the presence of H2. However, when C. aurantiacus 
grows on acetate without H2, its NADPH generation could be less efficient. The major routes in 
central carbon metabolism for producing reducing power are the TCA cycle and oxidative pentose 
phosphate pathway (OPPP). However, acetate-based metabolism usually does not show strong 
fluxes through the OPPP, and both PFOR reaction and gluconeogenesis consume reducing 
equivalents. Additionally, genes encoding transhydrogenase have not yet been reported to exist in 
the genome of C. aurantiacus. Therefore, NADH and NADPH production from glycine cleavage 
and C1 degradation may increase energy flexibility and thus promote C. aurantiacus anaerobic 
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growth. On the other hand, the THF-dependent C1 degradation pathway in C. aurantiacus appears 
to be influenced by H2. In our study, glycine cleavage contributes to C1 units for both Met and His 
synthesis under photoheterotrophic conditions. In comparisons, Herter and coworkers have 
investigated C. aurantiacus phototrophic growth with fully labeled glycine and H2/unlabeled CO2 
(Herter et al. 2001). Their labeling data of Met and His revealed that 5,10-methylene-THF (the C1 
unit for Met synthesis) derived from fully labeled glycine was not converted to formyl-THF (the 
C1 unit for His synthesis). This phenomenon implied that H2 may inhibit the C1 unit oxidation, 
and that formyl-THF synthesis could be formed reductively from CO2 in the presence of H2. Lastly, 
it is possible that glycine may be also involved in other unknown mechanisms promoting C. 
aurantiacus photoheterotrophic growth. For example, a previous report has discovered the marine 
bacterium Pelagibacter ubique possesses all the genes for amino acid biosynthesis, but is still 
effectively auxotrophic for glycine (Tripp et al. 2009). 
An interesting fact is that glycylglycine, a dipeptide of glycine, has been employed in the earliest 
studies of C. aurantiacus (Madigan et al. 1974), which gave the best growth of C. aurantiacus 
compared to other buffers (e.g., Tris, phosphate, and MOPS). Notably, glycylglycine is known to 
be a good buffer for biological systems since it is relatively non-toxic (Smith and Smith 1949). In 
the absence of H2, C. aurantiacus grew much better in glycylglycine than in MOPS or other buffers 
(Figure 7-S3). Glycylglycine could be hydrolyzed at high temperature during medium autoclave 
and cell incubations (Radzicka and Wolfenden 1996), or degraded by a membrane dipeptidase 
(Caur_2632). Our isotopic analysis further confirmed that C. aurantiacus growing on 100% [1-
13C] acetate in the presence of unlabeled glycylglycine buffer possessed significantly unlabeled 
proteinogenic glycine (i.e., ~90% of proteinogenic glycine was completely unlabeled, while only 
3% of proteinogenic glutamate was completely unlabeled). Since the culture was grown in minimal 
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medium containing 13C-acetate as the sole carbon source, the unlabeled glycine in the biomass 
must come from unlabeled glycylglycine. All these evidences imply that glycylglycine could be 
considered as an exogenous source of glycine contributing to growth enhancement for C. 
aurantiacus. 
7.5. Conclusions 
In this study, we traced glycine in the central carbon metabolism to answer how it can enhance 
photoheterotrophic growth of C. aurantiacus in the absence of H2. Our results, together with 
previous studies and genome annotations, indicate that glycine can be used for producing biomass 
(mainly glycine and serine), but more importantly glycine molecules are degraded via cleavage 
reactions, serving as an important route for NAD(P)H production for acetate-grown C. aurantiacus 
cultures. As it is widely known, glycine is the simplest and also the most abundant amino acid that 
can be synthesized abiotically on the primitive Earth (Miller 1953). Glycine cleavage and C1 
metabolism might be the ancestral energy generation pathways (Braakman and Smith 2012).  
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Figure 7.1: Investigation of the key nutrients enhancing the photoheterotrophic growth of 
strain J-10-fl. The medium contained 2 g/L [1-13C] sodium acetate and 0.2 g/L yeast extract. 
Unlabeled fractions (M0) of proteinogenic amino acids were mainly derived from yeast extract. 
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Figure 7.2: Strain J-10-fl growth on sodium acetate (NaOAc, 2 g/L) in a minimal medium 
with or without glycine (0.05 g/L) addition under photoheterotrophic conditions. NaHCO3 
(0.5g/L) was also supplemented to investigate its influence on the bacterial growth. Error bars 
represent the standard deviations of two biological replicates. 
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Figure 7.3: Mass isotopomer distributions (MIDs) of selected proteinogenic amino acids ([M-
57]+) under photoheterotrophic condition. Strain J-10-fl was grown in a minimal medium 
supplied with [1,2-13C2] acetate (2 g/L) and unlabeled glycine (0.05 g/L). Error bars represent the 
standard deviations of two biological replicates. 
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Figure 7.4: Investigation of mass isotopomer distributions of proteinogenic amino acids to 
reveal CO2 fixation under photoheterotrophic conditions. Panels (A-C) show the MIDs of 
alanine, glycine and serine, respectively. Panel (D) displays the comparison of MIDs between Met 
[M-57]+ and Asp [M-57]+.  For Panels (A-D), strain J-10-fl grew in a minimal medium supplied 
with unlabeled acetate (2 g/L), unlabeled glycine (0.05 g/L) and NaH13CO3 (0.5 g/L). Panel (E) 
shows the total 13C enrichments of selected amino acids when J-10-fl was grown using [1,2-13C2]  
acetate (2 g/L) and unlabeled glycine (0.05 g/L) with or without NaH13CO3 (0.5 g/L) addition. 
Error bars represent the standard deviations of two biological replicates. 
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Figure 7.5: Schematic representation of C1 metabolism and CO2 fixation pathways in C. 
aurantiacus. (A) C1 metabolism of C. aurantiacus. Black circles in panel (A) represent carbon 
atoms that will be donated to or originate from C1 unit carbon atoms. Dashed lines represent the 
genes that are not annotated in strain J-10-fl. Note: C. aurantiacus lacks the annotation of formate 
dehydrogenase gene, but it may use alternative enzyme (formylmethanofuran dehydrogenase, 
Caur_0027) for formate oxidation (BERTRAM et al. 1994). (B) Annotated CO2 fixation pathways 
in C. aurantiacus. The secondary CO2 fixation route (3HOP pathway) can generate acetyl-CoA of 
different labeling patterns. Black circles in panel (B) represent 13CO2 or H
13CO3
-. In both panels, 
the numbers in the circles represent the positions of carbon atoms in corresponding intracellular 
metabolites. 
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Supplementary Materials 
Table 7-S1: Mass isotopomer distributions of proteinogenic amino acids of Chloroflexus 
aurantiacus J-10-fl strain grown under photoheterotrophic conditions. 
Carbon Sources 
[1,2-13C] sodium acetate + 
glycine 
[1,2-13C] sodium acetate + 
glycine +NaH13CO3 
sodium acetate + glycine 
+NaH13CO3 
Ion Fragments Fractions 
Standard 
Deviations 
Fractions 
Standard 
Deviations 
Fractions 
Standard 
Deviations 
Alanine [M-57]'       
'M+0' 0.02 0.00 0.01 0.00 0.55 0.02 
'M+1' 0.04 0.00 0.02 0.00 0.40 0.01 
'M+2' 0.20 0.01 0.10 0.01 0.05 0.01 
'M+3' 0.74 0.02 0.87 0.01 0.00 0.00 
'Alanine [M-85]'       
'M+0' 0.03 0.00 0.02 0.00 0.86 0.01 
'M+1' 0.11 0.01 0.07 0.00 0.13 0.01 
'M+2' 0.87 0.01 0.91 0.00 0.01 0.00 
'Glycine [M-57]'       
'M+0' 0.68 0.01 0.56 0.01 0.70 0.01 
'M+1' 0.07 0.00 0.14 0.00 0.29 0.01 
'M+2' 0.24 0.01 0.29 0.01 0.01 0.00 
'Glycine [M-85]'       
'M+0' 0.72 0.01 0.68 0.02 0.97 0.00 
'M+1' 0.28 0.01 0.32 0.02 0.03 0.00 
'Serine [M-57]'       
'M+0' 0.26 0.00 0.17 0.04 0.65 0.02 
'M+1' 0.12 0.00 0.09 0.01 0.33 0.01 
'M+2' 0.18 0.00 0.13 0.01 0.02 0.01 
'M+3' 0.45 0.00 0.60 0.04 0.00 0.00 
'Serine [M-159]'       
'M+0' 0.27 0.00 0.20 0.04 0.92 0.01 
'M+1' 0.21 0.00 0.16 0.01 0.08 0.01 
'M+2' 0.51 0.00 0.64 0.05 0.00 0.00 
'Aspartate [M-57]'       
'M+0' 0.01 0.00 0.01 0.00 0.39 0.01 
'M+1' 0.01 0.00 0.00 0.00 0.38 0.00 
'M+2' 0.08 0.01 0.04 0.01 0.20 0.01 
'M+3' 0.22 0.02 0.14 0.02 0.02 0.01 
'M+4' 0.68 0.03 0.81 0.03 0.00 0.00 
Aspartate f302'       
'M+0' 0.04 0.00 0.03 0.00 0.59 0.01 
'M+1' 0.15 0.01 0.09 0.01 0.38 0.01 
'M+2' 0.81 0.01 0.89 0.01 0.02 0.00 
'Glutamate [M-57]'       
'M+0' 0.00 0.00 0.00 0.00 0.51 0.02 
'M+1' 0.00 0.00 0.00 0.00 0.41 0.01 
'M+2' 0.01 0.00 0.00 0.00 0.08 0.01 
'M+3' 0.06 0.01 0.03 0.01 0.01 0.00 
'M+4' 0.20 0.01 0.12 0.01 0.00 0.00 
'M+5' 0.72 0.02 0.84 0.02 0.00 0.00 
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Table 7-S1 (continued) 
Carbon Sources 
[1,2-13C] sodium acetate + 
glycine 
[1,2-13C] sodium acetate + 
glycine +NaH13CO3 
sodium acetate + glycine 
+NaH13CO3 
Ion Fragments Fractions 
Standard 
Deviations 
Fractions 
Standard 
Deviations 
Fractions 
Standard 
Deviations 
'Histidine [M-57]'             
'M+0' 0.01 0.00 0.01 0.00 0.39 0.02 
'M+1' 0.01 0.00 0.00 0.00 0.41 0.00 
'M+2' 0.02 0.01 0.01 0.00 0.16 0.01 
'M+3' 0.07 0.01 0.04 0.00 0.04 0.01 
'M+4' 0.24 0.02 0.14 0.02 0.00 0.00 
'M+5' 0.51 0.02 0.62 0.03 0.00 0.00 
'M+6' 0.14 0.02 0.18 0.00 0.00 0.00 
'Methionine [M-57]'             
'M+0' 0.04 0.01 0.01 0.00 0.34 0.03 
'M+1' 0.02 0.01 0.01 0.00 0.37 0.05 
'M+2' 0.07 0.00 0.03 0.01 0.24 0.02 
'M+3' 0.18 0.01 0.11 0.00 0.03 0.02 
'M+4' 0.53 0.01 0.61 0.03 0.01 0.03 
'M+5' 0.17 0.03 0.23 0.02 0.01 0.01 
'Valine [M-57]'             
'M+0' 0.01 0.00 0.01 0.00 0.48 0.02 
'M+1' 0.01 0.00 0.00 0.00 0.41 0.01 
'M+2' 0.02 0.00 0.01 0.00 0.10 0.01 
'M+3' 0.07 0.01 0.04 0.00 0.01 0.00 
'M+4' 0.25 0.01 0.15 0.02 0.00 0.00 
'M+5' 0.64 0.02 0.79 0.02 0.00 0.00 
'Leucine [M-15]'             
'M+0' 0.01 0.00 0.01 0.00 0.60 0.02 
'M+1' 0.01 0.00 0.00 0.00 0.28 0.01 
'M+2' 0.01 0.00 0.01 0.00 0.09 0.01 
'M+3' 0.02 0.00 0.01 0.00 0.02 0.00 
'M+4' 0.09 0.02 0.05 0.01 0.00 0.00 
'M+5' 0.25 0.01 0.20 0.01 0.00 0.00 
'M+6' 0.60 0.05 0.72 0.02 0.00 0.00 
'Isoleucine [M-15]'             
'M+0' 0.01 0.00 0.01 0.00 0.32 0.01 
'M+1' 0.01 0.00 0.00 0.00 0.35 0.00 
'M+2' 0.02 0.00 0.01 0.00 0.23 0.01 
'M+3' 0.04 0.00 0.02 0.00 0.08 0.01 
'M+4' 0.12 0.02 0.07 0.01 0.02 0.01 
'M+5' 0.26 0.00 0.20 0.00 0.00 0.00 
'M+6' 0.55 0.03 0.69 0.00 0.00 0.00 
'Phenylalanine [M-57]'             
'M+0' 0.02 0.00 0.02 0.00 0.25 0.02 
'M+1' 0.01 0.00 0.00 0.00 0.35 0.01 
'M+2' 0.01 0.00 0.00 0.00 0.26 0.01 
'M+3' 0.01 0.00 0.00 0.00 0.11 0.01 
'M+4' 0.01 0.00 0.01 0.00 0.03 0.01 
'M+5' 0.03 0.01 0.01 0.00 0.01 0.00 
'M+6' 0.07 0.02 0.03 0.01 0.00 0.00 
'M+7' 0.16 0.02 0.09 0.01 0.00 0.00 
'M+8' 0.32 0.00 0.25 0.02 0.00 0.00 
'M+9' 0.37 0.05 0.59 0.04 0.00 0.00 
Note: the standard deviations are based on biological replicates. 
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Table 7-S2: Estimation of fractions of proteinogenic alanine in different labelling patterns. 
Labeling patterns variables Fractions 
 X1 0.55 
 X2 0.31 
 X3 0.09 
 X4 0.00 
 X5 0.05 
 X6 0.00 
 X7 0.01 
 X8 0.00 
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Figure 7-S1: Photoheterotrophic growth of J-10-fl strain in acetate-based medium with 
different concentrations of glycine (A) and serine supply (B).  
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Figure 7-S2: Photoheterotrophic consumption of glycine by strain J-10-fl (with 0.05 g/L 
glycine supplement) (n=2, 10-day cultures). Using GC/MS and TBDMS method (See Method 
and Materials), we measured glycine concentrations in the culture. A standard curve was first made 
by determining the relationship between the MS abundance and glycine concentration in medium 
(R2>0.99, Figure 7-S2 A-B). We then used these curves to estimate the concentration of the 
remaining glycine in medium (Figure 7-S2 C). A brief calculation shows that ~0.3 g/L of biomass 
would be produced within 10 days (Figure 7-2), which required ~7.5mg/L of glycine. However, 
~40 mg/L has been absorbed from the medium, indicating much glycine is not used for biomass 
synthesis.  
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Figure 7-S3: The growth of C. aurantiacus OK-70-fl in the acetate medium (without H2). OK-
70-fl grew under photoheterotrophic (light condition without O2) and chemoheterotrophic 
conditions (dark condition with O2). 20 mM acetate with or without 2 mM glycine was included 
in a minimal medium containing (Fig. A) glycylglycine or (Fig. B) MOPS buffer. Error bars 
represent the standard deviations of at least two biological replicates.
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Chapter 8: Summary and future directions 
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8.1. Summary  
In this dissertation, some basic principles of flux balance analysis and 13C metabolic flux analysis 
are first presented. In the following chapters, 13C MFA was applied to different bacterial species 
in order to investigate their central metabolic responses to genetic modifications or various growth 
conditions. Although this technique may not be suitable to all the non-model species (for example, 
Chloroflexus aurantiacus, which is shown in Chapter 7), 13C-based analysis can also allow us to 
investigate the bottleneck of bacterial growth and help optimize its medium. Further, we used 
multiple modeling approaches, including genome-scale FBA, kinetics, and cell movement model, 
to understand the cyanobacterial performance in heterogeneous bioreactors. In the following 
paragraphs, I will focus on some key information we have learned after applying our flux 
techniques. 
8.1.1. Flux analysis reveals both carbon and energy metabolisms   
Except quantifying carbon flows in cell metabolism, flux analysis can also be used to calculate the 
energy flows throughout the metabolic network. Therefore, by applying flux analysis techniques, 
we are able to quantify how much energy cells can obtain from the central metabolism and how 
much they need from other sources, such as oxidation phosphorylation and photosystems. 
In Chapter 3, we have used 13C MFA to quantify the consumption and production of energy 
molecules in the central metabolism (He et al. 2014). For instance, as Table 3.2 shows, the total 
amount of NADPH is not enough for both biomass and fatty-acid synthesis at the same time, and 
the majority of NADPH actually comes from transhydrogenase reaction. In addition, the central 
carbon metabolism contributes partially to ATP synthesis. To support fatty acid production, more 
ATP must be synthesized from the oxidative phosphorylation. This finding suggests that 
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production of high levels of fatty acids relies on an efficient metabolism in oxidative 
phosphorylation. In either laboratory or industrial settings, oxygen may not be efficiently delivered 
to cells in media. Hence, the overall fatty acid production is likely to be limited by ATP deficiency. 
To prove this point of view, people in our lab have experimentally demonstrated that, by 
overexpressing VHb in E. coli, which enhances the efficiency of ATP production under O2-limited 
conditions (Kallio et al. 1994), the overall fatty acid production is improved (data not shown). 
Constructing a microbial cell factory is not always straightforward, and many factors may affect 
the ultimate production of the desirable chemicals. For most of the current research studies, people 
focus more on driving the carbon flows from substrate towards chemical synthesis. However, a 
deficient energy metabolism could limit the ultimate productivity. In Appendix Chapter 4, we have 
more discussions on this issue. 
8.1.2. Cyanobacteria feature high activities of Calvin cycle and low activities of TCA cycle 
In Chapter 4, I have shown the cyanobacterial flux phenotypes under various growth conditions, 
which feature high fluxes through the Calvin cycle and low ones through the TCA cycle. These 
phenomena are not surprising, since the Calvin cycle is the major route to direct extracellular 
carbon sources towards synthesis of intracellular building blocks, and photosynthesis can provide 
enough ATP and reducing equivalents for cyanobacteria. However, this general flux distribution 
pattern in cyanobacteria has some implications: 1) the low activities of the TCA cycle can be a 
crucial limiting factor for producing bio-product originating from the TCA cycle itself; and 2) on 
the contrary, the cyanobacteria can naturally support a higher productivity of bioproducts whose 
precursors come from the Calvin cycle. A further analysis of metabolite pool sizes in cyanobacteria 
(data not shown) further explains those phenomena and confirms our hypotheses: Compared to 
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metabolite pool sizes in E. coli, cyanobacteria show much lower abundancies of intermediates in 
the TCA cycle, but higher accumulations of intermediates in the Calvin cycle. As is well known, 
low concentrations of reactants adversely affect the ultimate reaction rates, even if the enzymatic 
activities are high. Therefore, TCA cycle in cyanobacteria is not an ideal pathway for producing 
desired chemicals in large quantities. 
8.2. Recommended future work 
Two future directions are recommended here to strengthen what have been achieved in this 
dissertation. One is to develop genome-scale 13C-MFA, and the other one is to improve our 
integrated genome-scale metabolic model.   
8.2.1. Genome-scale 13C-MFA 
Since conventional 13C-MFA depends on the labeling patterns of proteinogenic amino acids, most 
of 13C-MFA is focused on central carbon metabolism in which the free metabolites are precursors 
to those proteinogenic amino acids. To expand the capacity of 13C-MFA, it seems necessary to 
scale up 13C MFA. Some efforts have been made to extend the metabolic network from the central 
metabolism to a bigger one consisting of more than 700 reactions (Blank et al. 2005). With the 
coverage of the entire genome, researchers were able to reveal the flux redistributions in mutants 
and evaluate the mechanism sustaining the metabolic network robustness. Therefore, the genome-
scale 13C-MFA can be more informative than traditional 13C-MFA in terms of providing guidance 
on cell engineering. Additionally, the genome-scale 13C-MFA can give more information on 
energy production and expenditure in cells, allowing us to pinpoint the bottleneck for cell growth 
or product formation. 
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To enhance the accuracy of genome-scale 13C-MFA, it may be ideal to examine the labeling 
patterns of metabolites or macromolecules (e.g. fatty acids, nucleotide bases, etc.) in addition to 
proteinogenic amino acids, since the latter may not offer enough information on fluxes in the 
peripheral metabolism. In addition, a recent study (Gopalakrishnan and Maranas 2015) also points 
out that the accuracy of biomass composition measurements is of great importance to genome-
scale 13C-MFA, since over 60% of reactions in the metabolic network are growth coupled only. If 
they are not properly measured, the majority of flux calculations will be compromised.  
In the aspect of modeling, one can extend the biochemical network in 13C-MFA model and define 
the carbon atom transitions from one molecule to another in each reaction (Gopalakrishnan and 
Maranas 2015). Another fashion of performing genome-scale 13C-MFA is presented in a recent 
study, in which 13C labeling information and measured inflow/outflow fluxes are used to constrain 
the genome-scale model  (Martín et al. 2015). 
8.2.2. Including hydrodynamic information into integrated genome-scale model to accurately 
illustrate cell metabolism in subpopulations 
In Chapter 6, we have shown our first attempt to integrate multiple modeling approaches to 
simulate cyanobacterial performance in photobioreactors. The results yielded both flux changes 
and growth physiologies. In the model, we used a simplified manner (i.e., a cosine function) to 
generalize cell trajectories in photobioreactors among different subpopulations, which is 
reasonably good to predict the culture performance as a whole. However, to accurately describe 
the cell metabolism of a particular subpopulation, it may be better to incorporate hydrodynamic 
information that gives accurate predictions of cell trajectories and nutrient concentration 
distributions in photobioreactors. Computational fluid dynamics is thus required in this 
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circumstance, which can generate temporal and spatial information of parameters of interest  (Luo 
and Al-Dahhan 2011). 
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Appendix Chapter 1: 13C-MFA delineates the photomixotrophic metabolism 
of Synechocystis sp. PCC 6803 under light- and carbon-sufficient conditions 
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Appendix Chapter 2: Photoheterotrophic fluxome in Synechocystis sp. strain 
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Appendix Chapter 3: Kinetic modeling and isotopic investigation of 
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Appendix Chapter 5: Elucidation of intrinsic biosynthesis yields using 13C-
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Appendix Chapter 6: Biofuel production: an odyssey from metabolic 
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