Abstract
In this paper we measure and evaluate the performance of a number of Value-at-Risk (VaR) methods using a portfolio which is based on the foreign exchange exposure of a small open economy (Ireland) among its key trading partners. A number of recent studies have compared the various methods of measuring risk, however, we are primarily concerned with the evaluation of these methods. The sample period highlights the changing nature of Ireland's exposure to risk over the past decade in the run-up to EMU. The novel aspect of our analysis is that we measure the portfolio risk faced by firms (e.g. banks, exporters) using new risk management techniques. Our results will offer an indication as to the level of accuracy of the various approach's and discuss the issues of models ensuring statistical accuracy or more conservative leanings. The approach we will adopt is based on the Value-at-Risk models. We investigate the two central VaR modelling methodologies, parametric and non-parametric analysis. Results based on recently developed evaluation techniques would appear to suggest that the Orthogonal GARCH model is the most accurate methodology while the exponentially weighted moving average (EWMA) specification is the more conservative approach.
: Introduction
Over the past decade the growth of trading activity in financial markets, numerous instances of financial instability, and a number of widely publicised losses on banks' trading books have resulted in a re-analysis of the risks faced, and how they are measured. The most widely advocated approach to have emerged to measure market risk is that of Value-at-Risk (VaR) . VaR is an estimate of the largest loss that a portfolio is likely to suffer, i.e. the potential loss faced by the firm. This paper outlines the alternative approaches to measuring VaR that exist.
In the context of assessing Ireland's foreign exchange exposure among its key trading partners, we discuss the standard variance-covariance approach, an
Exponentially Weighted Average technique, an Orthogonal Generalised
Autoregressive Conditional Heteroscedasticity specification and the historical simulation methodology. The Irish context is of particular interest since as a small open economy not only does it have a high reliance on trade, in fact, over the period examined, trade accounted for over 120% of GDP, but also it has been affected by the move towards EMU.
Under the 1997 Amendment to the Basle Accord and the second Capital Adequacy Directive (CAD) adopted by the European Union, banks are able to seek approval for the adoption of their own in-house VaR models in order to calculate the minimum regulatory required capital to cover their market risks 1 . Given that banks are permitted to develop differing VaR models, it is necessary for supervisory bodies to be able to assess the relative performance of these alternative models. This issue is highlighted by Hendricks and Hirtle (1997, pp. 8-9) : Engel and Gizycki (1999) identify three banners under which such decisions can be made. These are conservatism, accuracy and efficiency. Supervisory bodies are not only concerned with the accuracy of potential models but also the level of conservatism regarding the estimated measure of risk. A conservative model can be defined as one that produces consistently high estimates of risk relative to other models. In addition, firms are concerned with model efficiency. They wish to adopt VaR models that will both satisfy capital adequacy requirements and thus be sufficiently conservative to please the supervisors and minimise the level of capital reserves that must be held. Furthermore, it is of interest to firms to be able to evaluate the performance of contesting models prior to adoption of any one model.
It will be expensive in terms of both time and money for a firm to change, once any one model has been adopted as best practice within the firm. Over recent years the range of techniques available to risk managers has increased vastly, therefore the decision of which methodology to adopt is no longer straightforward, the many alternative approaches should all be considered.
The sample studied (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) represents a period where the foreign exchange rate risk represented an important part risk. 2 This research represents the first part of a comprehensive study which will analyse the risks faced by firms/banks in the Irish market. The study focuses on the foreign exchange market, which was certainly faced with a high degree of volatility over the early part of the study period. 3 A second reason for focusing on the foreign exchange rate market is that we have a linear relationship and so eases comparison of the various models.
The importance of the differing techniques has been the topic of a number of recent finance papers, however, this is the first known study to explicitly consider the 2 During the 1990's derivative trading grew dramatically, the bulk of which, in the case of Ireland, was in the forward foreign exchange area, (see Browne, Fell and Hughes, 1994) . 3 Although the adoption of the euro will reduce substantially the degree of foreign exchange risk exposure faced by banks and exporters, there are still risks associated with important trade partners outside the euro, i.e. US and the UK. The paper adopts six different models based on those mentioned earlier to generate VaR forecasts using four different holding periods. The accuracy of these forecasts are then analysed using three differing evaluation processes. Firstly, we adopt two measures of relative size and variability developed by Hendricks (1996) .
Secondly, we then use interval forecasts proposed by Christoffersen (1998 
2.0: Methodology
In this paper we analyse different aspects of the VaR methodology using a number of foreign exchange portfolios. The VaR measure provides an estimate of the potential loss on a portfolio that would occur given relatively large adverse price movements. Assuming that over a given time period, the composition of the portfolio remains unchanged, the VaR statistic is a one-sided confidence interval on portfolio losses, such that:
This simply states that the probability that the change in the value of the portfolio, ∆P, (which is a function of the holding period, ∆t, and changes in the prices of assets held in the portfolio, ∆x) is less than the Value-at-Risk is equal to the significance level α. Figure one shows the Value-at-Risk for the distribution of returns calculated using a confidence interval of 99%, i.e. a significance level, α, of 1%. Throughout our analysis the holding period is set at one day. However, we adopt one of four horizons for the estimation period of the variance covariance matrix. They are 50 days, 125 days, 250 days and 500 days or approximately two months, six months, one year and two years. Furthermore, by adopting similar horizons to the previous literature, Hendricks (1996) and Engel and Gizycki (1999) , our results will be directly comparable. In addition, we set two significance levels, namely 1% and 5%. For these differing combinations we then assess the performance of differing forecasting models, adopting both parametric and nonparametric methodologies. The sensitivity of the results gained from these differing approaches are of interest and importance for regulators and other endusers of Value-at-Risk.
The adoption of a portfolio of foreign exchange positions means that we have a linear relationship and we therefore can concentrate solely on the relative merits of different forecasting techniques, rather than the assumptions regarding any non-linear relationships. Furthermore, throughout our analysis, we assume that expected returns on the assets are zero. Gizycki and Hereford (1998) find that many banks adopt zero means for their own in-house VaR calculations, while Jackson et al. (1997) claim that poorly determined estimates of the mean will reduced the efficiency of the variance covariance matrix estimated for use in the VaR.
The first two models that will be considered are parametric approaches.
These are the variance-covariance approaches which assume normality and serial independence. The equally weighted variance-covariance method places equal significance on each observation in the forecast horizon window, while the exponentially weighted moving average method allows for greater emphasis to be placed on more recent observations. For both approaches, we can define R t as the matrix of returns on the currencies, and Σ t as the variance covariance matrix of R t .
In addition, we can define a vector of sensitivities, δ, which measure the measure the sensitivity of the portfolio to changes in risk factors. The change in portfolio value is then:
Which solving for the Value-at-Risk gives:
Where Z(α) is the 100α th percentile of the standard normal distribution, such that if α is 99 then Z(α) is 2.33.
The two approaches that are adopted in this study estimate the variance covariance matrix in the following way: using the equally weighted approach, the variance covariance matrix is estimated by:
However if the variance covariance matrix varies over time, then relatively old observations should be ignored, the emphasis being placed on recent data. The exponentially weighted moving average approach defines a weight λ, known as the "decay factor", which allows for greater importance to be placed upon more recent observations when calculating the variance covariance matrix. In this study we adopt three different values for λ, 0.99, 0.97 and 0.94. The lower the value of λ, the greater the weight placed upon more recent events. Using the exponentially weighted moving average approach, the variance covariance matrix is estimated by:
While the exponentially weighted moving average model captures volatility clustering, a richer description of behaviour is provided by the Generalised Autoregressive Conditional Heteroscedasticity (GARCH) models proposed by Bollerslev (1986) . These models allow for both autoregressive and moving average behaviour in variances and covariances. e.g. the univariate zero-mean GARCH(1,1) model has the form:
where the parameters ω, α and β are estimated using quasi maximum likelihood methods.
Alexander (2001) states that evidence suggests that long-term forecasts are more realistic when generated by GARCH models as opposed to exponentially weighted moving average models. Additionally, Alexander and Leigh (1997) analyse the performance of Value-at-Risk models using the equally weighted average, the exponential weighted average and the GARCH approach. They provide mixed evidence on the competing methodologies. They find that while the exponentially weighted moving average approach is the most accurate at predicting the centre of the distribution, the tails, and therefore the VaR measure may be too low. Thus, although the exponentially weight moving average approach may be the most accurate it is the GARCH and equally weighted methodologies which are superior operationally.
In a multivariate setting, for any element of the full variance covariance matrix we can express the time dependent nature of the formulation as:
However, the number of parameters to be estimated in such GARCH models means that as the number of risk factors increases then computation rapidly becomes intractable. 5 There have subsequently been a number of developments in the literature aimed at circumventing this problem. 6 Engle and Kroner (1995) proposed the BEKK formulation which has been widely adopted in empirical work as a tractable methodology. However, the number of parameters to be estimated can still be large and interpretation of the parameter coefficients is difficult. Engle (2000) developed a new class of models, Dynamic Conditional Correlation (DCC) multivariate GARCH, which reduces further the number of parameters to be estimated. Further analysis of this approach is provided by Engle and Sheppard (2001) . However, in this study, we adopt a solution proposed by Engle, Ng and Rothschild (1990) which exploits factor analysis to enable a small number of factors to describe a high proportion of the structure of the variance covariance matrix. This concept was initially extended by Alexander and Chibumba (1998) who propose an 'orthogonal' GARCH model. Firstly their approach orthogonalises the risk factors. These orthogonal risk factors are known as the 'principle components'. Since these are, by definition, orthogonal to each other, we no longer need to measure the covariances, substantially reducing the number of parameters needing to be estimated. The approach developed further by Alexander (2000 Alexander ( , 2001 Alexander ( , 2002 can be outlined as follows:
Define the matrix R (T by k) to contain the full set of historical returns. Let W (k by k) be the matrix of eigenvectors of R'R. The orthogonal principle components are then the columns [ ]
Solving for R and using the property of W that its inverse is equal to its transpose, it is possible to write the change of in risk factor I as a linear combination of the principle components where the weights by the elements of the th i eigenvector:
5 As noted by Alexander (2002, p.38) "the implementation of these models in more than a few dimensions is extremely difficult: because the model has very many parameters, the likelihood function becomes very flat, and consequently the optimization of the likelihood function become practically impossible." 6 A discussion of the development of multivariate GARCH models is provided by Engle and Sheppard (2001) .
The estimate of Σ t is then given by:
Note that only the eigenvectors of R'R, and the diagonal elements of var(P) need to be estimated to obtain t Σ . More importantly, each of the principalcomponent variances can be modelled independently, in a univariate setting, using a GARCH framework.
Engle (2000) evaluates the performance of these three alternative multivariate GARCH methodologies. While he concludes that his DCC model performs best, he finds that the O-GARCH formulation performs very well in the majority of tests, with both models clearly outperforming the BEKK specifications.
Non parametric estimation allows for the adoption of modelling approaches that make no assumptions regarding the statistical distribution of the returns data. portfolio. This provides a series of changes in portfolio value that would have been realised had the current portfolio been held over the period in question. The Valueat-Risk is then set equal to the percentile of the return distribution given a required level of confidence.
3.0: Model Evaluation
There is no definitive measure of VaR model performance, thus in order to evaluate the performance of the competing models, we present a variety of different metrics which provide an indication of model performance.
Firstly we considered the variability in the VaR estimates produced by the different models. This enables us to assess whether a particular model produces higher risk estimates relative to the other models. Such a model, which consistently yields a higher VaR measure, would be regarded as being conservative.
Secondly, we attempt to capture the accuracy of the different models by evaluating the extent to which the proportion of losses that exceed the VaR estimate is consistent with the models' stated confidence level.
3.1: Measures of Relative Size and Variability
To assess the relative size of the VaR estimates produced by the various models we apply the mean relative bias statistic developed by Hendricks (1996) .
This statistic captures the extent to which different models produce estimates of similar average size. Given T time periods, and N VaR models, the mean relative bias of any model i is calculated as:
(11) Hendricks (1996) extends the simple mean relative bias statistic to capture the variability of the model estimates, in addition to the extent to which the model average differs from the average of all models. This measure, known as the root mean squared relative bias, is calculated as:
3.2: Interval Forecasts
Christoffersen (1998) has designed a three step procedure for the evaluation of interval forecasts: a test for "unconditional coverage", a test for "independence"
and a test for "conditional coverage". All three tests are performed using the likelihood ratio framework. The test for unconditional coverage tests a null hypothesis that the probability of failure or exception, i.e. the VaR forecast is exceeded, is p against an alternative that the probability differs from p assuming the failure process is independently distibuted.
The test is calculated as:
where: p is the desired significance level, i.e. one minus the VaR confidence level. 
where f( ) and g( ) are functions that satisfy f( ) ≥ g( ) and P ∆ represents the realised profit or loss. In this paper we consider two specific loss functions -a binary loss function which takes account of whether any given days loss is greater or smaller than the VaR estimate and a quadratic loss function which also takes account of the magnitude of the losses that exceed the VaR estimate.
The binary loss function treats any loss larger than the VaR estimate as an 'exception'. Thus we are concerned with the number of exceptions rather than the magnitude of these exceptions. Each loss which exceeds the VaR is assigned an equal weight of unity, while all other profits and losses have a zero weight. i.e.
If the VaR model is truly providing the level of coverage defined by its confidence level, then the average binary loss function over the full sample will be equal to 0.05 for the 95% VaR estimate and 0.01 for the 99% VaR estimate.
The quadratic loss function takes account of the magnitude of the exception. Lopez (1999) found that the quadratic loss functions use of the additional information embodied in the size of the exception provided a more powerful measure of the model accuracy than the binary loss function. In addition to taking account of the magnitude of the exception, the application of the quadratic functional form penalises large exceptions more severely than a linear or binary measure. The quadratic loss function is defined as:
Sarma et al (2000) suggest that a loss function of the form above captures the goals of the financial regulator, referring to it as a regulatory loss function.
: Data and Empirical Results
The data used in the construction of the portfolio are foreign exchange data We now compare the standard techniques with two alternatives, a parametric approach, the Orthogonal GARCH (O-GARCH) specification, and a 7 We would like to thank an anonymous referee for this suggestion. 8 The charts presented show the results from using the 50 day and 500 day windows, i.e. the two extremes in this study. The findings for the 125 and 250 day windows lie between these two. These results are available from the authors on request. 9 We also ran the VaR for λ = 0.99 and 0.97, results available from the authors on request.
non-parametric approach, the historical simulation methodology. The results for the O-GARCH approach would appear to be much more responsive to the swings in the data, see figures 6a and 6b. The VaR estimates produced by the O-GARCH model seem to have greater accuracy than those produced by the other parametric approaches. We also look at a non-parametric approach, historical simulation, to compare the results. Although this procedure has the added advantage of dropping the normality assumption, the results would appear to be relatively poor, see figures 7a and 7b. We finally look at the results using the previously discussed Lopez (1999) loss functions. The results given by both the binary loss function and the quadratic loss function are reported in tables 2c and 2d and tables 3c and 3d. The performance of each of the models is broadly similar according to both functions, although the O-GARCH model and the EWMA (λ=0.94) seem to out perform the other competing specifications.
When we analyse the models over the shorter sample period, omitting the 1993 devaluation, we find the evaluation statistics improve significantly for the O-GARCH model. The evaluation statistics are reported in tables 6 and 7. These results clearly show that the statistics for the full sample period suffer due to the devaluation. While the O-GARCH specification captures the devaluation accurately it is penalised because in doing so it moves away from the mean. Once the large devaluation is omitted from the sample, the statistics suggest that the O-GARCH is the most appropriate model. However, the tests of conditional coverage, reported in tables 8 and 9, still marginally favour the EWMA (λ=0.94) specification over the O-GARCH even with the shorter sample.
Overall, the results of the evaluation of model accuracy would appear to be consistent with the graphical evidence. There is clearly a trade off between accuracy and conservatism. The O-GARCH specification clearly generates the most accurate VaR estimates, however, it is the least conservative approach.
Alternatively, the EWMA (λ=0.94) model is more conservative but is less accurate.
These methodologies are superior to the others considered here, furthermore we would contend that from a viewpoint of striking a balance between conservatism and accuracy the EWMA (λ=0.94) specification should be the preferred choice, due to its performance in the tests of conditional coverage.
: Conclusions
Given that banks can now adopt their own in-house models, it has become important to assess the relative performance of the various models. The importance of the differing techniques has been a topic of a number of recent finance papers, however this is the first known study explicitly taking into consideration the issues from an Irish perspective. Given the historical (and continued) importance of foreign exchange rate risk to a small open economy like Ireland, we have focused primarily on the measurement and evaluation of this form of risk. In this study we compare a number of methodologies for estimating Value-at-Risk that have proved popular. Specifically, we consider the standard variance covariance approach, the exponential weighted moving average (EWMA) approach, the Orthogonal GARCH specification, and historical simulation methodology.
Using an equally weighted portfolio of foreign exchange positions in the currencies of Ireland's six major trading partners, we calculate the Value-at-Risk on the portfolio via each approach. Each methodology is used to estimate the one day VaR using a variance covariance estimated with a window of 50, 125, 250 and 500 days. We then adopt recently developed techniques which enable the evaluation of the performance and accuracy of these estimates. These evaluation tests are of crucial importance for both the bank/firm and the supervisory bodies. The results from the accuracy tests would appear to be consistent with the graphical evidence, in that the EWMA (λ=0.94) and O-GARCH would appear to outperform the other models under consideration. We find that the O-GARCH model generates the most accurate VaR measures, however we argue that the EWMA (λ=0.94) is the most appropriate model. Both the O-GARCH specification and the EWMA (λ=0.94) approach provide VaR estimates that have greater accuracy and would improve efficiency for those needing to comply with capital adequacy requirements.
However, the EWMA (λ=0.94) is also acceptable to policy makers and supervisory bodies who may wish to impose a model that produces more conservative estimates than the O-GARCH approach. Although highly important in the case of Ireland, foreign exchange rate risk represents the simplest component of market risk. In future research we hope to analyse more complex issues such as yield curve structures that must be considered for interest rate markets and issuer specific risk for equity markets. 
