It is now widely recognized that using IP as the foundation for next-generation mobile networks makes strong economic and technical sense, since it takes advantage of the ubiquitous installed IP infrastructure, capitalizes on the IETF standardization process, and benefits from both existing and emerging IP-related technologies and services. The large-scale support of data services and their integration with legacy services are the common objectives of all wireless efforts termed third generation (3G) and beyond. In these all-IP wireless networks, IP can be deployed in two modes: the transport mode and the native mode. As we show in this article, this duality in the use of IP has a significant impact on network efficiency and performance. It is the extended native use of IP in the terrestrial segment of a wireless operator's domain that more readily allows for building a converged network with multiple access technologies. We then discuss the different levels of mobility in the all-IP network. In particular, our focus is on micromobility, and on the issue of seamless localized mobility within the converged network. After reviewing the mobility schemes that have emerged in recent years, we describe a hierarchical mobility management scheme based on multiprotocol label switching. The scheme employs an enhanced type of MPLS routers, called label edge mobility agents, and is scalable, efficient, and flexible. It directly inherits the noted capabilities of MPLS in terms of support of QoS, traffic engineering, advanced IP services, and fast restoration. This scheme does not use nodes that are specific to any given wireless technology, and is well suited for gradual deployment.
INTRODUCTION
Mobile operators are transitioning toward thirdgeneration (3G) networks and beyond in order to provide high-speed data access and sophisticated services, predominantly based on IP. Many operators have also expressed an interest in deploying several access technologies in a seamless converged IP-based network. For example, 3G cellular access, based on the codedivision multiple access technology (either wideband CDMA or cdma2000), may be used to support users who desire higher mobility over wider coverage areas, and broadband access based on the IEEE 802.11 specification to support users with relatively lower mobility over smaller geographical areas. The remaining challenge is the design of such a transport infrastructure that takes full advantage of IP-based technologies to achieve the desired mobility between the various access technologies, and at the same time provides the necessary capabilities in terms of quality of service (QoS), robustness, and manageability, to unleash the potential of emerging 3G services.
There are certain differences in the approaches to specific aspects of the 3G network architecture, the most pronounced being those between the specifications introduced by the Third Generation Partnership Projects (3GPP and 3GPP2), the leading wireless industry consortia. However, the goals of the present stage of the wireless evolution remain common and include IP-based multimedia services, IP-based transport, and the integration of Internet Engineering Task Force (IETF) protocols for such functions as wide-area mobility support (e.g., Mobile IP), signaling (e.g., SIP), and authentication, authorization, and accounting, or AAA (e.g., RADIUS, Diameter). It is becoming popular to call any network that meets these criteria an all-IP network. Henceforth, in this article we restrict our discussion to the Universal Mobile Telecommunications System (UMTS) branch of the 3G evolution (as specified by 3GPP) with the understanding that similar principles may be applied to other 3G wireless architectures as well. Accordingly, we provide a brief review of the underlying UMTS concepts in order to develop an all-IP network model and to explain the benefits of using IP and IP-related technologies such as multiprotocol label switching (MPLS) in such networks.
Even though a number of proposals have what is quite often overlooked is the fact that the use of IP is not homogeneous throughout the different segments of the operator's network and the public Internet. We provide a taxonomy of the different ways in which IP/MPLS may be used in 3G networks, and identify how IP can be employed in the most beneficial manner. We then discuss the three levels of mobility support in the context of all-IP networks: access mobility, wide-area mobility, and micromobility. In particular, our focus is on the latter level, where we compare existing routing-based and tunnelingbased techniques. Finally, we present an MPLSbased micromobility scheme that combines the advantages of hierarchical tunneling with those of MPLS transport.
There are multiple reasons to use MPLS in the wireless infrastructure. First, MPLS is an efficient lightweight tunneling technology. Using MPLS tunnels, called label switched paths (LSPs) in MPLS jargon, an overlay network is efficiently created and managed. In MPLS, tunnel redirection, which is a crucial ingredient of any mobility scheme, happens quickly, at the change of a label in a single node in the network. Furthermore, by using this technology, we can directly take advantage of all the noted capabilities of MPLS in terms of QoS, traffic engineering, fast restoration, and support of advanced IP services, such as virtual private networks.
The resulting MPLS-based mobility scheme fits the all-IP network model and simplifies the design of a converged seamless land network.
The scheme uses an enhanced type of MPLS router called a label edge mobility agent (LEMA) that augments conventional MPLS operation with mobility-aware functionality. It allows for gradual deployment, since the new nodes seamlessly coexist with conventional wireless-unaware MPLS nodes and IP routers.
BACKGROUND UMTS CONCEPTS
The standard interfaces and components of a 3G UMTS network are outlined in TS 23.002 [1] and illustrated in Fig. 1 . There are two landbased network segments: the UMTS radio access network (UTRAN) and the core network (CN). Together, they form the administrative domain of the mobile operator. The CN itself is further divided into the circuit-and packetswitched domains. We focus on the latter in this article.
A mobile user's equipment (UE) communicates with multiple base stations, called Node Bs in UMTS, over the wireless Uu interface. In general, we will refer to these as access points (APs) in accordance with the IETF terminology. The outgoing (uplink) user-level packets are segmented by the UE into radio network layer (RNL) frames, called transport blocks. These are carried over the radio frequency layer, using the wideband CDMA (W-CDMA) access and modulation techniques, to the APs within reach of the mobile. Each AP encapsulates a set of transport blocks into a single frame of the RNL framing protocol (FP) and forwards the frame to its radio network controller (RNC) over the Iub interface. The details of the sublayers of the RNL such as the packet data convergence protocol, radio link control, medium access control, and radio frequency layer are outlined in TS 25.401 [2] and are beyond the scope of our discussion.
When the multiple APs serving a mobile host (or UE) have different controlling RNCs, one of the latter acts as the serving RNC for that host. The FP frames are exchanged between the controlling and serving RNCs over the Iur interface. The serving RNC of the host is responsible for frame selection among the multiple received copies of the same transport block, processing the other sublayers of the RNL, and finally reassembling the user-level packet. It also maintains the link layer state for the host, that is, it maps the host identity with the identities of the APs and the communication channels within each AP that currently serves that host. The transport network between the APs and the RNCs has been traditionally composed of pointto-point T1 lines.
The packet-switched portion of the core network in UMTS consists of two types of Generalized Packet Radio Service (GPRS) support nodes (GSNs) [3] , the serving GPRS support node (SGSN) and the gateway GPRS support node (GGSN). In order to communicate with the data network, the mobile host needs to register with the CN by performing a GPRS attach operation. This results in the creation of two GPRS tunneling protocol (GTP) sessions, specific to that host: between the RNC and the SGSN on the Iu interface, and between the SGSN and the GGSN on the Gn interface. The user-level packets are encapsulated into GTP frames and are forwarded between the RNC and the GGSN over a chosen transport network. Traditionally, this network has been based on ATM.
Upon GPRS attachment, a mapping is created at the RNC between the host identity and the GTP session between the RNC and the SGSN. In addition, a record is created at the GGSN, which contains the mapping between the host's network layer (IP) address and the GTP session with the corresponding SGSN. The SGSN handles the inter-RNC mobility of the host, while the GGSN handles the inter-SGSN mobility. When the serving RNC of the mobile changes, as long as the new RNC is within the scope of the same SGSN, it results in the re-direction of the GTP session between the SGSN and the RNC. The session between the SGSN and GGSN remains unaffected. On the other hand, if mobility results in a different point of GPRS attachment (i.e., a different SGSN), both hostspecific GTP sessions are reestablished. In addition to mobility management the GSNs also perform various accounting and security functions that do not affect the underlying network architecture.
DEPLOYMENT OF IP AND MPLS
There are two primary modes in which IP may be deployed in a segment of a mobile network. In the first case, the destination IP address of an end-user packet is not used to make the packet forwarding decision. Instead, the packets are encapsulated in an intermediate layer (e.g., FP on the Iub interface and GTP in the CN), which may be specific to the chosen wireless technology. The encapsulated data units are then transported, between the nodes in the segment, over another IP layer. Most of the existing proposals espouse this approach, which allows the mobile operator to keep many of the legacy components of the 2G network untouched while upgrading just the transport layer from point-to-point lines or an ATM network to an IP-based network. We refer to this case as the transport mode of IP deployment.
Alternatively, the end user's IP packet may undergo regular IP forwarding based on the destination address, without involving other intermediate layers. This case corresponds to deployment of IP in the native mode. Obviously, the absence of intermediate protocol layers inherently implies a higher efficiency. Furthermore, segments of a mobile network that employ this mode do not require nodes specific to any wireless technology, and hence can be used by the operator to support heterogeneous access networks. Therefore, it is beneficial to have the largest portion of an all-IP mobile network implement IP in the native mode.
Furthermore, MPLS [4] is a technology which, when used in conjunction with IP, substitutes conventional IP address lookup and forwarding within a network with the faster operations of label lookup and switching. In an IP/MPLS-based segment, the IP header is analyzed only at the entry and exit points of the segment. At the entry point, the packet is assigned to a specific forwarding equivalence class (FEC), and the FEC is encoded into the packet's extended header as a short fixed-length label. At the subsequent hops within the segment, no IP header analysis is performed; instead, the label is used as an index into a lookup table that specifies the next hop and the new label value. The next hop assignment for a particular FEC is either determined by running conventional routing protocols or statically engineered. The path taken by a packet belonging to a FEC inside the MPLS segment is referred to as the LSP for that FEC. The internal nodes that perform MPLS switching are called label switching routers (LSRs), while the routers located at the boundaries are usually referred to as label edge routers (LERs).
In addition to fast forwarding, MPLS provides other significant advantages. LSPs can be either signaled or engineered to provide QoS guarantees. Traffic engineered LSPs can be provided with restoration paths for reliability, while LSPs constructed using link state information are automatically re-configured whenever the state is refreshed. Moreover, the framework for signaling, traffic engineering, QoS, restoration, and virtual private networks is already available for MPLS networks and being actively deployed. Service providers are gradually migrating toward this framework by creating islands of MPLS transport within the IP-routed network. Because of its added benefits, we adopt MPLS as the layer below IP in the all-IP network models presented in this article. To deploy this mode on the Iub interface, the FP frames are encapsulated into IP packets. In the uplink direction, the destination address of the packet is fixed and refers to the controlling RNC, and in the downlink direction, the address belongs to the AP(s) currently serving the given host. The determination of the serving AP(s) is made by the RNC using the maintained link layer state for all the currently served hosts. The Mobile Wireless Internet Forum (MWIF) has specified further details [5] concerning the implementation of IP in the UTRAN in the transport mode, along with the techniques for multiplexing several FP frames into the same IP packet. Summarily, the host's IP address is never used for forwarding purposes in the UTRAN, the decisions being made on the basis of RNLspecific protocols. To deploy MPLS, LSPs are preconfigured between the APs and the RNCs.
In a similar manner, on the Iu and Gn interfaces of the core network, the GTP frames are encapsulated into IP packets. The destination address of these packets refer to the network components (i.e., the RNC, SGSN, or GGSN) and not the user's IP address. Forwarding decisions are based on the GTP mapping tables in those nodes. For MPLS forwarding, LSPs are preconfigured by the network operator between the RNCs, SGSNs, and GGSN.
IP/MPLS: NATIVE MODE
There have been a few proposals [6, 7] for using native mode IP forwarding in the CNs of the network operator's administrative domain. Referring specifically to UMTS, in TR 23.922 [6] , an integrated GSN (IGSN) is introduced, which combines the functions of the SGSN and GGSN, and directly communicates with the RNC. Except for the Iu interface, where GTP over IP in the transport mode is retained, the rest of the CN uses regular IP forwarding based on the end-user's IP address. The protocol stack for this mode of operation is shown in Fig. 2b . A similar all-IP architecture is proposed in [7] in the context of cdma2000 networks.
Our vision for an IP/MPLS enabled CN that only uses native mode forwarding is shown in Fig. 3 . We introduce a new node, called a 3G access router (AR), in which an IGSN function is collocated with a UMTS radio network controller. There are no topological restrictions on the placement of 3G ARs in the network. At one extreme, an operator may replace a number of existing RNCs and GSNs by a single 3G AR. On the other hand, a more distributed approach may be followed by replacing a single existing RNC with a 3G AR, and regular routers in place of the existing GSNs. The RNC function within the 3G AR operates in the same fashion as described before. FP frames are transported to and from the APs over an IP/MPLS network in the transport mode. Conceivably, the native mode coverage of IP can be extended into the UTRAN by implementing an access router with collocated Node B, RNC, and IGSN functions. Some equipment vendors are adopting this approach by building what are known as intelligent base stations with varying combined functionalities. The IGSN function within the 3G AR provides all the UMTS-specific accounting and security features. The rest of the CN consists of regular routers and switches that forward packets on the basis of the userlevel IP addresses. One or more border routers provide the gateway to the public Internet. In order to deploy MPLS in the domain, all the ARs and a chosen number of routers in the domain function as LERs. LSPs may be signaled or statically engineered between the LERs on the basis of their supported IP address ranges for reachability, QoS requirements, or a combination of factors. The protocol stack used in the MPLS-enabled all-IP native mode of operation is shown in Fig. 2c .
This network architecture provides a solution to implement native mode forwarding in the largest portion of the operator's domain independent of any given access technology. As the coverage of native mode IP increases, the stack becomes more efficient and the wireless-specific protocols are pushed farther toward the access segment. The operator may now share the domain with other access techniques by just using a specialized AR. For example, an 802.11 AR may coexist with a 3G AR, using the same CN. Furthermore, provisions can be made for seamless roaming between diverse access networks. However, on the control plane, enhancements are required in order to map the user's network layer address to the appropriate MPLS label, while accounting for mobility. Recall that in 3G UMTS transport mode networks, GTP provided the means for intradomain mobility. In principle, all mobility can be handled at the IP layer by the 3G AR itself; however, to preserve the functionality of existing mobile wireless networks and to maintain native mode IP coverage at the same time, independent provisions for intradomain mobility are highly desirable. Our proposal addresses this issue through a new MPLS-based mobility scheme, which is detailed in a later section.
LEVELS OF MOBILITY IN ALL-IP NETWORKS
In accordance with the basic architecture of an all-IP 3G wireless network, three distinct levels of mobility support can be identified. Access mobility support refers to the methods and protocols that ensure uninterrupted communication as a host changes position between the APs within the scope of a single RNC or an access router (AR). Methods of access mobility are tightly coupled with the specific wireless technology. Due to the analogy with a host changing points of attachment on a single broadcast medium (e.g., Ethernet subnet of a traditional fixed IP network), access mobility is also referred to as link-layer mobility. An IP-enabled mobile host communicates with the rest of world via a globally reachable CN node. This is a GGSN in the scenario of Fig.  2a , an IGSN in Fig. 2b , and a 3G AR in Fig. 2c . Changing position between different such nodes requires wide-area mobility support. Traditionally, wide-area mobility has been based on the family of Mobile IP (MIP) protocols. MIP employs the concepts of home agent (HA), foreign agent (FA), and care-of address (CoA). When away from its home network a mobile host obtains a temporary IP address, a CoA, which belongs to the visited network and is routable from elsewhere. The CoA may be assigned to an interface of a mobile host itself (collocated CoA) or offered by a local router (e.g., the AR). Such a router serves as an FA for that host, and the CoA thus obtained is referred to as an FA CoA. The host registers its CoA with a specific router on its home network designated as its HA. Registration (i.e., knowledge of the mobile's CoA) enables the HA to intercept IP packets addressed to that host, encapsulate them using an outer IP header with the destination address set to the registered CoA, and route them using regular IP forwarding. In effect, a tunnel is established through the network to the mobile host's current location.
In the proposed all-IP network model, it is possible to extend the scope of wide-area mobility by applying Mobile IP all the way to the AR. However, this may significantly increase the overhead and impair scalability as the number of mobile users grows. Any change in the host's CoA necessitates an HA re-registration. The closer the endpoint of the MIP tunnel to the host, the more often such changes would occur. Since the home network (and therefore the HA) may be located quite remotely in geographical terms, the amount of signaling traffic may create a substantial burden and cause excessive latency in mobility support. Therefore, it is important that an additional lightweight mechanism be implemented that can handle the host movement between ARs locally, without generating HA traffic. This mechanism is referred to as micromobility. In the GPRS and UMTS scenario (Fig.  2a) , micromobility is managed by means of GTP session redirection. However, this approach is tied to a specific wireless technology, and does not allow for native mode IP forwarding.
MOBILE IP VARIANTS
The base version of Mobile IP, originally proposed in the context of IPv4 [8] , suffers from several drawbacks. Above all, the path a packet takes on its route to a mobile host is clearly nonoptimal. The packet needs to first reach the HA, and only then is it tunneled to the final destination -a phenomenon known as triangular routing. A set of routing optimization extensions has been proposed [9] to address this issue. These extensions allow the HA to be bypassed on the downstream (i.e., toward the mobile host) transmission path. This is achieved by providing a means for the corresponding nodes to cache the address binding information of the mobile 
mobile, this address is topologically incorrect, which may cause the packet to be dropped at any point in a network that implements security functions, such as ingress filtering or firewalls. The reverse tunneling option eliminates the latter problem at the expense of yet another overhead routing path: an outgoing packet is encapsulated and tunneled by the FA or mobile host to the HA.
Mobility support in IPv6 [10] is implemented as an integral part of the underlying IP layer through the use of destination options: Binding Update, Binding Acknowledgment, Binding Request, and Home Address. While the concepts of HA, home address, and CoA are retained, the neighbor discovery feature of IPv6 allows a mobile host to operate without explicit support of an FA. The problem of triangular routing is eliminated by making provisions for binding updates to be delivered directly to the corresponding nodes. The source address in the header of an outbound packet is set to the mobile node's CoA, thus making it compliant with the source address filtering routers. In addition, the use of the IPv6 routing header reduces the overhead of encapsulation. While MIPv6 effectively eliminates many of the shortcomings of MIPv4, both these protocols are oriented toward wide-area network mobility management, or macromobility. Every time a host moves beyond the limits of link layer connectivity, a registration or binding update message needs to propagate all the way to the host's HA. When the node moves within a relatively small geographic area remotely located with respect to its home network, this may lead to large overhead and suboptimal performance. Enhancing the base IP mobility management protocols with scalable capabilities that reduce latency, packet loss, and signaling overhead during handoffs has been a subject of extensive discussions within the IETF Mobile IP working group and in the literature.
MICROMOBILITY REQUIREMENTS
There are two types of addresses associated with a mobile host: its identifying address (e.g., the MIP static home address) that uniquely distinguishes the host from its peers, and the routable address that is used to reach the mobile from elsewhere in the network (e.g., the temporary CoA). In the proposed network architecture (Fig. 3) , an AR maintains the link layer state for each mobile host in its scope. However, the AR is not required to supply routable addresses to its hosts. Instead, a routable address may be associated with any node in the CN segment. Such a node has to maintain the mapping between the identifying address of the mobile host and the CN reachability information (e.g., the destination AR). When the host moves between the scopes of different ARs, it is only this mapping that has to change, whereas the routable address can remain the same.
Formally, we apply the term micromobility to any host movement outside the scope of a single AR that does not require a change of its routable address. We shall refer to a CN node that supports micromobility as a mobility agent. Conceptually, a mobility agent is a router that has to be able to maintain a forwarding lookup table composed of two sections. The first part is built and updated by conventional routing protocols. The second part contains identifying addresses of the known mobile hosts and is maintained by mobility-specific signaling mechanisms. The latter section of the forwarding lookup table is necessarily flat, that is, no topological grouping of network addresses can be applied to decrease its size. Focusing on providing intradomain mobility in a seamless manner between the supported access networks, we can formulate the following requirements for the micromobility support mechanism:
Fast handoff: Address the issues related to remote HA re-registration, that is, improve the signaling overhead, handoff latency, and associated transient packet loss during local mobility within an administrative domain.
Scalable design: Allow for a flexible and distributed local mobility architecture. Flexibility provides the mobile hosts with the ability to choose one or more serving agents from a set of local mobility agents, thus preventing bottlenecks. A distributed architecture refers to the capability to spread the forwarding lookup table entries for the mobiles among multiple (but a limited number of) mobility agents.
QoS capability: Provide QoS in the micromobility domain. Here, we do not imply a provision for end-to-end user-level QoS, which remains an open subject of research. Rather, our aim is to use the QoS already provided by the underlying transport network of the domain.
Gradual deployment: Allow for a gradual evolution of micromobility coverage. This implies coexistence with nodes that are unaware of micromobility.
MICROMOBILITY PROTOCOL OVERVIEW
Existing proposals for micromobility can be broadly classified into two types: routing-based and tunnel-based schemes [11] . Routing-based schemes aim to exploit the robustness of conventional IP forwarding. A distributed mobile host location database is created and maintained within the network domain. The database consists of individual flat mobile-specific address lookup tables and is maintained by all the mobility agents within the domain. These schemes are exemplified by the Cellular IP [12] and Hawaii [13] protocols, which differ from each other in the functionality of the nodes and the construction methods of the lookup tables.
In one form or another, the tunnel-based schemes apply the concepts of registration and encapsulation in a local or hierarchical fashion, thus creating a flexible concatenation of (possibly several) local tunnels. In the context of MIPv4, the Mobile IP regional registration proposal [14] Mobile IP [15] plays a similar role in IPv6 networks. An early example of a tunnel-based scheme is provided by GTP-based mobility management in GPRS and UMTS.
ROUTING-BASED SCHEMES
Hawaii -In this proposal [13] , the micromobility domain is composed of Hawaii-enabled IP routers. The gateway into the domain, which handles all inbound and outbound mobile traffic, is referred to as the domain root router. When a mobile host powers up within a domain, it is dynamically assigned an IP address. Outside the domain, this address is routed toward the domain root, while within the domain it is used for identification purposes only. If the mobile host is visiting a foreign domain, this address is used as a MIP CoA.
Forwarding entries for mobile hosts are created and maintained using explicit signaling messages (e.g., MIP Registration message) initiated by the hosts. When a hosts transmits such a message on power-up or change of location, it is relayed, along the optimal path, to the domain root in the form of a Hawaii signaling message. All routers receiving this message establish and update mobile-specific entries for the reverse path packet forwarding. Several path setup schemes are defined, which may additionally allow, in the case of handoff, the routers on the former downlink path to be notified to forward (transient) incoming packets to the new location of the mobile node. The domain root necessarily maintains a flat address lookup table with forwarding metrics for all active mobile hosts in its domain, while each routing node is required to maintain a part of this table.
Cellular IP -The Cellular IP proposal [12] adopts a similar approach to mobility management based on a rooted domain, but uses a different signaling technique. Instead of sending and processing explicit messages, the nodes have an ability to learn the source IP addresses of uplink data packets and map them to the corresponding downlink interfaces. The uplink path (i.e., the direction toward the domain root), or gateway, is inferred by each AP/AR within the domain using the beacon packets periodically transmitted by the gateway. All the packets generated by the mobile hosts are forwarded toward the gateway using this uplink path. In addition, to refresh its forwarding cache entries, a host may explicitly transmit uplink route update packets. Two handoff schemes are supported. Hard handoff allows some packet loss while being efficient in the amount of signaling overhead and latency. Semi-soft handoff aims to minimize the transient packet loss, while exploiting the capability of a mobile to receive packets from both old and new APs. Similar to the Hawaii case, the forwarding cache of the gateway contains entries for all active mobiles in the domain.
TUNNEL-BASED SCHEMES
Regional Registration -The regional registration extension to MIPv4 [14] defines a treelike hierarchy of FAs with a special entity called a gateway FA (GFA) residing at the root of the tree. Several levels of regional FAs (RFAs) can be supported between the GFA and local FAs. The lowest-level FA advertises the entire FA/RFA/GFA hierarchy. When a mobile host first arrives in a visited domain, it performs a registration with its HA using the IP address of the GFA as its care-of (routable) address. Subsequently, when it changes location within the visited domain under the same GFA, only a regional registration is required. The host may perform regional registration with the GFA or any lower-level RFA, as inferred from the agent advertisement messages. In either case, the regional registration request is relayed up the FA hierarchy, appropriately changing the visitor list entries (i.e., local CoAs) at each level. Along with the capability to perform a regional registration with the advertised GFA, the host has the flexibility to designate any intermediatelevel RFA as a GFA, and to provide the routable address for HA registration. Alternatively, the host may bypass regional registration altogether and may obtain its routable address using the lowest-level FA, in conventional MIPv4 fashion.
Hierarchical Mobile IPv6 -While FAs are not defined in the context of MIPv6, micromobility support requires a local entity to assist with handoffs. Such an entity acts as a local HA providing registration capabilities to the associated hosts. The Hierarchical Mobile IPv6 proposal [15] introduces a mobility anchor point (MAP) to perform this function. Upon arrival in a visited network, a mobile host discovers the addresses of the existing MAPs and their respective distances via router advertisement messages. It then configures two care-of addresses: an on-link CoA (LCoA), which is a routable address based on the prefix advertised by the mobile's default router, and a regional CoA (RCoA), which is either an address on the MAP subnet (basic mode of operation), or the address of one of the MAP's interfaces (extended mode). The host then registers with its HA, creating a binding between its home address and the RCoA. It also sends a binding update to the MAP to register the binding between the RCoA and the LCoA. In the basic mode, the MAP acts exactly as a local HA, intercepting all packets addressed to the RCoA, encapsulating and tunneling them to the LCoA. The mobile host decapsulates and processes the packets in the regular fashion. In the extended mode, the MAP decapsulates inbound packets and makes the forwarding decision based on the inner header. If the destination address of the inner packet belongs to its registered mobile (and is stored in the binding cache), the MAP tunnels the packet to the LCoA.
The HMIPv6 proposal provides for multiple MAPs within the visited domain, which can be arranged either to handle different subsets of corresponding nodes, or in a hierarchical fashion, for example, to provide support to mobile routers that can act as MAPs themselves.
While routing-based schemes avoid the tunneling overhead, they face difficulties in scaling, since for each mobile the forwarding table entries have to be replicated in all nodes on the uplink path, as opposed to selected nodes as in tunnel-based schemes. This also means that gradual deployment of routing-based mobility support can be difficult. Furthermore, the root (gateway) node of routing-based schemes constitutes a single point of failure. On the contrary, in the tunnel-based schemes, it is possible to designate multiple GFAs or MAPs within the micromobility domain, thus achieving higher robustness. All these factors, along with the ability to employ lightweight tunnels, explain why hierarchical tunnels seem to emerge as a preferred solution for supporting micromobility in all-IP wireless networks.
MPLS-BASED MICROMOBILITY
Our proposal for micromobility is based on MPLS, and overcomes most of the limitations of the existing schemes in addressing the specified micromobility requirements. We apply the principles of the earlier work on tunnel-based schemes, specifically HMIPv6, to a network that employs MPLS. The choice of handling mobility at the MPLS layer is a natural one in the MPLS-enabled all-IP network architecture, and does not impose any additional protocol overhead. There is some previous work on MPLS-based mobility [16, 17] . However, the focus so far has been on integrating MIP with MPLS while retaining the transport mode of operation.
THE OVERLAY LEMA NETWORK
We define a label edge mobility agent (LEMA) as a function that has the following capabilities. First, it functions as a standard LER and maps the destination IP address of a packet into a FEC. The FEC itself is associated with a tuple containing the next hop identity and the outgoing MPLS label, and hence identifies a specific LSP. Second, for a given IP address it creates a new mapping to a FEC in response to a local registration message. Finally, it updates an existing mapping of an IP address in response to a redirect message.
Essentially, a LEMA maintains mappings from IP addresses to FECs in response to the regular routing control plane mechanisms, as well as mobility-driven signaling messages. As a mobile moves from the scope of one AR to another within the scope of a given LEMA, a signaling message sent to the latter causes the IP address of the mobile to belong to a new FEC. The associated LSP will now point toward the new AR. If the mobile finds itself in the scope of a new LEMA, it merely results in the creation of a new membership in a specified FEC. In other words, we enable mobility by dynamically changing the association of the IP address with a FEC through special signaling messages. In fact, on the data plane there is no additional overhead to accommodate micromobility, and the protocol stack remains the same as in Fig. 2c . The signaling messages may be sent by the mobile, or by the current AR on its behalf.
An MPLS domain is augmented to support micromobility by adding the LEMA functionality to a subset of the existing MPLS nodes. Note that, unlike a standard LER, a LEMA does not necessarily reside at the boundary of the MPLS segment. Its implementation is mandatory at an AR and is optional at the internal nodes of the administrative domain. Figure 4 shows a domain augmented with LEMAs. The LEMA nodes form an overlay network whose edges are preestablished LSPs, which may be traffic engineered if necessary. A LEMA-to-LEMA LSP may correspond to a concatenation of several physical links and regular intermediate LSRs. Also, with respect to a transit LSP, the LEMA node itself functions as a standard LSR. To support traffic of multiple QoS classes, several LSPs may be provisioned between pairs of LEMAs. Upgrading the network involves adding LEMA management software to a selected set of MPLS nodes. (MPLS nodes already provide the ability to do FEC mapping and forwarding based on classification.) The LEMA software is responsible for processing the mobility-related signaling messages and dynamically changing the membership of a host's IP address in a FEC. In addition, the LEMA signaling software has to be added to the mobile hosts that are enabled with micromobility.
Since a LEMA allows a mobility-driven change to the FEC associated with a specified IP address, it provides the service of a local HA to the mobile host. Any host whose IP address does not topologically match the subnet addresses supported by the current AR may avail itself of this service in addition to using wide-area mobility. To facilitate this, the AR advertises the addresses of a subset of reachable LEMAs as well as information on how they are arranged. The host chooses to register with one or more of the advertised agents to create its own chain of hierarchical local HAs. Registering at a given level results in a mapping of the host's IP address to an LSP that points to the agent at the next lower level. For a given host, the lowest-level LEMA does the access point mapping, while the highest-level LEMA at which it is registered provides its routable address (CoA) for wide-area mobility. The algorithm an AR uses to choose the subset of reachable LEMAs to advertise at any given point in time is orthogonal to the mobility architecture. For example, it may use the LSPs that are least utilized in order to make the choice. Alternatively, the advertisements may merely reflect the static overlay topology of the LEMAs. Similarly, the algorithm the mobile uses to decide with which LEMA(s) to register is also beyond the current scope. As an example, the host's mobility patterns may be used to make this decision. A host with limited movement may register only with the lowest advertised LEMA, while a host with unpredictable mobility patterns may register with LEMAs at many levels of the advertised hierarchy to cover the geographical area of movement.
Note that the hierarchy of LEMAs with which a host registers is not imposed by the hierarchical structure of the overlay LEMA network. One of the key differentiating factors of this scheme from other hierarchical mobility schemes is that each mobile has the flexibility to create its own chain. For example, referring to Fig. 4 , as the mobile moves from AR 1 to AR 3, it first registers only with LEMA 1. As it moves within the scope of AR 2, it registers with the chain (2, 6, 9) with node 9 serving as a MIPv4 FA. Movement from AR 2 to AR 3 results in a single change in the chain to (3, 6, 9) . Any change in the top-level LEMA, in this case from 1 to 9, also requires a MIP re-registration with the host's HA. In the trivial case, a visiting mobile is only registered with its own AR, which continues to provide the routable address, and micromobility is not used. In general, the highest-level registered LEMA for a given mobile host defines the micromobility boundary for that host.
Since the destination IP address of the host is not locally routable in the micromobility domain, each of the LEMAs at which the host is registered needs to keep a forwarding entry for that mobile. It is this entry that maps the network layer address to the corresponding MPLS label, or the overlay LSP. Note, however, that the other LEMAs in the domain as well as the other LSRs do not have any forwarding entry specific to this mobile. In other words, the flat address lookup tables are implemented only at the LEMAs, and moreover, a forwarding entry for a host exists only at those LEMAs at which that host is registered. This significantly improves the scalability of this scheme with respect to the existing routing-based proposals.
REGISTRATION AND HANDOFF PROCEDURES
The signaling framework based on advertisement, registration, and redirect messages can be found in [18] . Here, we illustrate the operations associated with registration and handoff using a simple example.
We again refer to the overlay network shown in Fig. 4 . When the mobile host moves within the scope of AR 1, it first completes the link layer attachment, which results in the access point mapping for the host at the AR. The AR periodically sends advertisement messages containing the subset of reachable LEMAs and their topological layout. The host receives an advertisement containing the subtree (1, (6, (7, 9) )) rooted at the AR itself. After running its selection algorithm, the host chooses the chain (1, 6) for registration. It registers its identifying address (say, its static IP address) with LEMA 1. Furthermore, it registers with LEMA 6 by specifying the address of LEMA 1 along with its own identifying address, in order to indicate the chosen LSP (from 6 to 1). On receipt of this message, LEMA 6 maps the identifying address of the host to the FEC that corresponds to that LSP. In addition to the local registration, a MIP home agent registration is performed using the routable address provided by LEMA 6.
When the host moves from the scope of AR 1 to that of AR 2, it receives a new advertisement message from the latter containing the subtree (2, (6, (7, 9))). The host recognizes that a handoff has to be initiated by comparing its current chain (1, 6) with the new subtree. Essentially, it traverses down the subtree and the current chain one node at a time till it finds a matching LEMA. In our example it finds a previously registered LEMA 6. After running the selection algorithm again, it creates a new chain (2, 6) . It registers its identifying address with LEMA 2 and issues a redirect message to LEMA 6 in order to change its mapping to the LSP that points to LEMA 2. In general, traversing the recomputed chain, a new registration message has to be sent to all the LEMAs that have changed with respect to the previous chain, and a redirect message has to be sent to the first matching LEMA if the latter exists. In this case, no MIP HA re-registration is necessary. Additionally, a redirect message is also sent to the previously registered LEMAs so that the packets in transit during the change in registration may be forwarded to the new AR. Accordingly, in this example, LEMA 1 is notified to change its mapping for the host's identifying address to the FEC that corresponds to the LSP from AR 1 to AR 2. Next, as the host moves to the scope of AR 3 and completes the link layer attachment, it receives an advertisement containing the subtree (3, (8, (7, 9))). A comparison with the current chain (2, 6) yields no matching LEMAs. The host selects a new chain (3, 8, 7) , thereby increasing the levels in the chosen hierarchy in an attempt to prevent a future situation in which no previously registered LEMAs are found in the current chain. In this case, since the top-level LEMA at which the host is registered changes from 6 to 7, a MIP home agent re-registration is performed, in addition to the local registration.
PROPERTIES AND COMPARISON
Fast Handoff -Our scheme addresses the three fast handoff issues, namely, signaling overhead, latency, and packet loss, in the following manner. First, as with any micromobility scheme that employs local HAs, the signaling (e.g., MIP binding messages) to the remote HA of a visiting mobile is eliminated as long as the mobility is within the scope of the chosen highest-level LEMA. Second, the latency associated with a local registration is merely the redirection of the MPLS LSP at the corresponding LEMAs. Finally, as indicated in the previous section we reduce the packet loss associated with local mobility through the use of redirect messages to the previously registered LEMAs.
Scalability and Efficiency -First, as in HMIPv6, the forwarding entry (IP address to MPLS label mapping, in our case) for the users currently being served by the domain are distributed among many LEMAs. For a given user's network layer address, an entry exists in as many LEMAs as there are hierarchical registration levels chosen by that user. Second, the scheme provides flexibility in the choice of LEMAs for each local registration. The choice of the LEMA hierarchy is user-driven and is not rigidly imposed by the network hierarchy. Finally, in terms of transport efficiency, we do not use any IP-in-IP tunnels. Instead, we employ (the already existing) MPLS labels for the same purpose, and maintain the same native mode IP forwarding protocol stack.
QoS and Reliability -Most hierarchical mobility schemes suffer from reliability issues because of single points of failure at each level of the network hierarchy. Since the overlay LEMA network provides maximum flexibility at an individual user level in the choice of a LEMA chain, a LEMA failure does not impact all the users served by the administrative domain. Instead, each failure affects only those users who are registered at that LEMA. The scheme also provides robustness in the presence of link failures by taking advantage of the restoration MPLS paths associated with every LSP in the overlay network. In addition, the scheme makes provisions for QoS support through the traffic engineering of MPLS paths. The algorithms used to engineer the network, while allowing for mobile users, are outside the scope of the present work.
Gradual Deployment -This scheme allows for a gradual deployment of the LEMAs, one node at a time, and coexists with nodes that employ only wide-area mobility protocols, as well as with nodes that are oblivious to mobility.
CONCLUSIONS
We provide a classification of the number of ways in which IP, together with MPLS, may be used to build a mobile operator's infrastructure. While most existing proposals for an all-IP network use IP for transport purposes only, our proposed network model illustrates the benefits of using IP in the native mode in the accessagnostic segments of the administrative domain. We argue that such a model allows for the deployment of heterogeneous access networks, all supported by the same core network. Furthermore, we provide the means for intradomain micromobility, seamless across access networks, based on the underlying MPLS layer. We need to note that this is in a nascent stage of research, and the forthcoming protocol details need to progress through the standardization process before contemplating its deployment. During these years, he has led the architectural design of three generations of the Lucent ATLANTA chipset for ATM and IP switching and port processing (now a product of Agere Systems). He and his department are currently working on the development of several MPLS-centric switching systems which are targeted for applications ranging from metro Gigabit Ethernet to wireless access. He has conducted fundamental research in the areas of scalable switch architectures, traffic management, protocols and architectures for wireless land networks, congestion control, and VLSI design. He has written more than 80 technical papers and holds 10 patents, with 20 pending. 
