ABSTRACT The objective of this paper is to improve the overall performance of distributed encoding, with a particular focus on encoding speed. The proposed scheme consists of content-aware video segmentation and scheduling that consists of two major parts. In the first part, segmentation is carried out with greater efficiency by considering changes in the video content, and in the second part, the segment assignment process is carried out using an efficient scheduling scheme that changes the encoding order of the segments. We measured the content similarity by using the sum of absolute difference algorithm and then applied a threshold to define the degree of change in similarity. The video was segmented based on the extent to which the similarity had changed, and the encoding order of the segments was rearranged to perform distributed encoding. Finally, this paper introduces the MapReduce-based distributed video encoding, using the contentaware video segmentation and scheduling described above, and presents the results of the performance using this scheme, which indicate that the proposed scheme increases the bitrate by a maximum of 2.9% over existing segmentation schemes, and also increases the speed by a maximum of 15.3%.
I. INTRODUCTION
H.265/HEVC (High Efficient Video Coding) [1] technology was recently introduced as a video compression standard with a compression rate that is twice that of the existing standard, H.264 [2] . This new standard is capable of compressing ultra-high-definition video, such as 4K or 8K video, which is difficult to compress using existing techniques. However, even though HEVC has excellent encoding performance, it has a high bitrate and a long encoding time because it has high computational complexity that requires a huge amount of computing power. Current research is addressing these problems through various means, including improving performance by implementing video coding technology in cloud infrastructure [3] . Distributed encoding distributes the encoding tasks that are part of the video coding process that requires a high computational complexity, and it effectively reduces the encoding time relative to a standalone encoding technique on a single machine. However, the performance of distributed encoding can vary in terms of its bitrate, Peak Signal to Noise Ratio (PSNR), and encoding speed depending on the video segmentation scheme and scheduling method that are used. As such, when performing distributed encoding, the use of an effective video segmentation scheme and scheduling method is important in determining the performance of the distributed encoding system. This paper proposes a CAET (Content-Aware video Encoding Technique) to improve the efficiency of the distributed encoding performance, with a particular focus on encoding speed. The concept of this method can be divided into two major parts. The first part involves video segmentation, which focuses on understanding similarities in the video content and effectively segmenting the video as a result. The second part involves scheduling, which focuses on improving the encoding efficiency by scheduling the encoding assignment process for the segments created during video segmentation.
We used the MapReduce framework, which is widely used in distributed technologies, to create the distributed encoding system and evaluate the performance of the proposed technique [4] . We compared the efficiency of the encoding performance to that of common, conventional schemes that are used for distributed encoding, including the node countbased segmentation scheme and the GOP-based segmentation scheme.
This paper is organized as follows. Section II introduces research related to distributed video coding technology, and Section III provides the basic background for distributed video coding. Section IV presents the motivation for this paper. Section V describes the segmentation process, which is the core of this research, and Section VI presents the results of the evaluation conducted using this process. Section VII concludes the paper.
II. RELATED WORK
In recent years, high-quality video has been gradually introduced through advances in video coding technology, and demand for it has grown. However, coding of ultra-highquality video is problematic because it is highly complex from a computational standpoint. As such, research is being actively performed using various methods to address this problem. In particular, distributed video coding technology is one of the main solutions that are being proposed. This technology is based on the theoretical framework described by Slepian-Wolf and Wyner-Ziv [6] - [8] , and it has been further developed along with advances in computer hardware. When multicore CPUs were first introduced, video coding with parallel processing was implemented for use in systems with these processors. References [9] , [10] present a technique to distribute the computational complexity of the video encoding process by using parallel processing with a multicore CPU. Reference [11] divided the parallel processing for encoding into the Macroblock-Level, Slice-Level, Frame-Level, and GOP-Level categories and described the considerations and effects of each of these. Reference [12] presented a distributed encoding system based on shared memory to effectively process references between frames for the encoding with parallel processing. Reference [25] proposed a Wavefront-Based High Parallel (WHP) Solution to improve the efficiency of the parallel processing for HEVC encoding on multi-core processors. The study proposed using SIMD algorithms, superior to existing HEVC parallel processing, with improved capabilities for motion compensation, integer transform, and SAD/SSD calculation at the data level. In addition, that same study proposed a three-level thread management scheme to improve the efficiency of the interframe wavefront (IFW) method on a task level. As a result, the study implemented a solution integrating the two aforementioned levels and provided a performance assessment demonstrating that the solution effectively increased the speed of the HEVC encoding.
Networking technologies have also been developed further, and recently, there has been growing interest in enhancing distributed video coding technology with cloud computing infrastructure. Reference [20] proposed a MapReduce-based transcoding system and described the impact of the size of the input video on performance by measuring the speedup ratio for different sizes of input videos. Reference [21] proposed a Hadoop-based distributed transcoding system for a next-generation wireless sensor network (WSN) and analyzed the performance thereof. The study determined that the number of Mappers and the size and duration of video files are significant factors affecting the overall performance, and the relationships between these factors were described. Reference [22] proposed a video block split-up scheme that efficiently splits videos for Hadoop-based transcoding. This study calculated the histogram values of the forward and backward videos to split videos into 64 MB blocks, the default HDFS block size. Reference [23] described the performance analysis of the impact of a chunk size on the performance in distributed transcoding, measuring the coding efficiency based on the video chuck size and transcoding time overhead in order to analyze the correlations between them.
Reference [24] presented a four-level transcoding framework, including GOP-level Task Distribution, High-level Parallel Processing using WPP, Mid-level fast mode decision and Low-level SIMD acceleration. This study achieved a significant improvement in efficiency by implementing parallel transcoding on multi-core processors and GOP-level task parallel processing. Reference [15] proposed a heuristic algorithm to improve the efficiency of MapReduce-based transcoding in a heterogeneous computing environment. This research used scheduling that takes into account the capabilities of the computing nodes and the computational complexity of the video segments to reduce system capacity waste due to task-launching overhead. Reference [16] defined a video segmentation method for cluster computing-based distributed transcoding and proposed a load balancing algorithm to efficiently allocate the different video segments. However, they applied video segmentation to reduce the encoding time without considering the negative impacts of segmentation, such as the increased bitrate of the encoded video. Reference [13] presented a Split & Merge Architecture based on Hadoop for distributed H.264 encoding, and the experimental results showed that it can effectively reduce the encoding time.
Although previous studies have improved the video coding efficiency by considering the execution environment and the coding process, they did not take into account the video itself, which is actually used as input, and consequently may have the problem of using inefficient coding processes for the content type of the video. To this end, we intend to propose a scheduling scheme for video segmentation and segment allocation that considers the video content type in order to improve the overall distributed video encoding performance.
III. BACKGROUND
This section provides basic background knowledge for distributed video encoding technology. First, we describe the characteristic encoding results that are obtained when a video is segmented, as for the method presented in this paper. VOLUME 4, 2016 In addition, we describe the existing video segmentation scheme that are widely used for distributed encoding in order to effectively understand our video segmentation scheme. 
A. EFFECT OF VIDEO SEGMENTATION
If video segmentation occurs during the encoding process, it creates changes in the encoding results. Fig. 1 shows a simple example of these changes. Fig. 1(a) shows the frame structure resulting from basic standalone-style encoding, which does not use video segmentation. As shown in (a), the basic encoding method encodes the first frame as an I-frame and the remaining frames as B-or P-frames [2] . These three types of frames have the following features in the encoding process. First, I-frames are key frames formed by intracoding [2] , and they have a high bitrate but require a short encoding time. Conversely, B-and P-frames are frames formed by interceding [2] , and they have a lower bitrate than I-frames but require a long encoding time. (More detailed information on this was omitted for length and can be found at [1] and [2] .) Because of the features of this encoding process, segmented video encoding changes the encoding results, as can be seen in Fig. 1(b) , which shows an example of the results when a 10-frame video is segmented in half and encoding is performed. Looking at (b), we can see that two five-frame encoding results have been created, each of which is made up of I-, B-, and P-frames according to the basic encoding process described above. A comparison of the encoding results in Fig. 1(a) with those in Fig. 1(b) suggests that (b) will have a higher bitrate than (a), but will have an advantage in terms of encoding time.
In conclusion, one of the core aspects of the video segmentation scheme is that it ultimately has an important effect on the performance of the coding results.
B. VIDEO SEGMENTATION SCHEME
Common video segmentation schemes used in distributed encoding include the Node Count-based Segmentation Scheme (NCPS) [5] , [13] , [18] and GOP-based Segmentation Scheme (GPS) [5] , [15] , [19] . These two video segmentation schemes have several features in their encoding processes, as shown in Fig. 2 . This figure shows a simple example where NCPS and GPS were used to segment a 320-frame video in a distributed encoding system consisting of four nodes. Fig. 2(b) shows the video segmentation process using NCPS, which segments the video evenly based on the number of nodes that are performing the encoding. Fig. 2(b) shows that the 320-frame video was ultimately segmented into four segments of 80 frames because it was encoded across four nodes. As such, distributed encoding using NCPS ultimately assigns one segment to every encoding node, even when the number of encoding nodes changes and the segment size differs.
GPS is the other main segmentation scheme along with NCPS, and it segments the video according to the GOP structure, as shown in Fig. 2(c) . The figure shows that the 320-frame video was ultimately segmented into 10 segments of 32 frames based on the GOP size of 32. Unlike NCPS, GOP performs the segmentation process without considering the number of nodes, creates the same number of segments as the GOP size, and assigns them to encoding nodes. If the number of segments exceeds the number of encoding nodes, each of the nodes is assigned multiple segments to perform the encoding. In conclusion, the performance of the segmentation scheme proposed in this paper is evaluated in comparison to that of the NCPS and GPS schemes described above.
IV. MOTIVATION
Section III describes the two main segmentation schemes used in distributed encoding, NCPS and GPS. We analyzed the features of the two segmentation schemes in more detail by performing a variety of encoding experiments and present the results with the aim of understanding the efficiency of the two segmentation schemes, with a particular focus on encoding speed. Our focus was on the variation in performance of the two segmentation schemes, as shown in Fig. 3 , which shows the changes in encoding speed according to changes in the number of nodes during distributed encoding with NCPS and GPS. Encoding using 3, 4, 6, and 8 nodes was faster using NCPS. However, when encoding using 2 or 5 nodes, GPS was faster, and this can be considered as one example of the variations in performance between NCPS and GPS that are mentioned above. However, these changes in performance indicate differences in the efficiency of the encoding process for the segmentation schemes due to external factors, such as the number of nodes. Consequently, the variation in performance of these two segmentation schemes appeared to render them unable to provide efficient encoding.
We investigated the cause of this problem by conducting additional analyses, and we defined two causes through the following process. First, we analyzed the arrangement of the segments in order to identify the nodes that show variable performance in Fig. 3 . Fig. 4 shows the arrangement of the segments on which distributed encoding was performed with 2 and 4 nodes using NCPS and GPS. Fig. 4(a) shows the results of the encoding using 2 nodes and shows that NCPS takes longer to encode than GPS, as is also shown in Fig. 3 . This is a result of the characteristics of the segmentation process in NCPS and GPS. As mentioned in Section III, each encoding node in NCPS is assigned one segment, which means that the encoding speed of NCPS is determined by the node with the longest encoding time. However, because NCPS segments videos without regard to the video content but simply according to the number of nodes, the computational complexity of the encoding process for each segment cannot be predicted, resulting in a variable encoding speed. For example, in the NCPS results in Fig. 4(a) , Node 2 has a longer encoding time than Node 1. This is believed to be due to the segments being simply divided by the number of nodes, and the content of the segment assigned to Node 2 was more computationally complex than that for Node 1. Conversely, looking at the GPS case, the content of the video was not considered during segmentation, as with NCPS, but unlike NCPS, each encoding node was assigned multiple segments. As such, unlike with NCPS, a situation where segments with complex content are not concentrated at a single node could occur. Fig. 4 (a) shows that GPS actually assigned the a more uniform task load to the two nodes than NCPS. However, since GPS simply assigns the segments for each node sequentially, inefficient encoding can take place depending on the situation. Fig. 4(b) shows an example of this in terms of the arrangement of segments when four nodes are performing distributed encoding. Fig. 4 (b) also shows that NCPS achieves a faster encoding speed, in contrast to Fig. 4 (a), and this can be attributed to the concentration of highly complex segments at a particular node because the segments were assigned sequentially. Therefore, there are two major causes of the variability in the encoding performance in NCPS and GPS. The first is that the content of the video is not considered during the segmentation process, so a certain encoding node can be assigned an excessive amount of work, depending on the situation. The second reason is that when the segments are assigned to the encoding nodes, the order is not taken into account, and encoding nodes are assigned an uneven amount of work depending on the situation. As such, we propose a video segmentation and assignment scheme that takes these two factors into account in order to improve the overall efficiency of the distributed encoding process.
V. CONTENT AWARE VIDEO SEGMENTATION SCHEME
Section IV established two reasons why inefficient encoding can occur during distributed encoding and described their effect on the overall performance, and this section describes a segmentation scheme and a segment assignment scheduling scheme that takes these factors into account. The core of the scheme proposed in this paper has two major aspects. The first is to increase the efficiency of the video segmentation process, and in particular, the core of this first aspect is that the computational complexity of the content responsible for inefficient encoding can be more efficiently distributed by performing segmentation that takes the video content type into consideration when distributed encoding is performed. The second aspect is to increase the efficiency of the segment VOLUME 4, 2016 assignment process, the core of which is to reduce the idle time of the encoding nodes by using a scheduling scheme. 
A. ANALYSIS BASED ON SEGMENT TYPE
We have defined the features for the content types that have to be considered in the proposed video segmentation process, and we have identified the segments that include this content as SOI (Segments Of Interest). We divided the content formed in this process into two types according to their composition. In Fig. 5(b) , the content in segments 1, 3, and 5 shows the same subjects, and in this study, the content in the segments with this kind of composition is defined as homogenous. Conversely, the content in segments 2 and 4 involves different subjects, and the content of segments with such a composition is defined as heterogeneous. These two types of content have the following features during the encoding process. First, heterogeneous content is inefficient in terms of both bitrate and an increase in encoding time during encoding. This is a result of inefficient intercoding. Due to the mixed nature of the heterogeneous content, inefficient references occur between unrelated frames during the intercoding process. As a result, these inefficient references increase the computational complexity of the encoding process and produce high bitrates and encoding times. Fig. 6(a) shows an example of an inefficient encoding process for heterogeneous content described above. The snapshots located above the graph show changes in the video content as time passes, and the content of the encoded video is heterogeneous with two types of content, one with a bear and one with a monkey, connected at frame 17. As such, inefficient encoding can occur at frame 17. The actual encoding result in Fig. 6 shows that not only is the bitrate in frame 17 higher than that of the other frames, but it also has a value similar to that of an I-frame, which is a key frame. This situation occurs because frame 17 is where the reference between unrelated content occurs. In frame 17, a reference is made to previous frames that have already been encoded, and since the previous frames show a bear while frame 17 shows a monkey, there is little relationship between the two parts of the content, and the computational complexity of the encoding process increases.
The encoding results in Fig. 6 (a) can be considered as an example of the inefficient encoding for heterogeneous content described above. We performed an additional test to effectively describe this inefficient encoding process for the heterogeneous content, as shown in Fig. 6(b) , which shows the results of segmenting the video at frame 17 and encoding each segment. In the figure, the video segmentation is based on the content, and thus, the heterogeneous content of Fig. 6 (a) splits into two sections, each consisting of homogeneous content. As such, in the newly created video, frame 17 is located at the first frame and is encoded as an I-frame, and this process results in quick encoding but with a relatively high bitrate. However, if the results for frame 17 in Fig. 6 (a) and (b) are compared, it has a similar bitrate to that of frame 17 in (a) and is encoded faster, regardless of the fact that frame 17 in (b) was encoded as an I-frame. As such, the encoding in (b) can be considered to be more efficient than that in (a). Hence, this example illustrates the inefficient encoding process for heterogeneous content. Therefore, segments that contain heterogeneous content that reduce the overall encoding performance are recognized and defined as SOIs (Segments of Interest).
Homogeneous content differs from heterogeneous content in that it is composed of content that displays the same subject. Thus, a more efficient encoding process can be performed. However, homogeneous-content can also create an inefficient encoding process depending on the composition of the content. For example, inefficient encoding can ultimately occur for homogeneous content with a very high complexity in terms of object composition and a low relationship between the frames. An example of this can be seen in Fig. 7 , which shows the bitrate and encoding time for each frame of two sections of homogeneous content. As shown in the snapshots above the figure, the two sections of the homogeneous content are composed of content showing the same respective subjects. A simple visual evaluation of the complexity of content A and content B shows that content A has a scene with a koala slowly turning its head where few object changes occur and motion is slow. Conversely, content B shows a scene with a tiger that is moving and splashing water, and as time passes, the objects continuously change as the water is splashed, and motion occurs quickly and unevenly. As such, content B can be expected to have a higher complexity than content A. The actual encoding results in Fig. 7 (a) and (b) show that the overall the results of (b) have a higher bitrate and encoding time than those of (a). Here, the results in Fig. 7(b) are similar to the inefficient encoding results of the heterogeneous-content described above. For example, the bitrate of frame 25 is higher than that for an I-frame because the content information changes quickly. Regarding the changes in objects in content B, the tiger moves and splashes water, creating rapid changes in content information, and as a result, the relation between the frames is reduced, thereby resulting in an inefficient encoding process.
We performed additional encoding to effectively explain the inefficient encoding process in Fig. 7(b) described above. Fig. 7(c) shows the results when the video used in (b) is segmented and encoded according to content changes. Since there is no clear point of change in the homogeneous content as in the heterogeneous content, we visually evaluated the changes in content in the frames before and after frame 25, which had the highest bitrate in (b), and we set frame 20 as a video segmentation point because it was the start of the changes. A comparison of the results in (c) to those in (b) shows that, ultimately, (c) has a smaller increase in bitrate and that the long encoding time has been reduced. A comparison of the results of (c) shows that inefficient encoding occurred for the homogeneous content in (b), and this was similar to the previously described encoding process for heterogeneous content. As such, this paper defines the SOI as segments that include homogenous content, such as that in (b), with a high object composition and motion complexity.
B. SEGMENT OF INTEREST AND SEGMENTATION POINT DETECTION
The proposed content-aware video segmentation scheme identifies the SOI and segments the video based on these. Therefore, an SOI differentiation task with the following requirements must be performed before segmenting the video. The SOI differentiation task is an additional task that is not performed with existing distributed encoding technology, that is to say, the segmentation scheme presented in this paper performs an additional task when compared to existing segmentation schemes for distributed encoding. As such, SOI differentiation methods can be defined as an important factor that directly affects the speed of the proposed segmentation scheme. As a result, fast performance must be ensured. In addition, as has been explained before, the SOI differentiation task is a pre-processing task that is performed before encoding. As such, the differentiation task must be able to differentiate the content in raw video that has not been encoded. When defining a differentiation method that satisfies the above conditions, we sought a differentiation method based on the factors that cause the formation of SOI. As explained in Section IV, SOI are formed from an inefficient encoding process occurs, which means that the SOI are formed when the content information between influential frames is unrelated. Therefore, we determined that we can differentiate SOI according to the degree of similarity of the influential frames in the encoding process, and as a result, SOI were differentiated based on the rate of change in similarity between frames. We used the SAD (Sum of Absolute Difference) algorithm to measure the degree of similarity between the frames. The SAD algorithm is an error measurement technique that has been widely used in various fields, including computer vision and video compression. Formula 1 shows the calculation process for the SAD algorithm. The formula shows that the SAD algorithm calculates the error for an N × N-sized pixel block located in the same place in two images. Therefore, the larger the value produced by the SAD algorithm, the less similarity there is between the frames. The SAD algorithm has a relatively simple computational complexity compared to other image processing techniques in the computation process [17] , which means it satisfies the differentiation method requirements mentioned above. Fig. 8 shows an example that explains the process of differentiating content with the SAD algorithm. The figure shows the results of using the SAD algorithm at nine frame intervals on a video with a frame length of 800. The results of the SAD algorithm show a sudden increase at points where the video content has changed, and this happens when measuring the similarity between frames with little relation. After the increase, the value decreases again because it is measuring frames with similar content afterward, and as a result, the relation between the frames increases. However, the content is the same for content 5, but the result of the SAD algorithm increases by a relatively large amount because the object composition and motion are highly complex. Considering the overall results in Fig. 8 , the SAD algorithm can be used to predict changes in content and complexity, and consequently, this makes it possible to differentiate between homogenous content and heterogeneous content. In this work, the SAD algorithm is used to measure the similarity of the frames, and this is used to differentiate the SOI. 9 shows the SOI differentiation process and the segmentation algorithm used in this paper. The algorithm uses window size units to differentiate between the frames in segments according to similarity. The window size is the parameter that sets the frame intervals used in the SAD. As shown in Fig. 9 , when the content in segment (A) is differentiated, the window size is set to 9, and thus the SAD algorithm is used to measure the similarity between the frames in a nine-frame interval. The degree of similarity measured in this process and the degree of similarity in the adjacent windows, along with their changes, are calculated to apply a threshold to find the amount of change in the content, ultimately determining whether a segment is an SOI. For example, a threshold of 500% is used in Fig. 9 . Hence, if the degree of similarity of a window is five times that of the preceding window, the content in the window is considered to be a factor to create an SOI. In the example of Fig. 9 , the degree of similarity measured for Window (3) is five times greater than that of the preceding Window (2). Thus, Segment (A) is determined to be an SOI because of Window (3), and an additional operation is performed to create a segmentation point to segment the SOI. In the process of determining a segmentation point, changes in the degree of similarity for all of frames of Window (3) are measured, and the frame with the highest degree of similarity is determined to be the point of segmentation. Therefore, in Fig. 9 , Frame 19 in Window (3), which shows the highest SAD value, is chosen as the segmentation point. In the case of Window (4), which is located after Window (3), the similarity between the first frame in the window and the second frame is additionally measured, unlike for other windows because a rapid change in similarity occurs in Window (3), which is the sole target for comparing similarity, so an accurate comparison cannot be performed. As a result, only Frame 19 is chosen as a segmentation point in Fig. 9 , and segment (A) is segmented at this point into segment (A') and segment (A''). 
C. SCHEDULING
Section V-B describes the approach used to differentiate the SOI for video content and to select the segmentation points. This section now describes the scheduling scheme used in the process assigning the separated segments. The core concept for the proposed scheduling is to first assign segments with a relatively long encoding time to the encoding nodes and then assign segments with a relatively short encoding times in order to reduce the idle time of the encoding nodes. The overall concept for this scheduling scheme is shown in Fig. 10 . The arrangement of the segments formed during distributed encoding including three nodes, with and without the proposed scheduling method. Fig. 10(a) shows the arrangement of segments when sequential scheduling is used. As the image shows, all segments have the same size but different encoding times. As such, when segments are sequentially assigned as in (a), idle time occurs in Nodes 1 and 2. On the other hand, Fig. 10(b) shows the arrangement of the segments when the scheduling proposed in this paper is used. In this case, the segments with long encoding times are arranged first, and segments with short encoding times are gradually arranged, reducing the idle time and ultimately reducing the encoding time.
However, as shown in Fig. 10 , it is difficult in practice to predict the encoding time of each segment with precision. Multiple tests have shown that as the size of the segment increases, the possibility that the encoding time will become longer also increases. Thus, we use this approach to predict the encoding times of the segments, and this becomes the basis for the scheduling used in the segment assignment process. Accordingly, the scheduling method was applied to encode with larger non-SOI segments assigned to encoding nodes prior to gradually assigning smaller SOI segments. Furthermore, to obtain a simple implementation of the scheduling method, the experiment adopted batch processing and default task scheduling in Hadoop. In the implementation, the sizes of the video segments were determined using segmentation point (SP) indices generated from SOI differentiation, and the sizes were sorted out in descending order to generate a new encoding order. As was previously explained, in assigning video segments with the new encoding order via batch processing, larger non-SOI segments could be assigned into encoding nodes prior to gradually assigning the smaller SOI segments. Fig. 11 shows the overall workflow of the scheduling scheme used to assign the video segments created in the CAET workflow described so far. The overall workflow is described as follows. First, CAET uses a GOP-based segmentation scheme on the video to divide the segments. At this time, the divided segments are assumed to all be non-SOI segments. Next, the SOI differentiation process is performed on the content within the formed segments, and based on these results, additional segmentation points for the SOI are chosen. Finally, the segments are divided based on the segmentation points, and the scheduling method assigns each segment to a node and encoding is performed. In the example in Fig. 11 , CAET first chooses the segmentation points based on GPS and forms four non-SOI segments with the same GOP size. (The GOP size is assumed to be 32 frames.) Next, the SOI differentiation process is performed on the previously formed segments, and in the example in Fig. 11 , segments 3 and 4 are differentiated as SOI while additional segmentation points are chosen. Based on these points, the video is segmented, and six segments are ultimately formed and scheduled in descending order based on size and are assigned to the nodes in the order of 1, 2, 4, 6, 5, 3.
VI. EVALUATION
This section describes the results of the performance evaluation for the CAET described in Section V. We evaluated the performance of CAET by creating a MapReducebased distributed encoding system and used it to measure the bitrate and encoding time. The results were then evaluated by performing additional analyses with NCPS and GPS, two common segmentation schemes for distributed encoding, and conducting a comparison thereof.
A. SYSTEM ARCHITECTURE Fig. 12 shows the architecture and workflow of the MapReduce-based distributed encoding system created to evaluate the performance of the CAET. The overall task processing for the system is based on MapReduce, and the input and output of the data created during processing is controlled using the HDFS (Hadoop File System) [14] . The CAET workflow can be divided into two passes based on this system structure. The first is a video content differentiation pass, and the second is the actual encoding pass. In the workflow of each pass, the first pass is the video content dif-VOLUME 4, 2016 ferentiation process consisting of three stages: segmentation, differentiation, and combining. In the segmentation stage, a segment index is chosen to segment the video with a video partitioner, and the differentiation process parameters are set and sent to the Mappers. Next, in the differentiation stage, the video corresponding to the segment indexes received by each of the Mappers is downloaded by the HDFS, and its content is differentiated, the segmentation point (SP) is chosen, and it is then sent to the Reducer. Finally, in the combining stage, the segmentation point data received from the Mappers is combined and saved in the HDFS, and if all SP data is saved in the HDFS through Reduce, the CAET content differentiation stage ultimately finishes, and second-pass encoding is then carried out. The overall workflow for the second pass also consists of three stages: segmentation, encoding, and combining. In the segmentation stage, the scheduler references the SP data saved in the HDFS and sets the encoding order, and this is sent to the video partitioner. The partitioner sets the segment index based on the received encoding order and sends it to the Mapper. In the encoding stage, the video corresponding to the segment indexes received by each of the Mappers is downloaded from the HDFS and is encoded, and the results are then sent to the Reducer. Finally, in the combining stage, the encoding results received from the Mapper are combined and saved, and at this time, the Reducer receives the encoding order from the scheduler. Based on this, the results for the encoding order are arranged in its original state, combined, and saved in the HDFS. In summary, the performance of the CAET was evaluated using a distributed encoding system according to the workflow and system architecture shown in Fig. 12 . Table 1 shows the experimental configuration that was used to evaluate the performance of the CAET. The system consisted of a total of 21 nodes, with 1 master node and 20 encoding nodes. All nodes had the same hardware specs with Intel Xeon processors at 2.3 GHz and 8GB memory. The operating system is Ubuntu 14.0 with Linux kernel 3.13.0-24-generic. The Hadoop version is 1.2.1, and the java version is 1.7.0. When encoding the video, a 2000 frames of a raw video with 4K (3840 × 2160) resolution were used, and 10 types of content were combined in the video with cuts. We also used an HEVC Test Model (HM) 15.0 to perform CRA mode encoding. Finally, in the SOI of the CAET differentiation process, the window size was set to 17, with the threshold as 350% and segment size of 32 frames. This study considered the changes in the network performance in addition to the configuration information shown in Table 1 . The performance assessment adopted a distributed encoding system that delivers video segments from the HDFS into each work node through the network during encoding. The transfer of sizable files, such as UDH videos, on an network may have an impact on the network performance. Our experiments confirmed that, despite the use of nodes in the same rack, transfers of video segments with the same size generated different measurements in network speed. Therefore, the results of the performance assessment were described with average values obtained from five encodings for the same videos using NCPS, GPS and CAET. C. ENCODING TIME Fig. 13 shows the encoding time as a function of the number of nodes for distributed encoding using CAET, NCPS, and GPS. The figure shows that NCPS and GPS show variable encoding results, as mentioned above. For example, GPS shows faster encoding than NCPS when using five and eight nodes but becomes slower as the number of nodes becomes larger. On the other hand, CAET is faster than GPS or NCPS regardless of the number of nodes, with a 9% faster average encoding speed than GPS and 5.1% faster average encoding speed than NCPS. In particular, when encoding using 15 nodes, CAET showed a maximum speed that was 15.3% faster than GPS, and with 5 nodes, it showed a maximum speed 6.6% faster than NCPS. These improvements in encoding speed are considered to be a result of inefficient encoding due to SOI segmentation and because the idle time of the encoding nodes was reduced by scheduling the segments, as can be seen in Fig. 14. The figure shows the arrangement of the nodes in the new segmentation scheme when the encoding from Fig. 13 was performed using five nodes. The image shows that NCPS formed five segments with a length of 400 frames, and the encoding computations for the segment corresponding to node 4 (frames 1201-1600) were greater than those of the segments corresponding to the other nodes, such that idle time ultimately occurred. Moreover, in the case of GPS, 62 segments with a length of 32 frames and 1 segment with a length of 16 frames were formed and were sequentially assigned to the nodes. As a result, node 5 was assigned the largest amount of work, and idle time occurred as in NCPS. On the other hand, in the case of CAET, all nodes were assigned a relatively uniform amount of encoding computations, and the idle time was consequently reduced. This result occurred because in the segment assignment process, the segments formed through SOI segmentation were assigned to the latter half of the scheduling to ensure equal distribution among the nodes. For example, the results of the experiment in Fig. 14 show that for CAET, 11 SOI were differentiated and segments were created accordingly in order to form 22 segments. Consequently, the segments formed during this process were assigned to the latter half, and the idle time between the nodes was reduced. In conclusion, the results from Fig. 13 and Fig. 14 show that CAET ensured a more effective performance than NCPS and GPS in terms of the encoding speed. CAET, GPS, and NCPS. Overall, the results show that NCPS has a variable bitrate according to the number of nodes, unlike CAET and GPS. This result occurred because the number of I-frames, which have a great effect on bitrate, varied as the size of the segments varied with the change in the number of nodes in NCPS. For example, when the node count was 12, 15, or 18, the bitrate can be seen to have increased or decreased, but when the node count was 15, the number of I-frames was 75, and when the node count was 12 or 18, the number of I-frames was reduced to 72, resulting in a reduced bitrate. On the other hand, in the case of CAET and GPS, the same bitrate was maintained regardless of the number of nodes, unlike NCPS, and this result occurred because CAET and GPS always form the same number of segments. Specifically, the CAET bitrate was 40.5MB, which was 2.9% more than the GPS bitrate of 39.3MB, and this result occurred due to the increase in the number of I-frames created in the CAET process, as for NCPS. As was explained above, during the CAET encoding process, SOI segmentation increased the number of I-frames by 11, and the overall bitrate consequently increased. However, the increase in bitrate observed for CAET differs from that for NCPS. A comparison of the increase in number of I-frames in NCPS and CAET and the consequent increase in bitrate in the encoding results using 12 nodes shows that NCPS formed a total of 72 I-frames, which was 9 more than the 63 formed by GPS, and this increased the bitrate by 3.9MB. In the case of CAET, 74 I-frames were formed, which is an increase of 11 and is more than that for NCPS, but despite this, it had a smaller increase in bitrate. As a consequence, it can be considered to have performed the encoding more efficiently. Based on the previously-described results for the encoding speed and bitrate performance evaluation, we conclude that CAET offers a faster encoding speed than GPS and NCP while effectively controlling the bitrate, and it offers more efficient performance in terms of the overall encoding.
B. EXPERIMENTAL CONFIGURATION

E. THRESHOLD
As was explained so far, the core of CAET is to perform efficient encoding by differentiating the SOI and segmenting them. As such, the overall performance of CAET is determined by the accuracy of its SOI differentiation. As was explained in Section IV, the SOI differentiation process used in this paper measures the degree of similarity between the frames and uses a threshold for the degree of change in order to differentiate the content. As such, setting an optimal value for the threshold during SOI differentiation is an important issue that determines the performance of CAET. For this reason, we performed tests to understand the effect of the threshold changes on the CAET performance. Fig. 16 shows the results of the bitrate according to the threshold, and at a threshold of 200%, the bitrate is 41.7MB, which is higher than that obtained in the other results. These results were obtained because when the threshold is 200%, there are changes in the degree of similarity. On the other hand, when the threshold was 350%, 500%, and 1000%, the bitrates were 40.5MB, 40.33MB, and 40.23MB, respectively, which are lower than that for a threshold of 200%, indicating that as the threshold gradually increases, it becomes less sensitive to changes in the degree of similarity. Fig. 17 shows the results for the encoding time, indicating that the overall results were more efficient when the threshold was set to 250% and 300%. Considering the results in Figs. 16 and 17 together, the results in Fig. 17 indicate that, when the threshold was 350%, the optimal performance was achieved in terms of the bitrate and encoding time. In conclusion, the threshold parameter used in this work is an important factor that influences the performance of CAET, and it requires an optimal value to be set. 
F. WINDOW SIZE
Similar to the threshold described in Section VI-E, the window size is another important parameter that influences the performance in the SOI differentiation process. The window size is a parameter that sets the frame intervals used by the SAD algorithm during SOI differentiation. As such, changes in the window size determine the number of times the SAD algorithm is used as well as its range, consequently affecting the speed and accuracy of the SOI differentiation process. An example of this can be seen in Fig 18, which shows changes in the SOI differentiation process for a particular segment according to the window size. The segment shown in the figure has a length of 50 frames, and it consists of heterogeneous content comprised of a combination of three sections. Fig. 18(a) shows the content differentiation process for a window size of 6. As was explained in Section VI-A, the content differentiation used in this work is based on a process consisting of two passes. In pass 1, the SAD algorithm was used 10 times and pass 2 was performed on the two windows, showing a rapid increase. Consequently, 20 iterations of the SAD algorithm were required in Fig. 18(a) , and two segmentation points were chosen. Fig. 18(b) shows the content differentiation when the window size was set to 26. In this case, the SAD algorithm was run two times, and pass 2 was performed on one window, which showed a rapid increase using 25 SAD iterations. In Fig. 18(b) , a total of 27 iterations of the SAD algorithm were used, and one segmentation point was chosen. Considering the results in (a) and (b) together, (b) used the SAD algorithm more times than (a), but it showed lower content differentiation performance. The reason for this is that for content differentiation, as the window size increases, not only does the differentiation accuracy decrease in pass 1, but the SAD algorithm is used more frequently in pass 2. However, with these results, it is difficult to say that as the window size increases, the content differentiation process becomes less efficient. For example, if the segment used in Fig. 18(a) and (b) consisted of homogeneous content, both (a) and (b) would perform only one pass, and the SAD algorithm would be used 10 times and 2 times, respectively. In this case, (b) would differentiate content more efficiently than (a). In conclusion, when looking at the content discussed in Section VI, we see that the window size is an important parameter for SOI differentiation since it affects the overall performance and consequently requires an optimal value to be chosen.
We measured the changes in performance for the SOI differentiation process according to the window size using the video from the previous performance evaluations. In these tests, we set the maximum window size to 31 based on the CAET video segmentation process. That is, the video segmentation performed in the CAET encoding process first used a GOP-based segmentation scheme to divide the segments, and then the SOIs were differentiated. As such, the actual segment size used in the CAET SOI differentiation process is the same 32 frame GOP size used in this paper. Based on this, we set the maximum window size to 31. Furthermore, the threshold used in the test was set to 350%, and the performance was measured using one node. Fig. 19 shows the number of times SOI differentiation was performed according to the changes in the window size. The figure shows that the number of differentiated SOIs is 10 when the window size was 2, 3, or 5 because only 10 segments composed of heterogeneous-content had been differentiated. On the other hand, 11 SOI were differentiated when the window size was 9, 17, or 31 because a segment was differentiated as SOI even though it consisted of homogeneous content since it had highly complex content in terms of object composition and motion. That is, when the window size was 2, 3, or 5, the degree of similarity was measured between closer frames than when the window size was 9, 17, or 31. Thus, a relatively lower amount of change occurred, and an SOI was not differentiated when differentiating segments consisting of homogeneous content. The results in Fig. 19 show that performance did not deteriorate in Fig. 18 during differentiation of heterogeneous content with an increased window size because in the video used in the tests, no segments existed where the content changed three times or more. Fig. 20 shows the time taken by the SOI differentiation process according to changes in the window size. The results show that as the window size increases, the time gradually decreases, and when the window size was 31, it increased again because when the window size was 17 or 31, the SAD algorithm was used twice in pass 1 for both cases, but in pass 2, the SAD algorithm was used 16 or 30 times, respectively. Considering the results in Figures 19 and 20 together, when the window size was 17 during SOI differentiation, the accuracy and speed were most efficient, and because of this, the window size was set to 17 for the performance evaluations. However, the changes in the SOI differentiation performance according to the window size produced variations in the results depending on the video that was used. As such, additional research is needed to effectively set the window size.
VII. CONCLUSION
This paper proposed CAET (content-aware video encoding technique) and also presented the results of a performance evaluation. We explained CAET by first defining the content types capable of leading to inefficient coding and analyzed the associated problems. Based on our analysis, we then proposed a scheduling algorithm for content differentiation and segment assignment in order to improve the efficiency of the encoding process. Finally, we implemented the proposed algorithm in a system that was used to evaluate the performance, and we described the results of the evaluation. In conclusion, the results of the performance evaluation presented in this paper showed that CAET increased the bitrate by 2.9% over the main existing segmentation schemes in the field of distributed encoding, but it also increased the encoding speed by 15.3% and improved the overall performance efficiency.
In the future, further research is required to improve the efficiency of the content differentiation process, which is the core of CAET. For example, it is necessary to define a more effective SOI differentiation method and to find optimal parameters to use in the process. 
