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. $t=1,2,$ $\ldots$ ,
, (i) $x_{t}\in \mathcal{X}=\{-1, +1\}^{N}$
, (u)






sign$(u\cdot x+b)(u\in \mathbb{R}^{N}, b\in \mathbb{R})$
, , sign$(x)$
, $x\geq 0$ +1,
$-1$ .
( [1, 4, 7, 8, 10, 11, 12, 13]),
, Perceptron [11,
12, 13] Winnow [7] .
sign$(w\cdot x+b’)$
, , Perceptron




) $\gamma_{p}^{*}$ , Perceptron
$O(1/\gamma_{2}^{s2})$ , Winnow $O(\ln N/\gamma_{\infty}^{*2})$
.
$\gamma_{p}^{*}(p=1, \ldots, \infty)$ ,
$u$ $\mathcal{X}$ $x$ .











. $\mathcal{X}=\{-1, +1\}^{N}$ $N$
$k$ $x_{1},$ $\ldots,x_{k}$
1 +1
, +1 , $-1$
. $k$- $f(x)=sign\{(1/k)x_{1}+$
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. . . , $(1/k)x_{k}+1-1/k$ }




. Perceptron $k$- r-of-
$k$ , $O(kN)$
. Winnow ,











, ALMA [2] nom




. , ALMA $\gamma_{p}^{*}$
, , $p=$
$O(\ln N)$ , $O( \frac{n}{\gamma_{\infty}}r)$
. , $c(0\leq c<1)$ ,







, $x_{t}$ , ,
$y_{t}(u\cdot x_{t}+1-\delta^{*})\geq\gamma^{*}$ ( : $||u||_{1}=1$ ,
$0\leq\delta^{*}\leq 1)$ (
$(1-\delta)$
). , , $\gamma^{*}$ , $\delta^{*}$




. , $\gamma^{*}$ $\delta^{*}$
. , $\delta^{*},$ $\gamma^{*}$
, $\delta^{*}$
ALMA , $c$ ,
$O( \frac{\delta\ln N}{(1-c)^{2}\gamma^{n2}})$ ,
\yen \mbox{\boldmath $\sigma$}IJ*^D $\mathcal{X}$ $\eta^{*}$
. , $\delta^{*},$ $\gamma^{*}$
$\text{ _{}\Omega}^{A}\}\approx O(\frac{\delta\ln N}{(1-c,\Re 4_{\delta}^{2}\gamma^{*2}})\not\in g_{B>}g_{\dot{9}B>1h\text{ }\ovalbox{\tt\small REJECT} \mathfrak{B}- c}$ \hslash \emptyset #6.
2
$\mathcal{X}=\{-1, +1\}^{N}$ .
$\mathcal{X}$ , $x\in \mathcal{X}$




. , $u\in \mathbb{R}^{N}$
$N$ . $\sum_{\iota^{u}}:=1,$ $*\geq$
$O(i=1, \ldots, N)$ . ,
$(x,y)$ $y(u\cdot x+1-\delta^{*})\geq\gamma^{*}$
. ,
:(i) $x=(1,1, \ldots, 1)$ $y=+1$ , (ii)






$\{$ 1 $\ldots$ . , $N\}$ $p,$ $q$ ,
$p$ $q$ (K\sim lllback-Leibler
) $\Delta(p, q)=$
$\sum_{i=1}^{N}p_{1}h_{q_{1}}^{g_{\dot{t}}}$ .



















. . $e^{x}$ ,
















. (1) $w_{1}=m_{2}1-1-\delta+$ ,
$2$ (= .12—\delta 1)--yct\gamma (l2 $R_{2}1+1-\delta a=\alpha$










2. $S=((x_{1}, y_{t}),$ $\ldots,$ $(x_{T},y_{T}))$
. $t=1,$ $\ldots,$ $T$ , $y_{\ell}(u\cdot x+$
$1-\delta^{*})\geq\gamma^{*}$ $(u, 1-\delta^{*})\in \mathbb{R}^{\mathfrak{n}}x\mathbb{R}$
, $Winnow_{\gamma,\delta}*$
$m \leq\frac{16\delta^{*}\ln n}{(1-c)^{2}\gamma^{r2}}$
. , $\sum_{i}u_{i}=1$ $0\leq\delta^{*}\leq 1$ .










1. $w_{1}=(1/n, \ldots, 1/n)\in \mathbb{R}^{N}$ .
2. $t=1,$ $\ldots,$ $T$ , :
(a) $x_{t}\in \mathcal{X}$ ;
(b) $\hat{y}_{l}=sign(w_{t}\cdot x_{t}+1-\delta)$ ;
(c) $y_{t}\in\{-1, +1\}$ ;
(d) ( (wt+ $1–$ $\delta)\leq\eta$ )
:
$w_{t+1,i}= \frac{w_{ti}e^{\alpha y_{t}x_{t.i}}}{Z_{t}}$
. $\alpha=(1-c)\gamma/4\delta$ $Z_{t}= \sum_{i=1}^{n}w_{t,i}e^{\alpha y_{4}x_{\ell.:}}$ .
, $w_{t+1}=w_{t}$ .





























3. $S=((x_{1}, y_{t}),$ $\ldots,$ $(x_{T},y_{T}))$
. $t=1,$ $\ldots,T$ , $y_{t}(u\cdot x+$
$1-\delta^{*})\geq\gamma^{*}$ $(u, 1-\delta^{*})\in \mathbb{R}^{\mathfrak{n}}x\mathbb{R}$
, $Wimow_{\delta}*$
$m \leq\frac{256\delta^{*}\ln N}{3(1-c)^{2}\gamma^{*2}}$
. , $\sum_{i}*=1$ $0<\delta^{*}\leq 1$ .
. $\gamma^{*}\geq\gamma_{n_{t}},$ $\geq$ ) .











(b) $Winnow_{\gamma_{\mathfrak{n}},\delta}$ . $Winnow_{\gamma_{\hslash},\delta}$ $\frac{16\delta\ln N}{(1-c)^{2}\gamma_{\mathfrak{n}}^{2}}$
















( $\{0,1\}^{N}- Winnow_{\eta}$ )
. 3 .
, $\{0,1\}^{N}- Winnow_{\eta}$
. $\overline{x}_{t},i=\frac{x_{t}..+1}{2}$ $\tilde{w}_{t,i}=w_{1_{:}i}e^{\Sigma_{j=1}^{t-1}2\alpha y_{j}\overline{x}_{j}}$
. , .
$w_{t}$ . $x_{t}+1-\theta_{t}\geq 0$
$\Leftrightarrow$ $2w_{t}\cdot\overline{x}_{t}\geq\theta_{t}$
$\Leftrightarrow$ $2w_{t}\cdot\overline{x}_{t}\geq\frac{1\cdot e^{2\alpha\Sigma_{j\vee 1}^{t-1}y_{j}}}{\prod_{j=1}^{t-1}Z_{j}}$
$\Leftrightarrow$ $\overline{w}_{t}\cdot\tilde{x}_{t}\geq\frac{1}{2}$
, $w_{t} \cdot x_{t}+1-\theta_{t}\leq 0\Leftrightarrow\tilde{w}_{t}\cdot\overline{x}_{t}\leq\frac{1}{2}$
. . $\overline{w}_{t+1}=\tilde{w}_{t}e^{2\alpha y_{\mathfrak{t}}\overline{x}}$‘ . ,
$u$ , $y_{t}=+1$ , $u\cdot\overline{x}\geq\overline{2}$
$\delta^{*}+\gamma$








4([7]). $S=((x_{1},y_{t}),$ $\ldots,$ $(x_{T}, y_{T}))$
. $\overline{x}$ $\in$ $\{0,1\}^{N},$ $y_{t}$ $\in$
$\{-1,1\}$ . $t=1,$ $\ldots,$ $T$ ,
$u\cdot\tilde{x}_{t}\geq 1$ $(y_{l}=1)$





5. $S=$ $((x_{1},y_{t}),$ $\ldots$ , $(x_{T},y_{T}))$
. $t=1,$ $\ldots,T$ , $y_{t}(u\cdot x+$
$1-\delta)\geq\gamma^{*}$ $(u, 1-\delta^{*})\in \mathbb{R}^{N}x\mathbb{R}$
, $Winnow_{\gamma}*$
$m \leq\frac{14(\delta^{*}+\gamma^{*})\bm{i}N}{\gamma^{*2}}$
. , $\sum_{i}u_{j}=1$ $0<\delta^{*}\leq 1$ .
221
3: Littlestone Winnow ( $\{-1,$ $+1\}^{N}$ )
. $\eta^{*}=\frac{2\gamma^{*}}{\delta+\gamma^{*}}$ . $\eta^{*}\geq\eta_{n_{()}}\geq r_{2}$ $\eta_{n\tau)}$
. 4 , $\{0,1\}^{N_{-}}Winn\circ w_{\eta_{n_{\{)}}}$
, $I\mathbb{R}\eta_{\mathcal{H})}\gamma\leq\iota_{\eta\gamma}g_{1}\alpha$ .
, $n=n_{0}$ .


















































: $\gamma_{n}=(_{2}^{1})^{n}$ $\delta_{m}=(_{2}^{1})^{m}$ ,
$Wlnnow_{\gamma_{\mathfrak{n}},\delta_{m}}$ $O(\delta_{n}\ln N/\gamma_{n}^{2})$
, $\gamma_{n_{()}}<\gamma^{*},$ $\delta_{mo}<\delta^{*}$
$n$ $m$ . , $\gamma^{*}\leq\delta^{*}$ ,
$n\geq m$ $n,$ $m$ , $n=n_{0}=$
$\lceil\log 1/\gamma^{l}\rceil,$ $m=m_{0}=\lceil\log 1/\delta^{*}\rceil$
, $\sum_{n=1}^{n()}(\sum_{m=1}^{n}O(A))\gamma_{\hslash}^{7}=$
$O(1\ovalbox{\tt\small REJECT}\gamma)$ , $O(4’\lrcorner\psi)\gamma$ .
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