We discuss a relationship between thermodynamics of information geometry and the GlansdorffPrigogine criterion for stability. In the case of the linear master equation, we found the relationship between the excess entropy and the line element of information geometry. This relationship leads to a connection between the Fisher metric and the Onsager coefficient in the near equilibrium condition. Moreover, we propose a new information geometric criterion as a generalization of the Glansdorff-Prigogine criterion. In the model of autocatalytic reaction, a physical interpretation of the Glansdorff-Prigogine criterion is elusive, but our criterion gives the Cramér-Rao inequality as a physical bound of the stability.
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PACS numbers:
In 1970, Glandorff and Prigogine discussed the criterion for stability by using the excess entropy production [1] [2] [3] [4] [5] [6] [7] [8] . They proposed the positivity of the excess entropy production as a simple sufficient condition of the stability in the steady state. This approach is based on the linear irreversible thermodynamics and this criterion is regarded as the Lyapunov stability criterion for the linear master equation [9, 10] . Recently, the discussion of the excess entropy production has been known as the steady-state thermodynamics [11] [12] [13] [14] for the Markov process [15] .
In another context, the relationship between information theory and thermodynamics for the Markov process has been intensively discussed in the past decade [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . Especially, the differential geometric theory known as information geometry [34] [35] [36] [37] [38] has been considered from a view point of thermodynamics [33, [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] . The recent progress of the thermodynamic uncertainty relationship [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] , that gives a relationship between thermodynamic quantity and the uncertainty of the observable, has been connected to the Fisher metric of information geometry [48] [49] [50] 68] .
In this letter, we clarify the relationship between the Glansdorff-Prigogine criterion for stability and information geometry. We show that the excess entropy production is given by the time derivative of the Fisher information around the steady state, and the Fisher metric is related to the Onsager coefficient in the near equilibrium condition. The Glansdorff-Prigogine criterion for the stability is related to the speed decay in the manifold of probability simplex from a view point of information geometry. Based on information geometry, we obtain a generalization of the Glansdorff-Prigogine criterion for stability.
For the non-linear master equation, our approach gives a different conclusion from the Glansdorff-Prigogine criterion for stability. From the Cramér-Rao inequality, which is recently discussed in the context of thermodynamic uncertainty, our approach gives a physical condition of stability, where the Glansdorff-Prigogine criterion gives an elusive conclusion. We illustrate this fact by the model of autocatalytic reaction.
The Glansdorff-Prigogine criterion for stability..-We revisit the Glansdorff-Prigogine criterion for stability in the case of the master equation [10] . We start with the master equation,
where W i→j is the transition rate from the state i to j, and p i is the probability of the state i. We consider a steady statep = {p i |i = 1, . . . } that satisfies dp i dt = 0.
The Glansdorff-Prigogine criterion for stability denotes the stability of a solutionp from the generalization of the entropy production, that is the excess entropy production. At first, we introduce the entropy production. The entropy production σ is defined as the product of the force and the flux
where the flux from the state j to i and the force from the state j to i are given by be derived from the fact that the flux J j→i and the force F j→i have the same sign. In equilibrium, the entropy production is zero, and the detailed balance holds J j→i = 0 for any pair of (i, j).
To define the excess entropy production, we consider the steady fluxJ j→i = J j→i (p) and the steady forcē F j→i = F j→i (p), respectively. From the definition of the steady state Eq. (2), the steady flux satisfies jJ j→i = 0 for any i. We here define the excess flux and the excess force as the differences from the steady force and the steady flux,
respectively. The excess entropy production δ 2 σ is given by the product of the excess flux and the excess force,
If the steady state is given by the equilibrium distribution, the detailed balanceJ j→i = 0 (orF j→i = 0) holds, and we obtain δ 2 σ = σ. Thus, this excess entropy production is a generalization of the entropy production.
In the Glansdorff-Prigogine criterion for stability [2, 3] , we discuss the sign of this excess entropy production. This excess entropy is used to detect the stability of the steady state. If it is non-negative
the steady state is stable. If it is negative
the steady state is unstable. If the stationary distribution is the equilibrium distribution, the excess entropy production is equivalent to the entropy production σ = δ 2 σ. Then, the second law of thermodynamics implies the stability of the equilibrium state δ 2 σ = σ ≥ 0. An example of the unstable condition Eq. (10) is the autocatalytic reaction, which will be discussed in the section of Example.
The linear master equation and the Lyapunov stability.-We here consider the Glansdorff-Prigogine criterion for stability in the case of the linear master equation, where the transition rate does not depend on the probability dW i→j /dp i = 0.
To discuss the excess entropy production, we introduce the difference of the probability from the stationary distribution,
By using this difference, the excess flux and the excess force are calculated as
respectively. The time evolution of δp i is given by the sum of the excess flux
From Eqs. (13), and (14), this excess entropy production is calculated as
We here introduce the Lyapunov function
which is nonnegative δ 2 L ≥ 0, and zero if and only if the probability is the stationary distribution δ 2 L(p =p) = 0. The equation (15) denotes that its time derivative is equal to the excess entropy production,
Then, the Glansdorff-Prigogine criterion for stability in the relaxation process can be considered as the Lyapunov stability criterion [7] 
The particular case dδ 2 L/dt = 0 is called as the neutrally stable.
The Lyapunov function and information geometry.-We here discuss that the Lyapunov function is an information geometric quantity.
In information geometry, the square of the line element is given by the Fisher metric g µν for the set of parameters
where E[f ] = i p i f i is the expected value of the function f i . This square of the line element can be regarded as the Hessian of the Kullback-Leibler divergence D KL ,
ds 2 = 2D KL (p||p + dp) + o(dp 2 ),
The Lyapunov function δ 2 L can be regarded as an information geometric quantity, because the Lyapunov function is equivalent to the square of the line element
around the steady state p p and δp i = dp. If the transition rate does not depend on time dW i→j /dt = 0, we can prove that the Fisher information (ds/dt) 2 = i (dp i /dt) 2 /p i is monotonically decreasing in time [49] ,
If we focus on the distribution around the stationary state δp i = dp i , this result (25) can be regarded as the Lyapunov stability in the stationary state
Therefore, from a view point of the Glansdorff-Prigogine criterion for stability, the stationary distribution is stable in the relaxation process.
A generalization of the Glansdorff-Prigogine criterion for stability.-We here discuss a generalization of the Glansdorff-Prigogine criterion for stability from a view point of information geometry.
In information geometry, a fluctuation-response ratio η R of any observable R i is bounded by the Fisher information (ds/dt) 2 ,
which is well known as the Cramér-Rao inequality [34, 37] and discussed as a generalization of the thermodynamic uncertainty relationship [49, 50] . From this inequality, we can discuss the stability of the system to compare the variance of the observable var[R(t)] with the response term |dE[R(t)]/dt|. If the lower bound of the fluctuation response ratio increases in time dη * /dt ≥ 0,, the system becomes stable. If dη * /dt < 0, the system becomes unstable. In this sense, we can consider a generalization of the Glansdorff-Prigogine criterion for stability as follows,
. (29) FIG. 1: Schematic of our criterion for stability by information geometric quantity. Speed decay in the probability simplex is a necessary condition of the relaxation process. Around the stationary state, this criterion is equivalent to the GlansdorffPrigogine criterion for stability if the system is driven by the linear master equation.
Around the steady state, this criterion is the Lyapunov stability criterion with the Fisher information as the Lyapunov function, that is nonnegative (ds/dt) 2 ≥ 0 and zero if and only if the probability is the stationary distribution (ds/dt) 2 (p =p) = 0. In the case of the linear master equation, this stability is equivalent to the Glansdorff-Prigogine criterion for stability around the steady state. Even for non-stationary dynamics, we have a physical interpretation of stability from the Cramér-Rao inequality (27) .
We can discuss a geometrical interpretation of this stability. The fisher information (ds/dt) 2 can be interpreted as the change speed of the probability distribution on the manifold of the probability simplex. Therefore, slowing the Fisher information means the stability of the system, and vise versa (see also Fig. 1) .
Information geometry and Onsager coefficient under the near-equilibrium condition.-We here discuss the relationship between the Onsager coefficient and the Fisher metric under the near equilibrium condition.
Under the near-equilibrium condition δp i =J j→i = F j→i = O( ), the steady flow is proportional to the steady flux up to the order O( 2 ),
Form the expression of the excess flux and the excess force Eq. (12) and (13), the excess flow has a same proportional coefficient
We here introduce µ-th mode of the force F µ and the flux J µ . We assume that the µ-th mode of the force and the flux can be defined as
This is a generalization of the cycle flow and the cycle force in the Schnakenberg network theory [10] . For example, we can discuss the information flux for the bipartite Markov network by using this generalization (see SI) [24, 30] . If we consider ν-th mode of the steady force, we obtain the Onsager coefficient L νµ ,
From the definition of L νµ , we can check that the Onsager reciprocity L νµ = L µν holds. From Eq. (32), ν-th mode of the excess force δF ν = F ν −F ν is also given by the excess flux δJ µ = J µ −J µ and the Onsager coefficient
Therefore, the excess entropy production is written by the quadratic form of δF ν with the Onsager coefficient,
On the other hand, the line element ds 2 is given by the Fisher information
under the near equilibrium condition p p and δJ ν = dJ ν . From the relationship between the line element and the excess entropy Eq. (24), we obtain the result under the near equilibrium condition
This result gives an information geometric interpretation of the Onsager coefficient.
FIG. 2:
The time evolution of the probability pX and (ds/dt) 2 . The initial condition is given by pX = 0.001.
Example: Autocatalytic reaction.-To discuss the difference between the Glansdorff-Prigogine criterion for stability and our criterion, we consider a single autocatalytic reaction, which has been discussed in the original papers [5, 6] .
The rate equation of the single autocatalytic reaction By using these probabilities, the rate equation can be considered as the nonlinear master equation
with K + = k + N tot and K − = k − N tot . This non-linearity comes from the coarse-graining picture of the single autocatalytic reaction. A solution of the steady state is given byp
The distributionp * X = 0 is another solution of the steady state, but we focus on this solutionp X to discuss the Glandorff-Prigogine criterion for stability.
In the Glandorff-Prigogine criterion for stability, the excess flux and the excess force can be calculated as
Then the excess entropy production is given by
From a view point of the Glandorff-Prigogine criterion for stability, the system can be unstable δ 2 σ < 0 in the region 3 > K + /K − . But, we cannot see a crucial difference between the region 3 > K + /K − and 3 ≤ K + /K − in a numerical simulation (see Fig. 2 ). To understand this fact, Ref. [8] denotes that the Glandorff-Prigogine criterion for stability is not necessary, but only sufficient condition for the local stability of the steady state.
In contrast, we consider our criterion for stability by the time derivative of the Fisher information
In Fig. 3 , we calculate the time evolution of the Fisher information for K + /K − = 12 that gives a stable region in the Glandorff-Prigogine criterion for stability of the solutionp X . Our criterion gives the unstable condition in the beginning of the transition p X p * X and the stable condition in the end of the transition p X p X . This fact implies instability of the solutionp * X and stability of the solutionp X (see also Fig. 4) .
We also consider two observables R 1 = δ Xi − δ Y i and R 2 = δ Y i to discuss the Cramér-Rao bound (27) . In both cases, the variance of observable increases in time and the speed of observable has a peak. Then, the ratio of the speed and the variance has a peak and this peak gives a turning point of stability in our criterion. In this model, the Cramér-Rao bound gives a tighter bound of this ratio. Thus, our criterion gives a physical interpretation of stability from a view point of the Cramér-Rao inequality, where the Glandorff-Prigogine criterion gives an elusive conclusion.
Conclusion and discussion.-We find a relationship between the excess entropy production and the Fisher information around the steady state, and generalize the Glansdorff-Prigogine criterion for stability. In the case of the non-linear master equation, our generalization is more reasonable than the original criterion. [37, 48] . Around two steady statesp * X and pX , our criterion gives unstable and stable conditions,
Based on information geometry, we have recently derived several thermodynamic results. We have obtained a thermodynamic interpretation of the line element in nonequilibrium and non-stationary state [48] . To consider the speed and the geodesic distance from the initial state to the final state, we have derived the speed limit [48, 49] , that is a thermodynamic generalization of the quantum speed limit [69, 70] . To consider the Fisher information for the probability at the particular time and the path probability, we have derived several generalizations of the thermodynamic uncertainty relationship [49, 50] . From the projection theorem for the path probability, we have derived the entropy production, and its generalization for Maxwell's demon [33] . These results are different aspects of thermodynamics of information geometry, where the infinitesimal distance is given by ds. If we consider the bipartite Markov network, we can discuss the information flux and force from this expression. Here we consider two systems (x, y) with binary states x ∈ {0, 1} and y ∈ {0, 1}. We assume the bipartite condition [1] , i.e., W (x,y)→(x ,y ) = 0 for x = x and y = y .
We here consider the following regular matrix Therefore the total entropy production around a stationary state J 3 = J 4 = o( ) is given by
The entropy production includes the entropy change of the heat bath J 1 [F X 0 −F 
The non-negativity of the partial entropy production σ X partial = J e1 F e1 + J e3 F e3 is known as the generalized second law of information thermodynamics,
which explains the paradox of Maxwell's demon because this second-law-like inequality includes the thermodynamic terms J 1 F X and the informational term J 1 I. The excess entropy is given by
νµ δF µ δF ν δF 1 = δF X + δI,
From the relationship between the line element and the excess entropy production, we obtain 
up to the order o( ). This expansion by the set of parameters {δF µ |µ = 1, 2, 3, 4} includes the informational term δI. We stress that the quantity δI has been discussed as a coordinate in information geometry [4, 5] , called as the theta
