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Abstract:	 Faces are a class of visual stimuli with unique significance,  for a variety of  reasons. 
They are ubiquitous throughout the course of a person’s life, and face recognition is crucial for 
daily  social  interaction.  Faces  are  also  unlike  any  other  stimulus  class  in  terms  of  certain 
physical  stimulus  characteristics.  Furthermore,  faces  have  been  empirically  found  to  elicit 
certain characteristic behavioral phenomena, which are widely held to be evidence of “holistic” 
processing  of  faces. However,  little  is  known  about  the  neural mechanisms  underlying  such 
holistic  face  processing.  In  other  words,  for  the  processing  of  faces  by  the  primate  visual 
system, the  input and output characteristics are relatively well known, but the  internal neural 
computations are not. The main aim of this work  is to further the fundamental understanding 
of  what  causes  the  visual  processing  of  faces  to  be  different  from  that  of  objects.  In  this 
computational modeling work, we show that a single factor – “neural tuning size” –  is able to 
account  for  three  key  phenomena  that  are  characteristic  of  face  processing,  namely  the 
Composite  Face  Effect  (CFE),  Face  Inversion  Effect  (FIE)  and  Whole‐Part  Effect  (WPE).  Our 
computational proof‐of‐principle provides specific neural tuning properties that correspond to 
the poorly‐understood notion of holistic face processing, and connects these neural properties 
to psychophysical behavior. Overall, our work provides a unified and parsimonious theoretical 
account  for  the  disparate  empirical  data  on  face‐specific  processing,  deepening  the 
fundamental understanding of face processing. 
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Introduction 
Faces are an important class of visual stimuli with unique significance, and face 
processing is a longstanding topic of active study within neuroscience (1, 2), cognitive 
psychology (3-5) and artificial intelligence (6-8). Faces are ubiquitous throughout the 
course of a person’s life, and face recognition is important for daily social interaction. 
Faces are also unlike any other stimulus class in terms of certain defining physical 
stimulus characteristics, such as having a very specific configuration of internal parts. 
Furthermore, faces have been empirically found to elicit certain characteristic behavioral 
phenomena (e.g. the Composite Face Effect), which are widely held to be evidence of 
“holistic” processing of faces. However, little is known about the neural mechanisms 
underlying such holistic face processing. In other words, for the processing of faces by 
the primate visual system, the input and output characteristics are relatively well known 
(or are straightforward to measure), as are the neural correlates (1, 4, 9), but the actual 
neural computations are not known. 
Here, we investigate the nature of the difference between face and (non-face) 
object processing at the level of the underlying computational mechanisms, in order to 
further the fundamental understanding of what causes the visual processing of faces to be 
different from that of objects. In this computational modeling work, we show that a single 
factor – “neural tuning size” – is able to account for three key phenomena that are 
characteristic of face processing, namely the Composite Face Effect (CFE), Face 
Inversion Effect (FIE) and Whole-Part Effect (WPE). Our computational proof-of-
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principle provides specific neural tuning properties that correspond to the poorly-
understood notion of “holistic” face processing, and shows the connection between these 
neural properties and empirical psychophysical behavior. Our work predicts that such 
tuning properties will be found only in neurons associated with holistic face processing, 
e.g. in the macaque Fusiform Face Area (FFA) but not the Occipital Face Area (OFA). 
Overall, our results provide a unified and parsimonious theoretical account for the 
disparate empirical data on face-specific processing. 
Results 
Building upon the family of simple, biologically-plausible visual recognition 
models (10-14), we found that a single parameter determines whether processing is “face-
like” or “object-like”, as gauged by three important face-specific phenomena. The first, 
the Composite Face Effect (CFE) (15), is the phenomenon whereby two identical top 
halves are sometimes incorrectly perceived as different, when paired with different 
bottom halves (Fig. 1a). This effect is ostensibly due to the top and bottom halves of each 
composite being perceived “holistically” (together as a whole) when aligned, despite 
instructions to ignore the bottom halves. Perception is more accurate when the halves are 
misaligned (Fig. 1b). Crucially, this effect occurs only for faces, and is therefore 
commonly taken as evidence that face and object processing are qualitatively different 
(16-19). 
We probed the minimal conditions required to produce – or abolish – such holistic 
face processing, and found that a vital factor is the size of the template that specifies the 
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tuning profile and optimal stimulus of each neuron (henceforth termed “tuning size”). 
Tuning size is defined in terms of proportion of a whole face covered by a template (see 
Methods section), not in terms of number of pixels or degrees of visual angle. When 
tuning size is large, even without encompassing the whole face, the Composite Face 
Effect is found (Fig. 1c). A single change – reduction of tuning size – abolishes the 
Composite Face Effect, i.e. leads to “object-like” processing of faces. 
“Holism” is a psychological construct with multiple interpretations and putative 
mechanisms (19, 21, 22) for which a consensus has yet to emerge. Our simulation results 
argue in favor of one particular interpretation of holism, that it is simply the byproduct of 
having large tuning size (18, 23, 24). The Composite Face Effect is found using each 
individual model neuron with large tuning size by itself (Fig. 1c inset), even though 
tuning size is less than half the whole face, and there is no overlap between receptive 
fields to speak of. Conversely, even though the set of neurons with small tuning size 
collectively span the whole face, they do not produce the CFE (Fig. 1c). 
Since there is nothing qualitatively “whole”, “singular”, “unified”, “global” or 
“non-decomposable” about processing that uses large tuning size rather than small, the 
term “holistic” may be somewhat misleading (to the extent that it implies a qualitative 
difference, an absolute whole, or integration into a single representation). Our results do, 
however, indicate that holism is not an all-or-none phenomenon, but it is one that can 
vary continuously depending on tuning size (and be modulated by other factors). 
In our simulations, tuning size is the sole change between the two conditions 
depicted in Fig. 1c (large and small tuning size), which suggests that decisional and 
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attentional factors are not key. Rather, what matters is the amount of “perceptual 
integration”, as controlled by tuning size. Additionally, while detection and segmentation 
are important processes for accurate face recognition, the absence of explicit mechanisms 
for these in our simulations suggest that they are also not key factors relating to holism. 
Tuning size also accounts for another key face-specific phenomenon, the Face 
Inversion Effect (FIE), whereby upside-down inversion disrupts face processing 
significantly more than object processing (25). We found that when tuning size is 
reduced, the behavioral effect of inversion is also reduced (Fig. 2), akin to face 
processing becoming “object-like”. Our simulations also show that inversion reduces the 
mean response of each individual neuron (Fig. 3a), illustrating the neural basis of the 
behavioral Face Inversion Effect (26). More importantly, tuning size also controls the 
magnitude of the neural FIE (Fig. 3b). Even after taking into account the coverage areas 
corresponding to different tuning sizes (Figs. 2e, f) or taking into account the mean 
response in the upright condition (Figs. 3c, d), large tuning size still produces 
significantly larger behavioral and neural FIEs than small tuning size (see Methods 
section for details). 
Finally, tuning size also accounts for the Whole-Part Effect (27), a “gold-
standard” test of holistic processing (16), like the CFE. In the Whole-Part Effect (WPE), 
subjects are first presented a study face (Fig. 4a) to memorize. At test, in the Whole 
condition, subjects are presented with two faces (Fig. 4b) that differ only in a localized 
region (e.g. eye region), and have to recall and choose the study face. In the Part 
condition, the differing localized regions in the Whole condition are cropped (Fig. 4c) 
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and presented instead. Empirically, subjects are significantly more accurate in the Whole 
than Part condition. This effect is highly significant for faces, but non-significant or 
significantly smaller for non-faces (16). Our simulations show that reduction in tuning 
size results in a significantly smaller WPE (Fig. 4e), akin to a shift from “face-like” to 
more “object-like” processing. 
 
Discussion 
Clearly, our simulations do not capture the full complexity of face processing, 
including aspects such as gaze, expression and attentional capture. Also, tuning size is not 
necessarily the only difference between face and object processing mechanisms (28-30). 
However, we have shown that a change in tuning size alone can account for three 
important phenomena commonly thought to be characteristic of face processing, 
suggesting that tuning size is a key factor underlying holism. 
By changing only tuning size and keeping everything else unchanged (Figs. 1-4), 
our simulations are able to sidestep a confound that is unavoidable for empirical 
experiments that investigate mechanisms underlying face versus object processing – the 
confound of different stimuli. Empirically, face and object stimuli elicit measurable 
differences, but do these stem from differences in physical stimulus properties, or from 
differences in processing mechanisms? Here, instead of changing the stimuli to produce 
measurable differences, we changed only the underlying processing but not the stimuli 
(we used only faces throughout), so this confound is avoided. 
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Our results suggest that all three effects stem from a common cause: large tuning 
size. This makes intuitive sense for a variety of reasons. Large tuning size is consistent 
with the existence of face-selective neurons being tuned to multiple face parts, but not 
necessarily the entire face (31, 32). Face recognition algorithms that use features with 
such characteristics (large but not necessarily whole-face tuning size) show excellent 
performance (6). While face processing in general has a significant innate component 
(33-35), visual deprivation during infancy abolishes the Composite Face Effect (36). This 
suggests that large tuning size may result from a combination of innate factors and 
postnatal visual experience. 
Other than large tuning size, another interpretation of holistic processing is that of 
“non-linear interaction of parts” (18, 37). Since our model is highly non-linear, our 
results and this interpretation are not mutually exclusive. Our results do not preclude 
certain non-linearities from also being key factors underlying holistic processing, nor do 
they deny that non-linear interactions occur empirically. 
Apart from “holistic” processing, faces are also thought to elicit “configural” 
processing, but the relationship between these notions is unclear (16, 19, 38). For 
instance, the Face Inversion Effect has sometimes been associated with configural rather 
than holistic processing of faces. Our results suggest a link between these two concepts, 
through the common factor of large tuning size. Because neurons with large tuning size 
cover more than individual face parts, they are more sensitive to the configuration of 
multiple parts, which is altered by inversion. For this same reason, these neurons are also 
more sensitive to information that comes from more distant regions of the face image (in 
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the case of the Composite Face Effect and Whole-Part Effect). The notion of large tuning 
size may also be able to account for sensitivity to spacing between face parts. The idea is 
that since each neuron’s tuning is specified by a certain face template, any deviation from 
that template, such as changing the distance between the eyes, will reduce the neural 
response. Note, however, that these neurons are not necessarily more sensitive to spacing 
changes than shape changes, consistent with (39). 
 
Methods 
Model.  The HMAX model (10) simulates hierarchical processing in primate visual 
cortex, reflecting the increase in neural tuning complexity and invariance up the 
hierarchy. The lowest levels correspond to orientation-selective cells in primary visual 
cortex, while the highest levels correspond to face-selective and object-selective cells in 
inferotemporal cortex. 
We used the model implementation found at http://cbcl.mit.edu/jmutch/cns/. Of 
the four model layers, the orientation-selective lower two layers (S1 and C1) contain 
model neurons tuned to Gabor patches of various orientations and spatial frequencies; the 
parameters have been pre-determined based on prior electrophysiological data. The upper 
two layers (S2 and C2) contain model neurons that are tuned during an unsupervised 
template-learning process, performed prior to normal model operation. Template-learning 
simply involves storing “snapshots” of C1 activity produced in response to some set of 
training images. Subsequently, in normal model operation, these snapshots act as 
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templates that new images are matched against. The S2 layer comprises the output of this 
template-matching process, and pooling of the S2 model neurons over all image positions 
and scales (to produce invariance to these) produces the C2 layer. If training images 
consist of faces, then S2 and C2 model neurons are face-selective. All simulations used 
1000 C2 model neurons. 
 
Tuning size.  The critical independent variable is “tuning size”. Large, medium and small 
tuning sizes correspond respectively to S2 tuning templates covering 12x12, 8x8 and 4x4 
C1 model neurons, all from the relatively coarse scale 7 (out of 9). At this scale, the 
entire face oval corresponds to 17x22 C1 neurons, so each small template is roughly the 
size of a face part (e.g. eye, nose), while each large template covers multiple face parts 
but not the whole face. 
Importantly, “tuning size” is defined as the proportion of a whole face covered by 
a template. This is not the same as “size” defined in terms of number of pixels or degrees 
of visual angle. In the human and primate visual systems (as well as our model), there 
exists some invariance to image scale. Therefore, a particular tuning size (e.g. half a face) 
can correspond to a range of physical sizes (in pixels or degrees of visual angle). 
Since each template was learnt from a different (random) part of a training image, 
even the 1000 small templates (collectively) spanned the whole face – yet they did not 
produce a Composite Face Effect (Fig. 1c), thus ruling out some alternative accounts of 
mechanisms underlying “holistic processing”. 
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Stimuli.  Stimuli were derived from 100 frontal-view male faces from the MPI database 
(http://faces.kyb.tuebingen.mpg.de/). Faces were downscaled by 25%, and then oval-
cropped to remove outline and external features (e.g. hair). Faces were normalized so that 
all had the same pixel-value statistics (mean and variance). Odd-numbered faces were 
used for template-learning, even-numbered faces for normal operation. All faces were 
upright unless explicitly inverted. Note: in Figs. 1, 2 and 4, backgrounds were cropped 
slightly to save space and make face details more apparent. 
 
Composite Face Effect (CFE).  Composites were constructed by pairing the top of one 
face with the bottom of a different face (with a two-pixel gap). Twenty faces were used; 
these were chosen prior to all simulations, for behavioral replication of the CFE in human 
subjects (not related to this modeling study). 
On each trial, two composites are presented, and their top halves are judged to be 
same or different, ignoring the bottom halves. Only trials with identical top halves are 
analyzed (16). The Composite Face Effect is defined as a higher hit-rate (i.e. accuracy on 
these “same” trials) for misaligned than aligned composites. 
To simulate human subjects looking and attending to the top halves, bottom-half 
pixel values are multiplied by 0.1, and faces shifted downwards so that the top halves 
occupy the center. To simulate subjects comparing composites, if the dissimilarity 
between composites (Euclidean distance between the two sets of C2 layer responses) is 
below some threshold, the composites are considered “same”. For each condition (e.g. 
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small tuning size), the threshold is independently set so that the aligned, upright hit-rate is 
as close to 75% as possible, but results are qualitatively robust to the threshold used. 
Fig. 1c: p-values and error bars computed using 1,000 runs of non-parametric 
bootstrap (N=20 pairs of composites). Fig. 1c inset: p-values computed using non-
parametric Wilcoxon signed-rank test (N=1000 independent C2 features). 
 
Face Inversion Effect.  Dissimilarity between two images was defined as the Euclidean 
distance between the two sets of C2 layer responses. Fig. 2c shows the mean dissimilarity 
between all 1225 (i.e. 50C2) pairs of faces within each condition, averaged over bootstrap 
runs. Fig. 2d shows the mean behavioral FIE effect size (i.e. upright – inverted 
dissimilarities shown in Fig. 2c) over bootstrap runs. Fig. 2c, d: p-values and error bars 
computed using bootstrap runs. In all cases for Fig. 2, 10,000 runs of non-parametric 
bootstrap were used. 
 Figs. 2e and 2f are similar to 2c and 2d, except that for the large and medium 
tuning sizes, a random subset of neurons (100 for large, 150 for medium) were used in 
each bootstrap run, instead of all 1000 neurons. This was to control for the larger 
coverage areas (12x12 vs. 8x8 vs. 4x4 C1 neurons for large, medium and small 
respectively, and also to control for the different upright dissimilarities (see black bars in 
Fig. 2c); both factors are actually over-compensated for. 
Fig. 3a shows the mean response (averaged over all 1000 model neurons) to all 50 
faces. Fig. 3b shows the mean neural FIE (i.e. upright – inverted responses shown in Fig. 
3a). Fig. 3a, b: p-values computed using non-parametric Wilcoxon signed-rank test. 
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Figs. 3c and 3d were similar to Figs. 3a and 3b, except that only neurons with a 
mean response between 0.75 and 0.80 were considered (to avoid ceiling and floor 
effects), after which neurons were then randomly chosen so that all conditions (i.e. tuning 
sizes) ultimately used the same number of neurons. This was to control for the slightly 
different upright responses in Fig. 3a (black bars). 
 
Whole-Part Effect (WPE).  Stimuli were constructed by blending the eye region of one 
face with the rest of a different face. Stimuli in the Part condition (Fig. 4c) were produced 
by cropping out the eye region of stimuli in the Whole condition (Fig. 4b). All possible 
trials (3-way combinations of first eye region, second eye region, rest of face) for twenty 
original faces (same faces as for CFE) were tested. 
The Whole-Part Effect is defined as a higher accuracy for the 2-alternative-
forced-choice task in the Whole condition than in the Part condition. To simulate human 
subjects looking and attending at the eye regions of the test faces, non-eye-region pixel 
values are multiplied by 0.5, and faces shifted downwards so that the eye regions occupy 
the center. To simulate subjects choosing between the two test stimuli, the one with the 
smaller dissimilarity (Euclidean distance between the C2 layer responses) to the study 
stimulus (Fig. 4a) was picked. Fig. 4d, e: p-values and error bars computed using 1,000 
runs of non-parametric bootstrap. 
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Figure Legends 
 
Figure 1.  Tuning size determines whether processing is “face-like” or “object-like”, 
as gauged by the Composite Face Effect (CFE).  a, Aligned composite faces. Top 
halves are identical, while bottom halves are different. People sometimes incorrectly 
perceive the two identical top halves as different.  b, Misaligned composite faces. Human 
judgement of the top halves (as being identical) is significantly more accurate for 
misaligned than aligned composites (15, 16). This is the CFE, which is only found for 
faces.  c, Simulations show that the CFE is produced by neurons with large – but not 
small – tuning size. Large: p<0.001, small: p=0.85. No CFE was found in either condition 
for inverted images (20); large: p=0.39, small: p=0.81. Inset: each individual neuron with 
large tuning size can produce the CFE by itself (p<0.001, both with and without 
controlling for inverted images). Error bars: SEM. 
 
Figure 2.  Tuning size accounts for the behavioral Face Inversion Effect (FIE).  a, b, 
Illustration of the FIE: dissimilarity between faces is more apparent for upright than 
inverted faces (23, 25).  c, Simulations show that decrease in dissimilarity (as a result of 
inversion) varies with tuning size.  d, FIE effect size (upright dissimilarity – inverted 
dissimilarity) varies with tuning size. Large vs. medium: p<0.0001. Medium vs. small: 
p<0.0001. Neurons with small tuning size show “object-like” processing, i.e. a minimal 
inversion effect.  e, Dissimilarity after controlling for coverage area of different tuning 
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sizes (see Methods).  f, FIE effect size, controlling for coverage area. Large vs. medium: 
p=0.023. Medium vs. small: p=0.012. Large vs. small: p=0.0002. Error bars: SEM. 
 
Figure 3.  Tuning size accounts for the neural Face Inversion Effect (FIE).  a, Mean 
individual neuron responses to single faces (as opposed to dissimilarities between pairs of 
faces, in Fig. 2) for upright vs. inverted faces.  b, FIE effect size (upright response – 
inverted response) varies with tuning size. Large vs. medium: p<0.0001. Medium vs. 
small: p<0.0001.  c, Mean individual neuron responses, after controlling for response in 
the upright condition (see Methods).  d, FIE effect size, after controlling for response in 
the upright condition. Large vs. medium: p<0.0001. Medium vs. small: p<0.0001. Error 
bars: SEM. 
 
Figure 4.  Tuning size accounts for the Whole-Part Effect (WPE).  a, Study face.  b, 
Whole condition: two choices (differing only in the eye region) are presented, to be 
matched to the study face from memory.  c, Part condition: two choices (eye regions 
cropped from Whole condition) to be matched to the study face. The WPE is defined as a 
significantly higher accuracy for the Whole condition than the Part condition (16).  d, 
Simulation results. Large: p<0.001, small: p<0.001.  e, The WPE effect size (Whole 
accuracy – Part accuracy) varies with tuning size. Large vs. small: p<0.001. This remains 
significant after subtracting effect sizes for inverted images (20); large vs. small: 
p<0.001. Error bars: SEM. 
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Figure 1.  Tuning size determines whether processing is “face-like” or “object-like”, 
as gauged by the Composite Face Effect (CFE). 
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Figure 2.  Tuning size accounts for the behavioral Face Inversion Effect (FIE). 
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Figure 3.  Tuning size accounts for the neural Face Inversion Effect (FIE). 
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Figure 4.  Tuning size accounts for the Whole-Part Effect (WPE). 
