Model and Notation
Note that in this formulation, σ B 2 represents true variation of the population means of clusters over and above the variation in sample means that would be expected from variation in the sampling of observations into clusters.
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These assumptions correspond to the usual assumptions that would be made in the analysis of a multi-site trial by a hierarchical linear models analysis, an analysis of variance (with treatment as a fixed effect and cluster as a nested random effect), or a ttest using the cluster means in treatment and control group as the unit of analysis.
In principle there are three different within-treatment group standard deviations, σ B , σ W , and σ T , the latter defined by In most educational data when clusters are schools, σ B 2 is considerably smaller than σ W 2 .
Obviously, if the between cluster variance σ B 2 is small, then σ T 2 will be very similar to
A parameter that summarizes the relationship between the three variances is called the intraclass correlation ρ, which is defined by 
The intraclass correlation ρ can be used to obtain one of these variances from any of the 
Effect Sizes
The effect sizes typically used in educational and psychological research are standardized mean differences, defined as the ratio of a difference between treatment and control group means to a standard deviation. In single site designs or designs where there is no statistical clustering, the notion of standardized mean difference is often unambiguous: There is only one possibility. In multi-site designs such as cluster randomized trials, there are several possible standardized mean differences. In this section we clarify the possibilities.
The three possibilities for the standard deviation lead to different possible definitions for the population effect size in this clustered design. The choice of one of these effect sizes should be determined on the basis of the inference of interest to the researcher. If the effect size measures are to be used in meta-analysis, an important inference goal may be to estimate parameters that are comparable with those that can be estimated in other studies. In such cases, the standard deviation may be chosen to be the same kind of standard deviation used in the effect sizes of other studies to which this study will be compared. We focus on three effect sizes that seem likely to be the most useful (meaning the most widely used).
If σ W ≠ 0 (and hence ρ ≠ 1), one effect size parameter has the form
This effect size might be of interest, for example, in a meta-analysis where the other studies to which the current study is compared are typically single site studies. In such studies δ W may (implicitly) be the effect size estimated and hence δ W an might be the effect size most comparable with that in other studies.
A second effect size parameter is of the form
This effect size might be of interest in a meta-analysis where the other studies are multisite studies or studies that sample from a broader population but do not include clusters in the sampling design (this would typically imply that they used an individual, rather than a cluster, assignment strategy). In such cases, δ T might be the most comparable with the effect sizes in other studies.
If σ B ≠ 0 (and hence ρ ≠ 0), a third possible effect size parameter would be
This effect size is less likely to be of general interest, but it might be of interest in cases where the treatment effect is defined at the level of clusters and the individual observations are of interest because the average defines an aggregate property. The effect size δ B may also be of interest in a meta-analysis where the studies being compared are typically multi-site studies that have been analyzed by using cluster means as the unit of analysis.
Note, however, that although δ W and δ T will often be similar in magnitude, δ B will typically be much larger (in the same population) than either δ W or δ T , because σ B is typically considerably smaller than σ W and σ T . Note also that if all of the effect sizes are defined (that is, if 0 < ρ < 1), and ρ is known, any one of these effect sizes may be obtained from any of the others. In particular, both δ W and δ T can be obtained from δ B and ρ since
Estimates of Effect Sizes: Equal Cluster Sample Sizes
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While it is easy to define different effect sizes in multi-level (e.g., clustered) designs, the nested variance structure makes estimation somewhat less intuitive than in single level designs. In this section we present estimates of the effect sizes and their approximate sampling distributions when the cluster sample sizes are equal to n, that is
and
Derivations and the details of the small sample distribution of the effect size estimators are given in the Appendix.
We present results explicitly for the case of equal cluster sample sizes for two reasons. The first reason is that most designs attempt to achieve equal cluster sample sizes but specific (realized) cluster sample sizes are rarely reported, so that the equal sample size formulas will be of most practical use. The second reason is that the results become considerably more complicated when cluster sample sizes are unequalsufficiently complicated that it is difficult to obtain much insight from examining the formulas in the unequal cluster sample size case.
Estimation of δ W
We start with estimation of δ W , which is the most straightforward. If ρ ≠ 1, the
is a consistent estimator of δ W . Hedges, 1981) . The leading term of the variance in equation (8) Alternatively, (again assuming that ρ ≠ 0 so that δ B is defined), the intraclass correlation may be used to obtain an estimate of δ B using S B . A direct argument shows
is a consistent estimate of δ B . This estimate is normally distributed in large samples with
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Estimation of δ T
An estimate of δ T can also be obtained in either of two ways. If the pooled within-treatment groups variance of the cluster means S B 2 and the pooled within-cluster variance S W 2 are both known, then an estimate of (σ T ) can be constructed as
The estimator
is a consistent estimator of δ T . This estimate is normally distributed about δ T in large samples with variance
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An estimate v T1 of the variance of d T1 can be computed by substituting the consistent estimate d T1 for δ T in equation (14) above. The estimate d T1 has the virtue that it can be computed without an external estimate of ρ.
Alternatively, the intraclass correlation and S T may be used to obtain an estimate
It is normally distributed in large samples with variance
. (16) An estimate v T2 of the variance of d T2 can be computed by substituting the consistent estimate d T2 for δ T in equation (16) to the usual expression for the variance of the standardized mean difference (see Hedges, 1981) .
The leading term of the variance in equations (14) and (16) [1 + (n -1)ρ] is the variance inflation factor mentioned by Donner (1981) and the design effect mentioned by Kish (1965) for the variance of means in clustered samples and also corresponds to a variance inflation factor for the effect size estimates like d T1 and d T2 .
Confidence Intervals for δ W , δ B , and δ T
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The results in this paper can also be used to compute confidence intervals for effect sizes. If δ is any one of the effect sizes mentioned, d is a corresponding estimate, and v d is the estimated variance of d, then a 100(1 -α) percent confidence interval for δ
where c α/2 is the 100(1 -α/2) percent point of the standard normal distribution (e.g., 1.96
for α/2 = 0.05/2 = 0.025).
Estimates of Effect Size: Unequal Cluster Sample Sizes
When cluster sample sizes are unequal, expressions for the effect size estimators and their variances are considerably more complex. In this section we give estimates of the effect sizes and their sampling distributions when cluster sample sizes are not equal.
These expressions may be of use when cluster sample sizes are unequal and are reported explicitly. They also give some insight about what single "compromise" sample size might give most accurate results (for example in computing the variances of estimates) when substituted into the equal sample size formulas.
Estimation of δ W
When ρ ≠ 1, the estimator d W of δ W is the same as in the case of equal cluster sample sizes, but the variance of the estimator is given by
where ( )
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When all of the n i T and n i C are equal to n, = n and (18) reduces to (8) . n
Estimation of δ T
The form of the estimator d T2 is somewhat different when cluster sample sizes are unequal. In this case the estimator becomes
where
( 1)
When all of the n i T and n i C are equal to n, = = n and (19) reduces to (15).
The variance of d T2 is somewhat more complex. It is given by
where the auxiliary constants A and B are defined by When n i T and n i C are equal to n, A = n(N -2n), = = n and B = (N -2n) so that (20) reduces to (16). These expressions suggest that if cluster sample sizes are unequal, substituting the average of and into (15) and (16) would give results that are quite close to the exact values.
There is more than one way to generalize the estimator d B2 to the case of unequal cluster sample sizes. One possibility is to use the means of the cluster means in the treatment and control group in the numerator and standard deviation of the cluster means in the denominator. This corresponds to using the cluster means as the unit of analysis.
Another possibility for the numerator is to use the grand means in the treatment and control groups. Similarly, there are multiple possibilities for the denominator, such as some function of the mean square between groups. When cluster sample sizes are identical, then all of these approaches are equivalent in the sense that the effect size estimates are identical. When the cluster sample sizes are not identical, the resulting estimators are not the same. Because the use of cluster means as the unit of analysis is a common approach, we believe that the means and standard deviations of cluster means are most likely to be available and hence we give the sampling distribution of the effect size estimate based on the standard deviation of the cluster means.
When ρ ≠ 0, an estimator of δ B which is a generalization of (11) is given by 1 1
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Note that when the n i T and n i C are all equal to n, B n n = , B n n = , (11) and (22) reduces to (12). These expressions suggest that, when cluster sample sizes are unequal, substituting B n for n in (11) and (12) would give results that are quite close to the exact values.
Applications in Meta-analysis
The statistical results in this paper should be useful in deciding what effect sizes are desirable in a cluster randomized experiment. They should also be useful for finding ways to compute effect size estimates and their variances from data that may be reported.
We illustrate applications in some examples in the sections that follow.
Intraclass correlations are needed for the methods described in this paper are often not reported. Guilliford, Ukoumunne, and Chinn (1999) and Verma and Lee (1996) Suppose it is decided that the effect size δ T is appropriate because most other studies both assign and sample individually from a clustered population. Suppose that the data are analyzed by ignoring clustering, then the test statistic is likely to be either
Either can be solved for
which can then be inserted into equation (15) 
is an estimate of δ W with a variance of
Example. An evaluation of the connected mathematics curriculum reported by However, computing the variance of d T2 using equation (16) 
Computing Effect Sizes When Clusters are the Unit of Analysis
The results given in this paper can also be used to obtain different effects size estimates when the data have been analyzed with the cluster mean as the unit of analysis.
In such cases, the researcher might report a t-test or an analysis of variance carried out on cluster means, but we wish to estimate δ T . In this case the test statistic reported will either be
Either can be solved for 
Example. An evaluation of UCSMP Geometry reported by Senk ( However, computing the variance of d B2 using equation (12) If we wanted to estimate δ T , using expression (25) The report of this study (Senk, 2002) gives the sample sizes for each cluster, which range from 5 to 25 and are therefore are not nearly all equal. Because the individual cluster sample sizes are all given, it is possible to compute d B and its variance using the formulas for unequal sample sizes. Using the data in Table 1 , we compute B n = 12.997, and using (21) 
Conclusion
This paper has provided definitions of three different effect sizes that can be estimated in studies using cluster randomization. Alternative methods of estimation are provided for each effect size, and the sampling variances are also given. The sampling distribution of each estimator is shown to be a constant times a noncentral t-distribution and simple normal approximations are given in each case. Because these approximations have been extensively studied in the context of simpler effect size estimates and power analysis, there is reason to believe that they are reasonably accurate unless sample sizes are quite small (which is unlikely in cluster randomized designs). Simulation studies (not reported here) evaluating the accuracy of these approximations confirm expectations.
The analytic work shows that clustering can have a substantial effect on the variance of effect sizes estimates in cluster randomized designs. The example provided illustrates that small amounts of clustering can have a large effect on the variance of effect sizes, even if the effect on the expected value of the estimates is modest. The results given in this paper can be used to estimate the effect sizes (and their variances) in cluster randomized trials that have been improperly analyzed by ignoring clustering, provided an intraclass correlation is known or can be imputed. The effect size estimates can then be used in meta-analyses along with any other effect size estimates of the same Effect Sizes in Multi-Site Designs 28 conceptual parameter, using the variances of the estimates to compute weights in the usual way.
The results given in this paper require that a value of the intraclass correlation parameter ρ be known or imputed for sensitivity analysis. In some cases external data about ρ may be available (e.g., from previous studies or compendia such as that of Hedberg, Santana, and Hedges, 2004) . It is important to use external values of ρ with considerable caution, because the value of ρ has substantial influence on the results of analyses. In particular, it would be difficult to justify the use of the methods described in this paper using estimates of ρ obtained from small samples (small numbers of clusters)
because those estimates are likely to be subject to considerable sampling error. Similarly, it would be difficult to justify the use of external estimates of ρ, even from large sample sizes if those estimates were not based on a similar sampling strategy, with similar populations, and similar outcome measures. However, making no correction for the effects of clustering at all corresponds to assuming that ρ = 0. The assumption that ρ = 0 is often very far from the case and thus it may introduce more serious biases in the computation of variances than using values of ρ that are slightly in error.
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Appendix: Derivation of Sampling Distributions of Effect Size Estimates
The sampling distribution of the effect size estimates proposed in this paper all follow from the same theorem, given below. Proof: First obtain the approximate sampling distribution of S 2 . Box (1954) gives the approximate sampling distribution of quadratic forms in normal variables (such as S 2 , which is a linear combination of chi-squares) in terms of the first two cumulants of the quadratic form. Theorem 3.1 in Box (1954) 
Theorem

Equal Cluster Sample Sizes
In the case of equal cluster sample sizes, a direct argument gives the variance of the mean difference as
We also use the moments of S B 2 , S W 2 , and S T 2 , which are derived from their relation to sums of squares (see, e.g., Snedecor, 1956 
and the variance of S T 2 follows from the variances of S B 2 and S W 2 , namely 
Substituting the expressions for a, b, and c into (29), noting that ρ = σ B 2 /(σ 2 + σ W 2 ) and
, and simplifying, gives the result in expression (14). 
Unequal Cluster Sample Sizes
When cluster sample sizes are unequal, expressions for the effect size and their variances are more com differences. A direct argument leads to When cluster sample sizes are unequal, the between and within cluster sums of squares are still independent, and the within cluster sum of squares has a chi-square distributio but if ρ ≠ 1 the between cluster sum of squares does not have a chi-square distribution.
However because the between cluster sum of squares is quadratic form, the methods used in this paper apply and the distribution of effect size estimates can be obtained. 
where B is the auxiliary constant defined in ( 
