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ABSTRACT 
Let w = wt . ..w., be a word of maximal length n, and with a maximal number of distinct letters for 
this length, such that w has periods pt, . . ..pr but not period gcd(pt, . . ..pr). We provide a fast algo- 
rithm to compute n and w. We show that w is uniquely determined apart from isomorphism and that 
it is a palindrome. Furthermore we give lower and upper bounds for n as explicit functions of 
pt, . . ..pr. For I = 2 the exact value of n is due to Fine and Wilf. In case the number of distinct letters 
in the extremal word equals r a formula for n had been given by Castelli, Mignosi and Restivo in 
case Y = 3 and by Justin if r > 3. 
1. INTRODUCTION 
Let pi, . . ..pr be positive integers. Let w = wt. ..w, be a word with periods 
pi, . . . . py. This means that w~+~ = wi for i = 1; . . . . II -p and p E (PI, . . ..py}. 
Suppose that w does not have period gcd(pi, . . ..pr). In 1965 Fine and Wilf 
[FW] showed that in case Y = 2 the maximal length y1 of w equals 
p1 +p2 - gcd(pi,pz) - 1. In 1994 de Luca and Mignosi [LM] showed that the 
set of all factors of non-constant words with coprime periods p1 ,p2 and length 
p1 +pz - 2 coincides with the set of factors of Sturmian words. They further 
showed that such words w of maximal length are palindromes. In 1999 Castelli, 
Mignosi and Restivo [CRM] studied the case r = 3. They defined some function 
~(x,Y, z) such that if a word w has periods pl,p2,p3 and length >f('~q,p2,p3), 
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then w has period gcd(pI,p2,p3). They further showed that under suitable con- 
ditions their bound f(x, y, z) is the best possible. Their construction yields 
maximal non-constant words with periods pi ,p2,p3 if and only if there is such a 
word of maximal length with three distinct letters. They showed that the set of 
factors of these words of maximal length coincides with the set of factors of all 
Arnoux-Rauzy sequences. Arnoux-Rauzy sequences were introduced in [AR]. 
Justin [J] generalized the results of Castelli, Mignosi and Restivo to words with 
more than three periods. For another variation of the Fine and Wilf theorem, 
see [MSW]. The theorem of Fine and Wilf has applications in the theory on 
combinatorics on words [Ll], [L2], see also [T]. A multi-dimensional general- 
ization has recently been given by Simpson and Tijdeman [ST]. For earlier 
work in this direction see Amir and Benson [AB], Galil and Park [GP], Gian- 
carlo and Mignosi [GM], and Mignosi, Restivo and Silva [MRS]. 
Notice that the periods ~1, . . . ,pr only induce relations between letters at pla- 
ces i andj when i and j are in the same residue class modulo gcd(pi, . . . ,pl). It is 
therefore no restriction to consider such a residue class. Hence we can assume 
without loss of generality that gcd(pi , . . . ,pr) = 1. We shall do so in the sequel. If 
the maximal length of w under the gcd-condition is ~1, then the maximal length 
in the general case equals (n + l)gcd(pr, . . ..pl) - 1. (See Section 4, Remark 2.) 
In particular, for proving the Fine and Wilf theorem stated above it suffices 
to prove that the maximal length of w equals p1 +pz - 2 provided that 
gcd(plm) = 1. 
In Section 2 we present the algorithm to compute the extreme y1 and w for 
given periods ~1, . . . . pr subject to gcd(pi, . . . ,pl) = 1. It is interesting that the 
corresponding multi-dimensional continued fraction also occurs in the study of 
ergodic properties of a dynamical system arising from percolation theory, see 
[KM]. In Section 3 we present some examples. In Section 4 we give proofs of 
our claims and derive some properties of the extreme word w. In particular we 
show that it is a palindrome. In Section 5 we indicate how to compute the fre- 
quencies of the letters in w without constructing w. In Section 6 we derive lower 
and upper bounds for IZ as explicit functions of p1, . . . ,py. 
2. THE ALGORITHM 
Let positive integers ~1, . . . ,pv be given with gcd(pi , .,pl) = 1. We present an 
algorithm to construct the non-constant word w = wi . ..w., with coprime peri- 
odspi, . . . ,pu of maximal length IZ and among such words with a maximal num- 
ber of distinct letters occurring in w. Apart from isomorphism this word is 
uniquely determined, as will be shown in Theorem 5. We refer to this word as 
the Fine and Wilf word for periods ~1, . ,pr. 
We first illustrate the algorithm by an example. We construct the Fine 
and Wilf word for periods p1 = 127, p2 = 189, p3 = 222, p4 = 235, p5 = 
243, p6 = 248. We initialize by puttingpi [0] :=pl, . . . . py[O] := pr; k := 0, m[O] : 
= 0. In Table 1 there are columns for p1 [k], . . . . p,[k], k, g[k] and m[k] where 
k=0,1,2 ,..., K. For each k we define g[k + l] as the smallest column number 
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which realizes the positive minimum value of pj[k]. We underline the number 
p++ il[k] for given k. Further we subtract ~~[~+,][k] from all positive periods 
except for the period in column g[k + l] itself. If a 0 occurs in a period column, 
no further entries are defined in that column. We addp,lk+ rl [k] to m[k] to obtain 
m[k + 11. We repeat this so-called Reduction step until we arrive at a level K 
where for no i with g[k] = i for some k < K we have pi[K] > 1. Finally we in- 
troduce an extra column denoting n[k] := y1- m[k]. This column can only be 
completed after the value of n(:= m[K]) has been established. The number n is 
the length of the wanted Fine and Wilf word. 
Example 1 
We construct the extremal word for periods 
p1 = 127,~~ = 189,~~ = 222,~~ = 235,~~ = 243,~~ = 248. 
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254 
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65 
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19 
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1 
0 
Table 1: Result of the Reduction procedure 
Next we construct the Fine and Wilf word by the so-called Extension proce- 
dure as follows. By 1 we indicate the stage reached after an extension step. The 
symbols 1 are not part of the word. We start with the column number of the 
lowest 1 which is underlined. At every step the suffix of length equal to the 
previous underlined number is repeated if possible. However, if the underlined 
number exceeds the length of the constructed word, then a new letter is in- 
troduced and the complete word is repeated. The newly introduced letter is the 
column number of the corresponding underlined number. In both cases the 
number of added letters at level k equals the underlined number pg[k+ 11 [k], that 
is m[k + l] - m[k] = n[k] - n[k + 11. Therefore the number of letters which have 
been constructed in the Extension procedure after step k equals n[k] for k = 
K - 1, K - 2, . . . . 0, respectively. Thus the resulting Fine and Wilf word w has 
length n[O] = m[K] = n. 
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141141411411414114141141141411413 
14114141141141411414114114141141 
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14114141141141411414114114141141] 
Result w of the Extension procedure. 
We now formalize the construction. We initialize by putting 
PIP1 :=p1 , . . . . pr[O] :=pr; k := O,m[O] := 0. 
Reduction step 
(Rl) determine the smallest i withpi[k] = min(pj[k]lpj[k] # 0;j = 1,. . . , Y}. 
(R2) forj= l,... , r withpj[k] =pi[k] andj > i, putpj[k + l] := 0; 
(R3) forj= l,... ,rwithpj[k] >pi[k] putpj[k+ l] :=pj[k] -pi[k]; 
(R4) putk := k+ l,pi[k] :=pi[k- l],g[k] := i,m[k] :=m[k- l] -i-pi. 
It will turn out that the maximal word length N is equal to the lastly found 
value m[k]. We denote the last found value of k by K, whence II = m[K]. For the 
construction of the wanted word w of length 12 we initialize by putting j := 1, 
s := 1 and maintaining the values found in the Reduction procedure. Then we 
repeat the following Extension step until k reaches the value 0: 
Extension step 
(El) IfsLj,thenputwj:=g[k],Y:=Wi_jfori=j+1,...,2j-l,andput 
j := 2j, 
otherwise put wi := wiPs for i = j, . . . ,j + s - 1, and putj := j + s; 
(E2) k:=k- l,s:=m[k] -m[k- 11. 
The resulting word w is the wanted word as we shall show in Section 4. It 
contains r distinct letters if and only if both p1 [K] = . . . = pr[~] = 1 and pj 5 
m[K] = n for j = 1,. . . , r. This is exactly the case studied by Castelli, Mignosi, 
Restivo [CMR] and Justin [J]. In general the word w will contain the letter j E 
(1,. . . , r} if and only if pj[K] = 1 and pj f 12. 
3. FURTHER EXAMPLES 
Example 2. We construct the maximal word for periods 
PI = 164,~~ = 211 ,173 =214&r = 111. 
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Pl I4 P2N P3 [kl P4[kl g[k] mkl nkl I 
164 211 214 111 
100 
47 
47 
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36 
35 
34 
. . 
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3 
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2 
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222 
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224 
2-i 
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46 
43 
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37 
35 
34 
33 
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1 
2 
3 
1 
1 
4 
1 
1 
. . 
1 25; 0 
Table 2: Result of the reduction procedure. 
We have omitted a number of trivial rows, since we could foresee what the last 
row would be. In practice we can stop the procedure as soon as some p attains 
the value 1. The value of n[k] at that row k will be maxipj[k] - 1 where the 
maximum is taken over all j for which the column of pj[k] contains an under- 
lined number. The column n[k] can be computed from there upwards. 
Example 3. It may happen that periods are induced by the other periods and 
therefore irrelevant. They are never activated by underlining. The columns 
which have no underlined numbers should be neglected when calculating n[k] 
and in particular n = n[K] 
PI b’j ~2 [:i ~3 PI p4 [kl p5 [k] 
25 14 22 
9 7 16 5 13 
4 2 11 5 8 
2 2 9 3 6 
2 0 7 1 4 
1 6 1 3 
p&l 
19 
10 
5 
3 
1 
0 
&I 
18 
9 
4 
2 
0 
Table 3: Example with irrelevantly long periods. 
The extreme word is ]4~14]14]41414]141441414]. This is also the Fine and Wilf 
word for periods 9,16 and 14 (the columns with an underlined entry). This word 
has induced period 18 smaller than y1 which is characteristic for columnspj which 
do not contain underlined entries and for which pj [K] is not defined, and further 
obviously periods 25,22, 19 each at least IZ which is characteristic for columns pj 
which do not contain underlined entries and for which pj[K] is defined. 
Examples 1.3 (continued). We write Table 1 with the rows in inverse order. We 
number the rows not from k = K to k = 0, but from I= 0 to I = K. We write 
Pj(l),g(Z),n(Z) for Pj[K - lI,g[K - Zl,n[K - 4, respectively. In the new table we 
underline the numbers pg(l) (I). They were overlined in Table 1. 
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1 
1 
3 
6 r 11 19 32 65 127 127 @ T i D3(1) 1 0 1 1 2 3 4 3 7 8 12 16 20 29 33 62 33 62 95 189 222 n4(1) A 1 2 2 2 5 13 13 46 108 235 Ds(l) 1 0 3 s 8 21 54 116 243 Dgo 0 5 13 26 59 121 248 7 0 1 2 3 4 5 6 7 8 9 - fl 1 4 2 4 5 4 3 2 1 n(l) 0 1 3 6 11 19 32 65 127 254 
Table 4: Inverse table of Table 1 
In order to construct Table 4 it suffices to know the row for I = 0, the column 
for g(Z) and the places of the zeros. The other entries follow from: 
Pg(l)(Z+ 1) = Pg(l)(ZL 
PjCz + l> = PjCz) + pg(z) (0 for j # g(z) 
when pj(Z) is a defined integer, and 
n(Z+l)=n(Z)+pg~~~(Z)forZ=O,l,...,K-1. 
For Table 3 the inverse table reads as follows. 
“d’l P2cz) P3(1) 6 P4(z) PS(l) 3 1 P6(l) 0 
0 7 1 4 1 
9 3 6 3 
4 2 11 5 8 5 
25 14 22 19 
Table 5: Inverse table of Table 3. 
4. PROOFS 
P7(0 z 
0 
0 1  2 2 4 3 9 4 18 5 
p(l) 
4 
1 
2 
4 
1 
44 
0 
1 
1 
3 
5 
10 
19 
We start with some lemmas which we shall use repeatedly. The first result is an 
extension of Lemma 2.1 of [CMR]. 
Lemma 1. Let v= WI. . . w, be a word with s distinct letters and periods 
p1 < . . . < pr. If n > 2~1, then u := WI , . . wnppl is a word with s distinct letters and 
periods p1 ,p2 - ~1, . . , ,pr-p1.Ifn=2pl-l,thenu:=wl...w,~,, isaword 
with at least s - 1 distinct letters andperiods pl ,pz - ~1, , . . ,p,. - ~1. 
Proof. Because of the period pi, every letter of w occurs in v unless y1= 2pl - 1 
and letter wP, does not occur elsewhere in w. In the exceptional case u has s - 1 
distinct letters. For m 2 n -pi we have w, = w,+~~ = w,,,+,~ -P,. So u has pe- 
riodpj-piforj=Z,...,r. q 
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Lemma 2. Suppose v = w1 . w, has periods ~1,. . ,pr and n > pl. Put w,+t = 
w,+~-~, for i= l,... ,pl. Then the word w := WI. . . wn+r, has periods pl,p2 + 
Pl,..‘,IbCPl. 
Proof. It is obvious that the new word has period pl. For m < 12 - pj we have 
win = w?+pi = wn+p,+p, forj=2,...,r. 0 
Lemma 3. Let v = w1 . w, be a palindrome and for some m < n let u := 
w1 . . . w,,, be a palindrome too. Then w := w1 . . w,w,,.,+~w,+~ . . . w, is also a pa- 
lindrome. 
Proof. If x = xi . . xk, then we write 2 = Xk . . . x1 for the reverse word. We have 
u=Ziandv=‘li.Putt=w,+i...w,.Then 
@=vtzjv=tv=jut 
=~ut=(Z)t=vt=vt=w. q 
The next two lemmas refer to the Extension procedure. We refer to Tables 4 and 
5 for illustration. Bypj(Z) we indicate the value ofpj at level I, if it is defined. At 
level 1 = 0 we start with at least two values pj(0) equal to 1, others undefined or 
nonnegative integers. We further put n(0) = 0. For 1 = 0, 1,2, . . . , K - 1 we se- 
lect a column number i = g(Z) for whichpi is defined and 0 < pi(Z) 5 n(Z) + 1. 
(In the table this is indicated by underlining pi(Z)). Put pi(l + 1) := pi(Z),pj(Z + 
1) :=pj(Z) +pt(Z) for each j # i for which pj(Z) has been defined, and 
n(Z + 1) := n(l) -t-pi(Z). We further have the option to define pj(Z + 1) :== 0 for 
some values j for which pj (I) is not defined. We call a column j activated at level 
k if g(k) = j orpj(k) = 0. We say that column j is active at level Z if there exists a 
k < 1 such that column j is activated at level k. 
Lemma 4. Ifa column j is active at level 1, then pj(Z) 5 n(Z). Otherwise pj(Z) = 
n(z) + Pi(O). 
Proof. If columnj is not active at level I andpj(0) > 0, thenpj(k) -pj(k - 1) = 
n(k) - n(k - 1) for k = 1,. . ,I, whence pj(Z) ‘pi(O) + n(Z) - n(0) = 
n(Z) + ~~(0). If column j is active at level 1 and it was activated for the last time 
at level k, then n(k + 1) > p&(k) = pi(k + 1) and pj(h) -pj(h - 1) = 
n(h) -n(h- l)forh=k+2,...,Zsothatn(Z) >-pj(Z). q 
Lemma 5. If g(Z) = i, then n(Z + 1) 2 2pt(Z) - 1. Equality holds if and only if 
column i is activatedfor the first time at level Z andpi(0) = 1. 
Proof. Suppose g(Z) = i. We have n(Z + 1) = n(Z) +p;(l). If column i is active at 
level I, then pi(Z) < n(Z) by Lemma 4, whence n(Z + 1) = n(Z) +pi(Z) 2 2pi(Z). 
If column i is inactive at level 1, then pi(Z) > n(Z). Since i = g(Z), we deduce 
from the definition of K that pi(Z) = n(Z) + 1. Hence n(l+ 1) = n(Z) +pi(Z) = 
2Pi(l) - 1. 0 
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The proofs of the theorems below are based on the observation that the Re- 
duction procedure and the Extension procedure are each others inverses. If the 
Reduction procedure is started from periods pr < . . < pr and the Extension 
procedure is executed with the corresponding choices, then finally the periods 
pr ,pz, . . . ,pv are attained. The given examples serve as illustrations for the 
proofs. 
Theorem 1. The word w = w1 . . w,, constructed according to the algorithm has 
periodspl,. . . ,pr. 
Proof. By induction on the level 1. At level I= 1 the constructed word w(l) 
consists of one letter, hence w( 1) has any period. Suppose at level Z the con- 
structed word w(Z) has period pi(Z) for every columnj which is active at level 1. 
Let g(Z) = i. Then, by the definitions ofpj(Z + 1) and w(Z + 1) and by Lemma 2, 
w(Z + 1) has periodpj(Z + 1) f or every column which is active at level 1. Suppose 
that column j is activated at level 1. Then pj(Z + 1) =pi(Z + 1) =pi(Z). Since 
w(Z + 1) has period pi(Z + l), it has also period pj(Z + 1). Thus w(Z + 1) has 
period pj(Z + 1) for every column j which is active at level Z + 1. The induction 
step is complete. We conclude that at the end of the Extension procedure w has 
period pj for every column j which is active at level K. If column j is not acti- 
vated at all, then pj(O) > 0 = n(0) and g(Z) fj for every 1. Hence, by 
pj(l+ 1) -pi(l) = n(l+ 1) - n(l), we havepj(Z) > n(Z) for every Z and in partic- 
ular pj(K) > n(K). Thus pj is larger than the length 12 of the constructed word w 
and therefore w has periodpj. 0 
Theorem 2. Let pl,p2,. . . ,pr(r > 1) be coprime positive integers. If the word 
constructed by the algorithm in Section 2 has length n, then every word w of length 
greater than n andperiodspl, . . . ,pr is constant. 
Proof. Suppose there is a word v = vr . . . v,+r of length n + 1 with s > 1 distinct 
letters and coprime periods pr < . . . < pr. By Lemma 1, v[l] := vr . . . v,+-~, has 
periods p1 ,p2 - ~1, . . . ,p,. - ~1. By Lemma 5, 
n = n[O] = n(K) 2 min2pp,(K-r)(K - 1) - 1 = 2~1 - 1. 
Hence the length of v is at least 2~1 and therefore, by Lemma 1, v[l] contains s 
distinct letters too. Thus v[l] is a word with s distinct letters of length n[l] + 1 
andwithperiodspr[l],pz[l],... ,p,[l]. By applying Lemmas 1 and 5 inductively 
on k we find that v[k] := v1 . . . ~,[~l+i has periods pl[k],pz[k], . . . ,p,[k] in so far 
defined and contains s distinct letters. Since at the final level K there are at 
least two periods 1 and no periods larger than 1 in activated columns, the 
underlined period at level K - 1 equals 1. Furthermore, by the definition of K, 
we have n( 1) = n[K - l] = y1- m[K - l] = m[K] - m[K - l] = pg[K~ = 1. So we 
reach the conclusion that v[K - l] := Y~VZ has period 1 and contains s > 1 dis- 
tinct letters. This is a contradiction. q 
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Theorem 3. Let pl, . . ,pr(r > 1) be coprime positive integers. The word con- 
structed by the algorithm in Section 2 has s distinct letters if and only ifs is the 
number ofperiods 1 in activated columns at the bottom row of the Reduction pro- 
cedure. Hence s > 1. 
Proof. If pi(O) = 0 or not defined, then pi(Z) 5 n(Z) whenever j = g(Z) so that 
column j does not yield a new letter in the constructed word. If pj(O) > 0 and 
columnj is for the first time activated at level I, thenpj(0) = 1 andpj(Z) = n(Z) + 
1. Hence column j introduces a new letter j at level I + 1. For k > 1 we have 
pj(k) 5 n(k) by Lemma 4 and other activations of columnj will not introduce 
new letters. If pi(O) > 0 and column j is never activated, then pj is an induced 
period and the Fine and Wilf word is determined by the other columns. 0 
Theorem 4. The word w constructed by the algorithm in Section 2 is a palindrome. 
Proof. We apply induction on 1. Both w(1) = wt and w(2) = wtwt or wlwzwi 
are palindromes. Suppose both w(Z - 1) = wl . . . w,(l-l) and w(Z) = wt . . . W”(I) 
are palindromes. Then, by Lemma 3, w(Z + 1) = wt . . . w,(l+l) is a palindrome 
too. Thus w = w(K) = wl . . wncK) is a palindrome. 0 
Corollary. Let p1 < p2 < < pr(r > 1) be coprime positive integers. There ex- 
ists a non-constant palindrome word w with periods ~1, . . . ,pr of word length n 2 
2pl - 1. A nonconstant word with coprime periods p1 and p2 cannot have length 
greater than p1 +pz - 2. 
Proof. The word w constructed by the algorithm in Section 2 has periods 
~1,. . ,pr by Theorem 1, is non-constant by Theorem 3, is a palindrome by 
Theorem 4, and has word length n > ~P~(~-I)(K - 1) - 1 = 2minipi - 1 = 
2pl - 1 by Lemma 5. By the Fine and Wilf theorem applied to the coprime 
numberspt andpz we have Iwl = n 5 p1 +pz - 2. 0 
More precise bounds for n will be presented in Section 6. 
We call the words v = vr . . v,, with letter set A and w = WI . w, with letter 
set B isomorphic if and only if there exists a bijection f : A + B such that 
f(vi) =wifori= 1,2 ,..., n. 
Theorem 5. The Fine and WiZf word for coprime periods ~1,. . . ,pr(r > 1) is 
uniquely determined apart from isomorphism. 
Proof. Let n be the smallest positive integer for which coprime periods p1 < 
. . < pI exist with two nonisomorphic Fine and Wilf words v = vi . . . vn and 
w = wi . w,. We know from the Corollary that n 2 2pl - 1. Consider the pre- 
fixes of v and w of length n - ~1. 
Ifn=2pt-l,thenv=vi...v,-,,vovt... vnPPl and w = wt.. w,-~, WOWI.. wnPP, 
by having period ~1. Moreover, it := vt . . v, -P, and G := wt . . w, -P, have co- 
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prime periodspr ,p2 - ~1, . . ,pv - p1 by Lemma 1. If vg occurs among vt , . . . , v, -p,, 
then we can replace vg with a letter to not occurring among vt , . . . , v, -p, and the 
word vt . . . v,_,,i~vt . . . vn -p1 would contain more distinct letters than v does. So v 
would not be a Fine and Wilfword. For the same reason the letter wg does not occur 
among wt , . . . , wnppl. Thus f and t”o are non-isomorphic words of the same length < 
y1 and with the same number of distinct letters. By the induction hypothesis they 
both differ from the Fine and Wilfword for periodspt ,pz - ~1, . . . ,p,. - p1 . Let D be 
the Fine and Wilf word for the periodspt ,p2 - pl , . . . ,p,. -pl . Then, by the induc- 
tion hypothesis, ti is longer than i, or it has more distinct letters than i has. Putting 
ii = Ul . . . u,andu=ul...u,u,-,,+lu,-,,+2... u,,, we obtain a word with co- 
primeperiodspr < . . . < pr according to Lemma 2, which is either longer than v or 
has more distinct letters (choosing for u, -p1 + t a letter not occurring among 
Ul,..., u, if m = y1- p1 = p1 - 1). Thus v is not a Fine and Wilf word. 
If n 2 2~1, then the argument is along the same lines, but simpler. 
Since the nonisomorphic words i and iv both have coprime periods 
Pl,P2 -P1,. . . , pr - ~1, length n - p1 and an equal number of distinct letters, by 
the induction hypothesis, the Fine and Wilf word B = ut . . . u, for periods 
Pl,P2-P1,~.., pr - p1 is either longer, or it has length IZ - p1 and it contains 
more distinct letters than f does. Put u := ur . . . umum-pl + t . . u,. This word 
has coprime periods p1 < . . < pr and it is either longer than v or it contains 
more distinct letters than v does. This contradicts that v is a Fine and Wilf 
word. q 
Remark 1. Different period sets can yield the same Fine and Wilf word. For 
example, both the period set 13, 19, 21 and the period set 13, 17, 23 yield the 
same Fine and Wilf word ababababababaababababababa. The shortest period 
set yielding this Fine and Wilf word is 13,15. 
Remark 2. If w has periods ~1, . . . ,pr and gcd(pt , . . . ,p,) = d > 1, then we can 
apply the above to each residue class mod d, so to words WiWi+dWi+zd. . . Wi+md. 
If we find that the maximal length of the non-constant word with periods 
fi . . . ,$ equals ad, then the maximal length of the word with periods pt , . . . ,pr, 
gut not with period d, equals d(nd + 1) - 1. To construct such a word, we take a 
non-constant word of length yld with periods 2,. . . ,9, write the consecutive 
letters at places d, 2d,. . , ndd and write the same letter at all other places 
among 1,2,... , ndd + d - 1. This word has the required properties. Every 
longer word has to have period d because of the maximality of ?‘&.j. 
5. FREQUENCIES 
It is possible to compute the number of occurrences of each letter in the 
constructed word without constructing the word w. Let pl,p2,. . . ,p,. be co- 
prime positive integers and let w be the non-constant word w of maximal length 
constructed according to the algorithm in Section 2. Let w(Z) be the word 
constructed at level I. Then by construction the numberfj(l + 1) of occurrences 
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of a letter j in w(Z + 1) is either 1 (when the letter is introduced newly) or 
2fi(Z) minus the number of occurrences of j in the prefix of w of length 
n(Z) - (n(Z + 1) - n(Z)) = n(Z) --P~J)(Z). If n(Z) -pg(l)(Z) < 0, then the fre- 
quencies of the not newly introduced letters ofj are doubled. Recall that n(i + 
1) -n(i) =pgclj(i+ 1) =p,(l)(i)ifg(Z) =g(i)andn(i+ 1) -n(i) =&l)(i+ 1) - 
pgp)(i) if pgp+ I) > 0 and g(Z) # g(i). H ence, if n(Z) > pg(,,(Z), then n(Z) - 
Pg(l)U) = (‘1 h IZ I w ere i is the largest integer less than 1 for which column g(Z) was 
activated. 
We conclude that if n(Z + 1) = 2n(Z) + 1, then A(Z + 1) = 24(Z) for j f- g(Z) 
andf,(l)(Z+ 1) = 1. If n(Z+ 1) < 2n(Z), thenfj(Z+ 1) = 2&(Z) -A(i) where i is 
the last level before Z when column g(Z) was activated. In the latter case w(i) has 
length n(i) = 2n(Z) - n(Z + 1). This provides an easy way to determine i. 
Example 4. We compute the frequencies of the letters in the Fine and Wilf word 
for periods 158,65, 142, 112, 156, 130. 
PI 
1 
2 
2 
4 
10 
16 
28 
46 
93 
158 
- 
p2 
0 
18 
65 
65 
T 
p3 
0 
6 
12 
12 
30 
77 
142 
4 
1 
1 
3 
5 
11 
17 
29 
47 
47 
112 - 
P5 
0 
2 
2 
8 
14 
26 
44 
91 
156 
Lf 
2 
4 
6 
6 
6 
18 
18 
65 
130 
7 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 - 
&I 
4 
1 
5 
6 
6 
3 
6 
4 
2 
n(Z) __ 
0 
1 
3 
5 
11 
17 
29 
47 
94 
159 __ 
f(l) f(4) f(6) 
0 0 0 
0 1 0 
1 2 0 
2 3 0 
4 6 1 
6 9 2 
10 15 4 
16 24 7 
32 48 14 
54 81 24 
Table 6: The frequencies in the word for periods 158,65, 142, 112,156,130 
6. ESTIMATES FOR THE LENGTH OF THE MAXIMAL WORD 
We present bounds for the length y1 of the non-constant word w of maximal 
length with coprime periods p1 < p2 < . . < p,.. These bounds depend only on 
~1,. . ,pr. They are refinements of the inequalities 2pl - 1 2 y1 < p1 +p2 - 2 
stated in the Corollary. We assume that pi does not divide pj for i fj, since 
otherwise period pi implies periodpj and periodpj can be neglected. We further 
assume Y > 3. 
Lower bounds. Put t = 1pz/p1 J Then in the Reduction procedure pi is sub- 
tracted t times whereafter p2 - tpl is the minimal value. Subsequently we sub- 
tract u times p2 - tpl where u = mini+ ,pz _ tpl m]. The next minimal value is 
either p1 - ~($2 - tpl) or p3 - tpl - u(pz - tpl) whichever is smaller. We now 
apply the lower bound n(Z + 1) 2 2p,(i)(Z) - 1 from Lemma 5 in the form n[k - 
1]>2p,lk][k]-lfork==t+u+l.Hence 
n[t + U] > 2(p1 - u(p2 - tpl)) - 1 whenps 2 (t + l)pl 
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and 
n[t+u]>2&-upz+(u-l)tpi)-lwhenps<(t+l)pi. 
This yields, by n - n[t + U] = tpl + U@Z - tpl), the following bounds: 
(4 n>((u+l)t+2)p1-upz-l whenp32(t+l)pi, 
(b) n L 2p3 - up2 + t(u - 1)pi - 1 when p3 < (t + 1)pi. 
In Examples 1, 2 and 3 we have t = 1, u = 1 and we obtain the lower bounds 
254,257, 17 from (b), whereas the exact values are 254, 257, 19, respectively. In 
Example 5 below we have t = 2, u = 4 and we find ~12 149 from (b) whereas 
n= 154. 
Example 5. An example with t > 1, u > 1. 
We consider pi = 50,~~ = 11 l,p3 = 147,pd = 149. Note that t is the number 
of consecutive times that p1 (= 50) is underlined and u the number of con- 
secutive times that pz [t] (= 11) is underlined. 
1 fl 
50 
50 
50 
39 
28 
17 
6 
3 
I 
1 
I 
1 
I 
1 
1 D2[kl 1 
111 
61 
11 
11 
11 
11 
11 
8 
6 
5 
4 
3 
2 
1 
@I 
147 
97 
47 
36 
25 
14 
2 
3 
1 
0 
@I 
149 
99 
49 
38 
27 
16 
5 
2 
2 
1 
0 
k 1 
3 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 - 
&I 
1 
1 
2 
2 
2 
2 
3 
4 
1 
1 
1 
1 
1 
I 
7 
y&J 
0 
50 
100 
111 
122 
133 
144 
147 
149 
150 
151 
152 
153 
154 
i 
__ 
a[kl 
154 
104 
54 
43 
32 
21 
10 
7 
5 
4 
3 
2 
1 
0 - 
Table 7: Reduction procedure for periods 50,111,147,149. 
Upper bounds. Suppose that p2 - tp1 ,p3 - tpl are pairwise coprime. If we fol- 
low the argument above until level I = t, we find, by the upper bound from the 
Corollary, 
n[t] I (p2 - tp1) + (p3 - tp1) - 2. 
Hence, from y1- n[t] = tpl, we obtain 
Cc) nSp2+P3-@1-2. 
In Examples 1,2,3,5 we find from (c) the upper bounds 282,262,19,156, where 
the exact values are 254,257, 19, 154, respectively. 
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