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Rbsumi. Dans le cadre des langdges intinitaires nous construiwn~ un nouveau produit, cssentielie- 
ment un produit de shuffle avec rendez-vous SW des lettres spkihq:lcs. (‘es langages modklisant 
frcquemment les comportements de processus en t’16orie du caldul p~rall2le. now montrons 
I’inter& de ce produit alors,. co;lstruisant le comported sent d’un cystCme A parti: de ceux de it’s 
compocants- nous r:ous conwltrons ici sur les theories des path-expressions et des langages de 
\ecteurs. 
‘&tracr. In the formal settine of finitary/infmitary languages. and transition systems, ue build L 
;’ ~;ew product, in spirit a shuflk product with rendez-vous on specific alphabet letter\ As those 
Innguapes are often meant to ntod~: y~ss behaviours in parallel computing theories. ‘AC she\\ 
the interest of our l~roduct in this field, building the hehaviour of a system from the wit’s of its 
components --we focus here on path-expressions and Vector languages theories. 
Introduction 
Le propos de cet article est de considker un certain fonctionnement synchronisk 
de processus travaillant en parallkle. 
Devant la multlplicitk de travaux rkents sur ce theme, il semble que la i&he 
premiere ici soit de clarifier les options que nous utiliserons dans nos d&inirions 
des processus et de leur synchronisation: 5 partir d’un certain alphabet fini Al dont 
les lettres seront comprises comme des noms d‘actions (rkp&ables) effectuies par 
le systeme, un processus L sera un langage donnk de skquences de ces actions. La 
signification intuitive d’une skquence d’actions sera que l’une des possibnJit& de 
fonctionnement du processus consid& sera la succession dans le temps des actions 
dans l’ordre spkcifii, avant arrct. Les processus sont non-dkterministes, done peuvent 
pokder plusieurs (voire une infinitk) de tels d&eloppements. Aussi nous considke- 
rons un processus comme Id rkunion de ses comportements. Cette approche est 
cellc de [ 1,9]; (cf. aussi [ 151). Une autre attitude commun6ment kpandue con&e 
5 dGfinir, p!us opirationnellement, un processus comme un mkhanisme, ici un 
systitme de transition, reconnaissant ce langage de la manikre habituelle. Mais n&-e 
approche PRC~~SSUS = LANGAGE identifie de fait tous les systkmes de transition 
posskdant les m;mes skquences de comportements (i.e., le me”me langage r xonnd. 
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De nombreuses propriMs (starvation, fairness) des systkmes paralkles de pro- 
census reposent sur des comportements 3 l’infini’. aussi prendrons nous en compte 
des langages infinitaires, en considkant des skquences finies et infinics d’actions. 
Une presentation assez complete de ces langages dans le cas rationnel pourra gtre 
trouvie dans [5]. De brefs rappels, suffisants pour n6tre exposi, seront l’objet de 
la Section 1. 
Les notions de synchronisation, gknkralement, dkpendent dtroitement des dkfini- 
tions choisies pour les processus. Nous considkerons qu’en rkgle g&&ale nos 
processus oeuvrent de manikre asynchrone, purement parall2le. N6tre seule et 
unique contrainte, le principe de n6tre synchronisation, sera celui-ci: di3s qu’une 
action apparait dans le langage representant un processus, ce dernier est tenu d’Gtre 
associ6 j, route rkalisation de cette action. Ce qu’on peut exprimer ainsi: si ‘0’ est 
une action du langage de L, et du langage de L7, alors L, ne peut effectuer ‘a’ sans 
quc & ne l’effectue aussi, et rkiproquement. Nous nous satisfaisons du cas de deus 
processus dans la mesure oti l’opkatcur introduit dans n6tre modele sera associatif 
et cornmutatif. On peut visualiser cette mithode de synchronisation en considkrant 
que chaque processus amkne sa part exclusive de l’action commune, et que la 
prksence de chacun est obligatoire pour permettre l’action. Notons que cette appoche 
dc la synchronisation, oil la notion de processus cst remplacke par celle de chemin 
(que rccouvre aussi notre modklisation), est exactement celle des path expressions 
de Campbell. Habermann, Shields (Laucr et al. [9]). La trt% nette similarit 
apparaitra certainement au.x lecteurs familiers de cette dernike theorie. 
Lc but de ce prksent travail sera de construire h partir de deux langages I_, et 
I_: Ic Irtngagc de leur systcme ~ynchronist? par la mcthode prtktidemmcnt dkrirc. 
Pour cc faire nous introduisons dans la Section 2 UII okrateur binairc. le praduit 
dc rnisage. not6 m, tel que L, m L2 soit justemt‘nt le langage d&$-d.’ Ensuite nous 
cxplorons plus avant la structure et les propri&ks des langages sous cet op6rateur. 
N~~?urellemwt, celles-ci apparaissent d6pendrc nettement du degrP de ‘con~munion’ 
dcs processw 6 savoir: 
(i) foufes les actions sent partagtks. 
t ii 1 aucunc action n’cst partagk, 
(iii) w-taint‘s actions sont partag&. d’autres pas. 
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nant les possibilitks d’utilisation de l’ktoile de Kleene i une seule occurence 
englobante, ce qui produit des langages que nous nommerons sinzples, et sl de 
surcroit on s’interdit I’usage de l’oph-ateur d’union, obtenant ah-s des langages 
que nous nommerons cycliques, ces langages ont un interst dans la thkorie des path 
expressions) et ktudions leur stabilitk et leurs transformations sous l’effet du produit 
de mixage. C’est dans cette partie que se trouvent les rkultats les plus inkdits de 
ce travail. Par exemple, quand peut-on dire que le produit de mixage de deux 
langages cycliques est au moins simple? 
Nombre de constructions &automates cities dans ce dernier section seront r6alisk 
en Annex&> A.
L’ensemble &I corps de cet article prksente ses rkultats d’une manike abstraite 
orienttie vers la thkorie des langages formels infinitaires. Dans sa conclusion IIOUS 
indiquons brikvemwt la portke de curtains dc cas rkultats sur des applications sur 
les programmt3 Cow. en particulier leur utilitt? pour remplacer l’ensemble des 
expressions de chtmins d’un tel programme par une expression rationnelle 
t’cl ~ivalcnte unique-4 la simulation du parallklisme par l’interlcavinr! non-dkr- 
ministe pk. D autreb champs d’application du produit de mixage. ct la pow-suite 
de son Ctudtt dans 1~ cadre thiorique des langages. peuvent naturellement 6trc 
cnvisarl& . . L 
1. Cadre de I’itude: Le monoi’de A” 
Dans cctte premiere partic‘ nous situons le cadre de cette ktude, et aussi renvoyons 
nous frequemancnt le lecteur aux ouvrages oti la th&rie g6n6rale des langages de 
nw?t> infinis est d&eloppie. Historiquement. ces langages ont ktf 2tudiks par Buchi 
[-I]. MacNaughton [10]. Eilenberg [5]. Nous centrerons ce travail dans la lignie des 
recherches de N.vat [ f l-l 41, Gire [6] et Boasson et Nivat [3]. 
11 cst neanmons de l’o5jet de ces rappels initiaux de fournir toutes les notions 
ntkssaires :I la compkhcnsion de cet ouvrage m6me si nombre de preuves swr 
admises. 
Soit A un alphabet fmi (i.e., un ensemble fini de ‘lettres’). Le monoi’de like A* 
ties mats finis est sans doutes une des constructions les plus &%-es de la littkrature. 
IL’0115 Cteridons cette construction aux mots infinis en posant: 
Definition. On appelle A’” l’ensemble des suites infinies de lettres de A (i.e., A’” 
est l’ensemble des applications de IV dans A). En gkkral on utilisera ici le symbole 
w pour dknoter ‘l’infini’. 
On note A” par l’ensemble A* u A’“. 
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11 est couramment pratique d’avoir des notations pour designer la longueur d’un 
mot, sa ‘nikme lettre’, ou son facteur gauche d’une certaine longueur. En con- 
sequence nous noterons: 
Ifl, la longueur du mot f, SEA” (Ifl~(Nu{w})). 
f(n), la nikme lettre (dans I’ordre gauche-droite) du mot f( avec pour convention 
f(n) = E si n > lfl. 
f[ n], le facteur gauche de longueur n de f, avec la convention que f[ n] = f si lfl< n. 
On ktend la notion de produit de deux mots $ A”: 
Definition. Soient f, g E A ‘. Le yroduit de f et g, note f. g est le mot tel que 
VnO?, fug(n)= ’ 1 f( ) si 11 6 lfl, g(l2 - If/) si il > )fJ. 
(A‘;) est u n mono’ide, d’&!ment neutre F, lc mot-vide. 
Dbfinition. On appelle langage (infinitaire) toute partie de A \‘. 
Dkfinition. On appelle projection toutc foncGon pfc de A ’ + H’ , oil B c .4, telle 
quc: 
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Remarques. (a) LIti = {E) dks que L f 0. 
(b) Supposons CC, BC A. Alors ((I&&.) = (I!&). 
(c) Cette troisi6me semarque sera d’un interet crucial dans la suite: Posons 
h18 = 1( 1) l l(2) l . . . l I( 11) ’ . , . , une suite finie ou infinie de lettres de B (on peut 
aussi poser f(i) = e dh que i > lhlHl, et ne considkrer alors que des suites infinies. 
Nous adopterons cette attitude). Alors il existe au moins une dkomposition: 
II = !I,). I( 1) 9 11, . I(2) l . . . l h,, l I(n + 1) . h,,+* l . . . , 
oh V’i E N, hi E (A - El)“, et si k E IV u (w} est tel que k = sudn 1 l(n) z F}, alors toutes 
les suites possibles (h,J,,, ,,, utilis6es dans ces dkompositions ont leurs premiers k 
4Wments kgaux (preuve en exercise). 
Done en particulier he(hllJ}w(A-B)’ ( voir la definition de u ci-dessous); 
111,~ LU ( A - B)’ est la classe d’kquivalence ccmportant h I,3 pour la relation 
d’equivaiencc ‘avoir la meme image par (Pi’, Preuve en exercise. 
Nous avow utilise wdessus le pro&it de shuff-!e, not6 UJ, d6fini comme suit. 
Dc3initq an 
< 
WfigEA‘, bJg ={f,g,,f+ l . . . -f,,g,;...IVnEN,f, et g,,E:A*, ’ 
Puis, 
f=f&. . ._L.. et g=glg2.. . g,J. 
VL, L’S A‘, LuL’= u fug. 
t* l..R L’ 
1 ..I Langages ra tionnels infinita ires 
On definit sur A une notion de reconnaissance par systemc de transition, qui va 
nous fournir une classe de langages sur A, la classe des langages rationnels infinitaires. 
Ddinition. Un systeme de transition est une structure S = (C, A, T, 19, Ch,,, Cirlf)y oti 
C est un ensemble dXtats (on dira que S est fini si Card{ C) est fini), 
A est un alphabet fini, 
T c c X A X C est un ensemble de transitions. 
I> c C est I’ensemble des etats initiaux, 
C‘:,,,C C est l’ensemble dcs etats finals, 
C,,,, c: c‘ est I’ensemble des &ats r6petis. 
On reprkente les systemes de transitiwr (on dira parfois automate quand S est 
fir-4 comme dans le cas finitaire. On reconnaitra les etats continuks par le marquage 
. .-H A.%% t 
f 
Notation. On notera c -% c’ ssi (c, CL c-7 E T, et, plus gen&-alement. c - c’, on f 6: A*, 
ssi 3( C,). c, , . . . . c,, 1. oti rz = [ fl, avec c,, = c, c,, =c’. et Win-l, (c,,f(ij, q+,k T, 
VC, , C2 G C, on notcra cI -L, C2 ssi 3c E C,, 3c’ E C,, et c --L cf. 
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Alors, on peut dkfinir deux langages sur A: 
DCfinition 
L’~“( S) = {f E A* 1 lJ ’ Cfin), 
L?(S) = {f’ in A” 1 ‘I 1 existe une infinitk de 11 tels que D m &}. 
Difinition, On appeile larrgclge reconnu par le q&me de transition S le langage 
I#( S) = P’(S) u L’“‘(S). 
Si S est fini, L( S 1 est appelt? langage rationnel infinitaire sur ,4. On note Rat(A ’ ) 
I’~nsembk des langages rationnels infinitaires sur A. 
L’etudts des langages rationnels infir’taires a tit6 un des huts principaux de tous 
icr7 auteurs cit6s atiparavant, qui ont envisage Ie monoi’de A’. Nous extrayons ici 
we liste partiek de leurs rksultats, en conservant ceux qui nous serons utiles dans 
cet ouvragc. 
i I1 existi: une difftkence, au contraire du cas finitaire. entre les langages rationnels 
Jkrministcs (tels qu’il existe un systcme de transition detcrministe les recon- 
naissant), dont l’ensemble sera not6 DRat(J1 “), et l’tznsemhle Rat(A’ ). cf. [5]. On 
pourra aussi s’en convaincre sur I’exemple L = (cd c.1 h)* 9 W. Un lien entrc ces 
wwmblcs est do& par le th&kme suivant. 
Nous utiliserons w-tout ce thCort;mr pour aftirmer que Rat( A’ ) est clos par 
chacune dts opkations boolt?ennes. En particulier, Ie tlGori;tme pionnier de Buchi 
qui stipulc que$at( k! ’ 1 est fermfe par intersection. 
Nous donnons en Annexe A.1 des elements d’une prewe constructive de x 
th@vrt;me, dk fi Nivat [ 1 13. qui exemplifient certaines des manipulations sur les 
automates auquelles nous serons amen& ;i recuurir i plusirurs reprises dans ce 
docwnent. 
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Corollaire. Soit L E Rat(A”) et B un sowensemble de A. Alors LIB E Rat(A”). 
Preuve. Nous donnerons a nouveau ici en Annexe A.3 la demonstration con- 
structive. Cl 
2. Produit de mixage 
2. I. Introduction du produit 
Nous introduisons ici un nouveau produit, le produit de mixage ou ‘shuffle a 
I‘envers‘. Tout au long nous considererons un alphabet fini A et L, L’ deux langages 
sur A. 
Difinition. On appelle Ops (pour ‘operations’) l’applicatkn A” -+ 2”, l’ensemble 
des parties de ;\, tel’le que 
‘tlfEA’, Ops(f)={aEA13nEN,f(n)=a). 
En d’autres termes Ops( f) I’ensemble des iettres sur lesqueiles s’ecrive exacle- 
ment 1. 
On notera egalement Ops I’ext?nsion aux langages: Ops(L) = (Jr. L Ops( f ). 
Nous sommes main tenant prets a donner la definition principale de cet out r.Age. 
Difinition. On appelle produit de rnixage de L et L’, note LmL’, l’ensemhl;~ 
LmL’={hE:(0ps(L)~0ps(L’))’ )hlCIP\lr ELet h\,,,,i,+L’}. 
On fkrira couramment f mg pour {f}m{g}. 
Remarques. (a) LmV)=@ et Lm{&)=L. 
(b) f mg = (k E A” (Opsth) = Opstf) u Ops(g) et Iz(oP,c~, =f et h/oP,cgj = g). 
(c) On n‘a pas, en general, Lm L’ = Urk l_,Rt j_f  mg, comme c’itait le cas pour le 
produit de shuffle. 
L’cxemple (4) ci-dessous en est un contre-exemple. 
(d) L’opOrateur m est associatif, commutatif et pos&de un 616mwt neu,tre en E. 
11 n’cst toutefois pas distributif par rapport h l’union, comme il ressort de la remarque 
prCc6dont e. 
Exemples 
(11 f = bab, 
j =: bat, ( 2) 
(3) L=e*, 
g = cat, f mg =(bcabc, bcacb, cbabc, cbacb). 
g=rcib? fmg=@ 
L’ = a”‘. LmL’ = (a ti e)” - a”, 
ce qui mohtre que notre produit ne 
conserve pits le determinisme. 
(4 i = (a, abb), L’={ab}, Lmt’=V), al v-s yue amab=(ab}. 
(5) L = (a* . b)“, L’ ={a)“‘, LmL’={h+, h}’ ljhl(, =Iltjl,=w}. 
Notation. Soit B un bous-ensemble de A. On note I!_,~ l’ensemble Ops ‘(B) n L. 
En d’autres termes on a 
L,,=. F Ir 1 si FEL,et L,j=(LnB‘)- u L,. , 
1 63 sinon. 
( 1 f a I{ 
I,,, est I’ensembie des mots de L qui s’krivent exactenlerzt avec tout63 les lettres 
de R. 
Remaryues. h) Les L,< fornient une pxtition de L. 
(b) Si 1, at rationnel chaque L1{ Vest auk. par Ic thtior&ne de MacNaughton. 
f,mL’= LJ f_,,mLi . 
(I<.( ‘I* II 
I, I mL,‘l c; K!mf.‘2. 
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N.B. Si on rkfkre au sens donnk en introduction i nhre produit et aux langages 
eux-memes, la condition A’ A D2 = D, signifie exactement qu’en remplalant et en 
‘klargissant’ les deux processus on ne permet pas au processus klargl p( L2) (resp., 
p( L’2)i dc participer i des actions auxquelles p(L1) (resp., p( L’l)) t5tait ‘hanger’. 
En d’autres termes si une action a ne mettait en jeu que l’un des processus p(L1) 
et p(L’1) lors du calcul de L 1 mL’I, elk ne mettra toujours en jeu que le processus 
corresporrliant p(L2) ou p( L’2) lors du calcul de L2mL’2: si l’ensemble des 
processus mis en jeu dans le dhoulement d’une action est une constante de facto, 
I’hypn!!- .?x 81.1 corollaire sera toujours v&ifi@e. 11 est par contre possible dans ce 
cadre de rajouter des actions qui n’existaient pas dans !. I et L'l . 
2.2. C’ormtrrcrtce et cornpatibilite’ 
Difinition. Soknt L ct L’ deux langages sur A. POW~S D = Ops( L) n Ops( L’). 
I_ ct I_’ sent alors dit3 cowurrents sur D. 
Si II 4. L et L’ sent dits non-concurrents. 
Si D = A, ils sent dits compktement concurrents. 
Ccs dtifinitions n;nus permettent d’exprimer deux faits notables concernant le 
pro&lit +e mwige. 
Fait 2.3. Si L ct L’ sonI non-concurrenrs, alors L mL’ = LW L’. 
Fait 2.4. Si L et L’ sent complktement concurrents, alors Lm L’ = L n L’. 
Difinition. Dew langages L et L’ sont compatibles ssi 
Vfc L, 3h E Lm L’, tz/t,rk,I )=fi 
t‘t 
VgE L’, 3/f E LmL’, hlol,,,,.~,=g. 
Remarques. (a) Si L ={f} et L’ = {g}, L et L’ compatibles (3 im q # (;3. 
(1~) Si L et L’ sont compatibles, alors 
V_/% L.3g~ L’, fmg#C1 et VgEL’,3fEL, fmgfV. 
his cn retour ces conditions ne sont pas sufisantes 5 montrer que L et L’ sent 
wmpatibles. pour des raisons de concurrence deja rencontries au Lemme 2.1. (2. 
st‘1’;1 dc l’objot dc la proposition suivante de clarifier ce problkme. 
Proposition 2.5. Soierlt L et L’ deux langages sur A, concurrents sur Q D c /L 
So& Ll = (LmL’)[C)f,,(l_, et L2 = (LmL’)]CIpSrL,J. 
Al0131 ( 1) L 1 et L2 sont les deux seuls langages 
LlmL2=LmL’; 
(2) Ll =(fE Llffr,dL[r,n L’I,,)) et L2={gE L’I, 
compatibles entre eux tels qu f 
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Preuve. ( 1) hidente. 
(2) La preuve de cette partie de l’honck utilise le lemme suivant: 
Lemme 2.6. Soient f et g deux mots de A I, concurrents SW D ( i.e., Ops( f) n Ops( g ) = 
D). On a Mquivalence: 
(i) f et g sont compatibles (i.e., f mg f s>; 
(ii) f ID = gJ,,, et dans ce cas, ayant pose’f iI, = I( 1) l l(2) l . . . l I(i) . . . . , oti fes I(i) 
forment une suite infuzie de lettres de A si 1 f 1 [,I = w, et une suite finie de lettres de A 
suivie d’une infinitk de ‘E’ sinon, on sait qu‘on peut krire 
f=J,d(l).f,-..:fi I-f(i)-fi~... 
et 
g=g,,- I( 1). g, . . . . . gi._, . I(i) 9 gi.. . . , 
acec Vi E Iv. fi E (Ops( f) - D)* et g, E tops(g) - D)*. 
A lors 
fmg=(if;,Lugc,).I(l)...:(f; I~g, ,)4ib...}. 
Preuve (du lemme). (i)+(C): Soit kfmg. Ah-s flI,=(hl(,~,,,,,))l,=~zll,= 
! h( opr,:Jll) = gl,b 
(ii)*(i): Si on montrc l’&alitC entre les deux ensembles. on aura montre que 
f mg f 0. L’inclusion 2 est imkdiate. elle pravient de la difinition msme du produit 
de mixage. Montrons l’inclusion inverse: III,, = .~I,>. pour 11 E f mg on peut done 
Ccrire h = h,, - I( 1) - II, - . . . - II, , . I(i) . . . . . oil Vi E IV, II, E t Ops( W-- D)*. Posons 
f, = hl0,‘\‘f, et g, = hlOP\,.:~. Forcement. h, E f, mg,, et .t; et g, sent non-concurrents. 
Ihnc 11, c _f, ~g,. Finalement, on peut montrer qu‘il n’est pas possible qu’5 aucun 
r-w-y on n’ai pas fib - I( 1) . . . . - -4, s J puis par continuit6 on obtient bien 
.6, * ii I 1 - . . . - f; I - I( i) - fi - . . . = fl cc qui termine la preuve. E 
Rkiproquement, si fir, E Cl,,, aiors 3g E I_‘, fl,> = RI,,. Done Ops( f, n D = 
()ps(g) n D. Pawns D’ = Ops( f) n D; f et g sont cxactement concurrents sur L)‘, 
et f/r,, = fl,, = ,f$, =z gl,,,. Par lx 1 c emme prk&~ent, ccl;‘i &~uivnut ;i: fmg f (1. Soit 
done 11 t7 fmg; Ops( Ir 1 = Ops( f-1 u Ops(g), et Oph( h ) n Ops( I.1 ) c Ops( II 1 n 
oph(!-)=c)ps( f’)c:(Ops(S)i~,Op~(i_)). hl;% Ops(~)nC)ps(!,)=C->ps(g)~?I>= 
II’ c Ops( .f’r. 
Done l&l,\,I Ib= & ,,,,, -.f: et J’i [_I. ,Z 
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Corollaire 2.7. Dew langages irlfinitaires L et L’ concurrents sur D sorl t compatibles 
si et seulement si Lln = L’ln. 
En particulier, deux langages complPtement concurrerlts fle sont compatibles we 
s’ils sorlt kgaux. et deux langages non-concurret1t.i: .>ont toujours compatibles. 
Preuve. Ihidente par Iri Proposition 2.5. q 
3, Ls cas ratfonnel 
3. I. Rotiorlalite’ du prcduit de misuge 
Propositiou 3.1 l %.iellf L et L’ dew langages de K:i t ( A ’ 1, Alors I!. m L’ E K 3 t ( A ’ ) . 
Preuve. Unc preuve constructive de cc r&ultat par transformations d’automatcs 
est donn6e en Annex\: A.?. II 
X.2. Stabilik de certairls .~orrs-ensenzbles remarqunhles de Kat( A ’ ) pm le produit de 
misage 
Nous .hns ici discerner certains .+w-ewembles de Rat( ~4 ‘7) en cons,d&er leurs 
position3 relatives par wpport au produit tit* mixage dans divers cas de c3ncurrence. 
Difinition. Soit L E Rat(X). Nous dirons que L est 
( I ) cyclique ssi ii existe fE .A*, tel que i_ = { f}‘ . 
(2) pselrdo-cyclique ssi L est une union inie de langages cyclique5. 
(3) simple ssi il existe un ensemble _firG . I E A” tel que L = F’ , 
(-4) pseudo-simple ssi L est une union tir ie de langages simples. 
On notera respectivement Pl, P2, P3, Pit 1~ s classes des langages cycliques, pseudo- 
cycliques, simples. pseudo-simples. 
Nous voulons nous employer ;i etablir ou mfirmer des formule: de la forme 
(LCPi et L’EPj) * (LmL’EPk) 
iwc {i, j, k} c (I, 2, 3, I). 
Remarques. (a) On a toujours ici F E Lm L’, done L m L’ # (9; 
(b) Du fait que {F} cst dans les quatre classes de langages, il apparait que nbtre 
for-mule ne peut &re vraie si k < max( i, j), 
(c) PI c P2 c P4 et Pl E P3 E: P4, et done certaines formuies cn entraineraient 
d’autres. 
En particulier, nous allons montrer que si on n’impose aucune condition de 
concurrence, twtes ces formules sont trivialement fausses: en effet si d’aucune etait 
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vraie, elle entrainerait j, cause des inclusions entre classes que so L et L’ sont deux 
langages cycliques, ariors Lm L’ est pseudo-simple, ce dont nous donnons ci-dessous 
un contre-exemple quand L et L’ sont non-concurrents: 
Saient L=a” et L’=(bc)? Alors LmL’=LuL’=(a*~ba*~c)“~a”. 
Si Lm L’ ktait pseudo-cyclique, existeraient des ensembles finis Fi, 1 s i d H, 
F, E A”, tels que LmL’ = Uy- l Fy. Notons F = U:‘zI Fi; F est un ensemble fini de 
mots finis aussi x =max{lfllff F}E IV. 
Soit h -L 6 - a” l c. On vh-ifie que h E Lm L’. Sous l’hypothkse Lm L’ pseudo- 
simple, 3, E aisn, kF,. Done h=f, Y.: fk, oh Vj, f,i Fti Et forckment, k 3 2 
car (h I> x. f, est de la forme b - up et fk est de la forme nq 9 c; mais il faudrait alors 
que fk - f, = a”. c . h - a” soit dans L m L’, ce qui n’est pas le cas. Done L m L’ n’est 
pas pseudo-simple. 
11 nexus faudra done considker dans le futur yue L et L’ sent rkellement concur- 
rents. 
Proposition: 3.2. Soien t L et L ’ Zeus langages conlplhtentent ccwc wrerlts. Ahs: 
( 1) si I, et L’ sent cycliqices. Lm L’, est cycliqiIp. 
(2) si 1, et L’ smt pseudo-cydiques, Lm L’ l‘est artsk 
Preuve. ( 1) Posons L = (f}’ et L’ = (9)‘. f et g E A*;. 
Soit p = p.p.c.m.(lfl. I&, c’t r= [I/(.f‘j et s = ~~/fsl. Nous prCt$ndons quc LmL’ 
est cycliquc et &al ;i { f’}* ssi _f” = g”, et &al a (P). qui est cyclr~lue, sinon. 
En effet si II c Lm 1,’ et II f F? alors (111 est un multiple de IfI et de Ig I. done de I) 
(on considh ici yuc o est un multiple dc twt nomh-e entier non nul). Pal 
consk_pcnt, .f’ et g‘ sont tous dcux factcur gauche dc II, et de &me longueur. dnnc 
&yus. Le rA,~ltat test ah-s facile CI fhhlir. 
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pourtant une condition nkessaire A ce que Lm L’ wit simple, car il faudrait que h 
soit engendrk par une suite infinie f, l . . . l fn - . . . de mots finis de Lm L’. 
Dans le cas gkw5-a1, soient L ={f}l et L’=.(g)“, et posons D = Ops(L) n 
Ops(L’) = Ops( f, n Ops($:). Par nos hypotheses c) f 8. f10 et gl, sont complete- 
ment concurrents, done par la proposition pr&dente, en en reprenant les notations 
P9 r et s: ~fl~~~‘m~gl~J” ost cyclique engendrk par (fin)’ ou est bgal a {E}. Dans 
ce second cas L m L’ = (E}. Par contre si Lll,m L’lu = {(flu)‘)“, il est facile de vkrifier 
qlle (f’Sig’j* est inclus dans Lm L’, et que l’enszmble frmg.’ est un ensemble fini 
de mots de longueur finie. D’ailleurs tous ces mots ont meme longueur, longueur 
que nous noterons 1. 
Supposons maintenant que h E Lm L’ et h e ( f’mg’)‘“. Alors existent tt,, h?, hj, 
telsqueh=h,.tl,.tl,,cth,~(f’mg’)*,lh,l=I.et~~,~f’mg”(eneffet,silhl<lh,I+ 
I, on ne pourrait avoir h E Lm L’). Remarquons tout de suite que si h3 = F, alors 
forcement h, E f’ mg’, il nous faut done suppowr h, z F. 
Si h21 opera l <f et h&rs,, ‘I < g’, alors Ih,j < 1, nous supposerons done par exemple 
que ~&WI ) bf’ et klO,:,,l .I <g5: 
touiefois sow nos hypotlkses une au moins de ces in&alit& est stricte, rnenant ti 
p < p. une contradiction, ce qui Lest pas vrai si on ne suppose pas quc f et g ant, 
wit la mcme prcmi&e lcttre, soit la m6me dernike lettre. c! 
N.B. Si ks langages L et L’ sont cycliquea;, riellement concurrents et que LmL’ f 
{F}. alors la seule restriction B la simpliciti de Lm L’ semble bien ?tre la prbence 
de mots infinis sans facteurs gauches propres dans Lm L’. 
Corollaire 3.4. Soient L = U:‘=, { fi} ’ e: L’ = Up, { g,l_” deux langages pseudo- 
cycliques. Alors L m L’ est pseudo-simple si et seulernent si: 
W. if, fels we tW m&l’ #kL 1 ‘ensmhle D n Ops( f,)--qui par ailleurs est @c! 
Li D n Ops(g,)-est norwide. et si d’au>res parts fi et g, ont sol2 la m&e prenzi?re 
lettre. soit ka m3tne dernikre kttre. 
Citons darns cette ligntk un rkultat dont l’id@c provient originellement de M.W. 
9iiclds. 
Proposition 3.5. SoierJt II et I? dws mats de A *. A lors si on pose L = u(” m v w, L est 
de la forme W’” pour un certain ememble fini W, W c A*, ssi u et v ant wit leur 
premi&e lettre, soit leur derniire lettre en cornmun. Si u et v ont une lettre queicoque 
en commim alors L est d,~ la forrne S - W’“, a vet S et W deux sous-ensembles finis 
de A*. 
Preuve. La premikre partie dkoule trivalement des r&kits prkident:.. 
96 R. de Simone 
Soit a une lettre commune h u et v. Alors il exist e une dkcomposition (unique) 
u =U 1 ' U& I'= VI l v3, avec uI, v1 E (A -{a})* et ul, v-, commencant par a. Puis 
u’* = 14, . (u’)“, vw = vl - ( c’Jw oti u’ = u2 l 14~ et c’ = v2 l v,. On vhifie qu’alors 
L=(u,mv,) - (u”“mz?‘). •J 
Nous terminons sur un r&.&at nkgatif: 
Si L et L’ sont dew langages simples et compl2tement concurrents, alors LmL’ 
n’est pas forcknent simple, ni me^me pseudo-simple. 
Contre-exemple. L={a, ba, bd}‘ et L’={clb,d}‘. Alors LmL’=((ah)’ * d)‘. et 
Lm L’ n’est pas pseudo-simple; dans le cas contraire on aurait L m L’ = lJ:‘- 1 F,‘. 
avec F, fini inclus dans A*. Si x est le sup des longueurs de mots des F,. alors 
t crh)’ - d. qui est un mot de Lm L’, se dkomposerait sur un Fl, et forctimcnt un mot 
de Ia forme (nh)” apparticndrait 5 notre Ianpage. co qui n’est pas 1~ cas. 
4. Conclusion 
En dehors de son inter& thkrique intrirkque sur des prcMhes litis 5 des 
h,ik-arch& de classes de langages, le produit de mirage introdult ici semble inter- 
ecsant en cc qu’il permet d’effectuor certains celruls dans dcs formalismes de 
\~nchronisation fort voisins, cn particulier les rclatlons intinitaires dc Nivat et Arnold 
[ 141. et les path expreskns des programnws CC + % Y Dans notrc modele 1’6tude des 
propriMs de ‘starvation‘. ‘deadloch’, ‘fairness’ semblent relarivemcnt simples. 
~N~+turellcment, subsistc‘ i& I’inconv~nient de la simulation du parallPlismc par 
i’inlt’rleaving. 1 
Par exemple, il devrait maintenant &re clair clue notre produit permet de 
rcmplacer l’ensemble des path expressions d’un programme COSY par unc seule 
expression. Nous indiquerons n&nmoins comment 6largir cette manipulation afin 
d’dtendre ti UT! tel programme lui-m&ne ce r6sultat. Par aikurs ceci est maintenant 
cxtrkmement direct, aussi lc dkrirons nous succintcment, pour n’avoir pas ;i rappel- 
Icr toute la machinerie syntaxique de Cow. 
L’algoritme procede ainsi: on calcule d’abord par applicntlons associatives uccess- 
ives du produi’ de mixage I’expression t;quivalent aus path expressions. On stZpare 
cnsuite Its noms d‘actions dcs process expressions par renommage, afin qu’alms 
jamais deus pl ocessus (au SC’IIS de COSY) ne partage la m&w action, puis on calculc 
Ie produit de mixage (ici ie produit de shulfe) des espressions ainsi obtenues. Par 
le rc nomma~e inverse on r6stituc dans le rksultat leurs vkitables noms aux actions. 
Enfin on c;Jcule le produit de rnixage dc I’expression reprkentant les path 
expressions ac’w celle reprkentant les process expressions. Le rksultat finai est bien 
i’cxpression ~~ationnelle dPsir& comme nous l’espjrons cet article permet de s’en 
concaincre. 
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Annexe A 
Nous donnons ici les quelques ‘m&hodes de construction’, cities dtins les Sections 
1.3 et 3.1. en vue des transformations d’automates de langages rationnels. Ces 
constructions ne sont pas assorties de preuves, au sens strict du terme. Elles 
cornportent neanmoins en elles-memes les bases de leurs justifications post&ieures. 
A. 1. Constructions liies au thdo&ne de Biichi, MacNaughton, Choueka, Eilenberg 
et Rubin 
(a) Soit L un langage rationnel. Nous construisons les automates des langages 
rationnels finitaires L,,, L,, L:, 1 d i 5 n, tels que L = L,, J U:‘= I L, l (L:)“, 5 partir 
d’un autoimate S reconnaissant L, 
D’abord f.,, est reconrlu par l’automate (C, A, T, D, Cc,-,, 8); puis nous posons n = 
Card( &). et nous supposons, au besoin par un renommage des hats de C, que les 
6tats de C,,,f sont numfhot& cl, . . . , c,. Alors L, est le langage reconnu par 
(C, A, T, D ‘c,}, Q)). et L: est le langage reconrw par (C, A, T. {c,}, (c,}, I?), duquel 
on supp k-n~ - si d’aventure il ~‘4, trouvait: par une duplication correcte des 6tat.s 
initiaux. on peut s’assurer de la skpa -‘ &. i,i+‘,)n des kats initiaux et terminaux. 
(b) Kkiproquement.. nous allons ici construire ti l’aide de 2rz + 1 automates de 
langages rationnels fi nitaires: Lo, L,, L:, 1 5 is n, l’automate de L = Lou 
U:*- 1 L, l (L:)“, et ainsi montrer, par la finitude du nombre d’ktats, que L ~“st 
rationnel. 
D’c?bord montrons que, si K, I<’ E Rat(A*). on peut construire l’automate de 
K - ( K ’ )‘I’. Soien t 
S, = (C,, A i. T,. II,, Cl fin, Cl J l’automate reconnaissant K, 
et 
sz = (C,, A:, ‘7‘2, I>:, ez,,n, G ,,,) I’automate reconnaissant K ‘. 
T = T, u ‘r, u { ( c. a, c”) I( c, a, c”) c T, avecc’ c C, ,,,,. et c”E D2} 
Ah-s l‘automate S reconnait bien K - (K’)“, 5 la condition supposk implicitement 
clue F & K’ (de mzme que nous supposons dans n&e problkme g&&al que F (2 L,9. 
11 ne nous reste plus qu’& noter ici la constructiorl, particulikrement simple, de 
I’automate reconnaissant l’union de langages: il sufit de pratiquer un renommage 
assurant que les ensembles d’ktats sont disjoints deux i deux, puis de prendre i 
chacun des nivcaux de I’automate l’union des ensembles concern& 
A.2 C’orzstructiort de l’automate de Lm L’, oti L, L’ E Rat( A X ) 
Note nous ohtenons comme cas particuliers de cette construction: 
( 1) en cas de complete concurrence, l‘intersection des deux langages; 
(2) en US de non-concurrence, le produit de shutlIe de deux langages. 
Nous all<jns construire l’automate en quatre parts: on pose 
1-m L.’ cst done l’union disjointe dc L,,, L,, L2, L3. 
Nous suppowons naturellement connaitre deux automates dc L et I,‘. notk 
rc5pwtivcment S, et S1. 
IXiborci I,,, est reconnu par l’automate (C, A’. 7: II, C’,,,,, 0) ( L,, cst finitaire). 
Ensuite, posons pour tout C, 6: C‘, et pour tout c‘,’ i: c‘,: K, ,.‘.’ est le Inngage finitaire 
reconw par ((I: A’, T. I), (cl. c-,), 0). l’uis 
k’,,= u k“,.‘,. 
‘ 2’ ( ‘.v,,, 
La construction d’un automate reconnaissant L I exactement similaire. 
Finalement. posons K :‘;:i; le langage reconnu par (C, A’, T, {(cl, c,)}. (( +. c-J}. 0); 
ix.. ct’ langagc est form6 de tous les m0ts finis ayant une computation 
~ik~nt dc ( cl, (*:) ii ( c’;. c,L On iiomme .A?‘~ le lanpge intersection de 
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.:,,,f K : ;::; l K : :::I, avec le langage feconnu par 
i 
pour s’assurer que 1:-t boude infinie provienne de mats infinis des dmr langages de 
dtipart. 
A.3. Cbmtrrwion de l’wtomate de LI13, oti L E Rat(A ‘) et B E A 
kit 5 un domare reconnaissant L. On commence par construire Ies automates 
des lay .yes finitaires rationnels L,,, L,. Li, 1 S i s II, tels que L = L,, u lJi’_ , L, - L:‘,‘. 
On ah&-e ces automaks, en remplaGant toute transition de la forme (c. n, c’) oti 
u a R. par Ia transition Cc, F, c’). Puis on rend propres les automates f,au sens klargi) 
ohtenu~. Les langagc~, reconnus sont evidemment L,,j,,. L&, L$, Soit I = 
{i 1 F c L$,}; ah-h 
et la manih-e de construire ces automates est maintenant dviclellte. 
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