In a randomly oriented graph containing vertices x and y, denote by {x → y} the event that there is a directed path from x to y. We study the correlation between the events {x → y} and {y → z} for a (large) oriented complete bipartite graph with orientation chosen uniformly at random. We classify the cases of positive and negative correlation respectively in terms of the relative proportions of the sizes of the color classes of the graph.
all n > 4. For a slightly different model, in [2] it is shown that when the graph is 'dense', the analogous correlation is positive. Here we will study the same correlation between the events {x → y} and {y → z} in a uniformly chosen orientation of the edges of the complete bipartite graph Km,n.
Result
Throughout the remainder of this note, let A = {x → y} and B = {y → z}. We denote the complement of a set (or an event) A by A c . We define {x → y} to be {x → y} c , that is, there is not path from x to y. As a technical convenience the object of study will be RCm,n := P (A c ∩B c )−P (A c )P (B c ) P (A c ∩B c )
, the relative covariance between A c and B c , rather than P (A ∩ B) − P (A)P (B). Observe that P (A ∩ B) − P (A)P (B) = P (A c ∩ B c ) − P (A c )P (B c ) -this holds for any two events A, B. In particular, A and B are positively correlated if and only if RCm,n is positive. Observe that the relative covariance can be rewritten as (and this might be the more convenient way of thinking about it) RCm,n = 1 − P (A c )P (B c ) P (A c ∩B c )
. We fix some more notation:
• The nodes of Km,n are partitioned into two sets X and Y of sizes m and n respectively.
• m = ⌊βn⌋ for some fixed positive constant β.
• m, n ≥ 2.
• a, b, c, d are four distinct vertices of Km,n; the first three belong to X and d belongs to Y .
• The limit limn→∞ RCm,n is denoted by RC.
Theorem 2.1. The value of RC is given by the following table. The relative covariance between {x → y} and {y → z}, according to which partition the vertices belong to, and to the proportion β of the number X-vertices to the number of Y -vertices.
We see that letting m = ⌊βn⌋ for a fixed constant β is not as restrictive as might seem at first thought.
Proof
The proof of Theorem 2.1 will follow from a number of lemmas estimating the probabilities P (A c ), P (B c ), P (A c ∩ B c ) in terms of n. A common feature of these estimates is that the lower bounds, which are trivial to obtain, are close to the harder-to-prove upper bounds. If S and T are two disjoint sets of vertices in Km,n, an 'ST -witness' is defined to be a vertex u for which there is at least one edge from S to u and at least one edge from u to T . For a vertex s in Km,n, the set Os will loosely be defined as the set of
which can be reached in exactly one step from s, X ′ and Y ′ being defined separately in each section where this notation is used. We denote |X ′ | and |Y ′ | by m ′ and n ′ . The set Ia of vertices which reach a in exactly one step is similarly defined.
Estimating these probabilities will be a lot of repetitive work. The following inequality will be used several times: if s, t ≥ α, then st ≥ αs + αt − α 2 . Below, when summing over subsets of nodes denoted by upper case letters, the sizes of these sets will often be denoted by the corresponding lower case letters.
To estimate sums of the form n s=0
n−s t=0 n s n−s t
2
st we will split them into several parts according to whether s ≥ α or t ≥ α for some suitably chosen constant α (depending only on β).
Lemma 3.1.
A lower bound is given by P (b → a) ≥ P ({there is no edge directed away from b}∪ {there is no edge directed towardsa}) = 2
2n , by inclusion-exclusion.
By calculating the probability that there is no path from b to a of length at most 4, we get the following upper bound:
. Note that the partial sum corresponding to st = 0 is equal to the lower bound. We now show that the other terms sum to o( 1 2 n ). Split the remaining sum into the following four parts: S1: s, t ≥ α; S2:
Note that in the S1 case,
n ), the last equality holding when choosing α large enough.
By symmetry, we may choose α possbily even larger so that S3 = o(
n for β = 1, and ∼ 1 2 n for β > 1.)
The probability is bounded from below by P (d → a) ≥ P (no edge leaves d or no edge enters a) ≥ For the upper bound, we calculate the probability that there is no path from d to a of length at most 3: st . The partial sum with st = 0 equals the lower bound. We now show that the remaining terms sum to o(
n ) by splitting their sum into the following cases: S1: s, t ≥ α, S2: 1 ≤ s ≤ α, and S3: 
A similar argument shows S3 = o(
For the lower bound, we calculate the probability P ({ the edge between b and d, and the edge between d and a, form a directed path from a to b}
To get a working upper bound, it is sufficient to calculate the probability of there being no path from b to d or from d to a, either of length at most 3. Conditioning on Ia = S, O b = T, I d = U, O d = V , there may be no edge from T to U , nor from V to S. The edges {b, d} and {a, d} form a directed path from a to b. This implies that S and T must be disjoint.
Hence .
The sum of the terms for which s = t = 0, t = u = 0 or t = u − (m − 2) = 0 equals the lower bound. The remaining sum is split into the following cases: S1: s, t ≥ α, S2: 1 ≤ t ≤ α ≤ s, S3 : 1 ≤ s ≤ α ≤ t, and S4 : 1 ≤ s, t ≤ α. S1 ≤ 2 By symmetry with S2, we deduce S3 = o(
We conclude that
Proof. For the lower bound, note that
For the upper bound, we will sum over U ⊆ Y ′ , V = Y ′ − U , S ⊆ U , and T ⊆ V . When doing so, an expression for the probability that a given vertex x ′ ∈ X ′ is not a T U -witness and not a V S-witness is needed. The probability of the complementary event is the probability of x ′ being a T U -witness or a V S-witness. The separate probabilities for these last two events are P (x ′ is a T U -witness) = 1 − |T | , using S ⊆ U , T ⊆ V , By inclusion-exclusion, we get P (x ∈ X ′ is not a T U -witness, nor a V S-witness) =
|T | , which simplifies to .
The sum of the terms with s = t = 0 or u = 0 or v = 0 equals the lower bound. The other terms sum to o( 1 2 2n ), as we now turn to show. Since (u, t) and (v, s) are interchangeable, we need only consider the following cases: S1: s, t ≥ α; S2:
2n ) when choosing α large enough (e.g. α > 2(1 + 1/β)).
Proof. Let X ′ = X − {a, b}, Y ′ = Y − {d}. As before, we have the simple lower bound:
We bound the probability from above by the probability of there being no path from d to b or from b to a of length at most 3 or 4 respectively. The edges {a, d} and {b, d} are both directed towards d. Condition on
No edge is directed from T to U , and S ⊆ U . These conditions imply that no x ∈ S is a V U -witness. In addition we forbid any x ∈ X ′ − T to be a V S-witness. The events 'x is a V S-witness' are independent for x ∈ X ′ − T and independent of the other necessary events just stated. We obtain .
For s = 0 we obtain the following sum: Split the remaining sum into the following cases:
Clearly, S1 = o( .
We now show how to use the lemmas above to prove Theorem 1. For example, suppose β < 1, x, y ∈ X, and z ∈ Y . Then RCm,n = 1 − P (x → y)P (y → z) In addition, we have the following base cases for the formulas above: gX (m, n, 0) = gY (m, n, 0) = fX (m, n, 1), hX (m, n, 0) = hY (m, n, 0) = fY (m, n, 1), and fX (m, n, 0) = fY (m, n, 0) = 1.
These functions are related to the quantities estimated in the lemmas above by fX (m, n, 1) = Pm,n(a → b), fY (m, n, 1) = Pm,n(a → d), gX (m, n, 1) = Pm,n(c → b → a), gY (m, n, 1) = P (d → b → a), and hX (m, n, 1) = P (c → d → a).
