Abstract-We propose Veer, a peer selection algorithm for file exchange in vehicular ad hoc networks. The innovative aspect of Veer is that it relies on embedded GPS devices to determine individual mobility patterns and, consequently, to help select the peers that increase the probability that a file transfer succeeds. Transfer opportunities are computed in advance based on an estimation of the contact time window between a node and its selected peers. We show that such an opportunistic one-hop transfer mechanism leads to better results than traditional multi-hop file transfers both in terms of goodput and delivery ratio.
I. INTRODUCTION
One of the challenging goals of vehicular ad hoc networks (VANETs) is the support of legacy applications such as peer-to-peer file sharing. In file sharing applications, the contact time between two peers must be long enough so that they can establish a connection and transfer the required amount of data. The difficulty here is that file sizes might vary within a wide range of values -this implies that we must first evaluate if a contact will be long enough to support a transfer. Note that in the particular context of wireless networking, such a contact time can be very short, as it refers to the time peers are within the communication range of each other. The contact time depends on many parameters, such as the relative speed of the peers, the wireless technology used, or the environmental conditions [1] . On the other hand, if communication protocols are properly tuned, even very short contact times can be used to transfer a few megabytes of data, using off-the-shelf wireless equipment [2] .
Routing protocols for VANETs have been proposed in the literature, but in general they rely on existing solutions issued from research on mobile ad hoc networks (MANET) [3] , [4] . These protocols present interesting properties (e.g., management of disconnected scenarios), but face some scalability problems in highly dynamic situations. With proactive protocols, a storm of control messages is required in order to maintain routing tables. Although reactive protocols are preferred in highly dynamic scenarios, breaking paths causes excessive broadcasting for new routes to be discovered.
Because of the potentially short contact windows and the specificities of file sharing applications, relying on existing solutions is not sufficient. For example, as a source does not know the contact duration, a large-file transfer may be abruptly canceled. More specifically, we need a solution that tackles the two following goals at the same time:
• Expected contact time. The strategy used by a peer to transfer data to a neighbor should rely on the expected time window these two peers remain in contact. On the one hand, too short contacts might be insufficient or should be used only for transferring small packets. On the other hand, longer contacts are of course more appropriate for larger messages. Having the possibility to estimate future contacts would be of great utility to properly schedule transfers and thus increase the overall capacity of the system. • Avoid multihop communication. Finding a long enough contact is by itself a difficult task, especially in highly dynamic networks such as VANETs. The use of multihop-based routing protocols would require a product of contacts that would depend on the path length (in number of hops). We advocate, whenever possible, the avoidance of multihop communications; instead, nodes should rely on their mobility to decrease distance (ideally to become direct neighbors) before communicating. In this paper, we propose Veer, a peer selection algorithm that awaits one-hop contacts to avoid multi-hop data transfers and improve file download performance. The idea behind Veer is to benefit from information concerning the network to select the set of peers that increases the number of successful downloads. Veer relies on an estimation of the trajectory of the nodes, contrary to existing approaches that trigger communications only when nodes meet [5] , [6] .
We compared Veer with the traditional multihop algorithm. Our results show that Veer provides higher packet delivery rate and allows more files to be transferred successfully. For different values of network density, Veer achieves a delivery ratio that is up to 25% higher than the multihop approach. In general, the advantages are more important for larger files and for denser networks. More interestingly, we observe that, although Veer looses in terms of throughput, it leads to higher goodput rates (i.e., only when the whole file is correctly received). This result indirectly shows that Veer achieves better resource usage.
The remainder of this paper is organized as follows. Section II presents the algorithms used for peer selection in Veer. Section III presents simulation results comparing Veer with the traditional multihop approach. Finally, Section V concludes the paper and identifies open research topics related to Veer.
II. VEER: PEER SELECTION BASED ON

TRAJECTORIES
The original aspect of Veer is that it relies on the nodes' ability to estimate their trajectories. It is important to underline that we do not focus on trajectory computation. Instead, we consider that nodes can determine where they will be at specific points in time until their final destination, and that this trajectory can be informed to other nodes. This is a realistic assumption since nowadays more and more vehicles are being equipped with GPS devices. Veer exploits these trajectories by previewing contacts between nodes to improve the success rate of file transfers between peers.
We define the operation of Veer by considering the basic operation of a major P2P file transfer system (Gnutella). A node searching for a specific file sends a file query to the P2P network. Nodes that have the file respond with a query hit message. Then, the requesting node selects one or more peers to download the file from. Contrary to traditional P2P systems, the requesting node in Veer only selects peers that it will meet in a near future (based on the estimated contact). This does not imply, however, that the requesting node will always be precise when computing the contact time. The key idea is to know in advance for whom to request the file in a given interval of time to improve the delivery rate and, furthermore, the network goodput. This approach avoids multihop transfers, which have shown poor performance even in static scenarios [7] . Additionally, as we will see in Section III, this drastically reduces network utilization.
We define the trajectory of a vehicle n v as a vector of tuples, denoted by:
where t i represents the time a vehicle enters a street, (X i , Y i ) are the geographical coordinates of the point where the vehicle entered the street, and d i indicates the direction the vehicle travels in this street. More specifically, coordinates (X i , Y i ) represent the initial point of the street segment the node travels, beginning at time t i , until the node reaches point X i+1 , Y i+1 , at time t i+1 , when it enters another street in the direction d i+1 .
We show in Table I the three types of messages defined in Veer. The steps are also illustrated in Fig. 1 . To request a file, the requesting node, n req , first floods the network with a query message. Different nodes in the network may have the requested file. Without loss of generality, consider a node n resp receiving the query message. Algorithm 1 describes the steps node n resp performs upon reception of the query message. First, n resp checks if it has file A. If yes, it becomes a node that is candidate (n cnd ) for transferring the file A to n req . Then, it obtains the trajectory to its final destination and fills the vector T (n cnd ), which will be sent along with a queryhit message to n req .
The requesting node n req may receive queryhits Algorithm 1 n resp received query of file A from n req . if (n resp owns file A) then Become n cnd Obtain (T (n cnd )) to final destination Send queryhit(T (n cnd ), file-size(A)) to n req else Forward query to neighbors end if from one or more nodes. For each queryhit received, node n req checks if a contact with node n cnd may happen, based on T (n cnd ) and on its own trajectory T (n req ) (cf., Algorithm 3 later). Algorithm 2 describes the steps performed by n req . Comparing the trajectory of the candidate node and its own, n req determines if there are intersections and a contact is expected to happen. If so, it evaluates whether the contact time will last long enough for the file transfer, based on the file size. If all conditions are met, n cnd becomes a selected peer, called n sel , and n req schedules a download of the requested file for the expected contact time. The contact time is also computed by the Search Contact procedure, but was omitted for sake of simplicity. Figure 2 (a) illustrates all the steps performed by node n resp upon reception of a query message, whereas Figure 2(b) illustrates the steps performed by the requesting node n req upon reception of a queryhit message.
Algorithm 3 is used in the Search Contact procedure of Algorithm 2 to check if nodes n req and n cnd will meet, given their trajectories, and if the contact time is enough to transfer file A. First, the algorithm checks if nodes n req and n cnd share the same X or Y coordinates at the same time, which means that they may be in the same street. Then, the algorithm checks if the nodes are within radio range (R) of each other, as well as if
n cnd becomes n sel if ( schedule between n req and n sel for the file A) then Schedule file transfer from n sel end if end if they are moving in the same direction. For all the other combinations, the nodes are not in the same street even though the X or Y coordinate is the same. Finally, the algorithm computes the estimated contact time between the vehicles by checking in their trajectories when they will be out of range.
Algorithm 3 may return zero, meaning that there will be no contact between the requesting and eligible nodes. If after running Algorithm 2 for all received queryhits, the node could not find an eligible node with whom a contact will occur, then it selects a peer to try a multi-hop transfer. If, on the other hand, Veer succeeds to schedule a file transfer using a one-hop contact, it has only used multi-hop transmission for the query and queryhit control messages. As query messages are flooded in the network, Veer only relies on a routing protocol for the queryhit messages. As for file transfers, they are performed through a direct link when in range. As a consequence, no specific routing protocol is required whenever Veer is able to find onehop contacts.
III. ANALYSIS
We simulated Veer on the NS-2.31 [8] network simulator. The simulation scenario consists of a square of size 650 m divided into 25 blocks, where the number of vehicles ranges from 30 to 120. There is no auxiliary communication infrastructure. We assume that all streets are two-way and traffic lights are placed at the corners. Node speed is variable and limited to 40 km/h. Mobility scenarios are generated using GHOST [9] , which provides a mobility model where the nodes are confined to straight lines representing the streets of a city. In real life, the trajectories of the node will be obtained from a GPS device, as mentioned in Section II. In the simulations, we compute the vector of tuples which describes the trajectory of a node from the mobility scenario produced with GHOST. For the purposes of this paper, we consider that trajectories do not change during the simulations.
Each node starts with 6 files. There are in total 26 different files (noted from "A" to "Z"), which are uniformly distributed among nodes (note that different nodes may have the same file). File sizes range from 500 kB to 3 MB. Each node requests 3 files at random. Each simulation run lasts for 300 s. Each file request is randomly triggered at a time between 0 and 290 s, following a uniform distribution. Note that, instead of files, in a real implementation the transfer unit may be file segments (depending on the application protocol used by the peers).
We compare Veer with the traditional multihop based algorithm (i.e., file transfers begin as soon as the first reply is received, using multi-hop transmission). For each simulation setup, we make 30 simulation runs. The same mobility scenario is used for Veer and the reference multi-hop algorithm. We simulate an IEEE 802.11b wireless network and nodes transfer files using FTP connections.
A. Results
We compare the performance of Veer with the multihop reference algorithm. We evaluate three performance metrics: packet delivery ratio, network aggregated throughput, and network aggregated goodput. The packet delivery ratio is measured as the ratio between packets sent and packets received at the application level. We define the aggregated throughput as the amount of bits received by all nodes at the application level over the simulation time, measured in Mbps. The aggregated goodput is also measured in Mbps, and indicates the amount of bits received over the simulation time, only when the whole file is correctly received. For both algorithms, a node sends only one request per file. Veer's delivery ratio is above 92% for all network sizes. As the number of cars increases and the VANET becomes denser, we observe a small decrease in the delivery ratio. With the reference algorithm, on the other hand, the delivery ratio is always lower than the one obtained by Veer and decreases rapidly as the number of vehicles increases. With more nodes in the same area, there are more interference and medium contention. When the file transfer is performed through a multi-hop path, interference and contention become more severe because the number of medium accesses per packet grows with the path length.
The packet delivery ratio is not the most important metric given that the P2P application of interest is file transfer. Therefore, we have also analyzed the average number of files successfully transferred as well as the corresponding goodput.
Figs. 4 to 6 present the average number of files successfully transferred in all simulation runs. Files are grouped based on their size; we investigate the impact of the file size on a specific scenario/algorithm. Results show that, by using an opportunistic approach, Veer performs better than multi-hop communication when the number of vehicles is larger than 80, for any file size. The reason is that, with more nodes, the probability for a vehicle to encounter another one to schedule a onehop file transfer is higher. This is particularly interesting in urban scenarios, which are typically dense. This result indicates that by scheduling one-hop transfers, the contact time between communicating peers tends to be enough to transfer larger files (or file segments) as compared to the lifetime of a multi-hop path. However, multi-hop file transmissions start as soon as an end-toend path is found. This strategy is efficient for smaller files (or file segments) because it can establish routes more often, regardless of their duration. Clearly, the tradeoff incurred by Veer's one-hop file transfers is increased latency, as nodes may have to wait for one-hop contacts. Nevertheless, latency is not the main issue for P2P file transfers. The download of a large file may take hours using current Internet P2P systems. On the other hand, Veer provides much larger bandwidth efficiency, which is currently an important issue for mobile wireless networks.
Figs. 7 and 8 present the aggregated throughput and the aggregated goodput obtained with Veer and the reference algorithm, respectively. Fig. 7 shows that the network does not saturate with the number of nodes. We observe that sending through multiple hops leads to a higher throughput than Veer, because when a requested file is found the transfer begins sooner. On the other hand, as far as the goodput is concerned (Fig. 8) , Veer shows a similar efficiency from 60 to 70 nodes and outperforms the reference algorithm for more than 80 nodes. Note that, starting at 50 nodes, the increasing interference in the network considerably degrades multihop communication. Another consideration is that the percentage of goodput in relation to throughput for multihop transmissions is lower than Veer, as we can see in Table II . Therefore, in this kind of VANET scenario, using the one-hop file transfers computed in advance is better than using multi-hop paths in terms of network resources usage.
IV. RELATED WORK
Peer selection mechanisms were also proposed with safety applications in mind. Within the Cartalk [6] project, the development of delay-intolerant systems was investigated to support traffic alert systems. The project used as example a system where in case of traffic jam, vehicles behind the originating vehicle receive warning messages from it, whereas for vehicles preceding the originating vehicle, or travelling in the opposite direction, the warning is meaningless given their trajectory and, therefore, no message is sent to those vehicles.
Routing in vehicular ad hoc networks is an open research issue related to our work. Naumov et al. [10] investigated how two legacy ad hoc routing protocols, AODV (Ad Hoc on demand Distance Vector [11] ) and GPSR (Greedy Perimeter Stateless Routing [12] ), perform for VANETs. Their results show that when AODV is used for dense scenarios, half of AODV's route request messages were lost due to collisions. On the other hand, GPSR has suffered from inconsistencies in the neighbor information tables, leading to poor performance in terms of throughput. Their conclusion is that both protocols presented performance issues used in urban scenarios, even if AODV reached twice the packet delivery rate as GPSR.
Ducourthial et al. proposed a routing mechanism for VANETs which is based on conditional transmissions, called HOP [13] . Using simulation, they have compared HOP's performance in terms of data delivery rate against other 5 routing protocols: OLSR (Optimized Link State Routing Protocol), Fast OLSR, AODV, LBM (LocationBased Multicast), and GAMER (Geocast Adaptive Mesh Environment for Routing). OLSR and Fast OLSR, which are link-state protocols, have shown the worst performance because of the rapid topological changes, which cause inconsistencies in the routing tables. AODV performed better than OLSR and Fast OLSR but was affected by larger distances between vehicles, whereas LBM and GAMER have faced problems with node mobility, since both optimize message delivery based on specific areas. On the other hand, as HOP does not need neighbor information or control messages, it performed better than the other protocols.
Chen and Cai [5] proposed the Local Peer Group (LPG) mechanism which organizes neighbor vehicles into groups. The objective is to reduce the message delivery latency inside a group, optimizing the network for safety warning applications. The organization of vehicles into groups also allows that the coverage and direction of warning messages be controlled, for example, selecting the vehicles which will receive an emergency alert according to their position. Two types of group organization were proposed. The first one named static uses the vehicle's location obtained from a GPS device to partition the streets according to the postal code, for example. On the other hand, the dynamic group organization divides groups according to the vehicles which are within radio communication range of each other. This strategy also avoids reply implosion because the number of responding nodes is limited [14] .
Within the field of Delay and disruption Tolerant Networks (DTN), some work explore the contact history between nodes to make routing decisions based on the probabilistic prediction of future contacts [15] , [16] . The use of such technique, in case exact trajectories are not available, deserves investigation.
V. CONCLUSIONS
In this paper, we proposed Veer, a peer selection algorithm to perform file transfers in VANETs. The originality of our approach is that it proposes a different strategy to deal with mobility, namely, to use a prediction of vehicles' trajectories to optimize the performance peer-to-peer applications. Veer schedules one-hop transfers with peers that have similar trajectories during a given interval of time. We showed that such an opportunistic approach leads to better results than a simple mechanism based on multi-hop transfers, in terms of packet delivery rate, goodput, and scalability.
Future work includes the design of a robust mechanism to control packet losses. We will also study whether an adaptive scheme combining Veer with multihop transmissions could be better than using only Veer when there is temporary low mobility, e.g., in case of traffic jam. We also plan to consider abrupt changes in the behaviors of the vehicles (due for instance to change of route, a red traffic light, or an accident).
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