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Moderne rešitve na področju logistike obsegajo uporabo sistemov z več mobilnimi
roboti. Pogoj za uspešno implementacijo takšnega sistema je učinkovit sistem
dodeljevanja transportnih naročil. Ta mora skupini robotov transportna naročila
dodeljevati tako, da jih ta opravijo čim več. Problem smo prepoznali kot problem
optimizacije več kriterijev. Cilj naloge je razvoj algoritma, ki problem dodeljevanja
rešuje na osnovi vzpodbujevalnega učenja. Algoritem smo razvijali v programskem
okolju ROS. Razvili smo dodeljevalni algoritem s poudarkom na hitremu učenju.
Razviti algoritem smo preizkusili v simuliranemu preizkusu. Njegovo delovanje smo
primerjali z algoritmi, ki naročila dodeljujejo na osnovi preprostih pravil in izpolnjujejo
le en kriterij problema. Vsak način dodeljevanja smo preizkušali v preizkusu, ki je
trajal eno uro. Pri dodeljevanju z razvitim algoritmom so roboti zaključili največje
število transportnih naročil. Meritve prepotovanih razdalj in časov opravljanja nalog
so potrdile enostranskost preprostih pravil ter večkriterijski proces odločanja razvitega
algoritma.
ix
x
Abstract
UDC 007.52:519.8:004.8(043.2)
No.: MAG II/792
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robot system
Martin Knap
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ROS platform
Modern logistic solutions encompass the use of mobile robot systems. To achieve
a successful implementation of such a system, one must consider an efficient design
of transportation task assignment system. Main responsibility of a task assignment
system is to allocate tasks in such manner that as many tasks get completed in a
given time frame. This problem is recognized as a multicriteria optimization problem.
The purpose of this thesis is to develop a task assignment algorithm that is based on
reinforcement learning. The proposed algorithm was developed using ROS platform.
We developed an algorithm with an emphasis on fast learning. The proposed algorithm
was tested in a simulated environment. It was tested alongside simple task assignment
rules that meet only single criterion of an assignment problem. Every task assignment
algorithm was tested in an hour long experiment. Robots managed to complete the
highest number of tasks in the case of the developed solution. Measurements of traveled
distances and task completion times confirmed the one-sided decisions of simple rules,
and the multicriteria decision-making process of the developed algorithm.
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Seznam uporabljenih okraǰsav . . . . . . . . . . . . . . . . . . . . . . . . . . xxiii
1 Uvod . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Ozadje problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Cilji naloge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
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AS/RS avtomatiziran sistem za skladǐsčenje in prevzemanje materiala (ang.
Automated Storage And Retrieval System)
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DQN algoritem globokega Q-učenja (ang. Deep Q-Network)
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LRD dodelitev vozilu z najdalǰso premočrtno potjo do cilja (ang. Longest
Rectilinear Distance)
xxiii
LWT izbira sprejemnega mesta z najdalǰsim časom čakanja (ang. Longest
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Come-First Served)
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1 Uvod
1.1 Ozadje problema
S koncem dvajsetega stoletja so se v delovnih prostorih marsikatere gospodarske panoge
začela pojavljati avtomatsko vodena vozila (Automated Guided Vehicles - AGVs). To
so računalnǐsko vodeni roboti, ki imajo največkrat kolesni pogon, baterijsko napajanje
in so zmožni samostojnega delovanja v okolju. Ti roboti na osnovi senzorskih podatkov
izvajajo prostorsko lokalizacijo, planiranje gibanja in vodenje v okoljih znanih in
neznanih oblik. V teh okoljih so lahko poleg statičnih ovir prisotne tudi dinamične
ovire kot so ostali roboti in delavci. Uporablja se jih za različne namene, kot je na
primer transport, čǐsčenje, strega, varovanje in zabava [1]. V okoljih, kjer takšna vozila
opravljajo transportne naloge, je za nemoten delovni proces zahtevano, da so vozila
razpoložljiva na pravem mestu ob pravem času. Povedano drugače, pojavi se potreba
po sistemu, ki skrbi za učinkovito dodeljevanje transportnih naročil robotom. Takšni
sistemi so fundamentalni mehanizmi v sistemih z več avtomatsko vodenimi vozili, kjer
naloge vozil obsegajo probleme z časovno-prostorskimi zahtevami.
Dodeljevanje nalog oziroma naročil (Task Assignment) je eden od temeljnih problemov
področja matematične optimizacije, ki se imenuje kombinatorična optimizacija. Ta
obravnava iskanje optimumov kriterijskih funkcij problemov z diskretnim prostorom
rešitev [2]. V primeru dodeljevanja nalog skupini avtomatsko vodenih vozil, to pomeni
iskanje takšne dodelitve, ki bo čim bolje izpolnila določene kriterije, kot so na primer
prevožene razdalje, čas za opravljanje naloge, ipd.
Problem je mogoče obvladati na mnogo različnih načinov, noveǰse pristope pri
reševanju pa nudijo metode strojnega učenja (Machine Learning). Tradicionalne
metode zahtevajo eksplicitno definicijo algoritma za reševanje določenega problema
in posledično tudi bolj poglobljeno znanje o samem problemu. Na drugi strani metode
strojnega učenja nudijo rešitve, s katerimi so pravila za reševanje problema avtomatsko
formulirana na osnovi tako imenovanih učnih podatkov. To so kakršnikoli podatki o
obravnavanem problemu, ki so relevantni za konstrukcijo matematičnega modela, ki je
potreben pri reševanju problema.
Metode strojnega učenja se v grobem delijo na nadzorovano, nenadzorovano in
vzpodbujevalno učenje. Nadzorovano učenje (Supervised Learning) nudi metode za
modeliranje funkcij na podlagi vhodno-izhodnih podatkov procesa, ki ga modeliramo.
Nenadzorovano učenje (Unsupervised Learning) nudi orodja za iskanje vzorcev, rojenje
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v vhodni množici podatkov. Vzpodbujevalno učenje (Reinforcement Learning) pa v
okolje problema postavi tako imenovanega agenta. Ta na podlagi opažanj izbira akcije,
ki so nagrajene ali kaznovane v skladu s funkcijo nagrade, s katero je implicitno definiran
njegov cilj. Delna naključnost agentovih akcij omogoča preiskovanje problemskega
prostora, težnja po čim večji nagradi pa omogoča obvladovanje problema v skladu
z zadanimi kriteriji. Vse to je dosegljivo brez predhodnih učnih podatkov, zgolj na
podlagi izkušenj.
1.2 Cilji naloge
Cilj prvega, teoretičnega dela magistrske naloge je predstavitev problema z vidika
logistike. V temu delu je predstavljena bistvenost sistemov avtomatsko vodenih vozil
pri reševanju logističnih problemov v modernih podjetjih. Temu sledi predstavitev
zgradbe in delovanja sistemov avtomatsko vodenih vozil ter samih avtomatsko vodenih
vozil. Podrobneje je predstavljen problem dodeljevanja nalog in njegova zahtevnost
v smislu časa izračuna. Predstavitvi problema sledi pregled obstoječih rešitev in
predstavitev le-teh. Nato je predstavljeno področje programiranja robotov ter robotski
operacijski sistem, ki je eno od glavnih orodij uporabljenih v magistrski nalogi.
Zaključek teoretičnega dela označuje predstavitev metod strojnega učenja. Od teh
sta bolj podrobno predstavljeni področji nadzorovanega in vzpodbujevalnega učenja,
ki sta relevantni v naslednjem delu naloge.
Cilj drugega, praktičnega dela predstavlja jedro magistrske naloge in se osredotoča na
razvoj algoritma za dodeljevanje nalog skupini robotov z aplikacijo metod strojnega
učenja, ki jih v glavnini predstavlja vzpodbujevalno učenje. Cilj je torej razvoj
omenjenega algoritma, razvoj eksperimenta ter preizkus v simuliranemu okolju. V
tem delu so predstavljena vsa razvojna orodja, delovanje algoritma vzpodbujevalnega
učenja ter delovanje razvitega algoritma. Predstavljena je tudi postavitev simulacije,
zasnova eksperimenta in zgradba vozil.
Cilj zadnjega dela naloge obsega preizkus algoritma, analizo procesa učenja algoritma
ter primerjavo delovanja razvite rešitve z preprostimi pravili dodeljevanja.
2
2 Teoretične osnove in pregled
literature
2.1 Tok materiala v podjetju
Za mnoga podjetja je ključ do uspeha učinkovito usklajevanje ponudbe in
povpraševanja po njihovih dobrinah ali storitvah na trgu. Neuspešna izvedba tega
lahko privede do zmanǰsanih prihodkov, zmanǰsanega obsega storitev, slabega slovesa
in do zmanǰsanja tržnega deleža. Omenjeni izziv je mnogokrat dodatno otežen zaradi
hude konkurence na trgu, povečanega števila izdelkov s kratkim življenjskim ciklom
in variiranja ene vrste izdelkov (Product Proliferation). To namreč vodi do okolja,
v kateremu je povpraševanje nestabilno in nepredvidljivo. Za reševanje omenjenih
problemov, podjetja ǐsčejo učinkovite strategije za povečanje tržne konkurenčnosti brez
znatnega povečanja stroškov in brez sprememb v kvaliteti storitev ali izdelkov. To je
motiviralo stalen razvoj odkritij na področju logistike [3].
Vsem gospodarskim panogam je skupno to, da so na tak ali drugačen način vpletena v
transport materialov. V primarni gospodarski dejavnosti, kot na primer v gozdarstvu,
je po sečnji potrebno les pripeljati do obrata, v kateremu sledi nadaljnja obdelava. V
sekundarni gospodarski dejavnosti, kot je pridobivanje električne energije, je potrebno
proizvedeno električno energijo po vodnikih privesti do porabnikov. Logistiko na
področju terciarnih gospodarskih dejavnosti si lahko predstavljamo na primeru prenosa
radijskih in televizijskih programov. V kvartarnemu sektorju bi to predstavljal
transport medicinskih zalog in bolnikov do bolnǐsnic.
V delu D. Watersa [4] je logistika definirana kot funkcija organizacije, ki je preko
operacij znotraj organizacije, zadolžena za upravljanje toka materialov v organizacijo
in iz nje. Na sliki 2.1 so prikazani različni primeri vhodov, izhodov in operacij. Vsaka
organizacija proizvaja izdelke neke vrste. Tradicionalno, so to lahko dobrine ali storitve.
Za primer lahko vzamemo tovarno koles, ki izdeluje oprijemljive izdelke. Na drugi
strani pa imamo mobilnega operaterja, ki nudi neoprijemljive storitve. Ta pogled je
zavajajoč, saj se izkaže, da je stanje v realnem svetu bolj zapleteno. Organizacije
največkrat nudijo kombinacijo obojega. Proizvajalec avtomobilov poleg avtomobilov
nudi tudi servisne storitve in storitve povezane s financiranjem. Proizvodi organizacij
ležijo na spektru, kjer so v eni skrajnosti pretežno dobrine v drugi pa storitve.
Jedro organizacij predstavljajo operacije, ki ustvarjajo in dostavljajo proizvode. Te
operacije prejemajo vrsto različnih vhodov, in jih pretvarjajo v najrazličneǰse izhode.
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LOGISTIKA
VHODI                 OPERACIJE                 IZHODI
→Surovine
→Osebe
→Investicije
→Informacije
→Ipd:
→Proizvodnja
→Ucenje
→Prodaja
→Montaza
→Ipd:
→Dobrine
→Storitve
→Dobicek
→Prenos
→Ipd:
Slika 2.1: Shema funkcije logistike v organizaciji [4].
Ustvarjeni izhodni izdelki so prodani strankam in tako je sklenjen cikel ponudbe in
povpraševanja. Naloga logistike je prevoz materialov v skladu s tem ciklom.
Vsaka logistična naloga ima določene cilje, se navezuje na omejeno področje in ima
opravka z enim od dobro definiranih logističnih vidikov. Tako kot nekateri [5] delijo
ekonomijo na mikroekonomijo in makroekonomijo, lahko tudi logistiko delimo na
mikrologistiko in makrologistiko. Cilj makrologistike je čimbolj učinkovita zagotovitev
dobrin porabnikom, podjetjem in državi ter organizacija prometa dobrin med njihovimi
izvori in ponori, znotraj regij, držav in po svetu. Na te cilje se gleda neodvisno od
lastnǐstva dobrin, izvorov in ponorov. Za zagotovitev optimalnega razvoja države je
poleg ustreznih institucij in zakonov potrebna tudi ustrezna logistična infrastruktura
[6].
Na drugi strani imamo mikrologistiko, katere cilj je čimbolj učinkovita dobava dobrin
podjetjem in posameznikom ter zagotovitev potreb po mobilnosti posameznikov. Ta
dobava temelji na zasebnih naročilih, dogovorih in pogodbah. Za ta namen podjetja in
ponudniki logističnih rešitev planirajo, ustanavljajo in upravljajo z logističnimi sistemi
in omrežji. Naloga mikrologistike je realizacija in upravljanje logističnih sistemov ter
upravljanje transportnih verig in omrežij dobaviteljev tako, da so zagotovljene potrebe
strank [6].
Temeljno področje logistike je mikrologistika podjetja. To sestavljajo zunanja logistika,
ki je zadolžena za medsebojno povezovanje tovornih terminalov in notranja logistika,
ki je zadolžena za vodenje toka materiala znotraj skladǐsč in tovarn. Drugo ime za
notranjo logistiko je tudi upravljanje z materialom (Material Handling). Ta predstavlja
temeljno področje znanja, ki je obravnavano v okviru te magistrske naloge [6].
Glavni cilj področja upravljanja z materialom je zmanǰsanje teh stroškov z izbolǰsavami
v procesu transporta. Upravljanje z materialom je široko področje, ki obsega praktično
vse aspekte gibanja materiala v obliki surovin, obdelovancev in končanih izdelkov,
znotraj tovarn in skladǐsč. V organizacijah ob vsakemu transportu predmetov nastajajo
stroški brez dodane vrednosti. Glavni cilj področja upravljanja z materialom je
zmanǰsanje teh stroškov z izbolǰsavami v procesu transporta. To vključuje kraǰsanje
potovalnih razdalj, odpravljanje ozkih grl pri transportu, zmanǰsevanje inventarjev in
preprečevanje napak pri transportu. Tako se lahko s pozorno analizo toka materiala
privarčuje preceǰsnje količine sredstev [7].
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Nekatere organizacije se zanašajo na ročno rokovanje z materialom, kjer je uporabljeno
malo opreme. Tam se uporablja opremo kot so vozički in košare. Druge organizacije, ki
se ukvarjajo s transportom težjih predmetov, se poslužujejo uporabe viličarjev in dvigal.
Ta dva primera nakazujeta na dva nivoja avtomatizacije - ročno in mehanizirano. Za
nas je relevanten tretji nivo, ki se nanaša na popolnoma avtomatizirano upravljanje z
materialom [7].
Bolǰse poznavanje področij logistike, robotike, strojnega učenja in informacijskih
tehnologij je omogočilo avtomatizacijo skladǐsč. Avtomatizirana skladǐsča vključujejo
opremo, kot so horizontalni in vertikalni vrtiljaki (Carousel). To so mehanske naprave,
ki na videz spominjajo na trgovinske regale, le da se te vrtijo in tako nudijo olaǰsan
dostop do potrebovanih predmetov. Zelo pogosta je uporaba industrijskih robotov in
sistemov tekočih trakov. Avtomatizirana skladǐsča predstavljajo tudi tako imenovani
AS/RS sistemi (Automated Storage and Retrieval System). To so kompleksni sistemi
sestavljeni iz avtomatiziranih regalov. S koncem dvajsetega stoletja so se v skladǐsčih
pojavila avtomatsko vodena vozila, ki na tem področju nudijo mnogo ugodnih rešitev, a
več o temu pod poglavjema 2.3 in 2.2. Nazadnje je potrebno omeniti, da je za delovanje
teh skladǐsč nujen centralen sistem za upravljanje skladǐsča (Warehouse Management
System). Ta sistem beleži lokacije vseh predmetov v skladǐsču in skrbi za nadzor
njihovega gibanja [4].
Tradicionalna ročna in mehanizirana skladǐsča imajo relativno visoke stroške
obratovanja. Te stroške je mogoče znižati in hkrati izbolǰsati kvaliteto same storitve z
uvedbo avtomatiziranih skladǐsč. Avtomatizirana skladǐsča nudijo kar nekaj prednosti.
Glavne med temi so večja fleksibilnost, manj napak, bolǰsa evidenca inventarja,
večja produktivnost, manj administratorskega dela, bolǰsa izkorǐsčenost prostora, manj
poškodb, nižje zaloge, bolǰsi nadzor na gibanjem materiala, podpora za računalnǐsko
izmenjavanje podatkov (Electronic Data Interchange - EDI), bolǰsa podpora strankam
in povečana hitrost storitve. Glavno prednost skladǐsča, ki je avtomatizirano v velikem
obsegu, predstavlja zmanǰsan delež stroškov [4].
Slabosti predstavljajo visoki začetni vložki, zastoji in stroški zaradi vzdrževanja,
usposabljanje delavcev ter potencialne težave povezane z zapleteno programsko opremo
[7].
V naslednjemu poglavju bo podrobneje obravnavan eden od noveǰsih predstavnikov
avtomatiziranih skladǐsč, in sicer sistem avtomatsko vodenih vozil. Obravnava tega
je ključna za razumevanje problematike magistrske naloge. Predstavljena bo njegova
zgradba in delovanje.
2.2 Sistem avtomatsko vodenih vozil
Sistem avtomatsko vodenih vozil (Automatic Guided Vehicle System - AGVS) je primer
sistema, ki je v zadnjih desetletjih drastično tehnološko napredoval in posledično
omogočil nove priložnosti pri reševanju problema učinkovitega rokovanja z materiali [8].
Sistem avtomatsko vodenih vozil sestavlja strojni in programski del. Strojni del obsega
fizične komponente, kot so AGV-ji, senzorji, krmilniki, sledilne poti v obliki prevodnih
žic ali trakov, komunikacijsko infrastrukturo in podobno. Programski del obsega vse
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pristope za reševanje logističnih izzivov v obliki algoritmov, ki skrbijo za sistematično
upravljanje strojnih sredstev AGVS tako, da sistem deluje harmonično in čimbolj
učinkovito.
Takšen sistem je precej privlačen v fleksibilni proizvodnji. To je primer proizvodnje,
ki se lahko hitro odzove na predvidene ali nepredvidene spremembe v proizvodnemu
procesu. Mnogi celo verjamejo, da je AGVS najbolj fleksibilen avtomatiziran sistem
za rokovanje z materiali [9]. Fleksibilnost AGVS izhaja iz inteligence, ki je vgrajena
v sam sistem in v vsako avtomatizirano vozilo. Inteligenco razumemo kot kompleksne
odločitvene mehanizme, ki skrbijo, da je sistem v realnem času odziven na transportne
zahteve, ki jih ustvarjajo procesi v tovarni in skladǐsču. Stroški obratovanja AGVS so
zanemarljivi, po drugi strani pa so stroški nakupa in namestitve preceǰsnji. To pomeni,
da je načrtovanje sistema avtomatsko vodenih vozil pomembna dolgoročna odločitev,
ki jo moramo vzeti resno.
Ena od temeljnih nalog AGVS je upravljanje vozil. Sistem za upravljanje z vozili (Fleet
Management System - FMS) je v splošnem odgovoren za naslednje naloge: dodeljevanje
nalog, planiranje poti in razporejanje nalog (sestavljanje urnika) [10].
Dodeljevanje nalog zadeva izbiro AGV-ja za opravljanje določene naloge. Naloga
oziroma naročilo predstavlja prevoz tovora do neke ciljne točke znotraj nekega
časovnega okvirja. Odločitve pri dodeljevanju nalog slonijo na vnaprej določenih
kriterijih, kot so minimizacija časa cikla, časa čakanja, prepotovanih razdalj, ipd.
Potrebno je upoštevati tudi promet ostalih vozil flote tako, da se mobilnost izbolǰsa
globalno, in da se poveča produktivnost celotne operacije [11]. Poleg dodeljevanja je
zato potrebno tudi planiranje poti in razporejanje nalog. Planiranje poti mora biti
takšno, da so preprečene čakalne vrste, trki in popolne zapore (Deadlock) [12]. Cilj
razporejanja nalog pa je iskanje optimalnega zaporedja operacij, tako da je posledična
produktivnost večja.
Dobra izvedba sistema za upravljanje z vozili je ključna za uspešno delovanje AGVS,
zato je potrebno snovanju le-te nameniti preceǰsnjo pozornost.
2.3 Avtomatsko vodeno vozilo
Avtomatsko vodeno vozilo je mobilni robot, katerega namen je avtonomno opravljanje
različnih nalog. Na avtonomijo lahko gledamo z dveh vidikov. Prvi je ta, da ima
robot lasten vir energije. Drugi vidik se nanaša na neodvisno delovanje v skladu z
zadanimi cilji [1]. Najpogosteje se jih uporablja v industrijskih okoljih za transport
težkih predmetov. To je po navadi znotraj obsežnih industrijskih kompleksov, kot so
skladǐsča in tovarne.
Na trgu se pojavlja mnogo različnih izvedb AGV-jev. Vlačilci so najzgodneǰsi
predstavniki avtomatsko vodenih vozil. Te tovora ne prenašajo neposredno, temveč
vlečejo ali potiskajo vozičke z materialom. Drugi tip vozil predstavljajo vozila za enotne
tovore. Ta za prevoz nudijo ploščad, ki se po navadi dviga in spušča. Predstavniki
naslednje vrste so AGV-ji za prevoz palet, ki jih ne smemo zamenjati z AGV viličarji,
ki poleg prevoza nudijo tudi dvigovanje tovora. Hibridni AGV-ji lahko delujejo kot
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samostojni viličarji ali pa jih upravlja delavec. Predstavniki zadnje vrste vozil so
proizvodni AGV-ji, ki služijo kot vmesni člen proizvodnje linije. Vozila te vrste
so prilagojena za opravljanje specifične naloge proizvodnega procesa in nimajo bolj
splošnih značilnosti [13] [14].
2.3.1 Uporaba in področja uporabe
AGV-ji se najpogosteje uporabljajo v nalogah notranje logistike podjetij. To so naloge,
ki obsegajo transport materiala v obliki končanih izdelkov, nedokončanih izdelkov
in surovin [15]. Največkrat te naloge predstavljajo transport palet, bal, regalov,
vozičkov in zabojnikov. Vozila se dobro izkažejo pri ponavljajočih opravilih in v
procesih z relativno konstantnim materialnim tokom srednjega obsega. AGV-ji so
zaželeni v okoljih, kjer je točnost ključnega pomena za poslovni proces. Ponavadi se
pojavljajo v proizvodnih procesih z dvema izmenama ter tam, kjer je potrebno sledenje
materiala [13].
Pogosta naloga avtomatsko vodenih vozil je rokovanje s surovinami, kot so guma,
papir, jeklo in plastika. To vključuje prevoz od mesta sprejema do proizvodnih
linij. Druga pogosta naloga obsega transport končanih in nedokončanih izdelkov med
posameznimi proizvodnimi koraki in znotraj skladǐsč. AGV-ji so posebno popularni pri
rokovanju s paletami. Izhodne operacije podjetij, kot so rokovanje s končanimi izdelki
in natovarjanje tovornjakov, zahtevajo posebno pozornost pri upravljanju s tovorom.
Zaradi ponovljive narave vozil so ta idealna za opravljanje omenjenih opravil [13].
Pogosta uporaba obsega gospodarske panoge, kot so farmacevtska, kemična,
proizvodna, avtomobilska, papirna, tiskarska, prehrambena industrija, skladǐsčenje,
zdravstvo ter industrija tematskih parkov [13].
2.3.2 Kratka zgodovina
Prvi primeri avtomatsko vodenih vozil segajo v petdeseta leta preǰsnjega stoletja z
razvojem preprostih AGV-jev, katerih senzorski sistemi so bili večinoma mehanski.
Škodo povezano s trki so preprečevala stikala sprožena preko odbijačev. Pogon teh
vozil je bil električen, vodenje pa so omogočali prevodni trakovi postavljeni po tleh
predvidene trajektorije vozila. To pomeni, da so se vozila orientirala z vožnjo vzdolž
induciranega magnetnega polja. V procesu natovarjanja in raztovarjanja so bili prisotni
ljudje [15].
Obdobje med sedemdesetimi in zgodnjimi devetdesetimi leti preǰsnjega stoletja je
zaznamovala porast v uporabi bolj zapletenih elektronskih sistemov. Pričela se
je uporaba mikroprocesorjev v obliki programabilnih logičnih krmilnikov (PLK-
jev). Izbolǰsana in cenovno dostopneǰsa senzorska tehnologija v kombinaciji s PLK-
ji je omogočila točneǰse vodenje, navigacijo in posledično kvaliteto prevoza blaga.
Izbolǰsave na področju baterijskih tehnologij in uvedba avtomatskega polnjenja so
podalǰsale razpoložljivost AGV-jev. Vodenje vozila je bilo še vedno osnovano na
principu elektromagnetne indukcije preko prevodne talne žice. Proces natovarjanja in
raztovarjanja je postal bolj avtomatiziran. Za komunikacijo med vozili in centralnim
krmilnim sistemov se je začelo uporabljati radijsko in infrardečo komunikacijo [15].
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2.3.3 Zgradba in delovanje
Zgradbo sodobnega AGV-ja je smiselno razdeliti na strojni in programski del. Strojni
del je skupek mehanskih in elektronskih komponent. Programski del tvorijo vsi
algoritmi, ki skrbijo za načrtovano delovanje vozila. Avtomatsko vodeno vozilo tipično
tvori:
– mehanska konstrukcija: ohǐsje (kovinsko, polimerno ali kompozitno) in pogonski
sistem (kolesa, gosenice, noge, omni kolo [16], Mecanum kolo [17], ipd.).
– aktuatorski pogon: DC motor, koračni motor, servomotor, motor z notranjim
izgorevanjem [18], ipd.
– senzorji: meritev razdalje do ovir (Lidar, ultrazvočni, infrardeči senzor, ipd.),
meritev zasuka koles (rotacijski dajalnik, senzorji na principu Hallovega pojava,
ipd.), sistem globalnega pozicioniranja, žiroskopski senzorji, kamere, 3D bralniki
(Xbox Kinect, Asus Xtion, ipd.) ter merilniki sil in momentov.
– računalnik: mikrokrmilnik, osebni ali vgradni računalnik.
– energijski izvor: baterije, sončne celice ali gorivo.
– elektronika: vezja za krmiljenje motorjev, senzorska vezja, telekomunikacijska vezja
in močnostna vezja.
– navigacijski algoritmi: ocenjevanje trenutne lege in planiranje premikov.
– komunikacija: z uporabniki in z ostalimi AGV-ji.
– algoritmi za nižjenivojsko upravljanje: regulacija hitrosti, sledenje poti, fuzija
in filtriranje senzorskih informacij ter obdelava slik.
– algoritmi za vǐsjenivojsko upravljanje: sprejemanje odločitev, izbira strategij
delovanja in učenje.
AGV-ji so za opravljanje zadane naloge opremljeni z vso potrebno strojno opremo
(vilice, prijemala, roke, ...) in specifično programsko opremo za upravljanje le-te.
Poleg tega morajo avtomatska vozila reševati problem navigacije v delovnem okolju.
Navigacija pomeni, da je robot sposoben določanja lege v svojem referenčnem okvirju
in planiranje poti v skladu z zadanim ciljem. Povedano drugače, navigacija je celoten
sistem, ki je potreben, da vozilo pride od začetne do končne lege brez trkov z nepremično
(zidovi, regali, ipd.) in premično okolico (delavci in ostali AGV-ji). V preteklosti so
problem navigacije reševali na precej preprost in nefleksibilen način, z uporabo prej
omenjenih talnih trakov in mehanskih stikal. Danes se problem navigacije rešuje s
kombinacijo senzorskih podatkov in kompleksnih algoritmov.
Temeljne kompetence navigacije so [19]:
– Lokalizacija,
– Izgradnja in interpretacija kart,
– Planiranje poti.
Lokalizacija je proces ocenjevanja pozicije vozila glede na inercialni referenčni
koordinatni sistem [20]. Avtonomno vozilo določa svojo lego na osnovi podatkov
internih in eksternih senzorjev. Interni senzorji, kot so rotacijski dajalniki ali
inercialne merilne enote, merijo prepotovano pot oziroma pospeške. Z operacijami
infinitezimalnega računa (odvod, integral) lahko glede na začetno lego določimo
trenutno lego in hitrost vozila. Lokalizacijsko metodo imenujemo odometrija
(Odometry) oziroma slepo ocenjevanje (Dead Reckoning). V primeru uporabe
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omenjenih metod se globalna napaka pozicije skozi čas povečuje. To je zaradi merilne
negotovosti merilnikov in ostalih dejavnikov (zdrs koles). Bolǰse rešitve nudijo metode
kot so Kalmanov filter, razširjeni Kalmanov filter za nelinearne sisteme, Bayesov filter,
Monte Carlo lokalizacija, ipd. [19].
Eksterni senzorji, kot sta laserski bralnik in kamera, zajemajo informacije iz okolja.
Podatke teh senzorjev je mogoče povezati z lokacijo vozila in tako izbolǰsati oziroma
zamenjati oceno odometrije. Te informacije nam nudijo tudi možnost izgradnje
globalne karte. Tako je mogoče oceniti globalno pozicijo vozila. Če globalna karta
sprva ni dostopna, je to mogoče izgraditi, medtem ko se podatki eksternih senzorjev
uporabljajo za lokalizacijo. Postopek se imenuje hkratna lokalizacija in kartiranje
(Simultaneous Localization and Mapping - SLAM) [20].
Kartiranje se nanaša na izgradnjo karte oziroma zemljevida okolice, na podlagi katerega
je mogoče načrtovanje poti. Pri tem se je potrebno vprašati kakšna je najprimerneǰsa
abstrakcija prostora, saj od te namreč zavisi kasneǰse planiranje poti. Za abstrakcijo
prostora sta največkrat v uporabi dva načina. Prvi način je opis z grafi kot jih
opredeljuje matematična teorija grafov, kjer je graf matematično definiran objekt, ki ga
sestavljajo vozlǐsča in povezave. Vsaka povezava v grafu ima ceno, ki lahko predstavlja
čas, razdaljo, ipd. Drugi način je opis prostora z razcepom na celice. V temu primeru
prostor razdelimo na diskretne podprostore, katerih vrednost označujejo ceno prehoda
(prosta površina ima nizko ceno, zid ima visoko ceno) [19].
Na osnovi znane karte se izvaja planiranje poti. To se pogosto deli na globalno in
lokalno planiranje. Globalno planiranje se nanaša na načrtovanja poti med začetno in
ciljno točko. Lokalno planiranje pa se nanaša na sledenje globalni trajektoriji znotraj
omejenega časovnega okna in na izogibanje dinamičnim oviram, ki niso del karte. Za
planiranje se uporablja algoritme iskanja poti, kot so Dijkstrov algoritem, A* (A-star),
D* lite algoritem [19], ipd.
Predstavljeni podsistemi so bistveni za bolj fleksibilno in učinkovito delovanje
modernega AGV-ja.
2.4 Problem dodeljevanja nalog
Problem dodeljevanja nalog je temeljni problem kombinatorične optimizacije, katere
področje obravnava iskanje optimumov funkcij z diskretnim prostorom možnih rešitev.
Domeno problema sestavljata množica n nalog B = {b1, b2, . . . , bi, . . . , bn} in množica
m agentov V = {v1, v2, . . . , vj, . . . , vm}. Vsak agent lahko opravlja katerokoli nalogo
in le eno naenkrat. Problem dodelitve je formuliran s funkcijo D : B → V . Ta dodeli
množico nalog B množici agentov V . Dodelitev D(bi) = vj preslika nalogo bi agentu
vj.
Ker so nekatere dodelitve bolǰse od drugih je smiselno, da je vsaka dodelitev povezana s
ceno. Dodelitve se ocenjuje na osnovi funkcije cene, oziroma kriterijske funkcije L(D).
Ta funkcija dodelitev vrednosti na podlagi enega ali več kriterijev. Če je kriterijev
več (k > 1) je funkcija cene definirana kot vsota posameznih kriterijev tako, da velja
L(D) =
∑︁k
i=1 Li(D). V primeru dodeljevanja nalog AGV-jem, je kriterijev več. Te
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lahko ocenjujejo razdaljo med posameznimi vozili in cilji nalog ter čas opravljanja
naloge.
Problem dodeljevanja nalog je problem večkriterijske optimizacije (v primeru, da je
k > 1) pri kateremu ǐsčemo takšno dodelitev D∗, da je cena najmanǰsa [21].
D∗ = argmin
D
L(D),∀D (2.1)
2.4.1 Zahtevnost problema
Problem dodeljevanja nalog je večkriterijski optimizacijski problem s kriteriji, ki
so lahko v medsebojnih konfliktih. Statičen primer dodeljevanja nalog, ki je
predstavljen zgoraj, je v smislu iskanja eksaktne rešitve prepoznan kot zahteven
problem. Raziskovalci ga v kontekstu teorije računske zahtevnosti uvrščajo v NP-polno
(NP-Complete) skupino problemov [22], [21], [23].
Okraǰsava NP (Nondeterministic Polynomial Time) označuje, da je na
nedeterminističnemu Turingovemu stroju problem rešljiv v polinomskem času.
Turingov stroj je abstrakten koncept, ki služi matematičnemu opredeljevanju
algoritmov. Predstavljamo si ga lahko kot stroj, ki se pomika po neskončnem
diskretnem traku v levo ali v desno ter pri temu manipulira simbole na traku v
skladu s pravilnostno tabelo. Nedeterministični Turingov stroj se od determinističnega
razlikuje v temu, da so prehodi med stanji pogojeni z verjetnostmi [24].
Polinomski čas je pojem, ki opisuje časovno zapletenost algoritmov in označuje čas, ki
je potreben za izračun algoritma glede na vhod n, ki je izražen v bitih. Polinomska
kompleksnost algoritma (O(nm), kjer je m > 1) je na primer manj ugodna kot linearna
(O(n)) in bolj ugodna kot eksponentna (O(kn), kjer je k > 1).
NP-poln problem lahko reši le majhno število algoritmov z izčrpnim iskanjem (Brute
Force Search Algorithms). To pomeni, da je verjetnost za obstoj eksaktnega algoritma,
ki bi problem rešil v polinomskem času majhna [21]. Rešitve NP-polnim problemov je
mogoče preveriti v polinomskem času [25].
2.5 Obstoječe rešitve
Iskanje rešitve na problem dodeljevanja naročil je relevantno že dalj časa. V zadnjih
desetletjih se je z omenjenim problemom soočilo kar nekaj raziskovalcev. V naslednjih
podpoglavjih so predstavljene nekatere rešitve.
2.5.1 Preprosta pravila odpošiljanja
Metode za reševanje problema dodeljevanja nalog so torej hevristične narave.
Hevristična metoda je tista, ki k reševanju problema pristopi na preprost, praktičen
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način, ki ni vedno najbolj optimalen ali razumen, vendar je zadosten za doseganje
kratkoročnih ciljev. Takšni pristopi so uporabni pri reševanju problemov, kjer je iskanje
optimalne rešitve zahtevno ali celo nemogoče.
V delu T. C. E. Chenga et al. [26] je predlagana rešitev z uporabo tako imenovanih
pravil odpošiljanja (Dispatching Rules) v sistemu AGV-jev s fiksno potjo v obliki mreže.
V temu primeru je to pet preprostih hevrističnih rešitev, in sicer dodeljevanje naloge:
1. prvemu razpoložljivemu vozilu - FAFS (First Available First Served),
2. vozilu z največjim kumulativnim časom čakanja - MIT (Most Cumulative
Idle Time),
3. vozilu z najmanǰsim kumulativnim časom čakanja - LIT (Least Cumulative
Idle Time),
4. vozilu z najkraǰso premočrtno potjo do cilja - SRD (Shortest Rectilinear
Distance),
5. vozilu z najdalǰso premočrtno potjo do cilja - LRD (Longest Rectilinear
Distance).
Pravila 1, 2, 3 in 4 so splošna pravila dodeljevanja. Navidezno najmanj učinkovito
pravilo 5 služi le za primerjavo z ostalimi.
Pravila so bila preizkušena na simuliranemu primeru AGVS, kjer so učinkovitost
odpošiljanja ocenjevali s tremi kriteriji. Prvi kriterij je storilnost proizvodnje v kosih na
uro. Drugi je izkorǐsčenost delovnih postaj kamor AGV-ji odlagajo svoj tovor. Tretji
kriterij pa je izkorǐsčenost AGV-jev. Učinkovitost dodeljevanja nalog so ocenjevali v
odvisnosti od hitrosti vozil.
Pri določanju storilnost proizvodnje so raziskovalci ugotovili, da se pravili FAFS in
SRD izkažeta za učinkoviti v širšem intervalu hitrosti vozil. Na drugi strani se pravili
LIT in MIT izkažeta za precej slabši kot pravilo LRD, od katerega bi bilo smiselno v
vsakemu primeru pričakovati najslabše rezultate. Pri nižjih in pri vǐsjih hitrostih imajo
vsa pravila podoben učinek. V smislu izkorǐsčenosti delovnih mest so rezultati precej
podobni, LIT in MIT se izkažeta za neprimerni. Z vidika izkorǐsčenosti vozil imajo
vsa pravila dokaj podoben učinek. Pomembno je omeniti, da izkorǐsčenost vozil pada
z večanjem hitrosti.
Iz članka lahko zaključimo, da sta pravili FAFS in SRD najprimerneǰsi, pravilo LRD pa
se izkaže za zmerno dobro. Pravili, ki sta vezani na lastnosti vozil MIT in LIT se v vseh
pogledih izkažeta za neučinkoviti. Pomembno je omeniti, da se rezultati navezujejo na
postavitev v obravnavanemu članku, in da enaki izidi niso zagotovljeni v drugačnih
okolǐsčinah.
2.5.2 Večlastnostna pravila odpošiljanja
Zgoraj predstavljena pravila so preprosta pravila, ki se nanašajo na zagotovitev ene
zahteve sistema za rokovanje z materiali. Razširjena oblika teh modelov so pravila,
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ki se nanašajo na zagotavljanje več zahtev hkrati (Multi-Attribute Dispatching Rules).
Namen teh pravil je istočasno doseganje več ciljev sistema za rokovanje z materiali.
Te so na primer zmanǰsevanje čakalnih časov, skraǰsevanje vrste nalog, skraǰsevanje
prepotovanih razdalj, povečevanje pretoka tovora, povečevanje izkorǐsčenosti vozil in
strojev, ipd. Razširjena oblika preprostih pravil je zaželena, ker z uporabo preprostih
pravil v splošnem ne moremo zagotoviti vseh ciljev. Nekateri cilji v praksi so si v
navzkrižju zaradi medsebojne odvisnosti znotraj proizvodnega procesa. Za primer
vzemimo dve sprejemni mesti tovora, kjer ima eno mesto v vrsti deset nalog, drugo
pa enajst. Ob upoštevanju preproste hevristike, ki temelji na dolžini vrst nalog, bo
vozilo odposlano k bolj zasedenemu sprejemnemu mestu, kljub temu, da je to lahko bolj
oddaljeno in posledično popolnoma neprimerno. Z uporabo večlastnostnih pravil bi v
temu primeru lahko upošteval tako dolžino vrst, kot tudi oddaljenost in se posledično
izognili neprimerni izbiri.
V delu C. M. Kleia et al. [27] je predstavljenih nekaj večlastnostnih pravil, ki so
preizkušena v simuliranemu okolju. Naloga dodeljevanja nalog je v temu primeru
naloga vozil (Vehicle Initiated Task Assignemnet) in ne sprejemnih/delovnih mest
(Workcentre Initiated Task Assignment). Avtorji problem označujejo kot odločanje na
osnovi več lastnosti (Multi-Attribute Decision Making - MADM). V obravnavanemu
članku se vozila med mesti sprejema in oddaje tovora premikajo po fiksni razporeditvi
poti.
Preprosta metoda z uteženim dodajanjem
Prvo predstavljeno pravilo se imenuje preprosta metoda z uteženim dodajanjem (Simple
Additive Weighting Method - SAWM) in velja za eno od bolj poznanih in uporabljenih
metod uporabljenih na področju MADM. Metoda SAWM rešuje odločitveni problem,
kjer mora dodeljevalec izbrati en element iz množice alternativ A, ob upoštevanju
kriterijev, ki jih predstavlja množica atributov X. SAWM je formulirana kot [28]:
A∗ = {Ai | max
i
k∑︂
j=1
wixij/
k∑︂
j=1
wj}. (2.2)
V zgornjemu izrazu A∗ predstavlja izbrano alternativo oziroma izbrano vozilo. Simbol
wj je element vektorja uteži W = [w1, w2, . . . , wk] s katerimi dodeljevalec po
pomembnosti uteži kriterije. V splošen so uteži normalizirane, tako da velja
∑︁k
j=1 wj =
1. V enačbi 2.2, xij predstavlja izid i-te alternative, ob upoštevanju j-tega kriterija.
V praksi xij predstavlja čakalne čase, potovalne razdalje, dolžine vrst nalog, ipd.
To pomeni, da morajo biti xij primerno kvantizirani in medsebojno primerljivi, kar
narekuje uporabo normalizacije. Pomembna je tudi smiselna tvorba vektorja uteži W.
Yagerova večlastnostna odločitvena metoda
Drugo predstavljeno pravilo je Yagerova metoda odločanja na osnovi več lastnosti
(Yager’s Multi-Attribute Decision Making Method - YAGER), ki za reševanje
odločitvenega problema aplicira teorijo mehkih množic (Fuzyy Set Theory). Po načelu
teorije mehkih množic, elementi ne pripadajo množicam po klasičnemu binarnem načelu
”pripada/ne pripada”, temveč množicam pripadajo z neko stopnjo pripadnosti, ki se
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giblje na intervalu med nič in ena. Matematična formulacija teorije je sledeča. Mehka
množica je par (X,µ), kjer je X obravnavana množica (Universe Of Discourse) in
µ pripadnostna funkcija. Funkcija µ(x) vsak x ∈ X preslika na interval [0, 1] in
predstavlja pripadnost x mehki množici A = (X,µ). Če je µ(x) = 0, potem x ne
pripada A, in če je µ(x) = 1, potem x popolnoma pripada A. V primeru, da je
0 < µ(x) < 1, potem x delno oziroma mehko pripada množici A [29].
Moč teorije mehkih množic leži v njeni zmožnosti popisovanja neizrazitosti. Proces
odločanja vsebuje inherentno mehke, neizrazite zahteve, ki so posledica neizrazitih
ciljev oziroma omejitev. Uporaba mehkih množic je zato lahko učinkovita rešitev pri
reševanju problema MADM.
Yager [30], [31], [32] predlaga sledeč mehek MDAM model. Naj bodo G1, G2, . . . , Gn
cilji. Cilji so mehke množice, ki se navezujejo na množice alternativ A1, A2, . . . , Am.
Pri tem so Ri1, Ri2, . . . , Rim mehke ocene alternativ pri ocenjevanju cilja i. V obliki
prej predstavljene matematične notacije cilje lahko zapǐsemo kot Gi = (A,Ri). Vsak
cilj je predstavljen kot:
Gi =
m∑︂
i=j
Rij/Aj, i = 1, . . . , n. (2.3)
Optimalna odločitev D se izrazi v na sledeč način:
D = G1 ∩G2 ∩ · · · ∩Gn (2.4)
oziroma
D = min{G1, G2, . . . , Gn}. (2.5)
Yager predlaga obteževanje ciljev po pomembnosti tako, da je odločitveni model D
enak:
D = G1
α1 ∩G2α2 ∩ · · · ∩Gnαn (2.6)
oziroma
D = min{Giαi | i = 1, . . . , n}. (2.7)
V enačbi 2.6 in 2.7 so αi ≥ 0, i = 1, 2, . . . , n uteži, ki odražajo pomembnost
posameznega cilja. Za uteži αi velja, da je njihova vsota enaka številu alternativ m,
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oziroma
∑︁n
i=1 αi = m. Cilji so obteženi v eksponentu, kar pomeni, da nepomembne
alternative postanejo še manj pomembne.
Spremenjena metoda z uteženim dodajanjem
Naslednja obravnavana metoda je spremenjena metoda z uteženim dodajanjem
(Modified Additive Weighting Method - MAWM). Za razliko od preproste oblike te
metode, metoda MAWM uporablja pripadnostne funkcije mehkih množic ciljev za
normalizacijo kriterijev. Tako se namesto ponovnega ocenjevanja kriterijev z relativno
primerjavo, uporabi pripadnostne funkcije vsakega cilja. To omogoča preslikavo
ocene kriterija na absolutno merilo. Na primer, ne glede na to koliko nalog čaka
na prevzemnih mestih v drugih oddelkih skladǐsča ali tovarne, pripadnost dolžine
zalogovnika nalog nekega prevzemnega mesta ostaja enaka. Na drugi strani, ob
upoštevanju pravila SAWM bi bila dolžina zalogovnika predstavljena z drugačno
vrednostjo med [0, 1]. Vrednost bi se namreč spreminjala v odvisnosti od stanja
zalogovnikov v ostalih oddelkih. Druga prednost MAWM je ta, da je v postopku
določanja pripadnosti možno upoštevati strokovno mnenje oziroma pretekle izkušnje iz
sistema, v kateremu rešujemo odločitveni problem [27].
Metoda max-max
Zadnja obravnavana metoda se imenuje metoda max-max (Max-Max Method - MMM).
Metoda max-max je metodi MAWM podobna v temu, da uporablja pripadnostne
funkcije mehkih množic ciljev za normalizacijo vrednosti zahtev. To se stori z
množenjem vrednosti določene pripadnostne funkcije in uteži pripadajočega cilja. Od
MAWM se razlikuje v tem, da za razliko od seštevanja vrednosti vseh ciljev za izbiro
optimalne alternative, max-max izbere največjo vrednost izmed vseh vrednosti ciljev.
Optimalna alternativa je definirana z sledečim izrazom [27].
A∗ = {Ai | max
i
max
j
(wjxij)} (2.8)
V zgornjemu izrazu xij predstavlja vrednost izida i-te alternative glede na j-ti kriterij.
Ta je pridobljena preko pripadnostne funkcije cilja. Z uporabo te metode bo vozilo
odposlano k najbolj kritičnemu oddelku, katerega kritičnost je presojena na podlagi
pripadnostnih funkcij.
Pri preizkušanju večlastnostnih pravil so raziskovalci upoštevali tri kriterije, in sicer
čas mirovanja vozil, dolžina zalogovnika nalog in čas vožnje. Metodam, ki temeljijo
na uporabi mehkih množic YAGER, MAWM in MMM, so dodeljene tri pripadnostne
funkcije, ki jih lahko vidimo na spodnjem grafu (slika 2.2). Sodeč po poteku
pripadnostnih funkcij lahko vidimo, da pri izbiri dajemo večjo težo sprejemnim mestom,
na katerih deli čakajo dalǰsi čas na prevzem. Prednost dajemo tudi tistim sprejemnim
mestom na katerih na sprejem čaka več delov. Manǰso pomembnost pa namenimo
sprejemnim mestom, ki so bolj oddaljena.
Avtorji članka so v simuliranih preizkusih ocenjevali uspešnost prej predstavljenih
večlastnostnih pravil v primerjavi s tremi preprostimi pravili odpošiljanja. Ta se
nanašajo na izbiro sprejemnega mesta, ki ima največ nalog (Maximum Queue Lenght -
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Slika 2.2: Pripadnostne funkcije posameznih kriterijev [27].
MQL), najdalǰsi čas čakanja (Longest Wait Time - LWT) in izbiro sprejemnega mesta,
ki je najbližje (Shortest Travel Time - STT). Za vrednotenje reševanja problema so bila
uporabljena tri merila kvalitete. To so čas za opravljanje serije nalog, čas potovanja
vozil ter povprečna in maksimalna dolžina zalogovnika naročil v posameznih oddelkih
simulirane proizvodne hale.
Rezultati preizkusa so bili sledeči. Preprosta pravila so se v splošnem izkazala za
neprimerna. Pravilo STT se je izkazalo za posebej slabo pri ocenjevanju časa za
opravljanje nalog in časa potrebnega za potovanje. Preprosti pravili LWT in MQL
sta bili v tem vidiku enakovredni, a vendar nekonkurenčni z ostalimi pravili. Z
vidika povprečne in maksimalne zasedenosti zalogovnika naročil, sta se pravili LWT
in MQL izkazali za enakovredno slabši od pravila STT. Opravljanje serije nalog je bilo
najhitreǰse s pravilom SAWM. Temu so v zaporedju sledila pravila MAWM, MMM
in YAGER. Najkraǰsi čas potovanja je bil dosežen s pravilom MAWM. Za tem pa so
se zaporedno vrstila pravila SAWM, MMM in YAGER. Pri vrednotenju povprečne in
maksimalne zasedenost zalogovnikov naročil, so se najbolje odrezala pravila MAWM
in SAWM. Iz teh rezultatov je razvidno, da je uporaba večlastnostnih pravil precej
ugodneǰsa od uporabe pravil, s katerimi je moč ugoditi le eni zahtevi sistema za
rokovanje z materiali. Od teh se je v splošnem najbolje izkazalo pravilo MAWM.
Za zaključek je pomembno omeniti, da so rezultati pogojeni s konfiguracijo simulacije
ter z izbiro parametrov v uporabljenih algoritmih.
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2.5.3 Algoritem VALUE
V članku F. Taghaboni-Dutte [33] je predlagan hevrističen algoritem VALUE (Vehicle
Assignment By Load Utility Evidence), ki pri reševanju odločitvenega problema daje
poseben poudarek na povečanje pretoka materiala in na preprečevanje zastojev v
proizvodnemu procesu. Članek obravnava primer proizvodnje, v kateri je povpraševanje
po transportu večje od kapacitet, ki jih premore sistem za rokovanje z materiali.
V omenjenemu sistemu si želimo takšnega načina dodeljevanje nalog vozilom, da
so ta najhitreje prosta. Povedano drugače, želimo si takšnega dodeljevanja nalog,
pri kateremu imajo vozila čim kraǰsi čas obdelave naloge. Čas obdelave naloge se
v splošnem razume kot čas potreben za prevoz tovora. Vendar obstaja situacija,
ko je vozilo odposlano k sprejemnemu mestu (stroj v proizvodnji), katerega vhodni
zalogovnik je poln. V temu primeru AGV služi kot začasni zalogovnik, čas obdelave
pa postane vsota časa prevoza in časa čakanja. Obstajajo raziskave, ki rešujejo
problem skraǰsanja časa vožnje praznih vozil [34], [35], [36], problem vozil v vlogi
začasnih zalogovnikov pa je v splošnem spregledan. Potrebno je omeniti, da uporabe
vozil v vlogi začasnih zalogovnikov ni mogoče popolnoma odpraviti. V primeru
blokade delovnega mesta oziroma ko je izhodni zalogovnik zaseden, je vozilo bolj
smiselno uporabiti kot začasni zalogovnik. Tako se sprosti blokada delovnega mesta
in proizvodni proces lahko steče [37]. Uporaba vozil v vlogi začasnih zalogovnikov
zmanǰsuje kapacitete transportnega sistema in povečuje storilnost proizvodnje. Sodeč
po tem bi lahko povečali kapacitete transportnega sistema, vendar bi tako povečali
tudi verjetnost za nastanek zastojev in povzročili upočasnitev prometa [38]. Vzrok
za situacijo, ko so vozila v vlogi začasnih zalogovnikov, je moč pripisati hevrističnim
pravilom za dodeljevanje nalog. Ta v večini temeljijo na statusu delovnih mest, kjer
je povpraševanje ustvarjeno (Push Dispatching) in ne na stanju, oziroma zasedenosti
sprejemnih mest (Pull Dispatching). Predlagani algoritem VALUE je razvit izključno
za reševanje problema vozil v vlogi začasnih zalogovnikov in za povečanje pretoka
materiala v proizvodnji.
Blokada delovnega mesta se torej pojavi, ko je izhoden zalogovnik delov zaseden. To
lahko potencialno zmanǰsa storilnost proizvodnega procesa. Za preprečevanje blokade
je potrebno neprestano spremljanje zasedenosti izhodnih zalogovnikov. Za namen
spremljanja relativne zasedenosti zalogovnikov je v članku predlagan indeks kritičnosti
χk, ki je definiran kot χk = Sk/Qk z zalogo vrednosti [0, 1] Pri temu je Sk trenutna
zasedenost zalogovnika k, Qk pa predstavlja celotno kapaciteto izhodnega zalogovnika
k. Enota za Sk in Qk je odvisna od narave izdelka in je lahko število delov, prostornina,
površina, dolžina, ipd. Indeks χk ima vrednost 0, ko je prazen in 1, ko je poln.
Delovanje algoritma VALUE je sledeče. Vsakič ko je vozilo sproščeno, se izbere novo
dodelitev z algoritmom VALUE, čigar splošna struktura je predstavljena s spodnjo
psevdokodo (algoritem 1).
En faktor, ki vpliva na splošne zastoje v sistemu so nedokončani izdelki (Work In
Progress). Zaradi tega dejstva je v splošnem zaželeno imeti čim manj nedokončanih
izdelkov. Potrebno je omeniti, da stroški vezani na nedokončane izdelke niso enaki
za vse nedokončane dele. Najmanǰsa vrednost je dodana kosom, ki so na začetku
proizvodnega procesa in največja pri tistih, ki so na koncu. V tretjemu koraku prej
predstavljenega algoritma lahko opazimo, da prav iz tega razloga na zadnje mesto
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input : Množica S = {w1, w2, . . . , wk} delovnih mest z enotnimi tovori v
izhodnih zalogovnikih.
output: Enotni tovor û na lokaciji p.
Korak 1: Inicializacija û = NULL;
Korak 2: Izračun χk za vse člane množice S;
Korak 3: Izločitev vhodnega oddelka iz množice S. Ureditev množice S po
padajočih vrednostih χk, S = {wk | χk−1 ≤ χk ;∀ k}. Dodajanje vhodnega
oddelka na konec urejene množice S.;
Korak 4:
for i = 1 to k + 1 do
Korak 5:
for j = 1 to skupnega števila enotnih tovorov, čakajočih v izhodnem
zalogovniku delovnega mesta wi do
Izračun do zdaj dodane vrednosti vij = pij/nij. Kjer pij predstavlja
skupno število končanih operacij j-tega enotnega tovora, ki čaka v
izhodnem zalogovniku delovnega mesta wi. Z oznako nij je označeno
število operacij potrebno za končanje j-tega dela, ki čaka v
izhodnem zalogovniku delovnega mesta wi.;
end
Korak 6: Definicija množice Ui, kot množico enotnih tovorov, ki čakajo
na delovnemu mestu wi. Ureditev množice Ui po padajočih vrednostih
vij, Ui = {uij | vi(j−1) ≤ vij ;∀ j}. Indeks j označuje število enotnih
tovorov na delovnem mestu wj.;
for l = 1 to j do
if naslednje delovno mesto prosto za tovor uil then
û = uil. Nadaljevanje na koraku 8.;
end
end
end
Korak 7:
if ni najden enotni tovor, ki ne rezultira v blokadi (û = NULL) then
if obstaja blokirano delovno mesto then
izbira enotnega tovora z največjim prioritetnim indeksom iz
zalogovnika in nastavi tovor spremenljivki û. Nadaljevanje na
koraku 6.;
else
izbira enotnega tovora z največjo vrednostjo indeksa prioritete iz
množice S.;
end
end
Korak 8: Dodelitev vozila enotnemu tovoru û s ciljno lego p.;
Algoritem 1: Psevdokoda algoritma VALUE.
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urejene množice S postavimo vhodno delovno mesto. To je prva delovna operacija
v proizvodnem procesu. Na ta način je vhodno delovno mesto obravnavamo zadnje
pri dodelitvi vozila. Obdelovanci, nad katerimi je narejenih več obdelovalnih operacij,
predstavljajo večji delež vezanega kapitala. Predstavljeni algoritem pri izbiri upošteva
stroške povezane z zadrževanjem obdelovancev s faktorjem vij. Algoritem VALUE na
ta način daje prednost transportnim zahtevam, ki jih do konca čaka manj obdelovalnih
operacij.
Za preprečevanje zastojev na odlagalǐsčih tovora, mora sprejemno mesto imeti prostor
v svojem vhodnem zalogovniku. Razpoložljivost vhodnega zalogovnika je določena z
upoštevanjem števila kosov, ki so že v zalogovniku, in z upoštevanjem števila enotnih
tovorov, ki so namenjeni na to delovno mesto. Algoritem preverja zastoje preko urejene
množice Ui (korak 6). Vozilo je dodeljeno prvemu tovoru, ki je lahko nemudoma
odloženo. Če ta postopek ne najde primernega tovora, potem dodeli vozilo blokiranemu
delovnemu mestu (korak 7). V primeru, ko zastojev ni, se izbere tovor prvega delovnega
mesta iz množice S.
Učinkovitost algoritma VALUE je bila preverjana v simuliranih preizkusih. VALUE
je bil primerjan z dvema drugima hevrističnima praviloma. Prvo pravilo dodeljuje
vozila delovnim mestom z najbolj prostimi izhodnimi zalogovniki (Minimum Remainig
Output Queue - MROQ). Pravilo obravnava absolutno stanje zalogovnikov. Drugo
pravilo je predstavljeno v delu P. J. Egbelu et al. [39] in se imenuje spremenjeno pravilo
”prvi prispe-prvi strežen”(Modified First Come-First Served - MFCFS). Raziskave so
pokazale, da sta pravili učinkoviti pri reševanju problema [40], [39].
Pravila dodeljevanja so bila preizkušena na sistemu s fiksno razporeditvijo poti, po
katerih se vozijo AGV-ji. Preizkušena sta bila dva režima vožnje, in sicer režim
enosmerne vožnje ter režim dvosmerne vožnje. Vozila lahko prevažajo le eno enoto
tovora. Časi procesiranja delov so deterministični, tvorba zahtev pa je stohastična. Za
vsako pravilo je bila preverjana količina opravljenih nalog v odvisnosti od obremenitve
virtualne proizvodnje. V primeru enosmernega režima vožnje se je VALUE izkazal
za najbolǰso strategijo. Z večanjem obremenitve je bila količina opravljenih nalog
dokaj konstantna. Temu je sledilo pravilo MFCFS, katerega učinkovitost je padala
z večanjem obremenitve. Na zadnjemu mestu je bila preprosta hevristika MROQ, ki
pri večjih obremenitvah dokonča še manj nalog kot MFCFS. V primeru dvosmernega
režima se VALUE prav tako izkaže za najbolǰse pravilo. Z večanjem obremenitve število
končanih nalog celo narašča. Temu v veliki meri sledi MFCFS, nakar se pri določeni
stopnji obremenjenosti pojavi upad v uspešnosti. Pravilo MROQ sprva dosega rast v
uspešnosti, potem pa pri določeni stopnji obremenjenosti močno upade. V obravnavani
postavitvi problema se je algoritem VALUE izkazal za najbolj primernega.
2.5.4 Naključno iskanje
V članku T. Miyamota in sodelavcev [41] je problem dodeljevanja nalog, planiranja poti
in sestavljanja zaporedja operacij obravnavan hkratno, in sicer s posebnim poudarkom
na preprečevanju zastojev (Dispatch And Conflict-Free Routing Problem Of Capacitated
AGV Systems - DCFRPC). Obravnavan problem je označen kot NP-težek. Avtorji
predlagajo hevristično rešitev, kjer je problem formulira kot celoštevilski program
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(Integer Programming). DCFRPC je formuliran znotraj dveh domen, in sicer znotraj
domene nalog ter fizične domene. Fizična domena opisuje lege AGV-jev, sprejemna
mesta tovora in položaj tovora. Te lege so predstavljene v obliki grafov, ki so sprva
neusmerjeni. Domeno nalog tvori množica nalog, ki so definirane s sprejemno lokacijo,
z najzgodneǰsim rokom sprejema, z lokacijo oddaje in z najkasneǰsim rokom oddaje.
Vozila lahko prevažajo več kot eno enoto tovora.
Avtorji predlagajo rešitev v obliki algoritma naključnega iskanja (Random Serach), ki
v zanki naključno ǐsče takšno dodelitev nalog, ki je v smislu zadane kriterijske funkcije
najbolǰsa. Dolžina poti se določa s topološkim razvrščanjem grafov poti, ki so zdaj
usmerjeni in aciklični. Optimirana kriterijska funkcija je kombinacija dolžin poti, časov
za opravljanje trenutnega zaporedja nalog in funkcije kršitev. Funkcija kršitev vrača
večje vrednosti v primeru neprimerne izbire poti, neprimernega zaporedja nalog in v
situaciji, ki rezultira s trki vozil.
2.5.5 Protokol DynCNET
Okolje, katerega odgovor na transportne zahteve predstavlja sistem avtomatsko
vodenih vozil, je okolje zaznamovano z dinamičnimi obratovalnimi pogoji. Dinamične
obratovalne pogoje predstavljajo variacije v velikosti tovora, razpoložljivost tovora in
porazdelitev tovora. V takemu okolju je centralizirano vodenje sistema neprimerno.
Primerna pa je formulacija problema v obliki večagentnega sistema (Multiagent System
- MAS). Vodenje v večagentnemu sistemu je decentralizirano. Delovanje takega sistema
omogoča sodelovanje t.i. agentov s posredovalnim okoljem. Agenti so računalnǐski
sistemu, ki imajo sposobnost lastnega odločanja. Ti so postavljeni v okolje problema
z nalogo doseganja zadanih ciljev [42].
Problem dodeljevanja nalog je zaznamovan z zakasnjenim pričetkom. Ob pojavitvi
transportne zahteve, mora vozilo najprej prispeti do mesta prevzema. Problem
predstavljajo spremembe v sistemu, ki se lahko pojavijo med vožnjo. Pojavi se lahko
zahteva, ki je za obravnavano vozilo bolj ugodna, lahko pa je sproščeno vozilo, ki je
bolj primerno za prevzem danega tovora. Takšno okolje zahteva rešitev, ki upošteva
dinamično naravo procesa.
Avtor D. Weyns in sodelavci [43] predlagajo rešitev v obliki razširjene različice
standardnega protokola CNET (Contract Net), ki se imenuje dinamični protokol CNET
oziroma DynCNET (Dynamic Contract Net). Predlagani sistem vsebuje dva tipa
agentov. Prvi tip so AGV agenti, drugi tip pa so agenti, ki predstavljajo tovor -
transportni agenti. DynCNET je m × n protokol, kar pomeni, da agent, ki ponuja
nalogo (pobudnik), komunicira z m agenti, ki jo lahko izvršijo (udeleženci). Hkrati pa
vsak agent udeleženec komunicira z n pobudniki. Osnovna shema delovanja je skupna
za oba protokola (CNET in DynCNET) in je prikazana na spodnjem interakcijskem
diagramu (slika 2.3).
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Protokol tvorijo štirje koraki, in sicer:
1. pobudnik pošlje klic za ponudbo,
2. udeleženci odvrnejo s ponudbami,
3. pobudnik proglasi začasnega zmagovalca,
4. izbrani udeleženec obvesti pobudnika o začetku izvajanja naloge.
Protokol DynCNET se od CNET razlikuje le v tem, da lahko izbiro začasnega
zmagovalca ponovno revidiramo. Ta funkcionalnost je bistvena za fleksibilnost
protokola. Udeleženci ustvarjajo ponudbe na osnovi primernosti razpoložljive naloge.
Na primer, AGV agent, ki je bližje tovoru, bo za opravljanje naloge ponudil več, kot
vozilo, ki je bolj oddaljeno.
Algoritem je bil preizkušen v simulaciji, v kateri se vozila navigirajo po fiksni mreži
poti. DynCNET so primerjali z osnovnim CNET protokolom ter z metodo FiTA
(Field-Based Task Assignment) [45]. FiTA dodeljevanje je sledeče. AGV agenti so
vodeni v smeri sprejemnih mest tovora tako, da sledijo gradientu polja, ki združuje
privlačna polja tovornih agentov in odbojna polja ostalih AGV agentov. Prvo merilo
kvalitete je bilo celotno število sporočil, ki si jih agenti pošljejo med seboj za čas
trajanja simulacije. Drugo merilo predstavlja povprečen čas čakanja tovora na sprejem.
Rezultati so bili sledeči. Najmanǰse komunikacijsko breme je dosegel protokol CNET.
Temu sta sledila ostala dva algoritma, ki sta za delovanje v povprečju zahtevala dvakrat
več sporočil. Najmanǰsi povprečni čakalni časi so bili doseženi s FiTA, temu pa je blizu
sledil DynCNET. Z veliko časovno razliko je na zadnjem mestu CNET. Iz članka lahko
zaključimo, da je standardni CNET najugodneǰsi z vidika obremenitve sistema, vendar
se izkaže za najmanj učinkovito metodo dodeljevanja. Na drugi strani imamo bolj
kompleksni rešitvi, ki predstavljata večje sistemsko breme, a sta bolj ustrezni v smislu
dodeljevanju nalog.
2.5.6 Ostale rešitve
A. Salman in sodelavci [21] obravnavajo problem dodeljevanja nalog v porazdeljenemu
računskemu sistemu (Distributed Computing System). Problem rešujejo z optimizacijo
dveh kriterijev. Kriterija sta čas za opravljanje naloge ter interakcijski čas med
nalogami. Avtorji predlagajo rešitev v obliki algoritma, ki problem rešuje z metodo
optimizacije z rojem delcev (Particle Swarm Optimization - PSO). Delec roja je
dodelitev, ki predstavlja kombinacijo naloge in procesorja. Delec ima položaj
(dodelitev) in hitrost, ki je funkcija najbolǰsega položaja obravnavanega delca ter
najbolǰsega delca iz celotnega roja. Začetni položaj in začetna hitrost sta za vsak delec
inicializirana naključno po prostoru problema. Inicializaciji sledi iterativen izračun,
tekom katerega se posodabljajo pozicije in hitrosti delcev na osnovi izpolnjevanja
kriterijske funkcije. Delci se pomikajo v smeri optimuma oziroma optimumov, če je
teh več. Delec, ki s konvergenco algoritma doseže globalni optimum, predstavlja ciljno
dodelitev [46].
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manager contractor
call for proposal
reject
propose reject
accept
inform
cancel
Pobudnik Udelezenec
Klic za ponudbo
Zavrni
Ponudi Zavrni
Sprejmi
Obvesti
Prekini
Slika 2.3: Protokol CNET [44].
D. Zhou et. al. [47] prav tako obravnavajo dodeljevanje procesov v porazdeljenem
sistemu. Kriterijska funkcija je enaka. Za rešitev predlagajo aplikacijo optimizacijskega
algoritma, ki se imenuje iskanje harmonije(Harmony Search) [48]. Ta deluje tako, da
sprva naključne dodelitve oceni s kriterijsko funkcijo. Dobre dodelitve so shranjene in
predstavljajo osnovo za nove dodelitve, ki se za naključne deleže razlikujejo od preǰsnjih.
Nove dodelitve, ki so bolǰse od preǰsnjih, so zdaj osnove za nove vrednosti. Iteracijski
postopek se ponavlja do pogoja za zaključek.
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2.6 Programiranje robotov
Robot je stroj, ki ga sestavljajo senzorji, aktuatorji in računalnik, katerega naloga
je vodenje robota v skladu z uporabnikovimi zahtevami. Vodenje robota je lahko
neposredno, preko vhodnih naprav računalnika (mǐska, tipkovnica, igralna palica,
učilni obesek (Teaching Pendant), ipd.) ali posredno v obliki računalnǐskega
programa oziroma algoritma. Slednji način vodenja je seveda bolj pomemben, saj
je ključen za avtonomijo robotov. Računalnik se lahko nahaja v obliki preprosteǰsega
mikrokrmilnika, ali bolj zmogljivega osebnega oziroma vgradnega računalnika [49].
Kot že omenjeno, računalnik povezuje senzorje in aktuatorje v robotski sistem.
Aktuatorji predstavljajo motorje, ki omogočajo gibanje robota in njegovo interakcijo z
okolico. Poznamo aktuatorje, ki nudijo vrtilno gibanje in aktuatorje, ki nudijo linearno
gibanje. Na drugi strani pa imamo senzorje, ki nudijo informacije o stanju robota in
njegove okolice. Primeri senzorjev in aktuatorjev so predstavljeni v poglavju 2.3.3.
Programiranje robotov je podskupina računalnǐskega programiranja s posebnim
poudarkom na vhodnih in izhodnih napravah. To je torej programiranje mikrokrmilnika
ali računalnika tako, da na podlagi povratnih senzorskih informacij dosežemo krmiljenje
aktuatorjev. Bistvo programiranja robotov je integracija funkcionalnosti za doseganje
zadanih ciljev.
Za programiranje robotov, ki temeljijo na osebnih računalnikih, se uporablja
vrsta različnih programskih jezikov, kot so C/C++, Python, Java, C#, ipd.
Za programiranje mikrokrmilnikov se uporablja vgradni C (Embedded C ), Wiring
(Arduino) in Mbed jezik. Za programiranje industrijskih robotov se uporablja SCADA
(Supervisory Control And Data Acquisition) ter lastnǐske programske jezike, kot sta
ABB in KUKA [49].
Od programskega jezika za razvoj robotov so zaželene sledeče lastnosti [49]:
– nitenje: nitenje (Threading) omogoča, da proces (program) razbijemo na več
neodvisnih opravil, ki jih imenujemo niti. Niti med seboj komunicirajo, si izmenjujejo
podatke in posledično omogočajo večopravilnost (Multitasking).
– visokonivojsko objektno-orientirano programiranje: programski jeziki, ki
nudijo uporabo objektov so bolj modularni od tistih, ki objektov ne nudijo. Koda
napisana v takšnih jezikih je enostavneǰsa pri vzdrževanju in omogoča lažjo ponovno
uporabo.
– nizkonivojsko upravljanje z napravami: programski jezik mora omogočati
dostop do nizkonivojskih vhodnih naprav, kot so GPIO (General Purpose
Input/Output) pini, serijska vrata, paralelna vrata, USB, SPI in I2C.
– enostavno prototipiranje: enostavnost pri tvorbi prototipov robotskih algoritmov
je očitna prednost (Python je dobra izbira).
– medprocesna komunikacija: z medprocesno komunikacijo (Inter-Process
Communication - IPC) je mogoče paralelno izvajanje procesov oziroma programov.
To je očitna prednost v robotskemu sistemu, kjer imamo veliko vhodno/izhodnih
naprav. Za primer si oglejmo procesiranje slike. Prvi program s kamero zajame sliko
in jo pretvori v ustrezen format. Drugi program na obdelani sliki zaznava predmete.
Programa med seboj komunicirata in si izmenjujeta podatke. Z medprocesno
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komunikacijo tako dobimo večopravilen sistem. Ta je enostavneǰsi od tistega, ki
je realiziran z nitmi.
– zmogljivost: širokopasovni senzorji (laserski bralnik) za svoje delovanje
zahtevajo veliko računalnǐskih sredstev, zato je izbira zmogljivega in učinkovitega
programskega jezika ključnega pomena (C/C++ je dobra izbira).
– podpora: prednost imajo programski jeziki z dejavno spletno skupnostjo v obliki
forumov in blogov.
– razpoložljivost knjižnic: pri izbiri jezika je pomembno, da podpira obsežne
knjižnice, kot je na primer knjižnica za obdelavo slik OpenCV ter knjižnica za strojno
učenje Tensorflow.
2.6.1 Robotski operacijski sistem
Robotski operacijski sistem ali kraǰse ROS je vmesna oprema (Middleware) oziroma
ogrodje za razvoj robotske programske opreme. ROS je zbirka orodij, programskih
knjižnic in dogovorov, katerih cilj je poenostavitev procesa razvoja kompleksnega in
robustnega robotskega programja za širši spekter robotskih platform [50]. Kljub temu,
da ROS ni operacijski sistem v pravem pomenu besede, nudi določene funkcionalnosti
operacijskega sistema. Te so na primer abstrakcija strojne opreme, nizkonivojsko
upravljanje z napravami, medprocesna komunikacija in upravljane s paketi.
Vsa programska ogrodja neposredno ali posredno uveljavljajo svojo razvojno filozofijo
na njihove uporabnike. To je lahko preko idiomov ali ustaljenih praks. Na določenih
ključnih področjih ROS sledi Unixovi razvoji filozofiji. ROS je zato bolj domač
razvijalcem, ki prihajajo iz Unix okolij, in tuj razvijalcem, ki prihajajo iz grafičnih
okolij, kot je Windows. Po naslednjih alinejah so predstavljeni ključni vidiki ROS-ove
razvojne filozofije [50]:
– porazdeljen: ROS sistem tvori skupina manǰsih programov, ki so med seboj
povezani. Programi neprestano komunicirajo, oziroma si pošiljajo sporočila, ki
potujejo neposredno med programi, brez centralnega sistema, ki bi sporočila usmerjal
od pošiljatelja do prejemnika. Tak sistem je na videz bolj zapleten, vendar se izkaže
za bolj primernega pri večanju obsega sistema.
– osnovan na orodjih: Kot dokazuje vzdržljiva arhitektura Unixa, so kompleksni
sistemi lahko sestavljeni iz več manǰsih, generičnih programov. ROS nima striktno
formuliranega razvijalnega in izvajalnega okolja. To pomeni, da naloge, kot so
na primer navigacija po izvirni kodi, vizualizacija sistemskih povezav, grafično
prikazovanje podatkovnih tokov, tvorba dokumentacije in beleženje podatkov
izvajajo ločeni programi. To spodbuja snovanje novih, bolǰsih implementacij, ki
se lahko v domeni določenega problema izkažejo za bolǰse.
– večjezičen: Nekateri programerski problemi so lažje rešljivi z enostavneǰsimi in
produktivneǰsimi jeziki, kot je na primer Python. Drugi problemi pa zahtevajo
hitreǰse, zmogljiveǰse jezike kot je C++. Razvijalci ROS-a so se zato odločili za
večjezičen pristop. ROS moduli so lahko napisani v kateremkoli programskem jeziku,
za katerega obstaja odjemalna knjižnica (Client Library). Ta skrbi za univerzalnost
sporočil s katerimi komunicirajo porazdeljene entitete ROS sistema. Ta trenutek
ROS podpira sledeče jezike: C++, Python, Lisp, Java, JavaScript, Matlab, Ruby,
Haskell, R in Julia.
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– tanek: ROS dogovori spodbujajo razvijalce k pisanju samostojnih knjižnic in
njihovemu ovijanju (Wrapping). Ovite knjižnice tako lahko komunicirajo z ostalimi
ROS moduli. Ta dodatna plast je namenjena ponovni uporabi kode izven ROS-a, za
uporabo v ostalih aplikacijah.
– brezplačen in odprtokoden: Jedro ROS-a je izdano pod popustljivo BSD licenco,
kar pomeni, da ga je mogoče uporabljati za tržno in netržno uporabo. ROS moduli
med seboj komunicirajo z medprocesno komunikacijo (IPC), kar pomeni, da imajo
sistemi zgrajeni na ROS platformi lahko zelo raznoliko licenciranje posameznih
komponent. Komercialni sistemi so pogosto sestavljeni iz zaprtokodnih modulov,
ki komunicirajo z odprtokodnimi. Akademski projekti so ponavadi popolnoma
odprtokodni. Vsi omenjeni primeri so pogosti in popolnoma pravnomočni.
Zgodovina
ROS je velik projekt z veliko predhodniki in darovalci. V skupnosti razvijalcev
robotske programske opreme je dolgo časa obstajala potreba po razvijalnem ogrodju,
ki nudi možnost odprtega sodelovanja. K projektu ROS so prispevali predhodni
projekti raziskovalcev s kalifornijske univerze Stanford (Stanford artificial intelligence
laboratory), kot sta Stanford Artificial Intelligence Robot (STAIR) ter program
Personal Robots. Te projekti so ustvarili prototipe fleksibilnih in dinamičnih
programskih sistemov, ki jih danes uporablja ROS. Leta 2007 je bližnje inkubatorsko
podjetje Wllow Garage, Inc. v razvoj namenilo preceǰsen delež sredstev. To je
projektu ROS omogočilo prehod iz konceptne faze v bolj-preizkušeno izvedbo. K
razvoju fundamentalnih paketov ROS-a, je svoj čas in znanje namenilo veliko število
raziskovalcev z različnih institucij. Te so pakete razvijali na različnih robotskih
platformah. Različni so bili tudi strežniki, na katere se je nalagala koda. To je sprva
predstavljajo težave, saj bi bilo bolj enostavno, če bi razvijalci svoje delo nalagali na
isti strežnik, vendar se je to izkazalo za eno od večjih prednosti ROS ekosistema. Vsaka
skupina razvijalcev lahko začne svoj projekt in ga shranjuje na lastnih strežnikih. Tako
nad kodo ohranjajo popolno lastnǐstvo in nadzor, saj za to ne potrebujejo dovoljenja
od nikogar. Če želijo lahko repozitorij naredijo javen ter potencialno dobijo zasluženo
prepoznanje in zasluge za svoje delo. Tako si lahko omogočijo tudi izbolǰsave s
povratnimi informacijami, kot je to značilno za odprtokodne projekte [50].
Delovanje
Kot že omenjeno, robotski sistem sestavljajo senzorji, aktuatorji ter procesna enota
(slika 2.4). Robot ima lahko veliko vhodnih in izhodnih naprav, kar pomeni, da je velik
tudi tok podatkov, ki jih mora računalnik obdelati. Rešitev bi lahko implementirali z
enim samim programom, vendar to ne bi bila dobra rešitev, saj bi program verjetno
bil nepregleden, verjetnost za napake pa velika. Druga realizacija rešitve je mogoča z
orodji za medprocesno komunikacijo. Ta omogočajo fragmentacijo enega procesa na
več procesov in posledično paralelizacijo. Primer takšnega orodja je vtičnica (Socket) v
C programskem jeziku. Tudi ta rešitev bi bila neprimerna, saj bi z večanjem robotskega
sistema močno narasla tudi kompleksnost programa [49].
Bolǰso rešitev nudi ROS, ki orodja medprocesne komunikacije postavi v ozadje in tako
omogoči lažje snovanje porazdeljenih sistemov. Rešitev problema je v ROS-u realizirana
tako, da za obdelavo senzorskih podatkov in vodenje aktuatorjev pǐsemo neodvisne
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senzor    2
senzor    1
senzor    n
...
aktuator    2
aktuator   1
aktuator    m
...
PC
Slika 2.4: Shema splošnega robotskega sistema [49].
programe, ki komunicirajo med seboj znotraj ROS-ove komunikacijske arhitekture.
Pri tem se nam ni potrebno ukvarjati s paralelizacijo in sinhronizacijo procesov [49].
Ključne besede v ROS komunikacijski arhitekturi so: vozlǐsče (Node), povezava
(Topic) in sporočilo (Message). Vozlǐsče v ROS-u predstavlja program, ki je smiselno
zaključena celota. To je lahko, na primer branje podatkov iz laserskega bralnika
in transformacija v oblak točk, krmiljenje motorja, ki poganja kolo, odpiranje in
zapiranje robotske roke, lokalizacijski algoritem, ipd. Za namen identifikacije je vozlǐsče
definirano z imenom in je lahko v vlogi oglaševalca, naročnika (v ROS-u, Publisher in
Subscriber) ali v vlogi obeh. Pri določanju vloge vozlǐsča je potrebno definirati tudi tip
sporočila, ki ga vozlǐsče objavlja ali sprejema. Sporočila so lahko klasičnih podatkovni
tipi (Int, Float, String, ipd.), dopuščeno pa nam je tudi oblikovanje lastnih sporočil. Pri
določanju vloge vozlǐsča je poleg tipa sporočila, potrebno poimenovati tudi povezavo
po kateri sporočila oglašujemo ali sprejemamo [50]. Delovanje sistema je razloženo na
naslednjemu primeru.
Na spodnji sliki (slika 2.5) sta prikazani dve vozlǐsči. Ob zagonu ROS sistema, vozlǐsči
najprej komunicirata s programom ROS Master in mu posredujeta vse pomembne
informacije, kot so vloga vozlǐsča, podatkovni tip sporočila, ime povezave, ipd.
Tako ima ob zagonu ROS Master informacije o vseh vozlǐsčih v sistemu. Pogoj za
vzpostavitev komunikacijske povezave med dvema vozlǐsčema, je kombinacija vozlǐsč
oglaševalec-naročnik, ki rokujeta z istim podatkovnim tipom sporočila. Če je pogoj
izpolnjen, ROS Master posreduje informacije vsem relevantnim vozlǐsčem in povezave
se lahko vzpostavijo [49]. Topologijo rezultirajoče strukture lahko opǐsemo kot usmerjen
graf.
Komunikacijska shema oglaševalec-naročnik deluje na principu P2P (Peer-to-peer), kar
robotskemu operacijskemu sistemu daje lastnost porazdeljenega. ROS omogoča tudi
klasično komunikacijsko paradigmo odjemalec/strežnik (Client/Server), kar pomeni,
da je ROS navsezadnje hibriden sistem. V ROS-u to omogočajo tako imenovanimi
storitvami (Service). To so strežniki, ki so namenjeni izvrševanju funkcij izven vozlǐsč.
Tako je omogočeno sinhronizirano sprožanje procedur na daljavo (Remote Procedure
Call - RPC). Za izvajanje funkcij z dolgoročnim ciljem pa so tu še tako imenovane akcije
(Action), ki delujejo na podobnemu principu kot storitve, le da so te asinhrone [49].
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Slika 2.5: Preprosta ROS komunikacijska shema [49].
2.7 Metode strojnega učenja
Področje strojnega učenja se ukvarja z raziskovanjem računalnǐskih algoritmov, ki
se izbolǰsujejo preko izkušenj [51]. Bistvo metod strojnega učenja je izgradnja
matematičnih modelov, ki omogočajo reševanje problemov brez eksplicitnega
programiranja rešitev. Najpomembneǰse oblike strojnega učenja so nadzorovano,
nenadzorovano in vzpodbujevalno učenje [52].
Pri nadzorovanemu učenju (Supervised Learning - SL) ǐsčemo preslikavo f v danem
naboru funkcij, na osnovi množic podatkov x ∈ X in y ∈ Y , ki jim pravimo označeni
učni podatki (Labeled Training Data). Funkcija f preslika vhodne podatke v izhodne,
f : x → y. Dejanske preslikave ne poznamo, zato ǐsčemo aproksimacijo, ki optimalno
preslika vhodne podatke v izhodne v smislu določene kriterijske funkcije. Kriterijska
funkcija predstavlja odstopanje med preslikanimi in med učnimi izhodnimi vzorci in
služi za iskanje primernih parametrov aproksimacijske funkcije. Metode nadzorovanega
učenja srečamo na področju razpoznavanja vzorcev, ko govorimo o razvrščanju in
identifikaciji, ko govorimo o regresiji, oziroma aproksimaciji funkcijskih preslikav.
Uporabljajo se tudi na področju razpoznavanja govora in slik [52].
Nenadzorovano učenje se od nadzorovanega razlikuje po tem, da nimamo definiranega a
priori izhoda, temveč so vsi podatki obravnavani kot vhodni. Tehnike nenadzorovanega
učenja se uporabljajo predvsem pri razvrščanju podatkov v roje. Rezultat
nenadzorovanega učenja je model v obliki porazdelitve podatkov po prostoru problema.
Metoda je uporabna predvsem pri predprocesiranju podatkov, preden uporabimo eno
od metod nadzorovanega učenja. Nenadzorovano učenje je učinkovito tudi v primeru
stiskanja podatkov (Data Compression). Vsi algoritmi stiskanja podatkov, implicitno
ali eksplicitno, temeljijo na verjetnostni porazdelitvi po prostoru, ki ga določajo vhodne
spremenljivke. Področje uporabe nenadzorovanih metod učenja je na splošno pri
uporabi metod identifikacije, rojenju, razvrščanju podatkov, stiskanju podatkov in
filtriranju [52].
Vzpodbujevalno učenje (Reinforcement Learning - RL) temelji na informaciji o
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Teoretične osnove in pregled literature
končnem izidu opazovanega poskusa. Značilen primer te vrste učenja so igre (šah,
karte), kjer ni možno ocenjevati vsake poteze posebej. Glede na končni rezultat igre
(zmaga, poraz, neodločeno) sklepamo o kvaliteti izbrane strategije. Katerikoli primer
nadzorovanega učenja lahko z eliminacijo določene informacije umetno transformiramo
v problem RL. Primer balansiranja palice v navpični legi lahko obravnavamo kot
primer nadzorovanega učenja, če upoštevamo informacijo o napaki med želeno navpično
pozicijo in dejansko pozicijo palice. Na drugi strani pa problem postane problem
vzpodbujevalnega učenja, če pri učenju upoštevamo samo informacijo o temu ali je
bil poskus uspešen ali ne. Seveda je vedno prednost, če uporabimo vso informacijo,
ki je na voljo. Metode vzpodbujevalnega učenja so zanimive na področjih učenja
strategij na dolgi rok, kjer nimamo eksplicitno določenega želenega izhoda in posledično
spremenljive napake v vsakem koraku [52].
Ker sta metodi nadzorovanega in vzpodbujevalnega učenja ključni za reševanje
temeljnega problema magistrske naloge, sta podrobneǰse predstavljeni v naslednjih
podpoglavjih.
2.7.1 Nadzorovano učenje
Nadzorovano učenje predstavlja iskanje funkcije, ki preslika nek vhod v izhod, v skladu
z učnimi podatki. Ker učni podatki nastopajo v paru vhod-izhod, jim pravimo označeni
učni podatki oziroma označena učna množica. Iz istega razloga se tej vrsti strojnega
učenja pravi nadzorovano učenje. SL je najbolj razširjena oblika strojnega učenja, ki
je uporabljena v praksi [53]. SL področje obsega problem klasifikacije in regresije.
Cilj klasifikacije je iskanje funkcije, ki preslika vhode x v izhode y ∈ {1, 2, . . . , C}, kjer
je C število razredov. Pogost primer klasifikacije je opis vhodnih podatkov z dvema
izhodnima stanjema. Za primer si vzemimo delitev pacientov na zdrave in bolne, na
podlagi podatkov, kot so telesna masa, krvni tlak, nivo sladkorja v krvi, ipd. V temu
primeru je C = 2 in klasifikaciji pravimo binarna klasifikacija. Če je C > 2 pa dobimo
večrazredno klasifikacijo. V primeru, da razredi niso medsebojno izključujoči (npr.
oseba je lahko visoka in močna), dobimo klasifikacijo z več oznakami, izhod preslikave
pa ni več skalar, temveč vektor [53].
Problem lahko formuliramo kot iskanje funkcije, ki najbolje aproksimira obravnavan
proces. Recimo, da je f : x → y funkcija nekega procesa. Te funkcije ne poznamo,
na voljo pa imamo učno množico oziroma vhodne x in izhodne podatke y. Cilj
učenja je iskanje aproksimacije funkcije f na podlagi učnih podatkov tako, da velja
f̂ : x→ ŷ. Naš glavni cilj pa je delanje napovedi na vhodih, ki prej še niso bili videni
(generalizacija).
Regresija se od klasifikacije razlikuje v temu, da je izhodna spremenljivka y zvezna. To
pomeni, da za i-ti n-dimenzionalen vhod xi ∈ Rn, obstaja en izhod yi ∈ R [53].
Pogosto uporabljeni algoritmi na področju nadzorovanega učenja so: metoda
podpornih vektorjev, linearna regresija, logistična regresija, naivni Bayesov klasifikator,
diskriminantna analiza, odločitvena drevesa, metoda k-najbližjih sosedov in nevronske
mreže (večnivojski perceptron) [54].
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Umetne nevronske mreže
Recimo, da želimo modelirati neko funkcijo f , ki pri vhodu x = [x1, x2, . . . , xn] vrne
vrednost y. Aproksimacija je mogoča z uporabo nevronske mreže, ki jo prikazuje
slika 2.6. To je splošna struktura nevronske mreže. Vhodna vozlǐsča (črne pike)
tvorijo vhodno plast. Ta na vhoden vektor x nima vpliva in služi le za namen lažjega
razumevanja dimenzije vhoda. Tej plasti sledi skrita plast, ki jo tvori M vozlǐsč -
nevronov. Ta vozlǐsča so opisana s tako imenovanimi aktivacijskimi funkcijami Φi.
Aktivacijske funkcije so obtežene z linearnimi parametri W
(l)
i . Odvisne so od vhodnega
vektorja x ter od nelinearnih parametrov W
(nl)
i . Če želimo modelirati nelinearno
funkcijo, potem morajo biti aktivacijske funkcije nujno nelinearne [52]. Vozlǐsče na
izhodu je izhodni nevron in predstavlja izhodno plast.
Izhod modela ŷ, ki aproksimira f lahko zapǐsemo kot obteženo vsoto M aktivacijskih
funkcij [52]:
ŷ =
M∑︂
i=1
W
(l)
i Φi(x,W
(nl)
i ). (2.9)
Izhodni nevron je običajno le linearna kombinacija nevronov skritega nivoja, ki ima po
možnosti dodano utež w
(l)
0 , ki se imenuje prag (Bias). Ta v model vnaša enosmerno
komponento [52].
Najbolj razširjena arhitektura nevronskih mrež je večnivojski perceptron (Multilayer
Perceptron - MLP). Večnivojski perceptron je najbolj znana in uporabna arhitektura
umetne nevronske mreže. Mnogokrat je tudi sinonim za umetno nevronsko mrežo [52].
Nevron večnivojskega perceptrona
Na sliki 2.7 je prikazan osnovni gradnik nevronske mreže - nevron. Delovanje nevrona
lahko predstavimo v dveh delih. Najprej je izvedena linearna konstrukcija vhodnega
vektorja x na vektor nelinearnih uteži W
(nl)
i = [wi1, wi2, . . . , win]. Tako dobimo x
′
i =
x1wi1 + x2wi2 + . . . + xnwin. Temu sledi preslikava x
′
i preko nelinearne aktivacijske
funkcije Φ(x) [52].
Na voljo je mnogo aktivacijskih funkcij, izbira teh pa je pogojena z namenom nevronske
mreže (klasifikacija, regresija). Izhod aktivacijskih funkcij je običajno omejen. Tako je
v primeru sigmoide Φ(x) = 1/(1 + e−x) in hiperboličnega tangensa Φ(x) = tanh(x) =
(1− e−2x)/(1 + e−2x).
Učenje večnivojskega perceptrona
Učenje perceptrona je optimizacijski problem, pri kateremu ǐsčemo optimalne uteži
(linearne in nelinearne) W nevronske mreže tako, da je izhod aproksimatorja ŷ čimbolj
blizu pravemu izhodu y pri vhodu x (enačbi 2.11 in 2.12). Za reševanje optimizacijskega
problema je uporabljena metoda gradientnega spusta (Gradient Descent). Uteži so
sprva naključno inicializirane, potem pa se sledi iterativen izračun posodobitev, v
kateremu k predstavlja korak iteracije [52].
Wk+1 = Wk − η
∂Lk(Wk)
∂Wk
(2.10)
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Slika 2.6: Splošna arhitektura nevronske mreže [52].
Slika 2.7: Skriti nevron MLP [52].
V zgornji enačbi η predstavlja učno konstanto in odraža velikost koraka pri iskanju
optimuma. Za potrebe dobre konvergence je zaželena majhna vrednost. Lk predstavlja
optimirano kriterijsko funkcijo, ki je običajno definirana kot [52]:
Lk(Wk) = (yk − ŷk(Wk))2 (2.11)
za sprotno adaptacijo, oziroma
Lk(Wk) =
m∑︂
i=1
(yi − ŷi(Wk))2 (2.12)
za adaptacijo po celotni množici podatkov (Batch Adaptation) z velikostjo m.
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Enačba za posodabljanje uteži (enačba 2.10) zahteva odvod kriterijske funkcije in
implicitno izhod modela, ki z večjim številom skritih plasti postane precej kompleksen.
Odvode modela in posodabljanje uteži rešuje algoritem, ki se imenuje algoritem
vzvratnega učenja (Backpropagation) [52].
Bistvo procesa učenja je iskanje optimalnih uteži nevronske mreže. To so tiste uteži,
pri katerih je kvadranta napaka med izhodom modela ŷ in izhodom modelirane funkcije
y najmanǰsa, če je x obravnavani vhod.
2.7.2 Vzpodbujevalno učenje
Ko govorimo o naravi učenja, najprej pomislimo na učenje preko interakcije z okoljem.
Slednje je opazno, na primer pri dojenčkih, ko se učijo osnovnih motoričnih sposobnosti
kot je prijemanje, sedenje, stanje in hoja. To storijo brez eksplicitnega učitelja, zgolj
z neposredno senzimotorično povezavo z okoljem. Postopno izvrševanje teh interakcij
proizvede obilo informacij o vzrokih in posledicah, o učinkih akcij, oziroma o dejanjih
potrebnih za doseganje cilja. Za celotno časovno obdobje življenja so te interakcije
nedvomno glaven vir znanja o našem okolju in o nas. Učenje preko interakcij je temeljna
ideja, na kateri so osnovane skoraj vse teorije učenja in inteligence [55].
Problemi vzpodbujevalnega učenja obsegajo učenje, povezovanje stanja okolja z
akcijami tako, da učenec ali tako imenovani agent, za primerne akcije kopiči numerične
nagrade oziroma kazni v primeru napak. Te probleme si lahko predstavljamo kot
zaprtozančne, saj dejanja agenta vplivajo na njegova kasneǰsa opažanja. Poleg tega
agentu ni rečeno katere akcije naj izbira, temveč mora s poskušanjem sam ugotoviti
katere akcije ga privedejo do največje nagrade. Omenjene tri lastnosti - zaprtozančnost,
odsotnost neposrednih navodil za izbiro akcij in relevantnost akcij, ki je izražena kot
funkcija dolgoročno akumulirane nagrade - so najpomembneǰse razpoznavne lastnosti
vzpodbujevalnega učenja [55].
Eden od izzivov, ki se pojavi v RL je kompromis med izkorǐsčanjem in med
raziskovanjem (Exploitation-Exploration Trade-off ). Da agent pride do čim večje
nagrade mora biti naklonjen k akcijam, ki jih je v preteklosti spoznal za donosne.
Do takšnih akcij lahko pride le s poskušanjem prej neizbranih akcij. Za uspešno
delovanje mora agent torej izkorǐsčati znane akcije in raziskovati neznane zato, da
se lahko v prihodnosti bolǰse odloča in posledično kopiči večje nagrade. Izključno
izkorǐsčanje oziroma raziskovanje je nezadostno. Agent mora namreč preizkusiti vrsto
akcij ter progresivno dajati prednost tistim, ki se izkažejo za bolǰse. Pri reševanju
stohastične naloge, mora agent vsako akcijo izbrati večkrat tako, da dobi zanesljivo
oceno pričakovane nagrade [55].
Pomembno je omeniti, da agent in njegovo okolje ponavadi ne sovpadata s tem kar, bi
bilo intuitivno smiselno. Agent ni nujno celoten robot oziroma organizem in okolje ni
nujno vse kar je njegovi okolici. Na primer, robotova baterija je del agenta v fizičnemu
smislu. V informativnemu smislu pa baterija oziroma njeno stanje predstavlja del
agentove okolice [55].
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Elementi vzpodbujevalnega učenja
Poleg osnovnih konceptov agenta in okolja, lahko omenimo še glavne podelemente RL
sistema, in sicer strategijo, nagrado, korist oziroma vrednost ter model okolja.
Strategija definira obnašanje učnega agenta v danemu časovnemu trenutku. Grobo
rečeno, strategija predstavlja preslikavo opaznega stanja okolja v akcije, ki jih je
smiselno izbrati v danem stanju. V nekaterih primerih so strategije lahko preproste
funkcije ali vpogledne tabele (Lookup Table), v drugih pa lahko zahtevajo obsežno
računanje, kot ga zahteva iskalni proces. Strategija je jedro vzpodbujevalnega učenja
v smislu, da je zadostna za določitev agentovega obnašanja. Strategije so v splošnem
lahko stohastične [55].
Nagrada je signal s katerim je definiran cilj RL problema. V vsakemu časovnemu koraku
oziroma iteraciji RL algoritma, okolje agentu pošlje eno število - nagrado. Agentova
temeljna naloga je kopičenje čim večje količine le-te. Signal nagrade določa dobre in
slabe učinke agenta. Nagrada, ki jo agent dobi v določenemu časovnemu koraku, je
preslikava trenutnega stanja okolja in trenutne akcije v eno numerično vrednost. Agent
nanjo neposredno vpliva preko akcij, posredno pa preko spreminjajočega se stanja
okolja. Nagrada je primarna osnova za spreminjanje strategije. V splošnem je funkcija
nagrade lahko stohastična [55].
Nagrada nakazuje na to kaj je dobro v takoǰsnjem smislu, korist pa določa kaj je
dobro na dolgi rok. Grobo rečeno, korist oziroma vrednost stanja, predstavlja skupno
količino nagrade, ki jo agent lahko pričakuje v prihodnosti, če izhaja iz tega stanja.
Korist predstavlja dolgoročno zaželenost stanj tako, da upošteva stanja in pripadajoče
nagrade, ki najverjetneje sledijo. Na primer, stanje lahko vedno rezultira v nizki
takoǰsnji nagradi, ampak ima visoko korist, ker mu sledijo stanja, ki rezultirajo v
visoki nagradi. Koristi na nek način predstavlja napovedni model nagrad [55].
Pomembno je omeniti, da izbira akcij temelji na presoji koristi in ne na nagradah.
Zanimajo nas stanja, ki so povezana z največjo koristjo, saj te akcije prinašajo največjo
nagrado na dolgi rok. Na žalost pa je določanje koristi mnogo težje od določanja
nagrad. Nagrade so neposreden odziv okolja, koristi pa je potrebno oceniti in ponovno
oceniti preko sekvenc opažanj, ki jih agent napravi v celotnemu življenjskemu obdobju.
Najpomembneǰsa komponenta celotnega vzpodbujevalnega učenja je iskanje metode, s
katero je mogoče učinkovito ocenjevanje koristi [55].
Četrta in zadnja komponenta RL je model okolja. Model okolja je preslikava, ki
povezuje trenutno stanje okolja in akcijo, z verjetnostjo naslednjega stanja ter nagrado.
Model okolja služi planiranju oziroma predvidevanju akcij tako, da upoštevamo
prihodnje situacije preden jih udejanjimo. Ločimo RL metode, ki temeljijo na modelih
in preprosteǰse metode, ki temeljijo na učenju s poskušanjem [55].
Odločitveni proces Markova
Vzpodbujevalno učenje torej nudi okvir za reševanje problemov, znotraj katerega učilni
agent z akcijami vpliva na okolje. Cilji naloge so določeni implicitno preko nagrade, ki
jo agent skuša maksimirati.
Bolj specifično, agent vpliva na okolje v diskretnih časovnih korakih, t = 0, 1, 2, 3, . . ..
V vsakem koraku prejme neko upodobitev stanja okolja St ∈ S, kjer S predstavlja
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množico možnih stanj. Agent na osnovi stanja izbere akcijo At ∈ A(St), kjer A(St)
predstavlja množico možnih akcij v stanju St. En časovni korak kasneje, agent za svoje
akcije dobi številčno nagrado Rt+1 ∈ R ⊂ R. Agent je zdaj v novemu stanju St+1.
Shema je predstavljena na spodnji sliki (slika 2.8) [56].
V vsakem časovnem koraku agent napravi preslikavo iz stanj v verjetnosti izbire
posameznih akcij. Ta preslikava je strategija, ki jo označuje πt, kjer je πt(a|s) verjetnost,
da je At = a, če je St = s. RL metode navajajo način spremembe strategije preko
agentovih izkušenj [55].
Agentov cilj je torej kopičenje kumulativne nagrade na dolgi rok. Po časovnih korakih
t = 1, 2, 3, . . . agent dobi posamezne nagrade Rt+1, Rt+2, Rt+3, . . .. Kumulativna
nagrada Gt v časovnem koraku t pa je definirana kot [55]:
Gt = Rt+1 + γRt+2 + γ
2Rt+3 + · · · =
∞∑︂
k=0
γkRt+k+1. (2.13)
V zgornjemu izrazu se parameter γ ∈ [0, 1] imenuje popust. S faktorjem popusta
se določa pomembnost prihodnjih nagrad. Nagrada, ki jo agent dobi k korakov v
prihodnosti je za faktor 1 − γk−1 manǰsa, kot če bila pridobljena takoj. Če je γ blizu
nič pomeni, da agent bolj ceni takoǰsnjo nagrado in obratno [55].
Agent
Okolje
At
Rt+1
RtSt
St+1
akcijanagradastanje
Slika 2.8: Interakcija agenta z okoljem v vzpodbujevalnem učenju [55].
V shemi RL je zaželeno, da informacija o stanju kompaktno popǐse vsa temu predhodna
stanja tako, da se ohranijo vse pomembne informacije. Takemu signalu pravimo, da
ima lastnost Markova. Signal z lastnostjo Markova predstavlja neodvisnost trenutnega
stanja od poti oziroma zgodovine. Za signal stanja, ki nima lastnosti Markova velja [55]:
Pr{Rt+1 = r, St+1 = s′ | S0, A0, R1, . . . , St−1, At−1, Rt, St, At}. (2.14)
To pomeni, da sta naslednje stanje s′ in nagrada r, pogojena z vrednostmi vseh
preǰsnjih dogodkov S0, A0, R1, . . . , St−1, At−1, Rt, St, At. Signal z lastnostjo Markova pa
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je odvisen le od stanja v preǰsnjem časovnem koraku in ustreza naslednji specifikaciji
[55]:
p(s′, r | s, a) = Pr{Rt+1 = r, St+1 = s′ | St, At}. (2.15)
Problem vzpodbujevalnega učenja, ki ima lastnost Markova se imenuje odločitveni
proces Markova (OPM). Če je prostor stanj in akcij končen, pravimo, da gre za končen
odločitveni proces Markova (KOPM). Če problem ustreza zgornji specifikaciji (enačba
2.15), potem je mogoče izračunati vse, kar je pomembnega v okolju. To je pričakovana
nagrada za par stanje-akcija [55]:
r(s, a) = E[Rt+1 | St = s, At = a] =
∑︂
r∈R
r
∑︂
s′∈S
p(s′, r | s, a), (2.16)
model prehoda med stanji
p(s′ | s, a) = Pr{St+1 = s′ | St = s, At = a} =
∑︂
r∈R
p(s′, r | s, a), (2.17)
in pričakovana nagrada za trojico stanje-akcija-naslednje stanje
r(s, a, s′) = E[Rt+1 | St = s, At = a, St+1 = s′] =
∑︁
r∈R r p(s
′, r | s, a)
p(s′ | s, a)
. (2.18)
Skoraj vsi RL algoritmi vključujejo ocenjevanje funkcije koristi. S to funkcijo je mogoča
ocena kvalitete določenih stanj za agenta. Kvaliteta je ocenjena na podlagi pričakovane
nagrade. Funkcija koristi v stanju s, ob upoštevanju strategije π, je označena kot vπ(s)
in je za OPM definirana kot [55]:
vπ(s) = Eπ[Gt | St = s] = Eπ
[︄
∞∑︂
k=0
γkRt+k+1 | St = s
]︄
, (2.19)
kjer Eπ[·] predstavlja pričakovano vrednost naključne spremenljivke, če agent upošteva
strategijo π. Funkcijo koristi je v praksi mogoče oceniti preko izkušenj, to je s
shranjevanjem vrednosti ali kot aproksimator v obliki parametrizirane funkcije za
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sisteme z mnogo stanji. Pomembna lastnost funkcij koristi je, da ustrezajo sledeči
rekurzivni zvezi [55].
vπ(s) = Eπ[Gt | St = s]
= Eπ
[︄
∞∑︂
k=0
γkRt+k+1 | St = s
]︄
= Eπ
[︄
Rt+1 + γ
∞∑︂
k=0
γkRt+k+2 | St = s
]︄
=
∑︂
a
π(a|s)
∑︂
s′
∑︂
r
p(s′, r | s, a)
[︄
r + γEπ
[︄
∞∑︂
k=0
γkRt+k+2 | St = s′
]︄]︄
=
∑︂
a
π(a|s)
∑︂
s′,r
p(s′, r | s, a)[r + γvπ(s′)]
(2.20)
Dobljena enačba se imenuje Bellmanova enačba koristi. Ta enačba izraža zvezo med
koristjo stanja in koristjo stanj, ki sledijo obravnavanemu. Povedano drugače, ta enačba
povpreči koristi vseh možnosti, kjer je vsaka obtežena z verjetnostjo svoje pojavitve.
Bellmanova enačba predstavlja nujen pogoj optimalnosti v smislu metode matematične
optimizacije, ki se imenuje dinamično programiranje. S to enačbo je mogoča razčlenitev
problema dinamične optimizacije v zaporedje preprosteǰsih podproblemov [57].
Reševanje problema vzpodbujevalnega učenja v grobem pomeni iskanje strategije, s
katero je mogoče nakopičiti veliko dolgoročne nagrade. Ena ali več strategij je vedno
bolǰsih od vseh ostalih. Imenujejo se optimalne strategije, ki jih označujemo s π∗. Te
si delijo isto funkcijo koristi stanja s, ki ji pravimo optimalna korist. To označujemo z
v∗(s). Ta je definirana kot [55]:
v∗(s) = max
π
vπ(s), ∀s ∈ S. (2.21)
Optimalne strategije si delijo tudi isto funkcijo koristi stanja s pri akciji a. Definirana
je kot:
q∗(s, a) = max
π
qπ(s, a), ∀s ∈ S, ∀a ∈ A(s). (2.22)
Ta funkcija informira o pričakovani nagradi, če v stanju s izberemo akcijo a, ob
upoštevanju optimalne strategije π∗ [55].
Ker sta v∗ in q∗ funkciji za strategije, morata zagotoviti pogoj Bellmanove enačbe
za vrednost stanj. Ti dve funkciji se nanašata na optimalne strategije, zato splošna
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Bellmanova enačba (enačba 2.19) dobi specifično obliko za v∗ in q∗. Dobljeni enačbi se
imenujeta Bellmanovi enačbi optimalnosti. Definirani sta kot [55]:
v∗(s) = max
a
E[Rt+1 + γv∗(St+1) | St = s, At = a]
= max
a
∑︂
s′,r
p(s′, r | s, a)[r + γv∗(s′)] (2.23)
in
q∗(s, a) = E[Rt+1 + γmax
a′
q∗(St+1, a
′) | St = s, At = a]
=
∑︂
s′,r
p(s′, r | s, a)[r + γmax
a′
q∗(s
′, a′)].
(2.24)
To velja za vse s ∈ S, a ∈ A(s) in s′ ∈ S+.
Dinamično programiranje
Têrmin dinamično programiranje označuje skupino algoritmov, s katerimi je mogoče
izračunati optimalne strategije v popolnemu modelu odločitvenega procesa Markova.
Dinamično programiranje predstavlja rešitev na RL problem. Klasični algoritmi
dinamičnega programiranja so le delno koristni zaradi predpostavke popolnega modela
OPM ter zaradi velike računske zahtevnosti. Še vedno pa služijo kot dobra teoretična
osnova za bolj kompleksne RL algoritme.
Najbolj znana algoritma s področja dinamičnega programiranja sta iteracija vrednosti
in iteracija koristi.
Monte Carlo metode
Za razliko od dinamičnega programiranja, Monte Carlo metode ne predpostavljajo
popolnega modela okolja in za delovanje zahtevajo le izkušnje. To so vzorci, zaporedja
preteklih stanj, akcij in nagrad, ki so pridobljena preko interakcij z dejanskim okoljem
ali preko interakcij s simuliranim okoljem. Te metode so zanimive, ker agent nima
predhodnega znanja o dinamiki okolja, a se vseeno nauči optimalnega vedenja.
Učenje na osnovi časovnih razlik
Učenje na osnovi časovnih razlik (Temporal-Difference Learning) združuje elemente
Monte Carlo metod in elemente dinamičnega programiranja. Te metode ne potrebujejo
modela okolja. Za iskanje optimalnih strategij se zanašajo na koncept izkušenj. Tako
kot to velja za dinamično programiranje, metode na osnovi časovnih razlik posodabljajo
ocene na osnovi prej ugotovljenih ocen. Učenje v splošnem poteka tako, da agent izvrši
akcijo v nekem stanju in oceni njene posledice na podlagi takoǰsnje nagrade ter na
podlagi ocene stanja, v kateremu se zdaj nahaja. S preizkušanjem vseh akcij, v vseh
stanjih se na podlagi dolgoročne popuščene nagrade nauči optimalnega vedenja [58].
Najbolj znana algoritma s tega področja sta SARSA (State-Action-Reward-State-
Action) in Q-učenje.
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3 Metodologija raziskave
V naslednjih podpoglavij so predstavljena vsa orodja, ki so bila uporabljena pri
reševanju problema. Podrobneje je predstavljen problem dodeljevanja naročil in
princip delovanja razvitega algoritma, vključno z delovanjem agentovega algoritma.
V zaključku poglavja je predstavljena tudi postavitev eksperimenta.
3.1 Simulacijsko okolje
Razvoj algoritma za dodeljevanje transportnih naročil se je vršil z ROS vmesno opremo.
Robotski operacijski sistem je v popolnosti podprt na operacijskemu sistemu Linux
in poskusno na operacijskih sistemih Windows ter MacOS. V nalogi je uporabljena
različica ROS Kinetic Kame, ki je podprta na Linuxovi distribuciji Ubuntu 16.04 -
Xenial. Trenutno je to priporočena različica ROS-a z dolgoročno podporo [59].
V poglavju 2.6.1 je predstavljeno ozadje ROS sistema. Poleg predstavljenih
funkcionalnosti, ROS omogoča povezavo s simulacijskimi orodji. Ta so zelo uporabna,
ko imamo na področju robotike opravka z raziskovalno-razvojnimi nalogami.
Slika 3.1: Vozilo v simulatorju Gazebo.
Prvo tako orodje je simulacijsko okolje Gazebo (slika 3.1). Gazebo je odprtokodni
robotski simulator, ki nudi simulacijo fizike (Open Dynamics Engine in Bullet) ter
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3D izris grafike, vključno s senčenjem in odboji, ki so nujni za realističen prikaz
okolja. Dober 3D izris je pomemben pri simulaciji zaznave s kamero ter s 3D laserskim
bralnikom. Poleg razvoja okolja, Gazebo nudi tudi razvoj simuliranih robotov z vsemi
pomembnimi podsistemi kot so ohǐsje, motorji in senzorji. Te so opisani z vsemi nujnimi
fizikalnimi lastnostmi kot so dimenzije, mase, teksture, momenti, masni vztrajnostni
momenti, ipd. [59].
H Gazebu pripada komplementaren ROS paket, ki se imenuje Rviz. Rviz je paket za 3D
vizualizacijo vseh pomembnih informacij, s katerimi rokujejo roboti. Bolj točno, Rviz
nudi priklop na ROS komunikacijske povezave (Topic) in prikaz sporočil (Message) v
človeku bolj razumljivi obliki. Na primer, prikaz sporočil oblaka točk, ki ga ustvari
3D laserski bralnik (slika 3.2). Na sliki lahko opazimo tudi koordinatno izhodǐsče
robotovega ohǐsja ter karto s cenami, na kateri so s temno barvo označene ovire.
Alternativen način prikaza bi bil tekstovni izpis v Linux terminalu tako kot to narekuje
Unixov vidik ROS razvojne filozofije. Robotski operacijski sistem v kombinaciji z
Rvizom ter Gazebom predstavlja eno od glavnih razvojnih orodij uporabljenih v nalogi
[59].
Slika 3.2: Primer prikaza v Rvizu.
3.2 Razvojna orodja
V naslednjih podpoglavjih so predstavljena vsa programerska orodja. Ta orodja
predstavljajo temelje za razvoj in delovanje algoritma za dodeljevanje naročil.
3.2.1 Python in rospy
Razvoj algoritma se je vršil v programskem jeziku Python, ki je v ROS-u podprt preko
odjemalne knjižnice (Client Library) rospy. Python je interpretiran, visokonivojski
in splošnonamenski programski jezik, ki ga je ustvaril nizozemski programer Guido
van Rossum v poznih osemdesetih letih dvajsetega stoletja. Ta programski jezik
nudi objektno orientirano programiranje. Python programi so prenosljivi na vse
relevantne operacijske sisteme (Linux, Windows in macOS). Njegova največja prednost
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je enostavnost. Python nudi dostop do velikega števila najrazličneǰsih knjižnic, kar ga
v kombinacij s preprosto sintakso naredi primernega za prototipiranje kompleksneǰsih
programskih konceptov [60].
Interakcija Python programov z ROS-om se torej vrši preko knjižnice rospy. Rospy
je odjemalen API (Aplication Programming Interface), ki omogoča hitro povezavo z
ROS vozlǐsči, povezavami in parametri. Rospy daje prednost hitrosti implementacije
pred učinkovitostjo delovanja med izvajanjem programa. Tako je omogočeno hitro in
enostavno prototipiranje in testiranje algoritmov v ROS-u [59].
3.2.2 OpenAI Gym
Gym je skupek orodij za razvoj in medsebojno primerjavo algoritmov vzpodbujevalnega
učenja. Gym je razvil komercialen laboratorij za raziskavo umetne inteligence OpenAI.
Modul je od poletja 2017 na voljo v programskem jeziku Python [61]. Bistvo Gyma
je poenostavitev in posplošitev postopka razvoja okolij za vzpodbujevalno učenje.
Omenjeni modul nudi obstoječa okolja, ki obravnavajo dobro znane probleme tehnične
kibernetike, kot je na primer okolje za navpično izravnavo nihala (Inverted Pendulum).
Poleg obstoječih okolij, Gym nudi možnost izgradnje lastnih. Za naš primer je to
glavna prednost. Druga močna plat knjižnice je, da ne predpisuje strukture agenta za
reševanje problemov, temveč razvoj v popolnosti prepušča uporabniku. To pomeni, da
je združljiva z vsemi pomembnimi knjižnicami kot sta Tensorflow in Theano [62].
Kot je predstavljeno v poglavju 2.7, pri vzpodbujevalnemu učenju poznamo dva
bistvena koncepta, in sicer agenta ter okolje agenta. Agent v okolju izvršuje akcije,
okolje pa agentu odgovarja z opažanji oziroma novimi stanji ter z nagradami. Jedro
Gym vmesnika je Python razred Env, ki predstavlja posplošen okoljski vmesnik.
Razred Env tvorijo naslednje ključne metode:
– reset(self) - Služi za ponastavitev stanja okolja. Metoda vrne začetno opažanje.
– step(self, action) - Nad okoljem se izvrši akcija in okolje napreduje za en časovni
korak. Metoda vrne opažanje novega stanja, nagrado, zastavico, ki označuje
zaključek epizode ter poljubne dodatne informacije.
– render(self) - V primeru, da okolje izrisujemo se metoda uporablja za izris nove slike
animacije.
Delovanje je predstavljeno z zaporedjem naslednjih korakov. Ob zagonu algoritma se
izvrši metoda za ponastavitev okolja - reset. Ta okolje postavi v prvotno stanje in vrne
opažanje začetnega stanja. Prvo opažanje se posreduje vmesniku agenta. Ta v skladu
z lastno zasnovo odgovori s prvo akcijo in jo kot argument posreduje metodi step. V tej
metodi se izvajajo vsi preračuni, ki akcijo preslikajo v novo stanje okolja. Poleg tega
se akcijo tudi nagradi oziroma kaznuje glede na dosežen učinek, ki ga predstavlja novo
stanje. Metoda agentu vrne opažanje novega stanja in nagrado, ki predstavlja osnovo
za iskanje bolǰse strategije skozi proces učenja. Postopek se ponavlja dokler zastavici
za zaključek epizode ne pripǐsemo logične vrednosti ena. Pogoj za zaključek epizode je
odvisen od narave problema, zato mora o njem presoditi razvijalec sam.
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3.2.3 Keras-RL
Keras-RL je Python knjižnica za implementacijo najsodobneǰsih algoritmov
vzpodbujevalnega učenja. Omenjeni modul je v popolnosti integriran s knjižnico za
globoko učenje Keras. Poleg tega je v popolnosti povezljiv s knjižnico OpenAI Gym
in predstavlja primerno orodje za razvoj vmesnika za agente. Keras-RL omogoča
tudi lastne razširitve. Za razvoj agentov se lahko uporabi vgrajena orodja ali pa
tista, ki jih definira razvijalec. Razvoj lastnih okolij je dokaj enostaven, saj obsega le
razširitve nekaterih obstoječih Python razredov. Keras-RL podpira sledeče algoritme
vzpodbujevalnega učenja: DQN (Deep Q-Learning), DDPG (Deep Deterministic Policy
Gradient), NAF (Continous Deep Q-Learning), CEM (Cross-Entropy Method) in
SARSA (State-Action-Reward-State-Action) [63]. Opažanja okolja in akcije so lahko
predstavljene kot diskretne ali kontinuirane vrednosti. Algoritmi, katerih akcije so
kontinuirane nudijo akcije, ki so lahko skalar ali vektor. Spodnja tabela prikazuje
algoritme ter pripadajoče oblike opažanj in akcij.
Preglednica 3.1: Oblika opažanj in akcij algoritmov knjižnice Keras-RL [63].
Ime algoritma Vrsta opažanja Vrsta akcije
DQN kontinuirano ali diskretno diskretna
DDPG kontinuirano ali diskretno kontinuirana
NAF kontinuirano ali diskretno kontinuirana
CEM kontinuirano ali diskretno diskretna
SARSA kontinuirano ali diskretno diskretna
Keras je odprtokoden API za globoko učenje, ki je napisan v programskem jeziku
Python. Keras deluje na Tensorflow platformi za strojno učenje. Keras je
visokonivojsko orodje namenjeno preizkušanju konceptov in hitremu eksperimentiranju,
medtem ko je Tensorflow nižjenivojsko orodje namenjeno končni implementaciji. Keras
podpira programski jezik Python in je namenjen za razvoj algoritmov za nadzorovano
učenje [64].
Tensorflow (TF) je odprtokodna knjižnica za obdelavo toka podatkov in diferenciabilno
programiranje (Differentiable Programming) preko vrste nalog. TF je knjižnica za
simbolično matematiko, najbolj znan pa je kot razvojno orodje aplikacij za strojno
učenje. Knjižnica je bila razvita leta 2015 razvojni ekipi Google Brain, ki se v glavnem
ukvarja z razvojem in raziskovanjem področja umetne inteligence. TF je podprt v
programskih jezikih Python in C++ [65].
3.3 Model agenta
Iz nabora RL algoritmov, ki jih nudi Keras-RL (preglednica 3.1) je bil izbran algoritem
globokega Q-učenja (DQN). Omenjeni algoritem je bil izbran, ker je pri iskanju
optimalne strategije dokaj hitro konvergiral in pri temu konsistentno dosegal visoke
nagrade posameznih epizod učenja. Za bolǰse razumevanje algoritma DQN bi bilo
najprej smiselno predstaviti njegovega predhodnika - Q-učenje.
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3.3.1 Q-učenje
Q-učenje je RL algoritem s področja algoritmov, ki delujejo na osnovi časovnih razlik.
Tega je leta 1989 predstavil Chris Watkins. Algoritem Q-učenja ne potrebuje modela
okolja in je primeren tudi za probleme s stohastičnimi prehodi med stanji ter nagradami
[58]. Q-učenje za vsak končen odločitveni proces Markova (KOPM) najde optimalno
strategijo v smislu maksimizacije pričakovane vrednosti kumulativne nagrade vseh
stanj, ki sledijo trenutnemu. Če algoritmu Q-učenja omogočimo neskončen čas za
učenje z delno stohastično funkcijo strategije, potem Q-učenje za vsak KOPM prepozna
optimalno strategijo za izbiro akcij [66].
Q-učenje je algoritem, ki temelji na iteraciji koristi. To pomeni, da se skozi proces
učenja posodablja Bellmanova enačbo koristi. Na drugi strani so namreč RL algoritmi,
ki za iskanje optimalne strategije nadgrajujejo strategijo. Pri iskanju optimalne
strategije, Q-učenje deluje stran od strategije (Off-Policy Learner), kar pomeni, da
strategijo najde neodvisno od izbranih akcij. Povedano drugače, algoritmi, ki delujejo
stran od strategije razlikujejo strategijo za izbiro akcije ter ciljno, iskano strategijo.
Skozi postopek učenja nadgrajujejo le ciljno strategijo.
Kot je predstavljeno v poglavju 2.7.2, agent rešuje problem v okolju, ki ima lastnost
Markova. V koraku t se nahaja v stanju St ∈ S, v kateremu izbere akcijo At ∈ A(St).
Stanje okolja se spremeni v St+1, za izbrano akcijo pa dobi verjetnostno nagrado Rt+1 ∈
R. Agentova naloga je iskanje optimalne strategije π∗, pri kateri dobi največjo možno
popuščeno pričakovano nagrado. Vrednost oziroma korist stanja St pri strategiji π nam
podaja enačba 2.19. Vrednost stanja St ob izbiri akcije At pa enačba 2.20. Teorija
dinamičnega programiranja nam pravi, da obstaja vsaj ena optimalna strategija π∗
tako, da velja zveza 2.23 in 2.24 [67]. Teorija dinamičnega programiranja nudi vrsto
metod za izračun ocen koristi in ene optimalne strategije, če poznamo pričakovane
vrednosti nagrade in model prehoda med stanji. V primeru Q-učenja je agentova
naloga iskanje π∗ brez začetnega poznavanja teh vrednosti. Zaradi koračne narave
iskanja optimalne strategije, Watkins Q-učenje označi kot inkrementalno dinamično
programiranje [58].
Enokoračno Q-učenje je definirano kot:
Q(St, At)← Q(St, At) + α
[︂
Rt+1 + γmax
a
Q(St+1, a)−Q(St, At)
]︂
, (3.1)
kjer faktor α predstavlja učno konstanto oziroma velikost koraka. Korist stanja St
pri akciji At, Q-vrednost ali kvaliteta (Quality) predstavlja pričakovano popuščeno
nagrado za izvršitev akcije At v stanju St ob upoštevanju strategije π. V tem primeru
naučena funkcija Q direktno aproksimira optimalno funkcijo kvalitete q∗. Tukaj ima
strategija vlogo izbire parov akcija-stanje, katerih Q-vrednosti je potrebno nadgraditi.
Za pravilno konvergenco algoritma je potrebno le stalno posodabljanje vrednosti parov
akcija-stanje [55].
Algoritem Q-učenja
Delovanje algoritma (algoritem 2) je sledeče. Ob zagonu se poljubno inicializira tabela
Q-vrednosti za vsa stanja in akcije. Agent kopiči izkušnje preko zaporedja epizod,
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katerih število je stvar dogovora. Za vsako epizodo se inicializira stanje S. Znotraj
vsake epizode algoritem koračno napreduje do zadnjega stanja, ki predstavlja zaključek
epizode. V vsakemu koraku algoritma agent izbere akcijo A tako kot jo narekuje
strategija. Strategija je funkcija Q-vrednosti, kar pomeni, da izbira akcije v nekem
stanju temelji na Q-vrednost iz tabele. V začetnih korakih je za namen preiskovanja
okolja zaželeno, da je strategija bolj raziskovalna (naključne akcije). Kasneje pa je
smiselna bolj izkorǐsčevalna strategija (dobičkonosne akcije). Izbiri akcije sledi izvršitev
akcije in observacija novega stanja ter nagrade. Na osnovi dobljene nagrade sledi
posodobitev Q-vrednosti v skladu z enačbo 3.1. Postopek se ponavlja do konvergence
Q-vrednosti. Takrat dosežemo optimalne Q-vrednosti in problem je rešen.
Inicializacija Q;
Q(s, a) ∈ R poljubno, ∀s ∈ S, ∀a ∈ A;
Q(končno stanje, ·) = 0;
for vsaka epizoda do
Inicializacija S;
repeat za vsak korak epizode
Izberi A iz S preko strategije, ki izhaja iz Q (npr. ϵ-izkorǐsčevalna
strategija);
Izvrši akcijo A, observiraj R, S ′;
Q(S,A)← Q(S,A) + α[R + γmaxa Q(S ′, a)−Q(S,A)];
S ← S ′;
until S je končno stanje;
end
Algoritem 2: Algoritem Q-učenja [55].
3.3.2 Globoko Q-učenje
Z algoritmom Q-učenja je možno rešiti marsikateri problem vzpodbujevalnega učenja.
Potrebno pa je omeniti, da ima klasično Q-učenje eno veliko omejitev, in sicer pri
reševanju problemov, ki imajo veliko stanj in akcij. Recimo, da ima problem n možnih
stanj in m možnih akcij. Tabela, ki hrani Q-vrednosti ima velikost n ·m (slika 3.3). Pri
reševanju obsežnih problemov se lahko pojavijo problemi z računalnǐskim spominom.
Močno pa se lahko podalǰsa postopek dopolnjevanja le-te.
Leta 2013 so V. Mnih in sodelavci iz raziskovalnega laboratorija DeepMind Technologies
predlagali rešitev v obliki algoritma globokega Q-učenja. Algoritem so uporabili
za razvoj agenta, katerega namen je igranje ATARI 2600 iger [68]. V predlagani
rešitvi problem Q-table odpravijo z uporabo nelinearnega funkcijskega aproksimatorja
v obliki globoke nevronske mreže (Deep Neural Network - DNN), ki je uporabljena za
aproksimacijo Q-funkcije (slika 3.3).
Bistvo klasičnega Q-učenja je iterativen izračun (enačba 3.1) vrednosti akcije v
določenemu stanju v skladu z Bellmanovo enačbo. Ta iterativen izračun konvergira
z neskončnim številom iteracij [55]. Izračun je v praksi nepraktičen, saj se brez
generalizacij ponavlja za vsako epizodo. Mnih zato predlaga uporabo funkcijskega
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Slika 3.3: Tabela Q-vrednosti pri klasičnemu Q-učenju in aproksimacija Q-funkcije z
DNN pri globokemu Q-učenju.
aproksimatorja za oceno Q-funkcije, Q(s, a;W) ≈ Q∗(s, a). Ta aproksimator je
nevronska mreža oziroma večnivojski perceptron (poglavje 2.7.1) z utežmi W. Te
uteži se posodabljajo v skladu s sledečo kriterijsko funkcijo:
Li(Wi) = Es,a∈ρ(·)
[︂(︂
yi −Q(s, a;Wi)
)︂2]︂
(3.2)
V i-ti iteraciji je ciljen izhod yi = Es′∈S [r + γmaxa′ Q(s′, a′;Wi−1)|s, a], ρ(s, a) pa je
verjetnostna porazdelitev, ki naključno vzorči akcije in stanja iz tako imenovanega
zalogovnika spomina (Replay Memory). Avtorji tej porazdelitvi pravijo vedenjska
porazdelitev oziroma strategija. Zalogovnik spomina D hrani izkušnje, ki so
predstavljene kot četverica et = (St, At, Rt, St+1). Te se vanj dodajo v vsaki iteraciji.
Za namen posodabljanja uteži se izkušnje vzorčijo v skupinah fiksne velikosti.
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Prva prednost te metode je večja učinkovitost pri rokovanju s podatki, oziroma to, da
je vsaka izkušnja lahko uporabljena večkrat pri posodabljanju uteži. Druga prednost
pa je v tem, da so vzorci iz spomina naključni in ne zaporedni, kar pomeni, da niso
korelirani. To vpliva na zmanǰsan raztros posodobitev uteži in preprečuje zatikanje v
lokalnih optimumih. Na ta način se zmanǰsuje oscilacije, verjetnost divergence in gladi
postopek učenja [69].
Opazimo lahko tudi to, da se uteži preǰsnje iteracije Wi−1 zadrži za postopek
optimizacije kriterijske funkcije. Za posodobitev uteži potrebujemo gradient kriterijske
funkcije:
∇Li(Wi) = Es,a∈ρ(·);s′∈S
[︂(︂
r + γmax
a′
Q(s′, a′;Wi−1)−Q(s, a;Wi)
)︂
∇Q(s, a;Wi)
]︂
(3.3)
V praksi se namesto eksaktnega izračuna zgornjega izraza uporablja aproksimativen
izračun gradienta z metodami stohastičnega gradientnega spusta. Te so računsko manj
zahtevneǰse.
Potrebno je omeniti, da ta algoritem še vedno deluje brez modela okolja, kar pomeni, da
za učenje neposredno koristi povratne informacije iz okolja brez eksplicitne konstrukcije
le-tega. Poleg tega še vedno deluje stran od strategije, kar pomeni, da se nauči
ciljne, izkorǐsčevalne strategije (Greedy Policy) a = maxa Q(s, a;W) preko vedenjske
porazdelitve, katere naloga je le temeljito preiskovanje okolja problema. V praksi je
vedenjska porazdelitev oziroma strategija dostikrat ϵ-izkorǐsčevalna strategija (ϵ-Greedy
Policy), ki z verjetnostjo 1− ϵ narekuje najbolǰso akcijo ter z verjetnostjo ϵ naključno
akcijo za namene preiskovanja [68].
Algoritem globokega Q-učenja
Začetek algoritma predstavlja inicializacija spomina D na velikost N ter inicializacija
nevronske mreže z naključnimi utežmi W. Temu sledi postopek učenja preko poljubno
izbranega števila epizod. Vsaka od teh se začne z inicializacijo začetnega stanja
S. Tej sledi izbira akcije A z ϵ-izkorǐsčevalno strategijo, ki z verjetnostjo ϵ izbere
najbolǰso Q-vrednost, ki jo na dano stanje S vrne nevronska mreža Q(S,A;W) s katero
aproksimiramo Q-funkcijo. Izbiri sledi izvršitev akcije in observacija novega stanja S ′.
Zdaj se akcijo vrednosti z nagrado R. Temu sledi shranjevanje obravnavane četverice
(S,A,R, S ′) v spomin D.
Zdaj je na vrsti postopek posodabljanja uteži nevronske mreže. Za začetek se iz
spomina D enakomerno vzorči vrsta četveric (Sj, Aj, Rj, S
′
j). Število teh vzorcev
je fiksno. Skupina vzorcev tvori tako imenovano miniserijo (Minibatch). Na vrsti
je posodabljanje uteži z optimiranjem prej predstavljene kriterijske funkcije (enačba
3.2). V temu postopku so uporabljeni vzorci iz spomina. Algoritem se ponavlja do
konvergence kriterijske funkcije.
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Inicializacija zalogovnika spomina D z velikostjo N ;
Naključna inicializacija uteži W;
for vsaka epizoda do
Inicializacija S;
repeat za vsak korak epizode
Izberi A iz S preko strategije, ki izhaja iz Q (npr. ϵ-izkorǐsčevalna
strategija, ki z verjetnostjo ϵ izbere A = maxa Q(S,A;W));
Izvrši akcijo A, observiraj R, S ′;
S ← S ′;
Shrani (S,A,R, S ′) v D;
Naključno vzorči (Sj, Aj, Rj, S
′
j) iz D;
if Sj je končno stanje then
yj ← Rj;
else
yj ← Rj + γmaxa′ Q(S ′j, A′;W−);
end
Posodobitev uteži s postopkom gradientnega spusta (enačba 3.3) nad
kriterijsko funkcijo (yj −Q(Sj, Aj;W))2;
until S je končno stanje;
end
Algoritem 3: Algoritem globokega Q-učenja [68].
3.4 Algoritem dodeljevanja nalog
Temeljno razvojno orodje je torej robotski operacijski sistem s simulatorjem Gazebo.
Interakcijo z ROS-om omogoča Python knjižnica rospy. Ta je ovita v OpenAI Gym
okolje. Realizacijo agenta omogoča knjižnica Keras-RL, ki nudi algoritem globokega
Q-učenja. Naš cilj je razvoj agenta v obliki centraliziranega sistema dodeljevanja nalog,
v kateremu agent predstavlja dodeljevalca, ki čaka na razpoložljive naloge. V trenutku,
ko se pojavi transportno naročilo, agent v skladu s svojo zasnovo najde prejemnika v
skupini mobilnih robotov.
Transportno naročilo v AGVS predstavlja prevoz blaga od točke sprejema do ciljne
točke, kjer je blago odloženo. Poleg tega je čas za opravljanje naloge omejen in
zato določen z rokom. V našemu primeru je naloga reducirana na doseganje zgolj
ciljne točke. Naloga bi je definirana kot polje bi = [li, (xi, yi), βi, di], kjer li ∈ Z
predstavlja unikatno identifikacijsko številko naloge, (xi, yi) ∈ R2 predstavlja ciljno
točko, βi ∈ R pa orientacijo robota v končni legi. Namesto eksplicitno določenega roka
za končanje naloge, je v našem primeru uporabljena delitev nalog na zahtevnostne
nivoje. Zahtevnostni nivo naloge predstavlja zadnji element polja di. Nivojev je
načeloma lahko poljubno veliko. V našemu primeru imamo tri tako, da di = 0
predstavlja nalogo z najstrožjim rokom ter di = 2 tisto z najbolj prizanesljivim.
Vozilo vj se izbira iz množice V = {v1, v2, . . . , vj, . . . , vm}, v kateri je m vozil. Kot je
opisano zgoraj, dodeljevalec čaka na nalogo in jo v trenutku razpoložljivosti nemudoma
dodeli enemu od vozil. Ker dodeljevalec nalogo lahko dodeli zasedenemu vozilu,
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to je vozilu, ki je že v procesu izvrševanja naloge, ima vsako vozilo zalogovnik, v
katerega se shranjujejo naloge, ki čakajo na izvršitev. Stanje vozila lahko definiramo s
poljem vj = [(xj, yj), c0j, c1j, c2j], kjer (xj, yj) ∈ R2 predstavlja trenutno lego vozila
v primeru, da je to brez zadolžitev, oziroma lego ciljne točke, če je to v procesu
opravljanja naloge. Zasedenost zalogovnika s posameznim tipom naloge (zahtevnostni
nivo) odražajo c0j, c1j in c2j.
Iščemo torej takšno dodelitev naloge D : bi → vj, ki je optimalna v smislu minimizacije
kriterijske funkcije L(D). Ta je vsota dveh kriterijev tako, da je L(D) = Lr(D) +
Lz(D). Prvi kriterij Lr(D) predstavlja razdaljo med relevantno lego vozila in med
končno točko obravnavane naloge. Drugi kriterij Lz(D) se osredotoča na enakomerno
zasedenost vozil. Problem prvega kriterija je v tem, da je možna takšna dodelitev, ki je
optimalna v smislu razdalje, vendar je namenjena vozilu, ki ima v zalogovniku lahko že
celo vrsto nalog, medtem pa obstajajo vozila, ki imajo proste oziroma manj zasedene
zalogovnike. V temu primeru je nalogo bolje dodeliti drugemu vozilu, kljub temu, da
bo za izvrševanje prisiljeno potovati potencialno dalǰso pot.
Problem lahko definiramo kot:
D∗ = argmin
D
L(D). (3.4)
Problem večkriterijske optimizacije rešuje agent vzpodbujevalnega učenja, ki je v vlogi
dodeljevalca. Ta je nagrajen za dodelitev pri kateri bo vozilo prepotovalo kraǰso
razdaljo in pri kateri bo sistem vozil čimbolj enakomerno obremenjen.
Potrebno je omeniti tudi to, da je dodeljevanja naročil problem dinamične narave. To
pomeni, da se optimalnost dodelitve spreminja s časom, saj se s časom spreminja tudi
stanje sistema mobilnih robotov. Sistem mobilnih robotov je kompleksen sistem, ki
se včasih obnaša nepredvideno. Vozila lahko trčijo ena v drugo ali pa se zataknejo v
ovirah. Za uspešno reševanje problema je potrebno upoštevati tudi te izredne dogodke.
3.4.1 Zasnova algoritma dodeljevanja
Predstavljena postavitev razvijalnega okolja omogoča neposredno učenje agenta v
simulatorju Gazebo. To pomeni, da dodeljevalec nalogo dodeli enemu od vozil in
zatem čaka, da vozilo opravi nalogo. Ko vozilo nalogo zaključi, agent napravi opažanje
novega stanja in za opravljeno akcijo dobi nagrado oziroma kazen.
To postavitev pestita dve težavi. Prva težava se nanaša na čas, ki je potreben za odziv
okolja. Vozilo za opravljanje naloge potrebuje od nekaj sekund v najbolǰsem primeru,
do nekaj minut v najslabšem primeru. V temu primeru je postopek učenja lahko
izjemno dolgotrajen. Drug problem se nanaša na pogost problem mobilne robotike, in
sicer na blokade vozil. Vzrok za to je v sistemu za navigacijo [70]. Vozila lahko obtičijo
v najpreprosteǰsih fizičnih ovirah kot je zid, ali pa se zataknejo v navigacijsko karto.
V primeru blokade je potrebna ponastavitev simulacije, ki dodatno podalǰsuje proces
učenja.
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V odgovor na zgornja problema smo algoritem razvili v dveh delih. Prvi del predstavlja
algoritem, ki je namenjen hitremu učenju agenta. To je storjeno v preprosti obliki
simuliranega okolja brez Gazeba in ROS-a. Rezultat tega algoritma so optimalne uteži
modela globokega Q-učenja. Drugi del predstavlja algoritem, ki te uteži koristi v
simulaciji problema.
3.4.2 Algoritem hitrega učenja
Agent se skozi proces učenja uči dodeljevanja na podlagi izkušenj. Pri dodeljevanju
upošteva kriterije, ki so implicitno definirani s funkcijo nagrade. Funkcija nagrade
upošteva razdalje med vozili in cilji nalog ter relativne zasedenosti vozili, kar pomeni,
da agentovo opažanje stanja sestavljajo lege vozil, lega cilja ter zasedenosti vozil.
Okolje, v kateremu delujejo vozila je pogosto zapletene oblike (sobe, ki so ločene z
zidovi in hodniki), kar pomeni, da so tudi kompleksne tudi poti med vozili in cilji.
V primeru, da bi učenje potekalo v simulaciji bi se agent sčasoma naučil optimalnih
dodelitev kljub zapleteni obliki okolja. Ta bi bila implicitno upoštevana v prepotovanih
razdaljah oziroma v časih opravljanja nalog. Ker smo se odločili za razvoj algoritma
hitrega učenja, ki deluje neodvisno od polne simulacije, je potrebno te odzive primerno
poustvariti.
Ta problem smo rešili tako, da smo pri nagrajevanju agentovih akcij upoštevali razdalje,
ki so odraz prave okolice vozil. To smo storili tako, da smo izkoristili karto s cenami
(Costmap) simulacije in jo uporabili pri ocenjevanju razdalj z algoritmom A*. Karta s
cenami je dvodimenzionalno polje števil, ki odraža tloris okolice. Na mestih ovir ima
visoke vrednosti, na prostih mestih pa nizke. Uporablja se jo za namen navigacije
v robotskem operacijskem sistemu. To karto zasedenosti smo skalirali na manǰse
dimenzije in tako še dodatno pospešili proces določanja razdalj z A* algoritmom.
Delovanje algoritma je predstavljeno s koraki OpenAI Gym okolja (slika 3.4).
Inicializacija
Prvi korak predstavlja konstruktor Gym razreda - init. V njem inicializiramo vse
pomembne spremenljivke in objekte. S karto cen je inicializiran algoritem za izračun
razdalj na osnovi A*. Inicializirani so zalogovniki vozil, agentov prostor akcij (Action
Space) in prostor opažanj (Observation Space). Prostor akcij at je celoštevilski skalar in
predstavlja izbrano vozilo. Prostor akcij zaseda vrednosti med 0 in m. Prostor opažanj
je polje racionalnih števil in predstavlja stanje okolja v koraku t. Prostor opažanj
je definiran kot st = [Xt,Yt,Gt,Zt,C0,t,C1,t,C2,t]. Vektorja Xt = [x1, x2, . . . , xm]
in Yt = [y1, y2, . . . , ym] predstavljata relevantne lege vozil. Relevantna lega je lahko
trenutna lega vozila ali pa ciljna točka naloge, ki je v izvrševanju oziroma čaka na
izvrševanje. Proces določanja relevantne lege bo predstavljen kasneje.
Ciljno točko obravnavane naloge bi označuje Gt = [xi, yi]. Zahtevnostni nivo označuje
vektor zastavic Zt = [z0, z1, z2]. Če je obravnavana naloga zahtevnega tipa (di = 0),
potem ima element z0 vrednost 1, ostala dva pa vrednost 0. Analogno se označuje ostale
zahtevnostne nivoje. Vektorji C0,t = [c0,1, c0,2, . . . , c0,m], C1,t = [c1,1, c1,2, . . . , c1,m] in
C2,t = [c2,1, c2,2, . . . , c2,m] predstavljajo zasedenost zalogovnikov s posameznim tipom
naloge. V koraku inicializacije se določi območje vrednosti polja opažanj.
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Slika 3.4: Koraki delovanja algoritma hitrega učenja.
Ponastavitev
Koraku inicializacije sledi korak ponastavitve - reset. Tukaj se inicializirajo začetne
lege vozil, ki so izbrane glede na karto s cenami, saj se vozila simulacije ne pojavljajo
na mestih ovir. Začetne točke so naključno vzorčene po prostoru problema. Vzorčijo se
v skladu z enakomerno porazdelitvijo. Tvorbi začetnih leg sledi tvorba prvega cilja. Ta
je prav tako naključen in izbran ob upoštevanju karte s cenami. Naključno je določena
tudi zahtevnost nalog. Vsi nivoji so enako verjetni.
Odločitev in izvršitev
Tretji korak predstavlja odločitveni proces agenta. Ta na začetno opažanje odgovori
z izbiro vozila tako kot to narekuje prej predstavljeni model (poglavje 3.3). Agentovi
akciji sledi prehod v novo stanje okolja, ki se izgradi v koraku - step. Začetek tega
koraka predstavlja izvršitev akcije. Akcijo se izvrši tako, da se izbranemu robotu v
zalogovnik nalog doda obravnavano nalogo. V zalogovniku se naloge nato uredijo, in
sicer v dveh korakih. V prvemu koraku so naloge razvrščene po težavnosti, v drugemu
koraku pa so urejene po času sprejema v zalogovnik. Tako imajo prednost zahtevneǰse
naloge, ki so prej prispele v zalogovnik.
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Nagrajevanje
Izvršitvi akcije sledi vrednotenje odločitve s funkcijo nagrade. Nagrada je sestavljena iz
dveh delov tako, da velja Rt(at, st) = Rr,t(at, st)+Rz,t(at, st). Prvi člen funkcije nagrade
vrednoti dodelitev z vidika relativne oddaljenosti izbranega vozila od cilja naloge in je
za korak t definiran z naslednjim izrazom.
Rr,t(at, st) :
⎧⎪⎨⎪⎩
Rr,t(at, st) = −((erel, akc − 1)pr), če je erel, akc < 0
Rr,t(at, st) = (erel, akc + 1)
pr , če je erel, akc > 0
Rr,t(at, st) = 0, če je erel, akc = 0
(3.5)
V zgornjemu izrazu pr predstavlja eksponent, s katerim je potencirana relativna
oddaljenost. Tako dosežemo nelinearno, eksponentno nagrajevanje oziroma kaznovanje.
Relativna oddaljenost je definirana kot:
erel, akc = 1− 2
eakc −min(E)
max(E−min(E))
. (3.6)
V zgornjem izrazu vektor E = [e1, e2, . . . , em] predstavlja razdalje med relevantnimi
legami vozil in ciljem obravnavane naloge. Te razdalje so določene z algoritmom A*,
ki upošteva karto cen simulacije. Simbol eakc = E(at) označuje oddaljenost izbranega
vozila iz vektorja E.
Drugi člen funkcije nagrade vrednoti dodelitev z vidika zasedenosti. Tukaj se upošteva
tudi tip naloge. Zahtevneǰse naloge se obravnava bolj strogo kot manj zahtevneǰse.
Zahtevne naloge namreč želimo rešiti prej, pa čeprav je vozilo prisiljeno potovati dalǰso
pot. Funkcija nagrade, ki vrednoti relativno zasedenost je definirana podobno kot tista
za oddaljenost.
Rz,t(at, st) :
⎧⎪⎨⎪⎩
Rz,t(at, st) = −((crel, akc − 1)pz(di)), če je crel, akc < 0
Rz,t(at, st) = (crel, akc + 1)
pz(di), če je crel, akc > 0
Rz,t(at, st) = 0, če je crel, akc = 0
(3.7)
Vrednotenje dodelitve glede na zasedenost je prav tako nelinearno. Tukaj se eksponent
razlikuje glede na tip naloge tako, da velja pz(di = 0) > pz(di = 1) > pz(di = 2).
Relativna zasedenost je definirana kot:
crel, akc = 1− 2
cakc −min(C)
max(C−min(C))
. (3.8)
V zgornjemu izrazu vektor C predstavlja eno od zasedenosti C0, C1 ali C2. Izbira je
odvisna od težavnostnega tipa obravnavane naloge, in sicer tako, da zasedenost sovpada
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s težavnostjo obravnavane naloge. Simbol cakc = C(at) označuje zasedenost izbranega
vozila.
Tvorba novega stanja
Postopku nagrajevanja sledi izgradnja novega stanja. Najprej se ustvari novo nalogo
z naključnim ciljem in zahtevnostjo. Proces tvorbe naloge identičen tistemu v koraku
ponastavitve. Tvorbi naloge sledi proces določanja relevantnih leg vozil. Proces
prikazuje diagram poteka 3.5.
Algoritem dodeljevanja je zasnovan tako, da upošteva rok nalog. Rok je torej izražen
s tako imenovanim zahtevnostnim nivojem. Zahtevneǰse naloge želimo zaključiti prej,
zato jim v zalogovniku nalog damo prednost. To dosežemo z razvrščanjem nalog glede
na zahtevnost. Ko v obravnavo dodeljevalca prispe nova naloga moramo sestaviti
opažanje, ki je v skladu s težavnostjo naloge. Če je vozilo brez nalog, potem miruje
in ima prazen zalogovnik. V temu primeru je dodeljevlacu relevantna trenutna lega
vozila. V primeru, da vozilo rešuje nalogo in razen trenutne naloge nima ostalih,
potem je dodeljevalcu relevantna pozicija ciljna točka trenutne naloge. V primeru, da
vozilo rešuje nalogo, in da ima v zalogovniku dodatne naloge, potem je potrebno cilj
obravnavane naloge primerjati z nalogam, ki stojijo pred njo, oziroma ob njej v smislu
težavnosti. Če v zalogovniku obstajajo naloge iste zahtevnosti, potem jo primerjamo
z zadnjo od teh. Če v zalogovniku ni nalog iste zahtevnosti, obstajajo pa zahtevneǰse,
potem jo primerjamo z zadnjo od teh.
V skladu s tem postopkom se sestavi nova vektorja Xt+1 in Yt+1. Na osnovi podatkov o
novi nalogi se sestavi Gt+1 in Zt+1. Temu sledi tvorba vektorjev C0,t+1, C1,t+1 in C2,t+1
tako, da se v zalogovniku vsakega robota prešteje naloge posameznih zahtevnostnih
tipov. Skupaj tvorijo novo opažanje st+1, ki je z nagrado Rt+1 posredovano agentu.
V temu koraku je potrebno definirati tudi pogoj za zaključek epizode. Zaključno
stanje epizode predstavlja trenutek, ko ima eno od vozil cmaks nalog kateregakoli tipa
zahtevnosti.
Postopek dodeljevanja, izvršitve, nagrajevanja in tvorbe novega stanja, se ponavlja do
konvergence optimizacijskega algoritma, s katerim določamo uteži aproksimacijskega
modela Q-funkcije, ki ga potrebujemo v globokemu Q-učenju. Ko je dosežena
konvergenca, dosežemo tudi optimalne uteži nevronske mreže. Te tedaj lahko
apliciramo v algoritmu dodeljevanja, ki problem rešuje v pravi simulaciji.
3.4.3 Algoritem za preizkus v simulaciji
Algoritem za dodeljevanje naročil v simulaciji deluje na zelo podoben princip kot
algoritem hitrega učenja. Še vedno se uporabljajo identična razvoja orodja in identičen
model agenta. Obvezno morata biti identična tudi prostora opažanj in akcij ter način
njegove izgradnje.
Temu algoritmu je sedaj dodano vse, kar je potrebno za komunikacijo z Gazebom.
To so orodja rospy knjižnice, ki jih potrebujemo za interakcijo z ROS-om, ki stoji
med agentom in Gazebom. V koraku inicializacije se ustvari ROS-vozlǐsče, ki v celoti
predstavlja dodeljevalni algoritem. V temu koraku so inicializirane tudi komunikacijske
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povezave z vsemi pomembnimi ROS vozlǐsči. Pomembna je predvsem povezava z
vozlǐsčem, ki je zadolženo za tvorbo nalog in povezave z vozlǐsči, ki so vpletena v
procesu zajemanja eksperimentalnih podatkov.
V koraku ponastavitve se zajame dejanske začetne pozicije vozil. Zatem sledi čakanje
na prvo naključno ustvarjeno nalogo. V trenutku, ko vozlǐsče, ki tvori naloge pošlje
sporočilo s prvo nalogo, ga vozlǐsče dodeljevalca prestreže in ustvari prvo opažanje.
Zdaj je na vrsti agent, ki na osnovi prvega opažanja napravi dodelitev, ki je optimalna
v smislu prej pridobljenih uteži.
Sledi izvršitev dodelitve in izbrano vozilo lahko začne s prvo nalogo. Zdaj akcij ni
potrebno vrednotiti, zato se postopek nagrajevanja izpusti. Na tej točki algoritma
stoji neskončna zanka, ki skrbi, da vozila neprekinjeno opravljajo svoje naloge kot jih
narekuje stanje v njihovih zalogovnikih. V zanki se v izbranemu časovnemu intervalu
∆ta preverja tudi prisotnost novih nalog. V primeru prisotnosti nove naloge se zanka
prekine in ustvari se novo opažanje v skladu s prej predstavljenim postopkom. Agent
na opažanje odgovori z akcijo in postopek se ponavlja do prekinitve simulacije.
Algoritmu za dodeljevanje naročil v simulaciji je dodana tudi funkcionalnost ponovnega
dodeljevnaja nalog. Ta je razvita zaradi prej predstavljene dinamične narave problema
dodeljevanja. Optimalnost dodelitve se namreč spreminja s časom zaradi vrste različnih
razlogov, ki so povezani z nepredvidljivim delovanjem sistema. Proces ponovnega
dodeljevanja je sledeč. Znotraj neskončne zanke, ki skrbi za preverjanje prisotnosti
novih nalog in za sprotno izvrševanje dodeljenih nalog, se v časovnih intervalih ∆tr
izvaja tudi postopek ponovnega dodeljevanja. Ponovno dodeljevanje se tiče vozil,
ki imajo v zalogovnku poleg naloge v izvrševanju tudi ostale naloge, ki čakajo na
izvrševanje. Če takšno vozilo obstaja, se zanko prekine in sestavi novo opažanje.
Obravnavana naloga je zdaj tista naloga, ki v zalogovniku ustreznega vozila sledi
trenutno izvrševani. Opažanje se sestavi po istemu postopku le, da namesto nove naloge
dodeljujemo obravnavano nalogo iz zalogovnika. Sestavljeno opažanje se vrne agentu
v postopek ponovnega odločanja. Če agent za ponovno obravnavano nalogo najde
ustrezneǰse vozilo, se to nalogo prestavi v zalogovnik novega prejemnika. Postopek se
v intervalu ∆tr ponavlja za vsa vozila, ki ustrezajo pogoju.
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Slika 3.5: Postopek določanja relevantnih pozicij.
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3.5 Zasnova preizkusnega okolja
V Gazebu smo razvili preizkusni poligon z m vozili, katerega namen je vrednotenje
delovanja razvitega algoritma. Slika 3.6 prikazuje enega od simuliranih mobilnih
robotov. Simulirani roboti so tipični predstavnik vozil z diferencialnim kolesnim
pogonom. To so vozila, ki imajo dve pogonski kolesi in eno prosto vrteče kolo za
zagotavljanje stabilnosti. Vsako od dveh pogonskih koles ima svoj motor. Premo
gibanje je zagotovljeno tako, da se obe kolesi vrtita z enako hitrostjo. Krivočrtno
gibanje pa se doseže tako, da se eno od koles vrti hitreje od drugega. Marker v našemu
primeru nima funkcije.
Slika 3.6: Simulirano vozilo v simulatorju Gazebo.
Vozila merijo približno 0,1 m v dolžino, širino in vǐsino ter tehtajo malce več kot 1
kg. Največja hitrost vozil je 0,3 m/s, največji pospešek pa znaša 1 m/s2. Moment
simuliranih motorjev je omejen na 0,2 Nm. Za navigacijo posameznega vozila skrbi
ROS-ov navigacijski sistem, ki informacije za lokalizacijo pridobiva iz simuliranih 3D
bralnikov, ki nameščeni na vsako od vozil. Ta vozila vodi po prostoru kvadratne oblike
z stranico 14 m. Tloris prostora je predstavljen na spodnji sliki (slika 3.7).
Za tvorjenje ciljev skrbi ROS vozlǐsče, ki na osnovi enakomerne porazdelitve določi
točko v prostoru. Pri temu upošteva, da ta ne sovpada s katero od ovir. Vozlǐsče na
osnovi enakomerne porazdelitve določa tudi težavnosti nalog. Čas med posameznimi
nalogami je porazdeljen v skladu s Poissonovo porazdelitvijo (enačba 3.9), kot to
velja za podobne procese v realnosti [71]. Za Poissonovo porazdelitev je značilno,
da je pričakovana vrednost naključne spremenljivke enaka njeni varianci (λ = E(X) =
var(X)).
Pr(X = x) =
λxe−λ
x!
(3.9)
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Slika 3.7: Tloris postavitve ovir.
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4 Rezultati
V prvem delu poglavja so predstavljeni uporabljeni parametri učenja, arhitektura
modela in rezultati učenja. Drugi del poglavja predstavljajo rezultati simuliranega
preizkusa. V simuliranemu preizkusu smo vrednotili algoritem, ki naloge dodeljuje na
osnovi vzpodbujevalnega učenja. Delovanje smo primerjali s štirimi preprostimi pravili
dodeljevanja.
4.1 Rezultati učenja
V preǰsnjemu poglavju je predstavljena zasnova algoritma za dodeljevanje naročil,
katerega odločitveni mehanizem je agent vzpodbujevalnega učenja, ki je realiziran z
globokim Q-učenjem. Uteži modela, ki ga potrebujemo v omenjenemu sistemu so
pridobljene z algoritmom za hitro učenje. V temu poglavju so predstavljeni: arhitektura
modela nevronske mreže, parametri modela agenta globokega Q-učenja in rezultati
učenja.
Odločili smo se za razvoj algoritma, ki naloge dodeljuje skupini štirih vozil (m =
4). Ta informacija predpisuje obliko nevronske mreže, ki jo v globokemu Q-učenju
potrebujemo za aproksimacijo Q-funkcije. Slika 4.1 prikazuje izris izbranega modela.
Prva plast predstavlja vhodno plast mreže. Naloge dodeljujemo štirim vozilom, kar
pomeni, da vektor opažanj sestavljajo 4 koordinate vozil (xj in yj, j = 1,2, . . . ,m),
1 koordinata cilja (xi in yi), 3 zastavice težavnosti in 12 polj, ki predstavljajo
zasedenost vozila s posameznim tipom naloge. Opažanje stanja tako predstavlja vektor
s 25 elementi. Q-funkcija je preslikava stanja v Q-vrednosti vsake akcije, zato je
število vhodnih nevronov identično številu elementov vektorja stanja, število izhodnih
nevronov pa je enako številu možnih akcij.
Vhodni plasti sledita dve skriti plasti. Število nevronov v skriti plasti je v splošnem
poljubno. S poskušanjem smo se odločili za 35 skritih nevronov v vsaki plasti. Za
aktivacijske funkcije skritih plasti so uporabljene usmerjene linearne enote (Rectified
Linear Unit), ki so definirane kot Φ(x) = max(0, x). Te so primerne za globoke
nevronske mreže, ki rešujejo problem regresije [72]. Skritim plastem sledi izhodna plast
s štirimi izhodi. Vsak od teh predstavlja Q-vrednost izbranega vozila. Ker rešujemo
problem regresije so aktivacijske funkcije zadnje plasti linearne.
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Slika 4.1: Arhitektura globoke nevronske mreže.
V procesu učenja je uporabljena Boltzmannova Q-strategija. Ta je namenjena
problemom z diskretnim prostorom akcij. Izbira nove akcije temelji na Q-vrednostih
akcij tako, da velja:
π(s, a) =
eQt(s,a)/T∑︁m
i=1 e
Qt(s,ai)/T
. (4.1)
Tukaj π(s, a) predstavlja verjetnost za izbiro akcije a v stanju s. Parameter T se
imenuje temperatura. V primeru, ko je T = 0 agent izbira zgolj izkorǐsčevalske akcije.
Če pa je T → ∞, potem pa so agentove akcije popolnoma raziskovalne. V postopku
učenja je T = 1 [73].
V poglavju 3.4.2 je predstavljena splošna funkcija nagrade za vrednotenje odločitev z
vidika razdalj in zasedenosti. Funkcija za vrednotenje odločitev z vidika razdalj ima
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parameter nelinearnosti pr. Funkcija za vrednotenje zasedenosti pa ima tri, in sicer za
vsak zahtevnostni nivo enega. Te parametri so pz(di = 0), pz(di = 1) in pz(di = 2).
V postopku učenja smo tem parametrom pripisali vrednosti, pr = 3, pz(di = 0) = 3,
pz(di = 1) = 2 in pz(di = 2) = 1. V predhodnih preizkusih smo ugotovili, da so
rezultati dodeljevanja bolǰsi v primeru, ko ima oddaljenost malce večji pomen, zato
smo celotno nagrado definirali kot Rt(at, st) = Rr,t(at, st) + 0,85 · Rz,t(at, st). Ob tako
določenih parametrih je območje vrednosti nagrade segalo od−14,8 v primeru najslabše
dodelitve in do 14,8 v primeru najbolǰse. Pogoj za zaključek epizode učenja predstavlja
korak, ko ima eno od vozil v zalogovniku cmaks = 5 nalog kateregakoli zahtevnostnega
tipa.
Uteži modela smo iskali z optimizacijskim postopkom stohastičnega gradientnega
spusta ADAM (Adaptive Moment Estimation) pri učni konstanti η = 0,001. Kapaciteta
spomina algoritma globokega Q-učenja smo nastavili na N = 5000 epizod. Algoritem
smo učili v kmaks = 10
6 korakih z namiznim računalnikom povprečnih specifikacij (Intel
i5-6600k, brez grafične enote). Proces učenja je trajal 166,30 minut oziroma 2 uri in
50 minut. V temu času je bilo opravljenih natanko 28468 epizod učenja.
Graf 4.2 prikazuje skupno oziroma kumulativno nagrado, ki jo je agent uspel pridobiti v
posamezni epizodi. Z modro so označene dejanske vrednosti. Te segajo od najmanǰse,
ki znaša re, min = −111,29 do največje, ki znaša re, maks = 397,54. Povprečna skupna
nagrada epizode znaša re, povp = 195,71. Skupna nagrada se ustali pri približno
povprečni vrednosti, tako kot to prikazuje rumena krivulja. Ta služi zgolj za olaǰsan
prikaz poteka.
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Slika 4.2: Kumulativna nagrada posameznih epizod.
Graf 4.3 prikazuje potek vrednosti optimirane kriterijske funkcije, ki je bila osnova za
iskanje uteži nevronske mreže. Ta sprva zaniha in doseže dokaj visoko vrednost 160,
potem se po približno 10000 epizodah ustali pri okoli 30.
Graf 4.4 prikazuje potek povprečnih Q-vrednosti pridobljenih tekom posamezne
epizode. Te so na začetku majhne in imajo vrednost okoli 5, potem pa hitro skočijo do
približno 80, nakar se stabilizirajo pri vrednostih okoli 115.
Graf 4.5 prikazuje trajanje posameznih epizod učenja. Časi posameznih epizod segajo
od te, min = 0,0301 s, pa do te, maks = 0,601 s. Povprečen čas za zaključek ene epizode
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znaša te, povp = 0,3493 s. Rumena krivulja služi le za olaǰsan prikaz poteka.
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Slika 4.3: Vrednosti kriterijske funkcije med procesom učenja.
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Slika 4.4: Srednje Q-vrednosti posameznih epizod učenja.
0 5000 10000 15000 20000 25000
Epizoda [/]
0.1
0.2
0.3
0.4
0.5
0.6
Ča
s [
s]
Slika 4.5: Čas trajanja posamezne epizode.
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4.2 Rezultati simuliranega preizkusa
V simuliranemu preizkusu smo razviti algoritem primerjali s štirimi preprostimi pravili
dodeljevanja. Pravila naloge dodeljujejo tako, da na enkrat izpolnjujejo le en kriterij
problema. Preprosta pravila ne ločijo med težavnostnimi nivoji nalog. Preprosta
pravila dodeljevanja naročil so:
– Dodelitev najbližjemu vozilu - DNV: Nalogo se dodeli vozilu, katerega relevantna
lega je najbližja cilju obravnavane naloge. Razdalje se ocenjuje z algoritmom A*.
– Dodelitev najbolj oddaljenemu vozilu - DNOV: Nalogo se dodeli vozilu,
katerega relevantna lega je najbolj oddaljena od cilja obravnavane naloge. Razdalje
se ocenjuje z algoritmom A*.
– Dodelitev najmanj zasedenemu vozilu - DNZV: Nalogo se dodeli vozilu, ki ima
v zalogovniku najmanj nalog.
– Dodelitev vozilu z največjim skupnim časom čakanja - DVNČ: Nalogo se
dodeli vozilu, ki ima največji kumulativni čas čakanja.
Potrebno je omeniti, da če kriterij preprostega pravila izpolnjuje več vozil se med njimi
izbira naključno.
Delovanje vseh načinov dodeljevanja smo preizkusili v prej predstavljeni postavitvi
simulacije (poglavje 3.5). Preizkus se je vršil v sistemu štirih vozil. Vsako od teh je
bilo ob začetku simulacije postavljeno v enega od štirih kotov testnega okolja. Vsak
test je trajal eno uro. Povprečen čas med posameznimi naključno tvorjenimi nalogami
je znašal λ = 9 s. Algoritem dodeljevanja na osnovi DQN je prisotnost nalog preverjal
v intervalu ∆ta = 1 s. Ponovno dodeljevanje se je izvajalo v intervalu ∆tr = 3 s.
Za vsako vozilo smo beležili število opravljenih nalog, prepotovane razdalje ter čase
povezane z reševanjem problema.
4.2.1 Rezultati preizkusa dodeljevanja naročil
Preglednica 4.1 za vsak način dodeljevanja prikazuje število opravljenih nalog Ni, ki
jih je uspešno opravilo vsako od vozil. V stolpčnem grafu 4.6 je prikazan seštevek
opravljenih nalog za vsako vrsto algoritma Nvso.
Preglednica 4.1: Število opravljenih nalog.
Način dodeljevanja N0[/] N1[/] N2[/] N3[/]
DQN agent 96 96 101 94
DNV 80 95 86 88
DNOV 67 66 64 72
DNZV 79 82 78 83
DVNČ 79 77 78 79
Preglednica 4.2 za vsak način dodeljevanja prikazuje povprečne prepotovane razdalje
vsakega vozila D̄i. V stolpčnem grafu 4.7 je prikazano skupno povprečje za posamezen
način dodeljevanja naročil D̄.
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Slika 4.6: Seštevek opravljenih nalog.
Preglednica 4.2: Povprečne prepotovane razdalje.
Način dodeljevanja D̄0[m] D̄1[m] D̄2[m] D̄3[m]
DQN agent 4,07 4,67 4,29 4,68
DNV 3,30 3,13 3,42 3,06
DNOV 9,18 8,62 8,96 7,85
DNZV 6,48 6,38 7,40 6,94
DVNČ 6,18 6,95 6,61 7,25
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Slika 4.7: Skupno povprečje prepotovanih razdalj.
V preglednici 4.3 so za vsak način dodeljevanja prikazani povprečni časi t̄t,i, ki so
jih vozila potrebovala za opravljanje nalog. Te časi označujejo časovni interval med
prevzemom naloge iz zalogovnika in med njenim zaključkom v trenutku, ko vozilo
doseže cilj. V stolpčnem grafu 4.8 je prikazano skupno povprečje za posamezen način
dodeljevanja naročil t̄t.
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Preglednica 4.3: Povprečni časi za opravljanje nalog.
Način dodeljevanja t̄t,0[s] t̄t,1[s] t̄t,2[s] t̄t,3[s]
DQN agent 29,20 35,10 29,94 32,00
DNV 33,85 27,07 27,37 28,15
DNOV 52,12 52,20 54,61 48,41
DNZV 44,16 41,70 44,70 41,47
DVNČ 41,85 43,14 42,46 42,20
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Slika 4.8: Skupna povprečja časov za opravljanje naloge.
V preglednici 4.4 so za vsak način dodeljevanja prikazani povprečni časi t̄c,i, ki so
jih vozila potrebovala za opravljanje nalog od trenutka dodelitve. Te časi označujejo
interval med trenutkom dodelitve (sprejem v zalogovnik) in med zaključkom naloge.
V stolpčnem grafu 4.9 je prikazano skupno povprečje za posamezen način dodeljevanja
naročil t̄c.
Preglednica 4.4: Povprečni časi za celoten postopek opravljanje nalog.
Način dodeljevanja t̄c,0[s] t̄c,1[s] t̄c,2[s] t̄c,3[s]
DQN agent 62,76 69,87 65,49 69,39
DNV 76,54 84,35 63,79 62,13
DNOV 876,87 434,14 758,27 297,13
DNZV 364,67 342,67 365,38 332,27
DVNČ 474,13 340,51 347,57 318,17
V preglednici 4.5 so za vsak način dodeljevanja prikazani povprečni časi mirovanja
posameznega vozila t̄w,i. Te časi označujejo časovni interval med zaključkom ene
naloge ter pričetkom nove. V stolpčnem grafu 4.10 je prikazano skupno povprečje
za posamezen način dodeljevanja naročil t̄w.
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Slika 4.9: Skupna povprečja časov za opravljanje celotne naloge.
Preglednica 4.5: Povprečni časi mirovanja vozil.
Način dodeljevanja t̄w,0[s] t̄w,1[s] t̄w,2[s] t̄w,3[s]
DQN agent 7,70 1,44 5,58 5,65
DNV 10,37 9,35 14,25 12,65
DNOV 1,16 1,71 1,17 1,17
DNZV 1,07 1,09 1,10 1,15
DVNČ 2,90 2,81 2,95 2,99
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Slika 4.10: Skupna povprečja časov čakanja.
4.2.2 Upoštevanje težavnosti
Razviti algoritem loči med težavnostnimi nivoji nalog, zato so predstavljeni tudi časi
opravljanja nalog glede na njihovo zahtevnost. Preglednica 4.6 za vsak zahtevnostni
nivo in vozilo prikazuje povprečne čase t̄c,i, ki so bili potrebni za opravljanje naloge od
trenutka sprejema v zalogovnik. Stolpčni graf 4.11 prikazuje skupna povprečja t̄c.
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Preglednica 4.6: Povprečni časi za celoten postopek opravljanje naloge glede na
zahtevnosti nivo naloge.
di t̄c,0[s] t̄c,1[s] t̄c,2[s] t̄c,3[s]
0 45,30 52,05 52,40 54,39
1 55,09 64,47 63,45 55,83
2 74,51 77,85 68,32 72,43
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Slika 4.11: Skupno povprečje časov za opravljanje celotne naloge glede na zahtevnost.
Preglednica 4.7 za vsak težavnostni nivo in vozilo prikazuje povprečen čas, ki je bil
potreben za opravljanje naloge t̄t,i. Stolpčni graf 4.12 prikazuje skupno povprečje glede
na tip zahtevnosti t̄t.
Preglednica 4.7: Povprečni časi za opravljanje naloge in skupno povprečje glede na
zahtevnostni nivo naloge.
di t̄t,0[s] t̄t,1[s] t̄t,2[s] t̄t,3[s]
0 33,73 32,00 31,34 33,81
1 25,21 35,94 34,05 27,42
2 29,21 34,86 28,61 31,67
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Slika 4.12: Skupno povprečje časov za opravljanje naloge glede na zahtevnost.
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5.1 Rezultati učenja
V kmaks = 10
6 korakih smo pri pogoju za zaključek epizode cmaks = 5 zaključili 28468
epizod učenja. Na grafu, ki prikazuje seštevke nagrad znotraj posameznih epizod (graf
4.2) lahko opazimo, da je prvih nekaj tisoč epizod nagrada v splošnem negativna in
relativno nizka glede na stanje v prihodnosti. Odstopanja v istem trenutku učenja je
mogoče opaziti tudi pri vseh ostalih meritvah (4.3, 4.4 in 4.5). Pri meritvah vrednosti
kriterijske funkcije in srednje Q-vrednosti epizode so meritve v popolnosti odsotne.
Vzrok za to leži v delovanju algoritma globokega Q-učenja, ki ga nudi Keras-
RL. Ta nudi možnost tako imenovanega ogrevanja agenta, katerega namen je
pridobivanje podatkov za bolǰso konvergenco optimizacije v začetku učenja [63]. Med
postopkom ogrevanja se prvih ko korakov agentov spomin polni z izkušnjami (četverica
(S,A,R, S ′)) tako, da agent izbira popolnoma naključne akcije. Postopek ogrevanja
smo izvajali prvih ko = 10
4 korakov, kar je naneslo na nekaj tisoč epizod. Ko je
bilo ogrevanje končano je sledila prva posodobitev uteži. Takrat je kriterijska funkcija
izračunana prvič, kar je mogoče opaziti na grafu 4.3. V temu trenutku se na grafu
4.4 pojavijo tudi prve srednje Q-vrednosti. Takrat agent začne slediti Boltzmannovi
Q-strategiji, ki je osnovana na aproksimaciji Q-funkcije.
Na grafu, ki prikazuje potek optimizacije kriterijske funkcije lahko opazimo tudi začetna
nihanja, ki so značilna za optimizacijski postopek gradientnega spusta.
Po uvodnemu ogrevanju začne teči postopek učenja tako kot je to opisano v poglavju
3.3.2. Na vseh štirih grafih je mogoče opaziti uspešno napredovanje agenta. Na grafu
4.2 je mogoče opaziti splošen trend povečevanja skupne nagrade znotraj posameznih
epizod. Te na koncu učenja še vedno nihajo med nekaj deset pa do malo manj kot
štiristo. To je ob danemu pogoju za zaključek epizode mogoče pripisati stohastični
naravi problema dodeljevanja. Splošen trend večanja skupne nagrade je mogoče
pripisati obnašanju sistema ob danemu pogoju za zaključek epizode. Agent je namreč
nagrajen za enakomerno razvrščanje nalog, kar sistem sčasoma privede do stanja, ko
se agent dalj časa izogiba pogoju in posledično akumulira večjo nagrado.
Grafa, ki prikazujeta vrednosti kriterijske funkcije in srednje Q-vrednosti epizode lahko
služita kot dober indikator konvergence. Vidimo lahko, da se po približno 10000
epizodah vrednosti stabilizirajo. To pomeni, da smo ob danih pogojih (arhitektura
modela in parametri učenja) dosegli optimalno aproksimacijo Q-funkcije.
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Na grafu 4.5 lahko opazimo, da povprečen čas epizode znaša malo manj 0,4 sekunde.
S tem časom je upravičen obstoj algoritma hitrega učenja. V alternativni situaciji, v
kateri bi se agent učil preko polne simulacije bi za vsak odziv (akcija, ki ji sledi novo
stanje in nagrada) sistema potrebovali od nekaj sekund do nekaj minut. Naš algoritem
pa omogoča zaključek celotne epizode v manj kot eni sekundi.
5.2 Rezultati simuliranega preizkusa
V stolpčnem grafu, ki za vsak način dodeljevanja prikazuje število končanih nalog v času
ene ure (slika 4.6), lahko opazimo, da smo z razvitim algoritmom dosegli takšen način
dodeljevanja, pri kateremu so vozila opravila največje število nalog. Z algoritmom, ki
naloge dodeljuje na osnovi DQN smo zaključili 11 % več nalog kot z DNV, 44 % več
nalog kot z DNOV, 20 % več nalog kot DNZV in 24 % več nalog kot z DVNČ. Zelo
podobni rezultati so bili doseženi v predhodnih preizkusih, ki so trajali po pol ure.
Najbolj enakomerna razporeditev končanih nalog glede na vozilo je dosežena z DVNČ
dodeljevanjem (preglednica 4.1). Temu sledijo DNZV, razviti algoritem, DNOV in na
koncu DNV.
V stolpčnem grafu, ki za vsak vsak način dodeljevanja prikazuje skupna povprečja
prepotovanih razdalj (slika 4.7), lahko opazimo, da v primeru pravila DNV vozila v
skupnemu povprečju opravijo najkraǰse poti. V preizkusu algoritma na osnovi DQN so
vozila opravila 37 % dalǰse poti kot s pravilom DNV. V primeru DNOV 168 %, DNZV
111 % in DNVČ 110 % več kot DNV. Če med seboj primerjamo povprečja posameznih
vozil (preglednica 4.2), lahko opazimo, da se v primeru dodelitve najbolj oddaljenemu
vozilu ta med seboj najbolj razlikujejo.
V stolpčnem grafu, ki prikazuje skupna povprečja časov za opravljanja nalog od
trenutka prevzema naloge iz zalogovnika do trenutka končanja (slika 4.8), lahko
opazimo, da rezultati skupnega povprečja približno sovpadajo z rezultati prevoženih
razdalj. Rezultati so smiselni, saj so prepotovane razdalje in časi opravljanja nalog
sorazmerno povezani. To seveda drži ob pogoju, da vozila vozijo z relativno konstanto
hitrostjo, in da med vozili ter ovirami ni trkov ter posledičnih zamud. Vozila so dosegla
povprečno najkraǰse čase v primeru pravila DNV. V preizkusu dodeljevanja z razvitim
algoritmom so potrebovala 9 % več časa kot s pravilom DNV. V primeru DNOV 79 %,
DNZV 48 % in DVNČ 46 % več kot DNV.
Slika 4.9 prikazuje stolpčni graf s skupnimi povprečji časov, ki so jih vozila potrebovala
za opravljanje nalog od trenutka dodelitve. Celoten čas za opravljanje naloge je vsota
časa zadrževanja naloge v zalogovniku in časa za opravljanje naloge. Če preučimo
skupno povprečje lahko opazimo, da so vozila naloge zaključila najhitreje v primeru
dodeljevanja z algoritmom na osnovi DQN. S pravilom DNV so potrebovala 7 % več
časa. V primeru dodeljevanja z DNOV so potrebovala približno 9-krat več časa. S
praviloma DNZV in DVNČ pa približno 5-krat več. Opazimo lahko, da so rezultati
dodeljevanja z razvitim algoritmom zelo blizu tistim, ki jih dobimo pri dodeljevanju
z DNV. V primeru dodelitve najbolj oddaljenemu vozilu (preglednica 4.4) je mogoče
opaziti huda odstopanja med povprečji (vozilo 0 in 3).
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Slika 4.10 prikazuje stolpčni graf s skupnimi povprečji časov mirovanja vozil glede na
način dodeljevanja naročil. Vidimo lahko, da so vozila mirovala največ časa v primeru
dodeljevanja s pravilom DNV. V primeru dodeljevanja z razvitim algoritmom so v
povprečju mirovala 66 % manj časa. V primeru pravila DNOV 88 %, DNZV 90 %
ter DVNČ 75 % manj časa kot DNV. V primeru razvitega algoritma opazimo največje
odstopanje med povprečji posameznih vozil (preglednica 4.5).
Preprosta pravila DNV, DNOV, DNZV in DVNČ so pri reševanju problema
izpolnjevala zgolj en kriterij na enkrat. Rezultati, ki se nanašajo na čas opravljanja
nalog in na prepotovane razdalje so smiselni v primeru dodelitve najbližjemu in najbolj
oddaljenemu vozilu. Smiseln je tudi rezultat pravil DNVZ in DVNČ, ki razdalj ne
upoštevata in dosegata vmesne rezultate povprečnih razdalj ter časov opravljanja nalog.
Podobno ugotovitev je mogoče opaziti pri meritvah celotnih časov opravljanja nalog.
V skrajnostih imamo algoritma DNV in DNOV. Pravili DNZV in DVNČ pa dosegata
vmesne rezultate.
Na osnovi rezultatov iz preglednice, ki prikazuje povprečne čase mirovanja, lahko
opazimo, da so med preizkusom algoritma DNV vozila mirovala največ časa. Ob
upoštevanju prevoženih razdalj in časov opravljanja naloge je rezultat smiseln, saj
pri takšni dodelitvi vozila dodeljene naloge hitro opravijo in zatem čakajo na naslednjo
dodelitev. K tej razlagi je potrebno dodati opažanja, ki so bila opravljena tekom
preizkusa. V primeru dodeljevanja nalog z DNV je bilo mogoče opaziti izrazite
neenakomernosti v obremenitvi vozil. Zelo pogosta je bila situacija, ko sta le eno
ali dve vozili v zalogovniku imeli vrsto nalog, medtem ko so ostala vozila mirovala. V
preglednici 4.5 je mogoče opaziti, da je bil DNV dodeljevalec bolj naklonjen vozilu 1,
kot vozilu 2, ki je mirovalo največ časa. Razlog za to je seveda v izpolnjevanju le enega
kriterija.
Kratke čase mirovanja v preizkusih z algoritmoma DNOV in DNZV je mogoče pripisati
splošni zasedenosti vozil tekom preizkusa. Malce dalǰse čase dosega algoritem DVNČ.
Razlog za to leži v izpolnjevanju pogoja za dodelitev. Vozilo mora namreč nakopičiti
dovolj čakalnega časa za dodelitev. To pa še ne pomeni, da so bila vozila pri
dodeljevanju z DVNČ manj obremenjena. V prid tega kažejo relativno dolgi povprečni
časi opravljanja celotne naloge, ki kažejo na to, da so se naloge v zalogovnikih zadrževale
približno enako dolgo kot v primeru DNZV.
Med potekom preizkusa algoritma DNZV ni bilo opaznih neenakomernosti v
obremenitvah vozil. Vsa so v zalogovnikih zadrževala približno enako število nalog.
Rezultat je zaradi pogoja za dodelitev smiseln. Med preizkusom DVNČ se bile
neenakomernost malce večje, a ne tako izrazite kot v primeru dodeljevanja s pravilom
DNV.
Vozila, ki jim je naloge dodeljeval razviti algoritem so napravila dalǰse poti od tistih,
ki so jim bile dodeljene s pravilom DNV. Hkrati pa so prepotovala kraǰse razdalje od
ostalih treh pravil. Podobno velja za povprečne čase opravljanja nalog in za povprečne
čase mirovanja. Z analizo rezultatov povprečnih časov opravljanja nalog in celotnih
časov opravljanja nalog, lahko opazimo, da so rezultati med posameznimi vozili dokaj
podobni. Iz tega lahko sklepamo, da so podobni tudi povprečni časi zadrževanja
nalog v zalogovnikih. Med preizkusom ni bilo opaznih izrazitih neenakomernosti v
obremenitvah. V vsakem trenutku je so vozila zadrževala približno enako število nalog.
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Če je naše merilo uspešnosti število opravljenih nalog, potem lahko trdimo, da
se je razviti algoritem izkazal za najbolǰsega. Uspešnost lahko pripǐsemo sistemu
dodeljevanja, ki upošteva več kriterijev. Podobne rezultate so dobili tudi ostali
raziskovalci (poglavje 2.5). Zelo dobro se je izkazalo tudi pravilo DNV, ki je na
račun manǰsega števila opravljenih nalog doseglo bolǰse rezultate z vidika prepotovanih
razdalj. V AGVS, ki je omejen z energijo bi DNV način dodeljevanja na račun manǰse
pretočnosti predstavljal razumno alternativo.
Upoštevanje težavnosti
V preglednicah 4.6 in 4.7 so za razviti algoritem prikazane meritve časa glede na
težavnost nalog za vsako od vozil. Na slikah 4.11 in 4.12 sta prikazana stolpčna grafa
s skupnimi povprečnimi časi glede na težavnost nalog. Z vidika povprečnih časov za
celoten postopek opravljanja nalog lahko opazimo, da so vozila zahtevneǰse naloge
opravila hitreje kot naloge srednje in lažje zahtevnosti. Za opravljanje nalog srednje
zahtevnosti (di = 1) so potrebovala 22 % več časa kot za opravljanje nalog težje
zahtevnosti (di = 0). Za opravljanje nalog lažje zahtevnosti (di = 2) so potrebovala 46
% več časa kot za opravljanje nalog težje zahtevnosti.
Prvi razlog za to leži v zasnovi zalogovnikov, ki so naloge urejali po zahtevnosti in
po času sprejema v zalogovnik. Drugi razlog je v zasnovi agenta, ki skrbi za to
da so zahtevneǰse naloge razporejene bolj enakomerno. Na račun potencialno večje
oddaljenosti agent dodeli zahtevneǰso nalogo drugemu, manj zasedenemu vozilu in
tako v zalogovniku prepreči skladanje nalog iste zahtevnosti. To je mogoče opaziti
v preglednici, ki vsebuje meritve povprečnih časov opravljanja naloge. Za zahtevneǰse
naloge so vozila v povprečju potrebovala nekoliko več časa. Bolj točno, za opravljanje
nalog težje zahtevnosti so v povprečju potrebovala 7 % več časa kot za reševanje nalog
srednje zahtevnosti. Za reševanje nalog srednje zahtevnosti so v povprečju potrebovala
2 % več časa od nalog lažje zahtevnosti. Ob upoštevanju zgornje ugotovitve, ki povezuje
čas opravljanja naloge in prepotovane razdalje, lahko sklepamo, da so vozila v primeru
zahtevneǰsih nalog v povprečju prepotovala tudi malce dalǰse razdalje.
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6 Zaključki
Zasnovali in implementirali smo algoritem, ki na osnovi vzpodbujevalnega učenja skrbi
za dodeljevanje transportnih naročil v sistemu mobilnih robotov. Odločitveno jedro
algoritma predstavlja agent vzpodbujevalnega učenja, ki rešuje problem večkriterijske
optimizacije. V okviru naloge smo dosegli naslednje:
1. Na osnovi globokega Q-učenja smo zasnovali algoritem, ki v sistemu mobilnih
robotov skrbi za učinkovito dodeljevanje transportnih naročil. Algoritem
globokega Q-učenja se od navadnega Q-učenja razlikuje v tem, da Q-funkcijo
aproksimira z globoko nevronsko mrežo. Proces iskanja uteži nevronske mreže
preko simulatorja je dolgotrajen, zato smo algoritem razvili v dveh delih. Prvi del
predstavlja algoritem hitrega učenja, drugi del pa je algoritem, ki ga uporabimo
v simulaciji. Bistvo algoritma hitrega učenja je poenostavljeno poustvarjanje
odzivov simulatorja, ki so potrebni v postopku učenja. Za učenje v 106 korakih
smo potrebovali 2 uri in 50 minut na računalniku povprečnih specifikacij.
Rezultat hitrega učenja so optimalne uteži modela.
2. Optimalne uteži nevronske mreže smo uporabili v algoritmu, ki je problem
reševal v simulaciji. Algoritem je optimiral dva kriterija problema, in sicer
oddaljenost ter zasedenost. Algoritem smo implementirali v obliki vozlǐsča
robotskega operacijskega sistema (ROS), ki omogoča interakcijo s simulatorjem
Gazebo, v kateremu smo preizkušali delovanje sistema. V Gazebu smo zasnovali
preizkusni poligon s štirimi simuliranimi roboti. Cilje, zaključne roke in časovne
intervale med transportnih naročil smo vzorčili naključno.
3. Razviti algoritem smo preizkusili v enournemu simuliranemu testu. Med
preizkusom smo merili število zaključenih nalog, prepotovane razdalje in vse
pomembne čase povezane z opravljanjem nalog. Delovanje algoritma smo
primerjali z delovanjem štirih preprostih pravil dodeljevanja. Ta so bila: dodelitev
najbližjemu vozilu (DNV), dodelitev najbolj oddaljenemu vozilu (DNOV),
dodelitev najmanj zasedenemu vozilu (DNZV) in dodelitev vozilu z največjim
skupnim časom čakanja (DVNČ).
4. V preizkusu dodeljevanja z razvitim algoritmom so vozila zaključila 11 % več
nalog kot z DNV, 44 % več nalog kot z DNOV, 20 % več nalog kot z DNZV in
24 % več nalog kot s pravilom DVNČ. Z meritvami razdalj in časov smo potrdili
večkriterijski proces odločanja razvitega algoritma in enostranskost preprostih
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pravil. Dokazali smo tudi, da algoritem uspešno rešuje naloge z upoštevanjem
roka za zaključek.
Sistemi avtomatsko vodenih vozil (AGVS) predstavljajo učinkovito logistično rešitev
v okolju sodobnega podjetja. Za dobro izvedbo AGVS je ključen sistem, ki skrbi za
učinkovito obremenjevanje sistema vozil. Pri implementaciji rešitve smo posegli po
metodah strojnega učenja. Za nas je bila relevantna metoda vzpodbujevalnega učenja
(RL), katere bistvo je posplošen pristop reševanja problema. Pri reševanju problemov
z RL ima bistven pomen zasnova funkcije nagrade. S to funkcijo je definiran agentov
cilj. Pomembna je tudi ustrezna zasnova agenta, zasnova prostora akcij in opažanj
ter ustrezna izbira hiperparamterov učenja. Na ta način pretvorimo neposredno,
poglobljeno reševanje problema v dokaj splošen problem RL, pri kateremu se ukvarjamo
z nastavitvami RL algoritma brez poglabljanja v specifike problema.
Predlogi za nadaljnje delo
Nadaljnje delo bi obsegalo preizkus v pravemu, fizičnemu sistemu mobilnih robotov.
Nadaljnje delo bi lahko obsegalo alternativno zasnovo algoritma dodeljevanja. Sprva
bi lahko preizkusili katero od alternativnih izvedb agentov, ki jih nudi Keras-RL. Od
teh bi bila zanimiva izvedba z algoritmom DDPG. Prostor akcij algoritma DDPG ni
skalar, temveč vektor. Tako bi lahko zasnovali algoritem, ki bi naloge dodeljeval v
skupinah. Problem dodeljevanja nalog bi lahko poskusili rešiti tudi z eno od mnogih
metod večkriterijske optimizacije. Zanimiva bi bila tudi rešitev v obliki večagentnega
sistema na osnovi vzpodbujevalnega učenja.
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