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Abstract: Climate projections indicate that in many regions of the world the risk of increased flooding
or more severe droughts will be higher in the future. To account for these trends, hydrologists
search for the best planning and management measures in an increasingly complex and uncertain
environment. The collection of manuscripts in this Special Issue quantifies the changes in projected
hydroclimatic extremes and their impacts using a suite of innovative approaches applied to regions
in North America, Asia, and Europe. To reduce the uncertainty and warrant the applicability of the
research on projections of future floods and droughts, their continued development and testing using
newly acquired observational data are critical.
Keywords: climate change; climate projections; extreme rainfall; floods; droughts
1. Introduction
The purpose of this Special Issue is to highlight several innovative manuscripts with a focus on
projected hydroclimatic extremes and their impacts. Special attention was given to manuscripts quantifying
projected changes in extreme precipitation and droughts, floods, and water quality parameters.
In many geographic regions, the effects of climate change on hydrologic systems are projected to
be significant. Determining those regions and the direction and magnitude of changes is critical for
long-term water management and planning decisions. Additionally, these decisions require the accuracy
of projections that are often based on limited data and numerical models with large uncertainties.
Complexities in the hydroclimatic processes, however, make estimating aggregate uncertainties
surrounding projections of historical and future climate variability and change difficult and challenging.
Characterizing changes in extreme events, such as temperature and precipitation extremes, floods, and
droughts, is particularly difficult on account of small sample sizes and relatively short observational
records. In addition, variability in large-scale dynamics and teleconnections may influence regional
temperature and precipitation extremes across different climate model ensembles [1,2] because of
differences in resolution, model structure, and the representation of teleconnections between ocean
temperature, polar sea ice, and mid-latitude jet stream variability [3]. Even with these uncertainties,
we observe robust changes in key climate variables related to floods and droughts, including increases
in extreme warm temperatures globally and regional changes in the distributions of heavy precipitation
events [4,5]. Changes in extremes over time are not solely due to shifts in the means of the distributions;
they can also be associated with changes in shape and skewness related to the tails/extremes. Changes
in sequencing and compound extreme events (e.g., drought combined with a heatwave) pose additional
risks that are not well quantified in observations and models [6]. Special emphasis needs to be
given to increasing modeling accuracy and proper determination of the confidence in the results.
Continuous monitoring of climatic variables, the refinement of climate models, and the development
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of statistical/stochastic methods will be key components in more accurately determining the effects of
climate change on hydrologic and climatic extremes.
2. Summary of the Papers in the Special Issue
The papers in this Special Issue are well-balanced in terms of their focus, ranging from heavy
precipitation and floods to droughts and water quality. The papers also cover a wide range of climates
and geographic regions, including Canada, the USA, Poland, and China.
Two papers [7,8] address heavy precipitation. In [7], the authors evaluate the applicability of the
spatial analog as an alternative approach in extreme precipitation analysis using data from the central
USA. They also highlight the existence of large uncertainties in studying climate projections and the
need to minimize them in the future. In another paper [8], a comparative analysis of four downscaled
data sets shows that a newly designed, novel statistical downscaling data set favorably compared
with other commonly used data sets when applied to extreme rainfall analysis. This research also
determined the magnitude of the projected increase in heavy precipitation in the Northeastern USA.
For example, they determined that the event with a recurrence interval of 100 years today will have a
19- to 25-year recurrence interval in the late 21st century, depending on the climate scenarios.
A majority of the Special Issue authors presented their research dealing with projected streamflow
extremes in various rivers around the world [9–12]. The projected streamflow characteristics, including
frequency and timing of future flooding in Canada, were calculated [9]. This paper determined the
changes for all regions in the country and provided a comprehensive assessment of the uncertainties in
their estimates. In a companion paper [10], the authors discuss the consequences of these changes
on flow regulation infrastructures (FRI) in highly populated/urban areas. They found that flood
management guidelines for some FRIs would have to be reassessed to make them resilient to increased
flooding in the future. In a paper with a similar scope [11], CMIP5-based climate modeling data were
applied to a hydrologic model to produce future streamflow ensembles for a watershed in Idaho, USA.
These ensembles were a broader envelope of the historic data, but the results generally indicated that
flash flooding will increase in the future. The effects of errors in riverine flow projections on the return
period of projected annual maximum inundation areas were presented in [12]. This research was based
on a distributed flow routing model, MIKE11, and its lumped-parameter emulator to illustrate this
uncertainty using a watershed in Southern Poland.
Papers [13,14] reported research on droughts. Future droughts under a range of climate scenarios
were examined in [13]. This research identified the season, direction, and magnitude of changes in
the length of dry spells for different parts of the Southeast United States. The effects of droughts on
both low flows and floods were reported in [14]. This paper presented a novel method to create a
super-ensemble of future climate series, which was then used to derive flooding and drought indices.
The results indicated a marginal increase in low flows and a small decrease in high flows on the South
Nation Watershed located in Ontario, Canada.
The drought-flood abrupt alteration (DFAA) has been studied as an extreme hydrological
phenomenon, which is particularly important in riverine nutrient loading [15]. The results show
projected changes in DFAA in the Hetao area, China, highlighting the often-neglected, but critically
important effects of climate variability and change on riverine water quality, and implying combined
drainage and irrigation measures during crop growth seasons.
3. Reflection of Future Research
Due to climatic changes, the risk of hydroclimatic extremes will be different in the future in many
geographic regions of the world. To better prepare for the changes, it is important to account for
impacts at the regional-to-local scales. Climate projections are typically based upon observational data
analysis, climate monitoring, and relatively coarse climate models. These products can be combined
using statistical and dynamical downscaling techniques to provide climate information at finer spatial
and temporal scales. The accuracy of model-based climate projects is typically assessed through
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comparisons with historical data. It is generally assumed that the historical accuracy of climate
models is an indication of future performance, but more research is required to justify this assumption.
Consequently, models with higher historical accuracy often receive higher weights in climate studies,
but more studies are needed to determine whether weighted or equal weights should be used, and,
if so, how the weights should be defined, and what would be the benefit of weights. Climate model
products are also inherently uncertain, since the models represent simplified versions of the real world.
These uncertainties can be due to coarse model resolution, a lack of physics or necessary complexity,
forcing uncertainties, structural model differences, and different representations of natural variability
(e.g., internal model variability).
Recent climate downscaling techniques are capable of producing increasingly finer spatial and
temporal resolutions for climatic variables. These products are typically finer-scale resolution than
global models. For example, the NASA Earth Exchange (NEX) dynamically downscaled products,
based on adjusting statistical moments in temperature and precipitation outputs from CMIP5 models,
are formatted with 25 km horizontal grid resolution, whereas the global models are typically on
the order of 1 to 2 degrees. These downscaled products can be used to reduce model biases based
on the agreement with historical records, but it is not clear how the corrections may influence the
uncertainty in future projections, particularly if the statistical moments are changing with time. These
challenges are exacerbated when considering extreme events, given the relatively short observational
record, inadequacies of the models to represent extremes, and uncertainties in how tail parameters
are changing.
Extreme weather events can also be jointly affected by both the influence of global warming
and internal variabilities, such as the El Niño Southern–Oscillation (ENSO), Atlantic Multidecadal
Oscillation (AMO), and Pacific Decadal Oscillation (PDO). In many cases, the internal variability
appeared as the major driving force [16].
Generally, two main approaches are used in studying the effects of climate change on the frequency
of floods and droughts. One approach assumes two or more quasi-stationary time periods and treats
each of them as stationary. The other approach expresses statistics (e.g., frequency distribution
parameters) as a function of time. Both approaches have advantages and limitations. Site-specific
non-stationary frequency analysis is prone to having large uncertainties. The distribution parameter
estimates, e.g., the shape parameter of a frequently used generalized extreme value distribution, can be
sensitive to large observations, resulting in very uncertain quantile estimates. This problem could
be alleviated by limiting the parameter ranges, or by developing a regional analysis instead of point
estimates. For any quasi-stationary approach, assuming stationarity for longer time periods is not
realistic in a changing environment. On the other hand, using shorter time periods for statistical
analysis [8,17,18] creates a problem with estimations of large recurrent events (e.g., 100-year event based
on 20 years). Thus, the stationarity assumptions need to be evaluated in each case (e.g., the evaluation
of the stationarity assumption for meteorological drought estimation in the contiguous US [19]).
For rainfall and runoff frequency analysis, the annual maximum series (AMS) and partial duration
series (PDS) methods for frequency estimates are generally used. Typically, the results indicate that the
AMS with Langbein’s adjustment [20] would produce very similar results to those based on PDS, but
this does not have to be true for projected extremes. An additional reason for using PDS instead of AMS
could be the fact that the increases in precipitation frequency and magnitude are not correlated [21].
It would be very useful to validate the findings of the paper as new data become available.
Estimating confidence limits is possibly the most challenging task in the analysis of weather/climate
extremes related to floods and drought. Many existing methods incorporate calculations of confidence
intervals (CIs), but they tend to be overconfident and underestimate the true limits. For example,
the L-moments approach creates CIs based on Monte Carlo resampling of statistical distribution
parameters, but it ignores the uncertainty based on the distribution selection, data observations,
their spatial/temporal aggregation, etc.
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The propagation of uncertainties from the global climate to regional extremes also needs more
attention, as well as the cross-auto-correlation structure of residuals, using hybrid approaches capable
of synthesizing observations and models [22,23]. Coupled feedbacks and interactions between natural
and human systems can also influence the occurrence and severity of extreme climate/weather events.
New multidisciplinary research and methodologies in areas related to extremes are broadly applicable
to water planning and management, which can ultimately lead to improved optimum water system
design and control in a changing environment.
Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Climate change has induced considerable changes in the dynamics of key hydro-climatic
variables across Canada, including floods. In this study, runoff projections made by 21 General
Climate Models (GCMs) under four Representative Concentration Pathways (RCPs) are used to
generate 25 km resolution streamflow estimates across Canada for historical (1961–2005) and future
(2061–2100) time-periods. These estimates are used to calculate future projected changes in flood
magnitudes and timings across Canada. Results obtained indicate that flood frequencies in the
northernmost regions of Canada, and south-western Ontario can be expected to increase in the future.
As an example, the historical 100-year return period events in these regions are expected to become
10–60 year return period events. On the other hand, northern prairies and north-central Ontario
can be expected to experience decreases in flooding frequencies in future. The historical 100-year
return period flood events in these regions are expected to become 160–200 year return period events
in future. Furthermore, prairies, parts of Quebec, Ontario, Nunavut, and Yukon territories can be
expected to experience earlier snowmelt-driven floods in the future. The results from this study will
help decision-makers to effectively manage and design municipal and civil infrastructure in Canada
under a changing climate.
Keywords: climate change; Canada; flooding frequency; catchment based macroscale floodplain
model; uncertainty
1. Introduction
Floods are the most frequently occurring natural hazard in Canada and around the globe [1–4].
A number of studies have been performed in different parts of the globe to establish methods for
effective quantification of floods and their associated risks [5–17]. Studies have also investigated
methods to quantify compound flooding i.e., that are caused by two or more events contributing to
flooding example occurrence of extreme rainfall, variations in astronomical tides, storm surge, and
wave action, rise in groundwater levels etc., occurring simultaneously or successively [18,19].
Due to continuous greenhouse gas emissions, climate variables and their extremes have exhibited
considerable shifts across the globe [20–22]. Changes in key hydro-climatic elements and their
extremes have been recorded across Canada [21,23] and unprecedented changes are projected for the
future [24–26]. These changes in climate, coupled with rapid urbanization, have led to increases in the
frequencies and magnitudes of flooding events in Canada. A total of 241 flood disasters have been
recorded in Canada between 1990 and 2005 [4], many of which have occurred in major Canadian cities
such as: Montreal in 2012, Thunder Bay in 2012, Calgary in 2013 and 2010, Winnipeg in 1997 and 2009,
and Toronto in 2005 and 2013 [27]. [The trends in hydrological extremes for 248 Reference Hydrometric
Basin Network (RHBN) catchments in Canada were examined by [28]. A decreasing trend in annual
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maximum flows for catchments located in southern Canada, and an increasing trend in catchments
located in northern Canada was obtained. In addition, a robust signal of increases in spring snowmelt
driven peak flow was obtained in the months of March and April, whereas a decrease in June month
peak flow was obtained. These findings highlight that the behavior of extreme floods has changed
across Canada as a consequence of climate change. Therefore, as advocated in previous research [29,30],
it is important to obtain reliable flood frequency estimates under a non-stationary climate, such that
they can be used to design climate resilient civil and municipal infrastructure across Canada.
General Climate Models (GCMs) simulate complex bio-geophysical and chemical processes
occurring within the earth system and their interactions [20]. Land surface schemes are the interface
within the GCMs that host important energy budget and water balance calculations occurring within a
GCM grid-cell. GCM simulations are performed at a coarse spatial resolution of ~110–550 km, which
hinders the accurate representation of some of the important physical processes, such as convection that
shapes the earth’s climate [22]. As a result, large uncertainties have been obtained in GCM projections,
especially for variables linked to precipitation [22]. For making future flows and flooding projections
at catchment(s) scales, typically, coarse resolution climate projections from GCMs are downscaled, and
they are used to generate streamflow responses using a hydrologic model. This approach has been
adopted in a number of catchment scale studies, including [25,31–34], among others.
Another approach commonly adopted by studies making future flow projections at continental or
global spatial scales involve the use of coarse scale gridded runoff projections made by GCMs, and
downscaling them to obtain higher resolution runoff estimates. Examples of studies adopting this
approach include [35] where 45 km resolution streamflow forecasts for northeastern parts of Canada
were generated by dynamically downscaling hydro-climatic forecasts from CanESM2 GCM using a
CRCM4 Regional Climate Model [36]. A modified version of the WATROUTE hydraulic modelling
scheme [37] was used within the CRCM4 model to simulate high resolution flows. Future changes in
projected flood hazard across Europe were estimated by [38]. Dynamically downscaled future climatic
projections from two regional climate models (RCMs): HIRHAM model of the Danish Meteorological
Institute [39] and the Rossby Centre Atmosphere Ocean Model (RCAO) of the Swedish Meteorological
and Hydrological Institute [40], were used as inputs into a hydrological model: LISFLOOD [41]
to simulate 5 km resolution river discharges across Europe for historical (1961–1990) and future
(2071–2100) timelines. The climatic simulations and projections from 21 GCMs were used as inputs into
a global scale hydrologic model, Mac-PDM.09 [42] to simulate current and future flow regimes at 0.5◦
spatial resolution and assessed global water scarcity in future [43]. On the other hand, [44] used runoff
simulations from GCMs and simulated high-resolution water level dynamics across the Amazon River
basin, using a catchment-based macro-scale floodplain model: CaMa-Flood [45]. The same model was
used by [46] to obtain 25 km resolution flow projections across the globe, using coarser resolution
runoff projections from 11 GCMs in accordance with representative concentration pathways (RCPs):
RCP 2.6, RCP 4.5, RCP 6.0, and RCP 8.5 [47].
This study investigates changes in the frequencies and timings of large floods (referred to address
100-year and 250-year return period flooding events hereafter) across Canada under projected future
influences of climate change. The analysis presented generates novel information, as only a handful
of studies (predominantly global assessments) preceding this study have assessed changes in flood
hazards on a Canadian scale. In most of these studies, only changes in flooding frequencies and
magnitudes have been assessed. This study extends the assessment to also analyze projected changes
in flood timings, which is an important piece of information that is required for effective flood risk
management. Finally, this study takes into consideration a larger ensemble of future runoff projections
as compared to previous studies, which means that the results generated from this study account for
the uncertainty associated with future runoff projections made by GCMs more effectively than the
previous studies.
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2. Models and Methods
2.1. CaMa-Flood Hydrodynamic Model
CaMa-Flood [44–46,48,49] is a global scale-distributed hydrodynamic model that routes input
runoff generated by a land surface model to oceans or inland seas along a prescribed river network map.
Water storage is calculated at every time-step, whereas variables such as: water level, inundated area,
river discharge, and flow velocity, are diagnosed from the calculated water storage. River discharge
and flow velocity are estimated using a local inertial equation. Floodplain inundation is modelled by
taking into consideration the sub-grid scale variabilities in the river channel and floodplain topography.
The parameters used in CaMa-Flood model are listed in Table 1. A river channel reservoir has three
parameters: channel length (L), channel width (W), and bank height (B). The floodplain reservoir
has a parameter for unit catchment area (Ac), and a floodplain elevation profile that describes the
floodplain water depth Df as a function of the flooded area, Af. The topography-related parameters i.e.,
surface altitude (Z), distance to downstream cell (X), and unit catchment area (Ac) are calculated using
the Flexible Location of Waterways (FLOW) method [50]. Finally, a Manning’s roughness coefficient
parameter (n) is used to represent the roughness in the river channel.
Table 1. Parameters in the catchment-based macro-scale floodplain (CaMa-Flood) model.
S. No Name Symbol Unit
1 Channel length L m
2 Channel width W m
3 Bank height B m
4 Surface altitude Z m
5 Distance to downstream cell X m
6 Unit catchment area Ac m2
7 Manning’s roughness coefficient n m−1/3/s
The CaMa-Flood model has been validated extensively for its ability to simulate runoff in the
largest catchments of the globe [44,51]. For instance [45] evaluated the performance of the CaMa-Flood
model in simulating flow characteristics in 30 major river basins, including the Amazon, Mississippi,
Parana, Niger, Congo, Ob, Ganges, Lena, and Mekong. The model was found to be able to simulate
flood inundation characteristics in these basins well. Furthermore, [49] evaluated the importance of
adding a new computational scheme to help support the representation of flows through bifurcation
channels in CaMa-Flood. The model was found to be able to perform realistic hydrodynamic
calculations in the complex, resulting in mega delta with numerous bifurcation channels. Given
the high credibility of the model in simulating river flow and flood inundation dynamics, the model
has been used to assess the impacts of climate change at regional to global scales [46,51–55]. This study
uses the globally calibrated version of the CaMa-Flood model that was used to generate global scale
runoff projections in [46].
2.2. Methodology
2.2.1. Generation of 25 km Resolution Historical and Future Flows across Canada
Coarse resolution historical (1961–2005) and future (2061–2100) runoff simulations obtained from
GCMs were used as inputs into the CaMa-Flood model calibrated at 25 km resolution and flow
estimates covering the entire Canadian landmass. A spin-up period of two years was considered, and
flows generated during this period were ignored during the assessment.
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2.2.2. Grid-Wise Estimation of Future Flooding Frequencies of Historical 100- and 250-Year Floods
Generated historical and future flows at each 25 km grid were used to estimate future changes in
the frequencies of historical 100- and 250-year floods. Generalized extreme value (GEV) distribution
was fitted to the historical annual maximum flow series. The cumulative distribution function of the
GEV distribution is expressed in Equation (1):




K ] i f K =0
exp[− exp(− q−εα )] i f K=0
(1)
where Q is the random variable, q is a probable value of Q, κ is the shape parameter, ε the location
parameter, and α is the scale parameter. Parameters of GEV distribution were estimated using the
method of L-moments [56].
Flow quantiles corresponding to 100- and 250-year return period floods were estimated for
historical timelines. GEV distribution was then fitted to the annual maximums of the future flow series,
and return periods corresponding to historical 100- and 250-year flood magnitudes were estimated.
2.2.3. Aggregation and Uncertainty Assessment of Projected Changes in Flooding Frequencies
Future flood frequency projections from different GCMs (corresponding to a particular emission
scenario) were aggregated, and uncertainty magnitudes were quantified for each 25 km grid. Previous
studies have found large uncertainties in GCM simulated projections of precipitation-related variables,
with even the sign of change being found to be uncertain in many regions of the globe (IPCC 2013).
Therefore, in this study, robustness of flood frequency projections was taken into consideration
when aggregating flooding frequency estimates. The term ‘robust’ was used in this paper to refer
to projections/projected changes that concurred by more than 50% of the projections analyzed. If
equal numbers of projections conveyed increases/decreases in flooding frequencies in the future
for a particular grid, then that grid was associated with ‘non-robust’ flood frequency projections.
When aggregating future flood frequencies, projections that concurred with the robust sign of change
in flooding frequencies were considered for aggregation and uncertainty assessment. Aggregated
flooding frequencies were calculated by finding the median of future return period values, whereas





where Ur denotes the calculated uncertainty magnitude, and RPr,0.75, RPr,0.50, and RPr,0.25 denote the
75th, 50th, and 25th quantiles of the robust flood frequency projections, respectively.
2.2.4. Estimation of Historical and Future Flood Timing
When assessing changes in flood timing, flow events exceeding the 95th quantile flow value over
the entire time-period of concern were considered as flooding events. For each individual CaMa-Flood
grid located within Canada, flooding events were identified for both historical and future time-periods
that met this criterion. The month of the year corresponding to which the largest frequency of flooding
events were simulated was recorded as the time of flooding. The differences in the time of flooding
between historical and future time-periods were analyzed to identify the impact of climate change on
flood timing across Canada.
2.2.5. Aggregation of Historical and Future Flood Timing
Flood timing values were aggregated at each 25 km grid by only taking into consideration
projections from GCMs that were able to accurately simulate the robust flow month. The robust flow
month is regarded as the month that is projected with the largest number of flooding events by more
9
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than 50% of the projections analyzed. If none of the months have been concurred upon by more than
50% of the projections for a grid, then that grid is marked as having ‘non-robust’ flood timing results.
The aggregated results for historical and future timelines are compared, to assess changes in flood
timing between the two timelines.
3. Study Region
In this study, assessment of future changes in flooding frequencies and timings is performed
across the entire Canadian landmass. Canada consists of 10 provinces and 3 territories: Yukon (YK),
Northwest Territories (NT), Nunavut (NV), British Columbia (BC), Alberta (AB), Saskatchewan (SK),
Manitoba (MB), Ontario (ON), Quebec (QB), Newfoundland and Labrador (NL), New Brunswick (NB),
Nova Scotia (NS), and Prince Edward Island (PEI).
Different regions of Canada exhibit considerable differences in landscape and climate. Canada
encompasses eight climate regions with different geophysical characteristics (Massey and Connors
1985). These are: (i) Pacific Maritime climate that is shaped by the presence of Pacific Ocean and is
characterized by mild but extremely wet winters, and cool and dry summers. Regions located along
British Columbia’s west coast and its border with Yukon Territory are a part of this climate type; (ii)
Cordilleran climate is influenced by continental air masses and Pacific air streams. It is found in regions
covering eastern British Columbia, Yukon Territory, and small portions of southwestern Alberta. It is
characterized by cold and wet winters, and warm and dry summers. The climate experienced within
this climate type varies considerably spatially, because of the presence of the Rocky Mountains and
insulated valleys. This climate type is found in regions covering eastern British Columbia and the
Yukon Territory, as well as small portions of southwestern Alberta; (iii) Atlantic Maritime climate
is influenced by western continental air masses, and it is modified by the presence of the Atlantic
Ocean. This climate type is characterized by cold and wet winters and hot and wet summers. Regions
encompassing New Brunswick, Nova Scotia, Prince Edward Island, and southeastern Newfoundland
exhibit this climate type; (iv) Southeastern climate is influenced by the continental air masses that are
modified by the presence of the Great Lakes. This climate type is characterized by cold and wet winters,
and hot and wet summers. Regions that characterize this climate type include Ontario, Quebec, and
parts of Nova Scotia and New Brunswick; (v) Prairies climate type is influenced by the continental air
masses, and it is characterized with a wide annual temperature range with very cold winters and very
hot summers; the southern regions of Alberta, Saskatchewan, and Manitoba provinces demonstrate
this climate type; (vi) Boreal climate is influenced by Arctic and Pacific Ocean air masses. This climate
type is characterized with very cold and dry winters, and warm and wet summers. Regions forming
a continuous belt from Newfoundland and Labrador passing central Quebec and Ontario, across
the Prairies, and west to the Rocky Mountains exhibit this climate type; (vii) Arctic climate region is
influenced by the air stream coming from the Arctic ice pack. This region is characterized with a very
harsh cold climate, permanent snow-cover, short cool summers, and minimal precipitation. Most of
the Nunavut, and northern parts of Northwest Territories and Quebec exhibit this climate type. Lastly;
(viii) Taiga climate region is associated with long cold winters for more than six months. This climate
has some precipitation in summer and very low precipitation in winter.
4. Data Used
GCM-simulated daily runoff data for historical (1961–2005) and future (2061–2100) timelines
were obtained from Coupled Model Inter-comparison Project Phase 5 (CMIP5) of the World Climate
Research Programme (WCRP) (Taylor et al. 2012). Future runoff projections corresponding to four
Representative Concentration Pathways (RCPs): RCP2.6, RCP4.5, RCP6.0, and RCP8.5 [47] were
collected. The list of GCMs considered for analysis in this study is provided in Table 2. Runoff data for
above mentioned timelines was collected for a total of 105 (84 future and 21 historical) realizations
from the CMIP5 multi-model ensemble.
10
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To perform computationally extensive CaMa-Flood simulations over the Canadian domain for
all 105 realizations, the Shared Hierarchical Academic Research Computing Network (SHARCNET)
platform (www.sharcnet.ca) was used. The preparation of CaMa-Flood inputs and the processing of
results was performed in R programming language [57].
5. Results and Discussion
This section presents the results obtained from the assessment of projected future changes in flood
frequency and timing across Canada.
5.1. Projected Changes in Flooding Frequencies
Future flooding frequencies of historical 100-year and 250-year flooding events aggregated using
the approach defined in Section 2 (referred as robust GCM median approach hereafter) are presented in
Figures 1 and 2 respectively. The regions presented in blue (brown) are projected with future increases
(decreases) in flooding frequencies, whereas the regions presented in green are projected with no
considerable changes in flooding frequencies. Regions where non-robust (described in Section 2)
projections of flood frequencies are obtained are shown in white.
Figure 1. Future return periods of historical 100-year flood event for: (a) RCP 2.6; (b) RCP 4.5; (c) RCP
6.0; and (d) RCP 8.5. The results presented are GCM projections aggregated using the robust GCM
median approach.
13
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Figure 2. Future return periods of historical 250-year flood event for: (a) RCP 2.6; (b) RCP 4.5; (c) RCP
6.0; and (d) RCP 8.5. The results presented are GCM projections aggregated using the robust GCM
median approach.
Results indicated that flooding frequencies of historical 100-year and 250-year return period
flooding can be expected to increase considerably in the northern regions of Canada, with return
periods of historical 100-year floods projected to reduce to 50-year floods or less in the future.
This finding is in line with the findings from studies such as [28] which have analyzed observational
flow records across Canada and have detected an increasing trend in extreme flows in the northern
regions of Canada. A robust signal of projected decreases in flooding frequencies can also be noted from
the results for the central and prairies regions of Canada, including areas of British Columbia, Alberta,
Manitoba, and Saskatchewan, where the return period of historical 100-year floods can be expected to
increase to 165–200 years in the future. These results are again in line with the observed decreases in
peak flow trends in the prairies region [58] attributed largely to decreases in snowfall and increases
in temperatures during the winter months. Finally, small parts of Nova Scotia, Newfoundland, and
Labrador, and northernmost regions of Nunavut, and south-west British Columbia are also projected
to experience no considerable changes in flooding frequencies in the future. A comparison of changes
projected for 100-year and 250-year return period flooding events indicate that the spatial structure of
projected changes is similar for flooding events of both magnitudes.
The spatial distribution of the projected changes in flooding frequencies was found to be similar
under the RCP 4.5 and RCP 8.5 emission scenarios, whereas different spatial structures of projected
changes were obtained under emission scenarios RCP 2.6 and RCP 6.0. For example, under RCP 6.0,
14
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the provinces of Yukon Territory, Northwest Territory, and Nunavut were projected with lower flood
frequencies than that projected under the RCP 4.5 and RCP 8.5 emission scenarios. It should however
be noted that the total number of GCMs from which runoff projections were available under RCP 6.0
(10) was lower than other emission scenarios, i.e., RCP 2.6 (15), RCP 4.5 (19), and RCP 8.5 (19), which
can also contribute towards some of these differences. Finally, changes projected under RCP 2.6 were
found to be of the smallest magnitudes as compared to other emission scenarios, with large areas
projected with negligible changes in the future.
The above results are based on an approach where the robustness of GCMs in predicting the
projected sign of change in runoff is taken into consideration when aggregating the projected changes.
To investigate the impact of aggregation procedure method on the obtained results, a relatively
straightforward method that does not consider the robustness of projections is used to aggregate
them. In this method (referred as ‘all GCM median approach’ hereafter) the median of all projections
is taken to obtain the future projected return periods across Canada. The results of future return
periods of historical 100-year and 250-year return period flooding events obtained from this approach
are shown in Figures 3 and 4, respectively. A comparison of Figures 1 and 2 with Figures 3 and 4
highlight the important similarities and differences in the magnitudes, and the spatial distributions of
future projected flood frequencies. It is noted that northern parts of Canada, southwestern Ontario,
and northeastern Quebec are projected with an increase in flooding frequencies when the results are
aggregated from either approach. Similarly, the northern prairies region and north-central Ontario are
projected with decreases in flooding frequencies from either approach. A key difference is obtained in
the magnitudes of the projected changes, where higher magnitudes of absolute (positive or negative)
changes were obtained from a robust GCM median approach as compared to the GCM median
approach. This is likely because projected changes cancel out when averages are taken across all
GCMs in the GCM median approach. For the same reason, aggregation using the all GCM median
approach was found to result in more areas with no considerable changes as compared to the robust
GCM median approach.
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Figure 3. Future return periods of historical 100-year flood event for: (a) RCP 2.6; (b) RCP 4.5; (c) RCP
6.0; and (d) RCP 8.5. The results presented are GCM projections aggregated using the robust GCM
median approach.
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Figure 4. Future return periods of a historical 250-year flood event for: (a) RCP 2.6; (b) RCP 4.5; (c)
RCP 6.0; and (d) RCP 8.5. The results presented are GCM projections aggregated using the robust GCM
median approach.
Uncertainty magnitudes obtained from future flood frequency projections of historical 100-year
floods obtained in the cases of the robust GCM median approach and the GCM median approach are
presented in Figures 5 and 6, respectively. To present the spatial heterogeneity of uncertainty effectively,
normalized values of uncertainty magnitudes are presented in the figures. The spatial distribution
of uncertainty from both approaches was found to be similar; however, the uncertainty magnitudes
obtained from all GCM median approaches were found to be higher than that obtained from the robust
GCM median approach. Overall, increases in flood magnitudes projected in the northern provinces of
Yukon, Northwest Territories, and Nunavut, northern Quebec, and south-west Ontario were found
to be among the least uncertain results obtained. The decreases in flood frequency projected for the
prairies region, northern Ontario, British Columbia, and Newfoundland and Labrador were found
to be among the most uncertain results. These results indicated that there was a larger degree of
confidence in the projected increases in flooding frequencies in parts of Canada than the projected
17
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decreases. Finally, between the four RCPs, the least uncertainty was found to be associated with the
projected changes made under RCP 4.5 as compared to the other RCPs.
Figure 5. Normalized values of uncertainties obtained for different regions of Canada for 100-year return
period flooding events when GCM projections are aggregated using a robust GCM median approach.
Figure 6. Normalized values of uncertainties obtained for different regions of Canada for 100-year return
period flooding event when GCM projections are aggregated using a GCM median approach.
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5.2. Projected Changes in Flood Occurrence Timing
Spatial distributions of flood timing obtained for historical and future timelines are presented in
Figures 7 and 8 for two extreme RCPs with regard to greenhouse gas emissions: RCP 2.6 and RCP 8.5,
respectively. In the figures, months where wintertime precipitation is likely to contribute to peaks, i.e.,
November, December, January, February, are shown in the shades of pink, months where snow-melt
can be a dominant factor, i.e., March, April, May, are shown in the shades of blue, while months where
summertime convection can be a dominant contributor to peaks, i.e., June, July, August, September,
October, are shown in shades of green. Grids with non-robust flood timing results are shown in a
grey color. Results clearly highlighted projected future increases in the total area effected by snowmelt
driven floods (shown in the shades of blue), as well as an earlier onset of snowmelt driven floods in
the future. These changes were most evident in the northern and central regions of Canada. Regions
in Ontario and Quebec were projected with earlier summertime extreme flows (shifts from April/May
to March). Most of the regions from Nunavut and Yukon Territories were projected to have earlier
summertime extreme flow changes (from May to April). An earlier onset of snowmelt driven floods in
the future was also evident from Figure 9, where grids that are projected with up to two months of
early spring melt are shown. These results are in line with the findings from observational studies
performed in different locations across Canada, where an earlier onset of snowmelt driven floods
has been documented [59–62], as well as projected under the influences of climate change [34,63–65].
This observation is obtained consistently across all four emission scenarios considered for assessment,
although it is noted that the GCMs were more uncertain on the prediction of the peak flow month in
the cases of RCP 4.5 and RCP 8.5, than in the cases of RCP 2.6 and RCP 6.0.
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Figure 7. Monthly distribution of extreme flows obtained from aggregated runoff results obtained for
historical and future timelines. Future projections are presented for RCP 2.6.
20
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Figure 8. Monthly distribution of extreme flows obtained from aggregated runoff results obtained for
historical and future timelines. Future projections are presented for RCP 8.5.
21
Water 2018, 10, 1441
Figure 9. Grids that are projected with up to two months of earlier onset of spring-time extreme flow.
6. Conclusions
The impacts of climate change have been detected on the characteristics of streamflow and their
extremes in catchments distributed across Canada. Given this non-stationarity in climatic conditions,
there is a need to quantify the projected future impacts of climate change on flow extremes to better
design civil and municipal infrastructure in Canada. It is also important to account for sources of
uncertainties when making future projections, so that policymakers can review them before national
flood protection guidelines are put into place.
This study quantifies future changes in the frequencies and timings of flooding events across
Canada as a consequence of climate change. An ensemble of 84 future runoff projections made by 21
GCMs are considered for assessment. A state-of-the-art mesoscale hydrodynamic model: CaMa-Flood
is used to simulate 25 km resolution historical and projected future flows from coarse resolution GCM
runoff estimates. The changes projected by different GCMs are aggregated, and associated uncertainty
is quantified using two approaches: (1) where only projections made by ‘robust’ GCMs (i.e., those
who concur on the sign of change as projected by more than 50% of the GCMs) are considered, and
(2) where projections made by all GCMs are considered. In general, it was found that the spatial
distribution of the projected changes is similar in the results obtained from both approaches, whereas
the magnitudes (both positive and negative) are found to be larger in the first approach than in the
22
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second approach. In terms of uncertainty, both approaches demonstrate similar spatial structures;
however, results from the second approach demonstrate higher uncertainties than the first approach.
The spatial distributions of projected flood frequency changes convey that the northern provinces
of Canada: Northwest Territories, Yukon Territory, and Nunavut, and southwestern Ontario, can be
expected to have higher flood frequencies in the future, with a return period of 100-year historical
floods becoming 10–60 years by the end of the 21st century. On the contrary, the northern prairies and
north-central Ontario can be expected to experience lower flood frequencies, with a return period of
100-year historical floods to become 160–200 years in the future. This projected increase (decrease) in
flooding frequencies in the above-mentioned areas is also found to be among the least (most) uncertain
changes projected for Canada, indicating that there is a high confidence that flood hazard will increase
in the above-stated regions of Canada in the future.
An assessment of projected changes in future flood timing indicates earlier snowmelt in almost
all regions of Canada. This is expected, given that future temperatures are projected to increase across
Canada under the influence of climate change [23]. Signs of increases in snowmelt-driven floods, and
earlier snowmelt have been detected in historical flow records [66,67], as well as have been projected
for many Canadian rivers [34,63–65]. The results obtained are thus also in line with the findings made
in many previous studies performed at catchment scales in Canada.
The flood hazard and risk changes identified in this study can serve as useful guides for
decision-makers in Canada to identify flood-hazard areas, and to prioritize appropriate mitigation
and response efforts in the face of global climate change. This work can be expanded by overlapping
generated flood-hazard maps with exposure elements such as population and water resource
management infrastructure, to identify flood risk areas. Efforts in this direction are currently underway.
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Abstract: The continuous simulation approach to assessing the impact of climate change on future
flood hazards consists of a chain of consecutive actions, starting from the choice of the global climate
model (GCM) driven by an assumed CO2 emission scenario, through the downscaling of climatic
forcing to a catchment scale, an estimation of flow using a hydrological model, and subsequent
derivation of flood hazard maps with the help of a flow routing model. The procedure has
been applied to the Biala Tarnowska catchment, Southern Poland. Future climate projections of
rainfall and temperature are used as inputs to the precipitation-runoff model simulating flow in
part of the catchment upstream of a modeled river reach. An application of a lumped-parameter
emulator instead of a distributed flow routing model, MIKE11, substantially lowers the required
computation times. A comparison of maximum inundation maps derived using both the flow routing
model, MIKE11, and its lump-parameter emulator shows very small differences, which supports the
feasibility of the approach. The relationship derived between maximum annual inundation areas and
the upstream flow of the study can be used to assess the floodplain extent response to future climate
changes. The analysis shows the large influence of the one-grid-storm error in climate projections on
the return period of annual maximum inundation areas and their uncertainty bounds.
Keywords: flood inundation maps; climate change; EURO-CORDEX projections; continuous
simulations
1. Introduction
Following the EU Floods Directive (2007) [1], flood risk maps should take into account climate
changes and should be updated in cycle, every six years. A standard approach to deriving flood
risk maps, applied in Poland, consists of running the 1D MIKE11 model for design flood waves of
different return periods (e.g., 500, 100, 10 years). Water management and adaptation to floods in
Poland for a 100-year flood have been planned. Design flood wave and model simulations have
been applied to estimate 100-year inundation outlines [2]. In flood risk assessment, a design flood is
customarily applied when flow data are available. When annual flow series are short, event-based
simulation approaches can be applied [3]. This type of approach uses a rainfall generator as an input
to a rainfall–runoff model. Annual maximum flow events are subsequently selected from the obtained
flow series and used as inputs to a 1-D hydraulic model to derive maximum inundation maps. Due to
the relatively large computation time requirements of a distributed flow routing model, a continuous
simulation approach is rarely applied to flood risk assessments [4].
In order to provide flood risk maps for the future, there is a need to include future climate
projections in the design of a flood wave [5,6]. The design flood is usually estimated from the
probability distribution of annual maximum flows, which may be influenced by water engineering
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structures or urbanization [7]. Human interference at the river side changes the water balance of the
river and the character of flood events. The above-mentioned factors make flood frequency analysis
(FFA) based on annual peak flows under the assumption of stationarity not very robust when future
climatic and human-induced changes are expected. In addition, the standard approach assumes that,
for example, a 1-in-100 year flow quantile will be transformed into a 1-in-100 year inundation extent.
That assumption imposes the existence of a linear transformation between the flow and an inundation
area downstream, which is not usually met in practice.
The other approach, followed here, consists of a continuous simulation of a climate
projection–runoff–flow routing system for an ensemble of climate projections for the entire length
of available records and direct derivation of the 1-in-100 year flood inundation maps. The possible
scenarios of the flood protection schemes and changes in land use (e.g., urbanization) may be taken
into account [8]. This approach avoids both drawbacks of the standard method, but may require a high
amount of computing time, which will increase when the uncertainty of simulations is to be included
in the derived risk maps.
The important point related to flood wave design, which includes three flood wave parameters
(wave height, height, length and base level), is the uncertainty. This uncertainty might undermine the
usefulness of the flood risk assessment [9–12]. In addition, an analysis of the influence of different
adaptation scenarios requires an application of a distributed flow routing model that takes most of the
computing time in the simulation approach.
In order to facilitate the computations, we propose an emulator of the 1D MIKE11 model.
An emulator is a simple model approximating particular actions of the original model and is used
instead of that model for computationally intensive applications. Two main types of emulators can
be distinguished: structure-based emulators, where the mathematical structure of the emulator is
derived from the simplifications of the original model, and data-based emulators, where the emulator
structure is identified and its parameters estimated from a dataset generated from planned experiments
performed on the complex simulation model [13].
The distributed 1D model of a riverside, treated as a complex model, can be successfully solved
by data-based dynamic emulation modeling within the following steps [12]: (i) parameter estimation
by calibration and validation of the emulator, (ii) analysis of the uncertainty of the output, and (iii)
assimilation of the data to be analyzed within the emulator with defined parameters. The results of
the emulator can be treated as an input to the flood risk assessment, which constitutes the basis for
scenario analysis and a contribution to the decision-making process.
Decision-making with respect to adaptation or mitigation is usually based on flood risk
assessments, which can be burdened by a quite high uncertainty [14]. This uncertainty can be divided
into two groups: reducible and non-reducible. The reducible uncertainty is dependent on the amount
of available information applied to the model, whereas the non-reducible uncertainty comes from the
randomness of nature.
In Poland, even though the EU Floods Directive (2007) commits all EU countries to follow “the
flood risk adaptation cycle,” the new Polish Water Act gives a high degree of freedom to meet the
EU requirements and interpret the Act in different ways [15]. Since 1 January 2018, the responsibility
for decision-making has been in the hands of local government. Local government bases its decision
on existing master plans, and the regional flood prevention assessments usually do not contain an
uncertainty analysis. At the county scale, the risk assessment seems to be no longer necessary, and the
same refers to scenarios for adaptation.
The propagation of uncertainty [16,17] in the routing model begins at the stage of climate
projection. Both global and regional climate projections display systematic errors [18,19]. Projections
of temperature and precipitation data used as an input to a hydrological model may be over- or
underestimated due to the climate model characteristics and bias related to downscaling [20,21].
The aim of this study is an assessment of the sensitivity of projections of annual maximum
inundation area to climate projections and modeling errors, including rainfall–runoff and flow routing
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models. The analysis framed by this article in the context of Floods Directive 2007 satisfies the flood
hazard assessment, which is an inherent part of flood risk assessment, enriched by the projection of
future climate and uncertainty analysis but without cost–benefit analysis.
The Biala Tarnowska catchment in Southern Poland was used as a case study. Future projections
of precipitation and temperature obtained from the EURO-CORDEX project were applied as inputs to
the HBV model simulating flow in the upper part of the catchment, at the Ciezkowice gauging station.
The sensitivity of the derived future inundation areas at Tuchow meander on the Biala River to climate
projection errors was assessed.
The following content is organized within sections that present the methodology, describe the
case study area, describe the emulator, discuss the results and the uncertainty of the results of both
MIKE11 and the emulator of MIKE11, and apply the developed procedure to climate projections.
Final comments on the achievements of this work are given in the conclusions.
2. Materials and Methods
2.1. Approach
The approach can be summarized in the following steps:
1. calibration and validation of a distributed model (MIKE11) for the chosen river reach;
2. development of an emulator for the selected cross sections of the model in the form of the
input–output transformation;
3. verification of the emulator using independent observation sets;
4. comparison of the deterministic inundation extent maps obtained using both approaches;
5. estimation of prediction error bands (uncertainty analysis of a flow routing model);
6. derivation of dependence of annual maximum inundation area on the upstream flow;
7. dependence of distribution of future annual maximum inundation areas on climate
model instabilities.
The first step required the development of a distributed model for a selected river reach, using
the available DTM data and measured cross sections. The choice of MIKE11 was dictated by the need
to compare the results of modeling to the existing, MIKE11-based flood risk maps for the region of
Biala Tarnowska.
In the second step, the emulator structure was developed based on the modeling goals and
the characteristics of the processes involved [22]. The emulator calibration (Step 3) applied MIKE11
simulations as a source of information on unobserved water levels at cross sections along the river reach.
Verification of the emulator (Step 4) was performed using the reference data from the time period not
applied in the calibration stage. A comparison of the deterministic inundation extent maps provided
an insight into the quality of the emulator spatial predictions. In the next step (5), the uncertainty
of emulator predictions was assessed. The emulator was treated in this step as an additional source
of errors, apart from the error related to the distributed flow routing model. We investigated the
differences between MIKE11 predictions and the emulator predictions for the observations at Koszyce
Wielkie. However, we cannot assess errors at unobserved cross sections, unless we have additional
spatial data, even in the form of historical inundation maps. It would be possible to calculate the
parametric errors by sampling MIKE11 roughness parameter space and derivation in the emulator for
each sample. As there are already many studies on distributed model uncertainties [23], we focused
on uncertainties related to the emulator itself. We considered observations of water levels at the
Koszyce Wielkie gauging station to evaluate the emulator performance and its predictive uncertainty.
The sixth step involved the derivation of a functional dependence (sensitivity curve) between maximum
inundation area and the upstream flow based on the calibration data. The seventh step involved a
comparison of the frequency distribution of the maximum annual inundation areas based on future
climate projections with and without one-grid-storms caused by regional model instabilities.
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2.2. Case Study—The Biala Tarnowska Catchment
The Biala Tarnowska catchment, chosen as a case study, is a mountainous catchment in Southern
Poland. The catchment is semi-natural, and one of the semi-natural Polish catchments, chosen
following an extensive analysis of available hydro-meteorological and geomorphological data [24].
The catchment, with an area of 966.9 km2, has a forest-covered upper part and a lower part covered
mainly by agricultural lands (Figure 1).
Figure 1. The location of the study catchment; left picture: county scale, whole catchment; right picture:
local scale, routing model part.
The upper part of the catchment, down to the Ciezkowice gauging station (527.5 km2) with 97%
classified as forest cover, was modeled by the HBV rainfall–runoff model.
Thiessen polygons were applied to interpolate point precipitation data for the purpose of
rainfall–runoff model calibration and verification. The lower part of the river between Ciezkowice and
Koszyce Wielkie gauging stations was modeled using the 1-D MIKE11 flow routing model and the
emulator, based on a stochastic transfer function.
Daily hydro-metrological observations of precipitation, temperature, and streamflow and
estimated potential evapotranspiration were used as an input to the hydrological model HBV [25].
Observed historical hydrological and climate daily time series of precipitation, temperature,
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and streamflow for 40 years from November 1970 to October 2010 were obtained from the National
Water Resources and Meteorological Office (IMGW) in Poland. Daily potential evapotranspiration
was calculated using the temperature-based Hamon approach [26]. Daily streamflow data from the
Ciezkowice and Koszyce Wielkie hydrological stations for a period of 40 years (1971–2010) were used
in the calibration (1971–2000) and validation (2001–2010) stages.
In the case of Biala Tarnowska, observations at the upstream gauging station Ciezkowice and the
downstream, Koszyce Wielkie, show that one recording observations daily (6 a.m.) might miss the fast
changes of flow in short flood events. The delay between observations in upstream and downstream is
8 h. Because of this, an additional check-up of input daily data was done by a comparison of 10 min
observation data and interpolated daily data. The correlation between them was 0.93, which may lead
to the conclusion that 1 h output results will contain the peaks of flood events.
2.3. Routing Model for Biala Tarnowska River
Two parallel approaches to modeling future inundation areas are presented schematically in
Figure 2. The scheme shows the simulation chain of actions necessary to produce flood adaptation
indices. At the left-hand side of Figure 2, the chain of actions starts from the input data (observed
or simulated daily temperature and precipitation series), which are pre-processed for the whole
time horizon of the simulations. They form the input to a hydrological model, which provides flow
simulations subsequently routed using the MIKE11 model. The adaptation actions may consist of
building the polder release at parts of the river reach to prevent downstream-located cities from
flooding, building embankments, introducing levees, or other engineering constructions.
Figure 2. Scheme of an application of an emulator of MIKE11 for climate projections.
Distributed models, e.g., MIKE11 [27], SOBEK [28], and HEC-RAS [29], use the logic of a
real-world system and follow the laws governing the routing of the river. Distributed flow routing is
needed to test different adaptation measures and their influence on flood risk. However, modeling and
comparison of the outcomes of flood adaptation measures require multiple simulations of the entire
system, presented in the left panel of Figure 2.
The application of MIKE11 in this context requires a high amount of computing time.
The approach proposed here consists of replacing the MIKE11 model by a transfer function-based
emulator as shown in the right panel of Figure 2. The development of the emulator is based on the
distributed model simulations, and its derivation is described in the following sub-sections.
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The national climate change adaptation strategy for Poland, in the case of adaptation to
floods, recommends the application of a top-down flow routing software—MIKE11 (DHI, Hørsholm,
Denmark). For the sake of comparison of results, the same software has been chosen in this study.
The routing model of the Ciezkowice–Koszyce Wielkie reach of the Biala Tarnowska River includes
118 cross sections specified using the triple zone approach.
The triple zone approach defines the water depth border value and the resistance in each cross
section. All cross sections were built using direct field measurements, and values were generated from
the digital elevation model (DTM). The resolution of DTM is 1 m horizontally and 0.01 m vertically.
Due to the fact that, in the Biala Tarnowska reach, the water balance depends on ungauged
tributaries in almost 50% of the total flow, the model was supplied with 19 point sources representing
the tributaries and one lateral source. In our approach, we followed the discussion on lateral sources
in the routing model presented in [30]. The authors show the impact of the saturated zone on
matrix–conduit exchanges in a shallow phreatic aquifer and highlight the important role of the
unsaturated zone on storage. In this work, flows of ungauged tributaries were estimated based on the
HBV results for the whole Biala Tarnowska catchment and the participation of the tributary catchment
areas in the Ciezkowice–Koszyce Wielkie part of the catchment. The flows do not take into account the
delays caused by saturation but are simply weighted by the size of ungauged tributary sub-catchments.
The flow routing model has been simulated with a 1 min time step interval, using the HBV
simulated flow time series for the period 1996–2000 as an upstream boundary condition and the rating
curve as the downstream boundary. The fmincon optimisation routine from MATLAB® was applied
to optimize six MIKE11 roughness parameters. The Nash–Sutcliff index (NS) was used to describe
the goodness of model fit for the observed flows and water levels at the Koszyce Wielkie gauging
station. The values of the NS index in Koszyce Wielkie, using flows as a criterion for the calibration
and validation periods, were 0.80 and 0.77, respectively, whilst the NS indices for water levels were
0.60 and 0.54, respectively.
2.4. Input—The Hydrological Model for the Ciezkowice Gauging Station
In this study, the HBV hydrological model has been applied to the upper catchment of Biala
Tarnowska (down to the Ciezkowice gauging station). The model applies daily temperature,
evaporation and precipitation data as an input. The HBV [25] model parameters were optimized using
the DEGL minimization code [31]. The parameters optimized by the DEGL are given in Table 1.
Table 1. The HBV model parameter values for the Biala catchment, Ciezkowice and Koszyce Wielkie.
HBV Routines Name of the Parameter Ciezkowice Koszyce Wielkie Unit
soil routine
P.FC 61.19 119.55 mm
P.BETA 1.68 2.89 non
P.LP 1 1 non
P.CFLUX 0.6 0.23 mm/day
surface water
balance routine
P.ALFA 0.24 0.27 non
P.KF 0.3 0.11 day
P.KS 0.11 1.64 day
soil moisture
routine P.PERC 1.33 1.12 mm/day
snow routine
O.TT 1.23 1.05 ◦C
O.TTI 4.93 7 ◦C
O.FOCFMAX/DTTM 0.01 1.36 ◦C/mm day
O.CFMAX 1.27 1.00 ◦C/mm day
O.CFR 0.71 0.00 non
O.WHC 0 0 mm/mm
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In addition, the HBV model was also used for the entire catchment closing at the Koszyce Wielkie
gauging station to estimate the ungauged tributaries to the Biala reach between Ciezkowice and
Koszyce Wielkie. The optimal model parameters for the whole catchment were obtained from [32] and
are presented in Table 1.
2.5. The Structure of the MIKE11 Emulator
The emulator consists of a Box–Cox transform and a stochastic transfer function (STF) model [33].
The choice of the Box–Cox-STF-based model was dictated by its transparent structure combining
nonlinear input transformation of the input variable (Box–Cox) with linear model dynamics (STF),
forming the so-called Hammerstine-type model [34].
The emulator parameters are derived using the distributed model simulations, available at each
model cross section and discrete in time. For the purpose of the derivation of flood inundation maps
for future climate projections, the model input should have the form of flows, and model output
should be in the form of water levels. Assuming that the emulator’s single module is built between
the 1st and nth cross section, with the flow at an upstream end of the reach acting as an input variable,
and the water levels at a cross section acting as an output variable, the system’s basic module has the
structure as shown in Figure 3.
Figure 3. Module of an emulator based on flow–water-level relationship; Q1,k denotes flow at the 1st
cross section at time k, for k = 1, . . . , T; hn,k denotes water levels at the nth cross section at time k; bc1,n
denotes the Box–Cox transformation between flow used as an input at the first cross section and the
nth transfer function input xn,k.
The emulator equation for the nth cross section has the form of a single-input single-output (SISO)
model with the Box–Cox transformation of an input:
yn,k =
Rn






where yn,k denotes water levels at an nth MIKE11 cross section, xn,k denotes transformed by the
Box–Cox model flow Q1,k at the Ciezkowice cross section, and εk is the N(0, σ) error. Parameters Rn,
Pn, cn, bn, and δn are specific for each cross section.
The optimization of parameters of a Box–Cox transform was performed jointly with the STF
model parameters, using the NS criterion to take into account the model output bias. From this point
of view, the procedure was similar to the derivation of a nonlinear gain on the input in the flow
forecasting model [34]. Its output can be expressed either in the form of flow or water levels at required
spatial locations (e.g., the Koszyce Wielkie reach of the river).
It should be noted that any other suitable simplified flow routing model can be used as an
emulator. The emulator with the STF describing process dynamics has the advantage of providing
well-defined model parameters with a known covariance structure as part of its output. The nonlinear
Box–Cox static transformation of flow is used to describe a nonlinear flow–water-level relationship
and to improve the estimation of STF model parameters.
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The emulator of a distributed flow routing model applied here has the form of parallel connected
STF-type modules. The number of modules will depend on the number of cross sections required
to build the inundation map, as shown in Figure 4. In the case study, 118 cross sections of the Biala
River were used as components of the emulator. The part of the Ciezkowice–Koszyce reach includes
the Tuchow meander, 16 km long, which will be used later as an illustration. It is shown by black
squares in Figure 4 and consists of 38 cross sections. The emulator was optimized with the fminsearch
function (part of the MATLAB function library), which applies the Nelder–Mead simplex method [35].
Both the NS index and R2T were applied as objective functions evaluated at the vertices of a simplex.
The adaptive nature of the process requires continuous revision of simplexes to find the best fit to
the response surface. Each module is calibrated using the outputs (here the water levels at each cross
section) obtained from the fully distributed model. The form of a module depends on the variable
chosen to describe the system dynamics [22].
Figure 4. The STF-based MIKE11 emulator of water level predictions; on the Biala Tarnowska
River—the meander near Tuchow city.
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To take into account flood wave durations less than 24 h, hourly time steps were used for the
estimation of emulator parameters. In the calibration stage, the best model fit in R2T varied between
0.97 and 0.98, which shows a very good emulator performance. Besides the goodness of fit, the other
parameters characterize the emulator. The pure advection delay between the first and the last Tuchow
meander cross section is approximately 2 h, depending on the wave speed. However, the total time
of wave propagation in the emulator from the beginning of the model to the last cross section of the
meander was estimated at between 5 and 9 h [36]. The emulator well reproduces MIKE11 simulations,
which is not surprising, as the input–output relationship between the distributed model variables is
well defined. The accuracy of the validation expressed by the coefficient of determination R2T is of a
similar order as in the calibration stage (about 0.97). The total accuracy of the emulator predictions
depends also on the MIKE11 accuracy, which can be tested at only one available gauging station:
Koszyce Wielkie.
The results of the validation of water level predictions at the Koszyce Wielkie gauging station are
presented in Figure 5. The emulator predictions are shown by a continuous black line together with
0.95 confidence bands depicted by the shaded area. The MIKE11 predictions are shown by the black
dotted line, and the observed water levels are shown by the red line.
Figure 5. The STF-based MIKE11 emulator of water level predictions, validation stage, the
Ciezkowice–Koszyce Wielkie model. The black dots denote MIKE11 simulations; the continuous
black line denotes the emulator predictions; the red line denotes the observed water levels at the
Koszyce Wielkie gauging station; the shaded area denotes 0.96 confidence limits.
The SISO model could be introduced for Biala Tarnowska despite the tributaries present in the
catchment due to the fact that they are strongly correlated with the main river flow. In the case
where tributaries are not strongly correlated, the MISO (multiple-input single-output) approach is
required [34].
3. Results
3.1. Comparison of Deterministic Flood Inundation Maps
Flood inundation areas derived from the water level simulations of MIKE11 and the emulator
are compared in the following subsection. The relationships between the annual maximum flow at
Ciezkowice, forming the input to the emulator (Q) and corresponding water levels (H) and inundation
area (A) at the Tuchow meander simulated by the emulator, are presented in Figure 6. The left-hand
panel shows the H(Q) relationship for the 10th meander cross section, the middle panel shows A(Q),
and the right-hand panel shows the relationship between the water level at the 10th meander cross
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section and the meander annual maximum inundation area A(H). The correlation coefficients of
H(Q), A(Q), and A(H) are 0.96, 0.98, and 0.99, respectively. In the A(H) plot (Figure 6, right hand
panel), it can be seen that, for an increasing water depth value with a constant value of 1 m (dashed
lines), the gradient of the inundated area changes. At a 5 m water depth, the embankments are
exceeded, causing changes in the inundation area response.
Figure 6. Dependence on hydrological input (annual maxima) and routing model predictions for the
Tuchow meander for the reference period 1971–2010. (a) Water depth values at the 10th cross section of
the meander versus the maximum annual flow; (b) inundation areas at the Tuchow meander versus
the maximum annual flow; (c) inundation area versus the maximum annual water depth at the 10th
cross section of the Tuchow meander. Blue dots denote the data, and green lines denote the fitted curve
to the square polynomial.
The above illustration shows that relationships between the maximum inundation areas and
inflow are nonlinear (middle panel of Figure 6). They can be used to derive local sensitivity indices
describing how the inundation area responds to the variation in input flow at Ciezkowice for adaptation
purposes. In particular, the A(Q) relationship depends on the channel and floodplain geometry. In this
case, the inundation area is more sensitive for smaller maximum flow values than for larger values.
The computation time of the emulator is much shorter than that of MIKE11. As illustrated in
Table 2, the time of preparation of the inundation map using the emulator shows a difference of two
orders of magnitude.
Table 2. Time processing for the 1971–2010 period and an area of 42 km2.
Time of Processing
Map Based on MIKE11
Results (s)
Map Based on the Emulator of
MIKE11 Results (s)
Routing 19,035 147
calculating a flooded area and
saving the inundation map based
on 1 m × 1 m resolution DTM
990 990
TOTAL 20,015 (≈5 h 34 min) 1137 (≈19 min)
The vast amount of time might be consumed by mapping the water levels on the DTM. The time
of mapping depends on the size of the area covered and its resolution, and it substantially influences
the total computation time.
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Figure 7 presents differences in the extent of maximum inundation area for the year 1997 for
the lower part of the Tuchow meander. The emulator shows about 3.5% larger inundation area than
MIKE11. The critical success index (CSI) was used [37,38] to assess the differences quantitatively.
The CSI assumes that the times when an event is not expected and not observed have no consequence.
The equation is as follows:
CSI = observed event
(observed event+simulated event but not observed+observed event but not simulated) (3)
In this investigation, an observed event is the inundation area simulated with the distributed
MIKE11 model results, and the simulated event is that simulated with the results of the emulator
of MIKE11 model. However, as spatial observations are missing, we do not know if MIKE11
under-predicts or over-predicts the real inundation extent.
Figure 7. Maximum inundation extent of MIKE11 (blue) and the emulator of MIKE11 (magenta) for
the year 1997 for a part of the Tuchow meander, and the CSI-based difference (green).
The CSI for the 1997 flood event equals 0.91. The application of the CSI eliminates grid cells that
were differently classified by either of the approaches.
3.2. The Uncertainty of Emulator Predictions
The uncertainty of the emulator predictions depends on the uncertainty of the MIKE11 model
predictions and on the emulator parametric uncertainties.
The uncertainty of the emulator of MIKE11 predictions can be assessed directly by comparison
with the available observations. Unfortunately, no observations of either water levels or inundation
extent are available along the modeled river reach, and only water levels at the gauging station in
Koszyce Wielkie can be used for model validation and an estimation of the uncertainty of its predictions.
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Following the standard STF model procedures, the model parameters, together with an estimate
of their uncertainty and the prediction variance, were derived using the observations. When the
MIKE11 model outputs were used instead of the measured values, the emulator prediction error was
extended by the unknown error term, which also included the Box–Cox transform error.
Whilst the STF model parameter uncertainty is known for each MIKE11 cross section, the
prediction error can be derived only for those cross sections where observations are available. Therefore,
the STF model uncertainty describes the lower constraint (minimum value) of the uncertainty of the
emulator predictions.
In order to estimate the influence of the Box–Cox transform and the STF model uncertainty on
water levels generated by the emulator, we apply Monte Carlo simulations of the emulator parameters
to generate an ensemble of possible model predictions. As each model provides the estimates of
parameter uncertainty in the form of a covariance matrix, the simulations follow the information
enclosed in those estimates. The procedure was applied to the Koszyce Wielkie gauging station.
The model parameters and their uncertainty estimates are given in Table 3.
From the point of view of flood risk assessment, only the water level values that are above the
bank-full are of interest. As the Koszyce Wielkie river reach has high embankments, the water level
values that cause inundation upstream or downstream of Koszyce Wielkie are still in-bank at that cross
section. In order to estimate their uncertainty related to the emulator parameters, the peak values
above the 75th percentile (above 192 m) were selected from the generated ensemble of hourly water
levels. The approach of [39] was followed in choosing the high-flow event series. The minimum
distance between the events was set to 40 h, following the analysis of flow residence times to avoid the
correlation between the events.
An example of event selection is presented in Figure 8. The correlation between the events was
assessed using Bartlett’s test of independence for a significance level of 5%. As a result of that test,
the independence assumption was not rejected.
Figure 8. Classification of high water levels at Koszyce Wielkie gauging station for the threshold value
equal to the 75th percentile.
The high flow events were used to derive the empirical water level-return-period curves following
the approach described by [40].
The empirical return period T(i) of the i-th sorted highest peak water level was calculated from
the ranked peak water level series according to the formula:
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T(i) = n/i (4)
where n denotes the number of years in a maximum water level series.
Table 3. Parameter values of the emulator of the MIKE11 Ciezkowice–Koszyce Wielkie model and their
uncertainty. Parameters are defined by Equations (1) and (2), where P/R denotes the cross-correlation
between P and R.
Parameter [Unit] Mean Variance
P [-] 0.8710 0.1943 × 10−6
R [-] 0.0199 0.0045 × 10−6
P/R [-] - 0.029 × 10−6
δ [h] 13 0
c [-] −0.2740 0.03
b [-] 0.5246 0.03
ε [-] 0 0.008
Figure 9 presents an example of an empirical relationship between the return period and water
levels obtained for the 10-year long time series of simulated water levels at the Koszyce Wielkie gauging
station for the period 1991–2000. The black-marked curves correspond to nine different parameter
sets of the Monte–Carlo (MC) ensemble simulations, while the red-marked curve is obtained for the
observed time series.
Figure 9. Example of return-period–water-level relationship for the peak water level ensemble.
The evaluation of return periods allows for a comparison of the modeling results with the
observations for different return periods. Figure 10 presents the derived 1-in-5 and 1-in-10 year
return period water levels in the Koszyce gauging station obtained from an MC analysis of emulator
predictions. The observations, denoted by red perpendicular lines, indicate slight over-predictions of
emulator simulations. The 0.95 confidence bands for the 1-in-10 year return period predictions are
about 2 m wide. We noted that the Box–Cox model parameters have the largest influence on the spread
of the results and can be used to derive weights describing model goodness of fit. However, those
weights are local, i.e., they depend on the local differences between the predicted and modeled water
levels and cannot be extrapolated to other sites.
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Figure 10. Empirical cumulative distribution function (cdf) of water levels with 1-in-10 year return
period (upper panel) and 1-in-5 year return period (lower panel) obtained for the Monte Carlo (MC)
simulations of peak water levels at Koszyce Wielkie (blue lines); red dotted lines show the cdf 0.95
confidence bounds; black stars show the 0.025, 0.5, and 0.975 quantiles water levels with 1-in-10 and
1-in-5 year return periods; the observed water levels corresponding to 1-in-10 and 1-in-5 year return
periods are shown by the red lines.
This illustration indicates the importance of observations of inundation extent (water levels) that
would allow the uncertainty of the predictions to be reduced.
The resulting water level uncertainty is transposed into the inundation extent uncertainty through
the water-level–inundation-extent relationship (right panel of Figure 6). This will result in a different
inundation area uncertainty depending on the incoming upstream flow.
3.3. Derivation of Flood Hazard Maps for the Future
The EURO-CORDEX initiative project [41] was used as a source of daily temperature and
precipitation projections for the period 1971–2100. The projections have a spatial resolution of 12.5 km
(EUR-11) for the RCP4.5 emission scenario. The ensemble applied in this study has seven members,
consisting of four different RCMs driven by three different GCMs (Table 4).
Table 4. List of RCM/GCMs used in this study.
Model Number GCM RCM Full Name Source Institution
1 EC-EARTH RCA Rossby Center regional Swedish Meteorological andHydrological Institute
2 EC-EARTH HIRHAM Not applicable Danish Meteorological Institute
3 EC-EARTH CCLM Community Land Model Not applicable
4 EC-EARTH RACMO Regional AtmosphericClimate Model Not applicable
5 MPI CCLM Community Land Model Not applicable
6 MPI REMO Regional-scale Model Max Planck Institute for Meteorology
7 CNRM CCLM Community Land Model CERFACS, France
The bias correction of the projected climate variables is usually performed in order to improve
their physical interpretability [42]. However, all bias correction methods alter the extreme values,
which might be not justified for high flow extremes. Therefore, it was decided to use raw precipitation
projections in the present study of projections of maximum flood inundation extent. The simulation
procedure described in Section 2 was followed to produce a series of projected annual maximum
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inundation areas for the Tuchow meander for the seven climate models, for the 1971–2100 period.
The results are presented in Figure 11.
Figure 11. Maximum annual inundation from Models 1–7. Median: red lines in the boxes. The bottom
and top edges of the blue box indicate the 25th and 75th percentiles, respectively. Maximum and
minimum values: dashed black line in each box; red ‘+’: outliers.
The projected maximum annual inundation areas for the seven models show a stationary character,
which results from a stationary character of the annual maximum flow projections for the Biala
Tarnowska [32]. However, looking at the outliers denoted by red crosses, the increase in annual
maximum inundation areas can be found. Closer examination of precipitation projections (not shown
here) reveals that 130-year daily raw precipitation data contain peaks of extreme precipitation, which
are caused by the regional climate model instability (the so-called one-grid storms). These abnormal
events may lead to wrong conclusions on the future projections of extreme high flow events when
linear regression models are used to analyze future trends and the uncertainty of the projections is not
taken into account [32].
The instabilities were detected by a comparison with the precipitation projections for the
neighboring catchment Dunajec. The extreme event should appear in both catchments; otherwise,
the extreme event is classified as a one-grid storm and replaced by the second-highest event in the
year. In this study, instabilities in all but two models were detected. In the case of Biala Tarnowska,
Models 2 and 5 were free of one-grid storms (Figure 12). Significant changes in maximum inundation
return periods were found for Models 1, 3, 4, 6 and 7.
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Figure 12. Return period for 130 annual maxima of inundation area for seven models without a
one-grid-storm (‘o’) and with a one-grid-storm (solid line).
The NEVA routine [43] for the generalized extreme value (GEV) analysis was performed for
maximum annual inundation area data presented in Figure 12. The one-grid storms influence the
bounds of inundation projection uncertainty (Figure 13). The left panel presents an analysis of data
without one-grid storms, while the right panel presents results with one-grid storms. Obviously, the
uncertainty bounds are smaller in the case of data without RCM instabilities.
Figure 13. Annual maximum inundation area over a 100-year return period (marked with a black
double arrow) and a 200-year return period (marked with a black double arrow), with instabilities
(left plot) and without instabilities (right plot), the 95% and 5% confidence bounds (respectively with
the Models, solid colorful lines), and MLE (dashed lines).
Removing one-grid storm events significantly change the results by decreasing the bounds of
uncertainty of the inundation area.
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4. Conclusions
The main issue related to the simulation approach within future climate change projections is the
simulation time. The size, and above all the amount, of data derived from the projections that have to
be processed by a distributed model make flood risk mapping very time-consuming. To accelerate
the process, an emulator of a distributed model was applied. The emulator of the 1D MIKE11 was
based on a stochastic transfer function that presents linear process dynamics, while the linearization of
a flow–water-level relationship was performed with the Box–Cox transformation, which acts as an
inverse of a rating curve. The use of the emulator significantly speeds up the process but may cause
other problems, related mainly to simplification errors and the difficulty in assessing the uncertainty of
its predictions when spatial observations are missing. However, the latter applies also to a distributed
flow routing model. The way forward is further work on the development of remote sensing methods,
using the unmanned aerial system (UAS) to derive local aerial photographs of the inundation extent.
Using the Tuchow meander as an example, relationships have been derived between the simulated
water depth at a given cross section on the meander and the meander inundation area for the annual
maximum flows (Figure 6). Those relationships can be used to assess the sensitivity of maximum
inundation area to changes in annual maximum flows governed by climatic changes.
An additional advantage of the simulation approach presented here is the taking into account of
the variability of antecedent conditions in the catchment before a flood event. The other approach to
the derivation of flood risk maps that uses a design storm of a specified return period derived from
the precipitation projections [44] results in inundation area projections that are biased and depend on
assumed soil moisture conditions before the storm.
There is a large uncertainty in climate projections that influences the estimates of future flood risk.
The crucial action in the case of adaptation to floods is a double check of climate projections. We show
that the pre-processing of climate projections, by excluding one-grid storms (instabilities), significantly
reduces the uncertainty of inundation projections.
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Abstract: This study discusses the flooding related consequences of climate change on most populous
Canadian cities and flow regulation infrastructure (FRI). The discussion is based on the aggregated
results of historical and projected future flooding frequencies and flood timing as generated by
Canada-wide hydrodynamic modelling in a previous study. Impact assessment on 100 most populous
Canadian cities indicate that future flooding frequencies in some of the most populous cities such as
Toronto and Montreal can be expected to increase from 100 (250) years to 15 (22) years by the end of
the 21st century making these cities highest at risk to projected changes in flooding frequencies as
a consequence of climate change. Overall 40–60% of the analyzed cities are found to be associated
with future increases in flooding frequencies and associated increases in flood hazard and flood risk.
The flooding related impacts of climate change on 1072 FRIs located across Canada are assessed both
in terms of projected changes in future flooding frequencies and changes in flood timings. Results
suggest that 40–50% of the FRIs especially those located in southern Ontario, western coastal regions,
and northern regions of Canada can be expected to experience future increases in flooding frequencies.
FRIs located in many of these regions are also projected to experience future changes in flood timing
underlining that operating rules for those FRIs may need to be reassessed to make them resilient to
changing climate.
Keywords: climate change; flood hazard; flood risk; return period; streamflow regulation rules;
Canada
1. Introduction
Due to consistent warming of Earth’s climate particularly in the recent decades, weather elements
and their extremes have become more severe and frequent, with increases in extreme heat, intense
precipitation, drought, and flooding recorded across the globe [1,2]. Floods are the most frequently
occurring natural hazard in Canada and are shaped by one or more hydrologic processes such as
snowmelt and ice jams, hydro-meteorological factors such as short duration intense rainfall, rain on
snow, or structural failures such as dam breaks [3,4].
Evidences of shifts in extreme flow characteristics have been recorded in different regions of
Canada. Trends in the flow extremes for 248 catchments in Canada were examined by Burn et al. [5].
Decreasing trends in annual maximum flows were obtained for catchments located in southern Canada
and increasing trends were obtained for catchments located in northern Canada. Springtime and
summer runoff characteristics were examined by Burn et al. [6] for stations located in the Canadian
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prairies and obtained decreasing trends in spring snowmelt runoff volume and peak flows, and an
earlier occurrence of the flooding events. Changes in the peak flow timings among rivers located in the
western Canada over the time-period: 1960–2006 were analyzed by Dery et al. [7]. An earlier onset of
spring melt, decrease in summer streamflow, and delay in the onset of enhanced autumn flows were
obtained in most of the analyzed rivers. Flow trends at 68 gauging stations with at least 50 years of
flow records were analyzed by Burn et al. [8], and more trends than to be expected by chance were
found. They noted decreasing trends in annual and spring maximum flows and an earlier shift in the
timing of the flooding events. Increasing magnitudes and frequencies of extreme floods has affected
Canadian cities and population therein. Indeed, severe flooding events have been recorded in some of
the most populous Canadian cities in the recent years such as: Montreal in 2017 and 2012, Thunder Bay
in 2012, Calgary in 2013 and 2010, Winnipeg in 2009, and Toronto in 2005 and 2013 [9]. The enormous
costs of Calgary floods in 2013 (over $5 billion) and Toronto floods in 2005 ($587 million) and 2013
($1.2 billion) provide some examples of costs associated with urban flooding in Canada.
A number of approaches have been used to simulate flood magnitudes and assess flooding
frequencies in catchments across the globe. Gaur et al. [10] assessed projected future changes in flood
hazard for the Grand River basin, Canada by generating flows at the catchment outlet using WatFlood
hydrologic model and by fitting a Generalized Pareto distribution (GPD) on the peak-over-threshold
values of simulated flooding events. Fiorentino et al. [11] and Gioia et al. [12] demonstrated the use
of spatially discrete parameters in theoretically derived distributions and analytical models to more
accurately perform regional flood frequency analysis in Italy. Devkota and Gyawali [13] assessed the
impacts of climate change on the Koshi River basin in Nepal by using bias-corrected climate forecasts
from two Regional Climate Models (RCMs) and performing hydrological simulations using the SWAT
model. Qin and Lu [14] assessed projected future changes in flooding frequencies for the Heshui
watershed in China. A coupled Long Ashton Research Station Weather Generator (LARS-WG) and
Semi-distributed Land Use–Based Runoff Processes (SLURP) approach was used to generate future
flows, which were then fitted to Pearson type III distribution to perform flood frequency analysis.
Das et al. [15] evaluated the suitability of three extreme value distributions: Gumbel, Log-Pearson type
3, and Generalized Extreme Value (GEV) in modelling flood extremes and recommended the use of
GEV for climate change impact assessments.
Long-term forecasts of flood-hazard and flood-risk have been made at national and continental
scales have been made [16–22]. For instance, future changes in flood hazard across Europe was
assessed by dynamically downscaling future climatic projections from two regional climate models
(RCMs) and performing hydrologic modelling using LISFLOOD model [23]. Streamflow was generated
for historical (1961–1990) and future (2061–2100) timelines and an assessment of projected changes
in flood magnitudes of 100 year return period floods was performed. It was estimated that the
recurrence interval of the present day 100-year flood event might decrease to 50 years or less in
many parts of Europe in the future. Yamazaki et al. [22] used coarse resolution runoff simulations
from the GCMs and simulated higher resolution water levels across the Amazon River basin using
CaMa-Flood hydrodynamic model. Hirabayashi et al. [20] assessed future changes in global flood
hazard under projected climate change influences using runoff projections from 11 Global Climate
Models (GCMs) and CaMa-Flood hydrodynamic model [24]. In Gaur et al. [16] a similar assessment
to Hirabayashi et al. [20] was performed for the Canadian landmass but taking into consideration a
larger ensemble of runoff projections made by 21 CMIP5 GCMs.
While information on the distribution of flood hazard at a national to global scales is extremely
valuable, knowledge about how it is distributed with reference to the population, and built assets is
of critical importance to water resource managers, city planners, and policy-makers. Typically flood
hazard is combined with an exposure of interest to calculate flood risk. Several techniques have been
used in the past to assess flood risk at national to global scales. Hirabayashi et al. [20] for instance
quantified global flood exposure by combining gridded population information with the gridded
flooded area modelled using the CaMa-Flood model. Jongman et al. [25] demonstrated two methods to
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assess damages caused by flooding at a global scale. In the first method, the economic damage caused
by floods for a particular country was calculated by combining information on the population exposed
to flooding and GDP per capita of the country whereas in the second method, it was calculated by
finding the total urban area exposed to flooding and combining it with the information on maximum
damage per square meter for the country. Peduzzi et al. [26] evaluated a Disaster Risk Index by
combining the hazards such as floods, droughts, cyclones, and earthquakes with gridded population
to assess the human exposure to these hazards at a global scale. De Moel et al. [27] evaluated historical
and projected future changes in flood exposure by overlaying information on the distribution of
historical and projected future flood depths with the distribution of the urban agglomerations in the
Netherlands. Kleinen and Petschel-Held [28] summed the population living in river basins across
the globe where the return period of historical 50-year return period event is projected to reduce as
a consequence of climate change. Feyen et al. [29,30] combined flood frequency curves with flood
depth-damage functions to estimate current and future average annual damage in Europe.
The objective of this study is to use the historical and projected future flood characteristics
simulated in Gaur et al. [16], and quantify the risk the projected changes pose to the Canadian
population, and the network of flow regulation infrastructure (FRI) existing in Canada. A novel
methodology to quantify and demonstrate this risk has been presented in this study using which
cities and FRIs most at risk from projected changes in flooding frequencies and timings have been
identified. To the best of our knowledge, an assessment of this scale has not been presented before for
the Canadian cities and FRIs highlighting the novelty of both the adopted methodology and generated
results. The discussion presented in this study will help water resource managers and policymakers to
formulate flood management guidelines in Canada.
The rest of the paper is organized as follows. Description of the methodology used for estimating
changes in flood hazard and flood risk at Canadian cities and regulated flow gauging stations is
provided in Section 2. This is followed by a description of the study region and datasets used in
Section 3. Results and discussion are provided in Section 4, followed by conclusions in Section 5.
2. Methodology
In Gaur et al. [16] future flow projections were made for the entire Canadian landmass at ~25 km
spatial resolution by adopting an approach used in previous studies at other locations [20,22]. A large
ensemble of runoff projections from 21 GCMs were used to obtain flood characteristics across Canada
under four different Representative Concentration Pathways (RCPs): RCP 2.6, RCP 4.5, RCP 6.0, and
RCP 8.5 [31] for historical (1961–2005) and future (2061–2100) timelines. The projected future changes
in flooding frequencies of historical 100 year and 250 year return period events were calculated along
with the changes in the timing of the floods. The results were discussed in terms of the aggregated
projected changes and associated uncertainty contributed by different GCMs.
The aggregation of the projected changes for a particular RCP was performed using two
approaches: (1) all GCM median approach where median of the changes projected by all GCMs was
considered as the aggregated change, and (2) robust GCM median approach where median of the projected
changes made only by the robust GCMs was considered as the aggregated change. When applying
the robust GCM median approach to aggregate projected flooding frequency changes, robust projections
were considered as the ones whose projected sign of change was concurred upon by more than 50%
(or the majority) of the GCMs. In the case of flood timing, the robust projections were considered as
the ones whose month of flood timing was concurred upon by more than 50% of the GCMs considered.
More details on the methodology used to prepare the aggregated projections can be obtained from
Gaur et al. [16].
In this study, the aggregated results from Gaur et al. [16] are used to investigate the flooding related
consequences of climate change on 100 most populous Canadian cities and 1072 Flow Regulation
Infrastructure (FRI) located in Canada.
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2.1. CaMa-Flood Hydrodynamic Model
CaMa-Flood [22,24,32] is a global scale distributed hydrodynamic model that routes input runoff
generated by a land surface model to oceans or inland seas along a prescribed river network map.
Water storage is calculated at every time-step, whereas variables such as: water level, inundated area,
river discharge, and flow velocity, are diagnosed from the calculated water storage. River discharge
and flow velocity are estimated using local inertial equation. Floodplain inundation is modelled
by taking into consideration sub-grid scale variabilities in river channel and floodplain topography.
A river channel reservoir has three parameters: channel length (L), channel width (W), and bank
height (B). The floodplain reservoir has a parameter for unit catchment area (Ac), and a floodplain
elevation profile which describes floodplain water depth Df as a function of flooded area Af. The
topography related parameters i.e., surface altitude (Z), distance to downstream cell (X), and unit
catchment area (Ac) that are calculated using the Flexible Location of Waterways (FLOW) method [32].
Finally, a Manning’s roughness coefficient parameter (n) is used to represent the roughness in the
river channel.
The CaMa-Flood model has been validated extensively for its ability to simulate runoff in some
of the largest catchments of the globe including the Amazon, Mississippi, Parana, Niger, Congo, Ob,
Ganges, Lena, and Mekong [22,24,33]. Given the high credibility of the model in simulating river flow
and flood inundation dynamics, the model has been used to assess the impacts of climate change at
regional to global scales [19,20,33–36]. This study uses the globally calibrated version of Cama-Flood
model that was used to generate global scale runoff projections in Hirabayashi et al. [20].
2.2. Future Projected Changes in Flood Risk in Canadian Cities
The projected future changes in flood risk are calculated for the Canadian cities by combining
the projected future changes in flood hazard and population exposed to flooding at the selected cities.
Flood hazard is expressed as a function of the magnitude of the projected changes in the flooding
frequencies at the city locations. The population exposed to flooding is calculated from flooded area
estimates obtained from the results of a retrospective CaMa-Flood simulation.
2.2.1. Projected Changes in Flood Hazard
In this study, the projected future changes in the frequencies of historical 100-year and 250-year
flooding events are used to define future changes in flood hazard for the cities. Future return periods
of historical 100-year and 250-year return period flows were obtained in Gaur et al. [20] by first
estimating the historical flood magnitudes corresponding to 100-year and 250-year return periods.
This is done by fitting a Generalized Extreme Value (GEV) distribution on annual maximum historical
flows (GEVhis,f). Next, a GEV distribution is fitted on the annual maximum projected future flows
(GEVfut,f). Thereafter, future return periods of historical 100-year and 250-year return period flows
are estimated by using applying the inverse of GEVfut,f function on historical 100-year and 250-year
flow magnitudes. The aggregated results from both all GCM median and robust GCM median methods
obtained in Gaur et al. [20] are extracted for grids encompassing the selected city domains, and used




where ΔFHc denotes the flood hazard index that depends on the values of projected changes in flood
hazard projected between historical (h) and future (f) timelines at city c, RP denotes the return-period
of the floods analyzed, and max (min) represent the maximum (minimum) values of return periods
among the selected cities.
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2.2.2. Population Exposed to Flooding
The total population exposed to flooding is calculated by performing a retrospective simulation
of CaMa-Flood following previous studies [20,25]. Following steps are performed:
• A retrospective simulation of a land surface model MATSIRO [37] forced by climate variables
obtained from gauges and reanalysis datasets, and with CaMa-Flood river routing is performed
for the time-period 1979–2010 for the entire Canadian landmass at 0.005◦ spatial resolution
to simulate daily discharges, water levels and other flood inundation related variables. The
estimated discharge and hydrologic variables from this retrospective run has been validated
against observations from Gravity Recovery and Climate Experiment (GRACE) based terrestrial
water storage data in Kim et al. [38].
• The annual maximum discharge and water levels obtained from this retrospective run are fitted
to a Generalized Extreme Value (GEV) distribution and their 100 and 250 year return period
estimates are obtained.
• The water levels corresponding to 100 and 250 year return period flooding events are used
to obtain the fraction of CaMa-Flood grids encompassing different cities that are flooded as a
consequence of these events.
• The flooded area fraction is then multiplied to the total population of the cities to obtain the total
population exposed to flooding.
2.2.3. Projected Changes in Flood Risk
The normalized aggregated changes in flood-hazard ΔFHc projected for the cities are multiplied
with the normalized log of population exposed to flooding (Pf) to calculate future projected changes in
flooding risk in terms of flood risk index ΔFRc as described in Equation (2).
ΔFRc = ΔFHc ×
ln P f − min(ln P f )
max(ln P f )− min(ln P f ) (2)
2.3. Future Changes in Flood Hazard at Flow Regulation Infrastructure Locations in Canada
The Flow Regulation Infrastructure (FRI) are sensitive to both the magnitudes and timings of
flooding events. Therefore, projected changes in both these aspects of flooding are discussed to
highlight changing flood hazard at FRIs located in Canada.
3. Study Region and Data Used
Canada is the second largest country in the world with a total land mass of ~10 million square
kilometers. It is part of North America and consists of ten provinces and three territories: Yukon (YK),
Northwest Territories (NT), Nunavut (NV), British Columbia (BC), Alberta (AB), Saskatchewan (SK),
Manitoba (MB), Ontario (ON), Quebec (QB), Newfoundland and Labrador (NL), New Brunswick (NB),
Nova Scotia (NS), and Prince Edward Island (PEI), as shown in Figure 1.
The list of 100 most populous cities and their population for the year 2015 is obtained from
Statistics Canada (https://www.statcan.gc.ca/eng/start). The location of flow regulation infrastructure
is obtained from the HYDAT flow database maintained by the Environment and Climate Change
Canada (EC Data Explorer 2016). In the HYDAT database, 1072 FRIs have been identified. The
distribution of these locations across Canada is shown in Figure 1.
50
Water 2019, 11, 63
Figure 1. Canada, its administrative boundaries, surrounding countries, and waterbodies. The location
of cities and flow regulation locations considered for assessment in this study are shown as red dots
and blue crosses respectively.
4. Results and Discussion
4.1. Projected Changes in Flood-Risk in Canadian Cities
The sign of change in flooding frequencies obtained for 100 most populated cities in Canada
obtained by all GCM median and robust GCM median approaches is summarized in Table 1 for
100-year and 250-year return period flooding events. It can be noted that all RCPs and return periods
considered, 40–60% of the cities are projected with future increases in flooding frequencies. Largest
numbers of cities with increasing flooding frequencies are projected for RCP 8.5, followed by RCP 6.0,
and then followed by RCP 2.6 and RCP 4.5. In addition, the total numbers of cities projected with
future increases in flooding frequencies is found to be fractionally larger for 250-year flooding event
than 100-year flooding event. Only a small difference in the total numbers of cities projected with
future increases in flooding frequencies is obtained between the two methods of aggregation.
Table 1. Sign of change in flooding frequencies projected for 100 most populous Canadian cities.
RCP
100-Year 250-Year
Decrease Increase No Change Decrease Increase No Change
All GCM Median
RCP 2.6 50 49 1 52 47 1
RCP 4.5 55 43 2 51 48 1
RCP 6.0 46 53 1 34 65 1
RCP 8.5 34 60 6 32 63 5
Robust GCM median
RCP 2.6 50 49 1 52 47 1
RCP 4.5 56 43 1 51 48 1
RCP 6.0 46 53 1 35 64 1
RCP 8.5 39 60 1 35 63 1
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A summary of future projected flooding frequencies for ten most populated Canadian cities
obtained from robust GCM median and all GCM median approaches is summarized in Tables 2 and 3
respectively. It can be noted that some of most populous Canadian cities such as Toronto and Montreal
are projected with future increases in flooding frequencies whereas other major cities such as Ottawa
and Edmonton have been projected with future decreases in the flooding frequencies in the future.
Other major cities such as Vancouver, Calgary, and Quebec have been projected with a mix of future
increases and decreases in flooding frequencies for different sets of emission scenarios.
Table 2. Projected future return periods of historical 100-year and 250-year return period flood events
for 10 most populated Canadian cities obtained from robust GCM median approach. Return periods
greater than 200 (500) are only provided categorically in case of 100-year (250-year) return period
events. Cases projected with future increases in flooding frequencies are shown in blue whereas cases
projected with future decreases in flooding frequencies are shown in orange.
City
RCP 2.6 RCP 4.5 RCP 6.0 RCP 8.5
100-Year 250-Year 100-Year 250-Year 100-Year 250-Year 100-Year 250-Year
Toronto 22 37 32 46 32 39 15 22
Montreal 26 38 22 32 18 25 11 16
Vancouver ≥200 ≥500 ≥200 ≥500 20 28 ≥200 32
Calgary 46 94 ≥200 ≥500 ≥200 ≥500 49 85
Ottawa ≥200 ≥500 ≥200 ≥500 ≥200 ≥500 ≥200 ≥500
Edmonton 104 284 ≥200 ≥500 ≥200 ≥500 ≥200 ≥500
Hamilton 37 56 151 78 ≥200 67 27 56
Quebec ≥200 ≥500 ≥200 ≥500 27 49 26 ≥500
Winnipeg ≥200 ≥500 ≥200 ≥500 ≥200 ≥500 ≥200 ≥500
Kitchener 26 47 ≥200 86 ≥200 57 29 60
Table 3. Projected future return periods of historical 100-year and 250-year return period flood events
for 10 most populated Canadian cities obtained from all GCM median approach. Return periods greater
than 200 (500) are only provided categorically in case of 100-year (250-year) return period events. Cases
projected with future increases in flooding frequencies are shown in blue whereas cases projected with
future decreases in flooding frequencies are shown in orange.
City
RCP 2.6 RCP 4.5 RCP 6.0 RCP 8.5
100-Year 250-Year 100-Year 250-Year 100-Year 250-Year 100-Year 250-Year
Toronto 30 63 39 86 116 227 23 35
Montreal 47 95 24 58 48 178 15 22
Vancouver ≥200 ≥500 193 ≥500 34 62 107 157
Calgary 96 199 133 254 ≥200 ≥500 87 156
Ottawa ≥200 ≥500 ≥200 ≥500 ≥200 ≥500 ≥200 ≥500
Edmonton 104 284 189 476 ≥200 ≥500 ≥200 ≥500
Hamilton 79 142 102 223 125 198 76 174
Quebec 175 ≥500 ≥200 ≥500 40 98 72 250
Winnipeg 151 416 191 393 ≥200 ≥500 121 319
Kitchener 58 108 103 231 126 188 32 74
The historical and future flooding frequencies are used to calculate flood-hazard index for different
cities. The magnitudes obtained from robust GCM approach are shown in Figure 2. Note that in
the figure, flood-hazard indices smaller than −1 are only presented categorically to show the spatial
heterogeneity of hazard across the cities. It is found that the cities located in the southern Ontario and
western Canada are projected with increases in flood hazard index suggesting future increases in flood
hazard in the cities located in these regions. Similar spatial distribution of the hazard magnitudes is
also obtained from the results of all GCM median approach (not shown).
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Figure 2. Flood hazard indices for 100 most populated cities in Canada under (a) RCP 2.6; (b) RCP 4.5;
(c) RCP 6.0, and (d) RCP 8.5 obtained from robust GCM median approach. Positive values are presented
as triangles whereas negative values are presented as dots. The index values below −1 are only shown
categorically to show the spatial heterogeneity of the indices.
The calculated flood hazard index is combined with the population exposed to flooding to obtain
flood risk index at each city. A scatterplot showing the projected changes in flood risk index values
for historical 100-year return period flooding event (for cities projected with an increase in flood risk)
and associated flood hazard index, and population, is presented in Figure 3. It can be seen that, as
expected, both projected changes in flood hazard index and population exposed to flooding influence
the calculated flood risk values at the cities.
Among the cities analyzed, the ten cities that have been projected with largest increases in
flood-hazard and flood-risk as obtained from robust GCM median and all GCM median approaches
are shown in Tables 4 and 5 respectively. It is noted that some of the cities associated with the highest
flood hazard (such as Saint Catharines-Niagara, Nanticoke, Sault Ste. Marie) and risk (such as Saint
Catharines-Niagara, Niagara, Toronto) are obtained from the results of both aggregation approaches
however some differences in the rankings is also noted. It is particularly noted that the highest
numbers of cities featuring in these tables are located in the Ontario province along with some highly
populated cities such as Toronto, Montreal, and Saint Catharines-Niagara highlighting large increases
in flood-hazard and flood-risk projected for the province. It is also noted that some smaller cities such
as Walnut Grove (ON) are also associated with highest flood-hazard magnitudes but lower flood-risks
due to smaller population exposed to flooding in these cities.
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Figure 3. Scatterplot of future projected increases in flood risk with increases in projected flood hazard
index, and calculated population exposed to flooding in the Canadian cities. The results are based on
all GCM median approach.
4.2. Flooding Related Impacts on Flow Regulation Infrastructures (FRIs)
The flooding related impacts of climate change on FRIs are assessed by analyzing future projected
changes in flood frequencies and month of extreme flows at their locations. The summary of sign of
change in flooding frequencies obtained at the 1072 FRI locations is presented in Table 6. The spatial
distribution of future flooding frequencies of historical 100 year return period floods is presented
in Figures 4 and 5 for results obtained from robust GCM median and all GCM median aggregation
approaches respectively. Results presented in Table 6 indicate that 40–50% of the FRIs located in Canada
can be subjected to future increases in flooding frequencies under different sets of emission scenarios.
From Figures 4 and 5 it can be noted that a vast majority of these FRIs are located in the south-western
Ontario, west coast, and northern regions of Canada. A comparison of the results obtained from robust
GCM median and all GCM median approaches indicate similar spatial distribution of the projected
flooding frequencies among the FRIs but larger absolute magnitudes in the former than the latter. This
can be noted both from the results presented in Figures 4 and 5 as well as Table 6 where as a consequence
of this, a larger number of FRIs with no projected change in flooding frequencies obtained in the all
GCM median case than the robust GCM median case. For instance, a considerable number (~10%) of
the FRIs are projected with no change in flooding frequencies from all GCM median approach under
RCP 8.5 which is considerably higher than the FRIs projected under robust GCM median approach
(~1%). Between the four RCPs, the largest numbers of FRIs projected with future increases in flooding
frequencies are obtained for RCP 6.0, followed by RCP 2.6, RCP 8.5 and RCP 4.5. The FRIs projected with
the largest increases in flooding frequencies of historical 100 year return period flooding events from
robust GCM median and all GCM median approaches are summarized in Tables 7 and 8 respectively.
It can be noted from the results that the FRIs located in the prairies provinces such as Saskatchewan,
Manitoba and Alberta, northern provinces such as Nunavut, and Ontario are found to be associated with
the highest increases in future flooding frequencies from both aggregation methods.
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Table 6. Sign of change in flooding frequencies projected for FRIs in Canada.
RCP
100-Year 250-Year
Increase Decrease No Change Increase Decrease No Change
All GCM median
RCP 2.6 532 518 22 538 509 25
RCP 4.5 639 403 30 623 422 27
RCP 6.0 520 523 29 507 544 21
RCP 8.5 441 485 146 402 543 127
Robust GCM median
RCP 2.6 543 518 11 553 509 10
RCP 4.5 660 403 9 641 422 9
RCP 6.0 540 523 9 519 544 9
RCP 8.5 578 485 9 520 543 9
Figure 4. Updated flood frequency of historical 100-year flood magnitudes at FRIs in Canada for
(a) RCP 2.6, (b) RCP 4.5, (c) RCP 6.0, and (d) RCP 8.5 obtained from robust GCM median approach.
Figure 5. Future projected flooding frequencies of historical 100-year flood magnitudes at FRIs in
Canada for (a) RCP 2.6, (b) RCP 4.5, (c) RCP 6.0, and (d) RCP 8.5 obtained from all GCM median.
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Table 7. List of 10 FRIs projected with largest increases in flooding frequencies for historical 100-year
return period flooding events from robust GCM median approach. Information on the province and
projected future flood frequency magnitudes in years is also provided within brackets.
S.No. RCP 2.6 RCP 4.5 RCP 6.0 RCP 8.5
1 Reindeer River AboveDevil Rapids (SK; 2)
Playgreen Lake At
Entrance To East Nelson
River (MB; 2)
Reindeer River Above
Devil Rapids (SK; 2)
St. Marys River At Sault
Ste. Marie (Above)
(ON; 2)
2 Churchill River Above LeafRapids (MB; 2)




Leaf Rapid (MB; 2)
St. Marys River At Sault
Ste. Marie (Below)
(ON; 2)
3 Churchill River BelowFidler Lake (MB; 2)
Split Lake At Split Lake
(MB; 2)
Churchill River Below
Fidler Lake (MB; 2)
Churchill River Above
Leaf Rapid (MB; 2)
4 Mackenzie River At ArcticRed River (NT; 2)





















6 Mackenzie River At FortGood Hope (NT; 2)
Mackenzie River At Arctic
Red River (NT; 2)
Mackenzie River At



















Sipiwesk Lake At Sipiwesk
Landing
(MB; 2.5)
Mackenzie River At Fort
Good Hope (NT; 2)
Mackenzie River At Fort
Good Hope (NT; 2)













Riviere Des Rochers West
Of Little Rapids
(AB; 2)
10 Cedar Lake Near OlesonPoint (MB; 3)
Churchill River Above Leaf
Rapids (MB; 2.5)




Arctic Red River (NT; 2)
Finally, projected changes in the flood timings across the FRIs are also assessed. The results are
summarized in Table 9 and Figures 6 and 7. In Table 9, the total numbers of FRIs that are projected
with change or no-change in flood timing are summarized along with the FRIs where uncertain flood
timings are obtained for either historical or future time-periods. From the results obtained from all
GCM median approach, more numbers of FRIs are projected with no-change in flood timing than FRIs
projected with a change in flood timing for RCP 2.6 and RCP 4.5 whereas the opposite is noted in case
of more severe emission scenarios i.e., RCP 6.0 and RCP 8.5. This suggests that a larger number of FRIs
can be expected to experience changes in flood timings under more severe emission scenarios than
the low and moderate ones. Figure 6 suggests that a large number of FRIs projected with changes in
flood timings are located in southern Ontario, southern prairies, and along the west coast of Canada
whereas FRIs projected with no change in flood timings are distributed along the east coast, northern
Ontario, and northern prairies regions of Canada.
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Table 8. List of 10 FRIs projected with largest increases in flooding frequencies for historical 100-year
return period flooding events from all GCM median approach. Information on the province and
projected future flood frequency magnitudes in years is also provided within brackets.
S.No RCP 2.6 RCP 4.5 RCP 6.0 RCP 8.5
1 Mackenzie River At FortGood Hope (NT; 2)
Churchill River Below
Fidler Lake (MB; 2)
Reindeer River Above
Devil Rapids (SK; 2)
St. Marys River At Sault
Ste. Marie (Above)
(ON; 2)
2 Churchill River Above LeafRapids (MB; 2.5)
Mackenzie River At Arctic
Red River (NT; 2)
Churchill River Above
Leaf Rapids (MB; 2)
St. Marys River At Sault
Ste. Marie (Below)
(ON; 2)








Leaf Rapids (MB; 2)
4
Playgreen Lake At
Entrance To East Nelson
River (MB; 3)
Mackenzie River At Fort
Good Hope (NT; 2)
Riviere Des Rochers
Above Slave River (AB; 2)
Churchill River Below
Fidler Lake (MB; 2)
5
Peace River Below Chenal










6 Riviere Des Rochers AboveSlave River (AB; 3)
Reindeer River Above





Above Slave River (AB; 2)
7 Mackenzie River At ArcticRed River (NT; 3)
Churchill River Above Leaf
Rapids (MB; 3)
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Table 9. Total numbers of FRIs (out of 1072) projected with a change in flood timing in Canada.
RCP
All GCM Median Robust GCM Median
Change No Change Uncertain Change No Change Uncertain
RCP 2.6 417 655 0 126 352 594
RCP 4.5 510 562 0 124 167 781
RCP 6.0 638 434 0 209 178 685
RCP 8.5 676 396 0 115 83 874
Flood timing results obtained from robust GCM median approach and shown in Table 9 suggest
that a large number of FRIs are associated with uncertain flood timings. Similar to the results from all
GCM median approach, the total numbers of FRIs projected with change in flood timings are smaller
than FRIs projected with no-change for RCP 2.6 and RCP 4.5 whereas they are larger for RCP 6.0 and
RCP 8.5. From Figure 7 it can also be noted that FRIs located in the western prairies regions, British
Columbia province, and east coast regions are associated with large uncertainties in simulated flood
timing. On the other hand, FRIs located in eastern prairies regions, southern Ontario, and northern
regions are reliably projected with earlier shifts in flood timing ranging 1–2 months.
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Figure 6. The change in flood timing obtained from all GCM median approach at FRIs under
(a) RCP 2.6, (b) RCP 4.5, (c) RCP 6.0, and (d) RCP 8.5. FRIs projected with no change in flood timing are
shown in green. FRIs projected with earlier occurrences of floods are shown in shades of blue (purple
for 1 month shift, blue for 2 months shift, and dark blue for 3 month shift). FRIs projected with later
occurrences of floods are shown in shades of orange (1–3 month shifts shown in light to dark orange).
Finally, FRIs where 4 or more months of changes (in either direction) are projected, are shown in pink.
Figure 7. The change in flood timing obtained from robust GCM median approach at FRIs under
(a) RCP 2.6, (b) RCP 4.5, (c) RCP 6.0, and (d) RCP 8.5. FRIs projected with no change in flood timing are
shown in green. FRIs projected with earlier occurrences of floods are shown in shades of blue (purple
for 1 month shift, blue for 2 months shift, and dark blue for 3 month shift). FRIs projected with later
occurrences of floods are shown in shades of orange (1–3 month shifts shown in light to dark orange).
FRIs where 4 or more months of changes (in either direction) are projected, are shown in pink. Finally,
FRIs projected with uncertain flood timing in either historical or future timelines are shown in grey.
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5. Conclusions
This study discussed the flooding related consequences of climate change on 100 most populous
Canadian cities and Flow Regulation Infrastructure (FRIs) located in Canada. The aggregated results
of future projected changes in flooding frequencies of historical 100 and 250 year flooding events, and
changes in flood timing generated discussed in Gaur et al. [16] are used as the basis for the discussion
presented in this study. Two different approaches were used to aggregate the projected changes: (1) all
GCM median approach where changes projected by all GCMs (for a particular RCP) were taken into
consideration and their median is calculated as the aggregated value, and (2) robust GCM median
approach where changes projected by robust GCMs were considered for aggregation. More details on
the procedure used to calculate the aggregated results can be obtained from Gaur et al. [16].
The projected changes from both aggregation approaches are used to assess changes in future
flooding frequencies at the cities, and calculate flood hazard indices and flood risk indices to evaluate
flooding related consequences of climate change on the cities. Overall, it is obtained that 40–60%
of the cities are projected with increasing flooding frequencies in the future. The number of cities
projected with increasing flooding frequencies, increased flood hazard index, and increased flood
risk was found to be greatest under the more intense emission scenarios: RCP 6.0 and RCP 8.5 than
the conservative scenarios: RCP 2.6 and RCP 4.5. In terms of chosen hazard and risk indices, it is
especially noted that many cities located in southern Ontario such as Sault Ste. Marie, Nanticoke,
Cornwall etc. are associated with very high flood hazard whereas other highly populated cities such
as Toronto, Montreal, and Saint Catharines-Niagara are associated with the highest flood risk. Some
heavily populated cities such as Ottawa and Edmonton have also been projected with future increases
in flooding frequencies, decreasing flood hazard and flood risk. Large uncertainty in the sign of change
as contributed by differences in RCPs is also evident in the results for some cities such as Vancouver,
Quebec etc.
The flooding related consequences of climate change on FRIs are evaluated in terms of the
projected changes in flooding frequencies and flood timing at their locations. Results indicate that
overall 40–50% FRIs especially those located in the south-western Ontario, west coast, and northern
regions of Canada can experience future increases in flooding frequencies as a consequence of climate
change. The FRIs projected to experience the largest increases in flooding frequencies are found to be
located in the prairies provinces such as Saskatchewan, Manitoba and Alberta, northern provinces
such as Nunavut, and Ontario. In terms of flood timing, the projected results were found to differ
considerably between the two aggregation approaches where the results from robust GCM median
approach allocated uncertain flood timing in a larger number of FRIs. However from both the
aggregation approaches, a larger number of FRIs especially those located in the southern Ontario,
southern prairies, and along the western coast of Canada were found to be projected with a change in
flood timing under more extreme emission scenarios: RCP 6.0 and RCP 8.5 than low and moderate
emission scenarios: RCP 2.6 and RCP 4.5.
It is also worth pointing out some of the limitations and future work of this study. The results
discussed in this study are based on the aggregated projections from multiple GCMs and no attempt
has been made to evaluate the reliability of runoff projections made by them. However, in line with the
recommendations made in previous studies (such as Knutti et al. [39]), a very large ensemble of future
runoff projections have been used for analysis so that the recommendations made are robust given the
limitations and uncertainty in making future projections of runoff. The estimation of flood quantiles
for historical and projected future time-periods has been made considering that flooding behavior
is stationary within the two time-periods however extreme value distribution methods accounting
for non-stationarity exist [40] and can be used in future studies to further validate the findings of this
study. Furthermore, this study only evaluates hazards and risks originating from riverine floods. Other
categories of floods originating in the coastal areas due to tidal effects and sea-level rise, short duration
extreme precipitation, ice-jams, and tsunamis have not been considered. Concurrency of some of
these flood generating mechanisms have the potential to generate much larger flood hazard than that
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discussed in this study. Nevertheless, the results discussed in this paper provide novel information
that will help water resource managers and policy makers to more effectively manage Canadian cities
and water resource management infrastructure in Canada.
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Abstract: After being repeatedly struck by droughts in the last few decades, water managers and
stakeholders in the Southeast U.S. dread the future extremes that climate change might cause. In this
study, the length of future dry periods is assessed using a sub-ensemble of downscaled CMIP5 climate
models, which are proven to perform well in precipitation estimations. The length of a dry spell
with a twenty-year return period is estimated for the cold and warm seasons for two time periods;
2020–2059 and 2060–2099, and considering two emission scenarios: RCP 4.5 and 8.5. The estimates
are then compared with historical dry spells and differences in length and geospatial distribution
analyzed. Based on the findings of this paper, little change can be expected in dry spell length during
the warm season. Greater changes are to be expected in the cold season in the southern half of
Florida, where dry spells are expected to be up to twenty days shorter, while dry spells in Alabama,
Mississippi and Tennessee are predicted to be up to twenty days longer. The changes predicted by
the models are positively associated with emission trajectory and future time period.
Keywords: consecutive dry days; climate; downscaled projections; Southeast U.S.; CMIP5
1. Introduction
The Southeast United States (hereafter referred to as “the Southeast”) is a region traditionally
subject to abundant precipitation and water resources, brought by local convection and tropical
cyclones during the warm season, and cold fronts during the cool season [1]. In recent decades,
the region has been subject to multiple droughts (1986–1988, 1998–2002, 2007–2008, 2016). These
droughts typically don’t last as long as droughts experienced in the Southwest United States, but
they have proved to be highly detrimental to the regional environment, economy, and political
situation [2–4]. Some of the region’s hydroclimatological variability has been attributed to large-scale
atmospheric drivers or teleconnections, such as El Niño-Southern Oscillation, the Atlantic Multidecadal
Oscillation and the North Atlantic Oscillation [5–10] and more recently, baroclinic instabilities over
the oceans [11]. However, due to the severity and frequency of recent droughts there is a need among
water managers and policy makers to look beyond the seasonal forecasts, afforded by teleconnections,
to what the future holds for the Southeast over the longer term.
The IPCC [12] predicts that the annual precipitation amounts for the Southeast might increase by
up to 20% by year 2035, while evaporation rates are expected to increase by up to 5%, but does not
specifically mention dry spells. However, many models do project drier conditions in the far southwest
of the Southeast region and wetter conditions in the far northeast of the region [13]. The U.S. National
Climate Assessment finds with a high degree of certainty that both extreme wetness and dryness are
projected to increase across the U.S. by the end of this century. The report finds that annual maximum
precipitation will increase by up to 30% across much of the U.S. and length of consecutive dry days
will increase by up to 30%, particularly in the southern U.S. [1]. Estimates of the length of the longest
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annual consecutive dry period are expected to increase by up to five days in the Southeast, while there
are no significant trends observed in the number of heavy rain days [14].
Previous work has found increased future lengths of Consecutive Dry Days (CDD) in many
regions of the world based on projections from multi-model CMIP5 ensembles [14,15]. However,
relatively little change in consecutive dry days has been projected for the Southeast U.S. [15]. These
studies have also suggested that increases in consecutive dry days coincide with increased precipitation
intensity. For example, small decreases in future wet day probability have been found in the Southeast
during December, January, February and June, July, August with the largest reductions occurring
in coastal areas and peninsular Florida [15]. These findings were accompanied by projections of
increased daily intensity of precipitation. These projected changes suggest longer periods of dry
weather punctuated by more intense precipitation events. The findings are consistent with those of
another study [16] that reported upward trends in the frequency and intensity of observed intense
precipitation events across the Southeast associated with more frequent northward intrusion of moist
tropical air masses, particularly in summer months.
Analyses of paleodata has shown that in the Southeast the last century has been among the wettest
periods in the historic record, dating back a few centuries [1,17,18]. Yet regional water managers have
expressed concerns about what’s perceived as drier-than average conditions prevailing during the
last few decades and they worry about what future climate conditions will bring. Although there is
variability across future projections of hydroclimate in the Southeast, the projections are generally
moderate compared to many midlatitude regions around the globe that are expected to face more
extreme climatic conditions as a result of climate change. Hence, studies investigating the impact of
climate change in the Southeast have been limited.
Here, seasonal projections of 20-year return period lengths of consecutive dry days are examined
from an ensemble of downscaled global climate models and compared with historical observations.
The ensemble of downscaled models is comprised of those selected from a suite of 32 models, based
on performance in simulation of observed consecutive dry spells, identified in an earlier study by the
authors [19]. This is essentially a weighted ensemble approach [20–23] which removes the influence
of under-performing models. Adding to the novelty of the methods presented here is the use of the
relatively new downscaling technique of localized constructed analogs (LOCA) [24].
2. Materials and Methods
2.1. Data
Thirty-two LOCA downscaled (1/16◦) spatial resolution Global Climate Models from the World
Climate Research Program’s (WCRP) Coupled Model Intercomparison Project phase 5 (CMIP5)
were downloaded from the Downscaled CMIP3 and CMIP5 Climate and Hydrology Projections
archive, (http://gdo-dcp.ucllnl.org/downscaled_cmip_projections/dcpInterface.html). Future LOCA
downscaled runs of these models are subdivided into the near future (2020–2059) and future
(2060–2099). LOCA is distinct from other constructed analog techniques in that it finds a single
best match analog day for each point instead of using weighted sums and thus gives a better estimation
of extremes [24]. Each of the 32 models has one LOCA ensemble member. Two representative
concentration pathways (RCPs) are used to represent different greenhouse gas (GHG) emissions
trajectories: rapid GHG emission growth RCP 8.5 (8.5 W/m2 radiative forcing, ~1370 ppm CO2),
medium GHG emission growth with stabilization RCP 4.5 (4.5 W/m2 radiative forcing, ~650 ppm
CO2) [25].
Observed precipitation data is a gridded dataset which is a subset of an interpolation of
observed precipitation data from 20,000 National Oceanic and Atmospheric Administration (NOAA)
Cooperative Observer Network (COOP) stations, and part of the North American Land Data
Assimilation System Variable Infiltration Capacity simulations over North America (http://www.
colorado.edu/lab/livneh/data) [26–29]. These daily data (1950–2005) have the same temporal and
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spatial resolution as the LOCA data and are used for historical comparison. Climatic regions within
the United States can be defined in numerous ways that vary with the scope of the analysis [1,8,30,31].
In this paper the Southeast is defined as the southern states east of the Mississippi river and includes
Alabama, Florida, Georgia, Mississippi, North Carolina, South Carolina and Tennessee (Figure 1).
The results are presented by climate division (nClimDiv, provided by NOAA) within the Southeast.
A dry day is defined according to the definition of no measurable precipitation, as a day with less than
3 mm of precipitation [1,19,32].
Figure 1. Observed (1950–2005) lengths of 20-year return period consecutive dry days. For warm
season (a) and cold season (b).
These data are divided into two seasons based on agricultural growing dates. The warm season is
defined as April–October, while the cold season constitutes the months of November–March. These
seasons are based on the U.S. Department of Agriculture’s data on planting and harvesting dates of
field crops in the region [33]. A severe dry spell during the warm season could be detrimental for
agriculture and the environment, while a cool season drought limits the possibilities for recharge and
storage of water in both natural and anthropogenic reservoirs.
2.2. Model Evaluation
The performance of all 32 LOCA downscaled CMIP5 models in simulation of observed counts
of CDD were evaluated using probability density function comparisons by way of the Perkins skill
scores [34] of the distribution of dry days as well as the upper tail (extreme-based) of the distribution.
The Keellings significance test was used to assess the significance of the Perkins skill scores [30]. These
methods, as applied to assessment of the 32 LOCA downscaled model simulations of CDD in the
Southeast and resulting model performance are fully described in previous work [19]. Here we only
examine future runs of the top five best performing models as identified in each season (Table 1) [19].
The skill scores of all 32 models averaged across all climate divisions ranged between 0.91 and 0.93.
Model performance was heterogeneous across the region, but models generally performed better in
the cold season than in the warm season.
The Generalized Extreme Value (GEV) distribution is used to estimate return periods of lengths
of dry spells between observations and models [35–37]. The GEV is utilized as it makes no a priori
assumptions regarding the form of the extreme value distribution [38]. Here we estimate the GEV
parameters with the method of maximum likelihood using the extRemes package in R. The cumulative
distribution function of the GEV is given by:
P(x) = exp
[
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where x is the value of a random variable i.e., number of CDD, μ is the location parameter (central
tendency), σ is the scale parameter (variance), and ξ is the shape parameter (skew) [39]. Future
return periods are estimated using the fitted GEV for the ensemble of the best performing models, as
identified by the skill score measures [19], in each future period (2020–2059, 2060–2099) and for each
RCP (RCP 4.5, RCP 8.5). Future CDD return period estimates are then compared to the observation
return periods.
Table 1. List of CMIP5 models evaluated in each season. Top five models of 32 as identified by
application of skill scores (averaged across all climate divisions) [19].
Season Model Name Affiliation Country Skill
Warm Season
ACCESS1-3
CSIRO (Commonwealth Scientific and
Industrial Research Organization, Australia),
and BOM (Bureau of Meteorology, Australia)
Australia 0.92
GISS-E2-H
GISS-E2-R NASA Goddard Institute for Space Studies United States 0.93
MIROC5
Atmosphere and Ocean Research Institute
(The University of Tokyo), National Institute
for Environmental Studies, and Japan Agency
for Marine-Earth Science and Technology
Japan 0.93
MRI-CGCM3 Meteorological Research Institute Japan 0.92
Cold Season
CanESM2 Canadian Centre for Climate Modelingand Analysis Canada 0.93
CESM1-CAM5
National Science Foundation, Department of
Energy, National Center for
Atmospheric Research
United States 0.92
inmcm4 Institute for Numerical Mathematics Russia 0.92
IPSL-CM5A-LR
IPSL-CM5A-MR Institute Pierre-Simon Laplace France 0.92
3. Results
Figure 1 shows the length of observed (1950–2005) 20-year recurring CDD for the warm season
(Figure 1a) and cold season (Figure 1b). Warm season precipitation in the Southeast is generally
frequent and originates from local convection as well as tropical cyclones. The observational record
shows that the 20-year CDD for the warm season is up to 70 days. The cold season (Figure 1b) shows
a North–South gradient in the length of dry spells. Precipitation during this time of the year mainly
originates from cold fronts moving south over the continent, which translates to 20-year CDD of less
than 40 days in the northern parts of the study area during the cold season, while farther south 100 plus
CDD are observed.
Figure 2 shows the length of a 20-year return CDD, as estimated by the best performing CMIP5
models [19]. Visually comparing with Figure 1 (observations), Figure 2 shows generally similar spatial
patterns of lengths of CDD 20-year return periods indicating that the models capture the spatial
dynamics involved in physical processes responsible for CDD.
Figure 3 shows the absolute difference between the observed (1950–2005) length of a 20-year
CDD and the future outlooks. Figure 3 illustrates that summertime dry spells (left column of maps)
will exhibit little change throughout the region with few of the climate divisions exhibiting a change
in excess of ±5 days in length of CDD. However, there is a reduction in 20-year return values by
5–10 days in approximately 25% of the climate divisions during the near future period under the
high emissions scenario. The winter season (right column of Figure 3) shows greater change and a
more distinct geographical pattern. There is an increase in the length of 20-year return CDD by up to
20 days in more northern and continental locations and reductions of 20 days or more in more coastal
locations, especially peninsular Florida. These changes are apparent across both future periods and
68
Water 2019, 11, 259
both emissions scenarios, but they are more pronounced in the later period and under the higher
RCP 8.5.
Figure 2. Modeled future length of 20-year return period consecutive dry days. Warm season estimates
are shown in (a,c,e,g), and cold season estimates are shown in (b,d,f,h). Future period and RCP scenario
are indicated on the left.
The southwestern-most climate division of Mississippi shows a spatially homogeneous behavior
in Figure 2, but one climate division with significantly different future outlooks than surrounding
climate divisions appears in Figure 3. The explanation for this is an extreme drought that struck
southern Mississippi in the 1950s [40,41]. This drought can also be seen in Figure 1 where the same
climate division stands out as having a considerably longer 20-year CDD than surrounding climate
divisions. This results in a large difference between the length of the historical and modelled future
20-year CDD. It should also be noted that when calculating the length of 20-year historical CDD
in each climate division, the maximum observed values were used. This value might represent an
outlier within the climate division. As the focus of this paper is on extreme CDD, this was viewed as a
preferential method to averaging the CDD values within each climate division.
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Figure 3. Absolute changes in length of 20-year return period consecutive dry days in modeled future
periods versus observations. Warm season estimates are shown in (a,c,e,g), and cold season estimates
are shown in (b,d,f,h). Future period and RCP scenario are indicated on the left.
4. Discussion and Conclusions
As a continuation of the authors’ earlier work [19], this paper analyses meteorological drought
from the perspective of consecutive dry days (days receiving less than 3 mm precipitation). The authors
recognize that the nature of a drought can be multifaceted, and there can be multiple factors involved
in the development of a drought, such as water use by humans, and high temperatures, leading to
high water losses through evaporation and reductions in soil moisture. As has been pointed out, while
consecutive dry days represent the lower tail of the precipitation distribution and are indicative of
meteorological drought they should be interpreted in combination with other precipitation or drought
indicators [14,42]. Thus, further work is required on how other drought indicators may change in the
Southeast and how these indicators may combine with the projected changes in CDD, presented here,
to increase future drought severity.
Our previous work, and that of others, has found that the CMIP5 models analyzed here
can replicate the spatial patterns and magnitudes of consecutive dry days well [14,19]. However,
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precipitation is generally not well represented in models, particularly extremes of precipitation in the
southern U.S., likely as a result of the varied physical processes responsible for precipitation formation
in the region and the underestimation of tropical cyclone numbers [43]. The discrepancy between the
generally poor estimation of extreme precipitation versus good estimation of CDD in the southern U.S.
is likely explained by the scale of processes involved. CDD are most likely caused by larger spatial
scale processes than extreme precipitation events, which are more likely the consequence of localized
or mixed processes and thus more difficult for models to resolve [14]. Further work is needed to
assess the possible drivers of the results presented here which are likely a combination of changes in
atmospheric moisture and circulation.
In this paper, we have presented projections of extreme CDD lengths across the Southeast using
a small ensemble of high performing models. These models have been downscaled to a fine spatial
resolution using a technique that has been shown to preserve rather than dilute extreme values.
The projections are divided into warm and cold seasons based on agricultural growing dates as to
isolate seasons subject to differing societal concerns and changes in CDD are presented for two future
periods, in order to differentiate between near term versus long term impacts, and for two emissions
trajectories to aid in decision making. Projected CDD exhibit little change during the warm season, but
during the cold season there is an increase of up to 20 days in length of 20-year return CDD in more
northern and continental locations and reductions of 20 days or more in coastal locations.
The projection of greatest increase of CDD in more northern and continental locations is
concerning as these areas of the Southeast coincide with locations of the largest reservoirs in the
region. These surface reservoirs are regionally significant sources of drinking water and irrigation and
are essential for hydropower production, which is the primary form of renewable electricity generation
in the Southeast. The seasonality of the projected increase in CDD is also of concern as wildfires are
generally more likely to occur during the cold season. Drought risk is likely to increase in the future
throughout the region given projections of increased temperatures and rates of evapotranspiration as
a result of climate change [1,44]. It is, therefore, likely that the projected increases in CDD will place
further water resource stress on the Southeast.
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Abstract: Drought-flood abrupt alternation (DFAA) is an extreme hydrological phenomenon caused
by meteorological anomalies. To combat the climate change, the watershed integrated management
model—Soil and Water Assessment Tool model (SWAT)—was used to simulate DFAA, total nitrogen
(TN) and total phosphorus (TP) from 1961 to 2050, based on measured precipitation data in the
Hetao area and the downscaled Representative Concentration Pathways (RCPs) climate scenarios.
In the future, the increase in temperature and the increase in extreme precipitation will aggravate
the pollution of water bodies. Results indicate that the risk of water quality exceeding the standard
will increase when DFAA happens, and the risk of water quality exceeding the standard was the
greatest in the case of drought-to-flood events. Results also indicate that, against the backdrop of
increasing temperature and increasing precipitation in the future, the frequency of long-cycle and
short-cycle drought-flood abrupt alternation index (LDFAI, SDFAI) in the Hetao area will continue to
decrease, and the number of DFAA situations will decrease. However, the zone of high-frequency
DFAA situations will move westward from the eastern Ulansuhai Nur Lake, continuing to pose a risk
of water quality deterioration in that region. These results could provide a basis for flood control,
drought resistance and pollution control in the Hetao and other areas.
Keywords: drought-flood abrupt alternation; temporal and spatial evolution; climate change; water
quality; Copula function
1. Introduction
In 2018, the Intergovernmental Panel on Climate Change (IPCC) pointed out that the global
average temperature has risen by nearly 1.5 ◦C, and it is predicted that it will increase by another
1.1–6.4 ◦C in 2100 [1,2]. The Fifth Assessment Report (AR5) of the IPCC stated that climate system
warming is an undoubted fact [3]. Climate warming has not only directly affects extreme temperature
fluctuations but also increases the frequency and intensity of extreme weather, such as, high
temperature, droughts, rainstorms and floods, especially in areas sensitive and vulnerable to climate
change [4–6].
DFAA is a type of extreme weather affected by climate change [7]. It refers to drought in a certain
period of time and flooding in another period, an alternating occurrence of droughts and floods [8].
DFAA research increased in the 20th century. During this period, there were more extensive and
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thorough researches on extreme droughts and floods, of their causes, their alternating occurrence and
their co-occurrence. Vogel et al. [9] studied the weather sources of abnormal precipitation in St. Louis
by the METROMEX network method. Trenberth et al. [10] studied the extreme drought in 1988 and
the physical causes of the extreme flood in 1993 in the United States.
The relationship between atmospheric circulation anomalies and DFAA is also the focus of
scholars [11]. Garnett et al. [12] conducted a statistical analysis of the effects of El Niño-Southern
Oscillation (ENSO) and Indian monsoon droughts and floods on food production using global food
production data. Hastenrath et al. [13] studied atmospheric circulation mechanism anomalies in the
droughts and floods change in eastern Equatorial Africa from 2005 to 2008. Chinese researchers are
concentrating on the middle and lower reaches of the Yangtze River where DFAA frequently occurs.
Yang et al. [7] believed that the significant differences in water vapor transport flux and the atmospheric
circulation field before and after DFAA are the main reasons for DFAA in the middle and lower reaches
of the Yangtze River in 2011. Zhang et al. [14] revealed that in addition to climatic factors, land-water
storage anomalies and the contradiction between the characteristics of easily occurring flood (drought)
and insufficient flood drainage (drought control) ability are also major causes.
To analyze the law of DFAA, historical data was applied to study its occurrence, and evaluation
indicators were used to predict the future DFAA characteristics [15,16]. In terms of the evaluation
indicators, the precipitation-based summer LDFAI has been widely used in predicting the turn from
drought to flood as well as the turn from flood-to-drought during flood season [17,18]. Wu et al. [19,20]
analyzed the characteristics of DFAA in the summer of a normal monsoon year and predicted that
the total precipitation during the co-occurrence of drought and flood, and DFAA in the summer in
southern China tended to be normal. Mosavi et al. [21,22] used machine learning models and hybrid
neuro-fuzzy algorithms to predict the likelihood of future floods and droughts. After predicting future
drought and flooding results, the sensitivity of the results should be tested. Choubin, et al. [23] used
multivariate discriminant analysis, classification and regression trees, and support vector machines to
perform sensitivity tests on flood prediction results. In addition, the occurrence of drought and flood
in the regions affected by global climate change and human activities has been increasingly frequent,
and the possibility of DFAA continues to increase [24,25].
Currently, progress has been made in the study of DFAA, but the following problems remain for
further study: (1) Due to the lack of study on DFAA with a long sequence scale, there is no distinct
definition of its temporal and spatial scales. (2) Previous studies focused on historical DFAA, and there
is a lack of estimation of the evolution law of DFAA in the future. (3) Previous studies have focused on
the evolution law analysis of DFAA, single cause analysis or studies on its law evolution and coping
mechanisms but have not been connected with water pollution to form a systematic research method
for DFAA. Therefore, this study attempted to estimate the change characteristics of future DFAA in
the Hetao area by using the Representative Concentration Pathways (RCPs) climate scenario, and to
estimate the occurrence probability of water pollution in future DFAA scenarios by simulating future
water quality changes in Hetao area. Moreover, the characteristics of DFAA in this area were studied
to cope with emergencies caused by climate change in advance, further provided a scientific basis for
drought and flood control as well as water pollution control in the Hetao area.
2. Materials and Methods
2.1. Study Area
The Hetao area is located in the southern part of Bayannaoer City, Inner Mongolia Autonomous
Region (Figure 1). The Hetao area has a complex spatial structure with an average elevation difference
of less than 37 m. In addition, large-scale and long-term water resource development and other
human activities in the irrigation area interfere with the canal system for irrigation and drainage.
The annual precipitation is 50 to 250 mm, with large annual fluctuation. The precipitation in summer
accounts for over 60% of the annual precipitation and that in spring only accounts for 10% to 20% [26].
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The drought in spring is especially serious. Thus, DFAA typically occurs at the turn of spring to
summer. The main river systems in the Hetao area are the Yellow River and Ulansuhai Nur Lake.
Ulansuhai Nur Lake is the largest lake in the Hetao area, which is a part of the Yellow River [27].
Due to the large amount of agricultural wastewater discharge in the Hetao area, more than 90% of
farmland irrigation (approximately 1.07 × 106 ha) water is discharged into Ulansuhai Nur Lake [27].
In addition, with the rapid development of local industries and population growth in recent years,
industrial and domestic wastewater discharge has begun to exceed the standard [26]. As a result, the
pollution load of TN and TP in the Ulansuhai Nur Lake area far exceeds the carrying capacity of the
lake [28]. In summary, frequent DFAA in the Hetao area will lead to sudden water pollution in the
Ulansuhai Nur Lake, thereby damaging the industrial and agricultural production and ecological
environment in this region. Therefore, it is of both scientific and practical significance to study the
characteristics and evolution of DFAA in the Hetao area and to further study the water quality of the
Ulansuhai Nur Lake.
Figure 1. Location of the Hetao area.
2.2. Research Ideas
Precipitation and temperature are the main elements of climate change considered [3] in this
paper. It is assumed that future point source emissions, withdrawn water, dam scheduling, cultivated
land areas and irrigation systems, etc. are maintained at the current level. The assessment of the
impacts of precipitation and temperature changes on DFAA in the Hetao area as follows (Figure 2):
(1) Changes in precipitation and temperature cause changes in the runoff process [9], thereby
exerting direct impact on the temporal and spatial distribution and frequency of future DFAA.
This section is based on the RCPs climate scenarios, aiming to estimate future precipitation
and temperature in the Hetao area. LDFAI and SDFAI were calculated by using the future
precipitation of the Hetao area.
(2) DFAA and its typical spatial distribution are prone to cause sudden major water pollution in
the Ulansuhai Nur Lake [17,20]. We can predict the locations and time of potential DFAA in
the future and respond to possible extreme DFAA in advance. This part of assessment used the
established distributed water quantity and quality coupling model and future precipitation and
temperature data to simulate and analyze the spatial and temporal changes in the water quantity
and quality in the Ulansuhai Nur Lake inlet. The probability of joint distribution of DFAA and
water quality in the lake inlet was constructed through the Copula function to estimate the
probability of sudden water pollution in future DFAA scenarios.
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Figure 2. The framework of the impact evaluation of climate change on DFAA and water quality:
(1) Selection of climate scenario and derivation of meteorological time series for future climate
conditions, (2) Analysis of the spatial and temporal changes of DFAA, (3) Calibration and validation of
a hydrological model, (4) Simulate TN and TP data from 1961 to 2050, (5) Calculate multivariate JPD of
DFAA, TN and TP.
2.3. Evaluation Indicators
2.3.1. DFAA Indexes
To conduct a quantitative study on the scientific content and basic characteristics of summer
LDFAI, researchers defined LDFAI as [19,20]:
LDFAI = (PN − PP)× (| PP | + | PN |)× 1.8−|PP+PN | (1)
where the time scale for calculating the LDFAI is defined as one year; PP is the pre-flood standard
precipitation; PN is the post-flood standard precipitation; (PN − PP) is the DFAA intensity term;
(| PP | + | PN |) is the drought and flood intensity term; 1.8−|PP+PN | is the weight coefficient, of which
the function is to increase the weight of long cycle DFAA and reduce the weight of pure drought or
flood. The standard deviation of precipitation anomalies greater than 0.5 is considered flood, greater
than 1 is significant flood, less than −0.5 is drought, less than −1 is significant drought; and between
−0.5 and 0.5 is normal precipitation [17]. Based on the hydrometeorological characteristics of the
middle and lower reaches of the Yangtze River, in this study the time scale for calculating the LDFAI is
defined as two months, i.e., May and June (pre-flood period) and July and August (post-flood period).
The long cycle DFAA is judged as LDFAI greater than 1 is a drought-to-flood incident, less than −1 is
a flood-to-drought incident, and between −1 and 1 is normal. The greater the absolute value of LDFAI,
the more serious the DFAA is.
The SDFAI [19,20] is essentially consistent with the LDFAI, which is expressed as:
SDFAI = (Pj − Pi)× (| Pi | + | Pj |)× 3.2−|Pi+Pj | (2)
where the time scale for calculating the SDFAI is defined as one month; Pi is the pre-flood
standard precipitation; Pj is the post-flood standard precipitation. 3.2
−|Pi+Pj | is the weight coefficient;
j = i + 1(i = 5, 6, 7, 8, 9). The short cycle DFAA is judged as: SDFAI greater than 1 is a drought-to-flood
incident, that less than −1 is a flood-to-drought incident and that between −1 and 1 is normal.
The greater the absolute value of SDFAI, the more serious the DFAA incident is.
2.3.2. Evaluation of the Relationship between DFAA and Water Quality
Copula is a joint distribution function in a uniform distribution over the interval [0,1] [29,30].
Given F is an n-dimensional distribution function, and the edge distribution of each variable is
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F1,F2 . . .,Fn, then there is an n-dimensional Copulas function C. For any x ∈ Rn, the distribution
function satisfies:
F(x1, x2, . . . , xn) = (X1 ≤ x1, X2 ≤ x2, . . . , Xn ≤ xn) = C[F1(x1), F2(x2), . . . , Fn(xn)] (3)
where x1, x2, . . .,xn are the observed samples, and F(x) is the edge distribution function.
Three Archimedean Copulas functions were selected, Gumbel-Hougaard (GH), Clayton and Frank, for
joint distribution of two-dimensional and three-dimensional DFAA. The parameter estimation of the
Copulas function was conducted by the appropriate line method, and the optimal Copula function
was selected by a fit test to analyze the relationship between the DFAA and water quality.
With the constructed multivariate joint probability distribution (JPD) of DFAA, TN and TP,
two DFAA situations under different water quality conditions in the Hetao area can be analysed:
(1) For future severe DFAA events, the joint transcendence probability is given more attention [31],
and the joint probability analysis of TN, the most typical pollutant in the Hetao area, and DFAA, was
selected. The multivariate JPD under this condition is denoted as GX,Z(x, z) and can be written as:
GX,Z(x, z) = PX,Z(X > x, Z > z) = 1 − FX(x)− FZ(z) + C(FX(x), FZ(z)) (4)
GX,Z(x, z) = PX,Z(X > x, Z < z) = FZ(z)− C(FX(x), FZ(z)) (5)
where X denotes TN and x is its specific value, Z denotes DFAA and z is its specific value, GX,Z(x, z)
is the bivariate JPD of pair (TN,DFAA), FX(x), FZ(z) are the marginal distribution function of TN,
DFAA, respectively.
(2) When TN and TP exceed a specific value, DFAA is less than or more than a specific value,
which addresses the water pollution risk under the DFAA condition. The multivariate JPD under this
condition is denoted as GX,Y,Z(x, y, z) and presented as:
GX,Y,Z(x, y, z) = PX,Y,Z(X > x, Y > y, Z > z)
= 1 − FX(x)− FY(y)− FZ(z) + C(FX(x), FY(y)) + C(FX(x), FZ(z))
+ C(FY(y), FZ(z))− C(FX(x), FY(y), FZ(z))
(6)
GX,Y,Z(x, y, z) = PX,Y,Z(X > x, Y > y, Z < z)
= FZ(z)− C(FX(x), FZ(z))− C(FY(y), FZ(z)) + C(FX(x), FY(y), FZ(z))
(7)
where X denotes TN and x is its specific value; Y denotes TP and y is its specific value; Z denotes
DFAA and z is its specific value; GX,Y,Z(x, y, z) represents the trivariate JPD of pair (TN, TP, DFAA);
FX(x),FY(y),and FZ(z) are the marginal distribution functions of TN, TP and DFAA, respectively.
2.4. Data Collection and Arrangement
The assessment of DFAA in the Hetao area requires data such as geographic information (GIS),
monitoring data of meteorology, hydrology and environment [32]. GIS data include digital elevation
models (DEM), water systems, vegetation maps, soil maps, meteorological sites, sewage outlets, runoff,
and water quality sites distribution; the meteorological data include the sequence of meteorological
elements such as historical daily precipitation and the maximum and minimum temperature of each
site, and precipitation and temperature data under different meteorological elements of the Global
Climate Model (GCM) in the future; the hydrological and water environment data include information
such as monitoring section runoff, water quality concentration, and point source discharge. The basic
data are shown in Table 1.
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Table 1. The database of the climate change impact assessment in the Hetao area.
Type Data Scale Source
GIS
DEM Grid (90 m × 90 m) Institute of Geographic Sciences and
Natural Resources Research
Land use 1:1,000,000 Institute of Geographic Sciences and
Natural Resources Research
Agrotype 1:4,000,000 Institute of Geographic Sciences and
Natural Resources Research
Meteorology Meteorologicalstation
11 stations (1961–2017) China Meteorological Administration
GCM Grid (1 × 1 ◦C) (2001–2050) IPCC Fifth Assessment Report
Hydrology
Hydrological station 1 station (1980–2000) Hetao Irrigation Administration Bureau
Water quality station 6 stations (2012–2015) Hetao Irrigation Administration Bureau
(1) The RCPs climate scenario
Due to space limitations, the RCPs climate scenario was selected to output precipitation and
temperature series, and the 2001 to 2017 rate was periodically divided, and 2018 to 2050 was the
forecast period. The precipitation and temperature were statistically analyzed and simulated in the
RCP 2.6, RCP 4.5 and RCP 8.5 (as 1, 2 and 3) scenarios through the calibrated and down-scaled
GFDL-ESM2M, HadGEM2-ES, IPSL-CM5A-LR, MIROC-ESM-CHEM, and NorESM1-M models (as a,
b, c, d and e) from 2001 to 2017 [33]. If the data has uncertainty in the time of acquisition, or the time
precision of the data is not met, then the validity of the spatio-temporal data cannot be explained, and
reasonable reasoning cannot be made for the uncertain data in the data. Therefore, it is necessary check
the uncertainty of the data. For the description of the difference between the RCPs climate scenario,
the current mainstream international adopts the Taylor chart method, which is a way to integrate the
three indicators of standard deviation (Std), root mean square error (RMSE) and correlation coefficient
(R2) into a concentrated display. The 15 climate models are represented by Taylor diagram and the
results are shown in Figure 3. The results were compared with the measured values. HadGEM2-ES in
the RCP 8.5 scenario had minimum uncertainty and relatively good precipitation and temperature
results, and the correlation coefficients were 0.805 and 0.753, respectively. The results show that the
climate model has the lowest uncertainty in all models, accurately simulating historical precipitation
changes, and can be used for future precipitation prediction.
Figure 3. RPC 2.6, 4.5 and 8.4 scenario 15 models of Hetao area annual precipitation estimate
Taylor diagram.
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In the RCP 8.5 scenario, precipitation and temperature in the Hetao area showed a consistent
increase, and compared with the period from 1961 to 2017, the RCP 8.5 scenario showed that
precipitation increased by 12.2 mm and the temperature increased by 1.9 ◦C. When only considering
the temperature increase, the frequency and intensity of the drought in the Hetao area will increase in
the future; when merely considering the concentrated and increased precipitation, the runoff in the
basin will increase, and the flood frequency will increase. The risk of drought and flood caused by
climate change will directly affect the yield of local wheat and other crops. Therefore, it is necessary to
study the law of DFAA in the area.
(2) Calibration and valibration of SWAT Model
The distributed coupling model of water quantity and water quality was developed by Dr. Jeff
Arnold in 1998, that is, the watershed integrated management SWAT model [32]. The SWAT model
can simulate the influence of climate change on runoff and water quality by changing the input
data for scenario design and analysis [34,35]. Because of the large area of plain area, the traditional
sub-basin division based on DEM has some difficulties. Based on this, the pre-defined tool of SWAT
model is used to quantitatively simulate the water balance and water cycle characteristics of Hetao
Irrigation Area under the influence of natural and human activities on the basis of artificially defined
river course and sub-basin boundary. The SWAT model parameter calibration period of this study
is from 1980 to 1997, and the inspection period is from 1980 to 1997 in this study, and the validation
period is from 1998 to 2000. However, due to the limitation of water quality data and measured water
quality data, only the monthly concentration data of six stations from 2012 to 2015 were selected
to determine the relevant model water quality parameters. When the model structure and input
parameters are preliminarily determined, it is necessary to calibrate and verify the model. In this paper,
two indicators were selected to evaluate the applicability of the model, the model efficiency coefficient
Ens proposed by Nash-Sutcliffe [36] and the correlation coefficient R2 [34]. The Latin hypercube
sampling and one-factor-at-a-time (LHS-OAT) method was used to analyze the sensitivity of the
parameters. According to the model requirements, when R2 ≥ 0.6 and Ens ≥ 0.45, the simulation
results are acceptable. The results of the runoff parameter rate are shown in Table 2. It can be
seen from Table 2 that the SWAT model reached the basic evaluation criteria of R2 and Ens for the
simulation results of the total drainage flow and the simulation results of each water quality station.
Therefore, the SWAT model is applicable to the simulation of flow and water quality in the Hetao area.
The precipitation and temperature data from 1961 to 2050 were input into the SWAT model, which
simulated the flow and water quality changes in future climate change scenarios, and then the impact
of future climate change on DFAA can be studied.




R2 Ens R2 Enst
Zongpaigan Runoff 0.69 0.61 0.73 0.63
Xidatan TN 0.8 0.74 0.46 0.45TP 0.69 0.68 0.62 0.51
Wayaotan TN 0.79 0.77 0.79 0.7TP 0.76 0.74 0.81 0.67
Budong TN 0.72 0.67 0.89 0.46TP 0.68 0.57 0.73 0.57
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R2 Ens R2 Enst
Dabeikou TN 0.71 0.56 0.75 0.51TP 0.81 0.56 0.62 0.52
Hekou TN 0.62 0.51 0.71 0.48TP 0.73 0.53 0.67 0.58
Sizhi
TN 0.73 0.61 0.63 0.52
TP 0.62 0.49 0.65 0.54
3. Results
3.1. Law Analysis of DFAA
3.1.1. Analysis of DFAA on the Time Scale
On the time scale, we compared the trend of the long-term sequence DFAA rather than the
characteristics in changes within a year. Therefore, we selected LDFAI for the time-scale analysis of
DFAA. The precipitation from 1961 to 2050 was standardized as Equation (1). As shown in Figure 4a,
there may be a multiple-level time scale structure and localization characteristics of changes in DFAA
in the time domain. Wavelet analysis with the time-frequency multi-resolution function proposed by
Morlet provides the possibility of effectively studying the problems of time series, which can clearly
reveal multiple change cycles hidden in the time series [37].
The Morlet wavelet analysis of the LDFAI from 1961 to 2050 was conducted to reveal the DFAA
cycle in the Hetao area over the past 57 years and predict the change law from 2018 to 2050. The wavelet
variance in Figure 4b can reflect the distribution of the wave energy of the LDFAI with time scale, and
determine the main cycle during DFAA. There are four distinct peaks in Figure 4b, 3, 6, 11 and 21a,
indicating that the quasi-cycles of these four scales play a major role in the DFAA in the Hetao area [37].
The largest peak corresponds to the characteristic time scale of 21a, indicating that it has the strongest
periodic turbulence in the most significant cycle, which is the first main cycle of drought and flood
changes in the area. The second, third and fourth main cycles of drought and flood changes are 11, 6
and 3a, respectively, representing the following: 21a characteristic time scale has approximately 7 cycles
of drought and flood alternation; the average cycle of drought and flood changes is approximately 13a;
the drought and flood centers are in 1966, 1980, 1997, 2010, 2022, 2035, 2050; on the 25a characteristic
time scale, there are approximately 4 cycles of drought and flood alternation; the average change
cycle is approximately 16a; on the 11a characteristic time scale, there are approximately 10 cycles
of drought and flood alternation; and the average change cycle is approximately 9a. Regardless of
the time scale, the square of modulus of the wavelet coefficient after 2017 has shown a weakening
trend, indicating that DFAAs in the Hetao area will decrease in the future. The red (blue) rendering
in Figure 4c refers to that where the real part of the wavelet coefficient is positive (negative), and the
darker the color is, the greater the degree of the drought or flood. The square of modulus of the
wavelet coefficient in Figure 4d refers to the wavelet energy spectrum, and the larger the value (the
darker the red), the stronger the wave energy is, and the more significant the cycle is. The two most
energy-concentrated centers in Figure 4d represent the characteristics of the changes in wave energy.
They are (1) scale of 22 to 26a, wave energy is from the late 1970s to early 1990s, and (2) scale of 19a,
the wave energy is the strongest and runs through 2000 to 2025, with the strongest performance.
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(a) (b)
(c) (d)
Figure 4. Morlet wavelet analysis of DFAA in the Hetao area during 1961 to 2050. (a) LDFAI; (b) Wavelet
variance map; (c) Real part of wavelet transform coefficients; (d) Square of modulus of wavelet
transform coefficients.
3.1.2. Analysis of Spatial Differentiation Characteristics of DFAA
On the spatial scale, we pay attention to the spatial position of DFAA occurrence in different
months. Therefore, we select SDFAI for the spatial-scale analysis of DFAA (Equation (2)). The spatial
distribution of the frequency of DFAA in 11 hydrological stations of the Hetao area from May to
July and from July to September are shown in Figure 5. Generally, the precipitation in the Hetao
area from July to September is greater than that from May to July, thus the frequency of DFAA
in the Hetao area is also reversed; from May to July, the drought-to-flood incidents are frequent,
and from July to September, the flood-to-drought incidents are frequent. The spatial distribution of
the frequency of DFAA in the Hetao area is uneven, and generally, there is no consistency between
drought-to-flood incidents and flood-to-drought incidents in the same period. That is, it is difficult to
form short-cycle drought-to-flood-to-drought and flood-to-drought-to-flood incidents in the Hetao
area. During the 57 years from 1961 to 2017, the high-frequency DFAA region in the Hetao area is
generally concentrated in the east, thereby Ulansuhai Nur Lake has become the most frequent DFAA
area, which is unfavourable for maintaining the ecological stability of the lake. However, there are
few DFAA in the northern part of the Hetao area. The reason is that the precipitation in the area is
relatively balanced from April to September, so DFAA is not frequent. However, from 2018 to 2050,
the SDFAI in the Hetao area showed a significant decrease compared with the previous period, which
is completely consistent with the previous results of the LDFAI, and the frequent occurrence area has
shifted westward.
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Figure 5. Spatial distribution of the frequency of flood-drought abrupt alternation events in the Hetao
Area. (a1) Flood-to-drought from May to July in 1961–2017; (b1) Flood-to-drought from May to July in
2018–2050; (a2) Drought-to-flood from May to July in 1961–2017; (b2) Drought-to-flood from May to
July in 2018–2050; (a3) Flood-to-drought from July to September in 1961–2017; (b3) Flood-to-drought
from July to September in 2018–2050; (a4) Drought-to-flood from July to September in 1961–2017; (b4)
Drought-to-flood from July to September in 2018–2050.
3.2. The Relationship between DFAA and Water Quality
The contour plots of different periods of GX,Z(x, z) are given in Figure 6 (Equation (4) and (5)).
They represent the JPD of changes in water quality in past and future natural precipitation conditions,
so the joint probability with various given combinations of pair (TN, SDFAI) with a given certain joint
probability can be obtained [29–31]. It can be seen from Figure 6 that the value of JPD which exceeds
a certain probability becomes larger with more TN and high SDFAI. When GX,Z(x, z) is between 0.1 to
0.3 or 0.8 to 0.9, the contour plot spacing is larger and TN and SDFAI change more obviously compared
with that between 0.3 and 0.8. It can be seen from Figure 6 that when the joint distribution probability
is determined, we can also compare the TN overshoot probability corresponding to different SDFAI
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values. For example, when the joint distribution probability is 0.1 and the SDFAI value exceeds 1.5,
the TN value corresponding to Figure 6a is greater than 1.92 mg/L, and the corresponding TN value
of Figure 6b is greater than 2.11 mg/L. This result indicates that in future climate change scenarios,
when DFAA occurs sharply, the probability of water quality exceeding the standard will increase. The
possibility of constructing different combinations of events through conditional probability is listed in
Table 3. Between 1961 and 2017, when a drought-to-flood event occurs (SDFAI > 1), the probability of
TN pollutants exceeding Class III is 0.608; when a flood-to-drought occurs (SDFAI < −1), the probability
of TN pollutants exceeding Class III is 0.732; when there is no flood-to-drought or drought-to-flood
event (−1 ≤ SDFAI ≤ 1), the probability of TN pollutants exceeding Class III is 0.595. Between 2018
and 2050, when a drought-to-flood event occurs (SDFAI > 1), the probability of TN pollutants exceeding
Class III is 0.712; when a flood-to-drought event occurs (SDFAI < −1), the probability of TN pollutants
exceeding Class III is 0.797; when there is no flood-to-drought or drought-to-flood event (−1 ≤ SDFAI
≤ 1), the probability of TN pollutants exceeding Class III is 0.432. This result indicates that when
DFAA occurs, the probability of TN pollutants in the Ulansuhai Nur Lake entrance is lower than usual,
and the probability of TN pollutants accompanying DFAA will increase in the future.
(a) 1961–2017 (b) 2018–2050
Figure 6. The contour plot of bivariate JPD of TN and SDFAI.
Table 3. The possibility of different bivariate combination events.
Year P (TN > 1 | SDFAI > 1) P (TN > 1 | SDFAI < −1) P (TN > 1 | −1 ≤ SDFAI ≤ 1)
1961–2017 0.576 0.732 0.578
2018–2050 0.712 0.797 0.432
The contour surface of GX,Y,Z(x, y, z) is shown in Figure 7 (Equations (6) and (7)), which indicates
that close dependent correlation exists in TN, TP and SDFAI. Figure 7 expounds the JPD of changes
in water quality in past and future natural precipitation conditions, thus the joint probability with
various given combinations of pair (TN, TP, SDFAI) as well as the various combinations of pair (TN,
TP, SDFAI) with a given certain joint probability can be achieved [29–31]. It can be seen from Figure
7 that the value of JPD which does not exceed a certain probability tends to be large with small TN
and TP and low SDFAI. When GX,Y,Z(x, y, z) is between 0.7 to 0.9, the contour surface spacing is
larger and TN and TP change more obviously compared with that between 0.1 and 0.7. Similarly,
different three-variable event combinations are constructed by conditional probabilities, as shown in
Table 4. Between 1961 and 2017, when a drought-to-flood event occurs (SDFAI > 1), the probability of
one pollutant exceeding the standard or two pollutants exceeding the standard at the same time is
0.939; when a flood-to-drought event occurs (SDFAI < −1), the probability of one pollutant exceeding
the standard or both pollutants exceeding the standard at the same time is 0.827; when there is no
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flood-to-drought or drought-to-flood event (−1 ≤ SDFAI ≤ 1), the probability is 0.346. Between
2018 and 2050, when a drought-to-flood event occurs (SDFAI > 1), the probability of one pollutant
exceeding the standard or two pollutants exceeding the standard at the same time is 0.956; when a
flood-to-drought event occurs (SDFAI < −1), the probability of one pollutant exceeding the standard
or both pollutants exceeding the standard at the same time is 0.851; when there is no flood-to-drought
or drought-to-flood event (−1 ≤ SDFAI ≤ 1), the probability is 0.336. This result further confirms the
results of the bivariate joint distribution. Moreover, the probability of water quality exceeding the
standard caused by drought-to-flood events in the joint distribution of three variables is greater than
that in flood-to-drought events. Therefore, DFAA and the risk of water pollution in the Hetao area can
be clarified more reasonably by using trivariate JPD, and it also provides technological guidance for
irrigation planning and DFAA resistance.
(a) 1961–2017 (b) 2018–2050
Figure 7. Joint transcendental probability section diagram.
Table 4. The possibility of different trivariate combination events.
Year P (A∗ | SDFAI > 1) P (A∗ | SDFAI < −1) P (B∗ | −1 ≤ SDFAI≤ 1)
1961–2017 0.94 0.827 0.346
2018–2050 0.958 0.851 0.336
A∗: One pollutant exceeds the standard or two pollutants exceeded the standard simultaneously;
B∗: Two pollutants do not exceed the standard simultaneously.
4. Discussion
The increase in the evaporation rate caused by climate warming resulted in the decrease in
available water and the increase in drought events in the mid-latitudes and semi-arid low latitudes [38].
In the future, the increase in temperature and extreme precipitation will aggravate water pollution
and accelerate the occurrence of eutrophication events [4,5,39]. These results can also be found in the
IPCC report [40]. We believe that under the premise of the reduction in DFAA events in the Hetao
area, there are three reasons for the increasing water pollution risk:
(1) With the increase in precipitation processes, rainwater and runoff pass through the ground,
and the pollutants accumulated on the surface are carried into the water body, causing pollution
of surface water and even groundwater within the drainage area, especially in the vicinity of
farmland or industrial land, which will form serious non-point source pollution [41]. Therefore,
the change in precipitation intensity and frequency will affect non-point source pollution. As two
of the main elements of non-point source pollution, nitrogen and phosphorus are greatly affected
by precipitation process. If precipitation and its strength increase, then the runoff scouring effect
will intensify, and the nitrogen and phosphorus loads flowing into the water body will increase
accordingly [42].
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(2) With the increase in air temperature, the water surface temperature will also increase, which
leads to an increase in the temperature difference and thermocline in the upper and lower layers
of water. The presence of thermoclines can lead to the formation of anoxic layers at the bottom
of water bodies such as rivers or lakes. Nitrogen and phosphorus release easily from sediment
to bottom water in an anoxic bottom water environment, and lead to an increase in nitrogen
and phosphorus concentrations in surface water, which is the main reason that nitrogen and
phosphorus loads increase with surface runoff coming into the water environment. The increase
in water temperature will also increase the activities of microorganisms and promote the release
of endogenous nitrogen and phosphorus in sediment. If the nitrogen concentration in the water
reaches a certain level, eutrophication will be intensified when environmental conditions such as
temperature and light are satisfied [43].
(3) Under drought conditions, runoff is reduced and the water temperature is relatively high, which
will increase the concentration of NH+4 and NO
−
2 in the water. Some studies have shown that
concentrations of NH+4 and NO
−
2 increased by 1.9 and 1.3 times, respectively, in a dry year and
a normal year [44]. The increasing frequency of DFAA will cause a large number of surface
pollutants to enter water bodies. Drought-to-flood incidents were taken as an example: in the
early stage of drought, the flow rate of the river channel decreased, leading to a decrease in
the ability to dilute and transport substances and an increase in the concentration of pollutants
in the water body and surrounding farmlands. In the later stage of rapid formation of flood,
the hydrodynamic conditions increased rapidly, directly bringing a multitude of pollutants in
the surrounding farmlands and the river channel into the Ulansuhai Nur Lake. These processes
may occur simultaneously with DFAA. At the same time, DFAA will also cause a large amount
of sediment to enter water bodies or cause sediment resuspension, which will affect the sediment
content of the water body, thus further affecting the transport and transformation of pollutants,
and water quality [45,46].
5. Conclusions
According to daily precipitation data from 1961 to 2050 in the Hetao area, monthly TN and TP
data, and LDFAI and SDFAI analysis, this paper comprehensively analyzed changes in the DFAA
trend in the Hetao area, the spatial and temporal distribution characteristics and the risk of water
pollution caused by DFAA. The main conclusions are as follows:
(1) In the Hetao area, the phenomenon of the LDFAI was mainly for drought-to-flood events,
and there is a trend that the frequency of DFAA will decrease in the future; the drought-to-flood
incidents occurred frequently in May to July among the SDFAI, and flood-to-drought incidents
occurred frequently from July to September.
(2) Due to the uneven distribution of precipitation in the flood season in the Hetao area, the spatial
distribution of the DFAA is not uniform; during the 57 years from 1961 to 2017, the high-frequency
DFAA regions in the Hetao area were generally concentrated in the Ulansuhai Nur Lake in the
eastern part of the region. From 2018 to 2050, frequent occurrences of DFAA occurred in the
west.
(3) The Copula function is used to calculate the JDP of SDFAI, TN and TP. The risk of water quality
exceeding the standard will increase when the DFAA happens, and the probability of water
quality exceeding the standard caused by drought-to-flood in the three variable joint distribution
is greater than that in flood-to-drought.
(4) Extreme weather such as an increase in future temperatures and an increase in extreme
precipitation will exacerbate water pollution, causing further increases in the risk of excessive
water quality in future DFAA, which is consistent with the conclusions of the IPCC report.
The results can provide a basis for flood control and drought resistance and pollution control in
the Hetao area.
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RCPs Representative Concentration Pathways
TN Total nitrogen
TP Total phosphorus
IPCC Intergovernmental Panel on Climate Change
DEM Digital Elevation Model
GCM Global Climate Model
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SDFAI Short-cycle drought-flood abrupt alternation index
JPD Joint probability distribution
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Abstract: In this paper, extreme precipitation spatial analog is examined as an alternative method
to adapt extreme precipitation projections for use in urban hydrological studies. The idea for
this method is that real climate records from some cities can serve as “analogs” that behave like
potential future precipitation for other locations at small spatio-temporal scales. Extreme precipitation
frequency quantiles of a 3.16 km2 catchment in the Chicago area, computed using simulations from
North American Regional Climate Change Assessment Program (NARCCAP) Regional Climate
Models (RCMs) with L-moment method, were compared to National Oceanic and Atmospheric
Administration (NOAA) Atlas 14 (NA14) quantiles at other cities. Variances in raw NARCCAP
historical quantiles from different combinations of RCMs, General Circulation Models (GCMs),
and remapping methods are much larger than those in NA14. The performance for NARCCAP
quantiles tend to depend more on the RCMs than the GCMs, especially at durations less than 24-h.
The uncertainties in bias-corrected future quantiles of NARCCAP are still large compared to those
of NA14, and increase with rainfall duration. Results show that future 3-h and 30-day rainfall in
Chicago will be similar to historical rainfall from Memphis, TN and Springfield, IL, respectively.
This indicates that the spatial analog is potentially useful, but highlights the fact that the analogs may
depend on the duration of the rainfall of interest.
Keywords: spatial analog; extreme precipitation; future precipitation at urban scale; RCM uncertainty
1. Introduction
The population in urban areas has increased by over 250% since 1964, and as a result,
urban hydraulic infrastructure has dramatically increased [1,2]. Due to increased impervious
surfaces, expanded coverage of storm sewers and other engineered drainage systems, and modified
landscape, urban hydrologic systems have much smaller storage and shorter response time than the
pre-development hydrologic systems. As a consequence, high-intensity short-duration precipitation
extremes become one of the major causes of failures of hydraulic infrastructure in urban hydrologic
systems [3], and thus play a significant part in studies and designs of urban hydraulic infrastructures.
Design storms in particular, which are precipitation events of a specified duration and return period,
are used universally in design of storm sewers [4], storage facilities [5], bridges and culverts [3],
and in floodplain studies [6]. The return periods of these design storms can range from 2-year [4] to
100-year [5,6], while the durations range from less than an hour to several days depending on the
purpose and scope of the structure being designed. The widely accepted and applied way to calculate
design storms is to conduct frequency analysis on observed rainfall data with a stationarity assumption.
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However, as changes in extreme precipitation events have been observed [7] and are projected to
continue [8] in a warmer climate by increasing studies, design storms analyzed using past data may
not be applicable in the future [9]. Taking the state of Illinois as an example, flood damage on the order
of billions of dollars was documented as a result from failures of urban hydraulic infrastructure under
extreme rainfalls from 2007 to 2014 [4]. Urgent action is required in estimating future extreme rainfall
to prevent losses and damages [10,11].
Even though extreme precipitation results from a combination of factors from large to local
scales, global warming caused by anthropogenic greenhouse gases emission is likely to lead to the
increase of precipitation extremes [8,12]. Atmospheric water holding capacity has increased [7,8] and is
projected to increase in a warmer climate [8]. This increase in atmospheric humidity leads to increased
frequency and intensity of the precipitation extremes, which are primarily controlled by variations
in the atmosphere’s moisture content [7,8,13–16] . This is consistent with current observations and
climate model simulations [7,8,17]. Kunkel [17] found that the frequencies of extreme precipitation
events increased in the latter portion of the 20th century in the U.S., and the timing of this increase
matched with a fast increase in global average temperatures. Trenberth et al. [7] showed that the
precipitation extremes are in general observed to have an increasing trend, even though the magnitude
varies with the location, duration, and frequency of the precipitation extremes.
General Circulation Models (GCMs) are the most recognized ways to project future precipitation
patterns. However, the spatio-temporal resolution for these GCMs is usually very large: Most
of the information is available at the daily time scale and 1 degree longitude and latitude (about
several hundreds of kilometers) spatial scale, with cutting-edge GCMs towards sub-daily and 30 km
spatio-temporal scales [18]. These GCM scales are much larger than the scales of urban catchments.
Engineering remediation and design typically consider urban sewersheds or subcatchments less
than 10 square kilometers. For example, the 960 sq km Chicago metropolitan area comprises about
218 sewersheds or subcatchments ranging from 0.05 to 23 sq km, with a median of 3 sq km [19,20].
Small catchments translate to a small time of concentration [20,21], which in turn requires means to
estimate short duration, small time step (from several minutes to several hours) rainfall with both
accurate volume and within-storm variability [22]. Therefore, downscaling methods are needed to
communicate the information from GCMs to the requirements of civil engineering study & design.
Dynamical downscaling, a method that nests Regional Climate Models (RCMs) within GCMs to
simulate regional climate behaviors, has become a widely accepted way to downscale GCM outputs
for small scale climate change impact studies. To get good estimates of small scale precipitation
intensity that can be used for urban hydrological and hydraulics (H & H) studies, it is important
for RCM to run at small spatio-temporal resolutions, especially for precipitation extremes [15,23,24].
Gutowski et al. [25] pointed out that 15 km spatial resolution resulted in 6-h precipitation intensities
that attain some acceptable precision in the RCM. Mishra et al. [16] suggested that resolution in the
order of of 2–5 km might help in better capturing the statistics of 3-h precipitation extremes. However,
existing RCM simulations with these small levels of spatio-temporal resolutions are specialized to
either a short time domain or small spatial domain, due to high computational costs [8,26].
Large discrepancies may occur in the behavior of sub-daily extreme precipitation when the
required resolutions are not met. Over North America, this generally results in underestimation
of precipitation at coarser resolution [16,27,28]. The magnitude of underestimation increases as the
rainfall duration decrease [16,27,28]. Mishra et al. [16] analyzed 3 and 24-h extreme precipitations
at urban areas of the United States using the 50-km resolution North American Regional Climate
Change Assessment Program (NARCCAP) [29] RCMs. Ninety-six of the 100 areas they studied have
NARCCAP simulated 3-h 100-year return period precipitation underestimating the observations.
Only a few of the locations were found to have RCM-simulated 3-h and 24-h 100-year return period
extreme precipitation within the ±10% error band of the observed estimates.
In addition to the biases, small scale precipitation projections from dynamical downscaling may
also be associated with large uncertainties. The driving GCM outputs are carrying uncertainties from
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emission scenario, GCM model formulation, and natural variability [27,30,31]. These uncertainties
are amplified when added with uncertainties of RCM and RCM-GCM pairing in the downscaling
process [31]. With better representation of changes in the small-scale processes, reducing the
spatio-temporal resolution of RCM simulations can reduce the bias and also decrease the uncertainties
in projected extreme precipitation [27]. Many studies have emphasized the importance of natural
variability [32,33] and variations in RCM formulation [34] to the uncertainties of projected small-scale
precipitation extremes. In recent years, extensive cross-agency efforts have been put into multi-model
ensemble systems that compare different RCMs and realizations, like the NARCCAP program [29]
and the Coordinated Regional Climate Downscaling Experiment (CORDEX) [35]. Multi-model
ensemble systems with long-term simulations from different GCM-RCM should be able to account for
uncertainties from natural variability, GCM and RCM model formulations, and GCM/RCM pairing.
They are one of the most reliable data sources for future climate projections and are widely used in
climate change impact studies [16,27].
Many previous studies have looked at accessing small-scale future precipitation extremes and
the uncertainties associated with them. However, we need a better understanding of how different
models project small-scale extreme precipitation at different frequencies and durations, as well as the
uncertainties associated with these projections at different frequencies and durations. The first part of
this study aims at answering these two questions. Simulated 3-h rainfall time series from NARCCAP
were used in frequency analysis to estimate rainfall quantiles from 2-year to 100-year return period,
at durations of 3-h, 24-h, and 30-day. The Calumet Drop Shaft-51 (CDS-51) catchment in the Chicago
Metropolitan area was selected as a case study. Biases and uncertainties were analyzed at different
frequencies and durations, from simulations of different NARCCAP GCM/RCM combinations.
Even though there are new data sources that use more updated emission scenarios, or smaller
spatial steps that can better capture the behavior of small-scale extreme precipitation, those data
sources are limited to selected model, time domain, and locations. NARCCAP is the dynamically
downscaled multi-model ensemble for North America that has the smallest time step (3 h) and spatial
step (50 km). However, there is still a gap between the spatio-temporal scales required for urban
H & H studies, and the ones of available multi-model ensembles. When looking at short-duration
extreme precipitation from NARCCAP, Mishra et al. [16] found that 3-h precipitation maxima means
and 100-year return period magnitudes at a large number of studied urban areas across the United
States are “largely underestimated” for both reanalysis and GCM boundary conditions, with biases
over 10% of the observed estimates. These biases are not appropriate to use directly for stormwater
infrastructure design purposes. They ascribed this bias to the weakness of RCMs in the convective
parameterizations and its spatial scale.
One widespread interpretation for future climate change among both climatologists and end users
is that “By the end of the century, an Illinois summer may well feel like one in East Texas today” [36].
An underlying assumption of this saying is that, the change of climate in time, from now to future, can
be represented by the change of climate in space, from one place to another. Inspired by this idea, this
paper examines an alternative method called extreme precipitation spatial analog to represent potential
future extreme precipitation at small spatio-temporal scale. The spatial analog method uses real climate
records from other locations to represent potential future climate. This is a novel alternative to the
climate model projections and provides an intuitive way to communicate potential future climate
projections to climate change adaptation and mitigation studies [29]. “A spatial analog is a location
whose climate during a historical period is similar to the anticipated future climate at a reference
location” [37]. As a “local, concrete, and immediate” [38] way to access future climate, the spatial
analog method is particularly useful for urban studies, most of which focus on using multiple climate
variables to study the social or economic vulnerability of cities [39–42]. Previous studies that looked
at precipitation spatial analogs have focused on average precipitation patterns at large time scales.
Hallegatte et al. [40], Grenier et al. [37], and Kellett et al. [42] used annual precipitation as the metric to
find spatial analogs. Kopf et al. [41] include 30-year Aridity Index as a metric. Hallegatte et al. [40],
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Horváth et al. [43] and Ramírez-Villegas et al. [44] adopted monthly precipitation in their studies.
Among rare attempts that studied precipitation spatial analog, Kellett et al. [42] looked at small
temporal scale extreme precipitation of spatial analogs: Extreme daily precipitation of the whole study
time periods were used as a metric for selecting spatial analogs. However, no previous study has
focused only on looking at spatial analog for extreme precipitation, nor do they examine frequencies
of sub-daily extreme precipitation in spatial analog. Extreme precipitation at sub-daily and shorter
time scales have different mechanism to those at longer time scales [45]. The high variability of
extreme precipitation at small spatio-temporal scales is crucial for urban hydrologic and hydraulic
design. Existing studies mentioned the need for denser rain gauge network and finer resolution radar
data [46,47]. However, due to their coarse resolution, current climate model ensemble projections
are limited in their ability to represent small scale physics necessary to generate hydrologic data for
urban H & H studies. The novelty of this approach is that it bridges the gap between projections
from current climate model ensemble and fine spatial and temporal resolutions needed for H & H
design by adopting the concept of spatial analog to extreme precipitation. When we borrowed the
concept of spatial analog to focus only on extreme precipitation, the underlying hypothesis is that the
future extreme storm characteristics of a certain location will be similar to the current extreme storm
characteristics of a different location. Since extreme precipitation at different durations and frequencies
are of interest for various urban H & H studies depending on their spatio-temporal scales, it is of great
importance to study extreme precipitation spatial analog at different durations and frequencies.
In this study, we examine if an extreme precipitation spatial analog method is feasible to project
future precipitation extremes at the scales required for urban H & H studies. Here we use the
intensity-duration-frequency (IDF) relation as a metric for extreme rainfall spatial analog. The CDS-51
catchment in the Chicago Metropolitan area was selected as a case study to test the method. Given that
current large model ensembles of climate model simulated dynamically downscaled rainfall have
not yet reached the hourly and sub-hourly resolution, evaluating the possibility of using other cities’
high-resolution rainfall data to represent future precipitation of CDS-51 can be valuable for further
climate change impact studies on urban H & H processes. Since CDS-51 is located in the Chicago
metropolitan area of Illinois, this study can also evaluate the original concept of the transformation
from temporal change to spatial change from Kling et al. [36], who used Illinois as an example to
illustrate the migrating of climate.
Previous studies have showed that the intensity and duration of small duration heavy
precipitation in the Chicago area are projected to increase [28,48,49]. Markus et al. [28] used rainfall
outputs from one GCM and RCM combination with 30 km resolution to analyze the rainfall frequency
quantiles for 2046–2055. Results showed that 24-h extreme precipitations of 2-year, 5-year, and 10-year
return periods exhibited an average 20% and 16% increase under the Special Report on Emissions
Scenarios (SRES) A1FI and B1 scenario [50] in the northern part, and a minor increase of 3% under
A1FI scenario and a decrease of 12% under B1 scenario for the southeastern part. These results were
updated by the same research group in 2018 [51], with projected increase in 24-h rainfall of 2-year
to 100-year return period under SRES A1B, A2, and B1 scenarios using statistically downscaled 13
Coupled Model Intercomparison Project Phase 3 (CMIP3) models at 10 km resolution [52].
Dynamically downscaled model ensembles for North America using Coupled Model
Intercomparison Project Phase 5 (CMIP5) data [53], like the North American Coordinated Regional
Downscaling Experiment (NA-CORDEX) [54], do not have enough simulations from different
RCM/GCM combinations at temporal scale as small as 3-h yet. Wuebbles et al. [55] have found
that there are large variances between simulated extreme precipitation of different models in CMIP5
data. Extreme precipitation spatial analog derived using precipitation projections from only a few
of CMIP5 models would be very uncertain. In addition, Wuebbles et al. [55] showed that the CMIP5
overall projected changes of extreme precipitation are in general similar to those of CMIP3 [56].
Specifically, Markus et al. [51] compared dynamically and statistically downscaling and also CMIP3
and CMIP5 projected daily extreme precipitation at the Chicago area and did not find significant
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difference. Taking all these factors into consideration, NARCCAP [29], which provide 3-h 50-km
resolution rainfall simulations from over 10 combinations of RCM/GCM with SRES A2 scenario [50],
is one of the best data sources for future extreme rainfall studies at the regional scale, and was used in
this study to test the possibility of extreme precipitation spatial analog method. Future study can be
conducted with more advanced multi-model ensembles to find extreme precipitation spatial analog
using the method provided in this study.
2. Data and Methods
A schematic plot for the methodology of this study is shown in Figure 1. First we obtained
the NARCCAP simulated rainfall data at the study area using four different remapping methods
(see Sections 2.1–2.3). Then we calculated the annual maximum series (AMS) of NARCCAP rainfall
at 1968–2000 and 2041–2070. Regional frequency analyses were conducted using these AMS to get
frequency quantiles of NARCCAP rainfall data (see Section 2.4). We also sampled all the National
Oceanic and Atmospheric Administration (NOAA) Atlas 14 (NA14) rainfall quantiles of the study area.
After that, these NARCCAP rainfall frequency quantiles were bias-corrected with the ratio method
using NA14 quantiles of the study area (see Section 2.5). Bias-corrected future NARCCAP rainfall
quantiles were then compared to NA14 relations at other cites in search of potential spatial analog.
Figure 1. Schematic of the methodology in this study.
2.1. Study Site
The CDS-51 catchment (see Figure 2), which belongs to the Calumet system of Chicago’s Tunnel
and Reservoir Plan (TARP) [57], has been widely used in H & H studies [20,58,59]. The CDS-51
catchment is a 5th-order complex urban system with an area of 3.16 km2 in the Village of Dolton, IL.
The spatial characterization of the CDS-51 catchment was collected and analyzed during the Phase II
of TARP project [20]. The critical duration for this catchment is 1 h [19].
94
Water 2019, 11, 1032
Figure 2. Location of the study area, with the boundary of the study grid (the green line) and the
boundary of CDS-51 catchment (the blue line).
2.2. Precipitation Data
The climate model simulated rainfall used in this study come from NARCCAP [29]. NARCCAP
is an international program that aims at producing high resolution climate change simulations for
investigating uncertainties in future climate projections and climate change study at regional scale
for the North American region [29,60]. It provides dynamically downscaled precipitation at small
spatial-temporal resolution of 50-km and 3-h, from different combinations of GCM and RCM. The 10
RCM/GCM combinations used in this study are shown in Table 1. The four GCM simulations were
obtained from the CMIP3 archive [56]. The driving emission scenario for the GCM simulations is the
SRES A2 scenario [50]. Under Phase II of NARCCAP, the five RCMs were run for the current period of
1968–2000 and future period of 2041–2070, with boundary conditions provided by those GCMs. Despite
the fact that there are new GCM model simulations under updated climate models and emission
scenarios, like the CMIP5 models and Representative Concentration Pathways (RCP) scenarios [18],
in this study we chose the NARCCAP dataset with CMIP3 GCMs. As we argued previously, small
spatial and temporal resolutions are needed for climate models to simulate the small-scale processes
that are associated with urban catchment scale precipitation extremes. At the same time, to account
for uncertainties and biases from model formulation and natural variability, multi-model ensemble is
preferred to single model runs. Unfortunately, due to the large computation expense, dynamically
downscaled small resolution multi-model ensembles using models from the CMIP5 archive under RCP
emission scenarios are still not available for the entire United States. NARCCAP is the best dataset
publicly available, dynamically downscaled to sub-daily time scale, verified and applied by many
studies, and with a number of RCM/GCM combinations.
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To evaluate the climate models’ performance, we compared the model simulated rainfall’s
intensity-duration-frequency (IDF) relation under present-day climate with those of observations.
The most recent nationwide calculation of rainfall quantiles, National Oceanic and Atmospheric
Administration (NOAA) Atlas 14 (NA14) [61], was adopted in this study to represent the observed
climate conditions. The NA14 rainfall data time periods are 1948–2000 for hourly rainfall
measurements, and 1863–2000 for daily rainfall measurements. We looked at 3-h, 24-h, and 30-day
precipitations from NA14. Rainfall quantiles with duration under 3-h were not used in this study,
since NARCCAP cannot be used to provide rainfall quantiles at equivalent durations. Return periods
examined are 2, 5, 10, 25, 50 and 100 years. IDF relations at the location of the study site and four
cites south and west of Chicago (where the study site is located) were also obtained. The four cites
are: Champaign IL, Springfield IL, St. Louis MO, and Memphis TN (see Figure 3). As can be seen in
Figure 3, all five cities fall within 2.5 degree longitude of each other. Hence, we anticipate them to have
similar climate. As locations shift south from Chicago to Memphis, we expected to see increases in
precipitation extremes that could portray the changes in time projected for Chicago.
Figure 3. Location map of the study area, Champaign IL, Springfield IL, St. Louis MO, and
Memphis TN.
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2.3. Regridding and Sampling of Rainfall Data
To account for the differences between spatial resolutions of NA14 precipitation dataset and
NARCCAP simulated precipitation, the study area of this paper was set to be a rectangular grid
centered at the centroid of CDS-51 catchment and has the same resolution of the NARCCAP horizontal
grids (i.e., 50 km), which is shown as the area with the green boundary lines in Figure 2. This area is
referred to as “the study area” or “the study grid”.
Different RCM/GCM combinations of NARCCAP have different horizontal grids systems even
though they are in the same resolution. As a result, regridding or remapping is needed to interpolate
horizontal fields of all model combinations to our study grid. Some research indicates that regridding
might cause smoothing in the extremes [62,63], but it changes with a variety of factors including
interpolation or averaging approach, number of points, etc. In this study, we quantified the potential
uncertainties in regridding process by using four widely-recognized remapping methods: bilinear
interpolation, bicubic interpolation, distance-weighted average remapping, and nearest neighbor
remapping. The Climate Data Operators (CDO) [64] was used for the regridding process. Although
we recognize the potential smoothing of extremes from regridding, we anticipate that the impact of
smoothing is smaller than that of difference among different NARCCAP model grids, and therefore
regridded the data to a consistent study grid. We include nearest-neighbor approach as this does not
smooth the extremes.
As the study area is much larger than NA14 horizontal grids (0.0083 degrees longitude and
latitude or around 900 m) [61], all NA14 grids that have their centroids inside the study area were
obtained to provide the rainfall quantiles under present-day climate.
2.4. Precipitation Frequency Analysis and IDF Relation
Precipitation frequency analyses were conducted for NARCCAP simulations under historical
and future periods using the L-moments method to get the IDF relations of rainfall. By picking
the maximum rainfall depth of a certain duration for each year, AMS were formed for each of the
selected durations. These AMS were then fitted into distributions using the L-moments method.
The L-moments method [65] is widely used in precipitation frequency analyses, including the
NA14 [61]. For this study, the L-moments are used instead of conventional moments, due to several
reasons. First, L-moments “characterize a wider range of distributions”; second, when estimated from a
sample, they are “more robust to the presence of outliers in the data”; third, L-moments are “less subject
to bias in estimation” [65]. Details about the L-moments and frequency analysis using L-moments can
be found in Hosking and Wallis [65]. In their book, Hosking and Wallis [65] defined L-moments
λr as linear combinations of Probability Weighted Moments (PWM) βr. Greenwood et al. [66]
defined the rth order PWM of a random variable X with cumulative distribution fuction F(X) to be
βr = E[X {F(X)}r], r = 0, 1, 2, . . . . An unbiased estimator br of βr given by Hosking and Wallis [65]




r )xj:n, where xj:n denotes the jth smallest value in a sample of size
n. The relationship between PWM βr and popular L-moments λr are: L-location λ1 = β0, L-scale
λ2 = 2β1 − β0, λ3 = 6β2 − 6β1 + β0, λ4 = 20β3 − 30β2 + 12β1 − β0. Popular L-moment ratios τr
can be calculated by: L-CV τ = λ2/λ1, L-skewness τ3 = λ3/λ2, and L-kurtosis τ4 = λ4/λ2. The R
package lmom [67] was used to conduct this analysis.
The purpose of this research is to explore the spatial analog method in extreme precipitation.
The type of distribution that provides the best fit for extreme precipitation may be different among
different models and durations, consequenctly the best fit frequency curve for each NARCCAP model
precipitation series for each duration were selected from among five types of distributions: Generalized
Logistic (GLO), Generalized Extreme Values (GEV), Generalized Normal (GNO), Generalized Pareto
(GPA), and Pearson Type III (PE3) (see Table 2). Some studies recommend the GEV above other
distributions for extreme precipitation frequency analysis [61,68,69]. But our comparison showed
that the difference between two methods’ resulting quantiles are very small (on average −0.4%).
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The distributions with the smallest Root Mean Square Error (RMSE) were selected as the best fit
distributions in this study [70–72]. Rainfall quantiles with the six different return periods selected
for this study were then calculated using the quantile functions of the chosen distribution for each
duration and RCM/GCM model combination.
Table 2. Summary of equations to calculate the characterizing parameters: ξ (location), α (scale), and k
(shape) with population L-moments: L-location λ1, L-scale λ2, L-CV τ, L-skewness τ3, and L-kurtosis
τ4 [65].
Dist. ξ α k
GLO ξ = λ1 − α( 1k − πsin kπ ) α = λ2 sin kπkπ k = τ3
GEV ξ = λ1−α[1−Γ(1+k)]k α =
λ2k
(1−2−k)Γ(1+k)
k = 7.8590 + 2.9554c2,
c = 23+τ3 −
log 2
log 3
GNO Numerical methods were used to estimate GNO distributionusing L-moments [65].
GPA ξ = λ1 − (2 + k)λ2 α = (1 + k)(2 + k)λ2 k = (1 − 3τ3)/(1 + τ3)




σ = 0.36067z−0.59567z2+0.25361z31−2.78861z+2.56096z2−0.77045z3 ,
z = 1 − |τ3| , k = 2σ−1/2 sin(λ3)
Previous studies have mainly used two methods to extract extreme precipitation data for frequency
analysis: Annual Maximum Series (AMS) and Partial Duration Series (PDS) [51,61]. AMS are formed by
extracting the maximum values from each year of record. The PDS method, on the other hand, allows
more than one extreme value to be extracted from a single year. The widely-adopted Chow et al. [73]
method [51,61] (Equation (1)) was used to convert the TPDS return periods from NA14 data to the
TAMS from the model projections. In this study, the TPDS we analyzed are 2, 5, 10, 25, 50, and 100 years.
The corresponding TAMS were calculated using Equation (1), which were used later in frequency
analysis of AMS to generate unbiased quantiles at our TPDS of interest. For example, TAMS = 2.54









As discussed previously, climate model simulated precipitation can be biased. Correcting for
biases in climate model output using historical data for future projections assumes that the past
performance of climate model could be an indicator of future skill. Even though there are still debates
on this issue, many studies have proved the existence of systematic errors in climate model outputs
and showed some evidence supporting this assumption [51,74–76]. Bias correction was applied to
NARCCAP future quantiles. The bias correction method used in the paper is the ratio method [28],
also referred as the multiplicative change factor method [77]. The ratio method is a widely used linear
correction method for extreme precipitation quantiles [28,78]. To get bias-corrected future quantile,
P∗f , the ratio method multiplies the ratio between NA14 quantile O and model simulated quantiles of
current climate P, to the model simulated quantiles of future period Pf . In this study, this correction
was conducted for every NARCCAP quantiles at each selected return period and duration, using all
NA14 quantiles within the study area, as shown in Equation (2). All NARCCAP historical quantiles
from different RCM, GCM, and grid-remapping methods, at different durations and return periods,
were bias-corrected separately. Each of these NARCCAP historical quantiles were bias-corrected to all
NA14 quantiles within the study grid. In this way, the spatial variations of NA14 quantiles at the scale
of our study area are taken into the consideration by the bias-corrected future NARCCAP quantiles.
P∗f ,ijkl = αijkl ∗ Pf ,ijl (2)
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in which αijkl = Oijk/Pijl , is the bias-correction ratio, i stands for different durations, j stands for
different return periods, k stands for the different NA14 grids within the study area, l stands for the
different combinations of RCM, GCM, and remapping methods for NARCCAP quantiles.
3. Results
The results for frequency analysis are based on a grid centered at the CDS-51 catchment with the
same horizontal resolution of a NARCCAP grid (50 km×50 km). Rainfall frequency quantiles from
NARCCAP simulations and NA14 were analyzed at rainfall durations of 3-h, 24-h, and 30-day.
3.1. Rainfall Frequency under Current Climate
Figure 4 shows the rainfall frequency quantiles from NA14 of the study grid. The range of NA14
frequency quantile estimates within the study grid (the grey shaded area) reveals the spatial variance
of rainfall statistics at the spatial resolution of NARCCAP data at CDS-51. At the 3-h rainfall duration,
this spatial variance is much smaller than those at 24-h and 30-day durations. The spatial variance is
also increasing with decreasing exceedance probability (or the increase of return period). This trend is
more obvious in 24-h and 30-day rainfall than in 3-h rainfall. At 100-year return period, the spatial
variance of NA14 quantiles can be as high as 20 mm for 24-h and over 30 mm for 30-day rainfall.
In addition to the variance caused by the spatial scale of the study grid, the confidence intervals of the
frequency quantiles also are increasing slightly with decreasing of exceedance probability.
Figure 4. Frequency quantiles from observation data for the study area, for 3-h, 24-h,
and 30-day rainfalls.
3.2. Modeled Historical Period Rainfall Quantiles vs. Current Rainfall Quantiles
Figure 5 shows the comparison between frequency quantiles from NARCCAP simulations of
historical periods (1968–2000) and NA14 for the study grid. There are 40 NARCCAP realizations in total,
from 10 RCM/GCM combinations, each regridded using four remapping methods. The uncertainties
that come from GCM, RCM, and grid remapping for the NARCCAP frequency quantiles are extremely
large compared to the range of NA14 frequency quantiles within the study grid. These uncertainties
increase at longer return periods. At the 3-h duration, most of the NARCCAP historical frequency
quantiles underestimate the observed NA14 frequency quantiles, except for those with return periods
larger than 50-year. For 24-h rainfall, the NA14 frequency quantiles generally lie at the upper
bound of the NARCCAP historical quantiles range. Our results are comparable to the findings of
Mishra et al. [16], that NARCCAP RCM underestimate 3-h and 24-h extreme precipitations in the east
part of the United States. However, for the 30-day duration events, the NA14 quantiles are within the
variability of the NARCCAP historical quantiles. The large uncertainty in the model-simulated rainfall
quantiles is the motivation for using bias-correction. As will be discussed below, using bias-correction
we are able to easily quantify changes to the different quantiles, despite the biases that may exist for
individual model simulations.
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Figure 5. Frequency quantiles from NARCCAP historical period (1968–2000) simulations and NA14,
of the study grid, for 3-h, 24-h, and 30-day rainfalls.
3.3. Bias-Correction of Modeled Frequency Quantiles
Bias-correction forces the frequency quantiles of NARCCAP historical time period to match
the NA14 quantiles. By multiplying the ratio of each NA14 quantile within the study grid to
each of the NARCCAP quantiles, all NARCCAP quantiles from different RCM/GCM combinations,
remapping methods, at different return periods and durations, coincided with the specific NA14
quantile used for bias-correction. As shown as an example for 3-h rainfall in Figure 6, the mean
of all bias-corrected NARCCAP historical quantiles coincide with the mean of NA14 quantiles at
all exceedance probabilities. The mean bias-correction ratios for each GCM and RCM combination
are shown in Figure 7. These ratios can serve as evaluations of the performance of RCM and GCM.
Values larger than 1 indicate that the particular NARCCAP model is underestimating precipitation,
while values less than 1 indicate overestimation. Some models perform better at smaller durations,
while others better at longer durations. For example, HRM3 model frequency quantiles are the closest
ones to NA14 quantiles at 3-h and 24-h durations, but for 30-day duration they tend to overestimate
the NA14 quantiles. CCSM model results largely underestimate at 3-h and 24-h durations, but their
results at 30-day duration are realistic. Models can also perform differently at different return periods.
In addition, the correction ratios tend to depend more on the RCM than the GCMs: Cells with the
same RCM have more similar colors than cells with the same GCM (Figure 7). This result matches
with the finding of Monette et al. [79] and Khaliq et al. [80] who studied seasonal 1-day to 10-day
extreme precipitations for Canadian watersheds using NARCCAP data. The control of RCM on the
performance seems to gets weaker at 30-day duration, where ratios of the same RCM model can be very
different from each other. Taking HRM3 again as an example, at 30-day duration, ratios of HRM3+gfdl
have a relatively good performance, with more overestimation at larger exceedance probabilities,
while ratios of HRM3+hadcm3 are giving the worst results among all the model combinations,
with more overestimation at smaller exceedance probabilities. This overestimation of HRM3 was
also observed by previous study of Monette et al. [79]. They found that HRM3 tends to overestimate
multiday rainfall extremes, with more bias at longer duration and return period.
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Figure 6. Mean frequency quantiles from bias-corrected North American Regional Climate Change
Assessment Program (NARCCAP) historical period (1968–2000) simulations and Atlas 14 (NA14),
of the study grid, for 3-h rainfalls.
Figure 7. Bias-correction ratios for NARCCAP frequency quantiles (NA14/NARCCAP) averaged for
each General Circulation Model (GCM) and Regional Climate Model (RCM) combination, for 3-h, 24-h,
and 30-day rainfall, at exceedance probabilities from 0.5 to 0.01 (2-year to 100-year return period).
3.4. Bias-Corrected Modeled Future Frequency Quantiles
Figure 8 shows the average behavior of future bias-corrected NARCCAP frequency quantiles
and NA14 frequency quantiles of the study area. There is a clear increase in rainfall depth in
the bias-corrected future mean NARCCAP quantiles for all three durations from 3-h to 30-day,
when compared to the NA14 quantiles. For 3-h rainfall, this increase of rainfall depth is almost
an identical increase of about 8 mm at different exceedance probabilities from 0.01 to 0.5. At the
24-h duration, the difference between mean bias-corrected future quantiles and NA14 quantiles
decreases for longer return periods. On the other hand, at the 30-day duration, this difference increases
slightly at longer return periods, with a maximum difference of over 20 mm. Even though these
differences between “current” and mean projected future frequency quantiles are obvious, they may
not be statistical significant: Most of the bias-corrected NARCCAP future quantiles are still within the
confidence intervals of the NA14 quantile range. The only exception is at 3-h duration and exceedance
probability larger than 0.2. In general, at larger exceedance probabilities the mean bias-corrected future
quantiles are closer to the upper boundary of confidence limits of the “current” frequency quantiles
range of the study area.
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Figure 8. Frequency quantiles from NA14 and bias-corrected NARCCAP 2041–2070 period of the study
area, for 3-h, 24-h, and 30-day durations.
A Welch Two Sample t-test analysis on the difference of the means and a Wilcoxon Rank-Sum test
of the two-sample medians indicated that the means and medians of bias-corrected NARCCAP future
(2041–2070) quantiles are different from NA14 quantiles of the study area at all analyzed exceedance
probabilities and durations. Welch Two Sample t-test is an unpaired two-sample location test with
a null hypothesis that the two populations have equal means. It assumes normality and is more
reliable than Student t-test when the two samples have unequal variances. Wilcoxson Rank-Sum test
is a non-parametric test with a null hypothesis that the two populations have equal median. It does
not assume normality but does assume equal variance. By using both tests, we can perform robust
statistical inference on the difference between average behaviors of the bias-corrected NARCCAP future
quantiles and NA14 quantiles. The results from both tests indicate that the average projected future
rainfall quantiles are larger than those under current climate for the study area with high confidence.
Figure 9 shows how the range of future bias-corrected NARCCAP frequency quantiles and NA14
frequency quantiles of the study area compare to each other. The range of bias-corrected NARCCAP
future quantiles are always much larger than the NA14 quantiles. Furthermore, the NA14 ranges
are within the NARCCAP ensemble for all three durations. The NA14 range increases with longer
return periods and longer rainfall durations from 3-h to 30-day. Bias-corrected future NARCCAP
ranges also increase for longer return periods and rainfall durations. Figure 9 also shows all the
realizations of future bias-corrected NARCCAP quantiles compared to NA14 quantiles of the study
area. The darkness of the grey color represents the density of future NARCCAP realizations. In general,
NARCCAP bias-corrected future quantiles are higher than NA14 at all frequencies, especially at smaller
durations of 3-h and 24-h. At the duration of 30-day, with the extreme high values of MM5I model
at longer return periods, the mean future NARCCAP quantiles are higher than NA14 quantiles (as
shown in Figure 8).
Figure 9. All frequency quantiles’ realizations from NA14 and bias-corrected NARCCAP 2041–2070
period of the study area, for 3-h, 24-h, and 30-day durations.
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3.5. Rainfall Frequency Quantiles from Other Cities under Current Climate
NA14 quantiles from several other cities south of Chicago were used to compare with the
projected future changes in rainfall. Figure 10 shows how bias-corrected NARCCAP future frequency
quantiles of the study area compare to the NA14 quantiles of those other cities south of the study area.
Figure 11 shows the differences between the quantiles from NA14 and mean bias-corrected NARCCAP
future quantiles. For 3-h rainfall, the NA14 quantiles from Memphis is the closest one to the mean
bias-corrected NARCCAP future quantiles. At 24-h duration, NA14 quantiles from St. Louis are the
nearest to NARCCAP bias-corrected future mean quantiles of the study area. For 30-day duration,
NA14 quantiles from Springfield and Champaign are closest to NARCCAP bias-corrected future mean
quantiles of the study area.
The result supports our hypothesis that the change of extreme precipitation in time, from now
to future, can be approximated by the change of extreme precipitation in space, from one location to
others. This implies that the spatial analog method is feasible to utilize observed precipitation data
from one location to represent potential future extreme precipitation. For example, Memphis can
be used as 3-h extreme precipitation spatial analog for the study area; St. Louis can be used as 24-h
extreme precipitation spatial analog for the study area; Springfield and Champaign can be used as
30-day extreme precipitation spatial analog for the study area. Spatial analog of extreme precipitation
will likely depend on the duration of rainfall of interest.
Figure 10. Mean frequency quantiles from NA14 and bias-corrected NARCCAP 2041–2070 period
of the study area compare to NA14 quantiles from other cities south of the study area, for 3-h, 24-h,
and 30-day durations.
Figure 11. Differences between mean NA14 frequency quantiles of the study area as well as the other
cites, and mean bias-corrected frequency quantiles from NARCCAP 2041–2070 period of the study
area, for 3-h, 24-h, and 30-day durations.
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4. Conclusions and Discussion
It has been hypothesized that as climate warms, the temperature and precipitation in a location
such as Illinois could be more like the climate in a more southern location like Texas [36]. This implies
that we could potentially use spatial analogs, instead of relying on GCM projections of future climate.
This is particularly attractive in the case of urban water infrastructure, because of the very small
spatial and temporal scales required for the design of stormwater systems. We test the spatial analog
hypothesis by analyzing the observed extreme precipitation, characterized using NA14 IDF relations,
at 3-h, 24-h, and 30-day durations and 2-year to 100-year return periods, in a study grid that centered
at Calumet Drop Shaft-51 catchment of the Chicago metropolitan area. We compare these observations
with future projections of extreme precipitation as simulated using bias-corrected IDF relations from
RCM-GCM combinations from the NARCCAP ensemble under SRES A2 scenario for the period
2041–2070. We then compare the NARCCAP projections with observed extreme precipitation in four
other more southern cities: Champaign, Springfield, St. Louis, and Memphis. Although NARCCAP
simulations are used in this study the analysis can be easily applied to updated RCMs as these data
become more widely available.
The major findings of this study are:
1. The variances in raw NARCCAP historical frequency quantiles from different combinations of
RCM, GCM, and grid remapping methods are much larger than the variance of NA14 quantiles
within the study area for all three durations analyzed. Most NARCCAP historical realizations
tend to underestimate NA14 quantiles at smaller durations (3-h and 24-h), while at 30-day NA14
quantiles lie within the NARCCAP quantile range. Consequently, bias-correction is required to
correct for the NARCCAP biases.
2. The bias-correction ratio can serve as a metric for evaluating model performance. There is no
individual model combination that best captures the behavior of NA14 rainfall quantiles at all
durations and frequencies. The model performance depends on rainfall duration and return
period. The correction ratios tend to depend more on the RCM than the GCM, especially at
smaller rainfall durations of less than 24 h.
3. The projections of future extreme precipitation using bias-corrected NARCCAP 2041–2070
quantiles under A2 scenario have ensemble means and medians that are all statistically higher
than the NA14 quantiles, indicating a future intensification of extreme events at all durations
and return periods. For individual NARCCAP realizations, most of them are higher than NA14
at all quantiles. The uncertainty in NARCCAP bias-corrected future quantiles is still very large,
compared to the variance of NA14 quantiles. This uncertainty increases with return period and
rainfall duration.
4. We find that future 3-h rainfall in Chicago will be more similar to that of current-day Memphis,
while longer-duration 30-day rainfall will be more similar to that of Springfield, IL. This indicates
that the spatial analog is potentially a useful method to obtain future extreme precipitation
projections, but highlights the fact that the analogs will likely depend on the duration of rainfall
of interest.
Even though this study used a single case in the Chicago area, we speculate that the dependence
of extreme precipitation spatial analog on the duration of rainfall found in this study is likely to appear
in other cases (especially in Midwestern US) as well. The intensity of extreme storms in the Midwestern
US has been increasing in the historical period [81], and these changes are dominated by a shift in the
most intense precipitation, usually associated with mesoscale convective systems (MCS) that show an
upward trend in intensity along the northern plains [82]. This means that regions in Iowa and Illinois
are experiencing more intense short-duration events, that look more like the storms at locations further
south (Memphis). However, on average, not all types of storms are increasing at this rate. Average
precipitation includes stratiform precipitation, air mass convective precipitation, etc., and these types
of storms do not seem to be increasing in intensity. So as we average in time, these trends in MCS
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storms will be “washed out” and our spatial analogs will be more like nearby locations (St. Louis or
Champaign).
This study provides a first look at the possibility of extreme precipitation spatial analog to
represent future precipitation projection at the scales of urban H & H study. Observed precipitation
data from these spatial analogs that describe the behavior of extreme precipitation at time scales as
small as sub-hourly, and spatial scale of 10 km or less, is a promising way to supplement the variability
of localized extreme precipitation to the output of climate models. Other similar studies are needed to
generalize our conclusions, and further investigate biases and limitations of the approach. In particular,
more future studies are needed to explore how to adopt extreme precipitation spatial analog method
in urban H & H study. One potential way is to use the real rainfall data with actual built-in time
variability that satisfy the criteria of projected quantiles (i.e., total depth, duration, and frequency) as
input to urban H & H models.
In addition, because the spatial analogs change with precipitation duration, further study is
needed to examine whether the analogs identified for the shortest RCM duration analyzed (3 h
in this study) are appropriate to extrapolate to the temporal scales required for urban catchments.
As was mentioned earlier regarding duration and location of extreme precipitation spatial analog,
we hypothesize that the longer durations reflect averaging among different types of storms.
Although the temporal resolution of current generation models does not allow us to test this,
we speculate that storms of shorter durations will tend to be associated with MCS and hence behave
more similarly to each other than to longer duration storms. The next generation of models [54] should
allow climate projections at shorter durations and once readily available could be used to test this
hypothesis and identify the durations below which the analog tends to stabilize.
Nowadays, engineering practices are expected to design with consideration of the risk with its
service life. There is a great need to design infrastructure economically not only to serve under current
climate conditions, but also under potential future conditions. The uncertainty might be very large,
but on the other hand, the benefit for any potential information on future precipitation is also very
large. Even though there are large uncertainties associated with climate model projected extreme
precipitation at spatio-temporal scales of urban studies, it is still probably the only method to project
the future conditions at the temporal and spatial scales required for engineering design. As climate
scientists are pushing hard on new generations of models, we hope that this bias and uncertainties can
be gradually removed in the future.
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Abstract: We conducted a study on climate-driven flash flood risk in the Boise River Watershed using
flood frequency analysis and climate-driven hydrological simulations over the next few decades. Three
different distribution families, including the Gumbel Extreme Value Type I (GEV), the 3-parameter
log-normal (LN3) and log-Pearson type III (LP3) are used to explore the likelihood of potential
flash flood based on the 3-day running total streamflow sequences (3D flows). Climate-driven
ensemble streamflows are also generated to evaluate how future climate variability affects local
hydrology associated with potential flash flood risks. The result indicates that future climate
change and variability may contribute to potential flash floods in the study area, but incorporating
embedded-uncertainties inherited from climate models into water resource planning would be still
challenging because grand investments are necessary to mitigate such risks within institutional and
community consensus. Nonetheless, this study will provide useful insights for water managers to
plan out sustainable water resources management under an uncertain and changing climate.
Keywords: flood frequency analysis; flash flood; climate change and variability; Boise River
Watershed; HSPF
1. Introduction
Climate variability and change continues to increase the risk and frequency of floods for inland
communities in the United States (US) [1–4]. Floods in 2017 alone claimed more than 3 billion dollars
in property damages and crop losses [5]. As global warming shifts rainfall patters, more frequent
heavy rain is likely contributing to flash floods at the urban-rural interface, such as the Boise River
Watershed (BRW) [6]. In general, snowmelt-streamflow dominates high volume in many western
watersheds during spring and summer [7,8]. Thus, heavy snowfall and accumulation in winter can
elevate potential risks of flash flooding during snow-melting season. Over the last few years, this
consequence of heavy snowfall often affects streamflow augmentation in the Boise River so that the
second highest inflows to reservoirs upstream is recorded in water year 2017 (October 2016–September
2017) [9]. Such a high-volume water condition began increasing management concerns for reservoir
operators and homeowners who live in the flood plain.
Recent studies show that the global climate cycle will create and intensify more severe frequent
floods in many regions, resulting in threats to the reliability and resiliency of water resources
infrastructure [10,11]. Many previous studies have investigated long-term hydrologic variability
associated with climate change [12–15]. The general circulation models (GCMs) are commonly used to
characterize local hydrologic conditions induced by climate variability and change over the next few
decades. For instance, because of the timing change of snowfall and snowmelt in the western states,
regional water resources management is increasingly facing additional challenges; thus, heavy snowfall
increases potential risks of flash flood in the snow-dominated watershed. Floods may also intensify in
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many regions where total precipitation is even projected to decline due to climate uncertainties [14–16].
Based on the evidence of a larger proportion of snowmelt-driven streamflow volume during springtime
leveraged by temperature increase, potential impacts of climate change on streamflow in the western
states are likely increasing [12,17].
Many previous studies, however, focused on hydrologic consequence of climate change scenarios
using statistical downscaling and bias correction processes [13,18,19]. Thus, given the dominantly
linear response of the GCMs, future perturbations of hydrologic cycles induced by climate change were
investigated to characterize climate-induced hydrological impacts at the regional scales. Relatively
little study has been done to explore the risk of potential flash floods associated with climate variability
using frequency analysis [20].
In this study, therefore, we investigate how future climate variability can characterize potential
flash flood risks in the Boise River Watershed. Using both flood frequency analysis and future ensemble
streamflow generations with climate inputs, potential flash flood events are analyzed. We anticipate
that the result from this study will provide useful insights for local water managers to plan out future
flood mitigation strategies in a changing global environment.
2. Study Area
The Boise River Watershed (BRW) is selected as the study area (Figure 1). As a tributary of the
Snake River system, the BRW plays a key role of providing water to Boise metropolitan areas, including
Boise, Nampa, Meridian, and Caldwell. The drainage area of the basin is about 10,619 km2 with a
mainstream length of 164 km stretch and flows into the Snake River near Parma. More than 40% of
Idaho residents live in this basin and 60% of people of that are residing around the floodplain [21].
The main physical and geographic characteristic of the BRW is a greater proportion of precipitation
falling at higher elevations. It becomes the cause of predictably high flows due to the snow melting
process so that the localized flood event is often observed during late spring and early summer.
Figure 1. Map of the Boise River Watershed.
The recent flash flood induced by heavy snowfall 2017 further highlights a research proposal to
increase water storage capacity of the Boise River system by raising small-portion elevation of the
existing dams, including Lucky Peak, Arrowrock and Anderson Ranch. The Bureau of Reclamation
is currently conducting the feasibility study of the dams under the December 2016 Federal Water
Infrastructure Improvements for the Nation Act, which may also authorize funding for construction
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of projects by 1 January 2021 [22]. Additional water capacity in the BRW (if this project is complete)
will provide more flexibility for water managers to mitigate impacts driven by climate-induced hydro
extremes (flood and drought). Seasonal streamflow for three stations managed by United States
Geological Survey (USGS), including USGS: 13200000 (OBS1), 13185000 (OBS2) and 13186000 (OBS3)
are observed. As shown in Figure 2, the seasonal trends at these stations are distinct in the sense that
snow-melting streamflows are dominant during summer, while rainfalls in later fall is also contributing
to streamflow before major snowfall starts.
Figure 2. Box plots of the observed seasonal streamflow at the selected United States Geological Survey
(USGS) stations (OBS1: USGS 1320000, OBS2: USGS 13185000, OBS3: USGS 13186000).
3. Methodology
3.1. Flash Flood Frequency
For flood frequency analysis, the magnitudes of a single hydro variable, such as annual maximum
flood peak is widely used in hydro communities. For this study, 3-day running total streamflow
sequences (3D flows) was utilized to better represent potential flash floods. Since a flash flood is
caused by heavy rain and/or snowmelt streamflow in a short period of time, the maxim value of 3D
flow at the given month was selected to consider independent and identically distributed variants (iid)
for frequency analysis. For example, the flash flood in 2017 at OBS2 is recorded 876.69 cubic meter
per second (cms), which is the second highest flow (7 May 2017) after 904.44 cms (27 April 2012) (see
Table 1).
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Table 1. The 3-day running total streamflows at the selected USGS stations (OBS1: USGS 13200000,
OBS2: USGS 13185000, OBS3: USGS 13186000).
Index
OBS1 OBS2 OBS3
Date Flow Date Flow Date Flow
1 7 April 1951 179.53 28 May 1951 551.33 28 May 1951 420.79
2 27 April 1952 282.88 27April 1952 686.97 4 May1952 430.42
3 28 April 1953 133.37 13 June 1953 626.08 13June 1953 352.26
4 18 April 1954 121.48 20 May 1954 625.80 20 May 1954 408.89
5 23 December 1955 292.23 23 December 1955 575.68 10 June 1955 306.67
6 16 April 1956 189.16 24 May 1956 857.43 24 May 1956 592.67
7 30 May 1970 149.23 5 June 1957 663.75 5 June 1957 473.74
8 18 April 1958 162.26 21 May 1958 818.07 22 May 1958 609.94
9 6 April 1959 90.61 14 June 1959 390.77 14 June 1959 235.31
10 7 April 1960 150.65 12 May 1960 458.73 12 May 1960 318.85
11 4 April 1961 53.43 26 May 1961 364.72 26 May 1961 216.34
12 19 April 1970 108.74 20 April 1962 393.60 12 June 1962 281.19
13 7 April 1963 73.14 24 May 1963 453.35 24 May 1963 326.21
14 24 December 1964 305.26 24 December 1964 777.30 21 May 1964 281.19
15 23 April 1965 325.36 11 June 1965 682.43 11 June 1965 550.76
16 1 April 1966 64.34 8 May 1966 321.11 9 May 1966 233.05
17 23 May 1967 72.69 23 May 1967 577.66 24 May 1967 466.09
18 23 February 1968 74.39 4 June 1968 295.63 4 June 1968 180.09
19 6 April 1969 205.30 14 May 1969 543.12 14 May 1969 480.54
20 24 May 1970 103.92 26 May 1970 569.45 8 June 1970 382.84
21 5 May 1971 185.76 14 May 1971 667.71 13 May 1971 518.48
22 19 March 1972 188.59 2 June 1972 784.94 9 June 1972 510.27
23 15 April 1973 54.45 19 May 1973 435.80 19 May 1973 257.40
24 31 March 1974 206.15 16 June 1974 805.33 16 June 1974 485.35
25 16 May 1975 225.68 16 May 1975 627.50 7 June 1975 467.51
26 10 April 1976 156.31 12 May 1976 527.26 15 May 1976 335.27
27 16 December 1977 76.88 16 December 1977 208.13 10 June 1977 60.37
28 31 March 1978 159.99 9 June 1978 496.11 9 June 1978 358.21
29 17 May 1979 48.85 25 May 1979 406.63 25 May 1979 266.18
30 24 April 1980 138.75 6 May 1980 491.01 6 May 1980 334.14
31 21 April 1981 65.69 9 June 1981 413.14 9 June 1981 240.41
32 14 April 1982 212.94 25 May 1982 633.45 18 June 1982 503.19
33 13 March 1983 257.97 29 May 1983 871.59 29 May 1983 643.36
34 18 April 1984 196.80 15 May 1984 711.60 15 May 1984 496.96
35 11 April 1985 120.91 4 May 1985 332.72 25 May 1985 244.09
36 24 February 1986 253.44 31 May 1986 768.23 31 May 1986 557.27
37 14 March 1987 47.91 30 April 1987 242.39 30 April 1987 146.40
38 5 April 1988 41.00 25 May 1988 260.23 25 May 1988 177.26
39 20 April 1989 155.74 10 May 1989 466.38 10 May 1989 342.35
40 29 April 1990 98.00 29 April 1990 280.90 31 May 1990 167.92
41 18 May 1991 34.26 4 June 1991 258.53 12 June 1991 179.53
42 22 February 1992 36.10 8 May 1992 193.12 8 May 1992 116.10
43 5 April 1993 167.64 15 May 1993 675.36 21 May 1993 390.49
44 22 April 1994 28.57 12 May 1994 235.03 13 May 1994 137.62
45 8 April 1995 150.36 4 June 1995 518.20 4 June 1995 425.32
46 31 December 1996 152.88 16 May 1996 790.89 17 May 1996 552.74
47 2 January 1997 301.29 16 May 1997 856.02 17 May 1997 656.10
48 28 May 1998 169.33 27 May 1998 468.64 10 May 1998 312.62
49 20 April 1999 158.29 26 May 1999 657.23 26 May 1999 438.06
50 14 April 2000 90.73 24 May 2000 387.37 24 May 2000 255.42
51 25 March 2001 34.15 16 May 2001 273.26 16 May 2001 140.45
52 15 April 2002 157.72 15 April 2002 479.12 1 June 2002 280.34
53 27 March 2003 67.42 30 May 2003 689.23 30 May 2003 467.51
54 7 April 2004 99.39 5 June 2004 284.58 6 May 2004 171.03
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Date Flow Date Flow Date Flow
55 20 May 2005 59.81 20 May 2005 477.14 20 May 2005 381.99
56 6 April 2006 293.93 20 May 2006 844.69 20 May 2006 651.85
57 14 March 2007 57.14 2 May 2007 291.38 13 May 2007 152.63
58 20 May 2008 105.62 20 May 2008 760.02 20 May 2008 412.86
59 22 April 2009 96.56 20 May 2009 508.85 1 June 2009 325.36
60 6 June 2010 103.07 6 June 2010 726.04 6 June 2010 413.99
61 18 April 2011 152.91 15 May 2011 792.30 15 May 2011 416.82
62 1 April 2012 173.87 27 April 2012 904.44 26 April 2012 538.02
63 7 April 2013 34.77 14 May 2013 365.29 14 May 2013 220.02
64 11 March 2014 75.69 27 May 2014 489.88 27 May 2014 274.39
65 10 February 2015 117.80 9 February 2015 303.56 26 May 2015 160.84
66 14 March 2016 99.68 13 April 2016 439.76 13 April 2016 298.46
67 21 March 2017 318.28 7 May 2017 876.69 7 May 2017 813.54
Figure 3 illustrates the number of occurrences of 3D flows each month starting from January 1951
to December 2017 at the three USGS stations (OBS1, OBS2, and OBS3). It appears that the likelihood of
maximum 3D flows at the given month is noticeably observed in April and May at both OBS2 and
OBS3, while such flow is also observed in March at OBS1.
Figure 3. The number of occurrences of the maximum 3-day running total streamflow sequences (3D
flows) at the given year for January 1 1951 to December 31 2017 at the selected USGS stations (OBS1:
USGS 1320000, OBS2: USGS 13185000, OBS3: USGS 13186000).
Three distribution families, including the generalized extreme value type I (GEV), the 3-parameter
lognormal (LN3) and Pearson distributions (LP3) [23–25] are commonly used for flood frequency
analysis. The parameters of these distributions, however, should be estimated from several statistical
methods, but the method of moment (MOM) was selected for the curve fitting based on the previous
research [26]. For GEV, the reduced extreme value variate, Xi, can be defined as a function of the
Weibull plotting position, qi, which is the probability of the ith-largest event from the sample size, n.
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Xi = − ln[− ln(1− qi)], (2)
where, ln is the natural logarithm [28,29]. The specified position of a ith-flood, Yi, can be defined
as [30]:
Yi = Y + KiσY, (3)
where, Y is the mean of the flood series, σy is the standard deviation of the series, and Ki is a frequency
factor defined by a specific distribution, which is GEV I (GEV) in this case [27,31,32].
Ki = (0.7797Xi − 0.45). (4)
In order to plot the fitted values from three-parameter lognormal distribution, mean, standard
deviation, and location parameter should be estimated [33]. The parameter estimation for the location
parameter, in particular, is more difficult in the sense that an iterative solution of a nonlinear equation
should be achieved to retain their desirable asymptotic properties. [34]. The method of quantiles would
be a feasible solution to estimate the location parameter, τ.
τ =
xqx1−q − (x0.5)2
xq + x1−q − 2x0.5 , (5)
where, xq, x1−q, and x0.5 are the largest, smallest, and median of the observations. This choice of the
values ensures that the estimated lower bound is smaller than the smallest observation so that the fitted
lower bound is reasonable [34]. For the three-parameter log normal distribution, Yi may be written:










N − 1 . (8)
Researchers [35] demonstrate parameter estimation to generate a sample from a log Pearson type
3 distribution (LP3). The probability density function of LP3 can be represented as:
f (x) =
λβ(x− ζ)β−1 exp(−λ(x− ζ))
Γ(β)
, (9)
where, λ, β and ζ are parameters for LP3 and the method of moment is applied for parameter
estimation [28].
3.2. Hydrological Model Used
Hydrological Simulation Program FORTRAN (HSPF) was used as a hydrological model to
simulate the past and future hydrological consequences associated with climate variability [36–38].
HSPF is a process-based, river basin-scale, and semi-distributed model that simulates hydrological
conditions through Hydrological Response Units (HRUs) within the watershed. Built upon Sandford
Watershed Model IV [39,40], HSPF is widely used for water quantity and quality simulations for
many national and international watersheds [41–45]. For hydrological simulation, a series of datasets
was used, including the Digital Elevation Model (DEM) in 30-meter resolution and the National
115
Water 2019, 11, 1039
Hydrography Dataset (NHD). As environmental background data, the 2011 Land Use Land Cover
(LULC) datasets provided by National Land Cover Database (NLCD) were used to perform a more
detailed assessment of current LULC conditions in three watersheds. For climate forcing data, phase
2 of the North American Land Data Assimilation System (NLDAS-2) data, including precipitation,
temperature, and potential evapotranspiration (PET) at an hourly time step were used [46]. NLDAS-2
is in 1/8th-degree grid spacing (about 12 × 12 km) and the simulation period is set for 1 January 1979
through 31 December 2015 at an hourly time step.
For HSPF calibration and validation, we utilized observed daily streamflow for calibration
(1979–2005) and validation (2006–2015). Initial 2-year simulations (1979–1980) were used as the warm
up period. A total of three observed streamflow stations located in above reservoirs were selected for
calibration target points because these stations are less influenced by anthropogenic water activities
(e.g., diversion, irrigation, and dam operations) (see Figure 1). A model-independent parameter
estimation package (PEST) was used as an automatic calibration tool in BEOPEST environment, which
is a special version of PEST in parallel computing to save calibration time and to improve model
performance. Model performance was measured based on criteria, including correlation coefficient (R),
the Nash–Sutcliffe efficiency (NSE), observation standard deviation ratio (RSR), and percentage of bias
(PBIAS), which are typically used as described in the Appendix A. The more detailed HSPF modeling
and calibration efforts can be found in the literature [13].
3.3. Future Climate Scenarios Implemented
A total of 13 Global Circulation Models (GCMs) under representative concentration pathways
(RCPs), including mid-range mitigation emission scenarios (RCP4.5) and high emission scenarios
(RCP8.5) were used to generate climate-driven streamflows over the next few decades until 31
December 2099. Using Multivariate Adaptive Constructed Analogs (MACA)-based Coupled Model
Inter-Comparison Project (CMIP5) statistically downscaled data for conterminous USA [47], the
extended future streamflows were generated at the selected USGS stations (OBS1, OBS2 and OBS3).
There were a total of 13 MACA. More detailed information about the GCMs are listed in Table 2.
Table 2. List of the Coupled Model Inter-Comparison Project (CMIP5) models used in this study.
Model Modeling Group Note
BCC-CSM1-1 Beijing Climate Center, China Meteorological Administration, China




BNU-ESM College of Global Change and Earth System Science, Beijing NormalUniversity, China
CANESM2 Canadian Centre for Climate Modelling and Analysis, Canada
CCSM4 National Center for Atmospheric Research, USA
CNRM-CM5 Centre National de Recherches Meteorologiques, Meteo-France, France
CSIRO-MK3
Commonwealth Scientific and Industrial Research Organisation in
collaboration with the Queensland Climate Change Centre of Excellence,
Australia
GFDL-ESM2G NOAA Geophysical Fluid Dynamics Laboratory (GFDL), USA
IPSL-CM5A-LR
Institute Pierre-Simon Laplace, France
IPSL-CM5A-MR
IPSL-CM5B-LR
MIROC5 Atmosphere and Ocean Research Institute, Japan
MIROC-ESM Japan Agency for Marine-Earth Science and Technology, Japan
MIROC-ESM-CHEM
Basically, RCPs indicate the estimation of the radiative forcing associated with future climate
variability and change. For example, RCP8.5 represents the increase of the radiative forcing throughout
the 21st century before it reaches a level to 8.5 W/m2 at the end of the century. All datasets covering the
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period 1979–2099 were obtained from [47]. Although future GCM data would be useful, additional
efforts are needed to incorporate such data into HSPF modeling framework. Thus, bias correction was
applied using a quantile-based mapping technique associated with the synthetic gamma distribution
function to cross-validate GCMs and NLDAS-2 dataset. The bias correction assumes the biases
represents the same pattern in both present and future climate conditions. It was based on the
comparison between Cumulative Distribution Function (CDF) for NLDAS-2 and GCM data within
the same time window. Thus, the bias between the GCM and NLDAS-2 during the reference period
(1979–2005) was also considered to adjust future climate conditions prior to HSPF simulations as forcing
inputs. The CDF was first calculated based on the month-specific probability distribution for monthly
GCM and NLDAS-2 data, including precipitation, temperature and potential evapotranspiration
(PET). The inverse CDF of the gamma function was then used to apply bias correction for GCMs from
NLDAS-2. The more detailed process can be found at [13].
4. Results
Figures 4–6 illustrate a comparison of the 3D flows against the Gumbel reduced variable
for the selected USGS OBS1, OB2, and OBS3, respectively. Simple correlation coefficients and
Kolmogorov–Smirnov statistic were computed for goodness-of-fit and it is concluded that all
three methods are acceptable because the correlation coefficient is high enough (>0.98) and the
Kolmogorov–Smimov empirical statistic [48], Dn (Dn = 0.16) is smaller with 95% confidence level.
The interested reader may also apply another goodness of fit, such as chi square test [49] for cross
validation, when necessary. Confidence limits suggested by [50] were also applied to provide useful
insights for water managers, who may utilize this information to mitigate impacts driven by flash
floods. Note that the upper and lower bound lines are plotted based on GEV and those lines indicate a
wide range of uncertainty for GEV Type I distribution at the 95% confidence level.
Figure 4. Comparison of three theoretical distributions (Gumbel Extreme Value Type I (GEV),
3-parameter log-normal (LN3), log-Pearson type III (LP3)) for annual 3D flow frequency at the 95%
confidence level at OBS1 (USGS 13200000).
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Figure 5. Comparison of three theoretical distributions (GEV, LN3, LP3) for annual 3D flow frequency
at the 95% confidence level at OBS2 (USGS 13185000).
Figure 6. Comparison of three theoretical distributions (GEV, LN3, LP3) for annual 3D flow frequency
at the 95% confidence level at OBS3 (USGS 13186000).
The Monte Carlo simulation was also conducted to understand the impact of risk and uncertainty
in flash flood events. A total of 1000 streamflow sequences were generated and distinct 30, 60 and
90 samples were selected to observe a 95% confidence level. Table 3 shows the 3D peak flow from
Monte Carlo simulation associated with different return periods (25, 50, 100, 150 and 200 years) based
on Gumbel Extreme Value Type I (GEV). Note that the return period of 200 years can be interpreted as
the total span of streamflow data in BRW has 200-year records from 1951 to 2150 (200 years), which is
beyond of the climate model projection until 2099.
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Table 3. The 3D peak flows from Monte Carlo simulation from 1000 streamflow sequences with different
sample sizes (30, 60, 90) and return periods (25, 50, 100, and 200 years) based on Gumbel Extreme Value
Type I (GEV).
OBS1 25 50 100 150 200
N = 30
Upper 348 410 458 486 514
Lower 255 285 319 337 353
N = 60
Upper 336 390 437 464 491
Lower 268 302 341 358 380
N = 90
Upper 333 381 426 458 480
Lower 274 313 352 374 386
OBS2 25 50 100 150 200
N = 30
Upper 1075 1206 1337 1425 1471
Lower 822 918 983 1039 1067
N = 60
Upper 1033 1166 1278 1371 1422
Lower 858 952 1044 1093 1123
N = 90
Upper 1025 1143 1268 1337 1402
Lower 876 972 1062 1118 1164
OBS3 25 50 100 150 200
N = 30
Upper 780 884 985 1076 1109
Lower 587 654 714 761 780
N = 60
Upper 753 854 950 1013 1053
Lower 612 686 759 805 829
N = 90
Upper 739 842 929 994 1029
Lower 628 705 781 822 844
The streamflow calibration and validation were also performed to generate climate-induced future
streamflows at BRW. The calibration and validation periods of streamflow are 1979–2005 (27 years) and
2006–2015 (10 years), respectively, but the first two years (1979–1980) were used as a warm up period.
Table 4 shows the calibration and validation results for performance measures of streamflow at BRW
using daily and monthly time steps. Based on criteria and recommended statistics (see Appendix A)
for model performances [51,52], all three observed stations, OBS1, OBS2 and OBS3 show good model
performance (e.g., R2 = 0.87, NS = 0.86, and RSR = 0.37, and PBIAS = 11.10 at OBS1) during the
calibration period. Overall, the calibrated HSPF performs very well to generate climate-driven future
streamflows with GCMs inputs.
Table 5 lists the maximum of climate-driven ensemble streamflows (3D flows) from HSPF
simulations with GCMs inputs. Both RCP 4.5 and RCP 8.5 scenarios are incorporated into HSPF to
explore potential flood risks over the next few decades. It appears that RCP 4.5-induced streamflows
might not have a great influence on the difference in the overall 3D flows at the selected stations.
However, when the RCP 8.5 scenario was used, the significant increase was observed at OBS2 and
OBS3. Based on the flood frequency analysis, the maximum of 3D flows at OBS2 and OBS3 are reported
1471 cms (N = 30) and 1109 cms (N = 3), respectively, which is much less than that from HSPF with
GCMs inputs (see Table 5). This implies that uncertainties embedded in GCMs is quite large as opposed
to the hydro stationarity—the idea that natural systems fluctuate within an unchanging envelop of
historic flow variability [53–55]. Such an uncertainty, perhaps, can be reduced through more cohesive
joint modeling efforts from the field of climatology and hydrology. Thus, the regional climate models
are evolving with additional information and new approaches to better increase the predictability
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using any large-scale driving data, including aerosols and chemical species [56]. Additionally, the
fast-moving technologies and applications, such as high-performance computing, computer parallelism
in hydrological modeling [57], and unmanned aerial system (UAS) for flood mapping would be another
avenue to improve predictability by mitigating uncertainty and risks associated with other foreseen
factors [13] (e.g., population growth, urbanization, and economic development).
Table 4. Performance statistics for the calibrated (1979–2005) and validated (2006–2015) monthly
streamflow at the Boise River Watershed using daily and monthly time steps.
Variable
OBS1 OBS2 OBS3
Cal Val Cal Val Cal Val
R2
Daily 0.82 0.72 0.78 0.74 0.81 0.87
Monthly 0.87 0.81 0.85 0.80 0.85 0.92
NS
Daily 0.81 0.70 0.77 0.73 0.79 0.86
Monthly 0.86 0.87 0.85 0.89 0.84 0.95
RSR
Daily 0.43 0.54 0.48 0.52 0.46 0.37
Monthly 0.37 0.36 0.39 0.34 0.40 0.22
PBIAS (%) Daily 11.11 17.35 7.82 3.19 9.74 1.50
Monthly 11.10 17.41 7.77 3.18 9.79 1.64
Table 5. The maximum of 3D flow from Hydrological Simulation Program FORTRAN (HSPF)
simulations with Global Circulation Models (GCMs) inputs.
Climate Scenario USGS Station Streamflow Date Climate Model
RCP 4.5
OBS1 985.83 30 December 2011 Ipsl.cm5a
OBS2 2469.16 30 December 2011 Ipsl.cm5a
OBS3 1777.35 8 February 2015 Bcc.scm1
RCP 8.5
OBS1 776.65 16 March 1998 Ipsl.cm5b
OBS2 1636.52 9 January 2089 Canesm2
OBS3 2563.15 18 January 2089 Canesm2
For example, Figures 7–9 illustrate the time series of ensemble 3D flows at OBS1, OBS2 and OBS3
respectively from HSPF associated with each of the climate projections. Note that logarithm base 10 is
applied to the flow to show general trends of the flow over the next few decades until 2099. One can
see that the magnitude of the projected annual 3D peaks varies in different ways for every projection.
These peaks would correspond to flash flood values with a return period greater than 140 years when
compared to historic observation (1951–2017, 67 years). The linear regression model was then applied
to draw a trend line with 95% confidence levels for visual inspection. Additionally, the upper and
lower envelop lines indicating 85% and 25% of 3D flows are drawn to provide a general insight for the
reader. Unlike 3D flows at OBS1 and OBS2, the climate-driven 3D flows at OBS3 shows an increasing
trend with 95% confidence. However, overall climate-driven 3D flows over time get more extreme in
the sense that a wider envelop of 3D flow ranges is observed as shown in Figures 7–9. Although an
uncertainty does still exist in our assumption, the outcome from this research will provide a useful
insight for water managers for their future water management practices based on scientific facts rather
than personal judgement.
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Figure 7. The climate-driven ensemble 3D flows at OBS1.
Figure 8. The climate-driven ensemble 3D flows at OBS2.
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Figure 9. The climate-driven ensemble 3D flows at OBS3.
5. Conclusions
We have conducted a study on climate-driven flood risks in the Boise River Watershed using flood
frequency analysis and future streamflow ensembles generated by HSPF with climate inputs. Three
distribution families, including the Gumbel Extreme Value Type I (GEV), the 3-parameter log-normal
(LN3) and log-Pearson type III (LP3) are used to predict future flood risks using a 3-day running total
flow (3D flow). In addition to this conventional flood frequency analysis, climate-driven streamflow
ensembles are also generated to oversee the likelihood of future flash flood events over the next few
decades until 2099. The result indicates that the magnitude of the potential flash flood events is likely
increasing over time from both methods, while climate-induced future ensemble streamflows (3D
flows) is a broader envelop of historic flow variability. This implies that optimal use of available climate
information should be practiced for water managers to plan out their adaptation strategies associated
with hydroclimatic nonstationary and uncertainty in a changing global environment. We anticipate
that this research will provide useful insights for water stakeholders to make a better decision based on
scientific facts rather than personal conjecture. Furthermore, this study can be exemplified to explore
future water storage design and management practices in the Boise River Watershed to cope with
climate uncertainties.
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where, QOi and QSi are observed and simulated streamflow at the time step, respectively. QOi and QSi
are mean observed and simulated streamflow for the simulation period. N is the total number of values
within the simulation period. R is the correlation coefficient between the predicted and observed values.
It ranges from 0.0 to 1.0. A higher value indicates better agreement between predicted and observed
data. Santhi et al. [58] indicated that R values greater than 0.7 show acceptable model performance.
NSE is the percentage of the observed variance and determines the efficiency criterion for model
verification [59]. It is calculated from minus infinity to 1.0. Higher positive values indicate better
agreement between observed and simulated values. RSR is a standardized Root Mean Square Error
(RMSE) based on observed standard deviation recommended by Legates and McCabe [60]. A zero
value shows the optimal model performance. PBIAS calculates the average tendency of the simulated
values to be larger or smaller than observed counterparts [61]. Lower PBIAS value (e.g., close to zero)
indicates better performance. Positive PBIAS indicates underestimated bias, while negative PBIASO
values shows the overestimated bias.
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Abstract: A quantitative assessment of the likelihood of all possible future states is lacking in both the
traditional top-down and the alternative bottom-up approaches to the assessment of climate change
impacts. The issue is tackled herein by generating a large number of representative climate projections
using weather generators calibrated with the outputs of regional climate models. A case study was
performed on the South Nation River Watershed located in Eastern Ontario, Canada, using climate
projections generated by four climate models and forced with medium- to high-emission scenarios
(RCP4.5 and RCP8.5) for the future 30-year period (2071–2100). These raw projections were corrected
using two downscaling techniques. Large ensembles of future series were created by perturbing
downscaled data with a stochastic weather generator, then used as inputs to a hydrological model
that was calibrated using observed data. Risk indices calculated with the simulated streamflow
data were converted into probability distributions using Kernel Density Estimations. The results
are dimensional joint probability distributions of risk-relevant indices that provide estimates of
the likelihood of unwanted events under a given watershed configuration and management policy.
The proposed approach offers a more complete vision of the impacts of climate change and opens the
door to a more objective assessment of adaptation strategies.
Keywords: hydrological risk assessment; extreme hydrologic events; climate change impacts;
downscaling; uncertainty; ensembles; water resource systems
1. Introduction
Climate change has forced the research community to revisit assumptions and theories used for the
design, planning, and management of water resource systems [1]. Hydrological processes depend to a
great degree on the climate regime [2–7]. Perturbing the climate regime inevitably results in a perturbed
hydrological regime, which in turn affects water-related risk and water resource system performance.
Numerous researchers and practitioners have been working intensely to develop methodologies to
identify future climate change impacts and viable adaptations strategies [8–10].
The most frequently used approach in climate impact assessments is the top-down approach,
which is constrained by the availability of Global Circulation Models (GCM) and Regional Climate
Models (RCM). Typically, it considers possible future changes in climatic conditions based on
predetermined scenarios that are parameterized in large-scale models. This is achieved by downscaling
a few distinct projections to be able to determine the impacts on the local hydrological system. However,
a critical limitation of this approach is that it ignores plausible risks by not covering all possible future
conditions despite using multi-model and multi-scenario projections. For example, while climate
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projections are mainly derived from multidecadal GCM simulations, the latter poorly account for many
natural climate forcings, such as volcanic eruptions, which lead to added uncertainty, particularly
when estimating local and regional impacts [11]. Also, all downscaled scenarios are equally likely,
which makes it impossible to choose one scenario over another.
The alternative bottom-up approach uses a wide range of possible conditions to assess the
sensitivity of water resource systems to climate change and identify potentially risky situations [12].
This approach was only recently introduced to the field of climate adaptations in water research,
where it has been gaining traction, particularly in risk assessment and planning [13–18]. However,
the bottom-up approach creates large and uncertain vulnerability domains that are inconvenient for
the decision-maker. In addition, both approaches suffer from the limited availability of GCM/RCM
projections at a given watershed, and there is no existing methodology to rank their outputs [19].
These limitations are real hindrances when considering such projections in a decision or design
framework and need to be improved.
By using modelled climate data, precipitation-runoff models are frequently used to simulate
hydrological processes, quantify potential impacts of climate change, and identify water availability
issues, particularly under extreme conditions. There are two common types of extreme streamflow that
are usually considered in impact studies: peak events (causing flooding) using frequency analysis and
low streamflow indices (causing drought) [20,21]. Extreme high and low flow indicators based on return
periods are used for efficient and safe engineering designs. The importance of an engineering structure
and the consequences of its potential failure determine the choice of the return period (e.g., dams are
designed based on a 1000-year return period). Besides the use of low-flow information in typical
water sector applications such as energy, irrigation, and navigation, there are also noticeably increasing
efforts to study risks imposed upon an aquatic habitat and to regulate minimum environmental flow
requirements and sustain water quantity and quality [22–25]. Also, low-flow indices are used to
prevent deterioration of freshwater ecosystems, which are very vulnerable to climate change.
In order to address the aforementioned unresolved issues, this paper proposes a methodology
to generate a large number of climate change projections by combining the outputs of stochastic
weather generators and regional climate models to create an ensemble of projections with quantifiable
probabilities. This new set of projections provides better coverage of the risk space and can facilitate
the implementation of a bottom-up approach by considering the plausibility of risk, which may lead to
informed decisions and robust adaptation plans.
2. Materials and Methods
One of the major limitations of the top-down approach is that the number of scenarios is too
low to fully explore the climate-related risk space. The problem can be partially mitigated by cloning
projections generated by corrected climate models and by slightly perturbing them through a stochastic
weather generator to obtain a larger set of scenarios that cover the same statistical space as the synthetic
time series.
Here is a brief explanation of the ‘ensemble generation process’ used herein for risk discovery.
We firstly used downscaling methods to correct biased (i.e., raw) regional climate model data. Secondly,
using corrected (i.e., downscaled) climate data, the stochastic weather generator (MulGETS) was
utilized to generate 30-years of daily precipitation and minimum and maximum temperature data.
The second step is repeated to generate a large number of climate projections: we run MulGETS 250 with
each corrected RCM data. Thirdly, the calibrated SWAT model was forced with these climate projections
individually to generate “ensemble” of streamflow projections. Subsequently, the newly-generated
ensemble was utilized to determine the risk space that is largely overlooked by top-down methods.
This was done to consider the inherent randomness of hydroclimatic variables. Figure 1 presents a
schematic representation of all datasets used in this study and the relationships between different
time series in the proposed framework. The subsequent sections describe the aforementioned process
in details.
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Figure 1. Schematic representation of the proposed approach.
2.1. Study Area
The South Nation Watershed (SNW) of about 4000 km2 in Eastern Ontario was used as a showcase.
It is characterized by multigauge climatic data (from St. Albert, Russell, Morrisburg, and South
Mountains metrological stations) and downstream daily discharge data (collected at Plantagenet
gauging station (ID: 02LB005)) (Figure 2). Hydrogeological investigations have indicated that an
impermeable overburden watershed and a lack of streambed gradients in parts of the South Nation
River pose a prominent flooding risk [26]. The average maximum and minimum air temperatures are
11.5 and 1.2 ◦C, respectively, with a mean annual precipitation of around 1000 mm. A more detailed
description of the watershed has been presented previously [27].
Figure 2. Map of the South Nation Watershed.
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2.2. Regional Climate Model Data
The availability of daily climatic variables at fine spatial scales is essential for hydrological
impact studies [28]. The gridded daily data of precipitation, maximum near-surface air temperature,
and minimum near-surface air temperature were extracted from the North American domain of
Coordinated Regional Climate Downscaling Experiment (NA-CORDEX) project archive, driven by
state-of-the-art GCMs as part of the the Coupled Model Inter-comparison Project Phase 5 (CMIP5)
experiment (Table 1). The CORDEX project was initiated by the World Climate Research Program
(WCRP) to provide reliable predictions of regional future climate change. The four independent
models were forced with medium- to high-emission scenarios RCP4.5 and RCP8.5 (resulting in 8
different projections). They are originally based on outputs from the CanESM2 and EC-EARTH Global
Circulation Models, whose outputs are downscaled with three Regional Climate Models: CanRCM4,
RCA4, and HIRHAM5. The horizontal spatial resolution was chosen to be NAM-44 (North American
domain at 0.44◦ horizontal grid resolution or approximately 50 km).
















































Downscaling is a procedure undertaken to reconcile the large-scale data representativeness of
observations and produce climate change data at a finer resolution. This study makes use of two
statistical downscaling techniques—namely Change Factors (CF) and Quantile-Quantile transformation
(QQ)—to produce more reliable station-level climatic information to be used later as inputs to a
distributed impact model.
The linear correction method applied in this study, namely CF, requires three time series:
observations (or synthetic climate series), historical, and future raw RCM data. The primary assumption
in this method is that the relationship between historical and future projections is the same as the
relation between historical RCM data and observed time series. However, the Quantile-Quantile
method applies a different concept that is based on the distribution of raw simulations and observations.
For a given variable, downscaling is conducted using a monthly time-step. Observed precipitation and
temperature variables of 30 years (1981 to 2010) were used to define a reference climatology and to
spatially downscale the coarse-scale climate data in the future (2071–2100).
2.3.1. Change Factor Method
The Change Factors (CF) method is a commonly used approach to linearly downscale a variable
(e.g., precipitation) by calculating the difference between the control and future GCM simulations
before scaling the baseline observations accordingly [29]. Yet, the conventional CF method is usually
used a top-down approach and as such not always reliable. Nevertheless, it has been used excessively
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in recent climate change assessments [30–37]. The CF approach lacks the ability to correct future
projections as it predicts the same variability for the future climate by keeping the same historical
temporal structure, which is unrealistic [29,30,38]. One of its limitations is that it produces the exact
same temporal structure of wet days (occurrences) in the future [39], which is by no means certain
for a stochastic variable such as precipitation. Furthermore, extreme events that are vital in risk
assessments cannot be adequately corrected by such a method when using only one observational
dataset. To alleviate these disadvantages, we employed stochastic weather generators as they are
capable of capturing climate variability. We explored the potential risks by producing a new set of
weather data and applying factors of change obtained from raw daily RCM outputs between the
reference period and the future.
Each climate station is perturbed using the simplest version of the CF method, that is, we applied
the following deterministic transformation to downscaled climate model outputs:
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2.3.2. Quantile-Quantile Transformation
Quantile-Quantile (QQ) transformation is an empirical routine applied to correct systematic
errors in regional climate models [33,40,41]. The raw RCM outputs typically do not have the same
distribution as the observations [42], and both distributions must be reconciled. It is more sophisticated
than mean-based methods, and its procedure includes remapping the probability density function
(PDF) of uncorrected RCM data onto the PDF of observations. Corrected RCM simulations, XCORR,
of the future are produced by applying the following transformation to their cumulative distribution
functions (F):
XCORR = F−1OBS (FRCM (XRCM)), (3)
where XRCM refers to the climate variable extracted from raw RCM data. This technique has been
proven to be more accurate for reproducing a valid agreement between the corrected and observed
PDFs than the linear method discussed earlier [29,41–43]. However, one of the main drawbacks of
the QQ technique is its inability to predict values beyond the original range of historic extremes [44],
which may ultimately affect risk analysis.
2.4. Generating an Ensemble of Corrected-RCM-Like Realizations
The Change Factors and Quantile-Quantile downscaling methods lack the ability to produce more
than one possible future state and underestimates the impact variability [45]. The variability issue
is tackled in this paper by generating an ensemble of corrected RCM-like realizations, as illustrated
in Figure 1, which consists of multiple runs (the number of realizations is 250) of a given stochastic
weather generator fed with corrected future climate for a 30-year period. This produces a total of
2000 unique future climate projections (= 250 × 4 × 2) for each downscaling method (= 2000 × 2).
Methods involving stochastic weather generators are generally capable of creating a limitless number
of sequences of weather data with novel scenarios which helps with the uncertainty analysis [31].
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The selection of an adequate stochastic weather generator is crucial to efficiently explore a wide range
of climate risk scenarios for water resource systems [21].
This study made use of the Multi-site weather Generator of the École de Technologie Supérieure
(MulGETS) [46], a multisite, multivariate weather generator that correctly reproduced historical
climatic and hydrological characteristics for the SNW [27]. Wet-day precipitation sequences were
reproduced using a multi-Gamma distribution (a combination of several gamma distributions).
MulGETS can account for the coherency among multiple climate variables. Details of climatic data
and MulGETS configuration have been previously presented in Alodah and Seidou [27]. The final
result is a super-ensemble combining all ensembles containing a large number of scenarios (hereafter
the “ensemble”) that inherit the trends projected by climate models while covering the range of
variability from the historical period. Given that the variability range of the historical period is
matched, the assumption that all scenarios are equally probable will now be more defendable.
2.5. Hydrological Response
Ultimately, the development of such new future-climate scenarios, essentially driven by corrected
GCM/RCM projections, enables us to discover the risks presented by changing hydrology using
altered flows at a local scale. The Soil and Water Assessment Tool (SWAT-2012) was used to
simulate hydrological variables and utilizing the semi-automated SUFI-2 optimization algorithm
(Sequential Uncertainty Fitting ver. 2) to evaluate the most accurate simulation based on an uncertainty
analysis routine [47]. SWAT is a semi-distributed, watershed-scale hydrological model that has been
extensively utilized to address water quality and quantity issues [48]. Hydrologists, conservationists,
and policy makers have extensively used SWAT to predict a variety of water-related issues and their
environmental impacts [48–55]. Weather information is the main physically-based input that controls
the transformation of precipitation into runoff in SWAT [47].
The SNW was partitioned into 31 different Hydrologic Response Units (HRUs), each with its own
land, management, and soil characteristics. A detailed description of the SWAT model configuration
and parameterization used in this study has been presented previously in Alodah and Seidou [27].
A set of different statistic measures was used to assess the goodness of fit of the calibrated model,
including the Nash–Sutcliffe efficiency, the RMSE-observations standard deviation ratio, and the
percent bias (Table 2). Hydrological impact models, distributed models in particular (e.g., SWAT),
are particularly sensitive to small-scale climate variations that might be underestimated by large-scale
models [56], and it could be reasonably argued that relying on a selected few models, either in a
top-down or bottom-up approach, cannot be adequately justified.
Table 2. Goodness-of-Fit metrics used for SWAT model performance evaluation.
Statistic Measure Formula 1
The Nash–Sutcliffe efficiency coefficient (NSE) NSE = 1−
∑n
i=1 (O i − Pi)2∑n
i=1 (O i − O)
2
The RMSE-observations standard deviation ratio (RSR) PSR =
√∑n
i=1 (O i − Pi)2√∑n
i=1 (O i − O)
2
The percentage of bias (PBIAS) PBIAS =
∑n
i=1 (O i − Pi) × 100∑n
i=1 (O i)
1 where Oi stands for observed and Pi for predicted values; O is the mean of the observed values.
2.6. Quantifying the Risk Spaces
Because the goal is to build on the bottom-up approach, the same framework as Brown et al. [57]
was adopted. A climate state represented by a time series is summarized by subsets of climate and
hydrological statistics that are relevant to the problem under investigation. These subsets can be
calculated for any observational time series or any downscaled climate model outputs. A climate state
will yield a level of risk and performance that is measured by a set of risk/performance indicators.
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These indicators are obtained by feeding SWAT with the perturbed time series data, each of which is
unique. We placed a greater focus on hydrological risks, due to their direct impacts on the watershed
systems. This includes analyzing extreme values based on statistical models and investigating the
timing and intensity of peak spring flow.
2.6.1. Extreme Value Statistical Probability Models (AM and 7Q)
The 3-parameter Generalized Extreme Value (GEV) and 2-parameter Weibull (WBL) distribution
functions were fitted to the annual maximum streamflows (AM) and minimum extreme events (the
lowest 7-day average flow, or 7Q), respectively, based on seven time-intervals (2, 5, 10, 20, 50, 100,
and 500 years). The cumulative distribution functions (CDFs) of the GEV and WBL models are [58]:






















where ξ, μ, and σ are the shape, location, and scale parameters, respectively. Maximum likelihood (ML)
estimators, as recommended by Das et al. [59], are used to compute the parameters of these statistical
models based on 95% confidence intervals (α = 0.05).
2.6.2. Spring Flow Timing and Intensity
Another important phenomenon with significant impacts on the hydrology of many river systems
in temperate regions is the timing of the annual snowmelt and changes to river-ice conditions. In the
SNW, the most common flooding events are caused by snowmelt-driven runoff. Hence, future changes
in the spring snowmelt and river-ice breakup, particularly at high latitudes or in large mountain regions,
seem inevitable. These changes in river-ice processes are useful indicators of climate change because
of their sensitivity to air temperature [60,61]. Warmer winters may promote dramatic alterations in
discharge patterns and in the severity and timing of the snowmelt. A threshold amount of energy,
including the mean daily temperature and soil heat flux, as well as the areal coverage of snow are
critical in controlling the release of the stored water. In the SWAT model, the snowmelt starts when the
daily maximum temperature (SMTMP) is above 0 ◦C and its uniformly released water is considered
to be precipitation [48]. For the sake of simplicity, the peak spring flow is defined as the event of
maximum daily flow in the spring season from January 1 to May 31.
2.7. Likelihood Estimation Using KDE
It is assumed that the synthetically generated time series will be a fair representation of the natural
climate variability. Using all sample data, we employed a nonparametric density estimation function,
or the kernel density estimator (KDE) to build a continuous probability density function (PDF) without
making any a priori assumptions with regard to the underlying distribution. This approach involves
exploring the extent of possible changes to hydroclimatic variables in the context of climate change.
This includes analyzing the main characteristics of hydrological variables. The kernel density estimator








where K is a non-negative kernel smoothing function, and h the non-negative bandwidth. The bivariate
kernel density estimation in this study was based on a diagonal bandwidth matrix and a
Gaussian kernel [62].
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3. Results
3.1. SWAT Calibration and Validation
The results of the proposed method for the South Nation Watershed under changing climate
conditions using a stochastic data-oriented approach are presented. Applying the two downscaling
methods described above to different CORDEX data with corrected daily time series of precipitation,
maximum and minimum temperature from four RCMs under the conditions of RCP4.5 and RCP8.5
emission scenarios were generated for every metrological station. The SWAT model was calibrated
with 15 years of observed streamflow at a monthly resolution for the period from Jan. 1981 to Dec. 1995
and validated on the period from Jan. 1996 to Dec. 2005. Table 3 provides results of a set of statistics
that show a satisfactory agreement between observed and simulated streamflows in both periods.
Table 3. SWAT model performance in the calibration and validation periods.
Statistic Measure Preferred Ranges *
Period
Calibration Validation
The Nash–Sutcliffe efficiency coefficient (NSE) NSE ≥ 0.75 0.90 0.81
The RMSE-observations standard deviation ratio (RSR) RSR ≤ 0.5 0.31 0.43
The percentage of bias (PBIAS) −10% ≤ PBIAS ≤ 10% −10.0% −8.3%
* According to Liew et al. [63] and Moriasi et al. [64].
3.2. Time Series Generation for the Reference and Future Periods
The weather generator, MulGETS, was used to generate 250 30-year climate datasets for each
climate scenario. Then, the SWAT model, calibrated on historical climate data, was forced with
the corrected future climate information to investigate hydrological changes. This resulted in 4000
realizations of future daily streamflow sequences, each consisting of 30 years of predictions. The exact
number of simulations is presented in Table 4. To account for uncertainties, the total of 480,000 years of
predictions are summarized using extreme-streamflow indicators that describe the associated risks
and allow for comparisons against observations.




























(Total) 2 4 2 4 250 * 1 30 = 480,000
* Number of realizations used.
3.3. Representation of the Sensitivity Space
3.3.1. Flood and Drought Indicators
Hydrologically-based extreme streamflow metrics simulated by SWAT, including the design flood
and 7-day low flow based on selective return periods, were analyzed. These results were compared to
the equivalent SWAT-estimated extreme indices on the historical period to quantify possible changes
(Figure 3). The isolines in Figure 3 depict the intensity of projections as the probability scale is given by
the colour varying smoothly from yellow (higher intensity) to blue (less intensity). The analysis of
both datasets showed that flooding events will be affected more than low flow extremes, presumably
due to predicted changes in the duration of snow cover. Results of the ensemble (Figure 3e) imply
significant decreases in the annual maximum flows and increasing summer minimum flows by mostly
all data configurations (i.e., RCMs, RCPs, and downscaling methods).
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Figure 3. Bivariate kernel density estimations of the 50-year flooding event (AM 50) and the 7-day
low flow of 10-year return period (7Q10) based on (a) RCP4.5 and (b) RCP8.5 scenarios, derived from
ensembles of downscaled climate data using (c) QQ method, (d) CF method, and (e) the ensemble
of all simulations. Each point represents a hydrological response to a climate-change realization
(projection), and isolines represent their probability where isoline-values coded by color from yellow
(higher intensity) to blue (less intensity). Results are compared to observed data (red square).
Further analysis was conducted on extreme values by combining all simulations by each
downscaling method, resulting in 30,000 years of simulated streamflow data. Drought indices (7Q) and
design floods (AM) of these time series were compared to observed ones (Figure 4). The comparison
indicates that higher air temperatures lead to reduced summer low-flows and less intense high
flows. The ensemble results indicate similar trends in both indices—fewer droughts and extreme
flooding events.
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Figure 4. Estimations of future drought indices (7Q) and design floods (AM) based on RCP4.5
and RCP8.5 constructed from prolonged corrected climate time series, compared to observed and
ensemble series.
3.3.2. Spring Flow Variability
Increasing temperatures have a direct effect on the hydrology of the watershed by changing to the
snowmelt-driven runoff that occurs in late winter/early spring. Shorter duration of snowpack and an
increase in stream flow in the winter are projected, triggered by a warming winter, particularly in cold
regions. This is predicted by most models and scenarios with some variations in timing and magnitude
of the largest flow with more substantial warming occurring in the winter months. Figure 5 shows the
disparity between the timing of the largest flow in the historical period and in the late-21st century.
Between 1981 and 2010, the median date of the largest spring flow was March 12th (red dashed line
in Figure 5b). The domination of most of the models and downscaling methods suggests that the
peak spring flow will occur earlier, which is consistent with an earlier spring warming. As a result,
the intensity of the annual spring flow at the outlet of the SNW is expected to significantly decrease by
up to 60% (Figure 5a). The ensemble results suggest a 50% decrease in the quantity and the occurrence
of the peak spring flow to be before the month of March.
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Figure 5. Estimations Projected changes in (a) the magnitude (%) and (b) timing of the peak
spring flow event at the outlet of the SNW using two downscaling methods (Change Factor {CF},
and Quantile-Quantile method {QQ}) and forced with two climate scenarios (RCP4.5 {45} and RCP8.5
{85}). “Ensemble” represents all simulations combined and compared to the range of variability
observed in the reference period (MG-OBS).
4. Discussion
The main contribution of this paper is to represent the variability of future outcomes through
ensembles of realizations of climate time series that are converted into ensemble of impacts. The spread
of these ensembles is a representation of the uncertainty in future climate and impacts. The uncertainty
comes from the fact that there is no consensus approximation of climate response to a doubling
of atmospheric carbon dioxide (or climate sensitivity) although the initial estimation by National
Academy of Sciences in 1979 [65] to be in the range of 1.5–4.5 ◦C was still adopted by the recent reports
of the Intergovernmental Panel on Climate Change (IPCC) [66,67]. Andrews et al. [68] suggested that
the response of global temperature might be greater and more uncertain than previously estimated,
specifically at the upper end. The ensemble also covers the range of variability observed during the
baseline period. The spread of the ensemble depends on the climate model, emission scenario and
the choice of downscaling methods. The following sections discuss the impacts of these factors on
the results.
4.1. Comparison of Downscaling Methods
By comparing downscaling methods in Figures 3 and 5, it becomes apparent that the QQ technique
outperformed the mean-based CF by correcting the distributions of RCM data rather than a single
statistic. The cloud of points is denser (yellow contours) where the probability is higher. QQ outcomes
have a tendency to consistent clouds representing different climate models and scenarios. Indeed,
the convergence in the projected QQ results across RCMs with different parameterization and climate
sensitivity may suggest a more refined and skillful representation of future climate and hydrological
systems, especially in the estimation of extreme daily precipitation [42]. However, in the context of
risk analysis, Daniels et al. [69] stated that one cannot utterly exclude an outlier scenario as it may
characterize some underlying physical processes that were missed by other models or scenarios.
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The mean-based downscaling method used in this study provides more diverse results (Figure 3).
Results, however, are scattered, suggesting that the choice of the downscaling method will greatly
affect the estimated impacts and thus adaptation strategies. In the absence of evidence that one method
is better than another, the safest approach is to use all available methods. Several researchers or
practitioners use one downscaling method without justification, neglecting that their results will be
tainted by that choice. Research is needed to assess the relative credibility of downscaling methods in
order to choose the most reliable approach.
4.2. Sensitivity Domains Assessment
Based on the probabilistic assessment of climate change, the 7-day mean annual minima and
annual maxima indices suggested positive changes in the future period compared to the reference
period. While low streamflow is a product of a complex combination of several factors in the
physical processes, a possible reason of such projected changes in low flow is attributed to enhanced
evapotranspiration (due to increased air temperature) from the wet-land surfaces of the watershed in
summer [70], which leads to increased precipitation frequency through more intense convective storms
and consequently increasing flows during the summer months. These projected changes of volume in
low flows would be welcome especially in terms of their impacts on aquatic habitat and water quality.
Higher values of future low flows compared to the baseline period due to increased rainfall
intensity in North America were reported by Shrestha et al. [71] based on SWAT simulations forced by
data from ten GCMs from CMIP5 archives in response to RCP4.5 and RCP8.5 scenarios in a river located
in southwest Ohio, USA. Similar conclusions of extremely low flow conditions to occur less frequently
in the future were reported by modeling studies applied to different watersheds across Europe [72,73]
and Asia [74,75]. In fact, these projections are also in agreement with previously reported findings
of upward trends in observed low flow values across Canada [76,77]. For example, Khaliq et al. [78]
investigated observed values of 1-, 7-, 15-, and 30-day annual low-flow indicators in some Canadian
rivers and found significantly increasing trends in southern Ontario. Similarly, Moore et al. [79] found
a statistically large positive trend in streamflow during low flow season in southwest British Columbia.
Moreover, Novotny and Stefan [80] found 7-day low flows to be increasing at a significant rate in
three major river basins of Minnesota during both the summer and winter. In general, both low-
and high-flows have been investigated in various regional studies, with no consistent conclusions in
terms of how they will be altered by climate change [21]. Rather, it is believed that such extremes are
very localized and dependent on the selected GCMs and hydrological models; thus results cannot be
simply generalized.
On the other hand, spring peak flow is generally a product of average air temperature and snowmelt
runoff. Most of the ensemble data suggest an early occurrence of peak spring flow. This result is
consistent with the finding of Gunawardhana and Kazama [72], who projected an early occurrence of
peak spring flow in Italy by approximately 12 days during the 2080s in comparison to the baseline period.
Also, it is supported by observed and projected changes in spring streamflow-timing across parts of
western North America [81]. An advance in the timing of spring peak flow could negatively affect
water supply, ecosystem, and reservoirs’ storage management [81]. However, such change in timing
implies a reduction in snowmelt runoff severity (and hence the magnitude of the largest daily mean
flows in spring), and the economic impacts will be apparent particularly in Canada [82]. These findings
can likely explain the projected reduction in annual maxima values in a mainly snowmelt dominated
river, where typically the highest flow occurs in early spring each year caused by snowmelt-generated
runoff. These results are also consistent with previous works done in some Canadian watersheds that
detected the same behaviour in the past such as Zhang et al. [83].
When multiple RCMs and downscaling approaches are used, the best hydrological estimate can
be constructed based on weighting of combined results of rainfall-runoffmodelling. By adopting the
versatile methodology considered herein, it is believed that the risk of extremes and their consequent
losses under an uncertain climate can be significantly reduced, as risk cannot be completely eliminated.
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Ideally, further improvement to the super-ensemble can be achieved by considering more stochastic
weather generators, climate-change models, and downscaling methods to ensure a thorough evaluation.
To overcome the high computational requirements to construct the super-ensemble, further research
is needed to determine the optimal length of the chain containing realizations needed to represent
observed data in climatic and hydrological modelling.
5. Conclusions
This paper proposed a novel approach to associate a credibility measure to the climate and
sensitivity measure in the bottom-up approach by combining synthetically generated climate series
with downscaled climate model output to populate the climate and sensitivity spaces. The large
number of projections allowed us to quantify future uncertainties and provided better coverage of
the risk space based on probabilistic assessment of climate change. Furthermore, the likelihood
measure provides a more practical assessment of the plausibility of future risks to serve infrastructure
design and allow more confidence in water-related management decisions. Ideally, the generation
of such ensembles should contain—to a feasible extent—as many uncertainty elements as possible.
Given that the choice of climate models, downscaling techniques, and weather generator affects the
results, a super-ensemble of future climate series was used to derive flooding and drought indices,
while bearing in mind the uncertainties inherent in the extreme value modelling under a changing
climate at regional scales. The results of the modelled risk analysis on the South Nation Watershed
located in Ontario, Canada, indicate a marginal increase in the 7-day low flow, whereas design floods
will noticeably weaken. A shorter and warmer winter is expected to result in an earlier disappearance
of accumulated winter snow cover, an early onset of snowmelt, and consequently an earlier and less
intensive peak spring flow. While an application was centered in one pilot watershed, the methodology
delivers new insights into hydrological processes under changing climate conditions in general and
will be of interest for Canada and beyond. The need is also manifest for examining a broader range of
hydrologic indicators. Finally, the broader natural uncertainty posed by climate change and land use,
and their implicit disruptions to various agro-socioeconomic and water sectors at an operational level,
may constitute an interesting and worthwhile extension of this study.
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Abstract: Many studies have projected that as the climate changes, the magnitudes of extreme
precipitation events in the Northeastern United States are likely to continue increasing, regardless of
the emission scenario. To examine this issue, we analyzed observed and modeled daily precipitation
frequency (PF) estimates in the Northeastern US on the rain gauge station scale based on both annual
maximum series (AMS) and partial duration series (PDS) methods. We employed four Coupled
Model Intercomparison Project Phase 5 (CMIP5) downscaled data sets, including a probabilistic
statistically downscaled data set developed specifically for this study. The ability of these four data
sets to reproduce the observed features of historical point PF estimates was compared, and the two
with the best historical accuracy, including the newly developed probabilistic data set, were selected to
produce projected PF estimates under two CMIP5-based emission scenarios, namely Representative
Concentration Pathway 4.5 (RCP4.5) and Representative Concentration Pathway 8.5 (RCP8.5).
These projections indeed demonstrate a likely increase in PF estimates in the Northeastern US with
noted differences in magnitudes and spatial distributions between the two data sets and between
the two scenarios. We also quantified how the exceedance probabilities of the historical PF estimate
values are likely to increase under each scenario using the two best performing data sets. Notably,
an event with a current exceedance probability of 0.01 (a 100-year event) may have an exceedance
probability for the second half of the 21st century of ≈0.04 (a 27-year event) under the RCP4.5 scenario
and ≈0.05 (a 19-year event) under RCP8.5. Knowledge about the projected changes to the magnitude
and frequency of heavy precipitation in this region will be relevant for the socio-economic and
environmental evaluation of future infrastructure projects and will allow for better management and
planning decisions.
Keywords: frequency estimates; downscaling; future projections; RCP4.5; RCP8.5; changing of
exceedance; Northeastern US
1. Introduction
The time series of extreme precipitation events in the United States are not stationary [1], as the
statistics describing them have been observed to change over the past several decades [2]. They will
likely continue to change in the future as the climate changes (e.g., [3]). In the Northeastern US,
in particular, extreme precipitation events have increased the most dramatically compared with any
other region in the United States in the past several decades [4–7]. These changes then need to
be investigated so that design standards can be met when constructing infrastructure that requires
Water 2019, 11, 1279; doi:10.3390/w11061279 www.mdpi.com/journal/water145
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information about precipitation extremes. Many metrics could be used to describe the features of these
extreme precipitation events, among which precipitation frequency (PF) analysis was selected for this
study, as it is particularly important to hydrology design [8]. The goal of PF analysis is to obtain a
useful estimate of a quantile for a relevant return period [9,10].
There are several methods of estimating future PFs. One method is to fit a nonstationary PF model
to the observational data, such as a generalized extreme value (GEV) distribution, whose location,
scale, and shape parameters are functions of time [11,12]. Consequently, the PF estimates are also
functions of time with this method; substituting future dates into these PF functions results in future
PF estimates. This method uses only historical observation data to obtain future PF estimates, so it
may also be referred to as an observation extrapolation method. However, a key uncertainty of this
method is that the linear trend assumption [12] may not hold in the future.
Another method is to use the output of climate models under different emission scenarios [2,13,14].
Climate models have demonstrated the ability to reproduce many observational features [15]; however,
these models still present many uncertainties [16]. One of these uncertainties is caused by their focus
mainly on larger climatic features on the continental or global scale. However, many hydrologic
applications require smaller scales for which comparing model output with observations often involves
a so-called downscaling process since the model resolutions are too coarse to be compared directly
with the finer station observations. This downscaling process from the large to local scale, either
done statistically [17,18] or dynamically [19,20], adds another layer of uncertainty when interpreting
the results.
In this paper, we use model output to analyze point PF estimates for a large number of individual
rain gauge stations throughout the Northeastern US. We compute PF estimates at each station for the
historical period of 1960–2005 using each of the four downscaled Coupled Model Intercomparison
Project Phase 5 (CMIP5) precipitation data sets, including three commonly used ones, and a fourth
probabilistic data set developed for this study (Table 1). These modeled PF estimates are then compared
with the observational PF estimates and each other. Models that are able to better reproduce historical
data are assumed to be more accurate when making future projections [2,21,22]. The goal is then to
find the data sets with the best overall historical accuracies to produce projected PF estimates and
to quantify how the exceedance probabilities of the historical PF estimates are likely to change in
the future under certain emission scenarios. These results will examine and highlight the need to
reevaluate the existing PF estimates in the light of climate change.
This paper is organized as follows. We introduce the data sets and methodologies we will employ
in Section 2, followed by comparisons between the observed and downscaled model data for the
historical period in Section 3. Informed by these results, we select the best data sets and use them
to present possible changes to the PF estimates in the future under two different Representative
Concentration Pathways (RCPs), namely RCP4.5 and RCP8.5, in Section 4. The results in Section 4
demonstrate that PF estimates are very likely to increase in the future, suggesting that the exceedance
probabilities of the historical PF estimates are also likely to increase. These changes are discussed in
Section 5. Section 6 summarizes the results and provides conclusions and further discussions.
Table 1. Intergovernmental Panel on Climate Change (IPCC) models used to generate the downscale
data sets.
Data Set Models Used
UWPD (24)
ACCESS1-0; ACCESS1-3; CanESM2; CMCC-CESM; CMCC-CM
CMCC-CMS; CNRM-CM5; CSIRO-Mk3-6-0; GFDL-CM3; GFDL-ESM2G
GFDL-ESM2M; HadGEM2-CC; inmcm4; IPSL-CM5A-LR; IPSL-CM5A-MR
IPSL-CM5B-LR; MIROC5; MIROC-ESM; MIROC-ESM-CHEM; MPI-ESM-LR
MPI-ESM-MR; MRI-CGCM3; MRI-ESM1; NorESM1-M
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Table 1. Cont.
Data Set Models Used
LOCA (32)
ACCESS1-0; ACCESS1-3; bcc-csm1-1; bcc-csm1-1-m; CanESM2
CCSM4; CESM1-BGC; CESM1-CAM5; CMCC-CM; CMCC-CMS
CNRM-CM5; CSIRO-Mk3-6-0; EC-EARTH; FGOALS-g2; GFDL-CM3
GFDL-ESM2G; GFDL-ESM2M; GISS-E2-H; GISS-E2-R; HadGEM2-AO
HadGEM2-CC; HadGEM2-ES; inmcm4; IPSL-CM5A-LR; IPSL-CM5A-MR
MIROC5; MIROC-ESM; MIROC-ESM-CHEM; MPI-ESM-LR; MPI-ESM-MR
MRI-CGCM3; NorESM1-M
BCCAv2 (20)
ACCESS1-0; bcc-csm1-1; CanESM2; CCSM4; CESM1-BGC
CNRM-CM5; CSIRO-Mk3-6-0; GFDL-CM3; GFDL-ESM2G; GFDL-ESM2M
inmcm4; IPSL-CM5A-LR; IPSL-CM5A-MR; MIROC5; MIROC-ESM;
MIROC-ESM-CHEM; MPI-ESM-LR; MPI-ESM-MR; MRI-CGCM3; NorESM1-M
NA-CORDEX (6) CanESM2: {CRCM5(0.44
◦); RCA4(0.44◦); CanRCM4(0.22◦, 0.44◦)};
EC-EARTH: {HIRHAMS(0.44◦); RCA4(0.44◦)}
Note: For the full model names, we refer to the CMIP5 website: https://cmip.llnl.gov/cmip5/docs/CMIP5_modeling_
groups.docx.
2. Data and Methodologies
2.1. The Observational and Downscaled Model Data Sets
We examined observational data collected by the National Oceanic and Atmospheric
Administration (NOAA) and used in the development of Atlas 14 [23]. The original data set
included observations from 1218 rain gauge stations in the Northeastern US, of which 753 stations
had a temporal coverage of over 80% for the period of 1960–2005 and were thus used in this study
(Figure 1). Due to the limitations on the scope of this paper, we refer the reader to the published
report [23] for more detailed quality control information about these data. The 1960–2005 period was
selected for our analysis in order to have consistent comparisons with climate model outputs.
Figure 1. A map of the 753 selected stations in the Northeastern US. Shading represents elevation.
A large fraction of the study area lies along the northern Appalachian Mountains (Figure 1), which
separate the coastal plain from the central lowlands. Local maxima of annual precipitation occur along
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the coast and higher elevations while local minima occur along the northern and western interior
lowlands [4].
In addition to this observational data, four downscaled CMIP5 model data sets (Table 1)
were analyzed. The first data set is a newly developed statistically downscaled product based
on CMIP5 model output, hereafter referred to as the UWPD (University of Wisconsin Probabilistic
Downscaling) data set [17]. This downscaled data set covers the Central and Eastern United States and
Southern Canada at a 0.1 × 0.1 degree resolution. The downscaling methodology is fundamentally
probabilistic [17]: The large-scale variables in a climate model do not determine the precise values of
the downscaled variables. Instead, the large scale determines the likelihood of potential values of the
downscaled variables; i.e., the large-scale variables determine the probability density function (PDF) of
the downscaled variables. In the UWPD data, parametric PDFs are used, where the parameters of
the distribution depend on the large-scale predictors. The simplest example of this approach is the
use of ordinary least squares regression (OLS) to predict y from x. If the assumptions of OLS hold,
then the expected value of y is Gaussian with a mean of the form ax + b (a and b are constants) and
constant variance. In the UWPD data, the precipitation downscaling is divided into two components:
(1) Estimate the probability that a day has precipitation or not (i.e., a binary variable), and (2) estimate
the precipitation amount if the day is “wet.” Logistic regression is used for the precipitation occurrence
(first component), while a generalized gamma distribution [24] with parameters conditioned on the
large scale is used for the precipitation amount (second component). Logistic regression was used
because it is the appropriate regression analysis for binary data. Several potential link functions were
explored for logistic regression, including the probit and several skewed link functions. It was found
that the standard logit link function fit the observed data best. For the precipitation amount, the
exponential, gamma, Weibull, and generalized exponential distributions were insufficiently flexible to
capture the precipitation extremes. Therefore, the generalized gamma distribution, which has two
shape parameters instead of one or zero, was used. The generalized gamma distribution includes the
gamma and the Weibull distribution as special cases. Note, a single generalized gamma distribution
is not used for all days, instead the parameters of the generalized gamma distribution depend on
the daily varying large-scale atmospheric conditions. The precipitation amount methodology is very
similar to that of the gamma distribution approach that Kirchmeier et al. [25] used for wind speed.
The station data used to train the statistical models consist of daily precipitation accumulation from
the National Weather Service (NWS)’s Cooperative Observer Program (1950–2009) and Environment
Canada’s Canadian Daily Climate Data (1950–2007) for approximately 4000 stations in the United
States and Canada. Objective methods are applied to correct the hour of observation and remove
stations with large biases in wet-day frequency [26], which results in the removal of 21% of stations.
Only stations with at least 30 years of data and fewer than five missing days per month are included.
The large-scale atmospheric state for training the statistical models was obtained from the National
Centers for Environmental Prediction (NCEP)–National Center for Atmospheric Research (NCAR)
reanalysis [27]. The large-scale predictors include modeled precipitation itself, as well as variables
involving moisture, wind, and static stability [17]. The large-scale fields were incorporated as predictors
using the methodology in Kirchmeier et al. [25]. All statistical fits were cross-validated and only
predictors with skill on independent data were used. To account for seasonality [4], separate fits were
performed for each calendar month.
The time varying PDF parameters at each station that result from the above methodology were
then interpolated in space [17]. The PDF parameters vary relatively slowly in space because they are
determined from the large-scale atmospheric state; therefore, the interpolation used here results in
almost no change in the statistics of the extreme events. Interpolating precipitation values, on the
other hand, results in large reductions in precipitation variances due to the small-scale variability of
precipitation. To generate “standard precipitation data” from the PDFs, random numbers are drawn
from the PDFs to generate a “realization” of the small scale given the large scale. Such realizations are
obviously not unique and are instead infinite in number and all equally likely. The random nature
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of the data accounts for the fact that for each particular large-scale state, there are multiple possible
evolutions of the small-scale atmosphere that are consistent with this large-scale state. For example,
the large-scale atmosphere on a particular day may be favorable for the development of small-scale
thundershowers, but any individual point may have only a 50% probability of actually being hit by one
of these storms. When generating realizations, the random numbers are correlated in space and time
so that the spatial and temporal correlations of the downscaled variables are similar to observations.
This is achieved by forcing an advection-diffusion model with independent random numbers and then
using the output of the advection-diffusion model for drawing realizations from the PDFs. The winds
at 3000 m altitude are used for the horizontal winds in the advection-diffusion model. The CMIP3
version of these data has been shown to have good skill [14,17,18,28]. For further information about
this data set, we refer the reader to the website [29].
The second data set is the Localized Constructed Analogs (LOCAs) statistically downscaled data
set [30]. These LOCA data have been widely used in government reports, such as the US Global
Change Research Program (USGCRP, [31]). We used the downscaled results from 32 models from this
data set (Table 1), each with a 1/16-degree resolution (≈6 km by 6 km). One simulation of each model
was selected to form an ensemble of 32 members. For further information about this data set, we refer
the reader to the LOCA website [32].
The third data set is the Bias-Correction and Constructed Analogs data (BCCAv2, [33]). The
BCCAv2 data set has an ensemble size of 20 (one simulation of each model, Table 1) with 1/8-degree
resolutions. For further information about this data set, we refer the reader to the website [34].
The final data set is the North America Coordinated Regional Downscaling Experiment data
(NA-CORDEX, [35]). Although the previous three data sets were statistically downscaled (local variables
are approximated from the large-scale predictor fields using statistical relationships), NA-CORDEX
is instead dynamically downscaled. The data are generated by using the output of global models as
lateral boundary and initial conditions to run high-resolution regional models. We selected downscaled
data from two global models, namely CanESM2 and EC-EARTH, since the outputs of these two models
are available across the historical, RCP4.5, and RCP8.5 periods. The CanESM2 model is paired with
three regional models, namely CRCM5, RCA4, and CanRCM4, and EC-EARTH is paired with two
regional models, namely RCA4 and HIRHAMS. All the data have a resolution of 0.44 degrees with
the CanESM2 and CanRCM4 pairing having an extra simulation at a resolution of 0.22 degrees. This
results in an ensemble of six members (Table 1). For further information about this data set, we refer
the reader to the website [36].
The NA-CORDEX data set has not been completely generated yet, and our results (see Section 3.2)
show that the BCCAv2 data set has relatively larger biases compared to the other data sets. Thus,
our analysis will be mainly focused on the UWPD and LOCA data. However, the BCCAv2 and
NA-CORDEX data also show some potential to perform well, especially the NA-CORDEX data;
therefore, we provided some comparison results for these data as well for completeness. It should also
be noted that the BCCAv2 and NA-CORDEX data are relatively coarse in resolution. This may lead to
larger representation errors when comparing with point precipitation observations. Therefore, we
applied an inverse of the empirical area reduction factors [14,37], producing 1.05 for the BCCAv2 data,
1.09 for the 0.22 degrees NA-CORDEX data, and 1.16 for the 0.44 degrees NA-CORDEX data.
2.2. Methodologies
Similar to NOAA Atlas 14 [23,38], our paper presents PF estimate results based on the annual
maximum series (AMS) and partial duration series (PDS) of daily precipitation data. AMS and PDS
are both widely used to carry out PF analysis in hydrology [39]. AMS are generated based on the
maximum daily rainfall of each year, so the typical length of an AMS equals the number of years in
the record. All of the values except for the one largest in a year are eliminated in calculating the PF
estimates, which could potentially exclude some large events if two or more occur in a given year. In
contrast, PDS are generated by retaining the values over a preselected threshold [40]. Therefore, the
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length of a PDS series is determined by the threshold, which may vary dramatically across different
stations. Generally, the threshold is selected such that, on average, several events (2–4) occur per year,
meaning the lengths of PDS are usually several times larger than those of the AMS for the same station
and employ more observational data.
Because PDS use more data, one could presume that they give more significant PF estimates
than AMS. However, more non-extreme values may be retained with PDS, which could lead to an
underestimation of the final PFs, since PF analysis intrinsically focuses on extreme events. In practice,
many products, such as NOAA Atlas 14, include results from both methods because AMS and PDS
complement each other well and including both can also give more information on the uncertainties of
the PF estimates. We too compared PF estimates from both AMS and PDS in our analysis to get a more
complete understanding of how the downscaled data are able to simulate the observed features.
Calculating PF estimates using AMS versus PDS can be quite different in practice. For example,
AMS are often associated with the generalized extreme value (GEV) distribution, while PDS are instead
often associated with the generalized Pareto distribution (GPD) [40]. To make a direct comparison
of AMS- and PDS-based PF results, we need to use consistent return periods for the two methods.
However, the AMS return periods often need to be modified in order to do so since the AMS method
tends to underestimate PF estimates for shorter return periods when compared with the PDS method [8].
For a given PDS return period, the adjusted AMS return period can be calculated as [41]:
T(AMS) = (1− e− 1T(PDS) )
−1
. (1)
For example, a return period of 2 years for a PDS may be equated to a return period of 2.54 years
for an AMS. In this paper, we used “T = [2 5 10 25 50 100 200 500 1000]” years for the PDS return
periods and “T = [2.54 5.52 10.51 25.50 50.50 100 200 500 1000]” years for the corresponding AMS return
periods so that our PDS- and AMS-based PF estimates could be compared directly.
A more proper way to describe PF estimates associated with AMS might be to use an annual
exceedance probability (AEP) instead of return periods [23]. Assuming the relationship holds that the
AEP is the reciprocal of the return period for an AMS, we still used return periods for the convenience
of comparison in this paper. For more about exceedance probabilities, see Section 5.
To generate a PDS, a threshold needs to be determined first. Although some methods are used to
select the PDS threshold objectively, such as mean residual life plots [40], checking these plots for all
stations to select the proper thresholds is virtually impossible. As a compromise, we examined three
different methods of selecting thresholds in order to cover the associated uncertainties. For the first
method, we used an iteration scheme to select a PDS threshold such that each year, on average, has two
exceedance events. We treated consecutive exceedance days as one event, retaining only the largest
value of the event. The second method is similar to the first, but the PDS threshold was lowered such
that there are three events per year on average. For the third method, we used the 98% quantile level
of non-zero precipitation values as the PDS threshold. In this paper, these three methods are labeled as
PDS2, PDS3, and PDS qt98. The resulting thresholds for each station are shown in Figure 2a. This
figure shows that, for most stations, PDS3 uses the lowest threshold and PDS2 uses the highest, with
PDS qt98 falling in the middle. Different thresholds lead to different lengths of the base time series for
PDS PF analysis (Figure 2b). As expected, the lengths of PDS2 and PDS3 are just double and triple,
respectively, the number of analysis years, or 46 in our case (1960–2005), while the length of the PDS
qt98 series varies by station. Please note that the stations are ordered by their location along the x-axis
in this figure. The station order appears to be relatively arbitrary but has some tendency to cluster
adjacent stations together. However, these patterns were not examined in this study.
Once we obtained the AMS and PDS for each station, GEV and GPD distributions, respectively,
were fitted to the data to get the relevant estimated parameters by using the maximum likelihood
method. PF estimates were then calculated using exceedance probabilities ([40], also see Section 5 of
this paper).
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Figure 2. PDS thresholds (a) and length of data (b) used for PF analysis for each station. Red represents
the results for PDS2, green for PDS3, blue for PDS qt98, and black for AMS.
3. Evaluations of the Downscaled Model Data for the Historical Period of 1960–2005
In this section, we evaluate the performance of the downscaled model data in terms of reproducing
the observed features of the mean AMS, PDS, and PF estimates for different return periods. We will
focus on the UWPD and LOCA data; some results for the BCCAv2 and NA-CORDEX data will also
be provided at the end of this section. For this analysis, the closest model grid point to a rain gauge
station was selected as its representation in the model.
3.1. Comparison of the Climatology of AMS and PDS of the Observed and Modeled Data
The 1960 to 2005 climatology (averages) of the observed AMS and PDS for each station are shown
in the first row of Figure 3. The range is 40 to 120 mm, with larger values typically along the coast
and smaller values inland. For the AMS (the first column of Figure 3), the differences between the
UWPD data and these observed values are quite small in terms of difference ratios defined as (model −
observation)/observation (Figure 3e). For over 80% of the stations, the difference ratio magnitudes
are less than 10%, and there is no sign of systematic biases, as positive ratios are mixed together with
negative ratios quite well. On the other hand, the LOCA data show systematic dry biases (negative
ratios in Figure 3i) with difference ratio magnitudes of over 20% for most of the stations. For PDS,
the climatology (Figure 3b–d) are in general smaller than for the AMS (Figure 3a), while the spatial
distributions of the PDS are similar to each other. For every PDS threshold selection, the UWPD data
generally have less than a 10% error compared with the observational results and no significant biases
(Figure 3f–h), while the LOCA data generally have more than a 20% error and a systematic bias toward
drier values, especially PDS qt98 (Figure 3j–l).
151
Water 2019, 11, 1279
Figure 3. The 1960–2005 climatology of the AMS (a), PDS2 (b), PDS3 (c), and PDS qt98 (d), based on
the observational data and the relative differences defined as (model – observation)/observation) for
the UWPD (e–h) and LOCA (i–l) data.
3.2. Comparison of PF Estimates of the Observed and Modeled Data
In this section, we directly compare the observational PF estimates with those of the downscaled
data to assess how well the model data may perform in estimating historical PF values. Figure 4
shows the PF estimate comparison results for the UWPD data, and Figure 5 shows the results for the
LOCA data. The rows in each figure represent PF estimates for return periods of 2, 25, and 100 years,
respectively. For each return period, we compared PF estimates from the downscaled data based on
the AMS and each of the three PDS methods with their respective observed counterparts to get a more
complete understanding. The y-axis represents the PF estimates calculated based on observations, and
the x-axis represents the PF estimates based on the downscaled data. For each station, an ensemble
mean (red dots) and standard deviation (blue bars) based on the PF estimates of the ensemble members
of that downscaled data set can be calculated and used to estimate the mean value and associated
uncertainty for that station. To assist in the comparison, lines of “y = x” are also plotted in red in each
figure. More points above the line “y = x” mean the observed values are larger than the downscaled
values, thus indicating dry biases in the models and vice versa.
Overall, the AMS and PDS demonstrate quite consistent features when compared. Results for
the UWPD data (Figure 4) show that most of the points sit well around the line, “y = x”, suggesting
the UWPD PF estimates are close to the observed PF estimates, especially for shorter return periods.
For a 2-year return period (Figure 4a–d), the UWPD PF estimates have a spatial correlation of 0.93
with the observations for all the AMS and PDS methods, suggesting that the spatial variations of
the observational PF estimates are well represented by the UWPD data. The root mean square error
(RMSE), which is around 4.5 mm on average, is also small compared to the observed values (40–90 mm).
As the return periods become longer, the correlation coefficients decrease to ≈0.85 for the 25-year return
period (Figure 4e–h) and ≈0.75 for the 100-year return period (Figure 4i–l). The RMSE increases to
≈13 mm for the 25-year return period and to ≈25 mm for the 100-year return period. The uncertainties
(the length of the blue lines) also increase as the return periods become longer. It should be noted
that for the extremely high and low PF estimates, the UWPD data indeed show some large errors
manifested as dry biases for extremely high PF estimates and wet biases for extremely low PF estimates.
Yet the number of these biased stations is small compared to the total number of stations, allowing us
to conclude that the UWPD data overall capture the major features of the observed PF estimates. In
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contrast, the LOCA data consistently underestimate the PF estimate values across all the return periods
(Figure 5), thus showing the same dry bias seen in Figure 3. The spatial correlation coefficients are
quite high, however, indicating that the LOCA data can also capture the observed spatial variations
relatively well. Standard deviations of the LOCA data (the length of the blue lines) are also smaller
than for the UWPD data.
Figure 4. PF estimate comparisons between the observations and the UWPD data for return periods of
2 years (upper row), 25 years (middle row), and 100 years (lower row). The y-axis represents the PF
estimates calculated based on observations, and the x-axis represents the PF estimates based on the
downscaled data. For each station, an ensemble mean is represented by a red dot and the standard
deviation is represented by a blue bar. Lines of “y = x” are also plotted for reference.
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Figure 5. Similar to Figure 4 but for the LOCA data.
To summarize the comparison results, Figures 6 and 7 provide quantifications of skill, in terms of
correlation coefficients and RMSE [8], respectively, for all four downscaled data sets across all return
periods. The skills of the downscaled data sets decrease as return periods become longer. Quite
consistently, we see that the UWPD data outperform the other data sets for all return periods. The
LOCA data are the second best in terms of correlation skill, implying that although significant biases
are present in the LOCA data, a simple bias correction may be adequate in making the LOCA data
still useful for PF estimates. Interestingly, the only dynamically downscaled data set, NA-CORDEX,
regardless of its relatively coarse resolution, also shows quite comparable skill for both the correlation
coefficients and RMSE, although the uncertainties reflected by the ensemble spread are much larger
than for all the statistically downscaled data sets. The RMSEs of the BCCAv2 data mainly reflect their
systematic dry biases (figures not shown). Again, the different PF calculation methods based on the
AMS and PDS show quite consistent results, regardless of the method used.
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Figure 6. PF correlations between OB and downscaled data for different return periods. PF estimate
correlation skills of the four downscaled data sets for different return periods: UWPD (dark blue),
LOCA (light blue), BCCAv2 (light green), and NA-CORDEX (yellow).
Figure 7. RMSE of PF estimates for downscaled data for different return periods. Similar to Figure 6
but for RMSE.
4. Projected PF Estimates
Based on our results in Section 3 in which the UWPD data were shown to capture major features of
the observed PF estimates the best, we selected this data set for our primary analysis of future projections.
Since the LOCA data set has been widely used by government reports and other publications [2], we
also conducted parallel calculations based on this data set as well. Comparisons of the corresponding
UWPD and LOCA results helps to determine how significant the findings really are. Doing so also
gives some insight into other studies where the LOCA data have been used [4]. Our comparison study
for the historical period in Section 3 showed that the PF estimates calculated by the different methods
of AMS and PDS are quite similar. Therefore, for simplicity, we only show the PF estimate results that
are based on the AMS for the following sections.
The projected data cover the period of 2006–2100. Knowing that a trend appears in this 95-year
period, we divided the whole period into two smaller time periods: 2006–2053 (representing the first
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half of the 21st century) and 2054–2100 (representing the second half). Within each time period, we
assumed the PF estimates are stationary as we did for the historical period, although some trends
may also be detectable within each period. Figures 8 and 9 show for the low emission (RCP4.5) and
high emission (RCP8.5) scenarios, respectively, the relative PF difference ratio comparing the projected
data with the historical period. The ratio is defined as (PF_future – PF_historical)/PF_historical. PF
estimates for return periods of 25 years and 100 years are shown here as representative examples.
 
Figure 8. Relative PF difference ratios defined as (PF_future − PF_historical)/PF_historical for a 25-year
return period (a,b,e,f) and a 100-year return period (c,d,g,h) under the RCP4.5 emission scenario.
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Figure 9. Relative PF difference ratios defined as (PF_future – PF_historical)/PF_historical for a 25-year
return period (a,b,e,f) and a 100-year return period (c,d,g,h) under the RCP8.5 emission scenario.
Under the low emission scenario (RCP4.5) for the first half of the 21st century, the results based on
the UWPD data show that, for a return period of 25 years (Figure 8a), PF estimates increase by a mean
relative ratio of 0.09, which translates to a 9% increase. New Jersey and the southeast corner of New
York experience the smallest change (0%–5%), while the area north of Maine experiences the largest
change (20%–30%). Results for a return period of 100 years (Figure 8c) share quite similar spatial
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patterns with an average increase of 11%. Interestingly, several stations around New Jersey and the
southeast corner of New York even show some negative values (−5%–0%), indicating a decrease of
PF estimates. This decrease of PF estimates in some areas is also visible for the LOCA results for the
return periods of 25 and 100 years (Figure 8e,g). In general, the results based on the LOCA data show
relatively smaller increases with an average increase of 8% for a return period of 25 years and 10%
for a return period of 100 years. The spatial distribution is also more scattered than for the UWPD
data. PF estimates increase more dramatically by the second half of the 21st century. The UWPD data
show an increase of 15% (Figure 8b) and 17% (Figure 8d) for return periods of 25 years and 100 years,
respectively, while the LOCA data show an increase of 12% (Figure 8f) and 13% (Figure 8h).
Under the high emission scenario (RCP8.5), the magnitude of PF estimate changes is in general
larger than for the low emission scenario. For the first half of the 21st century, the results based on the
UWPD data show that PF estimates increase by a mean value of 12% for a return period of 25 years
(Figure 9a) and 14% for a return period of 100 years (Figure 9c). Again, the LOCA data show smaller
increases of 8% and 9% for return periods of 25 years and 100 years, respectively (Figure 9e,g). By the
second half of the 21st century, however, the magnitudes increased quite dramatically, with both the
UWPD and LOCA data sets showing average increases of over 20% (Figure 9b,d,f,h). For some stations
around northern Maine, the UWPD data even show an increase of 50% for a return period of 100 years
(Figure 9d). The LOCA data also have several stations with increases of over 50% (Figure 9h), but these
stations are not as concentrated in one place as they are for the UWPD data. These location differences
may be due to the ability of the models or downscaling schemes to simulate extratropical cyclones,
which have been shown to be the main cause of extreme precipitation events in the Northeastern
US [42]. The number of these cyclones is indeed projected to increase in the future [43]. Nevertheless,
the PF estimate increases seem to be robust even though the distributions are not spatially uniform nor
the same across the different downscaling data sets. Another way to look into the PF estimate changes
is through the so-called exceedance probability, which will be discussed in the next section.
5. Changes to Exceedance Probabilities
The exceedance probability is the probability that a given rainfall total accumulated over a
given duration (daily in our paper) will be exceeded in any one year. Compared with the related
concept of a return period, it may sometimes be better to use the exceedance probability instead
since many misconceptions are often associated with return periods. For example, there may be a
misunderstanding that once an event happens, a certain number of years (the return period) must pass
for an event of that magnitude to happen again. However, extreme events can happen in any year,
regardless of how much time has elapsed since the previous one, an idea more easily conceptualized by
the exceedance probability. These misconceptions associated with return periods are already discussed
in depth [44]. Nonetheless, the term “return period” is still widely used in the literature, which is one
reason why we employed it in our analyses in the previous sections. To complement these analyses,
in this section, we examined future extreme precipitation events through the concept of exceedance
probability. Specifically, we examined what the exceedance probabilities of the historical PF estimates
will be in the future.










))− 1ξ , if ξ  0 and t(x) = e− (x−μ)σ if ξ = 0. μ ∈ R is the location parameter;
σ > 0 is the scale parameter; and ξ ∈ R is the shape parameter.
Note that sometimes the shape parameter, ξ, is defined differently, often having opposite signs in
different sources [40,45,46]. The cumulative density function (CDF) can be written as:
Pcd f = e−t(x). (3)
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The relevant exceedance probability, p, for a certain value, x, that is, the probability that a given
year’s maximum daily precipitation is larger than x, is given by:
p = 1− Pcd f = 1− e−t(x). (4)
Since the CDF is invertible, the quantile function for the GEV distribution has an explicit expression.
For any given exceedance probability, p, the related quantile is given by:
x = P−1cd f (1− p). (5)
For a given return period, T, in years, the exceedance probability for the PF associated with that
period is 1T (remembering that only one value per year is used in an AMS). Therefore, the PF can be
calculated by plugging 1T into Equation (5):




For any given AMS data, the GEV distribution parameters, μ, σ, and ξ, can be estimated by using
methods, such as the maximum likelihood method and the L-moment method [36,42]. Parameters
estimated based on the historical data are labeled here (μhist, σhist, ξhist,, PFhist) and parameters estimated
based on the projected data are labeled (μ f uture, σ f uture, ξ f uture). Likewise, PF estimates calculated
based on the historical and projected data are labeled PFhist and PF f uture, respectively. To examine how
the exceedance probabilities of the historical PF estimates will change in the future, we can compare
the following:
Phist = 1− Pcd f
(






P f uture = 1− Pcd f
(
μ f uture, σ f uture, ξ f uture,, PFhist
)
. (8)
In Equation (7), we calculate the historical exceedance probability, Phist, using distribution parameters
estimated from the historical data and the PFhist corresponding to a given time period T. In Equation (8),
we instead calculate the future exceedance probability, P f uture, using distribution parameters estimated
from the projected future data, while still using the historical PFhist. Since μ, σ, and ξ are different in
each equation, we can expect different exceedance probabilities from each for the same PF estimates
(or the same return periods).
Figure 10 shows averaged exceedance probabilities for the Northeastern US calculated from
Equations (7) and (8) using the UWPD and LOCA data under the RCP4.5 and RCP8.5 emission
scenarios. As expected, the projected exceedance probabilities (black and green lines) are all larger
than the corresponding historical exceedance probabilities (red lines). For example, the historical
2-year event (total daily rainfall ≈60 mm) has an exceedance probability of 0.5 for one year. Under
the RCP4.5 scenario, the UWPD data (Figure 10a) show that this amount will have an exceedance
probability of ≈0.59 for the first half of the 21st century and 0.65 for the second half of the 21st century.
These changes are more dramatic for larger events. For a historical 25-year event (total daily rainfall
≈107 mm), the exceedance probability changes from ≈0.04 to ≈0.07 for the first half of the 21st century
and to 0.09 for the second half. For a historical 100-year event (total daily rainfall ≈138 mm), the
exceedance probability changes from ≈0.01 to ≈0.03 for the first half of the 21st century and to ≈0.04 for
the second half. The future exceedance probabilities are almost quadruple their historical values. This
means a 100-year event will become a 35-year (1/0.0286 precisely, Table 2) event for the first half of the
21st century and a 27-year (1/0.037 precisely) event for the second half of the 21st century. Under the
RCP8.5 scenario, the UWPD data (Figure 10b) show that the exceedance probability for a 100-year event
may increase to 0.05 for the second half of 21st century, which is five times larger than its historical
value; a 100-year event will become a 19-year event. The LOCA data (Figure 10c,d) in general tell a
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similar story, although the magnitudes are relatively smaller, probably related to the dry bias seen
earlier in the data. Under the RCP8.5 scenario, the exceedance probability for the 100-year event (0.01)
will increase to ≈0.04 for the second half of the 21st century, which is still quite a significant change.
Different ensemble members indeed show different magnitudes (reflected by the short vertical lines in
Figure 10 representing the ensemble spread), but overall, the signs of the changes are quite consistent,
suggesting that the extreme events will become more frequent in the future.
(a) UWPD RCP4.5 (b) UWPD RCP8.5 
(c) LOCA RCP4.5 (d) LOCA RCP8.5 
Figure 10. Northeastern US domain averaged exceedance probabilities (Equations (7) and (8)) for
different relevant historical return periods (related to PFhist) under different scenarios. Results for
UWPD (upper; (a): RCP4.5; (b): RCP8.5) and LOCA (lower; (c): RCP4.5; (d): RCP8.5). The short vertical
lines represent the uncertainties estimated by the ensemble spread. Red represents the results for the
historical period (1960–2005), green for the first half of the 21st century (2006–2053), and black for the
second half (2054–2100).
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Table 2. Northeastern US domain averaged return periods with their uncertainties expressed as +/−
one standard deviation of the ensemble under RCP4.5 and RCP8.5 scenarios.
Relevant Historical Return
Periods (Years)





















































































































































6. Discussion and Conclusions
The observed global mean surface temperature has increased by about 1.0 ◦C (0.8–1.2 ◦C) above
pre-industrial levels [47]. Associated with this temperature rise, the atmosphere’s ability to hold
water vapor has also increased, as described by the Clausius–Clapeyron relationship, implying a
possible increase in extreme precipitation events [48]. Indeed, observational data show that extreme
precipitation events in many parts of the world have increased in intensity dramatically over the past
several decades, raising concerns about future changes. To address these concerns, many approaches
based on observational and climate model data have been used. Despite significant uncertainties [49],
climate models are used in numerous research publications to study projected climate changes and
their consequences [2].
In contrast to the traditional approach of studying per-event precipitation intensities [50], in this
study, based on observational and model projected data, we examined the point precipitation frequency
(PF) estimates for the periods of 1960–2005, 2006–2053, and 2054–2100 in the Northeastern US, where
the magnitudes of extreme precipitation events are projected to increase the most dramatically in
the US [5]. Spatially, the Northeastern US is characterized by a highly diverse climate influenced by
several geographic factors, such as the Atlantic Ocean to the east, the Great Lakes to the west, and
the Appalachian Mountains to the south. The mountain ranges often block air flow, leading to local
enhancement of precipitation through orographic lift [4]. To study the extreme precipitation events in
such a complex region, we evaluated three commonly used downscaled data sets (LOCA, BCCAv2,
and NA-CORDEX), along with a probabilistic downscaled data set developed specifically for this study
(UWPD), on their ability to reproduce observed PF estimate features. This analysis was performed
using four approaches, including one AMS-based and three PDS-based methods, but the variability in
the projected PF estimates among these methods was not deemed significant. The data set with the
highest historical accuracy statistics (UWPD) and one of the most commonly used data sets (LOCA) [2]
were selected to analyze their projected PF estimates. Our results demonstrate that these PF estimates
are likely to continue increasing, regardless of the emission scenario. The largest increases were in
the northernmost part of the domain while the southern areas showed smaller increases. Under the
RCP4.5 scenario, for the UWPD data set, the average projected increases to the 100-year event are
10.79% for the first half of the 21st century and 16.90% for the second half. The corresponding increases
under RCP8.5 are 14.18% for the first half of the 21st century and 26.75% for the second half. This is
generally consistent with the results of previous CMIP3 analyses of annual precipitation increases [4].
Our results also highlight how the associated exceedance probabilities of the historical PF estimates
will change with projected climates. Notably, an event with a current exceedance probability of 0.01 (a
100-year event) may have an exceedance probability for the second half of the 21st century of ≈0.04 (a
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27-year event) under the RCP4.5 scenario and ≈0.05 (a 19-year event) under RCP8.5, according to the
UWPD data. It is thus vital to understand how these extreme precipitation events are projected to
change so that the design decisions of today can serve to protect the socio-economic and environmental
interests of the future.
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