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SUMMARY
Many epidemiologic studies involve the occurrence of recurrent events and much attention has
been given for the development of modelling techniques that take into account the dependence
structure of multiple event data. This paper presents a time-dependent coefficient rates model that
incorporates regression splines in its estimation procedure. Such method would be appropriate in
situations where the effect of an exposure or covariates changes over time in recurrent event data
settings. The finite sample properties of the estimators are studied via simulation. Using data from
a randomized community trial that was designed to evaluate the effect of vitamin A
supplementation on recurrent diarrheal episodes in small children, we model the functional form
of the treatment effect on the time to the occurrence of diarrhea. The results describe how this
effect varies over time. In summary, we observed a major impact of the vitamin A
supplementation on diarrhea after 2 months of the dosage, with the effect diminishing after the
third dosage. The proposed method can be viewed as a flexible alternative to the marginal rates
model with constant effect in situations where the effect of interest may vary over time.
1. INTRODUCTION
The most commonly used model in survival analysis is the Cox’s proportional hazards
model [1], which provides estimates of the relative risk associated with time-to-event
occurrence. This method, however, is applied to those longitudinal studies in which the
outcome can occur only once, for example, death or diagnosis of diabetes. The increasing
complexity of the research conducted in many areas, considering intricate sampling
schemes, capturing multiple occurrences of an outcome in the same subject or evaluating
complex causal relationships, for instance, has yielded very complicated data structures
which require sophisticated statistical methods to appropriately answer the research
questions. Many studies involve the occurrence of recurrent events, such as times to
opportunistic infections among AIDS patients or to lung exacerbations in cystic fibrosis
patients, which has motivated methodological developments in survival analysis to handle
complex recurrent event settings, including large number of recurrent events, presence of
time-dependent covariates and time-dependent effects as well as potential dependent
censoring, among other features [2,3,4,5,6,7,8,9,10]. Much effort has also been devoted to
the development of methods for the estimation of means/rates of recurrent events in recent
years [5,6,11]. The main appeal of using such approaches is that the mean number of events
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and the average rate of event occurrence are usually of direct interest to investigators and are
also easy to be understood, especially for non-statisticians.
In this context it is often of interest to explore the functional form of the relationships
between covariates and time-to-event and to examine whether and how the effects are
changing over time. Existing methods [12,13,14,15,16,17,18,19,20] are usually Cox-based
models defined for univariate time-to-event. In such case, a sieve estimation procedure,
assuming that the coefficient functions are piecewise constants [16], and a dynamic linear
model approach, assuming that the baseline hazard and the coefficient functions are both
piecewise constant functions, had been proposed [17]. More recently a local likelihood
technique to estimate the time-dependent coefficients in Cox’s regression model was
developed [18]. Alternatively, several investigators [12,13,14,15] have used spline
functions, which are well known for their usefulness in providing a smooth approximation to
a covariate function, to model the relative risk in the Cox proportional hazards model. To
our knowledge, however, no time-varying coefficient model had been proposed to handle
recurrent time-to-event outcomes. Thus, in this paper we propose a method for estimating
time-varying coefficients in the rates model using regression B-splines.
We illustrate the applicability of the proposed method using data from a randomized
community trial that was designed to evaluate the effect of vitamin A supplementation on
recurrent diarrheal episodes in 1240 pre-school age children, who were assigned to receive
either placebo or vitamin A every 4 months for one year [21]. This study provides valuable
information to evaluate multiple dosage of vitamin A and their effect on the incidence of
diarrheal episodes. A log linear model with Poisson error, which is the standard regression
model for incidence density rates, was used for analyzing this data and suggested that the
overall incidence of diarrhea was significantly lower in the supplemented group than in the
placebo group [21]. However, this method will not be the choice when the research question
lies on important covariate or effects that change over time. In this case, as pointed out by
Moulton and Dibley [22], use of time-to-event models will lead to greater efficiency and
accuracy. Other statistical methods have also been applied for the analysis for vitamin A
data [23]. Nevertheless, none of them had focused on the estimation of potential time-
varying effect of the supplementation.
Rates models have been used to analyze multiple time-to-event data, where the rate of
recurrence is modeled as a function of observed covariates and the effect of the covariates is
assumed to be constant [6,24]. More recent analysis of the data from the vitamin A study
using piecewise marginal rates model suggested that the effect of vitamin A
supplementation on recurrent diarrhea may change over time. It is important to develop
methods to improve the estimation of such time-varying effects. Hence, the main purpose of
this paper is to present a statistical method that allows the estimation of time-varying
coefficients in modeling recurrent time-to-event data. We consider the use of regression
splines based on time-varying coefficient rates model to examine changes in effects over
time. We also present results from a simulation study to evaluate the proposed method under
different assumptions about the shape of the rate ratio function.
2. REGRESSION SPLINES IN THE TIME-DEPENDENT COEFFICIENT RATES
MODEL
2.1. Data
Details of the vitamin A trial has been presented elsewhere [21]. Briefly, a randomized
community trial was conducted in a cohort of 1,240 children, aged 6–48 months at baseline,
who were assigned to receive either vitamin A or placebo every 4 months for 1 year in a
small city in the Northeast of Brazil between December 1990 and December 1991. The
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vitamin A dosage was 100,000 IU for children younger than 12 months and 200,000 IU for
older children, which is the high dosage guideline established by the World Health
Organization (WHO) for the prevention of vitamin A deficiency. The morbidity data was
collected during household visits, which occurred three times per week, by local field
workers during one year. The information on the occurrence of diarrhea and respiratory
infections collected at each visit corresponds to a recall period of 48–72 hours. The number
of liquid and semi-liquid motions per 24 hours was recorded. Besides the child’s
information, such as age and gender, there are also available socio-economic indicators for
the households, which include mother’s education, their working status, number of people
living in the household, energy and water supply, among others, collected at the trial
baseline. The study was approved by the National Institute of Nutrition, Ministry of Health,
Brazil, and by the ethics committee of the School of Medicine, Federal University of Bahia.
For the analysis presented here, a day with diarrhea was defined when 3 or more liquid or
semi-liquid motions were reported in a 24 hour period. An episode of diarrhea was defined
as a sequence of days with diarrhea. An episode was considered finished when there were 3
or more days without diarrhea [21]. The severity of a diarrheal episode was defined based
on the duration of an episode and on the number of liquid or semi-liquid motions reported in
a 24 hour period. Thus, we defined three groups of episodes: mild (duration ≤2), moderate
(duration ≥3 and average number of motions < 5) and severe (duration ≥3 and average
number of motions ≥5) episodes.
We are defining the total time (i.e. time-to-event) as the time from the first dose of vitamin
A until the occurrence of an episode of diarrhea. Since while a child is experiencing an
episode, he/she is not at risk to another episode, we are considering the occurrence of
discontinuous intervals of risk in the analysis. If an episode occurred, its last day was
determined and the next risk interval for that child begun the next day. Furthermore, each
child’s observations are censored at the earliest of time of lost-to-follow up and end of
study. The covariates considered in the models are treatment, which is 0 if the child received
placebo and 1 if the child received vitamin A, gender, which is 0 if a girl and 1 if a boy, and
age at baseline. We also conducted analyses defining the outcome to be the time from the
first dose of vitamin A until the occurrence of a severe episode of diarrhea. Data
management and preliminary data analysis were carried out using SAS version 8.2 software
for Windows [25]. The proposed method was implemented using R version 1.9.1. software
[26].
2.2. Model Estimation
We are focusing on a time-to-event approach for recurrent data that allow us to estimate
effects that may change over time. In this way we are properly modeling the functional form
of exposure or covariates by using a rates model that incorporates a smoothing technique
called regression splines. The rates function for the ith individual is modeled as:
where β is a (p − 1)×1 vector of fixed regression parameters, θ(t) is the time-varying
regression parameter and dμ0(t) is the baseline rate function. The covariates Z(t) and W(t)
could be time-independent or time-dependent. For instance, when W is a time-independent
binary exposure or covariate, such as treatment group, the rate ratio(RR) of the two groups
at time t is given by exponentiating θ(t) (i.e., RR(t) = exp(θ(t))). The estimation of θ(t) might
be done by approximating θ(t) through standard cubic B-spline basis functions B̃k(t),(k = 1,
…, m + 3), such that , where m defines the number of interior knots.
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Splines are piecewise polynomials satisfying continuity constraints at the knots joining the
pieces. B-splines, originally introduced by de Boor [27], are a popular type of regression
splines in statistical applications, mainly due to their flexibility and numerical properties.
The proposed model uses products of a covariate and B-spline functions of time to yield
models that allow effects to change over time in a flexible way.
Thus, replacing θ(t) by its B-spline approximation in the above time-varying coefficient
model, we have:
where W̃i(t)=(Wi(t), B̃1(t)Wi(t), …, B̃m+3(t)Wi(t))′ and γ = (γ0, γ1, …, γm+3)′. Note that this
model does not include time-dependent coefficients. Now the model becomes a standard
marginal rates model with time-dependent covariate W̃(t). Thus, the estimates of the
regression parameters are obtained by maximizing the following log pseudo-partial
likelihood:
where , Yi(t) = I(Ci ≥ t) is the at-risk indicator,
dNi(t) denotes the number of events in a small time interval [t, t + dt), and τ is the study
duration.
Considering the regularity conditions for the marginal rates model [6], the estimates of the
regression parameters are obtained by the solution of the following unbiased estimating
equation for η = (β, γ)′:
where Z̃i(t) = (Z′i(t), W̃′i(t))′, , and
.
Because of the correlation between the recurrent events from the same subject, the negative
inverse second derivative of the log pseudo likelihood is not a suitable variance estimator.
Thus, we considered a robust covariance matrix estimator for η ̂ as defined by [6] as
, where  and
 and the
baseline mean function is estimated by the Breslow-type estimator as
, where .
Therefore, θ(t) can be estimated by  and its variance estimator is
given by var{θ ̂ (t)} = B̃*(t)′ cov(γ ̂)B̃*(t), where B̃*(t) = (1, B̃1(t), …, B̃m+3(t))′ and cov(γ ̂) is
the (m+4)×(m+4) matrix on the right bottom side of Γ̂, assuming a fixed knot sequence. The
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pointwise confidence intervals for θ(t) and related hypotheses tests are based on large-
sample theory of maximum pseudo-partial likelihood estimation [3] and modern empirical
process theory considered by Lin and colleagues [6]. The theory holds if the B-spline basis
is chosen a priori.
Considering that the number of knots is held fixed as the sample size n → ∞, we define a
Wald-type statistic to test whether θ(t) is constant over time. Let γ̃ = (γ1, …., γm+3)′. Thus,
the hypothesis of interest is that Ho: γ̃ = 0. By analogy with the usual parametric likelihood
procedures, this statistic can be defined by:
The test rejects for large values of the statistic. Under the fixed knot framework, it is further
assumed that the usual conditions are satisfied so that the standard asymptotic results hold
for this model. Hence, under the null hypothesis, the statistic QW follows asymptotically a
chi-square distribution with (m+3) degrees of freedom.
An advantage of such approach is that the estimates can be obtained by any statistical
package that implements rates models and allows the inclusion of B-splines in the model.
2.3. Selection of Number and Location of Knots
For the developments presented here, we consider primarily splines with a fixed small
number of knots as widely used in the literature [28,29,30]. The location of the interior knots
is based on the quantiles of the observed event times in order to ensure an approximate equal
number of events in each interval [30,20]. In practice, even though the choice of location of
knots is dependent on the data, it is executed prior to fitting the model.
An alternative approach is to consider a posteriori model selection criteria, which may be
used to find a reasonable trade-off between model parsimony and the risk of overfitting bias
[13,29]. However, in such cases, additional variance is expected due to the posteriori model
selection, which may inflate type I error rates. Among the criteria that were proposed for
choosing the proper number of knots are the generalized cross-validation (GCV) and
Akaike’s information criterion (AIC)[15,28,31]. We considered here the GCV criterion to
the recurrent time-to-event setting, which is an extension of the algorithm proposed by Nan
and colleagues [15] for the univariate time-to-event data. We used the same form of GCV
function assuming a working independence correlation matrix for recurrent events.
However, if the time correlation matrix can be incorporated in constructing GCV as done for
longitudinal data in Wang [32] and Fu[33], knots selection could be more accurate. An
alternative criterion to define the optimal number of knots is the Akaike’s information
criteria (AIC), for which we specify several values of interior knots and chose the m that
minimizes AIC(m) = −2l(β, γ) + 2(m + degree + 1), with degree=3 for cubic splines.
3. SIMULATION STUDIES
3.1. Details of Data Generation
The proposed method was evaluated in simulation studies involving some variation of
sample size, model complexity and shape of the true rate function. For each simulated data
set, we estimated the time-varying coefficient θ(t) under the following marginal rates model:
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We generated recurrent event times using the random-effect intensity model
where u is an unobserved unit-mean positive random variable that is independent of Z. We
generated independent Z from Bernoulli distribution (0.5). We generated independent ui
(i=1,…,n) from gamma distribution, with mean 1 and variance σ2 = 0 or 1. Since u is
independent of Z and E(u)=1, then the random-effect intensity model implies the marginal
rates model with dμ0(t) = λ0(t)dt. The failure indicator Δij was defined as Δij = I(Tij ≤ Ci).
The recurrent event times were generated considering the relationships between λ(t|Z, u),
Λ(t|Z, u) and S(t|Z, u), denoting respectively the intensity function, the cumulative intensity
function and the survival function, such that:
and
Since , the jth recurrent event time can be
generated by solving
where ζj is generated from Unif(0,1), j=1,2,…Ji, T0 = 0 and t > Tj−1.
The subject’s follow-up time was uniform[0,1], such that it yielded an average of
approximately 3.5–5.5 events observed per subject during the trial period. For data
generation, the true log of the rate ratio of the two groups as functions of time was defined
as −1.2 (a constant rate ratio over time), log(t + 1) and 1.2sin(− π × t). We refer to these
models as constant, increasing and cycling. The cycling model reproduces the behavior of
the effect of vitamin A supplementation on the occurrence of diarrhea episodes during the
first dosage cycle.
Three different models for θ(t) were considered. The first is the cubic B-spline model, where
The second model specifies
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where Ã1…Ãm+2 is a quadratic B-spline basis. The third model specifies
where C̃1…C̃m+1 is a linear/piecewise B-spline basis.
The estimation for θ(t) was performed considering the B-spline models above with 2 interior
knots. For θ(t) = log(t+1), however, we compared the B-spline models for a range of
different number of knots (m=2,…,6) through AIC criterion. The location of the interior
knots was chosen to ensure an approximately equal number of failures between the knots
[14,29].
For each combination defined by the model complexity and shape of the true rate function,
1,000 samples of size 100 or 200 were generated. For each configuration, we present the
sampling bias, sampling/empirical standard error (ESE) of the estimates of θ(t), mean of the
standard error estimator (SEE) and the coverage probability (CP) of the Wald 95%
confidence interval.
In simulations that test the hypothesis that the time-dependent effect θ(t) is constant over
time, γ̃ = 0, empirical sizes of the spline based test considered 2,000 samples of sizes 100,
200 and 300 with different number of knots and spline models. The simulation studies were
implemented using R version 1.9.1 software [26].
3.2. Results of Simulation Studies
We compared the estimates from the proposed method with those based on a standard
marginal rates model to illustrate the importance of taking into account the time-dependent
effect on a model when it is present. Figure 1 presents the true log of the rate ratio functions
along with the mean of 1,000 estimates for the three shapes of the rate function discussed in
this paper with σ2 = 1. Note that the results from the proposed model describe the effects
over time reasonably well for all situations. On the other hand, the standard marginal rates
model with constant covariate effect will poorly describe the effects for the increasing and
cycling models. Note in Figure 1 (a) with the true constant effect that the estimate from the
standard marginal rates model is so close to the true value of the effect that we are not able
to distinguish them. Some departure of the proposed method and the true line was noticed,
especially, at the end of the study period, which is probably due to the very few events
observed during this period.
In Table I, the results for piecewise/linear, quadratic and cubic B-splines models for θ(t) =
log(1 + t) with sample sizes 100 and 200 are summarized. Generally, results indicate
improved performance for sample size 200, for which the coverage probabilities, CP, closely
approximated the nominal level, 0.95. The variance estimator performs well since the mean
of the standard error estimates (SEE) and the empirical standard error of the estimates of θ(t)
(ESE) are quite similar.
We compared different number of knots for the B-spline models with θ(t) = log(t + 1) in
samples of size 100. In Table II the mean AIC values for 1,000 samples for a range of
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number of interior knots (m=2,…,6) are presented. In all cases small number of knots seems
to be most appropriate. According to the AIC criterion, two interior knots should be selected
when considering quadratic and cubic B-splines models for this shape of the rate ratio while
three knots would be the choice when considering a piecewise/linear model for this setup.
The results for the simulation studies considering the aforementioned B-splines models for
θ(t) = 1.2sin(−πt) are displayed in Table III. The estimator of θ(t) presents small bias under
quadratic and cubic B-splines models. The cubic B-spline model is the model with the
smallest AIC when compared to piecewise/linear and quadratic B-spline models with 2
interior knots. The robust variance estimator provides a good estimation of the true variance
of θ ̂(t), and the corresponding confidence intervals have reasonable coverage probabilities
for quadratic and cubic B-spline models.
Table IV displays simulated empirical sizes for the Wald test for the hypothesis γ̃ = 0. The
Wald test shows substantial difference from the nominal level for the configurations that
combine larger number of knots and smaller sample sizes. Improved results were obtained
as sample size increases for all spline models. Overall, the empirical sizes were closer to the
nominal level when considering small number of knots (m=2) and large sample sizes
(n=300).
For the models with 2 interior knots, results given in Table IV indicate close agreement with
the nominal level for the test with regression splines from n=200, particularly using the
linear spline model. The models with 5 interior knots had sizes larger than the nominal level.
It is possible that larger sample sizes are needed for the asymptotic distribution to be an
accurate approximation in models with larger number of knots. The linear spline model
presents the best results in terms of empirical sizes for this setup.
4. APPLICATION: VITAMIN A SUPPLEMENTATION AND DIARRHEA IN
CHILDREN
The analyses include 1,207 children with mean age 27.3 months at baseline (std dev=12.1
months), 52.4 % boys and 50.1% randomized to receive vitamin A supplementation. Among
those children, 1,063 (88.1%) had at least one diarrheal episode during their follow-up
period in the study. The average number of days of follow-up is 331 days, with 83.7% of the
children having daily continuous information for a year. The mean number of diarrheal
episodes per child during the follow-up period is 5.9 (std dev=5.4, range=0–27 episodes).
The median number of episodes in the vitamin A and placebo group is 4.0 and 5.0,
respectively. According to the distribution of the number of episodes by treatment group,
16.45% of the children in the placebo group had 12 or more episodes of diarrhea during their
follow-up period while this proportion was 14.55% in the vitamin A group.
The overall number of episodes of diarrhea to be consider in this study is 7,109 episodes,
being 3,464 and 3,645 episodes, respectively, in the vitamin A and placebo groups. We
classified the episodes according to their severity based on the duration of an episode and on
the number of liquid or semi-liquid motions reported in a 24 h period. Using such criteria,
we verified that only 276 (3.88 %) of the episodes were considered severe. The number of
episodes decreased significantly during the study, such that 42.86% (3047) of the episodes
occurred during the first dosage cycle (i.e, between first and second doses); 37.00% (2630)
during the second dosage cycle and only 20.14% (1432) occurred between third and fourth
doses of vitamin A (i.e, third dosage cycle).
For the evaluation of the overall effect of vitamin A supplementation on diarrhea, we first
applied the standard marginal rates model, without time-dependent effects, to this data. The
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result shows that the occurrence rate of episodes of diarrhea since first dosage is 8.8% lower
for those who received vitamin A compared to those who received placebo, after adjusting
by gender and age at baseline. This overall effect was borderline statistically significant (θ ̂ =
−0.092; 95% CI=(−0.191; 0.006)). As expected, there is a negative effect of age on the rate
of event occurrence, i.e., the rate of experiencing an episode of diarrhea decreases as the
child becomes older. In order to evaluate and describe how the effect of vitamin A
supplementation behaves over time, we implemented the proposed model. Figure 2 contains
the curve for the log of the rate ratio of the occurrence of diarrhea smoothed over time
considering 6 interior knots. The number of knots was selected using AIC criteria. The result
suggests that, after the first dosage of vitamin A, there is an important reduction on the risk
of diarrhea for the supplemented children. However, this effect disappears by the end of the
first 4-month treatment cycle. After the second dose, an even more intense reduction on the
risk of diarrhea was observed. At the end of the second treatment cycle, the effect of vitamin
A supplementation reduces substantially and perhaps reverses. The reduced number of
episodes during the third cycle may have affected the estimates after third dose. Results
from Wald test suggest a significant time-dependent effect of treatment on the occurrence of
diarrhea (p=0.0118).
We also fitted the proposed model for distinct age groups since age is an important known
factor in the reduction of diarrhea incidence in children. For the analysis presented here we
considered the three following age groups: (i) children with age at baseline being 12 or less
months, (ii) children with age at baseline between 12 and 24 (inclusive) months and (iii)
children older than 24 months at baseline. Note from Figure 3 that the effect of the
supplementation behaves somewhat differently among the three age groups. According to
Figure 3, the treatment effect seems to be slightly greater for the younger children (age ≤12
and 12 < age ≤ 24 months) when compared to older children (age > 24 months), especially
regarding the first dosage. For all age groups we considered models with 3 interior knots
based on AIC criteria. Gender was not a significant factor on any of the models considered.
We computed AIC and GCV as a posteriori model selection criteria to define the number of
knots to be considered in our models, considering a range of values for interior knots (m=2,
…,6). We verified that both criteria indicated a very similar number of knots for our data
(results not shown here). We also compared the estimated trajectories of treatment effect for
rates models using different number of knots and it was observed that even for a model with
a large number of knots (m=6), the behavior of the treatment effect over time do not vary
drastically from the models with smaller number of knots (m=2).
Lastly we fitted models considering the time until the occurrence of severe episodes as the
outcome. In that case, the overall effect of vitamin A supplementation was larger than that
obtained when considering the occurrence of any episode of diarrhea. The results from
fitting a marginal rates model, without time-dependent effect, pointed out for a reduction of
31.8% on the occurrence rate of severe episodes of diarrhea for those who received vitamin
A compared to those who received placebo, after adjusting by gender and age at baseline.
This overall effect was statistically significant (β ̂ = −0.388; 95% CI=(−0.703; −0.073)). Age
at baseline had a significant negative effect on time to the occurrence of severe episodes of
diarrhea while gender was not a significant factor again. The rate ratio for the occurrence of
severe episodes of diarrhea for children with 12 months when compared to children with 48
months at baseline was 5.4. Figure 4 shows the estimated log rate ratio function for
treatment effect on severe episodes of diarrhea through the use of rates models with
regression cubic B-splines considering 6 interior knots. The reduction on the rate of severe
episodes of diarrhea seems to happen earlier than that observed for any episode after the
supplementation of the first dosage of vitamin A. The treatment effect also seems to be
subject to more variability for severe episodes than that observed for all episodes, which
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could be the consequence of the small number of such events. There were 276 severe
episodes of diarrhea over the trial period, which occurred in only 15.24% of children in the
study. As opposed to the results for the model for all episodes, the Wald test points out for
the lack of evidence of a time-varying effect of treatment on the occurrence of severe
episodes (p=0.2782). Again this result may have been affected by the reduced number of
recurrent severe episodes of diarrhea.
5. DISCUSSION
Several investigators [12,13,14,15,29,30] have used spline functions to model the relative
risk in the proportional hazards model. Such approaches provide greater flexibility for fitting
data without a priori assumption about the form of the variation of the hazard ratio over
time [30]. All available methods in the literature, however, were defined for univariate time-
to-event settings. The proposed approach is useful in estimating time-varying coefficients in
the recurrent time-to-event data setting.
By introducing regression splines, which are splines with small number of knots, in the
marginal rates model and extending the known methods for recurrent time-to-event data, we
developed a method that allows the investigator to describe with details the behavior of the
effects of interest over time on the rate of event occurrence. Results from simulations
indicate that unless there are very few events, the estimates of the rate ratios are
approximately unbiased and the variance estimator performs well. Our approach can be
viewed as a flexible alternative to the marginal rates model in situations where the effect of
interest may vary over time. The proposed method can be implemented using the standard
survival library in R.
The splines are well known for their usefulness in providing a smooth approximation to a
covariate function. A spline is a piecewise polynomial and its shape depends on the degree
of the spline function, on the number and location of the breakpoints or knots. A cubic
spline (i.e., degree=3) should in most cases be sufficient to reflect changes in the log hazard
as a function of the covariate of interest [13]. However, as pointed out by many authors
[13,14,30], the use of regression splines implies a judicious choice of the number and
location of knots because the shape of some estimates can depend heavily on this selection.
Even though an increase of the number of the knots may result in more flexibility of the
spline function, it may overfit the data and cause loss of statistical power if the underlying
relationship is relatively simple [30]. High variability in the estimates at the observation
period boundaries is often expected with this type of approach because the event times are
sparse at the end of the study. Knots placement does not totally control the variability.
Consequently, the estimates at the boundaries should not be emphasized. Some criteria for
model selection have been proposed in the context of standard Cox regression, which
includes cross-validation (CV), generalized cross-validation (GCV) and Akaike information
(AIC) criteria [15,31]. In this paper, we focused primarily on the use of splines with a fixed
small number of knots. However, we also considered GCV and AIC as a posteriori model
selection criteria. In large data sets, choosing the number of knots using the GCV method
can require considerable computational resources and may even be not feasible in some
situations.
The proposed method was applied to evaluate the relationship between high doses of
vitamin A and occurrence of diarrhea episodes in small children using data from a
randomized community trial conducted in Brazil [21]. The impact of vitamin A
supplementation on mortality of children with age between 6 months and 5 years-old had
been verified by numerous studies in the last two decades, leading to a consensus about the
protective role of vitamin A supplementation on childhood mortality. In contrast to the clear
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effect of vitamin A on mortality, controversial results regarding the impact of vitamin A
supplementation on diarrhea incidence have been shown. Studies conducted in India [34,35],
China [36], Bangladesh [37] and Brazil [21] showed some evidence of significant reduction
in overall incidence of diarrhea. At the same time, other studies [38,39,40,41,42] did not
find significant reductions in either the incidence or mean daily prevalence of diarrhea.
However, there is considerable evidence of a significant impact of vitamin A
supplementation on the reduction in the incidence of severe diarrhea. For instance, in one
trial, there was a 36% reduction in the mean daily prevalence of diarrhea (associated with
fever) among supplemented children older than 23 months [40]. In the Brazilian study, the
mean daily prevalence rates were 20% lower in the vitamin A supplemented group when
defining diarrhea by 5 or more liquid or semi-liquid motions reported in a 24 hour period
[21]. In another study, there was a significant difference in the average duration of diarrhea
per episode between the two groups [34].
For the analysis of the effect of vitamin A supplementation on diarrhea in the study
conducted in Brazil [21], the implementation of the proposed method provided further
evidence on the effectiveness of such policy to prevent diarrhea in young children and more
detailed insights into the behavior of such effect over time. The curves of the rate ratio of the
occurrence of diarrhea smoothed over time were very helpful in determining the potential
duration of the effect for each of such dosages. The most suitable dosing interval for the
prophylatic vitamin A that has been recommended is of 4 to 6 months, without a consensus
[42]. Our results indicate that there was no cumulative effect of successive dosages of
vitamin A supplementation. It also suggests that an interval of maximum of 4 months
between high doses of vitamin A may be adequate in this population. As diarrhea is still a
major cause of morbidity and mortality in small children in developing countries, these
results might be useful to help in designing effective health policies in programs of vitamin
A supplementation.
In summary, a time-dependent coefficient rates model with small number of knots was
proposed to estimate effects in the marginal rates model that may vary over time. The
inclusion of splines in the estimation procedure provided flexibility to capture the time-
varying effect and allowed that the inferences were made using standard techniques. This
methodology may be potentially useful for describing the behavior of many other exposures
or covariates associated to research questions in Epidemiology and Public Health.
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