Self-assembly of minimum-energy configurations of a two-dimensional system consisting of charged particles confined in a quadratic trap and interacting through competing repulsive and attractive interparticle forces is studied by means of molecular dynamics simulation. It is shown that complex configurations, including concentric shells separated by bandlike voids, connected shells with multiple regularly arranged voids, as well as small clusters of particles organized into crystal-or liquidlike structures, can exist. With increase of the particle number, a larger variety of structural patterns becomes possible. The results here are useful for a better understanding of pattern formation in two-dimensional systems, as well as in the design of specific structures for technological applications.
I. INTRODUCTION
Self-assembly is the formation of specific structures or patterns from simple constituents without external influence ͓1-3͔. Studies of self-assembly in two-and threedimensional systems with competing attractive and repulsive interaction forces among the constituent particles have uncovered a wide variety of interesting domain patterns and structures ͓4-10͔. For example, in colloidal systems, a stable fluidic phase appears after the addition of a polymer because of the competition between the polymer induced effective attractive force between the clusters of charged colloids and the intrinsic intercolloidal repulsive force ͓4,5͔. In magnetic materials, the competition between the short-ranged exchange and long-range dipole interactions can lead to domain structures with alternating spin orientation patterns ͓6͔. Self-assembly into rings by charged superparamagnetic spheres can occur on a flat dielectric surface under the influence of a rotating magnetic field. Here the self-assembly is mediated by electrostatic forces: attraction between the negatively charged regions of the dielectric surface and the positively charged spheres, and repulsion between the likecharged spheres ͓7͔. Interesting clumpy, filamentary, and crystalline phases can appear in two-dimensional ͑2D͒ periodic systems of charged particles interacting through a competition of short-ranged attractive and long-ranged repulsive forces at different particle densities, as discovered by Reichhardt and co-workers ͓8,9͔ through molecular dynamics ͑MD͒ simulations. They also found that stripe or labyrinth phases can emerge in a driven system. Nelissen et al. ͓10͔ investigated a 2D system of trapped charged particles experiencing competing pure interparticle Coulomb repulsive forces and short-ranged attractive forces using Monte Carlo simulation. They discovered that depending on the relative importance of the attractive potential, the particles can organize themselves into bubbles, stripes, or ringlike configurations. Their results also indicate that the overall system configuration depends on the total number of particles in the system.
The total number of particles in a system of interacting particles is an important factor for the occurrence of specific complex structures. In particular, it is of interest to see if new complex structures will appear when the particle number is larger than 100, which is used in Nelissen et al.' s studies ͓10͔. In addition, in many systems of current interest, such as the dusty plasma ͓11-14͔ and colloidal fluids ͓15,16͔, the interparticle repulsive potential is in the form of a screened Coulomb potential. Theoretical studies have also demonstrated that in dusty plasmas the interaction between the charged dust particles can be more complicated when the effects of ion-neutral collisions and ion absorption on the particles are taken into account. At short and moderate separation distances, the electrostatic interaction can be modeled by a screened Coulomb potential, and at larger distances the potential exhibits a Coulomb-like decay ͓17,18͔. In highly collisional plasmas, due to thermionic electron emission from the dust particles and dust shadowing effects, a well can appear in the interparticle potential, leading to an attractive force between the particles ͓18,19͔. In some colloidal systems, the interparticle attractive potential can also be controlled and tailored ͓20-22͔. For example, in a solution of globular proteins the range of the attractive interaction can be controlled by modifying the ionic strength ͓20͔. In a mixture of colloidal particles and nonadsorbing polymer, the length of the polymer determines the attractive interaction range, and the amount of polymer in the solution determines the interaction strength ͓21,22͔. Recently, Liu et al. ͓23, 24͔ have investigated a larger system consisting of multispecies charged particles of different mass and charge interacting through competing long-ranged ͑short-ranged͒ repulsive and short-ranged ͑long-ranged͒ attractive potential in a 2D quadratic trap. The attractive potential is introduced to simulate the effects of the background plasma as well as the closeneighbor dust particles, and the strength of the attractive interparticle force is very weak compared to the repulsive force, hence the main features of the self-organized structures cannot be affected very much by the attractive interpar-ticle potential. The particles are also subjected to a radial drag force that is directed towards the system boundary. It is found that in the multispecies particle system shells separated by bandlike voids can occur. In a single-species particle system, only a single shell with a central void can be formed in the presence of a suitable ion drag force ͓23,24͔. Experimental and theoretical studies have also shown that the ion drag force is necessary for the formation of voids in dusty discharges ͓25-28͔. On the other hand, voids can also appear in colloidal polymer dispersions without any drag force ͓29͔ if there is an attractive force between the colloidal particles ͓21,22,29͔. These results have motivated us to extend the repulsive Coulomb interparticle force used by Nelissen et al. to a screened Coulomb force and to vary the range and strength of the attractive interparticle force and investigate their effects on the steady-state configurations of the system. In order to uncover new steady-state configurations in such a system, we shall consider here an attractive force that is comparable to the repulsive force. We shall also consider the effect of a larger number of particles on the system minimum-energy configurations. In order that the results here be valid for colloidal as well as charged-dust systems, the ion drag force ͓23-28͔, which is unique for dusty discharge plasmas, is not included. Our study should be useful for the understanding of pattern formation in 2D confined systems with single as well as multiple species of particles, or other systems with competing interaction forces. They are also useful in the design of small structures used in nanotechnological applications ͓30͔.
The paper is organized as follows. In Sec. II, we present and discuss our 2D model system, focusing on a singlespecies system of charged particles confined in a quadratic trap and interacting through competing attractive and repulsive potentials. The details of the MD simulation process are also given. In Sec. III, we investigate the different minimumenergy configurations of our system with respect to the strength of the attractive and repulsive forces. A conclusion is given in Sec. IV.
II. MODEL SYSTEM
We assume that the interparticle interaction is governed by a pure or screened Coulomb repulsive potential ͓31-37͔ and a short-ranged attractive potential as given in Refs. ͓8-10,23͔. The particles are confined by a 2D quadratic trap centered at the origin ͓38-43͔, and are constrained to move on a horizontal ͑x , y͒ plane. The dimensionless Hamiltonian of the system is H = K + U, where K is the kinetic energy, and
is the potential energy, where N is the total number of particles, U i = mr i 2 is the confinement potential energy of the particle i ͑=1, ... ,N͒ located at position r i in the quadratic trap, and U ij = q 2 e −␣r ij / r ij − Be −␤r ij is the interparticle potential energy between the particles i and j separated by a distance r ij = ͉r i − r j ͉. In Eq. ͑1͒, the length and energy are normalized by r 0 = ͑2Q 2 / M 0 2 ͒ 1/3 and E 0 = M 0 2 r 0 2 / 2, respectively, where M and Q are the reference mass and charge, 0 is the trapping frequency, and is the dielectric constant of the medium. In the expressions U i and U ij , m and q are the particle mass and charge normalized by M and Q, respectively. In U ij , the first and second terms are the repulsive and attractive interparticle potential energies, respectively, and the parameters ␣ −1 , ␤ −1 , and B characterize the repulsivepotential screening length, the attractive-potential screening length, and the strength of the attractive potential, respectively. In the minimum-energy state, we expect H → U.
Molecular dynamics simulation is used to follow the evolution of the particles. The equation of motion for particle i ͑=1, ... ,N͒ is
where ١ = e x ‫ץ‬ x + e y ‫ץ‬ y , e x and e y are the unit vectors in the x and y directions, respectively, t is time ͑normalized by ͱ 2 0 −1 ͒, and is the frictional coefficient due to collisions with the neutral particles in the medium. In the simulation, a Nosé-Hoover thermostat ͓44͔ is used to control the system temperature, and the frictional coefficient depends on the instantaneous thermal kinetic energy of the system. The temperature is determined from
is the velocity of particle i. A cutoff radius of r c = 30 is used in calculating the interparticle potential energy. We use the Verlet integrator ͓45͔ to solve Eq. ͑2͒. The integration time step is 0.003 0 −1 . We start each run from an initial random phase-space particle distribution at a high temperature T = 0.05→ 1.0. The system is then slowly annealed at a rate ⌬T = 2.5ϫ 10 −9 /step until a minimum-energy state is reached at a temperature T Շ O͑10 −6 ͒. The annealing rate is kept low in order to prevent the system from being quenched into possible intermediate metastable states. The accuracy of the simulation has been verified by reproducing the ground-state configurations of the clusters found in Ref.
͓10͔ which used the Monte Carlo method. We also ran the same systems with different random initial spatial and velocity distributions and found the same final steady-state configurations, which further verified our program. We investigate the minimum-energy configurations for different combinations of the repulsive-potential screening length ␣ −1 , attractive-potential screening length ␤ −1 , and attraction strength B in order to see the effects of the competing repulsive and attractive interparticle forces on the system structures. For convenience, we set m = 1 and q = 1, so that M and Q are the particle mass and charge, respectively. In addition, we have kept the quadratic confining potential fixed, since our focus here is on the effects of the interparticle repulsive and attractive forces.
III. SIMULATION RESULTS
Before we present our simulation results, let us first look at the effects of the competition between the interparticle repulsive and attractive forces on the potential energy of the interaction. We shall set our parameter range based on Ref.
͓10͔, in which particles confined in a 2D trap were found to self-organize into rings around the trap center when the inverse repulsive-potential screening length ␣ = 0.0, the inverse attractive-potential screening length ␤ ϳ 4.0, and the attraction strength B ϳ 6.0. In this paper, we explore the system configurations in the neighborhood of this regime, i.e., ␤ ഛ 4.0 at fixed B = 6.0, and B Ͼ 6.0 at fixed ␤ = 4.0, for different values of ␣, with the aim of elucidating the effects of the interparticle attractive force on the system steady-state configurations. Figure 1 shows the total interparticle potential energy U ij ͑r͒ as a function of the distance r between particles i and j. Note that Fig. 1͑a͒ is for fixed attraction strength B = 6.0 with different inverse screening lengths of the repulsive ͑␣͒ and attractive ͑␤͒ potentials, while Fig. 1͑b͒ is for fixed ␤ = 4.0 with different ␣ and B values. The figures show that at fixed ␤ and B, as the repulsive-potential screening length ͑␣ −1 ͒ decreases, the potential energy falls rapidly as r increases, so that the particles will encounter a strong interparticle repulsive force at a relatively smaller r. Inclusion of the attractive potential leads to the appearance of a well in the interaction potential, with the minimum at the point where the interparticle attractive and repulsive forces balance. The competition between the interparticle repulsive and attractive forces can be studied by fixing ␤ and ␣, while adjusting B, or by fixing B and ␣, while adjusting ␤, etc. For example, in Fig. 1͑b͒ , when ␣ is fixed and ␤ = 4.0, an increase in the attraction strength B decreases the total interparticle potential energy. The increasing dominance of the attractive interparticle force is exhibited by a sharp drop in the potential energy at smaller r, and the appearance of potential minima: at B = 8.0 when ␣ =0; at B = 7.5 and 8.0 when ␣ = 0.9; and at B = 6.5-8.0 when ␣ = 1.7. When the interparticle repulsive force is reduced by increasing ␣, the attractive interparticle force exerts greater influence, and one observes an even sharper drop of the total potential energy to a negative value, such as at B = 6.5-8.0 when ␣ = 1.7 and ␤ = 4.0. In fact, energy maxima can also be observed in some energy curves, such as that for ␣ =0, ␤ = 2.8 and 3.0, and ␣ = 1.1, ␤ = 3.5 with B = 6.0 ͓Fig. 1͑a͔͒, and at ␣ =0, B = 8.0 and ␣ = 0.9, B = 7.5 and 8.0 with ␤ = 4.0 ͓Fig. 1͑b͔͒, a result of the close competition between the interparticle repulsive and ͑short-ranged͒ attractive potentials. Here two configurations are possible: when the particles are close to each other and when they are far from each other. In a confined system, the final system configuration, obtained by minimizing the total system energy, is determined by the combined effects of the interparticle repulsive and attractive forces as well as the external confining force. One expects that the competition between the different forces also leads to structural transitions between the different minimum-energy configurations.
We shall first investigate the minimum-energy configurations of a system consisting of N = 250 particles at different ␣ and ␤ ഛ 4.0 for B = 6.0, and different ␣ and B Ͼ 6.0 at ␤ = 4.0. This should allow us to determine the relative effects of the interparticle attractive and repulsive forces on the system configuration. We shall then consider a larger system with N = 400 by varying ␣, ␤, and B to see if physically new configurations can appear.
A. System with particle number N = 250
Screening effects of the repulsive and attractive forces
Typical minimum-energy configurations of a system with N = 250 at different inverse repulsive-potential screening length ␣ and inverse attractive-potential screening length ␤ for a fixed attraction strength B = 6.0 are shown in Fig. 2 . The subfigures, all of the same arbitrary scale, are arranged such that the columns show the effects of ␣, and the rows show the effects of ␤. A common feature discernible from Fig. 2 is that at a fixed ␤ as ␣ increases, the overall system size is reduced, and the structure becomes more compact. This occurs because an increase in ␣ decreases the strength of the interparticle repulsive force at a fixed interparticle distance, which can also be understood from the potential energy curve shown in Fig. 1͑a͒ . Thus the confinement force moves the particles towards the system center, while the attractive interparticle force pulls the particles closer together, resulting in a more compact structure.
The first column of ͑a͒ The interparticle attraction strength is fixed at B = 6.0, for inverse repulsive-potential screening lengths ␣ =0 ͑solid lines͒ and ␣ = 1.1 ͑dotted lines͒, and inverse attractive-potential screening lengths ␤ = 2.8 ͑triangle͒, 3.0 ͑dia-mond͒, 3.5 ͑square͒, and 4.0 ͑circle͒. ͑b͒ The inverse attractivepotential screening length is fixed at ␤ = 4.0, for inverse repulsivepotential screening lengths ␣ =0 ͑solid lines͒, 0.9 ͑dashed lines͒, and 1.7 ͑dotted lines͒, and attraction strengths B = 6.5 ͑circle͒, 7.0 ͑square͒, 7.5 ͑diamond͒, and 8.0 ͑triangle͒.
containing particles arranged in the form of a crystal with a circular outer boundary. These configurations result from the action of the confining central force, which tends to pack the particles into an isotropic configuration. In addition, when ␣ = 0.5, 0.9, and 1.1 ͓Figs. 2͑a3͒-2͑a5͔͒, it can be observed that the configurations have become more compact at the system center. This is due to the weakening of the interparticle repulsive force, thus enabling the attractive force to squeeze the particles closer together and the appearance of a denser structure at the system center. Nonetheless, the interparticle repulsive force is still the dominating factor in determining the overall system configuration, since there is no minimum in the interparticle potential energy ͓Fig. 1͑a͒ when ␤ = 4.0 for ␣ = 0.0 and 1.1͔.
The second column of Fig. 2 , which is for inverse attractive-potential screening length ␤ = 3.5, shows the occurrence of complex structures at different ␣ values. For example, an outer shell and an inner spongelike structure appear in Fig. 2͑b1͒ . The spongelike structure is made up of a cluster of bubbles or voids, i.e., particle-free regions. It is of interest to note that almost everywhere the particles seem to be paired, although the physical significance of this phenomenon is at present unclear. Figure 2͑b2͒ ͑for ␣ = 0.3͒ shows a structure with an inner core which appears as a fairly homogeneous crystal. It is connected to an outer shell by 12 dustgrain bridges. One may surmise that this crystal core is formed by the collapse of the spongy inner core in Fig. 2͑b1͒ because of the reduced repulsive interparticle force. That is, in a system with attractive interparticle force ͓29͔, the interparticle repulsive force seems to be necessary for the formation of voids ͓46-48͔. With reduction of the repulsive force, the outer shell now approaches the inner core and the bridges connecting them begin to collapse ͓see Fig. 2͑b3͒ for ␣ = 0.5͔. A further decrease in the repulsive force produces the expected homogeneous high-density cluster, as can be seen in Figs. 2͑b4͒ and 2͑b5͒ for ␣ = 0.9 and ␣ = 1.1, respectively. These results are due to the gradual dominance of the interparticle attractive force ͓see Fig. 1͑a͒ for ␤ = 3.5͔. The decrease in the total interparticle potential energy with the eventual formation of a shallow energy minimum as ␣ increases leads to the transition from the spongelike structures ͓Figs. 2͑b1͒-2͑b3͔͒ to the high-density clusters ͓Figs. 2͑b4͒-2͑b5͔͒. The results here can be relevant to some biological and botanical patterns and can thus be useful in the search for what might be the driving forces behind the latter's formation.
In the third column of Fig. 2 , which is for the inverse attractive-potential screening length ␤ = 3.0, one finds patterns of circular shells separated by bandlike voids, with or without a central cluster. Figure 2͑c1͒ shows two shells and a central cluster, but without any bridge. Note that the thickness of the shells is larger than that of Fig. 2͑b1͒ with ␤ = 3.5. This is because a smaller ␤ is associated with an increase in the range of the interparticle attractive force, so that more particles are being drawn to each other, giving rise to a thicker shell. The shells are also observed to be nonuniform in thickness and roughly equally spaced, which is a direct manifestation of the short-ranged nature of the interparticle attractive force. In addition, the interparticle repulsive force ensures a clear separation of the shells from each other. In Fig. 2͑c2͒ for ␣ = 0.3, one observes a smaller system with two dense shells separated by a bandlike void and a circular central void region. By comparing with Fig. 2͑c1͒ , we can infer that the particles in the central cluster for ␣ = 0.0 have moved outward as ␣ is increased to 0.3. As discussed by Nelissen et al. ͓10͔ , such rearrangement minimizes the overall system energy when the interparticle attraction increases. As ␣ is further increased to 0.5, a dense shell and a central cluster separated by a bandlike void is attained, as shown in Fig. 2͑c3͒ . In other words, because of reduced interparticle repulsion the inner shell in Fig. 2͑c2͒ has now collapsed into a cluster. When ␣ = 0.9, a shell and a central void can be observed, as shown in Fig. 2͑c4͒ . When ␣ is further increased to 1.1, the entire system collapses into a small dense cluster, as shown in Fig. 2͑c5͒ . The different combinations of concentric shells and bandlike voids are the result of a balance among the competing interparticle forces and the external confinement force in the minimum-energy states. In fact, when ␤ = 3.0, the interparticle potential energy shows a welldefined minimum with a sharper drop in potential energy at small r ͓see Fig. 1͑a͔͒ . This enables the particles to get closer Note that in ͑a1͒, the interparticle repulsion has no screening ͑␣ = 0.0͒ but the interparticle attraction has strong screening ͑␤ = 4.0͒. In ͑d1͒, the repulsion has no screening and the attraction also has a weak screening ͑␤ = 2.8͒, the strong competition between the repulsive and attractive forces causes the particles to group into small clusters. In ͑d5͒, the repulsion has strong screening ͑␣ = 1.1͒ but the attraction has weak screening ͑␤ = 2.8͒, and the particles are grouped into a single dense cluster due to the strong interparticle attractive force.
together to form structures that are more compact. However, at ␣ = 0 and ␤ = 3.0 with B = 6.0, an energy maximum also appears in the energy curve, and the combined effects of the interparticle repulsive and attractive forces as well as the confinement force lead to shells with bandlike voids, as shown in Fig. 2͑c1͒ . When there is only an energy minimum but not an energy maximum, such as that for ␣ = 1.1 and ␤ = 3.0 with B = 6.0 ͓in Fig. 1͑a͔͒ , the strong interparticle attractive force draws the particles close together, leading to a single dense cluster as shown in Fig. 2͑c5͒ .
When the inverse attractive-potential screening length ␤ drops to 2.8, the last column of Fig. 2 shows that clusters as well as shells appear. In Fig. 2͑d1͒ , the particles group into a set of clusters with a fairly regular overall structure when ␣ = 0.0. Note that the number of particles in each cluster is different. Interestingly, the enhancement in range of the attractive interparticle force has broken up the bands in Fig.  2͑c1͒ ͑when ␤ = 3.0͒ to form localized clusters. Such a uniform arrangement of clusters within a 2D trap through a balance among the competing interparticle forces was also discussed in ͓10,47͔. As we switch on the screened potential, the overall system size reduces and seven clusters surrounding a larger cluster at the system center appear ͓see Fig.  2͑d2͒ for ␣ = 0.3͔. Then, as we adjust the screened potential, a rather radical transformation occurs-the separated clusters at the system edge of Fig. 2͑d2͒ become connected to form a circular shell, resulting in a dense shell surrounding a central cluster ͓see Fig. 2͑d3͒ for ␣ = 0.5͔. Remarkably, when we further change ␣ to 0.9, the structure of Fig. 2͑d3͒ breaks into two asymmetrically located clusters. Finally, when ␣ = 1.1, the entire system collapses into a dense cluster ͓see Fig. 2͑d5͔͒ . When ␤ = 2.8 and ␣ = 0 with B = 6.0, the interparticle potential energy shown in Fig. 1͑a͒ has an energy minimum as well as an energy maximum. The particles have the tendency to stay closer to each other, but the competition between the interparticle repulsive and attractive forces as well as the confinement force causes the formation of a regular array of clusters, as shown in Fig. 2͑d1͒ . When ␤ = 2.8 and ␣ = 1.1 with B = 6.0 ͓in Fig. 1͑a͔͒ , there is only a deep potential well ͑energy minimum͒ without any energy maximum. The strong interparticle attractive force draws the particles together, forming a single dense cluster, as shown in Fig. 2͑d5͒ . In the confinement potential, the dense clusters can also be in the form of a single dense shell with a central cluster of particles, as shown in Fig. 2͑d3͒ at ␤ = 2.8 and ␣ = 0.5 with B = 6.0.
One can also appreciate the effects of the interparticle attractive force on the minimum-energy configurations by fixing the inverse repulsive-potential screening length ␣. For example, by examining the first row of Fig. 2 when ␣ = 0.0 and ␤ is reducing, the particles are observed to change from a uniform crystal-like structure to a configuration with an outer shell and an inner spongelike feature, followed by a structure with two shells and a central cluster separated by bandlike voids, and finally, a regular arrangement of clusters. These transformations show the re-organizing effect determined by the range of the interparticle attractive force. Figure 1͑a͒ for ␣ = 0.0 shows that as ␤ decreases, the total interparticle potential energy is reduced at small r, showing the increasing influence of the interparticle attractive force.
The effects of inverse repulsive-potential screening length
␣ and attraction strength B
The effects of the competition among the interparticle forces on the system minimum-energy configuration can also be examined from another perspective, which is that it varies inverse repulsive-potential screening length ␣ and attraction strength B ͑Ͼ6.0͒ while fixing the inverse attractivepotential screening length ␤ = 4.0. Figure 3 shows typical Note that in the upper left corner ͑a1͒, the interparticle repulsion has no screening ͑␣ = 0.0͒ but the attraction has a strong screening ͑␤ = 4.0͒, however, the relatively strong attraction strength B = 6.5 leads to a spongelike structure when competing with the interparticle repulsive force. At the upper right corner ͑d1͒, the repulsion has no screening ͑the attraction has a strong screening ␤ = 4.0͒, but the large attraction strength B = 8.0 makes the particles grouped into some small clusters, demonstrating the strong interaction competition. At the right bottom corner ͑d7͒, the repulsion and attraction both have strong screenings with ␣ = 1.7 and ␤ = 4.0, respectively, and the large attraction strength B = 8.0 leads to the formation of a single dense cluster of particles. minimum-energy configurations of a system with N = 250 for such variations. Note that the columns show the effects of ␣ for a fixed B, while the rows show the effects of B for a fixed ␣. As before, at a fixed B and ␤, with increasing ␣, we expect an overall reduction in the system size, corresponding to the decrease in the interparticle potential energy shown in Fig. 1͑b͒ .
By enhancing the interparticle attractive force through increasing attraction strength B from 6.0 to 6.5 at inverse repulsive-potential screening length ␣ = 0.0 and inverse attractive-potential screening length ␤ = 4.0, a complex structure emerges from the crystal-like structure ͓see Fig. 3͑a1͒ , and compare this structure with that of Fig. 2͑a1͔͒ . Interestingly, this new structure has the appearance of a set of shells with bridges of particles connecting between them. At B = 6.5, as ␣ is increased from 0.0 to 0.3 and 0.5, the system configurations take the form of a shell of particles surrounding a central cluster, with tiny bridges connecting them at random points ͓see Figs. 3͑a2͒ and 3͑a3͔͒. Furthermore, the particle density at the system center is higher than that at the system edges. When ␣ ജ 0.9, the entire system has collapsed into a compact cluster due to the weakened interparticle repulsion ͓see Figs. 3͑a4͒-3͑a7͔͒. Figures 1͑a͒ and 1͑b͒ show that increasing B from 6.0 to 6.5 at ␣ = 0.0 and ␤ = 4.0 decreases the interparticle potential energy. However, no energy minimum is observed, implying that the interparticle attractive force is still not strong enough to dominate the total interparticle potential energy to make any abrupt structural changes to the system configuration. Hence the complex configuration remains. However, at ␤ = 4.0 and B = 6.5, an increase in ␣ leads to a drop in the interparticle potential energy. At ␣ = 1.7, an energy minimum appears ͓see Fig.  1͑b͔͒ , leading to a single dense cluster, as shown in Fig.  3͑a7͒ .
Next, we consider a higher attractive interparticle force, namely attraction strength B = 7.0. As shown in Fig. 3͑b1͒ , four thin and equally spaced shells with nonuniform thickness are observed. By comparing with the configuration shown in Fig. 3͑a1͒ , we observe that the intershell bridges have been destroyed by a greater short-ranged attractive force. When ␣ = 0.3, a complex structure, with an outer shell and two connected noncircular inner shells with a central cluster, is formed ͓see Fig. 3͑b2͔͒ . When ␣ becomes 0.5, three shells appear with six bridges linking the inner two shells, resulting in a structure with six small voids and a central void ͓Fig. 3͑b3͔͒. These seven voids are organized into a hexagonal configuration by a delicate balance among the forces acting on the particles. At ␣ = 0.9, the connected inner shells of Fig. 3͑b3͒ have collapsed into a compact cluster, which then joins with the outer shell through eight bridges. The resulting structure is a regular array of eight small voids ͓see Fig. 3͑b4͔͒. For ␣ ജ 1.2, Figs. 3͑b5͒-3͑b7͒ show that the entire system has collapsed into a dense cluster. Figure 1͑b͒ shows that at fixed ␤ = 4.0 and ␣ = 0.0, as B increases from 6.5 to 7.0, the interparticle potential energy decreases without the appearance of an energy minimum. The strong competition among the interparticle forces leads to the formation of several thin shells separated by bandlike voids. On the other hand, when ␤ = 4.0 and B = 7.0, an energy minimum starts to appear in the potential energy when ␣ = 1.7 ͓Fig. 1͑b͔͒, demonstrating the dominance of the interparticle attractive force. The result is a single dense cluster as shown in Fig. 3͑b7͒ .
Let us now set attraction strength B to 7.5 and examine the minimum-energy states at different ␣ values. Under the action of a pure Coulomb repulsive interparticle force ͑␣ = 0.0͒, many small clusters arranged in a crystal-like structure appear ͓see Fig. 3͑c1͔͒ . As discussed in Ref. ͓10͔, each cluster can be treated as a particle with effective mass and charge. Compared to Fig. 3͑b1͒ , one observes that the shells have broken up into small clusters due to a new balance of forces triggered by an increase in the interparticle attractive force. Increasing ␣ to 0.3, the inner clusters become connected, forming two closed shells as the attractive force draws the particles together as the repulsive force weakens. However, the repulsive force is still strong enough to prevent the joining up of the clusters at the system edge. Hence small clusters remain at the outer ring which surrounds the two inner shells ͓see Fig. 3͑c2͔͒ . A further weakening of the repulsive force with ␣ = 0.5 then enables the attractive force to connect up these clusters to form a closed shell, while the innermost shell of Fig. 3͑c2͒ collapses into a central cluster ͓see Fig. 3͑c3͔͒ . By increasing ␣ to 0.9, 1.2, 1.5, and 1.7, the minimum-energy configurations are found to possess the respective forms of Figs. 2͑c2͒-2͑c5͒ ͓see Figs. 3͑c4͒-3͑c7͔͒. Based on the interparticle potential energy given in Fig. 1͑b͒ , one can see that complex particle configurations occur before the appearance of clear energy minima in the interparticle potential energy when ␤ = 4.0 and B = 7.5. When ␣ = 0.9, there is a minimum as well as a maximum in the potential energy, and the delicate competition between the interparticle repulsive and attractive forces as well as the confinement force leads to the formation of shells separated by a bandlike void, as shown in Fig. 3͑c4͒ . At ␣ = 1.7 and B = 7.5 with ␤ = 4.0, there is only a minimum in the potential energy, and the strong attractive force draws the particles together, forming a single dense cluster, as shown in Fig. 3͑c7͒ .
Finally, we set the attraction strength B to 8.0. With a larger interparticle attractive force, the particles have a greater tendency to gather into clusters and organize into crystal-like structures ͓see Figs. 3͑d1͒-3͑d3͔͒ . The clusters are also denser and more separated from each other. As the interparticle repulsive force is reduced, the clusters begin to approach each other. At ␣ = 0.9, the inner clusters become close enough for the attractive force to dominate. A closed shell surrounded by an outer ring of clusters is formed, as shown in Fig. 3͑d4͒ . When ␣ = 1.2, the system of particles gets even closer together, leading to the formation of seven clusters, which are organized into a hexagonal structure ͓see Fig. 3͑d5͔͒ . Then, at ␣ = 1.5, three clusters appear ͓see Fig.  3͑d6͔͒ ; and the entire system collapses into a single small dense cluster as ␣ reaches 1.7 ͓see Fig. 3͑d7͔͒ . These transitions can be understood from Fig. 1͑b͒ when ␤ = 4.0 and B = 8.0. For example, at ␣ = 0.0 and 0.9, both minimum and maximum appear in the interparticle potential energy, leading to the formation of small clusters, as shown in Figs. 3͑d1͒ and 3͑d4͒. At ␣ = 1.7 and B = 8.0, with only an energy minimum in the potential energy ͓in Fig. 1͑b͔͒ , the strong attractive force leads to a single dense cluster, as shown in Fig. 3͑d7͒. These results show that different system configurations can be obtained through varying the parameters ␤, B, and ␣. In particular, when ␤ = 3.0 and B = 6.0 ͓refer to Figs. 2͑c1͒-2͑c5͔͒ or ␤ = 4.0 and B = 7.5 ͓see Figs. 3͑c3͒-3͑c7͔͒, concentric shells separated by bandlike voids are observed, which is due to the delicate balance among the interparticle repulsive and attractive forces as well as confinement force acting on the particles in minimizing the total system energy. When there are minimum and maximum observed in the interparticle potential energy, the configurations such as shells separated by bandlike voids and the clusters organized in a crystal-like structure are likely to be formed. In fact, similar structures of shells separated by bandlike voids have been detected in a dusty plasma system ͓23-25͔. Figure 4 shows the typical minimum-energy configurations of a system with N = 400 particles at the inverse attractive-potential screening length ␤ = 3.0 and attraction strength B = 6.0, for different values of the inverse repulsivepotential screening length ␣. As the range of parameters employed in Fig. 4 almost corresponds to those of Figs. 2͑c1͒-2͑c5͒, we expect the corresponding system configurations to be similar. This is indeed the case except the structure in Fig.  4͑a4͒ . In Fig. 4͑a1͒ for ␣ = 0.0, one finds three concentric shells, two bandlike voids, and a central void. As ␣ is increased to 0.3, the overall size of the system falls, with the innermost shell collapses into a central cluster because of the reduced interparticle repulsion ͓see Fig. 4͑a2͔͒ . One sees that a larger particle number leads to thicker shells, which increases the possibility of bridging between the shells. This occurs at ␣ = 0.7 ͓see Fig. 4͑a4͔͒ , where four bridges connect an inner cluster to the outer shell, leading to four voids organized into a regular structure. Thus for a system consisting of a larger number of particles, not only concentric shells separated by bandlike voids, but also multivoids, can occur. In dusty plasma system, as discussed in Refs. ͓23-25͔, such multivoid configurations have yet to be observed.
The effect of particle number is easily discernible in this parameter range when compared with the corresponding configurations shown in Figs. 3͑c1͒-3͑c7͒. In Fig. 5͑a1͒ when inverse repulsive-potential screening length ␣ = 0.0, instead of small clusters arranged in a crystal-like structure, the minimum-energy configuration now takes the form of two closed inner shells surrounded by shells that are broken by clusters of particles. More precisely, the outermost shell is almost completely broken into small clusters, but the neighboring shell is only partially broken. The particles are organized into different lines on a ring or a shell. Similar brokenshell stripes were also reported in Ref. ͓10͔. As ␣ is increased to 0.3 and 0.5, configurations with closed shells and bandlike voids are formed, as shown in Figs. 5͑a2͒ and 5͑a3͒. Noting again that larger particle number tends to form thicker shells, one expects bridgelike structures to appear. This indeed happens at ␣ = 0.9, for which the system size is greatly reduced and the density has become higher. Bridges appear between the shells and the central cluster, resulting in 11 small voids. The voids are organized into a regular structure, with three voids located near the system center and eight voids surrounding them, as shown in Fig. 5͑a4͒ . A further increase of ␣ to 1.1 leads to the appearance of two shells that are bridged together. The seven voids between the bridges form a hexagonal structure, as shown in Fig. 5͑a5͒ . At ␣ = 1.2 the entire system becomes more compact, with one shell bridged to a central cluster, with five voids arranged into a pentagon structure, as shown in Fig. 5͑a6͒ . Finally, increasing ␣ to 1.5 and 1.8 leads to structures that are similar to that of Figs. 3͑c6͒ and 3͑c7͒, respectively ͓see Figs. 5͑a7͒ and 5͑a8͔͒.
We have also considered the N = 400 system for other values of ␤, B, and ␣ as in Figs since they possess more distinct features, such as the regular multiple voids. These structures are a consequence of the complex competition among the different forces acting on the particles in the minimum-energy states.
IV. CONCLUSIONS
We have investigated the self-assembly of a 2D system of single-species of charged particles in a quadratic trap, interacting through a pure or screened Coulomb repulsive potential and a short-ranged attractive potential by means of MD simulation. Our results show that a wide variety of minimum-energy configurations can occur as we vary the strengths of the interparticle repulsive and attractive forces. More specifically, at the inverse attractive-potential screening length ␤ = 3.0 and attraction strength B = 6.0, or ␤ = 4.0 and B = 7.5, we found that concentric shells separated by bandlike voids, and connected shells with regular patterns of multivoids, such as hexagonal and pentagonal patterns, can be obtained at suitable levels of the screened repulsive interparticle potential. These system configurations are due to the complex competition among the interparticle repulsive and attractive forces as well as the confinement force acting on the particles in minimizing the total system energy. When there are minimum and maximum observed in the interparticle potential energy, configurations such as shells separated by bandlike voids and the clusters organized in a crystal-like structure are likely to be formed. Furthermore, when the number of particles in the system becomes large, we found that an even larger range of patterns becomes feasible. It is interesting that the intricate balance between the interparticle repulsive and attractive forces, together with the confinement force, can give rise to such a variety of complex patterns.
In earlier studies on 2D dusty plasma systems consisting of multispecies charged particles with equal mass-to-charge ratio confined in a quadratic trap, it was found that system configurations with concentric shells separated by bandlike voids can only be obtained if the systems are also subjected to a radially outward drag force ͓23-25͔. In a single-species system under a strong drag force, the only possible configuration is a single shell with a central void ͓23-26͔. Theoretical studies have also found that the ion drag force is necessary for void formation in dusty plasmas ͓27,28͔. In Liu et al.'s studies ͓23-25͔, the attractive interparticle force ͓26,34,49͔ was introduced to simulate the cohesive effects of the background plasma and neutral particles on the charged dusts in the experiments, and the strength of the attractive force is very weak in comparison with the interparticle repulsive force in affecting the system configurations. According to our results, if the interparticle attractive force is strong enough, even in absence of the ion drag force, the concentric shells with bandlike voids can occur in a single-species particle system confined by a quadratic trap. However, in dusty plasmas, it is unclear how strong is the attractive interparticle force, and how are the particle charge and mass distributed in the experiments ͓25͔. The dust grains in these dusty plasma experiments were chemically synthesized, and the structures of concentric shells and bandlike voids are only observed during the evolution of the grain growth process. A detailed comparison between simulation and experimental results is only possible if the charge and mass distributions of these dust grains can be measured. On the other hand, in colloidal polymer dispersions voids have also been observed in the absence of any outward drag force ͓29͔. This implies that there must exist an attractive force between the colloidal particles, as researchers have already suggested ͓21,22,29͔.
Although our results are for 2D systems, they can be useful in roughly predicting pattern formations in a corresponding three-dimensional ͑3D͒ systems, since the force balance in a 2D cross section of a 3D system can be similar to the 2D system. In 3D systems, structures such as concentric spherical shells separated by spherical-shell voids, spherical shells with a uniform arrangement of multivoids, and spherical shell with solid clusters, have also been observed in polymer surfactant nanodroplets systems ͓50͔, amphiphilic block copolymer solutions ͓51͔, as well as charged dust systems ͓25͔. The studies here can provide a perspective on the manner in which charged particles self-organize under competing forces. Our results on pattern structures can also be useful in the design and creation of specific micro-and nanoscale functional materials for modern technological applications such as microfuel cells, high-capacity batteries, efficient catalysts and sensors ͓30͔. Appropriate patterning of semiconductor and other materials is also crucial in modern microelectronics and optoelectronics, as well as in tissue engineering, drug delivery, microfluidics, etc. Our results can also serve as a guide for future experiments and theories on the effects of interparticle forces in complex systems such as the dusty plasmas and the colloidal solutions.
