We propose a TV priori guided deep learning method for single image super-resolution (SR). The new up-sample method based on TV priori information, new learning algorithm and neural networks architecture are embraced in our TV Priori Guided Convolutional Neural Network which directly learns an end-to-end mapping between the low/high-resolution images. There are three aspects of the innovation of our algorithm. First, in many deep learning based super-resolution algorithms, an input image is up-sampled via bicubic interpolation before they fed into the network. So we define a set of discrete TV council's templates to extract TV priori information. Second, we put TV priori information into non-local regression frame, and propose a non-local TV interpolation; Then, non-local TV interpolated images are fed into the network. We conduct a number of experiments to evaluate the effectiveness TV priori guided CNN.
Introduction
Currently, image super-resolution reconstruction(SR) is a fairly active research field , as it provides solutions overcoming low-resolution limitations from cell phone imaging to remote sensing imaging to medical imaging. Low-quality images are usually caused by low-cost sensor capture, narrow bandwidth transfer and bad light interference. However, when low-quality images are widely used for high-definition display, visual analysis and recognition tasks [1, 2, 3 ,37] they tend to be displayed in higher resolution versions. Although this problem has been studied, image super-resolution is still a highly challenging task that estimates a high-resolution(HR) version from the content of low-resolution images(LR). From Figure 1 , it can be seen that a small image is firstly enlarged into a big scale image. For one point in small image, three points need to be estimated in reconstructed image. This problem is inherently ill-posed since it is difficult to obtain abundant information including content, light condition and regression(e.g. blur, noise, etc.) from images. This under-determined inverse problem will lead to a unique solution, though people have tried to design optimization methods and expression models. By now, people only can do everything possible to dig prior knowledge to build model which observes mapping relationship from low-resolution images to high-resolution images. Then, super-resolution reconstruction algorithm can be designed based on this generation model to reproduce high-resolution images.
A class of SR approaches use simple linear function to upsample, such as Bilinear or Bicubic and S-Spline [4] [5] . However, this kind of reconstruction-based SR algorithms always work badly when a larger magnification factor is desired. At the same time, the quality of small images is also closely related to the quality of algorithms [6] . Some researches tended to find more powerful local descriptive model, Dai et al. used image patches as local represent model, and reconstruct descriptors between background/foreground [7] . Sun et al. added the gradient prior information into local image structure [8] . Such class of SR approaches usually tended to introduce more complex structures (patches, etc.) and auxiliary judgment information(gradient, edge detection information, etc.). But most of them are not learningbased, i.e. these approaches fix an invariant set of parameters of models for different content of image data. So over-smoothing or burr phenomena often happen when these approaches process natural images with different texture contents.
The second class of SR approaches is learning-based, which tries to use machine techniques to learning parameters of representative models. Among them, some approaches dig internal similarities from the same LR image [9] [10] [11] , then use regression methods to restore those blank points. These restoration techniques have been discussed, improved and applied widely in image denoising field [12] [13] [14] [15] . Some other approaches are example-based methods. They dig similarities from external image pairs or image set, for example they trained mapping functions from low/high resolution image pairs [16] [17] [18] . Since the above methods can learn the parameters of the model through a large number of learning samples during the learning process, they generally obtain more excellent results. At the same time, due to too many data acceleration strategy or pre-treatment (such as sparse-coding, Low-Rank Kernel, clustering and PCA) often needs to be considered [19] [20] [21] [22] [23] 37, 38] .
Recently, deep learning methods provide a new solution idea for SR methods which learn a mapping between the LR and HR images. Dong et al. firstly addressed a CNN to learn a mapping from LR to HR and named Super-Resolution Convolutional Neural Network(SRCNN) [24] . SRCNN owns simple networks architecture but excellent results. Kim et al. first introduced the residual network for training very deeper superresolution networks named (VDSR), which can handle multiscales resolutions jointly in same network [25] . However, we find these networks still exists some limitations in terms of network architectures. First, most SR methods adopt Bicubic as pre-processing step, but traditional Bicubic interpolation is local linear function, so its reconstruction performance is not sensitive to minor architectural changes. Second, pre-processing layer of the neural network is not made the best of self-similarity.
In this work, we propose a TV priori information guided super-resolution reconstruction using. Aiming at two points of weakness mentioned above, we firstly adopt Maximal-Order Bsplines as pre-processing step, and then defined a set of discrete TV templates to dig potential texture content priors; second, we use TV priori information into a non local self-learning framework. In addition, this TV priori information is embed to a integrated deep convolutional neural networks.
Overall, the contributions of this study are mainly inhere aspects: (1) we present a fully TV deep convolutional neural network for image super-resolution. The network directly learns an end-to-end mapping between (2) non-local self-similarity learning will provide guidance for the design of the network structure.
Related work

Image Super-Resolution method
Early super-resolution approaches usually use interpolation techniques, and most of these methods are local. However, those methods exhibit limitations in predicting. Because linear kernel functions only can partial approximation due to limited amount of data. So example-based methods usually are adopt to improve the compatibility of the model with the data. Internal examplebased methods exploit the self-similarity property from single image; it is widely used in image denoising field [15] . Glasner used priori information into a regression [10] . Some examplebased methods are proposed, these studies vary on how to learn a compact dictionary or manifold space between low resolution 3 and high solution [19, 23, 26, 28] . Most of them use Bicubic as a pre-processing step.
After up-sampling step, amplified images by linear methods (like Bicubic) often lose some detail due to smoothing. Therefore, how to excavate prior information to guide image repair is a key issue. According to the image prior's information, image super resolution algorithms usually use prediction models, edge based methods, image statistical models as an auxiliary information for algorithm analysis. And then, example-based learning methods usually are adopted to estimate detailed parameters [10, 18, 26, 27] .
Convolutional Neural Networks
Recently, Convolutional neural networks (CNN) has led to dramatic improvements in SR. Dong et al. [24] first proposed a deep learning-based SR method, and they speeded up it [36] . Kim et al. [18] first introduced the residual network for training much deeper network architectures.
It can be seen, many deep learning based super-resolution algorithms, an input image is upsampled via bicubic interpolation before they fed into the network [24, 36] . However, when image magnification factor is high, the effect of bicubic is often poor.
In this work, we change bicubic as a B-spline interpolation algorithm. And added a non-local TV priori step to enhance detail information.
TV Priori Information Guided Convolutional Neural Networks for Super-resolution.
TV priori information extract
TV model is proposed by Rudin firstly [29] , a significant advantage of TV model is that it allows discontinuity points exist in variation function space BV( )  (it leads to an underlying sparse solution). Set
is a bounded open collection, it is usually assumed to be a Lipschitz domain. Assume U can be expressed as function u(i,j), and u is smooth. The TV express of u is:
Here, u satisfies the following constraint conditions:
Further, the document [30] defines 8 kinds of contour templates to discretize the contour stencils(CS) information of the integral region, CS is defined as: 
For each pixel, they find aimed at the contour stencils which value of ( We can get directional information using these TV contour stencils. Figure 2 shows directional priori information from a part of tested image, each block own two main directions. 
TV priori in non-local regression frame
For a enhancing pixel (i,j) in patch P, we can get a set of most similar patches Q. We denote the contour stencil of P as CSp, the contour stencil of Q as CSq. We adopt contour stencils to build filter because they contains more priori information. In the regression framework, we can use these contour stencils to construct non local regression. Let the restored gray value of the corrupted pixel be (
which is obtained by weighted averaging as follows:
Here, any CSq belong to the similar patches R, (CS , ) 
Here, mm is the number of similar contour stencils. The spe cific definition of (CS , ) 
Here,  is used to control strength of the filtering corrosion.
TV prior CNN
So far, all patches in set are fed in TV priori non-local to enhance. We input these patches into our networks. Our networks own three layers, in each layers, we define a set of filters and operators to generate mappings. In the first layer, we represent these patches by a set of bases. The operation can by describe as follows:
where W and B represent the bases filter set and biases respectively, size of filter is f1. We denote the number of bases filters is n, and filter's size is same to size of patch. So, each patch is applied n convolutions. The convolutional result of each patch is corresponding an ndimensional feature map. Then we apply the Rectified Linear Unit (ReLU, max(0,x)) [24] on the filter responses to obtain more non-linearity.
Experiments
In this section, empirical results are shown. We compare our TV priori information network against the sate-of-the-art baseline algorithms.
Experiment setting
Dateset We employ a public training set from [20, 31] , which contains 91and 200 training images sets respectively. During testing, we use three different sets to evaluate our algorithm, i.e. set 5[32], set14 [33] and BSD100 [22] . Each image set also own corresponding Ground Truth sets.
Baseline algorithm we use seven existing algorithms as baselines, including 5 traditional algorithms and two neural network based one.
The traditional algorithms A+ [22] , SelfExSR [34] , RFL [35] , KK [18] and ANR [26] . The neural network based algorithms are SRCNN-s proposed in [24] and FSRCNN-s proposed in [36] . Evaluation Metric The peak signal-to-noise ratio (PSNR) is adopted to measure the objective performance of our algorithm. PSNR is defined as follows. 
Here, MSE is Mean Square Error, it is defined in Formula 8.
Performance Comparison
Table2 shows comparisons results with several classical interpolations. It can be seen that our TV priori information guided CNN can obtains higher PSNR scores. The visual results are also compared in Figure 5 . We compared image flowers, image foreman and image head, respectively. 
Conclusion
We propose a TV priori guided deep learning method for single image super-resolution (SR). The new up-sample method based on TV priori information, new learning algorithm and neural networks architecture are embraced in our TV Priori 6 Guided Convolutional Neural Network which directly learns an end-to-end mapping between the low/high-resolution images. There are three aspects of the innovation of our algorithm. First, in many deep learning based super-resolution algorithms, an input image is up-sampled via bicubic interpolation before they fed into the network.
