To recognize a target object, the brain implements strategies which involve a combination of externally sensorydriven and internally task-driven mechanisms. While several studies have suggested a role for frontal brain areas in enhancing task-related representations in visual cortices, especially in the lateral-occipital cortex, they have remained silent about the type of information transferred to visual areas. However, the recently developed methods of representational connectivity analysis, allowed us to track the movement of different types of information in the brain. Accordingly, we designed an EEG object detection experiment and inspected the spatiotemporal dynamics of category-and target-related information across the brain. Results showed that the prefrontal area initiated the processing of target-related information. This information was then transferred to posterior brain areas during stimulus presentation probably to facilitate object detection and to direct the decision-making procedure. We also observed that, as compared to category-related information, the target-related information could predict the behavioral performance more accurately, suggesting the dominant representation of internal compared to external information in brain signals. These results provided new evidence about the role of prefrontal cortices in the processing of task-related information in the brain during object detection.
Introduction
In order to recognize an object and initiate the relevant motor action, the brain must process a combination of information provided by the external stimulus and the internal task/subjective goal. While the majority of studies have supported that visual object processing is majorly undertaken by feed-forward brain mechanisms ( [1] [2] [3] [4] 59 ]; see [5] for a review), mounting studies argue against this view by providing evidence for the significant contributions from top-down task-dependent processes in object precessing [6] [7] [8] [9] [10] . The task effects are generally imposed on sensory processing by mechanisms associated with prediction [11] , expectation [12] [13] [14] and attention [15] [16] [17] [18] [19] [20] .
In object detection, these top-down effects drastically modulate object representations at many regions of the ventral and dorsal visual streams, towards subjective goals [21] [22] [23] . Affected regions include the lateral occipital cortex (LOC; [15, 24, 60] ) and anterior inferior temporal cortex [25] , which have shown the effects prior to [18, 24, 26] and during [27, 60] the presentation of the stimulus.
A magnetoencephalography (MEG) study showed that the presence of a target object in a scene could be significantly decoded as early as 160 ms post-stimulus whereas the information about non-target objects could not be decoded until after 200 ms post-stimulus [60] . The information of target/non-target differentiation was mainly localized to the LOC. The authors suggested that the effect had been probably imposed by top-down signals from higher brain areas. Local filed potentials recorded from humans' temporal, parietal and frontal cortical areas during object detection showed modulation of gamma-band activities in inferior temporal cortex and fusiform gyri after 250 ms poststimulus onset [25] . The authors associated the observed gamma-band modulation to the reception of top-down signals from higher brain The cue was presented for 5 s, followed by stimuli from target and non-target categories presented in random order for 900 ms with 800 ms of inter-stimulus interval. Subjects were asked to press the 'space' key after the offset of target stimuli. Each subject had 48 trials broken into 3 blocks with rest time in between the blocks. (D), Behavioral performance for each subject in detecting the target (black) and non-target (gray) stimuli. Error bars indicate the standard error across trials. The black dashed lines in the accuracy and reaction time plots show respectively the median accuracy and reaction times across all subjects' data.
areas according to previous suggestions [28, 29] . A recent study, which fused MEG with functional magnetic resonance imaging (fMRI), showed that a sequence of overlapping and separate structures along the frontoparietal and occipitotemporal cortices undertook task processing [10] . They observed a late task effect which affected object representations only to an ignorable extent. They concluded that task effects dominated object representations in later downstream stages of the visual pathways.
Although these studies suggested the contribution of frontal brain areas to task-related effects observed in visual areas, it is unknown if the frontal areas initiated the processing of target-related information first and whether (if at all) the transferred signals contained task-related information or not. For example, simultaneous recording of frontal eye field (FEF) and V4 areas of monkeys showed that attention could enhance the oscillatory coupling between the two areas, especially in the gamma frequency band [28, 29] . The coupling was shown to be initiated in FEF and followed by activities in area V4 with the latency of around 8-13 ms, therefore considered as long-ranged attentional effects. In a human fMRI study, neural representations for predicted perception were observed in medial frontal cortex during a face-house discrimination task [11] . This was interpreted as a top-down predictive code for the detection of faces. An MEG-fMRI study, which investigated the spatiotemporal dynamics of object recognition in humans, suggested a two-pathway parallel model for object recognition in humans [8] . The authors verified the model by evaluating the connectivity between the orbitofrontal and visual cortices based on the shifting power of the signals.
All the mentioned studies evaluated the connectivity between the frontal and the visual areas based on indirect measures such as gammaband synchronization [28, 29] , shifting power [8] or causality in the activity signals [11] , but not the information contained in the transferred signals. Therefore, we still remain uncertain about the task-relevance of these connections. Moreover, as these studies concentrated on some specific areas [28, 29] or suffered from low temporal resolution of fMRI [11] , we could not evaluate the effects on the whole-brain scale or assess the temporal dynamics of information flow across different brain areas, respectively. Fortunately, recently-developed methods of multi-variate connectivity analysis ( [30, 27] ; see [31] , for a review), when combined with the temporally high-resolution electroencephalography (EEG) and MEG, can allow the evaluation of targetrelated information flow across different brain regions. These methods have shown great success in the evaluation of targeted information transfer in the brain [30, 27, 32] .
Here, in order to evaluate how (if at all) the task could influence the spatiotemporal dynamics of object processing in the human brain, we designed an object detection EEG study. Using the representational Granger causality analysis [27, 32] we observed a significant initial target-related effect in prefrontal areas when decoded the category-and target-related information from area-specific electrodes. The target-related information was observed in turn in frontal, parietal, occipital and temporal areas suggesting a backward spread of task effects initiating in prefrontal areas, while the category information moved from anterior to posterior areas in early windows and from posterior to anterior brain areas in later windows. These results provide deeper insights into the spatiotemporal dynamics of category-and task-related information processing in the brain.
Methods

Stimulus set
We used a subset of the well-known object image set of Kiani et al. [33] which is freely available at (http://www.cns.nyu.edu/kianilab/ Datasets.html#id4). The selected subset consisted of four categories of images namely 'Animals', 'Faces', 'Fruits' and' Objects' each of which contained twelve exemplars (48 unique stimuli in total). The selection of images from the original image set was based on an exhaustive search to find exemplars with minimal cross-category differences in luminance, contrast and object area. Some samples from the selected image set are shown in Fig. 1A . Images had an area of 175 × 175 pixel and subtended around 8°of visual angle when presented on the screen during the experiment.
Subjects
Twelve healthy volunteers participated in our single-session EEG recording experiment. The data from two subjects were removed from further analyses for being noisy and artefactual. The remaining ten subjects (mean age of 25.4 years, eight right-handed, four females) had normal or corrected to normal vision. All subjects signed informed consents. The experimental protocol followed the guidelines of Helsinki's declaration and was approved by the ethical review board of Shahid Rajaee Teacher Training University.
Experimental design and task
Subjects participated in a single-session target-detection experiment which lasted for about 40 min. They sat on a chair in a dimmed room facing a 35-cm-away Asus VG24QE monitor on which the stimuli were presented. The presentation of stimuli, as well as the recording of responses, were done using Matlab Psychtoolbox [34] . Each trial began with the presentation of a cue for 5000 ms which indicated the target category to which the subjects had to respond (Fig. 1C) . Specifically, subjects were asked to press the 'space' button of a computer keyboard (using their dominant hand) after the offset of the target stimulus and before the next stimulus appeared, which was 800 ms later. We chose a go/no-go paradigm as compared to two-alternative forced choice (2AFC) paradigm, as it was previously shown that the former could evoke a higher degree of target modulation [25] . Each trial included twelve stimuli, half of which were from the target category. The presentation of target/non-target stimuli were in random order for each subject and in each trial meaning that the six target stimuli could even appear consecutively. However, the frequency of target compared to non-target categories was not significantly different in any of the twelve positions in the presentation order across subjects (Wilcoxon's signed rank test, p < 0.05). Each unique stimulus was presented to each subject six times (three times as target) randomly across a total set of 48 trials. Accordingly, each subject was presented with a total of 576 (6 × 48) stimuli. The stimulus repetition was aimed at obtaining a higher degree of signal to noise ratio in analysis. The stimuli were presented in three runs (each run included 16 trials), with 2 inter-run rest times each of which lasted for five minutes. The subjects were instructed to remain as steady as possible during the recording runs but were allowed to move their body during the rest times. They underwent a very short training session, on a different subset of stimuli, prior to the main experiment to become familiar with the task.
EEG recordings and preprocessing
Electroencephalographic signals were recorded using a 32-channel amplifier with a sampling rate of 1000 Hz (eWave32; ScienceBeam Inc.; www.sciencebeam.com). The EEG amplifier also recorded the exact time instances of cue/stimulus presentation onsets using an optic sensor mounted on the corner of the monitor. The reference electrode was put on the right mastoid. We notch-filtered the recorded signals at 50 Hz to remove line noise and band-passed the signals in the range from 0.5 to 200 Hz respectively to remove signal drifts and high-frequency noise. The filters were FIR filters with 12 dB roll-off per octave. We epoched (windowed) the signals around to the stimulus from -500 to + 1500 ms relative to the stimulus onset. In order to remove the artifacts from signals, we decomposed the signals using Independent Component Analysis (ICA) as implemented in EEGLAB using the runica algorithm [35] . We selected the artefactual components using ADJUST plugin [36] . On average, 97.53% of trials passed the artifact removal procedure and were used in the analyses (i.e. removed trials ranged from 7 to 24 across subjects). For the decoding analysis, the signals were sampled every 5 ms and smoothened using a 5-ms moving average FIR filter.
Multivariate/univariate decoding of categories and target information
The decoding analyses were performed using Neural Decoding Toolbox [37] . Decoding of categories as well as the target effect (target vs. non-target conditions) were performed across time using an LIBSVM classifier as in many previous studies [38] . Decoding was performed on each subject's data separately across all possible pairs of categories and the two conditions. Accordingly, all six possible pairs of categories (animals vs. faces, animals vs. fruits, etc.) were decoded and their decoding results were finally averaged to obtain an average decoding curve for one subject (e.g. Fig. 3A) .
For the target effect (e.g. Fig. 3D ), on the other hand, all the stimuli which were target were put against non-target stimuli and the decoding was performed across them. As the stimuli were the same across target and non-target conditions, this decoding reflected the target effect (i.e. the state of being the target vs. non-target). As mentioned above, the decoding was done on every 5-ms time instance across the epoch. Ninety percent of trials (90% × 144) from each of the two category were used to train the classifier and the remaining ten percent for testing the classifier. This was repeated for the other nine folds of the data and repeated 100 times for each fold to provide 900 classification accuracy values which were finally averaged to obtain a decoding value for every single time instance. This was repeated and averaged across all pairs of categories to obtain a decoding value for an individual subject. This was repeated for every time point to obtain the time-resolved decoding results. The same procedure was repeated for other subjects and averaged across them to obtain across-subject results.
The decoding of target/non-target conditions was done in the same manner, but with target/non-target conditions replacing the category conditions (e.g. Fig. 3D ). For cross-condition decoding ( Fig. 3C and Supplementary Fig. S2B ), we trained the classifier with representations in one condition and tested it on those of the opposite condition; so there were two decoding rounds, one with the target and the other with the non-target condition as the training set and the other as the testing set. The results of the two decoding rounds were finally averaged to obtain these results which we called the "between-condition" decoding results and compared them to those obtained from the "within-condition" results which were obtained by averaging the decoding results from target and non-target conditions reported in Fig. 3A .
For searchlight decoding (Fig. 6 ), which was a univariate (i.e. single-electrode) decoding as opposed to multivariate decoding with all the 31 electrodes (e.g. Figs. 3 and 4) , one electrode was used at a time (1-dimensional space) before finally interpolating all electrodes for whole-brain scalp topographies. Please note that the decoding topographies of Fig. 6 , are obtained by averaging the time-resolved decoding values in 50-ms windows around the indicated time points.
Correlation between the brain and behavior
In order to investigate the correlation between brain representations and behavior, we calculated the correlation between the category/ condition (target vs non-target) decoding results across time (Fig. 4 ) and the behavioral performance measures (i.e. either object recognition accuracy or reaction times as shown in Fig. 1D ). For that purpose, the behavior and decoding results were put into separate ten-element vectors which consisted of behavioral and decoding results each of which obtained from one individual participant and then the Pearson linear correlation was calculated between neural and behavioral vectors (Fig. 8 ).
Representational granger causality analysis
In order to study the flow of information in the brain, we used a recently proposed version of Granger causality analysis [27] . As opposed to previous versions of Granger causality, which evaluated the flow of neural signals in the brain, the modified version, explicitly evaluates the flow of 'information' rather than mere signal patterns. To that end, the desired information is defined in the form of representational dissimilarities/similarities, which are constructed for each area separately and compared for causal relationship across pairs of brain areas. Please refer to Goddard et al. and Karimi-Rouzbahani et al. [27, 32] for detailed description of the method. Briefly, Granger causality supports that time series 'X' (which can be a representational matrix obtained from an anterior brain area) can have a causal role in observing time series 'Y' (which can be a representational matrix obtained from a posterior brain area) if 'X' helps to predict the future values of 'Y' more accurately than when considering present values of time series 'Y' alone [39] .
We did two sets of Granger causality analyses to study the spatiotemporal flow of both categorical information as well as target effects (across target vs. non-target conditions). For the categorical information, as was done previously [27, 32] , a representational dissimilarity matrix (RDM) was constructed, which contained the decoding values (i.e. decoding was done as explained above with 6-fold cross-validation and 100 repetitions) across all possible pairs of stimuli. Accordingly, the dissimilarity matrix had the size of 48 × 48 (based on the number of unique stimuli) and was constructed separately for each of the five areas shown in Fig. 1B (i.e. the two temporal RDMs, which provided comparable results, were averaged and reported as 'temporal' in the following analyses). Next, we selected and reshaped the upper triangular elements of the RDM matrices (excluding the diagonal elements) into a vector (with 1104 elements, called 'RDV' here) and used it in Granger formulation as the across-category information vector.
For the target effect, on the other hand, we trained and tested the classifier with representations of exactly the same stimulus in target and non-target conditions. In other words, to obtain a single element of the desired target effect matrix, we classified the same stimulus in the target from non-target conditions. The result vector differentiated between being the target compared to non-target category (reflecting subject's internal attentional set). This vector of target effect, which was later used in our Granger analysis, could represent the classical attentional modulation effects (e.g. such as multiplicative/additive modulation of tuning curves) generally investigated in neuronal studies [40, 41] . This vector, however, provided a high-dimensional modulation vector (in EEG space) as opposed to the classical one-dimensional attentional effect in neuronal studies. The Granger causality analysis was implemented by calculating partial correlation across areas as:
where RDV loc t ( , ) is the representational dissimilarity vector obtained from the corresponding RDM on location loc at time t post-stimulus onset, and
is the representational dissimilarity vector obtained by averaging the RDMs in a specific past window (e.g. from t -30 to t -60 ms relative to stimulus onset) on the same location. We chose the past time windows for the category-( Fig. 5 ) and target-related ( Fig. 7 ) RDVs to be from -120 to -150 and from -30 to -60, respectively, for two reasons: first, the top-down object recognition and attentional feedback signals have respectively shown delays from around 10 ms ( [28, 29] ) to 140 ms [42] when transferring between anterior and posterior signals. Second, the effects (Figs. 5 and 7) were most significant in these chosen windows.
Statistical testing
All the analyses were performed in Matlab (version 2015b, The Mathworks, Natick, MA). In order to compare the subjects' recognition accuracy and reaction times (Fig. 1D) , we used the Wilcoxon's signed rank test, and the significance level was considered to be p < 0.05.
To evaluate the significance of ERP signals at each time point (Fig. 2 ), we performed a Wilcoxon's signed rank test between the target and non-target signals and obtained one p-value at each time point.
Next, to correct the results for multiple comparisons, we applied an FDR correction (using Matlab mafdr function which used the Story's method; [43] ) and considered the final p-values as significant if they were lower than 0.05.
To determine the significance of the time-resolved decoding curves (Figs. 3 and 4) , we used a non-parametric bootstrap sampling with 1000 repetitions. More specifically, we shuffled the class labels (e.g. animals vs cars in categorical decoding and target vs non-target in targetmodulation decoding) and decoded the signals 1000 times at every time Fig. 2 . Event-related potentials recorded from the whole-brain and specific areas of the brain averaged across the subjects in target (black) and non-target (gray) conditions. The vertical dashed lines from left to right indicate the stimulus onset, offset and subjects' median reaction times. The shaded error areas indicate the standard error across subjects and the black circles indicate the time points at which ERP values were significantly different between the target and non-target conditions (FDR-corrected Wilcoxon's signed rank test). , Decoding of conditions (target vs. non-target) on the whole brain as well as on each area. The circles and asterisks indicate respectively the time points at which the corresponding decoding curve was significantly different from chance and the time points at which the decoding curves were significantly different across target and non-target conditions (FDR-corrected Wilcoxon's signed rank test). The shaded error areas indicate the standard error across subjects. The horizontal dashed line indicate chance decoding of 50% and the vertical dashed lines from left to right indicate the stimulus onset, offset and subjects' median reaction times. point and obtained 1000 decoding values corresponding to the 1000 random subsample. Then, we compared the true decoding value (i.e. which was obtained based on true class labels) with the sampling-based decoding values and calculated the p-values based on one minus the proportion of sampling-based decoding values which surpassed by the true decoding value. Finally, to obtain the time-resolved significant time points, we FDR-corrected the whole set of (601 time points) pvalues and considered the true decoding values as significant whenever their corresponding p-values were smaller than 0.05.
The significance of partial correlations (movement of information on the head) was also evaluated using bootstrap sampling with 1000 repetitions (Figs. 5 and 7) . Specifically, 1000 random partial correlations were calculated at each time instance by shuffling the RDM elements of both areas. Then the difference in partial correlations was calculated between the feedforward and feedback (feedforward minus feedback) flows of information (respectively obtained from Eqs. (1) and (2)) from the true as well as from the randomly shuffled RDMs. Then, the difference in partial correlations obtained from the true RDM was Fig. 3 . Accordingly, to obtain the category decoding results, the target and non-target results of each area (Fig. 3B ) were averaged and plotted over the target-related decoding results (Fig. 3D) . Asterisks indicate the time points at which the category-and target-related decoding curves were significantly different (FDR-corrected Wilcoxon's signed rank test). Other details are the same as in Fig. 3 . compared with those obtained after shuffling the RDMs: the p-values were calculated as one minus the proportion of differences with lower values than the true partial correlations difference. Finally, the p-values were corrected for multiple comparisons and considered significant if they were smaller than 0.05 (p < 0.05).
The p-values of correlations between the decoding and behavioral results (Fig. 8) were obtained from Pearson linear correlations and were corrected for multiple comparisons before deciding on their significance (which had a level of p < 0.05).
Results
This study was designed to evaluate the spatiotemporal dynamics of sensory and task-related information processing in the brain during the recognition/detection of target (attended) objects in a sequence of object images. To that end, ten human subjects participated in an object detection experiment in which their EEG signals were recorded. Subjects were quite fast (median reaction time = 246 ms) and accurate (average recognition accuracy = 94.65%, SD = 9.38%) at performing the task, which shows that they were well-acquainted with the task and attentive during the experiment (Fig. 1D) . Because of the high behavioral performance of subjects in this experiment, the analyses were limited to correct trials (the results of all trials also showed similar patterns), unless stated otherwise.
Comparison of ERP signals in target versus non-target conditions
In order to compare possible differences between the stimuli's evoked potentials in target and non-target conditions, we calculated event-related potentials for those conditions. As the stimuli were similar in both conditions, differences in their ERPs could be associated with the subjects' internal goals (e.g. categorical attention). We plotted the ERPs from -500 to + 1500 ms aligned to the stimulus onset on the whole brain as well as the each of the five areas separately (Fig. 2) . In order to be able to compare the possible pre-stimulus target-related effects which could appear as baseline biases, we did not remove the pre-stimulus baseline activities from the ERPs.
While the ERPs showed noticeable differences between the target and non-target conditions on the whole-brain analysis plot (Fig. 2 , topleft panel) especially after 100 ms, the results showed no significantly different values across the time course of trials. The ERPs of the target condition, showed an earlier upward followed by downward patterns compared to the non-target ERPs especially in the window from 200 to 1000 ms which might reflect an earlier processing initiation for the target compared to the non-target conditions. Looking for target-related effects across different brain areas (Fig. 2) , we only observed significant effects on prefrontal and parietal brain areas. Interestingly, while the parietal areas showed the effect during the post-stimulus windows in four dominant time windows (namely from 115 to 143, 267 to 359, 638 to 1047 and from 1282 to 1500 ms), the prefrontal areas showed the effect much earlier even before the onset of the stimuli (starting at around −190 ms). The earlier temporal dynamics of ERPs in target compared to non-target condition can also be observed on almost all areas (Fig. 2) . These results show differential impact of internal goals (i.e. processing of task-related vs unrelated information) across different brain areas in the processing of similar sensory inputs. This is discussed in more details in Discussion.
We also calculated the event-related spectral perturbations (see Supplementary Text) to compare the event-locked time-frequency dynamics across the target and non-target conditions ( Supplementary Fig.  S1B for the details of analyses and results.
Decoding of category-and target-related information
The ERP and time-frequency results presented above, although valuable, remain silent on the spatiotemporal dynamics of category-and target-related information processing in the brain. More specifically, we could not decide whether the observed ERPs were carrying information about categories or the task (stimulus being target/nontarget). Therefore, we used multi-variate pattern decoding to investigate the information content of the EEG signals.
Although the whole-brain time-resolved categorical decoding results showed significant differences between the target and non-target conditions at several time instances (the asterisks in Fig. 3A ), especially after 300 ms which is on par with previous results on the task effect at around the same time windows [10] , they showed largely similar patterns throughout the analysis window (Fig. 3A) . Importantly, while the target condition showed a decoding curve which reached significance at an earlier time point (60 ms compared to 95 ms obtained for the nontarget conditions), the non-target condition showed continuously significant decoding values which lasted during more extended windows (until 445 ms) compared to the target decoding condition (until 380 ms). The decoding results are provided for each area separately in Supplementary Fig. S2A . While the decoding curves on prefrontal areas showed windows of significant difference between target and nontarget conditions (e.g. from 370 ms to 575 ms and from 700 to 785 ms), other regions showed this effect only at some sparse time points.
Next, in order to investigate which brain areas contributed more to the processing of categorical information, we decoded the categorical information using area-specific electrodes (Fig. 1B) separately for the target and non-target conditions (Fig. 3B) . The decoding curves repeated many of the whole-brain results: the target decoding curves at prefrontal, parietal and temporal areas reached significance at earlier time points compared to the non-target decoding curves (respectively with 50, 55 and 15 ms of delay in non-target compared to target condition, with an opposite effect for the frontal area with 25 of delay in target condition and similar timing for occipital results). Therefore, it can be concluded categorical information of objects are processed earlier in time when they are target compared to non-target, especially in areas previously associated with top-down attention [21] .
The decoding results provided above, which showed a huge amount of similarity between the target and non-target conditions, suggested that these conditions might have provided similar representations despite their relevance to subjects' goals (i.e. prioritization of the target category in an object recognition task), as was previously observed [10] . In order to test this hypothesis, and to see whether the object representations of one condition could be generalized to the opposite condition (i.e. target to non-target and vice versa) we performed a cross-condition decoding. Results showed that, as previously observed across a set of different tasks [10] , the state of being the target or nontarget in a detection/recognition task had an ignorable effect on the object representations decoded from scalp activities (Fig. 3C) . The same observation was made for every individual area of the brain (Supplementary Fig. S2B ). This was unexpected however, as we observed a significant amount of target-related difference in the ERPs (Fig. 2) and ERSPs ( Supplementary Fig. S1B ) explained above. Therefore, we suspected that, our decoding analyses might have been unable to capture the task information from the object representations.
In order to assess the above possibility, and to see whether the target-related information could be accessed by the same decoding procedure as was used for categorical information, we decoded the target stimuli from non-target stimuli (the task-related information) without considering their assigned categories (Fig. 3D) . Interestingly, results showed significant decoding values for the whole-brain signals across most of the post-stimulus window. The decoding pattern showed two bumps of information at around 260 and 550 ms and remained significant until the end of post-stimulus analysis time. According to our experimental setup, this whole-brain decoding curve could reflect an early target-related, an intermediate-time decision-related and a late motor-execution component. Next, we investigated the target-related effect on separate brain areas (Fig. 3D, different colors) to see the processing across the brain. The highest-to-lowest decoding patterns (averaged during the -200 to 900 ms window) were observed at the prefrontal, frontal, parietal, temporal and occipital areas (the average decoding values were respectively 54.7%, 53.32%, 53.26%, 52.77% and 51.63%). Very interestingly, the prefrontal areas showed an abovechance decoding value which started to rise from chance prior to the stimulus onset and reached significance at around 60 ms post-stimulus, earlier than any other area. This pre-to-post stimulus effect, which was also reflected on the whole-brain result, was not observed on any other areas. The target-related effects then appeared on temporal, frontal, parietal and occipital areas respectively at 105, 115, 115 and 135 ms post-stimulus onset. This early rise of target-related information on prefrontal areas seems to work as a prediction signal generated on prefrontal cortices and sent back to occipito-temporal areas for accurate recognition [11] . However, more evidence is needed to support this finding, which is provided below.
Comparing the spatiotemporal dynamics of category-and target-related information
The target-related information processing, which showed distinguishable patterns and dynamics across brain areas (Fig. 3D ), suggested distinct roles for different brain areas in the processing of subjective/ internal top-down versus sensory-driven bottom-up mechanisms of the brain in object recognition. In order to further assess this, we compared the patterns of categorical and target-related information on the wholebrain as well as on individual areas (Fig. 4) . Please note that, for the sake of comparison, and as in above, the reported categorical decoding values are averaged across (all six) pairs of categories; therefore, the chance level is at 50% (Fig. 4) . The category decoding curves of Fig. 4 are obtained by averaging the target and non-target decoding curves of Fig. 3 . The whole-brain results showed comparable decoding rates for category-and target-related information with them reaching significance at + 60 ms and −90 ms relative to the stimulus onset time. The level of category-related information significantly surpassed the target-related information at -85 ms (see the asterisks). The pre-stimulus target-related information observed in prefrontal areas is a result of some subjects being able to predict whether they are going to encounter target/non-target stimuli in coming trials. This is caused by unbalanced distribution of target/non-target conditions across participants' trial order. This is explained further in Discussion. As mentioned above, the precedence of target-related information compared to category-related information seem to be initiated in prefrontal areas (Fig. 4 , top-right panel) and might serve as a top-down excitatory/inhibitory signal [11] . In fact, the prefrontal area was the only region which revealed pre-stimulus task-related information, with a significantly higher decoding values for the target-related (task-evoked) compared to category-related (category-evoked) information in most pre-and poststimulus time instances. While the category-related decoding curves peaked at around 160 ms, the target-related information peaked at around 265 ms post-stimulus.
The absolute amplitudes of target-related decoding curves and their amplitudes relative to the category-related decoding curves decreased by going from prefrontal to frontal, parietal, temporal and occipital areas (Fig. 4) . While the target-related decoding curve on prefrontal and frontal areas showed a descending trend after the first peak, which occurred before the stimulus offset, the parietal, temporal and occipital areas showed the opposite pattern. These results suggested that there might be a backward movement of target-related information in the brain initiated in prefrontal/frontal cortices which reached categoryprocessing cortices such as parietal, occipital and temporal areas to modulate the processing of target/non-target category.
Flow of target-related information in the brain
To quantitatively test the possible movement of information from anterior to posterior brain areas, we performed representational Granger causality analysis to evaluate the flow of target information in the brain (see Methods). Results showed that both the prefrontal and frontal brain areas sent target-related information to the posterior regions of the brain (Fig. 5) mainly from 0 to + 400 ms (which peaked at around +400 to +500 in almost all areas) whose amplitude declined in the window from +500 to + 900 ms relative to the stimulus onset. Specifically, while the information movement showed some sparsely distributed time points of significant backward/forward flow in the prestimulus time windows, the movement curves showed many continuously distributed significant time windows indicating the flow of target-related information towards the back of the head in the window from 200 to 800 ms relative to the stimulus onset. These results supported the flow of target-related signals from anterior to posterior brain areas during object detection.
In order to track the flow of target-related information on the scalp, we conducted a single-electrode decoding between target and nontarget conditions (Fig. 6) . As the results show, we see above-chance decoding on prefrontal areas in 0 to 100 ms windows, which extended from prefrontal to frontal, central and parietal areas in the windows from 150 to 350 ms. These results seem to reflect the dynamics of backward target-related (attentional/predictive) information flow explained for Fig. 5 . At 350 ms and the following windows up to 1000 ms, the decoding seem to have covered the parietal and central brain areas as well as the frontal regions of the brain which might reflect decisionrelated information being processed in the frontoparietal (MD) network [22] . This decision-related process can also be supported by the change in the delta-band (0.5 to 4 Hz) coherence across the posterior and anterior brain areas [44] which was also observed here in our crossarea coherence analysis (Supplementary Fig. S3 ). The following windows (from 1000 ms onward), which showed target-related information mainly concentrated on centrofrontal areas, seem to have been representing the response-related activity in motor cortex. Altogether, these topographical target-related decoding maps provided a systematic spatiotemporal flow of information in the brain, which supported previous results on the functional role of sensory-and task-related brain areas in object recognition and action.
Flow of category-related information in the brain
To see if category-related information was also transferred between anterior and posterior brain areas, we evaluated the flow of categoryrelated information in the brain (Fig. 7) . While the non-target condition showed significant directed category information flow only at some sparsely distributed time points, significantly backward and forward category information flows were observed respectively in the 230 to 260 ms and 440 to 460 ms windows across the prefrontal-and frontaloccipital pairs in the target condition (Fig. 7) . Other anterior-posterior pairs did not show continuously significant forward/backward flows. These results showed a different temporal patterns for the categoryrelated compared to the target-related information (i.e. compare with Fig. 5 ): while the target-related information, which probably represented the top-down attentional modulation [20] , showed an anterior-posterior movement of information, the category-related information, which explicitly reflected categorical information, showed an earlier anterior-posterior and a later posterior-anterior direction of categorical information movement in the brain. This suggested an earlier (starting at around 80 ms) movement of category-related information from anterior to posterior brain areas probably from orbitofrontal to occipital cortices for the enhancement of categorical information [8, 45] , and a later (starting at around 300 ms) posterior to anterior information movement probably from lateral occipital to frontal cortices for final categorical decision [5, 45] .
How much can the brain representations explain behavioral outcomes?
After making several suggestions in previous sections about the associations between different stages of the observed information processing and their corresponding behavioral output, we did a correlational analysis to provide quantitative supports for our claims. We have previously suggested that the final windows of decoding (probably after 400 ms) reflected decision-making and response-related signatures. Accordingly, the whole-brain results showed a rising trend of positive correlation between the behavioral accuracy and the condition (target vs non-target) decoding after 500 ms which showed significant results after the stimulus offset, and a falling-to-negative correlation trend between the subjects' reaction times and the condition decoding which also showed several significant time points at around the stimulus offset (Fig. 8A, top-left panel) . The whole-brain results seem to have been mainly driven by the decoding in the frontoparietal network, which have been previously associated with decision-making and motor actions (Fig. 8A , second row from top, [21, 23] ), rather than occipital and temporal brain areas. These results are interesting in that they show positive and negative correlations between the brain decoding of task conditions and respectively the subjects' recognition accuracy and reaction times, supporting the behavioral relevance of our condition decoding analyses. However, these windows of consistent correlation were less observable between the category decoding and the behavioral accuracy and reaction times (Fig. 8B) . Specifically, while category decoding and recognition accuracy/reaction times showed several points of respectively negative/positive (from 0 to 550 ms) and positive/negative (from 550 to 900 ms) correlations, the trend changed after the stimulus offset, which is the most expected time window for brain-behavior correlation. Therefore, it seems that the decoding of task conditions seems to provide a more accurate neural correlate in our category detection task.
Discussion
A growing set of studies have investigated the spatiotemporal dynamics of object recognition in the human brain [10, [46] [47] [48] [49] . However, the flow of brain's top-down task-related information and its impact on object processing has remained understudied. This work extends previous results by evaluating the impact of top-down internal signals in the processing of object categories.
For that purpose, we first evaluated the target-related effects (i.e. the difference between the target and non-target categories) in ERP signals and found target-related modulations of ERPs after the onset of stimulus presentation (in parietal and prefrontal areas) as well as prior to stimulus onset (only at prefrontal area; Fig. 2 ). Comparing the impacts of task-related information between the target and non-target categories, we observed negligible differences at later time windows (after + 300 ms, Fig. 3A ) and earlier appearance of target compared to non-target categories (Fig. 3B) . The decoding results showed that target-related information could be decoded from the brain signals of almost all brain areas with higher amplitudes at anterior compared to posterior areas (Figs. 3D and 4) . Most interestingly, we saw that targetrelated preparatory signals appeared in prefrontal areas even prior to the onset of the stimulus (Fig. 4) . We observed that, while the targetrelated signals were sent from the anterior to posterior brain areas during the presentation of the stimulus (Figs. 5 and 6) , the categorical signals were sent to the posterior brain areas from 80 ms and sent forward to anterior brain areas from 300 ms post-stimulus (Fig. 7) .
What do the spatiotemporal patterns tell us about the order of brain processes?
The observed ERP patterns (Figs. 2) , especially on frontal and prefrontal electrodes, can be compared with the ERP results previously reported for a target detection go/no-go study (see Fig. 2 of [50] ), with dominant N-P-N-P sequence of components (in the first 300 ms poststimulus onset) and the initiation of target/non-target effects on anterior brain areas. That study, which was an animal detection task, observed the appearance of animal signals as early as 150 ms post-stimulus. They showed a possible target-related effect covering the frontal brain areas initiating at around the same time. However, they did not evaluate whether the difference in ERPs contained categorical/targetrelated information and whether the target-related signals on frontal brain areas could possibly carry task-related information to posterior areas. In the current study, while presenting an early target-related ERP effect in prefrontal followed by parietal areas (Fig. 2) , we delved into the information contents of those signals using MVPA and Granger causality, and showed that the prefrontal effects contained target-related information, which was sent to posterior areas possibly to facilitate object recognition. The significant target-related effects (Fig. 2) , observed on the parietal cortices, could possibly be mainly attributed to decision-related processes [51, 52] . These processes are proposed to be majorly undertaken by the multiple demand (MD) network covering areas in frontal and parietal cortices [21, 23] . On the other hand, while the earlier windows (e.g. from 0 to 100 ms) of post-stimulus effects observed on prefrontal areas can reflect the involvement of orbitofrontal cortex in the processing of low-frequency spatial contents of target [8, 53, 32, 61] , later windows (e.g. from + 150 ms) can be attributed to decision-and motor-related processes [50, 54, 55] .
The temporal dynamics of the decoding curves are in agreement with a rich literature on the temporal dynamics of object processing in the brain [46, 47] . The higher involvement of prefrontal, frontal and parietal brain areas compared to the occipital and temporal areas in the processing of task (Fig. 4) is on par with previous results suggesting the involvement of the multi-demand (MD) network in the processing of tasks and top-down attentional biases [22, 23] .
Comparison with previous studies
Our results compares with a recent target (object) detection study, in which LFPs were recorded from different areas of the human brain [25] . That study showed target-related effects after 250 ms post-stimulus which were reflected as an increase in Gamma band power. While our study suggests that the target-related information processing was initiated in prefrontal, they observed these effects mainly on inferotemporal, supramarginal inferior temporal and fusiform gyri [25] compared to inferior frontal and orbital gyri (see [25] ). This discrepancy between our results and theirs can be explained in light of two major methodological differences. First, they had much fewer electrodes in prefrontal areas, especially on the dorsal PFC, compared to temporal areas (see Fig. 7 in [25] ), which might have caused missing the early prefrontal effects observed here by excluding some critical areas. Second, we used a longer presentation time compared to the mentioned study (900 vs 50 ms); it has been previously suggested that the difference in presentation time can affect the anterior/posterior dynamics of information flow in the human brain (compare [8] and [32] with [27] ).
Several previous studies suggested the transaction of signals between frontal and visual brain areas [8, 11, 28, 29] . One of these studies observed a shift of signal power between the two areas and the authors claimed that the categorical signals moved from orbitofrontal cortex to the fusiform gyri [8] . Another study suggested that the causal observation of signal activity across frontal and the LOC area accounted for top-down predictive signals across the two areas [11] . A monkey electrophysiological study suggested that shifted gamma-band (8-13 ms) synchronization between FEF and V4 provided a substrate for top-down attentional feedback [28, 29] . However, these observations failed to provide enough evidence for the movement of information rather than signals, as these signals could have reflected an epiphenomenal effect which did not necessarily contain any task-related information. The recently proposed representational Granger causality combined with MVPA [27, 32] , which we used here, allowed us to follow the movement of two different desired (target-or category-related) information in the brain.
Several of our findings directly compare with a recent study which investigated the spatiotemporal dynamics of object-and task-related information processing in the human brain [10] . This includes that we both observed a late (after 300 ms) appearance of task-related information in the human brain (Fig. 3A) which only modulated object representations to a limited degree. We both observed a gradually increasing task-and category-related information respectively along the dorsal and ventral visual processing hierarchies (Fig. 4) . As was previously observed [9] , the task-and category-related information were dominant in the frontoparietal and occipitotemporal cortices, respectively. The current study, extended these results in that it investigates the flow of task-and category-related information in the brain and shows that the processing of target-related information was initiated on prefrontal areas and the information was sent to posterior brain areas probably for facilitated decision-making and recognition [8, 11] .
The results of current study, extended two previous MEG [27] and EEG [32] studies, which investigated the flow of categorical as well as category-orthogonal variations across peri-occipital and peri-frontal areas. The MEG study observed the feedforward flow of information from peri-occipital to peri-frontal areas during the stimulus presentation, which lasted for 500 ms, followed by feedback flows in the poststimulus offset time, and suggested that the feedforward flow, which was unexpected based on previous studies [7, 8, 56] , was imposed by the dominance of stimulus-related information input. Our previous EEG study, which used a similar analysis approach and a shorter presentation time for the stimulus, did not rule out the impact of stimulus presentation on the direction of information flow in the brain [32] . Showing the feedback of category and target-related information during the stimulus presentation time (Figs. 5 and 7) , the current study suggested that, while the stimulus may play role, the direction of information flow could be significantly influenced by the internal task.
Predictive coding of target versus non-target categories
A post-hoc analysis showed that three and five of our subjects were shown more non-target and target stimuli as their final stimuli (i.e. stimuli 9-12) in trials, respectively (Supplementary Fig. S4A ). This unbalanced distribution of target and non-target stimuli within trials, although non-significant (Wilcoxon's signed rank test, P = 0.067), has probably given these subjects some initial guesses about the nature of the coming stimuli in the same trial (whether the stimuli were going to be target or non-target). Based on this information, the pre-stimulus difference in ERP activities (Fig. 2) and decoding (Figs. 3D and 4 ) of prefrontal areas could have produced some preparatory/modulatory signal sent to visual areas to facilitate the processing/ignoring of the coming stimuli respectively in subjects with higher/lower number of late target stimuli in the trials [11, 15, 18, 24] . This is supported by the ERP signals shown in Supplementary Fig. S1A ).
Neural correlate for behavioral results
As it has been suggested that not all aspects of decoded brain information is reflected in behavior [57, 58] , we asked whether the detection behavior was predicted more dominantly by category-or taskrelated information. The results showed that, what the subjects were concentrating on was not the classification of object categories (as measured by category-related decoding), but rather, detecting the target categories among non-target categories (Fig. 8) . This was probably the main reason why, rather than with the decoding of categories, the behavioral results mainly correlated with the decoding of targetrelated information especially at final time windows (Fig. 8) . In other words, categorization was rather a secondary goal in the category detection task of this study.
Analysis of incorrect trials
Although the few number of incorrect trials did not allow the Granger causality analysis to be implemented for incorrect trials, we repeated all the other analyses for the incorrectly answered trials (not all the data shown, but see the decoding of category-and target-related information Supplementary Fig. S5 ). This also supports observing a higher correlation between the target-related information compared to categorical information and the behavior.
Future directions
While our results shed some light on the role of prefrontal cortices in the initiation of task-relevant information processing in object recognition, a fusion of EEG/MEG and fMRI data as recently done on a similar question [10] , equipped with the recently developed version of RSA-Granger causality analysis [27] , may add precision to the exact sources of this information processing in the brain.
It was shown here that target-related information processing was initiated in PFC and was sent to frontoparietal network. However, as opposed to our expectation, we only saw an ignorable late difference between the category decoding across the target and non-target conditions (Fig. 3A) . Therefore, it has remained unknown whether (if at all) this information could contribute to category representations in visual areas. Using transcranial magnetic stimulation (TMS) applied to the frontal brain areas in a chosen set of trials, by deactivating these areas, could provide the opportunity of studying the impact target-related information sent to those areas.
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