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We extend the area of applications of the Abstract Harmonic Analysis to lower bounds on the circuit
and decision tree complexity of Boolean functions related to some number theoretic problems. In
particular, we prove that deciding if a given integer is square-free and testing co-primality of two integers
by unbounded fan-in circuits of bounded depth requires superpolynomial size. C° 2001 Academic Press
1. INTRODUCTION
In recent years, spectral techniques based on the Abstract Harmonic Analysis on the hypercube have
been shown to represent a very useful tool for obtaining lower complexity bounds. Various links between
Fourier coefficients of Boolean functions and their complexity characteristics have been studied in a
number of works, see [2–5, 9, 11, 16, 22, 23, 25, 26]. In particular, these spectral techniques have been
successfully applied to the parity function and to threshold functions.
Although lower bounds on arithmetic problems like integer multiplication are known (see, e.g.,
[15]), there are very few examples of functions coming from natural number theoretic or combinatorial
problems for which the spectral technique has provided nontrivial results. The only examples we are
aware of are the lower bounds on the complexity of computing the discrete logarithm [12, 27]. Quite
recently, several results have been obtained for Boolean functions deciding if a given integer is square-
free [8, 28]. There are also some very interesting results concerning determinants [17, 18].
In this paper, we show that the spectral method for proving lower bounds on the size-complexity of
Boolean functions proposed in [2, 3] can be applied to functions related to some arithmetic properties of
integers. The number theoretic counterpart of the spectral technique is a sieve method. Some preliminary
results have been obtained in [8].
We first consider the Boolean function g which decides whether a given (n C 1)-bit odd integer is
square-free, that is the function for which
g(x1; : : : ; xn) D
‰¡1; if 2x C 1 is square-free;
1; if 2x C 1 is square-full; (1)
where x D x1 : : : xn1 is the bit representation of x; 0 • x • 2n¡1 (if necessary we add several leading
zeros).
1 Part of the work was done while the author was at Institut fu¨r Informatik, Technische Universita¨t Mu¨nchen, D-80290 Mu¨nchen,
Germany.
2 Part of the work was done while the author was at Universita¨t Trier, Germany, supported by DFG Grant Me 1077/14-1.
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We provide an estimate for the Fourier coefficients of (1) and derive some complexity lower bounds
on the circuit and decision tree complexity of g. In particular, we show that this function does not belong
to the complexity class ACo.
We then apply the same technique to the task of obtaining similar lower bounds for the Boolean
function h of n D 2m variables, which decides whether two given (m C 1)-bit odd integers are co-
prime. That is, the function h for which
h(u1; : : : ; um; v1; : : : ; vm) D
‰¡1; if gcd(2u C 1; 2v C 1) D 1;
1; if gcd(2u C 1; 2v C 1) > 1; (2)
where u D u1 : : : um and v D v1 : : : vm are the bit representations of u and v; 0 • u; v • 2m ¡ 1 (if
necessary we add several leading zeros).
2. BASIC DEFINITIONS
Let Bn D f0; 1gn denote the n-dimensional Boolean cube. We consider Boolean functions as mapping
from Bn to f1;¡1g, where ¡1 stands for “accept” and 1 stands for “reject.”
Given a binary string w 2 Bn , we denote with jwj the Hamming weight of w, which is the number
of ones in w.
A restriction ‰ is a mapping of the set of the subscripts of input variables x1; : : : ; xn to the set f0; 1; ?g,
where
† ‰(i) D 0 means that we substitute the value 0 for xi ;
† ‰(i) D 1 means that we substitute the value 1 for xi ;
† ‰(i) D ? means that xi remains a variable.
Given a function f depending on n binary variables, we will denote by f‰ the function obtained from f
by applying the restriction ‰; f‰ will be a function of the variables xi for which ‰(xi ) D ?; 1 • i • n.
In the following we will call f‰ a subfunction of f .
The subscripts i and the corresponding variables xi are called fixed if ‰(i) D 0; 1, and free if ‰(i) D ?.
A circuit C computing a Boolean function of n variables is an acyclic graph with n Boolean inputs
x1; : : : ; xn (as well as the constants 0 and 1 allowed as inputs), some number of gates labeled by Boolean
operations from a given basis and some number of output gates. The size s(C) of a circuit C is the number
of gates (inputs are not being counted); the depth d(C) is the length of the longest path from input to
output in C .
Usually, we are interested in Boolean functions f : f0; 1g⁄ ! f1;¡1g. In order to discuss the circuit
complexity of such functions f it is necessary to consider families of circuits fCn : n 2 INg, where Cn
computes the restriction of f to inputs of length n and has only one output gate. A circuit family has
size and depth bounded by s(n) and d(n), respectively, if s(Cn) • s(n) and d(Cn) • d(n).
A function f is said to be in ACo if there is a circuit family fCn : n 2 INg of size nO(1) and depth
O(1) consisting of single input NOT gates and unbounded fan-in AND and OR gates such that for each
input x of length n, the output of Cn on input x is f (x).
A decision tree with input variables x1; : : : ; xn is a rooted binary tree in which each edge is labeled
with a variable or a negated variable in such a way that labels of edges leaving the same inner node are
negations of each other. Further, each leaf v of the tree is labeled with some value ‚(v) 2 f1;¡1g.
A decision tree T defines a Boolean function fT as follows: Given an input assignment a, replace
each edge label xi by the induced value, i.e., replace each xi by ai and each :xi by :ai . After the
replacement, there will be exactly one path from the root to some leaf v whose edges are all labeled
1—the computation path of a. Define ft (a) 2 f1;¡1g to be ‚(v).
The number of leaves is called the size of the decision tree.
Given a decision tree with input variables x1; : : : ; xn , let li denote the number of inputs whose
computation paths have length i . We call l0; : : : ; ln the leaf numbers of the tree. Observe that the size
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M of the tree is given by
M D
nX
iD0
2i¡nli :
Throughout the paper we denote by log x the binary logarithm of x .
As usual for nonnegative real functions A and B notations like A(n) D O(B(n)) or A(n) D ˜(B(n)),
respectively, mean that for sufficiently large n holds A(n) • cB(n) and A(n) ‚ cB(n), respectively,
where c > 0 is an absolute constant.
3. ABSTRACT HARMONIC ANALYSIS, CIRCUITS, AND DECISION TREES
We give some background on abstract harmonic analysis on the hypercube. We refer to [23, 26] for
a more detailed exposition.
We consider Boolean functions as embedded in the space F of all real-valued functions on Bn .
On F we consider the standard scalar product
h f; gi D 1
2n
X
w2Bn
f (w)g(w)
with induced norm jj f jj D h f; f i1=2.
The functions Qw(x) D (¡1)w1x1 (¡1)w2x2 : : : (¡1)wn xn D (¡1)wT x are known as Fourier transform
kernel functions, and the set fQw j w 2 Bng, is an orthogonal basis for F .
We can now define the Fourier transform of a function f as the rational valued function ˆf which
defines the coordinates of f with respect to the basis fQw(x)jw 2 Bng, that is
ˆf (w) D hQw; f i D 2¡n
X
x2Bn
Qw(x) f (x) D 2¡n
X
x2Bn
(¡1)wT x f (x):
Then
f (x) D
X
w2Bn
Qw(x) ˆf (w) D
X
w2Bn
(¡1)wT x ˆf (w)
is the Fourier expansion of f . In particular,
ˆf (0) D 1
2n
X
w2Bn
f (w) D E( f );
where 0 denotes the all zeros string and E( f ) denotes the expectation of a function f with regard to
the uniform distribution on its domain.
As a consequence of the orthogonality of the functions Qw, it is also possible to derive a very useful
identity, the Parseval identity: X
v2Bn
( ˆf (v))2 D 2¡n
X
v2Bn
( f (v))2 D k f k2: (3)
Note that for Boolean functions f with values in f¡1; 1g it holds k f k2 D 1.
The following interesting application of harmonic analysis to circuit complexity is from Linial et al.
[22].
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LEMMA 3.1. Let f be a Boolean function on n variables computable by a Boolean circuit of depth
d and size M, and let # be any integer. ThenX
jwj>#
( ˆf (w))2 • M2¡0:05#1=dC1;
where the sum is taken over all strings w 2 Bn of Hamming weight jwj > # .
Note that a decision tree of size M can be simulated by an unbounded fan-in Boolean circuit of depth
2 and size at most M : Take an O R gate on top and on the bottom level, for each accepting leaf of
the tree, an AND gate computing the minterm corresponding to the path to that leaf. Hence, applying
Lemma 3.1 we obtain the bound X
jwj>#
( ˆf (w))2 • M2¡0:05#1=2C1;
for each integer # . However, a result from Brandman et al. [11] yields a better bound. This result follows
from the following statement of independed interest, obtained in [11] as well, to which we give here a
short proof by simple geometric arguments. We believe that this technique can be useful for some other
applications.
LEMMA 3.2. Let T be a decision tree that computes f and let l0; : : : ; ln be the leaf numbers of T .
Then for each d 2 f0; 1 : : : ; ng the inequalityX
i‚d
li ‚ 2n
X
jwj‚d
( ˆf (w))2 (4)
holds.
Proof. For d D 0 the statement is obvious. For fixed d > 0 we argue as follows.
Let L be the set of leaves of T . Regard x1; : : : ; xn as real indeterminates and replace edge labels :xi
in the tree by 1¡ xi for 1 • i • n. For v 2 L let xv be the product of all (now real) edge labels along
the path from the root to v. Thus the polynomial degree of xv equals the distance d(v) of v from the
root. We consider the polynomial
pT (x) D
X
v2L
‚(v)xv:
Since T computes f , we can conclude that for a 2 f0; 1gn holds (A) f (a) D pT (a) and (B) xv(a) ¢
xv
0 (a) D 0 (where we identify polynomials with their induced functions).
Let P µ F denote the set of real polynomials over x D (x1; : : : ; xn) of total degree at most d ¡ 1.
From (A) and (B) follows
min
g2P
k f ¡ gk2 •
°°°°°pT (x)¡ Xd(v)<d ‚(v)xv
°°°°°
2
D
°°°°° Xd(v)‚d ‚(v)xv
°°°°°
2
D 1
2n
X
i‚d
li :
Since for each w 2 Bn the degree of
Qw(x) D
Y
wiD1
(1¡ 2xi )
is jx j, the set fQwjw 2 Bn; jwj • dg is an orthonormal basis of P , hence ming2P k f ¡ gk2 is the
squared length of the perpendicular from f to P , namely°°°°°Xjwj‚dh f; QwiQw
°°°°°
2
D
X
jwj‚d
ˆf (w)2:
and we obtain the desired result.
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As in [11] we can conclude that also any positive linear combination of inequalities (4) holds. In
particular, one obtains the following:
LEMMA 3.3. Let f be a Boolean function on n variables computable by a decision tree of size M.
Then
M ‚
X
w2Bn
2jwj( ˆf (w))2:
4. A TECHNIQUE TO PROVE LOWER BOUNDS ON CIRCUIT AND DECISION TREE SIZE
In [2] and [3] a technique has been developed with the aim of proving lower bounds on the size-
complexity of Boolean functions presenting a rather strong combinatorial structure. This technique is
based both on the abstract harmonic analysis on the hypercube, and on the spectral characterization of
the size–depth trade-off of Boolean circuits, which has been given in Lemma 3.1.
Let f : Bn ! f1;¡1g be a Boolean function depending on n variables. Now, let k; 1 • k • n,
be the smallest integer such that f has the following property: for any subfunction f‰ depending on k
variables, E( f‰) D E( f ). In this case, slightly generalizing the definitions given in [3], we say that the
function f is of level k.
It is shown in [3] that if a function f of level k is computable by a circuit of constant depth d and
size M , then
M ‚ (1¡ (E( f ))2)20:05(n¡k)1=d¡1:
(The difference between the bound shown here and the one in [3] is basically due to the fact that we
are now considering Boolean functions as mapping from Bn to f1;¡1g, instead of mapping from Bn to
f0; 1g.)
This result can be viewed as a generalization of the exponential lower bound for the size of constant
depth circuits computing the parity function [10, 16]. Indeed, parity and its complement are the only
two nonconstant Boolean functions of level 1, see [2].
The paper [3] also gives a complete characterization of functions of level k. A Boolean function
f : Bn ! f1;¡1g is of level k if and only if ˆf (w) D 0 for any string w such that 1 • jwj • n ¡ k.
We now show how the above technique can be generalized in order to be applied also to functions
which present such combinatorial structure only in an “approximate sense.”
A Boolean function f : Bn ! f1;¡1g is called –-approximated at level k if
jE( f‰)¡ E( f )j • –
for any subfunction f‰ depending on l ‚ k variables.
In the following theorem, we derive a spectral characterization of functions –-approximated at level
k.
THEOREM 4.1. Let f : Bn ! f1;¡1g be –-approximated at level k. Then,
j ˆf (w)j • –
for any string w such that 1 • jwj • n ¡ k.
Proof. Let„ D („1; „2; : : : ; „n) be a Boolean string such that 0 < j„j D n¡‘ • n¡k. Moreover,
let I D fi j „i D 1g.
For any string u 2 f0; 1gn¡‘, let f‰„;u denote the subfunction defined by the restriction ‰„;u that
assigns to the variables xi such that i 2 I, the (n¡ ‘) values taken from the string u and leaves free the
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other ‘ variables. Then, we have
ˆf („) D 1
2n
X
w2Bn
(¡1)„Tw f (w) D 1
2n
X
w2Bn
(¡1)
P
i2Iwi f (w)
D 1
2n
X
u2Bn¡‘
(¡1)juj
X
v2B‘
f‰„;u (v) D
1
2n
X
u2Bn¡‘
(¡1)juj2l E¡ f‰„;u ¢:
For any u 2 Bn¡‘, the subfunction f‰„;u depends on ‘ ‚ k variables and, since f is –-approximated
at level k, we have flflE¡ f‰„;u ¢¡ E( f )flfl • –:
Thus, we get
j ˆf („)j D 1
2n¡‘
flflflflflE( f ) X
u2Bn¡‘
(¡1)juj C
X
u2Bn¡‘
(¡1)juj¡E¡ f‰„;u ¢¡ E( f )¢
flflflflfl
D 1
2n¡‘
flflflflfl X
u2Bn¡‘
(¡1)juj¡E¡ f‰„;u ¢¡ E( f )¢
flflflflfl • 12n¡‘ X
u2Bn¡‘
–;
and the result immediately follows.
We are now able to state and prove a theorem which provides a lower bound on the size required by
a depth d circuit to compute functions which are –-approximated at level k.
THEOREM 4.2. Let f : Bn ! f1;¡1g be a function –-approximated at level k. If f is computable by
a circuit of constant depth d and size M , then
M ‚ 20:05(n¡k)1=d¡1¡1¡ E( f ))2 ¡ –22(n¡k) log n¢:
Proof. An application of Lemma 3.1 yields the following inequality:
M ‚ 20:05#1=d¡1
X
jwj>#
( ˆf (w))2:
Let us choose # D n ¡ k. Then, by using the Parseval identity (3) we obtainX
jwj>n¡k
( ˆf (w))2 D
X
w2Bn
( ˆf (w))2 ¡ ( ˆf (0))2 ¡
X
1•jwj•n¡k
( ˆf (w))2 D 1¡ (E( f ))2 ¡
X
1•jwj•n¡k
( ˆf (w))2:
We are now left with the evaluation of the sum of the squares of the Fourier coeffcients of order less
or equal to our threshold n ¡ k. From Theorem 4.1 it follows that
X
1•jwj•n¡k
( ˆf (w))2 • –2
n¡kX
jD1
‡n
j
·
• –22(n¡k) log n;
where we have applied the inequality
‘X
jD1
‡n
j
·
• n‘:
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Therefore, we obtain X
jwjn¡k
( ˆf (w))2 ‚ 1¡ (E( f ))2 ¡ –22(n¡k) log n
and the result follows.
Of course, the bound on the sum binomial coefficients which we use in the proof of Theorem 4.2 is
very crude. However, its more precise versions do not improve our main results.
Finally we prove a bound on the size of decision trees computing functions which are –-approximated
at level k.
THEOREM 4.3. Let f : Bn ! f1;¡1g be a function –-approximated at level k. If f is computable by
a decision tree of size M , then
M ‚ 2n¡kC1¡1¡ (E( f ))2 ¡ –22(n¡k) log n¢:
Proof. From Lemma 3.3 it follows that
M ‚
X
w2Bn
2jwj( ˆf (w))2 ‚ 2n¡kC1
X
jwj>n¡k
( ˆf (w))2:
Thus the result follows from a computation similar to the above.
5. CO-PRIME AND SQUARE-FREE INTEGERS WITH SOME FIXED DIGITS
First of all we need a result about the uniformity of distribution of odd square-free numbers with
some fixed binary digits.
Let ‰ be a restriction on the set f1; : : : ; ng. We denote byM‰(n) the set of integers x; 0 • x • 2n¡1
such that xi D ‰(i) for all fixed subscripts i 2 f1; : : : ; ng where x D x1 : : : xn is the bit representation
of x . We also denote by Q‰(n) the number of x 2M‰(n) for which 2x C 1 is square-free.
LEMMA 5.1. For any restriction ‰ with r • (n=3)1=2 ¡ 1 fixed positions,
Q‰(n) D 8
…2
2n¡r C O¡2n¡r¡n=3(rC1)¢:
Proof. Let R‰(n;m) be the number of x 2M‰(n) with m2 j 2x C 1. From the inclusion–exclusion
principle it follows that
Q‰(n) D
X
1•m•2(nC1)=2
m·1 (mod 2)
„(m)R‰(n;m);
where „(m) is the Mo¨bius function. We recall that „(1) D 1; „(m) D 0 if m is square-full and
„(m) D (¡1)”(m) otherwise, where ”(m) is the number of prime divisors of m ‚ 2.
Let t be the length of the largest substring of free positions. It is obvious that the elements of
M‰(n) can be separated into 2n¡r¡t groups such that in each group the numbers are of the form
2s z C a; 0 • z • 2t ¡ 1, for some integers s and a.
For an odd integer m ‚ 1, each such group contains 2t=m2 C O(1) numbers which are congruent to
zero modulo m2. Taking into account that t ‚ n=(r C 1), we then obtain
R‰(n;m) D 2n¡r=m2 C O
¡
2n¡r¡n=(rC1)
¢
:
Put K D 22n=3(rC1). Applying the above asymptotic formula for m • K and the trivial bound
R‰(n;m) • 2n=m2 C 1
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for m > K , we obtain
Q‰(n) D
X
1•m•K
m·1 (mod 2)
„(m)
µ
2n¡r
m2
C O¡2n¡r¡n=(rC1)¢¶C O
0BB@ X
k<m•2(nC1)=2
m·1 (mod 2)
2n
m2
1CCA :
We also have X
1•m•k
m·1 (mod 2)
„(m)
m2
D
X
m·1 (mod 2)
„(m)
m2
C O(K¡1):
Since X
m·1 (mod 2)
„(m)
m2
D
1X
mD1
„(m)
m2
¡
X
m·0 (mod 2)
„(m)
m2
D
1X
mD1
„(m)
m2
C 1
4
X
m·1 (mod 2)
„(m)
m2
;
from Theorem 287 of [19] we derive
X
m·1 (mod 2)
„(m)
m2
D 4
3
1X
mD1
„(m)
m2
D 8
…2
:
Therefore,
Q‰(n) D 8
…2
2n¡r C O¡2n¡r¡n=(rC1) K C 2n K¡1¢:
Finally, since for r • (n=3)1=2¡ 1 the first term in the “O” symbol dominates, the result follows.
We now need a result about the number of pairs of odd co-prime numbers with some fixed binary
digits.
Let n D 2m be an even integer and let ‰ be a restriction on the set f1; : : : ; ng. We denote by N‰(n)
the set of pairs (u; v) of integers 0 • u; v • 2m¡1 such that for all fixed subscripts i we have ui D ‰(i)
if 1 • i • m and v(i¡m) D ‰(i) if m C 1 • i • 2m, where u D u1 : : : um and v D v1 : : : vm are the bit
representations of u and v.
We also denote by S‰(n) the number of pairs (u; v) 2 N‰(n) for which gcd(2u C 1; 2v C 1) D 1.
LEMMA 5.2. For any restriction ‰ with r • (n=6)1=2 ¡ 1 fixed positions,
S‰(n) D 8
…2
2n¡r C O¡2n¡r¡n=6(rC1)¢:
Proof. Let T‰(n; d) be the number of pairs (u; v) 2 N‰(n) with d j 2u C 1 and d j 2v C 1. From
the inclusion–exclusion principle it follows that
S‰(n) D
X
1•d•2mC1
d·1 (mod 2)
„(d)T‰(n; d);
where, as in the proof Lemma 5.1, „(d) denotes the Mo¨bius function.
Let s be the length of the largest substring of free positions i with 1 • i • m and let t be the length of
the largest substring of free positions i with m C 1 • i • 2m. It is obvious that the elements of N‰(n)
can be separated into 22m¡r¡s¡t groups such that in each group the pairs are of the form
(2fi y C a; 2fl z C b); 0 • y • 2s ¡ 1; 0 • z • 2t ¡ 1;
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for some integers fi; fl; a; b.
For an odd integer d ‚ 1, each such group containsµ
2s
d
C O(1)
¶µ
2t
d
C O(1)
¶
D 2
sCt
d2
C O(2sd¡1 C 2t d¡1 C 1)
pairs whose both components are divisible by d.
Put K D sn=3(rC1) and let d • K . Taking into account that s and t are greater than or equal to
m=(r C 1), we obtain
T‰(n; d) D 2n¡r=d2 C O(2n¡r¡t d¡1 C 2n¡r¡sd¡1 C 2n¡r¡s¡t )) D 2n¡r=d2 C O
¡
2n¡r¡m=(rC1)
¢
:
Applying the above asymptotic formula for d • K and the trivial bound
T‰(n; d) • 2n=d2
for d > K , we then obtain
S‰(n) D
X
1•d•K
d·1 (mod 2)
„(d)
µ
2n¡r
d2
C O¡2n¡r¡n=2(rC1)¢¶C O
0BB@ X
•<d•2mC1
d·1 (mod 2)
2n
d2
1CCA :
We also have X
1•d•K
d·1 (mod 2)
„(d)
d2
D
X
d·1 (mod 2)
„(d)
d2
C O(K¡1):
As in the proof Lemma 5.1 we derive
S‰(n) D 8
…2
2n¡r C O¡2n¡r¡n=2(rC1) K C 2n K¡1¢:
Finally, since for r • (n=6)1=2 ¡ 1 the first term in the O symbol dominates, the result follows.
Apparently the results of Lemmas 5.1 and 5.2 can be improved by means of some more sophisticated
sieve methods (see for instance [20]). However, this would not improve our main result.
6. MAIN RESULTS
At this point we are able to derive our main results.
We start with lower bounds on the Boolean circuit complexity of testing square-free numbers and
co-primality.
THEOREM 6.1. Assume that the Boolean function g given by (1) is computed by an unbounded fan-in
Boolean circuit C of depth d and of size M. Then, for sufficiently large n,
d log log M ‚ 0:5 log n C O(log log n):
Proof. Put
r D
$µ
2n
3 log n
¶1=2%
¡ 1 and k D n ¡ r:
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It follows from Lemma 5.1 that, for sufficiently large n, g is –-approximated at level k with
E(g) D 1¡ 16=…2 C o(1) and – D O¡2¡n=3(rC1)¢:
Since ¡2n=3(rC1)Cr log n • ¡ log n we have –22(n¡k) log n D O(n¡1). Aplying Theorem 4.2, we
derive the desired statement.
It is easy to see that if the depth d is a constant, then the size turns out to be superpolynomial
M ‚ exp(cn° ), for some constants c > 0 and ° > 0. In particular, this means that testing square-free
numbers, and thus integer factorization, cannot be done by a circuit of the class ACo.
THEOREM 6.2. Assume that the Boolean function h given by (2) is computed by an unbounded fan-in
Boolean circuit C of depth d and of size M. Then, for sufficiently large n,
d log log M ‚ 0:5 log n C O(log log n):
Proof. Put
r D
$µ
n
3 log n
¶1=2%
¡ 1 and k D n ¡ r:
It follows from Lemma 5.2 that, for sufficiently large n, h is –-approximated at level k with
E(h) D 1¡ 16=…2 C o(1) and – D O¡2¡n=3(rC1)¢:
Since ¡n=3(r C 1) C r log n • ¡ log n we have –22(n¡k) log n D O(n¡1). Applying Theorem 4.2, we
derive the desired statement.
As before, we conclude that co-primality testing cannot be done by a circuit of the class ACo.
These results have recently been improved in [1], where it was shown that for any prime p, testing
square-free numbers as well as primality testing and testing co-primality of two given integers cannot
be computed by ACo[p] circuits, that is, ACo circuits enhanced by MODp gates.
Similarily we obtain lower bounds for decision trees from Theorem 4.3:
THEOREM 6.3. Assume that the Boolean function g given by (1) is computed by a decision tree of
size M. Then,
log M ‚ ¡(2=3)1=2 C o(1)¢n1=2 log¡1=2 n:
THEOREM 6.4. Assume that the Boolean function h given by (2) is computed by a decision tree of
size M. Then,
log M ‚ ¡3¡1=2 C o(1)¢n1=2 log¡1=2 n:
7. CONCLUDING REMARKS
It would be very interesting to obtain analogous results for other Boolean functions related to number
theoretic problems, for example for Boolean functions deciding primality or the parity of the number
of prime divisors of the input x . Unfortunately, sieve techniques even more advanced than those used in
Lemmas 5.1 and 5.2 are still not powerful enough to produce such results, even under the assumption
of the Extended Riemann Hypothesis.
We finally mention a result concerning the average sensitivity of the function g given by (1).
Recall that the sensitivity, ¾ ( f ), of a Boolean function f : Bn ! f1; ¡1g (which is also known as
the critical complexity) is defined as the largest integer s • n such that there is a binary vector x 2 Bn
for which f (x) 6D f (x (i)) for s values of i; 1 • i • n, where x (i) is the vector obtained from x by
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flipping its ith coordinate. The average sensitivity is defined in a similar way as the average value of s
taken over all x 2 Bn . Thus
¾ ( f ) D max
x2Bn
nX
iD1
flfl f (x)¡ f (x (i))flfl
and
¾av( f ) D 12n
X
x2Bn
nX
iD1
flfl f (x)¡ f (x (i))flfl:
The sensitivity is of interest because it can be used to obtain lower bounds for the CREW PRAM
complexity of Boolean functions (see [13, 14, 24, 29]), that is the complexity on a parallel random
access machine with an unlimited number of all-powerful processors, such that simultaneous reads of
a single memory cell by several processors are permitted, but simultaneous writes are not. The average
sensitivity is a finer characteristic of Boolean functions which has been studied in a number of papers,
see [5, 9, 22].
In [7] it has been shown that for the function g, given by (1), the asymptotic formula
¾av(g) D 0:330 : : : n C o(n)
holds. This result implies several other results about various complexity characteristics of g, such as the
formula size, the average decision tree depth, and the degrees of exact and approximative polynomial
representations of this function over the reals (for more details see [6, 7]).
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