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Magnetic skyrmions, topologically protected vortex-like configurations in spin textures, are of wide conceptual
and practical appeal for quantum information technologies, notably in relation to the making of so-called race-
track memory devices. Skyrmions can be created, steered and destroyed with magnetic fields and/or (spin)
currents. Here we focus on the latter mechanism, analyzed via a microscopic treatment of the skyrmion-current
interaction. The system we consider is an isolated skyrmion in a square-lattice cluster, interacting with electrons
spins in a current-carrying quantum wire. For the theoretical description, we employ a quantum formulation of
spin-dependent currents via nonequilibrium Green’s functions (NEGF) within the generalized Kadanoff-Baym
ansatz (GKBA). This is combined with a treatment of skyrmions based on classical localized spins, with the
skyrmion motion described via Ehrenfest dynamics. With our mixed quantum-classical scheme, we assess how
time-dependent currents can affect the skyrmion dynamics, and how this in turn depends on electron-electron
and spin-orbit interactions in the wire. Our study shows the usefulness of a quantum-classical treatment of
skyrmion steering via currents, as a way for example to validate/extract an effective, classical-only, description
of skyrmion dynamics from a microscopic quantum modeling of the skyrmion-current interaction.
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1 Introduction Magnetic phenomena are inherently
quantal in nature [1,2]. Yet, in a large number of situations,
the use of classical spin models to address magnetic prop-
erties of solids has successfully allowed a classification of
ordinary magnetic phases such as e.g. ferro- and antifer-
romagnetic order [3,4,5]. The reason is to be ascribed to
the fact that, conceptually, the classical picture rigorously
emerges in the large-spin limit. With progress in experi-
mental characterization, novel and more complex types of
magnetic ordering have been unraveled [6,7,8,9]. Still, a
classical description has often provided a valuable perspec-
tive also in these more challenging instances.
A case in point is chiral magnets, where space inver-
sion symmetry is broken by the crystal structure or a ma-
terial interface, thus producing additional types of mag-
netic patterns [10]. The situation relevant to the present
work is magnetic skyrmions. These are vortex-like mag-
netic configurations, which can arise as a spontaneously
formed hexagonal lattice in the ground state of chiral mag-
nets, or as quasi-particle excitations on top of a ferromag-
netic ground state [11,12]. The energetic stability of skyr-
mions is a consequence of an antisymmetric exchange (also
called Dzyaloshinskii-Moriya, DM) interaction [13], which
results from a super-exchange mechanism mediated by the
spin-orbit interaction [14]. As a simple, immediate visual-
ization for a skyrmion, one can think of a 2D ferromag-
netic lattice with all spins orthonormal to the lattice plane,
except for a region where spins progressively turn con-
centrically into an anti-parallel alignment, with the plane
free energy minimized by circular symmetry (as an ex-
ample, see Fig. 1). In general, skyrmions can have either
a chiral or achiral structure, termed Bloch or Nee´l type
skyrmions respectively, and can exist also in antiferromag-
netic systems [15]. The type of structure that is favored
is determined by the particular form of the DM interac-
tion [16,17], and in the present work we consider Bloch
skyrmions. Further, an external magnetic field can be re-
quired to induce a stable skyrmion phase: for example, as
shown in neutron scattering experiments for MnSi [10],
with no magnetic field the skyrmion crystal phase is absent,
and the ground state shows a helical (spiral) spin texture.
Copyright line will be provided by the publisher
ar
X
iv
:1
81
0.
06
21
2v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
15
 O
ct 
20
18
2 :
The skyrmion configuration is interesting due to its non-
trivial topological structure, that makes a skyrmion pro-
tected against perturbations. This feature is highly attrac-
tive from a quantum information perspective, where the
topological charge of a skyrmion could be considered as
encoding a qubit state, to be used in what has come to be
known as racetrack memories [18], where magnetic do-
main walls are moved via currents. It is now possible to
write and delete single skyrmions using spin currents from
a scanning tunneling microscope (STM) tip [19,20]. How-
ever, to make use of skyrmions for quantum information
and spintronic purposes, it is also necessary to manipulate
skyrmions via external means [21,22,23,24].
A vast body of literature uses a classical spin frame-
work to describe both static and dynamical skyrmion be-
havior. For example, many approaches to skyrmion ma-
nipulation via currents rely on time dependent numerical
simulations of the Landau-Lifshitz-Gilbert equation [22,
23,24,25], or classical Monte Carlo steady state calcula-
tions [15,26]. We follow the same practice here, but only as
far as the spin description is concerned. Instead, being in-
terested in a microscopic description of how an electronic
(spin) current affects skyrmion dynamics, we resort to a
nonequilibrium quantum treatment of the electrons’ spins.
This is done in terms of a nonequilibrium Green’s func-
tions (NEGF) approach, that we merge with with a clas-
sical dynamics description of the skyrmion spin texture.
The proposed quantum-classical scheme is not limited to
skyrmion dynamics: we are in fact able to explicitly in-
clude electronic correlations, spin-orbit effects, and gen-
eral magnetic non-collinearity in the quantum subsystem,
features of potential importance in several situations where
classical and quantum spins coexist in the description.
Typically, skyrmions occur on large lattice distances
(on the order of tens of nanometers) [16], meaning a large
number of spin sites are involved. This implies, for our
quantum-classical approach, a NEGF treatment of fairly
large samples. In addition, skyrmion and electron dynam-
ical responses take place on rather different timescales, so
that long simulation times of the electronic Green’s func-
tions are required. These two features together make the
problem computationally very hard when using double-
time NEGF formulations.
To put our approach within practical reach, we use a
time-diagonal formulation of NEGF, based on the so-called
generalized Kadanoff Baym ansatz (GKBA) [27]. With few
exceptions [28], the NEGF-GKBA has so far been used
only for spin-compensated systems [29,30,31,32,33,34,
35]. In this work, we take into account spin-orbit effects
and magnetic non-collinearity, in a theoretical framework
where electrons mutually interact.
Concerning the use of the GKBA in a spin-dependent
approach, it has been known for a while that (even for non-
interacting and/or spin-compensated systems) the GKBA
introduces an error for reservoirs with finite energy sup-
port, but approaches the correct solution in the wide band
limit (WBL) [31]. Recently, it was pointed out that this
problem might become more severe for magnetic systems
[28], indicating the importance of including corrections be-
yond the standard GKBA to describe magnetic quantum-
transport setups with finite leads. In our work, we consider
only the WBL regime, and thus it is not necessary to con-
sider such corrections.
With our proposed methodology, we study how (spin
polarized) currents flowing in a quantum wire can induce
and influence the dynamics of an isolated classical skyrmion.
We also address how electronic correlations and spin-orbit
effects in the wire affects the skyrmion behavior. We pro-
ceed as follows: in Sect. 2, the system and the correspond-
ing Hamiltonian are described. The solution of the classical
skyrmion problem (i.e. in the absence of currents) is dis-
cussed in Sect. 3, and followed in Sect. 4 by a presentation
of the non-collinear, spin-dependent GKBA. In Sect. 5, de-
tails of the mixed quantum-classical scheme are provided,
followed by results and their discussion in Sect. 6. A few
general remarks are given at the end, in Sect. 7.
2 System and Hamiltonian We consider mutually
interacting Heisenberg spins on a square lattice, which are
magnetically coupled to the electronic spins of a quantum
wire. The system (Fig. 1) is described by the Hamiltonian
H = Hs +Hw +Hsw. (1)
The first part of H governs the dynamics of the spins:
Hs = −J
∑
〈mn〉
Sˆm · Sˆn −D
∑
〈mn〉
eˆmn · (Sˆm × Sˆn)
+A1
∑
m
∑
i=x,y,z
(Sˆim)
4 −A2
∑
〈mn〉
[SˆxmSˆ
x
n + Sˆ
y
mSˆ
y
n]
− h(t)
∑
m
Sˆzm. (2)
Here, J and D, both taken positive, give the respective
strengths of the exchange (in our case, ferromagnetic) and
Dzyaloshinskii-Moriya (DM) interactions [13,14]. Also,
the subscript m refers to the spin at position Rm in the
2D lattice, and 〈mn〉 restricts the double sums to pairs of
nearest-neighbor lattices sites. The DM vector is given by
eˆmn ≡ (Rm − Rn)/|Rm − Rn|, favoring formation of
Bloch-type skyrmions. The terms proportional to A1 and
A2 are anisotropy terms appropriate for a square lattice
(we assume the lattice lies in the xy-plane), whose main
effect is to break the degeneracy of the ground state [17,
26]. Finally, the last term in Eq. 2 describes the Zeeman
interaction with an external, in principle time dependent,
magnetic field h(t), conventionally oriented along the z-
direction.
The second part ofH pertains to the quantum wire, and
comprises three terms,
Hw = Hc +Hres +Hc−res. (3)
Copyright line will be provided by the publisher
pss header will be provided by the publisher 3
The first term, Hc, describes the central region of the wire
(i.e. the “device”) within a tight-binding picture:
Hc = U
∑
i
nˆi↑nˆi↓ +
∑
iσσ′
c†iσ(iI − h(t)σz)σσ′ciσ′ (4)
+
∑
iσσ′
[
c†iσ(tI + itsoσy)σσ′ci+1,σ′ + h.c.
]
.
Here, c†iσ (ciσ) creates (destroys) an electron of spin pro-
jection σ at site i, and nˆiσ = c
†
iσciσ . The single-particle
Hamiltonian is of the general form hiσjσ′ = hij · σ, where
σ = (I,σ), I is the 2 × 2 identity matrix, and σ is the
vector of Pauli matrices. In the following however, we re-
strict to the explicit form of hij given in Eq. 4. Concern-
ing the parameters in the wire Hamiltonian, i is a local,
in principle site-dependent, potential energy and h the ex-
ternal magnetic field (the same as in Eq. 2), while t and
tso respectively describe spin-preserving and spin-flip hop-
pings between the sites of the wire. In particular, tso ac-
counts for spin-orbit effects within a tight-binding descrip-
tion. For simplicity, we consider only on-site interactions
among electrons, i.e. we use interactions of the Hubbard
form, whose strength is given by the parameter U . The ap-
proach is however general enough to include arbitrary two-
body interactions of the form vijkl.
The reservoirs (leads) are taken as one-dimensional,
and are described similarly in a tight-binding picture, via
Hres = t
′∑
iσα
(a†iσαai+1,σα + h.c.) +
∑
iσα
uασ(t)nˆiσα,
(5)
where t′ is the hopping amplitude, uασ a time-dependent
bias, and α a reservoir index. Throughout this work we
consider spin-polarized reservoirs. The central region of
the wire interacts with the reservoirs via the tunneling term
Hc−res = tl
∑
σ
a†1σlc1,σ + tr
∑
σ
a†1σrcN,σ + h.c., (6)
where tl and tr determine the hopping amplitude into the
left and right leads.
Finally, localized Heisenberg spins and electron spins
in the device part of the wire mutually interact through an
s−d-type coupling, given by the Hamiltonian term
Hsw =
∑
im
J ′imSˆm ·
∑
σσ′
c†iσσσσ′ciσ. (7)
We note that, in general, the coupling strength J ′ can be
distance-dependent, and thus the wire can be positioned ar-
bitrarily within the lattice of Heisenberg spins. Here, how-
ever, we consider for simplicity a straight wire aligned on
top of a line of spins, as shown in Fig. 1. We consider the
case J ′im = J
′δim, where at each site of the wire the elec-
tron spins interact only with the corresponding localized
Heisenberg spin at the same lattice site. However, we have
Figure 1 Schematic illustration of the system. A classical
spin texture on a square lattice (in this case, representing
an isolated skyrmion) interacts with the electrons in a wire
carrying a (spin polarized) current. The device part of the
wire and the embedding leads are shown explicitly as su-
perimposed at the bottom. The array of colored dots rep-
resents the value of the z-component of the localized spins
according to the vertical color bar, whilst the in-plane (x, y)
spin-projections are shown explicitly by arrows. The color
coding specifications apply to all figures in the paper.
checked that our results are robust against changing the
coupling, by instead taking e.g. J ′im = J
′δimx .
A remark concerning the energy units for the different
contributions to H: in the paper, all the parameters for Hs
are expressed in units of J , the exchange interactions for
the localized spins. In turn, J and all the electronic param-
eters in Hw + Hsw, including the s−d exchange term J ′,
are expressed in units of t, the spin-preserving electronic
hopping term, which is thus our basic energy unit.
3 Ground state spin configuration In the large-spin
limit (formally, when 〈S2m〉 → ∞), spin fluctuations can
to a good approximation be neglected, and the spins can be
treated classically [36,37]. In what follows, we i) assume
that we are in this regime, and ii) for convenience normal-
ize the now classical spin vectors, by taking Sm → S˜m ≡
Sm/|Sm|. This simply amounts to a rescaling of the spin
parameters in the Hamiltonian (for notational convenience,
the tilde superscript is dropped henceforth).
To find the ground state of the classical spin system,
we use simulated annealing together with the Monte Carlo
(MC) Metropolis algorithm to minimize the energy. Start-
ing from a random spin configuration, the system temper-
ature is gradually decreased, while minimizing the energy
in each step. Once the target temperature is reached, the
MC routine is invoked an additional nav times: the ground
state configuration is then taken as the algebraic average of
these nav configurations.
Depending on the value of the parameters J , D, h, A1
and A2, the spin Hamiltonian Hs shows a rich phase di-
agram (for a full discussion see [26]). For zero magnetic
field the ground state configuration is a so-called spiral
state, as shown in the top left panel of Fig. 2 for an 18×18
square spin lattice with periodic boundary conditions. The
Copyright line will be provided by the publisher
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sign of the parameter D determines the chirality of the
spiral, while the ratio D/J determines the wavelength of
the spiral. The results in Fig. 2 correspond to J = 1 and
D =
√
6. In addition, the propagation direction of the spi-
ral is fixed by the sign of A1: For A1 > 0 it is along the
(1, 1) direction, while for A1 < 0 it is along the (1, 0) di-
rection.
In Fig. 3, we show the corresponding skyrmion density,
defined as
%SKm =
Sm · (Sm+xˆ × Sm+yˆ + Sm−xˆ × Sm−yˆ)
8pi
, (8)
with xˆ and yˆ are the unit vectors of the square lattice.
This is a compact, convenient indicator for the skyrmion
content of given spin texture; for example, in the spiral
phase, %SKm = 0. When integrated over the entire plane the
skyrmion density gives the topological chargeQ, that in the
continuum is conserved and takes on integer values [16].
TakingA2 6= 0 gives a skyrmion crystal state, shown in
the top right and bottom left panels of Fig. 2. This state can
be seen as a superposition of two spin spirals with wave
vectors k = ±xˆ and k = ±yˆ, and depending on if the am-
plitudes of the two spirals are different (equal), we find the
configuration in the top right (bottom left) panel of Fig. 2.
By taking A2 = 0 and h 6= 0 we find a skyrmion crys-
tal that consists of three superposed spin spirals, shown in
the bottom right panel of Fig. 2. As also seen from the
skyrmion densities in Fig. 3, this state corresponds to a
hexagonal lattice of skyrmions.
4 GKBA for non-collinear spins To obtain the ex-
pectation value of any time-local one-body electronic op-
erator, it is enough to have complete knowledge of the
time-dependent one-particle density matrix ρ [38,39,40].
When spin-orbit effects and/or spontaneous magnetization
are present, or when external magnetic fields have a non-
uniform orientation in space and time (these instances are
generically referred to as a non-collinear spin regime), ρ
retains a full matrix dependence on the spin indexes, i.e.
ρ ≡ ρσσ′ij (t). Here, with reference to Eqs. 3, i and j are
site indexes, σ and σ′ are spin indexes, and t is the time
variable.
In this section we provide the equation of motion for
ρσσ
′
ij (t) in the non-collinear spin case using nonequilibrium
Green’s functions (NEGF) within the generalized Kadanoff-
Baym ansatz [27]. Our starting point is the contour ordered
nonequilibrium Green’s function G, defined by
Gσσ
′
ij (z, z
′) = −i〈T
[
ciσ,H(z)c
†
jσ′,H(z
′)
]
〉. (9)
Here, the expectation value is taken with respect to the
grand-canonical ensemble, the arguments z and z′ of the
Green’s function take values on the Keldysh contour γ,
going from t = −∞ to t = ∞ and back again, and the
contour-ordering operator T orders operators so that later
Figure 2 Spin textures obtained by varying the parame-
ters A1, A2 and h. We take J = 1 to define the unit of
energy, keep D =
√
6 fixed to have a configuration with
wavelength λ = 6, and take A1 = 0.5. In the top left panel
A2 = h = 0, while in the top right panel A2 = 2, and
h = 0. In the bottom left panel A2 = 3 and h = 0, while
in the bottom right panel A2 = 0 and h = 2. Color coding
specifications are the same as in Fig. 1.
contour time arguments are to the left. The creation and an-
nihilation operators are taken in the Heisenberg picture. In
the present case, the equation of motion for G must retain
the full spin structure for all quantities involved:(
i
d
dz
− [hHF (z;S)]σσ′′ik
)
Gσ
′′σ′
kj (z, z
′) = δσσ
′
ij δ(z, z
′)
(10)
+
∫
γ
dz1Σ
σσ′′
ik (z, z1)G
σ′′σ′
kj (z1, z
′),
with a corresponding equation being satisfied by its ad-
joint. In Eq. 10 and onwards, repeated spin and site indexes
are implicitly summed over. Further, hHF is the single-
particle Hamiltonian of the system, which depends para-
metrically on the set of time-dependent classical spinsS ≡
{S1,S2, . . . ,SN}. In addition hHF contains the Hartree-
Fock contribution of the interactions, while any correla-
tion effects beyond this approximation are subsumed in the
self-energy Σ. Eq. 10 and its adjoint can be decomposed
using the Langreth rules [41] into a set of coupled equa-
tions known as the Kadanoff-Baym equations (KBE) [42],
where the Green’s functions depend on real time arguments.
Since the Green’s function depends on two time argu-
ments, and the integral kernel retains the full memory of
Copyright line will be provided by the publisher
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Figure 3 Skyrmion densities corresponding to the spin tex-
tures shown in Fig. 2. Color coding specifications are the
same as in Fig. 1.
the system, the solution of the KBE scales at least cubically
with time [29]. However, since ρσσ
′
ij (t) = −iGσσ
′,<
ij (t, t
′),
it is possible starting from the equation of motion for the
lesser Green’s function G< and its adjoint, to derive an
equation of motion directly for the density matrix as
d
dt
ρσσ
′
ij (t) + i [hHF (t;S), ρ(t)]σσ
′
ij =−
(
Iσσ
′,<
ij (t) + h.c.
)
,
(11)
with
Iσσ
′,<
ij (t) =
∫
dt′
[
Σ˜σσ
′′,<
ik (t, t
′)Gσ
′′σ′,A
kj (t
′, t) (12)
+ Σ˜σσ
′′,R
ik (t, t
′)Gσ
′′σ′,<
kj (t
′, t)
]
.
The self-energy Σ˜ in Eq. 12 is made out of two parts:
in matrix notation (and with spin/site indexes not explic-
itly shown), Σ˜ = Σemb. + Σ, where Σemb. is the em-
bedding self-energy that describes the effect of the macro-
scopic leads to which the wire is connected [43], and Σ
accounts for the electronic correlations in the wire.
Eq. 11 is not a closed equation for ρ(t), since the col-
lision integral I<(t) (Eq. 12) depends on G< for times
t′ 6= t. An (approximate) closure can be made via the gen-
eralized Kadanoff-Baym ansatz (GKBA) [27]
Gσσ
′,<
ij (t, t
′) ≈ ρσσ′′ik (t)Gσ
′′σ′,A
kj (t, t
′) (13)
−Gσσ′′,Rik (t, t′)ρσ
′′σ′
kj (t
′),
+ + +
Figure 4 Feynman diagrams contributing to the second
Born self-energy of Eq. 15.
where the retarded Green’s function GR(t, t′) is assumed
to be of the form
GR(t, t′) = −iθ(t− t′)Te−i
∫ t
t′ dt1hqp(t1). (14)
The quasi-particle Hamiltonian hqp will in the following
be taken to be hHF .
In this work, the correlation part of the self-energy is
considered within the second Born (2B) approximation, di-
agrammatically represented in Fig. 4 and explicitly given
by
Σσσ
′,<
ij (t, t
′) =
∑
σ1σ2σ3
σ4σ5σ6
∑
klm
nqp
vσσ1σ2σ3iklm v
σ4σ5σ6σ
′
nqpj × (15)
[
Gσ3σ4,<mn (t, t
′)Gσ2σ5,<lq (t, t
′)Gσ6σ1,>pk (t
′, t)
−Gσ2σ4,<ln (t, t′)Gσ6σ1,>pk (t′, t)Gσ3σ5,<mq (t, t′)
]
,
where all propagators implicitly depend on configuration
S of the classical spin-texture, which also evolves in time.
Thus, according to Eqs. 11-15, a GKBA for non-collinear
spins can be achieved by interpreting all quantities as ma-
trices in spin space, as e.g.
ρσσ
′
ij → ρiσ,jσ′ ≡
(
ρ↑↑ ρ↑↓
ρ↓↑ ρ↓↓
)
. (16)
The notation can be made substantially lighter by using
the spin-orbital index m = 1, 2, . . . , 2N and ordering the
states according to (1 ↑, 2 ↑, . . . , N ↑, 1 ↓, . . . , N ↓).
Since with a few exceptions (namely the construction of
the Hartree-Fock Hamiltonian and the second Born self-
energy) all quantities in the equations above are built solely
using matrix multiplications, this entails very few changes
to an existing GKBA implementation. In the super-index
notation, Eqs. 11-14 become identical to the usual spin-
compensated case, and for the non-collinear case one uses
[hHF (t,S)]ij = hij(t,S) +
∑
mn
[vimnj − vimjn] ρnm(t),
Σ<ij (t, t
′) =
∑
klmnqp
viklmvnqpj
[
G<mn(t, t
′)G<lq(t, t
′)G>pk(t
′, t)
−G<ln(t, t′)G>pk(t′, t)G<mq(t, t′)
]
. (17)
As an example of the contracted notation, the Hubbard in-
teraction U
∑
i ni↑ni↓ is written in the four-index, spin-
orbital-index form as viklj = Uδijδkl(δi+N,l + δi,l+N ).
Copyright line will be provided by the publisher
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We note that within this formulation of the GKBA, it is
possible to treat both spin polarized systems with different
numbers of spin up and down electrons, as well as more
general systems with non-collinear spin structure.
Numerical implementation.- As already discussed in
the introduction (Sect. 1), double-time NEGF codes for lat-
tice models as developed e.g. in Ref. [44] are not computa-
tionally convenient for problems of the size dealt with here.
For the implementation of our spin-dependent, quantum-
classical mixed scheme, for i) the implementation of the
time-diagonal NEGF approach, we used as starting point
the CHEERS code [35], and adapted it to a non-collinear
spin description in the presence of spin-orbit interactions.
For ii) the implementation of the time-evolution of the clas-
sical spins within the Ehrenfest approximation, we closely
followed the procedure introduced in [45,46]. Compared
to the spin-compensated case, and depending on the nature
of the interaction matrix elements and the type of many-
body approximation for the electronic self-energy, the non-
collinear treatment presents an additional computational
cost factor in the range 22 − 25.
5 Coupled system: Ground state After the initial
state configuration of the classical spin lattice has been
obtained, we need to find the initial state of the coupled
spin-electron system. This is done by a self-consistent pro-
cedure minimizing the forces on the spins, and amounts
to a damped time-evolution. During the minimization, the
electronic system is treated at the Hartree-Fock level and is
decoupled from the leads.
For the damped spin dynamics, the forces are calcu-
lated via the equation of motion for the spin operators, in
the limit ~→ 0:
∂Sm
∂t
=− 2J
∑
n
Sn × Sm − h(t)× Sm (18)
− 2D
∑
n
[eˆmn(Sm · Sn)− (eˆmn · Sm)Sn]
+ 4A1Am × Sm +A2Bm × Sm
−
∑
iσσ′
J ′imρiσ,iσ′(σσσ′ × Sm),
The first five terms are due to spin-spin interactions, where
the contributions proportional to the anisotropies are given
in terms of the vectors Am = ([Sxm]
3, [Sym]
3, [Szm]
3) and
Bm = (Sm+xˆ, Sm+yˆ, 0). The last term in Eq. 18 describes
the interaction of the spin-texture with the electrons spins
in the wire. It corresponds to performing the Ehrenfest ap-
proximation for Eq. 7, by taking the average of the elec-
tronic spins over the instantaneous electronic state of the
wire 1.
1 This way to proceed mirrors the prescription employed in
molecular dynamics simulations to describe the semi-classical in-
teraction between electrons and nuclei or spin, introduced within
the framework of NEGF in [45,46]. Recently, the semiclassical
 0.495
 0.5
 0.505
 4  8  12  16  20  24
n
i
n↑ n↓
Figure 5 Spin configuration (top) and skyrmion density
(center) in the initial state of a coupled spin-electron sys-
tem. The bottom panel shows the density profile of spin up
and down electrons across the wire. Color coding specifi-
cations are the same as in Fig. 1.
While determining the initial state of the coupled sys-
tem (and only then), we add for numerical convenience an
additional term to Eq. 18, namely a Gilbert-like damping
force FG explicitly given by
Fm,G = aGSm ×
(
∂
∂t
Sm
)
, (19)
This acts as a dissipative term that quenches the spin oscil-
lations, and permits to attain the ground state faster [17].
The damped self-consistent dynamics to obtain the ground
state is performed using a predictor-corrector scheme. The
procedure can be summarized into the following steps:
1. Calculate the electronic potential due to the spins, Eq. 7.
2. Calculate the spin forces according to Eq. 18.
3. Find the Hartree-Fock ground state of the electrons.
4. Update the spin configuration.
approach has also been considered to study of spin-electron inter-
actions in a single classical spin model [47]
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The above is repeated until the maximal force on any of the
spins is below a given threshold value.
The procedure described is not restricted to starting
from the spin ground state, and in fact, we could take any
initial state of the spin system, couple it to the electrons,
and then relax the system to find a stationary state. This is
a point worth stressing since, most experiments on single
skyrmions are performed in the ferromagnetic parameter
regime with isolated skyrmion excitations [19,21].
To study skyrmion motion we consider a rectangular
lattice with 24 × 12 sites, coupled to a 24 site electronic
wire. The initial state is obtained by first computing the
spin ground state of 12× 12 lattice, using the spin param-
eters J = 0.5, D = 1/
√
6, h = 0.3, A1 = 0.2, A2 = 0
and aG = 1, and the electronic parameters t = 1, tso = 0,
i = 0 and U = 0. The spin-electron coupling strength
is taken as J ′ = 0.5. We then extend the lattice along the
x-direction, and relax the system in presence of a slightly
increased magnetic field h = 0.5. This value of the mag-
netic field corresponds to a spin ground state that is fer-
romagnetic, so that the stationary state shown in Fig. 5
corresponds to a single skyrmion excitation. We see that
the density profile of the electronic ground state is slightly
asymmetric with respect to the center, which however is
no surprise, since also the spin structure has this type of
asymmetry.
6 Coupled system: Time evolution The time evo-
lution of the coupled spin-electron system is obtained by
propagating the GKBA equation of motion for the elec-
trons (Eq. 11), together with the equation of motion for the
spins (Eq. 18), using a predictor-corrector scheme for both
spins and the electrons. We consider leads with complete
spin polarization, and to model spin- and charge-currents
we therefore connect the central system to four leads: Two
left leads with spin up and down respectively, and two right
leads with spin up and down. We consider reservoirs close
to the wide band limit by taking t′ = 9 and tl = tr = 0.2,
and fix the chemical potential at µ = 0. We have checked
that the results presented below are robust against an in-
crease of the value of t′ (i.e. t′ >9); thus, for all practical
purposes, the wide band limit appears to have been numer-
ically attained in our calculations.
Starting from the initial state of the 24× 12 lattice dis-
cussed above, the coupling to the leads is slowly switched
on between times t = −50 and t = 0. At time t = 0 a
spin symmetric bias given by ulσ(t) = θ(t) and urσ(t) =
−θ(t) is suddenly switched on, which generates a charge
current density of about I = I↑ + I↓ = 0.01 flowing
through the system, as seen in Fig. 6. From the figure, it
is also evident that the overall features of the current are
insensitive to the exact parameters of the wire, both when
varying (in a not too wide range) the interaction U and the
spin-orbit hopping tso.
The current exerts a force on the spin texture through
the so-called spin-transfer torque, which induces a motion
-0.01
-0.005
 0
 0  100  200  300
I
t
(0,0)
(1,0)
(0,1/√2)
(1,1/√2)
Figure 6 Time-dependent current I = I↑ + I↓ from the
left leads into the wire, after a sudden switch-on of the bias
ulσ(t) = θ(t) and urσ(t) = −θ(t). The different curves
represent the values of the parameters (U, tso) indicated in
the figure.
of the skyrmion pattern. It has been found in several studies
that the skyrmion tends to follow the electronic current [23,
24]. This effect is typically modeled by assuming a large
spin-electron coupling, which allows to derive an effective
equation for the spins that includes electronic off-diagonal
spin couplings up to second order [48]. In this equation,
the effects of electronic motion is included only through
an external current density I , which is usually taken con-
stant or as a static solution of the macroscopic Maxwell’s
equations.
Here we also consider skyrmion motion, but we adopt a
microscopic description of both electrons and spins. While
being computationally more expensive, this approach per-
mits to explicitly address issues not easily accessible oth-
erwise, e.g. how electron-electron interactions or disorder
affect currents, or how time dependent currents permit to
manipulate skyrmion dynamics. Furthermore, it provides a
firm conceptual and practical ground to benchmark treat-
ments where the electrons are considered only implicitly.
In Fig. 7 we show the spin configuration at time t =
200 for U = tso = 0, where we see that the current in
the wire induces an almost rigid motion of the skyrmion.
As in previous studies we find that the skyrmion moves in
the direction of the current (cf. the initial configuration in
Fig. 5). However in our approach, this motion arises from
a microscopic description of both electrons and spins, and
without any assumptions about the relative strength of the
parameters. We have checked that these results are insensi-
tive to changes in the interaction U and spin-orbit coupling
tso, as well as to moderate variations of the bias. We have
also tried using spin-polarized currents, taking the bias to
be ul↑ = ur↓ = θ(t) and ul↓ = ur↑ = −θ(t), which gives
a current I = I↑ − I↓ ≈ 0.01. The results are in close
agreement with those using the spin symmetric bias, and
are therefore not shown explicitly here.
For a more quantitative characterisation of the motion
of the skyrmion in Fig. 7, we resort to three distinct, time-
dependent indicators: i) For the motion as a whole, we de-
Copyright line will be provided by the publisher
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Figure 7 Spin configuration (top) and skyrmion density
(bottom) at time t = 200, for a wire with U = tso = 0.
Color coding specifications are the same as in Fig. 1.
fine center of mass coordinate of the spin structure as
R(t) =
∑
m |%SKm (t)|Rm∑
m |%SKm (t)|
. (20)
Since %SK can be negative, we use a modified definition in
terms of the absolute value of %SKm (t). Additionally, ii) to
address the deformation and spread of the skyrmion, we
use a modified inverse participation ratio (IPR), defined
through
χ(t) ≡
∑
m |%SKm (t)|2[∑
m |%SKm (t)|
]2 . (21)
This quantity (again defined in terms of |%SKm |) lies in the
range χ ∈ [1/N, 1], where N is the number of spins. A
value χ = 1 corresponds to a perfectly localized density
(to a single spin), while the value χ = 1/N corresponds to
complete delocalization. Finally, iii) to address the stabil-
ity of the skyrmion, we look at the standard definition of
topological charge,
Q(t) =
∑
m
%SKm (t). (22)
In a continuum description this quantity can only take on
integer values, but in a lattice description it is no longer
perfectly quantized.
In Fig. 8 we show the time-evolution of the center of
massR, the IPR χ and the topological charge Q. These re-
 0
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 0  100  200  300
R
-
R
0
t
Rx
Ry
(0,0)
(1,0)
(0,1/√2)
(1,1/√2)
 0.475
 0.48
 0.485
 0  100  200  300
χ
t
-0.584
-0.58
-0.576
-0.572
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t
Figure 8 Top panel: Time evolution of the skyrmion cen-
ter of mass R, measured from the initial state value R0 ≡
R(t = 0). Middle panel: inverse participation ratio χ as a
function of time. Bottom panel: time-dependent topologi-
cal charge Q. In each panels, the different curves represent
the values of the parameters (U, tso) indicated in the top
panel.
sults clearly show that the skyrmion moves along the pos-
itive x-direction, while its position along the y-direction
remains approximately constant. We also see that the IPR
only changes slightly while the topological charge remains
close to constant during the time evolution. Taken together,
the results of Fig. 8 provide a clear indication of rigid skyr-
mion motion induced by the electronic current. In addition,
this result seems highly robust against changes in the elec-
tronic parameters.
7 Conclusions We have introduced a theoretical de-
scription of the motion of classical magnetic skyrmions as
induced by time-dependent spin-resolved currents. In our
approach, spin-carrying electronic currents and skyrmion
textures are treated microscopically and explicitly, via a
mixed quantum-classical scheme where the spin texture
producing the skyrmions is described classically, and the
electrons in the spin-current-carrying wire are described
with nonequilibrium Green’s functions in a time-diagonal
Copyright line will be provided by the publisher
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formulation. As an illustration, we used our mixed quantum-
classical scheme to study a single Bloch-type skyrmion on
a ferromagnetic 2D square lattice, showing how, as times
goes by, the skyrmion can be dragged along a current car-
rying wire.
As well as evidence from time snapshots of the skyr-
mion texture, this outcome stems from results for the time
evolution of the skyrmion center of mass, the skyrmion in-
verse participation ratio, and the skyrmion charge. We have
also made simple and limited explorations about the role of
electron-electron and spin-orbit interaction in the wire, and
found that these seem to have a minor effect on skyrmion
dynamics. However, we have at present too little evidence
to make this a general statement, and we plan to perform
further investigation is this respect.
Besides electron-electron and spin-orbit interactions,
notions such disorder, time-dependent driving, optimally
controlled skyrmion steering, multiple wires, and skyrmion/
wire circuitry are in principle all within the scope of our ap-
proach. It is also the case that our mixed quantum-classical
scheme is not confined to the study of skyrmion phenom-
ena; rather, it is expected to be relevant in all those sit-
uations where classical-spin systems interact with time-
dependent quantum spin currents. Furthermore, results ob-
tained within our methodology can potentially provide bench-
marks to other methods, where the role of the electrons
is considered only implicitly, subsumed in a description
based directly on currents. The investigation of these dif-
ferent aspects is left to future work.
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