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Abstract. We present and analyze an implicit–explicit timestepping procedure with ﬁnite el-
ement spatial approximation for semilinear reaction–diﬀusion systems on evolving domains arising
from biological models, such as Schnakenberg’s (1979). We employ a Lagrangian formulation of the
model equations which permits the error analysis for parabolic equations on a ﬁxed domain but intro-
duces technical diﬃculties, foremost the space-time dependent conductivity and diﬀusion. We prove
optimal-order error estimates in the L∞(0, T ; L2(Ω)) and L2(0, T ; H1(Ω)) norms, and a pointwise
stability result. We remark that these apply to Eulerian solutions. Details on the implementation
of the Lagrangian and the Eulerian scheme are provided. We also report on a numerical experiment
for an application to pattern formation on an evolving domain.
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1. Introduction. Since the seminal paper of Turing [43], time-dependent react-
tion–diﬀusion systems (RDSs) have been studied as models for pattern formation in
natural-process driven morphogenesis and developmental biology (see Murray [34] for
details). An important generalization of these models consists in considering RDSs
posed on evolving domains. This stems from the now relatively well-known observa-
tion that in many cases growth of organisms plays a pivotal role in the emergence of
patterns and their evolution during growth development [34, 23]. RDSs on evolving
domains have a wider scope of application, e.g., competing species of microorgan-
isms in environmental biology, chemistry of materials and corrosion processes, and
the spread of pollutants. Numerical simulations of RDSs on time-evolving domains
reproducing the empirically observed pattern formation processes are commonly used
[23, 5, 32, 4, 44, 14]. It is essential for scientists to computationally approximate and
appreciate the error between simulations and exact solutions of such RDSs. Galerkin
ﬁnite elements [41] are among the methods of choice to approximate such systems.
In spite of their widespread use, to the best of our knowledge, no complete er-
ror analysis of approximating ﬁnite element schemes for nonlinear reaction–diﬀusion
systems on evolving domains is available in the literature, thus motivating this work.
This is a sibling paper to [45] where we analyzed the well-posed nature of (exact)
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RDSs on evolving domains. In most practical applications, the evolving domain is
usually a surface embedded in the three-dimensional Euclidean space, but for sim-
plicity we restrict our discussion to the case where both the reference domain and
the evolving domain are ﬂat, deferring thus the analysis of RDSs on evolving curved
surfaces.
1.1. RDS on a time-dependent evolving domain. We study a RDS, also
considered in [10, 27], which models a system of chemicals that interact through the
reaction terms only and diﬀuse in the domain independently of each other. Given an
integer m ≥ 1, the vector u (x, t) ∈ Rm, denoting the concentration of the chemical
species i = 1, . . . ,m, at a spatial point x ∈ Ωt ⊂ Rd, d = 1, 2, 3, at time t ∈ [0, T ],
T > 0, satisﬁes the following initial–boundary value problem
∂tui(x, t)−DiΔui(x, t) +∇ · [aui] (x, t) = fi (u(x, t)) , x ∈ Ωt, t ∈ (0, T ],
[ν · ∇ui](x, t) = 0, x ∈ ∂Ωt, t > 0,(1.1)
ui(x, 0) = u
0
i (x), x ∈ Ω0,
where Ωt, detailed in section 2.2, is a simply connected Lipschitz continuously evolv-
ing domain with respect to t ∈ [0, T ], and D := (D1, . . . , Dm)T is a vector of strictly
positive diﬀusion coeﬃcients. Detailed assumptions on the nonlinear reaction vector
ﬁeld f := (f1, . . . , fm)
T are given in section 2.2. The convection a = (a1, . . . , ad)
T is
induced by the material deformation due to the evolution of the domain. The initial
data u0 is a positive-entry bounded ﬁeld. Since we are primarily interested in pat-
tern formation phenomena that arise as a result of self-organization within a domain
without outside-world communication we consider homogeneous Neumann boundary
conditions, but other types of boundary conditions could be studied as well within
our framework.
1.2. Main results. The core result in this paper is Theorem 5.1, where we
prove optimal convergence rates of the discrete solution in L∞(0, T ; L2(Ωˆ))m and
L2(0, T ; H
1(Ωˆ)m) (where Ωˆ is a transformed version of Ωt to be described next). Our
theoretical results are illustrated by numerical experiments, aimed mainly at quanti-
fying the pattern formation phenomena related to the type of growth in the domains.
1.3. A Lagrangian approach. We employ, both for the analysis and the im-
plementation of the computational method, a Lagrangian formulation of Problem 1.1
in the sense employed in ﬂuid dynamics, i.e., where the evolving domain, Ωt ∈ Rd, is
the image of a time-dependent family of diﬀeomorphisms At on a reference domain
Ωˆ ∈ Rd. The m parabolic equations with constant diﬀusion coeﬃcient constituting
the RDS on Ωt are thus pulled back into equations on a ﬁxed domain, albeit with
space-time dependent coeﬃcients. The ﬁxed domain setting permits us to use the
standard Bochner space machinery needed for evolution equations of parabolic type.
On the other hand, we are thus left to deal (computationally and analytically) with
three interacting diﬃculties: (1) a system ofm coupled equations, (2) the nature of the
nonlinearity f coupling the equations, and (3) the nonconstant diﬀusion and velocity
coeﬃcients, especially as functions of time. Our approach in tackling the nonlinearity
consists in constructing a suitable globally Lipschitz extension of the nonlinear reac-
tion ﬁeld that coincides with it in a neighbourhood of the exact solution and then
proving that both the exact solution and the numerical solution are conﬁned to the
domain of the original (nonextended) nonlinearity. We use mainly parabolic energy
techniques but must have some pointwise control in order to bound the nonlinearities.
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Our treatment of the nonlinear reaction functions is based on the approach of [42];
see also [11, 35]. An alternative approach to ours would be to construct schemes where
an invariant region for the continuous solution [8] is preserved under discretization;
for work in this direction we refer to [13, 29, 22].
Although all of our error estimates are derived for the Lagrangian formulation,
given that the domain evolution is prescribed, they carry in a straightforward manner
to the Eulerian framework. The situation would be more delicate if the domain
evolution was itself an unknown, such as a geometric motion coupled with the RDS,
but this is outside the scope of this study.
The smooth prescribed evolution case we deal with in this study is of relevance in
many applications (see, for example, [34]), including but not limited to skin pigment
pattern formation during development. We note that in many important applications
such as morphogen controlled growth, where the evolution of the domain is governed
by the solution to the RDS [3], or cell motility [14] and tumour growth [4], where
the deformation of the cell membrane is governed by a geometric evolution law, the
domain itself is an unknown which must be approximated. This more challenging
setting warrants further investigation. The transformation to the reference domain,
which we make use of in our Lagrangian analysis, would now depend on the solution
of the RDSs or on the geometric properties of the domain leading to the consideration
of quasi linear or fully nonlinear RDSs on ﬁxed domains.
1.4. Implicit-explicit schemes. The fully discrete method that we analyze
is a fully practical method, implemented in the ALBERTA toolbox (code available
upon request), using an implicit-explicit backward Euler scheme to derive the time-
discretization [28].
On ﬁxed domains, Zhang, Wong, and Zhang [49] analyze a second order implicit-
explicit ﬁnite element scheme for the Gray—Scott model, and Garvie and Trenchea
[18] analyze a ﬁrst order scheme for an RDS that models predator prey dynamics. In
[7] the authors propose and brieﬂy analyze a numerical method based on an implicit-
explicit time discretization and spherical harmonics for the spatial approximation
of an RDS posed on the surface of a stationary sphere. The a posteriori analysis
of ﬁnite element methods for RDSs is treated in, for example, the book [15] where
systems of coupled parabolic diﬀerential equations (reaction-diﬀusion) and ordinary
diﬀerential equations are considered, and [33] where one-dimensional scalar quasilin-
ear RDSs are considered. An adaptive ﬁnite element method for semilinear RDSs
on evolving domains and surfaces is presented in [46]. Another approach is the mov-
ing ﬁnite element method, where nodal movement is regarded as an unknown (even
on ﬁxed domain problems) and at each timestep nodes are moved, usually with the
goal of controlling the error [30, 31, 2]; for the analysis of the moving ﬁnite ele-
ment method we refer to [12]. In [48] the authors describe an adaptive moving mesh
FEM to approximate solutions of the Gray—Scott RDS on a ﬁxed domain. Recently,
Mackenzie and Madzvamuse [26] analyzed a ﬁnite diﬀerence scheme approximating
the solution of a linear RDS on a domain with continuous spatially linear isotropic
evolution.
Our study is novel in that we propose and analyze a ﬁnite element method
to approximate RDSs on a domain with continuous (possibly nonlinear) evolution.
This creates space-time-dependent coeﬃcients impacting the diﬀusion and the time-
derivative term which complicates the fully discrete scheme’s analysis and requires a
careful treatment of the timestep, depending on the rate of domain evolution. In spite
of it being only ﬁrst order in time, the proposed implicit–explicit method is robust for
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the targetted applications, where long time integration is essential and the problems
are often posed on complex geometries such as the surface of an organism.
1.5. Outline. The structure of this paper is as follows: in section 2 we intro-
duce the notation employed throughout this article, and we state our model problem
together with the assumptions that we make on the problem data and the domain evo-
lution. We present the weak formulation of the continuous problem and deﬁne a mod-
iﬁed nonlinear reaction function which we introduce for the analysis. In section 3 we
present the semidiscrete (space-discrete) and the fully discrete ﬁnite element schemes
with some remarks regarding implementation, allowing the practically minded reader
to skip over the analysis through to section 6. We then analyze the semidiscrete
scheme in section 4 and the fully discrete scheme in section 5 proving optimal-rate er-
ror bounds as well as a maximum-norm stability result, whereby the stabilizing eﬀect
of domain growth observed in the continuous case is preserved at the discrete level and
in the numerical schemes. In section 6 we provide a concrete implementation of the
ﬁnite element scheme with a set of reaction kinetics commonly encountered in devel-
opmental biology, considering domains with spatially linear and nonlinear evolution.
In section 7 we present computational experiments to illustrate our theoretical results.
2. Notation and setup. In this section we deﬁne most of the basic notation
for the rest of the paper, introduce the evolving domain framework, set the detailed
blanket assumptions, and introduce a pulled-back version of Problem 1.1.
2.1. Calculus and function spaces. Given an open and bounded stationary
domain Π ⊂ Rd and a function η ∈ C1(Π;Rm), we denote by ∇η the Jacobian matrix
of η with components [∇η(x)]ij = ∂xiηj . For η ∈ C1(Π;Rd) we denote by ∇ · η the
divergence of η. In an eﬀort to compress notation for spatial derivatives, we introduce
the convention used above, that if the variable with respect to which we diﬀerentiate
is omitted, it should be understood as the spatial argument of the function.
We denote by Lp (Π), W
p,k (Π), and Hk (Π), the Lebesgue, Sobolev, and Hilbert
spaces, respectively, equipped with the usual norms and seminorms [16]. For vector
valued functions η,μ : Π → Rm, we denote
〈η,μ〉Πm :=
m∑
i=1
∫
Π
ηi(x)μi(x)dx(2.1)
with the corresponding modiﬁcations to the norms and seminorms.
2.2. Evolving domain. Let Ωˆ ⊂ Rd be a simply connected, convex domain
with Lipschitz boundary; we will call it the reference domain. We deﬁne the evolving
domain as a time-parametrized family of domains
(2.2)
{Ωt :=At(Ωˆ)}0≤t≤T , where At : Ωˆ→Ωt is a C1-diﬀeomorphism for each ﬁxed t∈[0, T ].
The Jacobian matrix of At(·), its determinant, and its inverse will be, respectively,
denoted by
(2.3) J t(ξ) := ∇At(ξ), Jt(ξ) := detJ t(ξ), and Kt(ξ) := [∇At(ξ)]−1
for each (ξ, t) ∈ Ωˆ× [0, T ]. We will use also the evolution induced convection on the
evolving domain
(2.4) a(x, t) := ∂tAt(A−1t (x)) for x ∈ Ωt and t ∈ [0, T ].
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From classical results [1] we have the expression
(2.5) ∂tJ (ξ, t) = Jt(ξ)∇ · a (At(ξ), t) for (ξ, t) ∈ Ωˆ× [0, T ],
and the Reynold’s transport theorem [1], which reads as follows: For a function
g ∈ C1(Ωt, [0, T ])
(2.6)
d
dt
∫
Ωt
g =
∫
Ωt
∂tg +∇ · (ag) .
To aid the exposition we deﬁne Q to be the topologically cylindrical space-time do-
main:
(2.7) Q := {(x, t) : x ∈ Ωt, t ∈ [0, T ]} .
We now introduce notation to relate functions deﬁned on the evolving domain to
functions deﬁned on the reference domain. Given a function g : Q → R we denote
by gˆ : Ωˆ× [0, T ] → R its pull-back on the reference domain, deﬁned by the following
relationship:
gˆ(ξ, t) := g (At(ξ), t) , (ξ, t) ∈ Ωˆ× [0, T ].(2.8)
Assuming suﬃcient smoothness on the function g, using (2.8) and the chain rule we
may relate time-diﬀerentiation on the reference and evolving domains:1
∂tgˆ(ξ, t) =∂2g (At(ξ), t) + [a · ∇g] (At(ξ), t) , (ξ, t) ∈ Ωˆ× [0, T ].(2.9)
The right-hand side of (2.9) is commonly known as the material derivative of g with
respect to the velocity a. The following result relates the norm of a function g : Q → R
on the evolving domain with its pull-back gˆ on the reference domain:
‖g‖2L2 (Ωt) = 〈Jtgˆ, gˆ〉Ωˆ =: ‖gˆ‖
2
Jt
.(2.10)
For the gradient of a suﬃciently smooth function g : Q → R, we have
‖∇g‖2L2 (Ωt) = 〈JtKt∇gˆ,Kt∇gˆ〉Ωˆ = 〈Bt∇gˆ,∇gˆ〉Ωˆ =: |gˆ(·, t)|2Bt ,(2.11)
where B := JKKT. For t ∈ [0, T ] we deﬁne the bilinear form
(2.12) bt (vˆ, wˆ) := 〈Bt∇vˆ,∇wˆ〉Ωˆ for vˆ, wˆ ∈ H1(Ωˆ).
Assumption 2.1 implies that there exists μ, μ¯ ∈ R+ such that for i = 1, . . . ,m and for
all vˆ ∈ H1(Ωˆ),
(2.13) μ ‖∇vˆ‖2L2 (Ωˆ) ≤ bt (vˆ, vˆ) ≤ ‖B‖L∞ (Ωˆ) ‖∇vˆ‖
2
L2 (Ωˆ)
= μ¯ ‖∇vˆ‖2L2 (Ωˆ) .
Assumption 2.1 (Regularity of the mapping). It will be sometimes handy to
denote the family {At}t∈[0,T ], introduced in 2.2, A as a single map (x, t)  Ω ×
[0, T ] → At(x). We assume the following regularity:
(2.14) A ∈ C1(Ωˆ× [0, T ]) and At ∈ Ck+1(Ωˆ) for each t ∈ [0, T ],
where k will be taken equal to the degree of the basis functions of the ﬁnite element
space deﬁned in the following section. To ensure the mapping is invertible we assume
that the determinant of the Jacobian J of the mapping A (cf. (2.3)) satisﬁes
(2.15) J > 0 in Ωˆ× [0, T ].
1To avoid confusion, as in (2.9) we denote by ∂if the partial derivative with respect to the ith
argument of the function f for a positive integer i. When there is no risk of confusion we write ∂tf
for the time derivative of a time-dependent function f even when such a variable is not explicitly
written in the arguments.
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2.3. The RDS reformulated on the reference domain. Using (2.8)–(2.11)
and a change of variable in the divergence, we obtain the following equivalent formu-
lation of Problem 1.1 on a reference domain. Denote by uˆ : Ωˆ × [0, T ] → Rm the
function that satisﬁes for i = 1, . . . ,m,
∂tuˆi − Di
J
∇ · (B∇uˆi) + uˆi∇ · aˆ = fi (uˆ) on Ωˆ× (0, T ],
νˆ ·B∇uˆi = 0 on ∂Ωˆ× (0, T ],(2.16)
uˆi(ξ, 0) = uˆ
0
i (ξ), ξ ∈ Ωˆ,
where
(2.17) aˆ(At(ξ)) = ∂tAt(ξ) for (ξ, t) ∈ Ωˆ× [0, T ].
Assumption 2.2 (Nonlinear reaction vector ﬁeld). We assume throughout that f
is of the form
(2.18) fi(z) = ziFi(z) ∀z ∈ Domf =: I and each i = 1, . . . ,m
for some vector ﬁeld F ∈ C1(I) and some open set I ⊂ Rm. As a result f ∈ C1(I)
and it is locally Lipschitz. In section 6 we provide an example of a widely studied set
of reaction kinetics that satisfy the structural assumptions we make on the nonlinear
reaction vector ﬁeld.
Assumption 2.3 (Existence and regularity). We assume the global existence of
a solution uˆ to Problem 2.3. Furthermore we assume uˆ is in H+1(Ωˆ)m with ∂tuˆ in
H+1(Ωˆ)m, where  is the polynomial degree of the ﬁnite element space deﬁned in the
following section.
Remark 2.4 (Applicability of Assumption 2.3). In [45], we proved the global
existence of positive classical solutions to Problem 1.1 for a class of RDSs with positive
initial data on domains with bounded spatially linear isotropic evolution.
2.4. Weak formulation. To construct a ﬁnite element discretization, we intro-
duce a weak solution of the system 2.6, denoted by uˆi ∈ L2
(
0, T ; H1(Ωˆ)
)
, i = 1, . . . , n
with ∂tuˆi ∈ L2
(
0, T ; H−1(Ωˆ)
)
such that
(2.19) 〈J(∂tuˆi + uˆi∇ · a (At)), χˆ〉Ωˆ +Dibt (∇uˆi,∇χˆ) = 〈Jfi(uˆ), χˆ〉Ωˆ ∀ χˆ ∈ H1(Ωˆ).
Using the expression for the time-derivative of the determinant of the Jacobian (2.5),
we have
〈∂t(Juˆi), χˆ〉Ωˆ +Dibt (∇uˆi,∇χˆ) = 〈Jfi(uˆ), χˆ〉Ωˆ ∀ χˆ ∈ H1(Ωˆ).(2.20)
We shall use (2.20) to construct a ﬁnite element scheme to approximate the solution
to Problem 1.1 on the reference domain.
2.5. Extended nonlinear reaction function. In general the techniques used
to show Assumptions 2.2 and 2.3 hold utilize the maximum principle [40, 45]. In the
discrete case, since the maximum principle cannot be applied [41, p. 83], we show,
under suitable assumptions, maximum-norm bounds on the discrete solution in (5.26)
that guarantee the solution remains in the region I deﬁned in (2.18). We introduce a
modiﬁed globally Lipschitz nonlinear reaction in order to derive the error bounds, but
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this extension is never needed in practice and hence needs not be computed. Recalling
Assumption 2.2, we deﬁne F˜ ∈ C1(Rm) such that
(2.21)
{
F˜ (z) = F (z) for z ∈ I,∣∣∣F˜ ′(z)∣∣∣ < C˜ for z ∈ Rm, and f˜i(z) := ziF˜i(z) for z ∈ Rm.
The function F˜ is guaranteed to exist due to Assumptions 2.2, 2.3, the Whitney
extension theorem [17, Theorem 1, section 6.5], and the use of an appropriate cut-oﬀ
factor. If u is a solution of (1.1)
f˜ (u) = f (u).(2.22)
Thus, we may without restriction replace f with f˜ in (1.1).
3. Finite element method. In this section we design the ﬁnite element method,
ﬁrst by discretizing Problem 2.3 in space only, discussing some properties of the
semidiscrete scheme and then passing to the fully discrete scheme.
3.1. Spatial discretization setup. We shall split the spatial and temporal
discretization of Problem 1.1 into separate steps. For the spatial approximation, we
employ a conforming ﬁnite element method. To this end, we deﬁne Tˆ a triangulation
of the reference domain. We shall consistently denote by hˆ := maxs∈Tˆ diam(s) the
mesh-size of Tˆ . We assume the triangulation Tˆ is conforming and that there is no
error due to boundary approximation. Furthermore, given {Tˆi}∞i=1, a sequence of
conforming triangulations, we assume the quasi uniformity of the sequence holds; for
details see, for example, [39]. Note that the assumption of quasi uniformity implies
that the family of triangulations is shape-regular [39, p. 159].
Given the triangulation Tˆ , we now deﬁne a ﬁnite element space on the reference
conﬁguration:
(3.1) Vˆ :=
{
Φˆ ∈ H1(Ωˆ) : Φˆ|s is piecewise polynomial of degree 
}
.
We utilize the following known results about the accuracy of the ﬁnite element space
Vˆ. By the deﬁnition of Vˆ, we have for vˆ ∈ H+1(Ωˆ) (see, for example, Brenner and
Scott [6] or Thome´e [41]),
inf
Φˆ∈Vˆ
{∥∥vˆ − Φˆ∥∥
L2 (Ωˆ)
+ hˆ
∥∥∇(vˆ − Φˆ)∥∥
L2 (Ωˆ)
}
≤ Chˆ+1 |vˆ|H+1(Ωˆ) .(3.2)
Let the degree of the ﬁnite element space satisfy  + 1 > d2 , where d is the spatial
dimension. In the analysis we shall make use of the fact that (3.2) is satisﬁed by taking
the Lagrange interpolator Λh : H+1(Ωˆ) → Vˆ in place of Φˆ. (Note that  + 1 > d/2
implies H+1(Ωˆ) ↪→ C0(Ω) so the Lagrange interpolant is well deﬁned.) Let Ih : C0 →
Vˆ be a Cle´ment type interpolant [9]. The following bound holds:
‖vˆ − Ihvˆ‖L∞(Ωˆ) ≤ Chˆ+1−d/2 |vˆ|H+1(Ωˆ) .(3.3)
We shall make use of the following inverse estimate valid on quasiuniform sequences
of triangulations:
‖Φˆ‖L∞(Vˆ) ≤ Chˆ−d/2‖Φˆ‖L2(Vˆ) ∀Φˆ ∈ Vˆ.(3.4)
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3.2. Semidiscrete approximation. We deﬁne the spatially semidiscrete ap-
proximation of the solution of Problem 1.1 to be a function uˆhi : [0, T ] → Vˆ, such that
for i = 1, . . . ,m,
(3.5)
⎧⎨⎩
〈
∂t(Juˆ
h
i ), Φˆ
〉
Ωˆ
+
〈
DiB∇uˆhi ,∇Φˆ
〉
Ωˆ
=
〈
Jf˜i(uˆ
h), Φˆ
〉
Ωˆ
∀ Φˆ ∈ Vˆ,
uˆhi (0) = Λ
huˆ0i ,
where Λh is the Lagrange interpolant.
Propostion 3.1 (Solvability of the semidiscrete scheme). Let Assumptions 2.3
and 2.1 hold. Then, the semidiscrete scheme (3.5) possesses a unique solution uˆh ∈
L∞ (0, T )
m
.
Proof. In (3.5) if we write uˆhi (t) as
∑dim(Vˆ)
j=1 αjΦˆj , we obtain a system of
dim(Vˆ) ordinary diﬀerential equations for each i. By assumption the initial data for
each ODE is bounded. From Assumption 2.1 and the construction of f˜ (2.21), we have
that J , f˜ , B and their products are continuous globally Lipschitz functions. From
ODE theory (for example, [37]) we conclude that (3.5) possesses a unique bounded
solution.
3.3. The eﬀect of domain evolution on the semidiscrete solution. We
now examine the stability of (3.5) and show that domain growth has a diluting or
stabilizing eﬀect on the semidiscrete solution, mirroring results for the continuous
problem [24]. Taking Φˆ = uˆhi in (3.5) gives for i = 1, . . . ,m,
(3.6)
〈
∂t(Juˆ
h
i ), uˆ
h
i
〉
Ωˆ
+Dibt
(∇uˆhi ,∇uˆhi ) = 〈Jf˜i(uˆh), uˆhi 〉
Ωˆ
.
For the ﬁrst term on the left of (3.6) we have
(3.7)
〈
∂t(Juˆ
h
i ), uˆ
h
i
〉
Ωˆ
=
d
dt
〈
Juˆhi , uˆ
h
i
〉
Ωˆ
− 〈Juˆhi , ∂tuˆhi 〉Ωˆ .
The application of Reynold’s transport theorem (2.6) gives
(3.8)
〈
∂t(Juˆ
h
i ), uˆ
h
i
〉
Ωˆ
=
1
2
(
d
dt
∥∥uˆhi ∥∥2J + 〈Juhi , uhi ∇ · a(At(ξ), t)〉Ωˆ) .
Dealing with the right-hand side of (3.6) using (2.21) and the mean-value theorem
(MVT) we have with C˜ from (2.21)∣∣∣f˜i(uˆh)∣∣∣ ≤ ∣∣∣f˜i(0)∣∣∣+ ∣∣∣f˜i(uˆh)− f˜i(0)∣∣∣ ≤ ∣∣∣f˜i(0)∣∣∣+ C˜ m∑
j=1
∣∣uˆhj ∣∣ .(3.9)
Therefore we have
(3.10)
∣∣∣〈Jf˜i(uˆh), uˆhi 〉
Ωˆ
∣∣∣ ≤ C˜ 〈J m∑
j=1
∣∣uˆhj ∣∣ , ∣∣uˆhi ∣∣
〉
Ωˆ
+
∣∣∣〈Jf˜i(0), uˆhi 〉
Ωˆ
∣∣∣ .
Applying Young’s inequality gives
∣∣∣〈Jf˜i(uˆh), uˆhi 〉
Ωˆ
∣∣∣ ≤C˜
⎛⎝1
2
∑
j =i
∥∥uˆhj ∥∥2J + m+ 12 ∥∥uˆhi ∥∥2J
⎞⎠+ 1
2
∥∥uˆhi ∥∥2J + C˜fi(0),(3.11)
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where C
˜fi(0)
∈ R+ depends on
∣∣∣f˜i(0)∣∣∣. Summing over i we have
m∑
i=1
∣∣∣〈Jf˜i(uˆh), uˆhi 〉
Ωˆ
∣∣∣ ≤ (C˜m+ 1
2
)∥∥uˆh∥∥2
Jm
+ C
˜f(0).(3.12)
Using (2.11), (3.8), and (3.12) in (3.6) gives
d
dt
∥∥uˆh∥∥2
Jm
+ 2
m∑
i=1
Di|uˆhi |2B ≤
〈
J
(
2C˜m+ 1−∇ · a (At(ξ), t)
)
uˆh, uˆh
〉
Ωˆm
+ 2C
˜f(0).
(3.13)
Finally, integrating in time and applying Gronwall’s lemma we have
(3.14)∥∥uˆh(t)∥∥2
Jm
≤
(∥∥uˆh(0)∥∥2
Jm
+ 2tC
˜f(0)
)
exp
(
sup
Ωˆ×[0,T ]
{
2C˜m+ 1−∇ · a (At(ξ), t)
}
t
)
.
From (2.5), the dilution term ∇ · a has the same sign as ∂tJ and is therefore positive
(or negative) if the domain is growing (or contracting). Thus, domain growth has a
diluting eﬀect on the L2 (Ωt)
m norm (c.f., (2.10)) of the solution.
3.4. Fully discrete scheme. We divide the time interval [0, T ] into N subinter-
vals, 0 = t0 < · · · < tN = T , and denote by τn := tn− tn−1 the (possibly nonuniform)
timestep and τ = maxn τn. We consistently use the following shorthand for a function
of time: fn := f(tn); we denote by ∂¯f
n := τn
−1 (fn − fn−1) .
For the approximation in time we use a modiﬁed implicit Euler method where
linear reaction terms and the diﬀusive term are treated implicitly while the nonlinear
reaction terms are treated semi-implicitly using values from the previous timestep
(the ﬁrst step of a Picard iteration). Our choice of timestepping scheme stems from
the numerical investigation conducted by Madzvamuse [28].
The fully discrete scheme we employ to approximate the solution of Problem 1.1 is
thus the following: Find Uˆni ∈ Vˆ for n = 1, . . . , N , such that for i = 1 . . . ,m, we have
(3.15)⎧⎨⎩
〈
∂¯
[
JUˆi
]n
, Φˆ
〉
Ωˆ
+Di
〈
[B∇Uˆi]n,∇Φˆ
〉
Ωˆ
=
〈
JnUˆni F˜i(Uˆ
n−1
), Φˆ
〉
Ωˆ
∀Φˆ ∈ Vˆ,
Uˆ0i = Λ
huˆ0i ,
where Λh is the Lagrange interpolant and F˜i is as deﬁned in (2.21).
3.5. Physical domain formulation. In a more physically intuitive way, we
may look to approximate the solution to (1.1) on a conforming subspace of the evolving
domain. To this end we deﬁne a family of ﬁnite dimensional spaces Vn, n = [0, . . . , N ]
such that
(3.16) Vn :=
{
Φˆ(A−1tn (·)) : Φˆ ∈ Vˆ
}
,
which also deﬁnes the triangulation T n, n = [0, . . . , N ] on the evolving domain. Using
(3.15) and (3.16) we have the following equivalent ﬁnite element formulation on the
evolving domain: Find Uni ∈ Vn for n = 1, . . . , N , such that for i = 1 . . . ,m,
(3.17){
∂¯[〈Ui,Φ〉Ωt ]n +Di 〈∇Uni ,∇Φn〉Ωtn = 〈Uni F˜i(Un−1),Φn〉Ωtn ∀ Φn ∈ Vn
U0i = Λ
hu0i ,
where Λh is the Lagrange interpolant.
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4. Analysis of the semidiscrete scheme. We now prove that the semidiscrete
solution converges to the exact one with optimal order in the L∞ (0, T ; L2 (Ωˆ)m) norm
and the L2 (0, T ; H
1 (Ωˆ)m) seminorm.
4.1. A time-dependent Ritz projection. A central role in the analysis is
played by the Ritz, or elliptic, projector, deﬁned, as in Wheeler [47], for each t ∈ [0, T ]
by Rt : H
1(Ωˆ) → Vˆ such that for each vˆ ∈ H1(Ωˆ)
bt
(
vˆ, Φˆ
)
= bt
(
Rtvˆ, Φˆ
)
∀ Φˆ ∈ Vˆ,(4.1)
and
∫
Ωˆ
[Rtvˆ − vˆ] = 0.(4.2)
The constraint (4.2) ensures that Rt is well deﬁned. Diﬀerentiation in time in (4.1)
with v = uˆi yields
(4.3) bt
(
∂t(uˆi −Rtuˆi), Φˆ
)
+ 〈(∂tB)∇(uˆi −Rtuˆi),∇Φˆ〉Ωˆ = 0 ∀ Φˆ ∈ Vˆ.
To obtain optimal error estimates, we now decompose the error into an elliptic error
(the error between the Ritz projection and the exact solution) and a parabolic error
(the error between the semidiscrete solution and the Ritz projection):
uˆh − uˆ = (uˆh −Rtuˆ) + (Rtuˆ− uˆ) =: ρˆh + εˆh,(4.4)
where the equality deﬁnes ρˆh = (ρˆh1 , . . . , ρˆ
h
m)
T and εˆ = (εˆ1, . . . , εˆm)
T.
Lemma 4.1 (Ritz projection error estimate). Suppose Assumptions 2.3 and 2.1
(with k = ) hold and let R be the Ritz projection deﬁned in (4.1). Then the following
estimates hold:
sup
t∈[0,T ]
{
‖Rtuˆ(t)− uˆ(t)‖2L2 (Ωˆ)m + hˆ2
m∑
i=1
‖∇ (Rtuˆi(t)− uˆi(t))‖2L2 (Ωˆ)
}
(4.5)
≤ C(A, uˆ)hˆ2(+1),
sup
t∈[0,T ]
{
‖∂t (Rtuˆ(t)− uˆ(t))‖2L2 (Ωˆ)m + hˆ2
m∑
i=1
‖∇∂t (Rtuˆi(t)− uˆi(t))‖2L2 (Ωˆ)
}
(4.6)
≤ C(A, uˆ)hˆ2(+1).
Proof. Using (2.13) and (4.1) we have for i = 1, . . . ,m,
μ ‖∇εˆi‖2L2 (Ωˆ) ≤ a(εˆi, Φˆ− uˆi) ∀ Φ ∈ Vˆ
≤ μ¯ ‖∇εˆi‖L2 (Ωˆ)
∥∥∇(Λhuˆi − uˆi)∥∥L2 (Ωˆ) ≤ Chˆ ‖∇εˆi‖L2 (Ωˆ) |uˆi|H+1(Ωˆ) ,
(4.7)
which shows the energy norm bound of (4.5). To show the L2 estimate we use duality.
Fix a t ∈ (0, T ] and consider the solution ψˆ of following elliptic problem:
(4.8) −∇ · (Bt∇ψˆ) = φˆ in Ωˆ, Bt∇ψˆ · νˆ = 0 on ∂Ωˆ,
∫
Ωˆ
ψˆ = 0.
Note that
∥∥ψˆ∥∥
L2 (Ωˆ)
≤ C
∣∣∣ψˆ∣∣∣
H1(Ωˆ)
as for any vˆ
(4.9) inf
r∈R
‖vˆ − r‖L2 (Ωˆ) =
∥∥∥∥∥vˆ − 1|Ωˆ|
∫
Ωˆ
vˆ
∥∥∥∥∥
L2 (Ωˆ)
≤ C |vˆ|H1(Ωˆ) .
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We therefore have
(4.10) μ
∥∥∇ψˆ∥∥2
L2 (Ωˆ)
≤ bt
(
ψˆ, ψˆ
)
=
〈
φˆ, ψˆ
〉
Ωˆ
≤ C∥∥φˆ∥∥
L2 (Ωˆ)
∥∥∇ψˆ∥∥
L2 (Ωˆ)
.
Furthermore we have the estimate
(4.11)∣∣∣ψˆ∣∣∣
H2(Ωˆ)
≤ C∥∥Δψˆ∥∥
L2 (Ωˆ)
≤ C∥∥BΔψˆ∥∥
L2 (Ωˆ)
= C
∥∥φˆ+∇ ·B · ∇ψˆ∥∥
L2 (Ωˆ)
≤ C∥∥φˆ∥∥
L2 (Ωˆ)
.
Here we have introduced the notation that the divergence of the tensor B is a vector
deﬁned such that for i = 1, . . . , d, (∇ ·B)i =
∑d
j=1 ∂xjBi,j . Thus testing (4.8) with
εˆi and using (4.1) we have
〈
εˆi, φˆ
〉
Ωˆ
= bt
(
εˆi, ψˆ − Φˆ
)
∀ Φˆ ∈ Vˆ
≤ μ¯ ‖∇εˆi‖L2 (Ωˆ)
∥∥∇(ψˆ − Λhψˆ)∥∥
L2 (Ωˆ)
≤ Chˆ+1 |uˆ|H+1(Ωˆ) |ψ|H2(Ωˆ) ≤ Chˆ+1,
(4.12)
which completes the proof of (4.5). For the proof of (4.6) using (4.3) and the fact that
the gradient commutes with the time derivative (as we work on the reference domain)
we have that for i = 1, . . . ,m, and for each Φˆ ∈ Vˆ,
μ ‖∇∂tεˆi‖2L2 (Ωˆ) ≤ bt (∂tεˆi, ∂tεˆi) = bt
(
∂tεˆi, Φˆ− ∂tuˆi
)
+ bt
(
∂tεˆi, ∂tRtuˆi − Φˆ
)
= bt
(
∂tεˆi, Φˆ− ∂tuˆi
)
+
〈
∂tB∇εˆi,∇(Φˆ− ∂tRtuˆi)
〉
Ωˆ
.
(4.13)
Taking Φˆ = Λh∂tuˆi in (4.13) gives
μ ‖∇∂tεˆi‖2L2 (Ωˆ)
≤ Chˆ |∂tuˆi|H+1(Ωˆ) ‖∇∂tεˆi‖L2 (Ωˆ)
+ ‖∂tB‖L∞ (Ωˆ) ‖∇εˆi‖L2 (Ωˆ)
(
‖∇∂tεˆi‖L2 (Ωˆ) +
∥∥∇ (Λh∂tuˆi − ∂tuˆi)∥∥L2(Ωˆ))
≤ μ
2
‖∇∂tεˆi‖2L2(Ωˆ) + C(‖∇εˆi‖
2
L2 (Ωˆ)
+ hˆ2 |∂tuˆi|2H+1(Ωˆ)),
(4.14)
where we have used Young’s inequality in the ﬁnal step. The previous estimate (4.5)
completes the proof of the energy norm bound in (4.6). For the L2 estimate we
once again use duality. Testing problem (4.8) with ∂tεˆi and using (4.3), we have for
i = 1, . . . ,m, and any Φˆ ∈ Vˆ
〈
∂tεˆi, φˆ
〉
Ωˆ
= bt
(
∂tεˆi, ψˆ − Φˆ
)
−
〈
(∂tB)∇εˆi,∇Φˆ
〉
Ωˆ
= bt
(
∂tεˆi, ψˆ − Φˆ
)
+
〈
(∂tB)∇εˆi,∇
(
ψˆ − Φˆ
)〉
Ωˆ
−
〈
(∂tB)∇εˆi,∇ψˆ〉
〉
Ωˆ
.
(4.15)
Taking Φˆ = Λh∂tuˆi in (4.15) gives
∣∣∣〈∂tεˆi, φˆ〉
Ωˆ
∣∣∣ ≤ C ∣∣∣ψˆ∣∣∣
H2(Ωˆ)
(
hˆμ¯ ‖∇∂tεˆi‖L2 (Ωˆ) + hˆ ‖∂tB‖L∞ (Ωˆ) ‖∇εˆi‖L2 (Ωˆ)
+ ‖∂tB‖L∞ Ωˆ ‖εi‖L2 (Ωˆ)
)
+
∥∥∇ψˆ∥∥
L2 (Ωˆ)
‖∇∂tB‖L∞ (Ωˆ) ‖εi‖L2 (Ωˆ) ,
(4.16)
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where we have used integration by parts to estimate the last term in (4.15). The
previous estimates and Assumption 2.1 complete the proof.
Theorem 4.2 (A priori estimate for the semidiscrete scheme). Suppose Assump-
tions 2.2 and 2.3 hold. Furthermore, let Assumption 2.1 hold (with k = ). Finally
let uˆh be the solution to Problem (3.5). Then, the following optimal a priori error
estimate holds for the error in the semidiscrete scheme:
sup
t∈[0,T ]
{∥∥∥uˆh(t)− uˆ(t)∥∥∥2
L2 (Ωˆ)m
}
+
m∑
i=1
∫ T
0
hˆ2
∥∥∇(uˆhi (t)− uˆi(t))∥∥2L2 (Ωˆ)m dt(4.17)
≤ C
(
A, uˆ, C˜
)
hˆ2(+1).
Proof. Using the decomposition (4.4) and Lemma 4.1 we have a bound on the
elliptic error, and it simply remains to estimate the parabolic error ρˆh. To this end,
we use (3.5) to construct a PDE for ρˆhi by inserting ρˆ
h
i in place of uˆ
h
i and taking
Φˆ = ρˆhi . Using (2.11) we obtain for i = 1, . . . ,m,
(4.18)〈
∂t
(
Jρˆhi
)
, ρˆhi
〉
Ωˆ
+Di|∇ρˆhi |2B =
〈
f˜i(uˆ
h), Jρˆhi
〉
Ωˆ
− 〈∂t (JRtuˆi) , ρˆhi 〉Ωˆ − bt (Rtuˆi, ρˆhi ) .
Using (2.20), (2.22), and (4.1) gives
(4.19)
〈
∂t
(
Jρˆhi
)
, ρˆhi
〉
Ωˆ
+Di|∇ρˆhi |2B =
〈
f˜i(uˆ
h)− f˜i(uˆ), Jρˆhi
〉
Ωˆ
− 〈∂t (Jεˆi) , ρˆhi 〉Ωˆ .
Dealing with the ﬁrst term on the left of (4.19) as in (3.8),
(4.20)
〈
∂t
(
Jρˆhi
)
, ρˆhi
〉
Ωˆ
=
1
2
(
d
dt
∥∥ρˆhi ∥∥2J + 〈Jρˆhi ∇ · a(At(ξ))), ρˆhi 〉Ωˆ) .
Dealing with the ﬁrst term on the right of (4.19) using (4.4) and the MVT we have
(4.21)
∣∣∣〈f˜i(uˆh)− f˜i(uˆ), Jρˆhi 〉
Ωˆ
∣∣∣ ≤ C˜
⎛⎝〈 m∑
j=1
(|εˆj |+ ∣∣ρˆhj ∣∣) , J ∣∣ρˆhi ∣∣
〉
Ωˆ
⎞⎠ .
Applying Young’s inequality,
∣∣∣〈f˜i(uˆh)− f˜i(uˆ), Jρˆhi 〉
Ωˆ
∣∣∣ ≤ C˜((m+ 1
2
)∥∥ρˆhi ∥∥2J +∑
j =i
1
2
∥∥ρˆhj ∥∥2J + 12 ‖εˆ‖2Jm
)
.
(4.22)
Summing over i we have
m∑
i=1
∣∣∣〈f˜i(uˆh)− f˜i(uˆ), Jρˆhi 〉
Ωˆ
∣∣∣ ≤ C˜(3m
2
∥∥∥ρˆh∥∥∥2
Jm
+
m
2
‖εˆ‖2Jm
)
.(4.23)
Dealing with the second term on the right of (4.19),
∣∣〈∂t (Jεˆi) , ρˆhi 〉Ωˆ∣∣ ≤ ∣∣〈J∂tεˆi, ρˆhi 〉Ωˆ∣∣+ ∣∣〈∂t (J) εˆi, ρˆhi 〉Ωˆ∣∣
≤1
2
( ∥∥ρˆh∥∥2
J
+ 〈J∂tεˆi, ∂tεˆi〉Ωˆ +
〈|∂t(J)| ρˆhi , ρˆhi 〉Ωˆ + 〈|∂t(J)| εˆi, εˆi〉Ωˆ ),
(4.24)
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where we have used Young’s inequality for the second step. Now using (2.5) and
summing over i we have
m∑
i=1
∣∣〈∂t (Jεˆi) , ρˆhi 〉Ωˆ∣∣ ≤ 12(∥∥ρˆh∥∥2Jm + 〈J ρˆh |∇ · a (At(ξ), t)| , ρˆh〉Ωˆm
+ ‖∂tεˆ‖2Jm + ‖∂tJ‖L∞ (Ωˆ×[0,T ]) ‖εˆ‖
2
L2 (Ωˆ)m
)
.
(4.25)
Combining (4.20), (4.23), and (4.25),
d
dt
∥∥ρˆh∥∥2
Jm
+ 2
m∑
i=1
Di|∇ρˆhi |2B ≤ C
(∥∥ρˆh∥∥2
Jm
+ ‖εˆ‖2L2 (Ωˆ)m + ‖∂tεˆ‖
2
L2 (Ωˆ)m
)
,(4.26)
where we have used the fact that Assumption 2.1 implies J, ∂tJ ∈ L∞ (Ωˆ× [0, T ]).
Integrating in time, using Lemma 4.1, and applying Gronwall’s lemma we have
(4.27)
∥∥ρˆh(t)∥∥2
Jm
+ 2
m∑
i=1
Di
∫ T
0
|∇ρˆhi |2B ≤ C
(∥∥ρˆh(0)∥∥2
Jm
+ hˆ2(+1)
)
.
To estimate ρˆh(0), we note∥∥ρˆh(0)∥∥2
Jm
≤ ∥∥uˆ(0)− Λhuˆ(0)∥∥
Jm
+
∥∥εˆh∥∥
Jm
≤ Chˆ+1,(4.28)
where we have used (3.2), the assumption on the regularity of the exact solution and
Lemma 4.1 in the last step. Assumption 2.1 and the equivalence of norms (2.10)
completes the proof.
5. Error analysis of the fully discrete approximation. In this section we
provide the convergence result for the fully discrete scheme (3.15). The main result
of this paper is Theorem 5.1, whose proof is given in detail below. We follow that up
with a convergence result in the L∞(Ωˆ) norm which allows the use of the original f
(without extending to f˜ in the numerical method).
Theorem 5.1 (A priori estimate for the fully discrete scheme). Suppose As-
sumptions 2.2 and 2.3 hold. Suppose Assumption 2.1 (with k = ) holds. Let Uˆ be
the solution to (3.15). Suppose the timestep satisﬁes a stability condition deﬁned in
(5.11). Then, the following optimal a priori estimate holds for the error in the fully
discrete scheme:∥∥Uˆn − uˆn∥∥2
L2 (Ωˆ)m
+ τhˆ2
m∑
i=1
Di
∥∥∥∇(Uˆni − uˆni )∥∥∥2
L2 (Ωˆ)
≤ C
(
A, uˆ, C˜
)(
hˆ2(+1) + τ2
)
for n ∈ [0, . . . , N ]
(5.1)
with C˜ as deﬁned in (2.21).
Remark 5.2 (Error estimate for the evolving domain scheme). The schemes (3.15)
and (3.17) are equivalent. Thus Theorem 5.1 also provides an error estimate for the
evolving domain based scheme (3.17).
Proof of Theorem 5.1. Decomposing the error as in (4.4) we have∥∥Uˆn − uˆn∥∥2
L2 (Ωˆ)m
≤ ‖Rtuˆn − uˆn‖2L2 (Ωˆ)m +
∥∥Uˆn −Rtuˆn∥∥2L2 (Ωˆ)m(5.2)
= ‖εˆn‖2L2 (Ωˆ)m + ‖ρˆn‖
2
L2 (Ωˆ)m
.
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From Lemma 4.1 we have the following bound on the elliptic error:
(5.3) ‖εˆn‖2L2 (Ωˆ)m ≤ Chˆ2(+1) for n ∈ [0, . . . , N ].
Therefore it only remains to estimate ρˆn. Constructing an expression for ρˆn as in
(4.18), using (3.15) and (4.1) we obtain for i = 1, . . . ,m,
〈
∂¯[Jρˆi]
n, ρˆni
〉
Ωˆ
+Di|∇ρˆni |2B =
〈
Uˆni F˜i(Uˆ
n−1
), [Jρˆi]
n
〉
Ωˆ
− 〈∂¯[JRtuˆi]n, ρˆni 〉Ωˆ −Di 〈[JK∇uˆi]n, [K∇ρˆi]n〉Ωˆ
=
〈
Uˆni F˜i(Uˆ
n−1
)− f˜i(uˆn), [Jρˆi]n
〉
Ωˆ
− 〈∂¯[Jεˆi]n, ρˆni 〉Ωˆ + 〈(∂¯ − ∂t) [Juˆi]n, ρˆni 〉Ωˆ ,
(5.4)
where we have used (2.20) for the second step and F˜ is as deﬁned in (2.21). Using
Young’s inequality for the ﬁrst term on the left-hand side of (5.4) gives
〈
∂¯[Jρˆi]
n, ρˆni
〉
Ωˆ
≥ 1
τn
(
‖ρˆni ‖2J −
1
2
(〈
Jn−1ρˆni , ρˆ
n
i
〉
Ωˆ
+
〈
Jn−1ρˆn−1i , ρˆ
n−1
i
〉
Ωˆ
))
,(5.5)
where we have used (2.10). Summing over i we have
m∑
i=1
〈
∂¯[Jρˆi]
n, ρˆni
〉
Ωˆ
≥ 1
τn
(
1− 1
2
∥∥∥∥Jn−1Jn
∥∥∥∥
L∞ (Ωˆ)
)
‖ρˆn‖2Jm −
1
2τn
∥∥ρˆn−1∥∥2
Jm
.(5.6)
Using (5.2) and the MVT for the ﬁrst term on the right-hand side of (5.4) gives∣∣∣ 〈Uˆni F˜i(Uˆn−1)− f˜i(uˆn), [Jρˆi]n〉
Ωˆ
∣∣∣
≤ C˜
m∑
j=1
〈∣∣εˆn−1j ∣∣+ ∣∣ρˆn−1j ∣∣+ ∣∣τn∂¯uˆnj ∣∣+ |εˆni |+ |ρˆni | , Jn |ρˆni |〉Ωˆ
≤ CC˜
(
‖ρˆni ‖2J +
∥∥∥∥ JnJn−1
∥∥∥∥
L∞ (Ωˆ)
∥∥ρˆn−1∥∥2
Jm
+ ‖Jn‖L∞ (Ωˆ)
( ‖εˆni ‖2L2 (Ωˆ) + ∥∥εˆn−1∥∥2L2 (Ωˆ)m + ∥∥τn∂¯uˆn∥∥2L2 (Ωˆ)m )).
(5.7)
where we have used Young’s inequality for the second step. Summing over i we have
m∑
i=1
∣∣∣〈Uˆni F˜i(Uˆn−1)− f˜i(uˆn), [Jρˆi]n〉
Ωˆ
∣∣∣ ≤ CC˜( ‖ρˆn‖2Jm + ∥∥∥∥ JnJn−1
∥∥∥∥
L∞ (Ωˆ)
∥∥ρˆn−1∥∥2
Jm
+ ‖Jn‖L∞ (Ωˆ)
( ‖εˆn‖2L2 (Ωˆ)m + ∥∥εˆn−1∥∥2L2 (Ωˆ)m + ∥∥τn∂¯uˆn∥∥2L2 (Ωˆ)m )).
(5.8)
Applying Young’s inequality to the second and third terms on the right of (5.4) gives∣∣〈∂¯[Jεˆi]n, ρˆni 〉Ωˆ∣∣+ ∣∣〈(∂¯ − ∂t) [Juˆi]n, ρˆni 〉Ωˆ∣∣
≤ ‖ρˆni ‖2J +
1
2
∥∥∥∥ 1Jn
∥∥∥∥
L∞ (Ωˆ)
(∥∥∂¯[Jεˆi]n∥∥2L2 (Ωˆ) + ∥∥(∂¯ − ∂t) [Juˆi]n∥∥2L2 (Ωˆ)) .(5.9)
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Using (5.6), (5.8), and (5.9) in (5.4) gives
1
τn
(
1− 1
2
∥∥∥∥Jn−1Jn
∥∥∥∥
L∞ (Ωˆ)
− CC˜τn
)
‖ρˆn‖2L2 Jm +
m∑
i=1
Di|∇ρˆni |2B
≤
(
1
2τn
+ CC˜
∥∥∥∥ JnJn−1
∥∥∥∥
L∞ (Ωˆ)
)∥∥ρˆn−1∥∥2
Jm
+ CC˜ ‖Jn‖L∞ (Ωˆ)
(
‖εˆn‖2L2 (Ωˆ)m +
∥∥εˆn−1∥∥2
L2 (Ωˆ)m
+
∥∥τn∂¯uˆn∥∥2L2 (Ωˆ)m )
+
1
2
∥∥∥∥ 1Jn
∥∥∥∥
L∞ (Ωˆ)
(∥∥∂¯[J εˆ]n∥∥2
L2 (Ωˆ)m
+
∥∥(∂¯ − ∂t) [Juˆ]n∥∥2L2 (Ωˆ)m ).
(5.10)
Let τ ′ > 0 be such that for τ < τ ′ and for n = 1, . . . , N ,
(5.11) 1− 1
2
∥∥∥∥Jn−1Jn
∥∥∥∥
L∞ (Ωˆ)
− CC˜τ > 0.
Such a τ ′ exists since
(5.12) lim
τ→0
{
1
2
∥∥∥∥Jn−1Jn
∥∥∥∥
L∞ (Ωˆ)
+ CC˜τ
}
=
1
2
.
For τ < τ ′, we have
(5.13) ‖ρˆn‖2Jm +
m∑
i=1
CτDi|∇ρˆni |2B ≤ C
(
C¯n
∥∥ρˆn−1∥∥2
Jm
+ τRn
)
,
where C¯n = 1 + τC˜
∥∥ Jn
Jn−1
∥∥
L∞ (Ωˆ)
and
Rn := C˜ ‖Jn‖L∞ (Ωˆ)
(
‖εˆn‖2L2 (Ωˆ)m +
∥∥εˆn−1∥∥2
L2 (Ωˆ)m
+
∥∥τ∂¯uˆn∥∥2
L2 (Ωˆ)m
)
+
1
2
∥∥∥∥ 1Jn
∥∥∥∥
L∞ (Ωˆ)
(∥∥∂¯[J εˆ]n∥∥2
L2 (Ωˆ)m
+
∥∥(∂¯ − ∂t) [Juˆ]n∥∥2L2 (Ωˆ)m ).(5.14)
Therefore, for n = 1, . . . , N ,
‖ρˆn‖2Jm +
m∑
i=1
CτDi|∇ρˆni |2B ≤ C
(
n∏
k=1
C¯k
∥∥ρˆ0∥∥2
Jm
+ τ
n∑
j=1
n∏
i=j
C¯iRj
)
.(5.15)
For n = 1, . . . , N , we have
(5.16) C
n
= 1 + τC˜
∥∥∥∥ JnJn−1
∥∥∥∥
L∞(Ωˆ)
≤ 1 + τC˜ ‖Jn‖L∞(Ωˆ)
∥∥∥∥ 1Jn−1
∥∥∥∥
L∞(Ωˆ)
≤ 1 + τC˜C,
where the last passage follows by Assumption 2.1. Thus 0 < Πni=jC
i ≤ Πnk=1C
k ≤
(1 + τC˜C)n.
Considering the ﬁrst two terms on the right of (5.14), we have for n = 1, . . . , N ,
C˜ ‖Jn‖L∞ (Ωˆ)
(
‖εˆn‖2L2 (Ωˆ)m +
∥∥εˆn−1∥∥2
L2 (Ωˆ)m
)
≤ 2C˜ sup
s∈[0,...,N ]
‖Js‖L∞ (Ωˆ) ‖εˆ
s‖2L2 (Ωˆ)m
≤ C˜Chˆ2(+1),
(5.17)
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where we have used Assumption 2.1 and Lemma 4.1. Dealing with the third term on
the right of (5.14), we have
C˜ ‖Jn‖L∞ (Ωˆ)
∥∥τ∂¯uˆn∥∥2
L2 (Ωˆ)m
= C˜ ‖Jn‖L∞ (Ωˆ)
∥∥∥∥∥
∫ tn
tn−1
∂tuˆ
sds
∥∥∥∥∥
2
L2 (Ωˆ)m
≤ C˜Cτ2,(5.18)
where we have used Assumptions 2.3 and 2.1. For the fourth term on the right of
(5.14) we have
1
2
∥∥∥∥ 1Jn
∥∥∥∥
L∞ (Ωˆ)
∥∥∂¯[J εˆ]n∥∥2
L2 (Ωˆ)m
≤ 1
2
∥∥∥∥ 1Jn
∥∥∥∥
L∞ (Ωˆ)
∥∥∥∥∥ 1τn
∫ tn
tn−1
∂t[J εˆ]
sds
∥∥∥∥∥
2
L2 (Ωˆ)m
≤ C sup
s∈[tn−1,tn]
‖εˆs‖2L2 (Ωˆ)m ≤ Chˆ2(+1),
(5.19)
where we have used Assumption 2.1 for the second step and Lemma 4.1 for the ﬁnal
step. Finally, for the ﬁfth term on the right of (5.14) we have
∥∥∥∥ 1Jn
∥∥∥∥
L∞ (Ωˆ)
∥∥(∂¯ − ∂t) [Juˆ]n∥∥2L2 (Ωˆ)m =
∥∥∥∥ 1Jn
∥∥∥∥
L∞ (Ωˆ)
∥∥∥∥∥ 1τn
∫ tn
tn−1
(
s− tn−1) ∂tt[Juˆ]sds
∥∥∥∥∥
2
L2 (Ωˆ)m
≤ Cτ2 sup
s∈[tn−1,tn]
(
‖∂tuˆs‖2L2 (Ωˆ)m + ‖uˆs‖
2
L2 (Ωˆ)m
)
,
(5.20)
where we have used Assumption 2.1 for the second step and Assumption 2.3 for the
ﬁnal step. Combining (5.17), (5.18), (5.19), and (5.20) we have
(5.21) Rn ≤ C
(
hˆ2(+1) + τ2
)
for n = 1, . . . , N.
Using (4.28) we have
(5.22)
∥∥ρˆ0∥∥2
Jm
=
∥∥∥ρˆh(0)∥∥∥2
Jm
≤ Chˆ2(+1).
Applying estimates (5.21) and (5.22) in (5.13) completes the proof of
Theorem 5.1.
Remark 5.3 (Stability of the fully discrete scheme). The time step restriction
(5.11) is composed of a term arising from domain growth (the term involving the
determinant J of the diﬀeomorphism A) and a term arising from the nonlinear re-
action kinetics (the term containing C˜). It is worth noting that for a given set of
reaction kinetics, i.e., a given C˜, larger time steps are admissible on growing domains
(as we have
∥∥Jn−1/Jn∥∥
L∞ (Ωˆ)
< 1 for all n = 1, . . . , N). If we consider for illustrative
purposes the heat equation, i.e, the case C˜ = 0, we recover unconditional stability on
growing domains whereas for contracting domains (5.11) implies a stability condition
on the timestep dependent on the growth rate.
In practice only qualitative a priori estimates are generally available for the exact
solution and the region I deﬁned in Assumption 2.2 is not explicitly known. To this
end, we show a maximum-norm bound on the discrete solution to circumvent the
construction of f˜ .
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We wish to invoke estimate (3.3) with a positive power of hˆ, and thus we require
the degree of the ﬁnite element space to satisfy  > d2 − 1, where d is the spatial
dimension. For any physically relevant domain (d < 4) piecewise linear or higher
basis functions suﬃce.
Remark 5.4 (Maximum-norm bound of the discrete solution). Let the assump-
tions in Theorem 5.1 be valid and let the degree of the ﬁnite element space satisfy
 > d2 − 1, where d is the spatial dimension. Then
(5.23)
∥∥uˆn − Uˆn∥∥
L∞ (Ωˆ)m
≤ Chˆ+1−d2 ,
and for suﬃciently small mesh-size hˆ the discrete solution Uˆ
n
to Problem (3.15) is in
the region I, deﬁned in Assumption 2.2, for all n ∈ [0, . . . , N ]. Thus, we may replace
F˜ in (3.15) by F .
Indeed, for n ∈ [0, . . . , N ] we have for Ih the Cle´ment interpolant∥∥uˆn − Uˆn∥∥
L∞ (Ωˆ)m
≤ ∥∥Ihuˆn − Uˆn∥∥
L∞ (Ωˆ)m
+
∥∥uˆn − Ihuˆn∥∥
L∞ (Ωˆ)m
.(5.24)
Using (3.3) and (3.4) gives∥∥uˆn − Uˆn∥∥
L∞ (Ωˆ)m
≤ C
(
hˆ−d/2
( ∥∥Ihuˆn − uˆn∥∥
L2 (Ωˆ)m
+
∥∥uˆn − Uˆn∥∥
L2 (Ωˆ)m
)
+ hˆ+1−d/2|uˆn|H+1 (Ωˆ)m
)
.
(5.25)
Error bound (5.23) now follows from (3.2) and Theorem 5.1. Thus, if hˆ is taken
suﬃciently small we have
(5.26) sup
n=0,...,N
∥∥uˆn − Uˆn∥∥
L∞ (Ωˆ)m
≤ δ
for any δ ∈ R+. Therefore, Uˆn ∈ I for all n ∈ [0, . . . , N ] and thus f˜ (Uˆ) = f(Uˆ ).
The following corollary follows immediately.
Corrollary 5.5 (Convergence of a practical ﬁnite element method). Let the
assumptions in Theorem 5.1 be valid and let the degree of the ﬁnite element space
satisfy  > d2 − 1, where d is the spatial dimension. Then, for a suﬃciently small
mesh-size hˆ the scheme (3.15) with F˜ replaced by F possesses a unique solution
(Uˆn)n=0,...,N . It satisﬁes the following optimal-rate a priori error estimate:
∥∥Uˆn − uˆn∥∥2
L2 (Ωˆ)m
+ τhˆ2
m∑
i=1
Di
∥∥∥∇(Uˆni − uˆni )∥∥∥2
L2 (Ωˆ)
≤ C
(
A, uˆ, C˜
)(
hˆ2(+1) + τ2
)
for n = 0, . . . , N
(5.27)
with C˜ as deﬁned in (2.21).
Remark 5.6 (How small must the mesh-size be?). Knowing the the mesh-size is
“suﬃciently small” in Corollary 5.5 is possible by verifying that the computed solution
remains in the region I deﬁned in Assumption 2.2.
6. Implementation. In this section we illustrate the implementation of the
ﬁnite element scheme with explicit nonlinear reaction functions. We consider the
following widely studied set of reaction kinetics.
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Definition 6.1 (Schnakenberg’s “activator-depleted substrate” model [38, 19,
25]). We consider the following activator depleted substrate model, also known as the
Brusselator model in nondimensional form:
f1 (u1, u2) = γ
(
a− u1 + u21u2
)
and f2 (u1, u2) = γ
(
b− u21u2
)
,(6.1)
where 0 < a, b, γ < ∞.
Remark 6.2 (Applicability of Assumption 2.2). The Schnakenberg reaction ki-
netics satisfy the structural assumptions on the nonlinear reaction vector ﬁeld as
f1 (u1, u2) = γ (a+ u1F1 (u1, u2)) and f2 (u1, u2) = γ (b+ u2F2 (u1, u2)) ,(6.2)
where
F1 (u1, u2) = u1u2 − 1 and F2 (u1, u2) = −u21.(6.3)
Clearly f ,F ∈ C1(R2), thus Assumption 2.2 holds for the Schnakenberg kinetics. In
matrix vector form scheme (3.15) equipped with kinetics (6.1) and appropriate initial
approximations W 01,W
0
2 is the following: To solve for W
n
1 ,W
n
2 , n = [1, . . . , N ], the
linear systems given by
(6.4)
⎧⎪⎨⎪⎩
(
1
τn
Mˆ
n
+D1Sˆ
n
+ γNˆ
n
1
)
Wˆ
n
1 =
1
τn
Mˆ
n−1
Wˆ
n−1
1 + γaFˆ
n
,(
1
τn
Mˆ
n
+D2Sˆ
n
+ γNˆ
n
2
)
Wˆ
n
2 =
1
τn
Mˆ
n−1
Wˆ
n−1
2 + γbFˆ
n
,
where W 1 and W 2 represent the nodal values of the discrete solutions corresponding
to uˆ1 and uˆ2, respectively, and the equations are nondimensional such that either D1
or D2 is equal to 1. The components of the weighted mass matrix Mˆ , the weighted
stiﬀness matrix Sˆ, and the load vector Fˆ on the reference frame are given by
(6.5)
Mˆnαβ :=
∫
Ωˆ
JnΦˆαΦˆβ , Sˆ
n
αβ :=
∫
Ωˆ
[JK]n∇Φˆα ·Kn∇Φˆβ , and Fˆnα :=
∫
Ωˆ
JnΦˆα.
For reaction kinetics (6.1) the components of the matrices arising from the Picard
linearization Nˆ 1 are given by
(6.6)
(
Nˆ1
)
αβ
:=
dim(Vˆ)∑
η=1
dim(Vˆ)∑
ϑ=1
[(W2)η(W2)ϑ]
n−1
∫
Ωˆ
JnΦˆαΦˆβΦˆηΦˆϑ
with Nˆ2 treated similarly.
Formulation (6.4) gives rise to the following linear algebra problem: Solve for
vectors bni , i = 1, . . . ,m, such that
(6.7) Anbni = c
n−1
i for n = 1, . . . , N.
The matrix An is symmetric sparse and positive deﬁnite. We therefore use the con-
jugate gradient algorithm [21] to compute the solution to the linear systems.
7. Numerical experiments. We now provide numerical evidence to back up
the estimate of Theorem 5.1. We use as a test problem, the Schnakenberg kinetics,
although any other reaction kinetics that fulﬁls our assumptions could have been used.
For the implementation we make use of the toolbox ALBERTA [36]. The graphics were
generated with PARAVIEW [20].
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7.1. Numerical veriﬁcation of the a priori convergence rate. We exam-
ine the experimental order of convergence (EOC) of scheme (3.15). The EOC is a
numerical measure of the rate of convergence of the scheme as hˆn → 0. For a se-
quence of successive uniform reﬁnements of a triangulation
{
Tˆi
}
i=0,...,N
we denote
by {ei}i=0,...,N the error and hˆi the maximum mesh-size of Tˆn. The EOC is given by
(7.1) EOCi(ei,i+1, hˆi,i+1) = ln(ei+1/ei)/ ln(hˆi+1/hˆi).
We consider the EOC in approximating the solution to (1.1) with P1, P2, and P3
basis functions and uniform time step τ ≈ hˆ2, τ ≈ hˆ3, and τ ≈ hˆ4, respectively (since
the scheme is ﬁrst order in time). We also consider two diﬀerent forms of domain
evolution.
• Spatially linear periodic evolution:
(7.2) At(ξ) = ξ (1 + κ sin (πt/T )) .
• Spatially nonlinear periodic evolution:
(7.3) (At(ξ))i = ξi (1 + κ sin (πt/T ) ξi) for i = 1, . . . , d.
In both cases we take a time interval of [0, 1], the initial domain as the unit square,
and the parameter κ = 1. We take the diﬀusion coeﬃcients D = (0.01, 1)T and the
parameter γ = 1. Problem 1.1 equipped with nonlinear reaction kinetics does not
admit any closed form solutions. In order to provide numerical veriﬁcation of the
convergence rate, we insert a source term such that the exact solution is
uˆ1 (ξ, t) = sin(πt) cos(πx1) cos(πx2), uˆ2 (ξ, t) = − sin(πt) cos(πx1) cos(πx2).(7.4)
Tables 7.1 and 7.2 show the EOCs for the two benchmark examples. In both
examples we observe that the error converges at the expected rate, providing numerical
evidence for the estimate of Theorem 5.1.
Remark 7.1 (Existence of solutions to Problem 1.1 with spatially linear isotropic
evolution). In [45], we showed that Problem 1.1 equipped with the Schnakenberg
reaction kinetics posed on a C2 domain Ωt is well posed under any bounded spatially
linear isotropic evolution of the domain. If we assume this result holds on polygonal
domains, we have suﬃcient regularity on the continuous problem to apply Theorem
5.1 and thus conclude scheme (3.15) with P1 ﬁnite elements converges with optimal
order.
Table 7.1
Error in the L∞
(
0, T ; L2 (Ωˆ)m
)
norm and EOCs for a benchmark problem with spatially linear
domain evolution (7.2).
| log2 hˆ| 4 5 6 7
P
1 e 2.34e-1 6.20e-2 1.57e-2 3.96e-3
EOC n.a. 1.91 1.98 1.99
P
2 e 3.93 e-2 4.96e-3 6.20e-4 8.00e-5
EOC n.a. 2.98 3.00 2.99
P
3 e 9.66e-3 6.10e-4 n.a. n.a.
EOC 3.89 3.99 n.a. n.a.
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Table 7.2
Error in the L∞
(
0, T ; L2 (Ωˆ)m
)
norm and EOCs for a benchmark problem with nonlinear
domain evolution (7.3).
| log2 hˆ| 4 5 6 7
P1
e 1.42e-1 3.63e-2 9.12e-3 2.28e-3
EOC n.a. 1.97 1.99 1.99
P2
e 1.07e-2 1.32e-3 1.60e-4 2.00e-5
EOC n.a. 3.02 3.02 3.01
P3
e 1.89e-3 1.20e-4 n.a. n.a.
EOC 3.97 4.00 n.a. n.a.
7.2. Schnakenberg kinetics. To illustrate a concrete application for which our
theory holds, we present results for the Schnakenberg kinetics with domain growth
function of the form (7.2); initial conditions are taken as small perturbations around
the spatially homogeneous steady state and numerical and reaction kinetic parameter
values as given in Table 7.3.
We take the unit square as the initial domain, with the domain growing from a
square of length 1 to a square of length 5 at t = 1000 before contracting to a square
of length 1 at ﬁnal time. Figure 7.1 shows snapshots of the discrete activator (W1)
proﬁles. The substrate proﬁles (W2) have been omitted as they are 180
◦ out of phase
with those of the activator. An initial half spot pattern forms which reorients as
the domain grows into a single spot positioned in the center of the domain. As the
domain contracts this single spot disappears (via spot annihilation) with the ﬁnal
domain exhibiting no spatial patterning.
Table 7.3
Parameter values for the numerical experiment with the Schnakenberg kinetics.
D1 D2 γ a b κ T τ DOFs
.01 1.0 0.1 0.1 0.9 4 2000 10−2 8321
Figure 7.1. Snapshots of the discrete activator (u1) proﬁle for the Schnakenberg reaction
kinetics on domains with spatially linear evolution at times 0, 590, 1000, 1750, and 2000 reading
clockwise from top left. For parameter values see Table 7.3. We observe the formation of a half spot
which reorients to a single spot positioned in the center of the domain. As the domain contracts the
spots are annihilated with the domain at end time exhibiting no patterns.
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