The compressed sensing (CS) theory has been successfully applied to image compression in the past few years as most image signals are sparse in a certain domain. Several CS reconstruction models have been recently proposed and obtained superior performance. However, there still exist two important challenges within the CS theory. The first one is how to design a sampling mechanism to achieve an optimal sampling efficiency, and the second one is how to perform the reconstruction to get the highest quality to achieve an optimal signal recovery. In this paper, we try to deal with these two problems with a deep network. First of all, we train a sampling matrix via the network training instead of using a traditional manually designed one, which is much appropriate for our deep network based reconstruct process. Then, we propose a deep network to recover the image, which imitates traditional compressed sensing reconstruction processes. Experimental results demonstrate that our deep networks based CS reconstruction method offers a very significant quality improvement compared against state-of-the-art ones.
INTRODUCTION
In this paper, we focus on how to sample an image signal to get a compressed one and how to efficiently recover the original image from the compressed one. The compressed sensing (CS) theory shows that if a signal is sparse or compressible, it can be accurately recovered from measurements less than that of Nyquist sampling theorem. The CS measurements are obtained through the following linear transformation y = Φx (1) where y is an n × 1 measurement vector, x is the original signal with size of N ×1 and Φ is an n×N sampling matrix. If n N , reconstructing x from y is generally ill-posed. In the study of CS, there are two most challenging issues including (a) the design of the sampling operator Φ; (b) the development Fig. 1 . The proposed CSNet achieves the state-of-the-art reconstruction quality, whilst maintains high and competitive speed in comparison to existing CS methods. The chart is based on Set5 [1] results of 0.1 sampling ratio summarized in Table 1. of a fast nonlinear reconstruction algorithms [2] . In recent years, both of them have been extensively studied.
In most works, the sampling matrix is a random matrix, for example, a Gaussian or Bernoulli matrix, which meets the Restricted Isometry Property (RIP) with a large probability. The signal can be efficiently recovered from fewer measurements sampled by the random measurement matrix. However, they always suffer some problems such as high computation cost, vast storage and uncertain reconstruction qualities. A definite matrix, such as a Toeplitz matrix [3] or a polynomial matrix [4] are other common CS measurement matrices, which need low computation cost and are easier to implement. However, their reconstruction qualities are worse than that with a random matrix. Some works design a sampling matrix for specific signals that lead to a better reconstruction result than the random matrix. For the Block Compressed Sensing (BCS), Dinh et al. [5] propose a structural sampling matrix to balance the conflict between the compressed ratio and reconstructed quality. In [6] , Gao et al. design a local structural sampling matrix by utilizing the local smooth property of images. Although a lot of works have done as discussed above, designing an effective sampling matrix is still difficult. In this paper, we design a deep network to learn a sampling matrix automatically.
Another important issue of CS is developing fast and effective nonlinear reconstruction algorithms. One kind of the CS reconstruction algorithms is convex optimization meth- ods, which translate the nonconvex problem into a convex one to get the approximate solution. Basis Pursuit (BP) [7] is the most commonly used convex optimization method for compressed sampling reconstruction. It replaces the L0 norm constraint with the L1 norm one to get the solution by solving a linear programming problem. For 2D images, another wellknown reconstruction algorithm is through the minimization of total variation (TV) [8] . To reduce the computation complexity, some fast greedy algorithms have also been proposed, such as the orthogonal matching pursuit [9] and the stagewise orthogonal matching pursuit method [10] . As an alternative to the pursuit class of CS reconstruction, techniques based on projections have been proposed recently. In [2] , Lu Gan propose and study block compressed sensing for natural images, where image acquisition is conducted in a blockby-block manner through the same operator. In recent years, some other high quality compressed reconstruction methods have also been proposed. In [11] , Mun et al. propose a multiple hypothesis version of block compressed sensing smooth projected Landweber algorithm [2] with reconstruction driven by the measurement-domain residual resulting from multiple predictions culled from neighboring blocks. Zhang et al. [12] propose group sparse representation (GSR) to get the higher sparseness than the original signal that results in very good reconstruction performance. However, most existing work focus on the quality of the reconstruction image but ignore the computation complexity that limits their real time applications. As show in Fig. 1 , these popular compressed reconstruction methods cost more than 10 seconds to several hours per image to get the high quality. In this paper, we try to propose a real time compressed reconstruction method while keeping the good performance.
Recently, deep learning method has got much attention and it is successfully applied in many high level computer vision problems. Some deep learning based methods have also been explored for the low level tasks. Dong et al. [13] demonstrate that a convolutional neural network (CNN) can learn a mapping from low resolution image to high resolution one in an end-to-end manner. Soon after, they expand this work for JPEG compressive image restoration [14] . An effective method [15] to reduce the amount of weights and speed it up has been proposed. Different from [13] [14] [15] that use the undegraded image as ground true for training, some works try to learn image residual. Kim et al. [16] propose a very deep network to learn residual to fast the convergence speed. In [17] , Wang et al. show that a sparse coding model particularly designed for super-resolution can be incarnated as a neural network trained in a cascaded structure from end to end. The interpretation of the network based on sparse coding leads to much more efficient and effective training, as well as a reduced model size. Motivated by the sparsity-based dual-domain method, Wang et al. [18] design a deep network to imitate the sparse coding process. All these previous works demonstrate deep learning is an effective method for low level computer vision problems.
In this paper, we propose a deep network to solve the two most important issues in compressed sensing, i.e. designing a sampling matrix and developing a fast nonlinear reconstruction algorithm. The traditional block compressed sensing smooth projected Landweber algorithm includes the processes of compressed sampling, initial reconstruction and nonlinear signal reconstruction as shown in the upper of Fig.2 , which inspires us to design a deep network with different subnetworks implementing the corresponding processes, respectively. Firstly, we use a convolution layer to imitate the process of compressed sampling, which can learn the sampling matrix automatically while avoiding complicated artificial designs. Secondly, a convolution layer of size of 1 × 1 and a specific combination layer, which contains the operation of reshape and concatenation, are used to implement the initial reconstruction. Finally, five convolution layers form a deep reconstruction sub-network to further improve the quality of the initial reconstructed image, which achieves the function of non-linear signal reconstruction. Experimental results indicate that the proposed method is more effective and efficient than several state-of-the-art methods as illustrated in Fig. 1 .
In short, the contributions of this work are mainly in three aspects:
• We establish a relationship between our deep learning based compressed sampling reconstruction and the traditional block compressed sensing smooth projected Landweber algorithm. This relationship gives insight into the design of our network structure.
• We design the sampling operator via a convolution layer in the deep network that avoiding complicated artificial designs.
• We present a convolutional neural network for compressed sampling reconstruction. The network directly learns an end-to-end mapping between the compressed measurement and the target image, and achieves good reconstruction quality and fast speed.
RELATED WORK
As an alternative to the pursuit class of CS reconstruction, techniques based on projections have been proposed recently [2, 11, 19] . This kind of algorithms obtains the reconstruction output by successively projecting and thresholding.
In [19] , the initial solution is the result of L2 optimization, i.e.
Then, the approximation at iteration i+1 can be calculated aŝ Bottom is the framework of CSNet, while the upper is the framework of block compressed sensing of natural images proposed in [2] . The first layer implements block compressed sensing sampling, which learns the compressed sampling matrix automatically while avoiding complex artificial design. The second part uses a convolution layer and a combination (reshape + concat) layer to imitate the initial reconstruction process which is the minimum mean square error linear estimation in traditional BCS reconstruction. The third part is a five layer convolution network that implements the non-linear signal reconstruction process.
where Ψ is the sparsity transform domain, γ is a scaling factor and τ i is a threshold set appropriately at each iteration.
In [2] , Gan proposed block compressed sensing (BCS) for natural images, which combines block based compressed sampling and smoothed projected Landweber reconstruction. In BCS, an image is divided into B × B blocks and sampled using an appropriately-sized measurement matrix. If the sampling ratio is M N , the measurement of each block is
is a vector representing the j th block, the corresponding measurement can be obtained as y j = Φ B x j . Different from [19] , Lu Gan propose to use minimum mean square error (MMSE) linear estimation to obtain the initial solution for BCS. To further improve the quality of the reconstructed images, Lu Gan propose a 2-stages non-linear reconstruction algorithm by exploiting the sparsity property. The framework of BCS proposed by Lu Gan is showed in the upper of Fig.2 for comparison with our deep learning based CS reconstruction method.
Many improved smoothed projected Landweber based BCS methods (BCS-SPL) have been proposed in the literature. For example, Mun et al. proposed a series of this kind method: MC-BCS-SPL [20] , MS-BCS-SPL [21] and MH-BCS-SPL [11] , which are well known in the literature since they release all the codes.
PROPOSED DEEP NETWORK FOR COMPRESSED SENSING RECONSTRUCTION
As discussed in the above that traditional BCS-SPL methods consist of three steps including compressed sampling, initial reconstruction and non-linear signal reconstruction. Our proposed network contains the corresponding part that forms a compressed sampling sub-network and a reconstruction sub-network, which consists of an initial reconstruction subnetwork and a deep reconstruction sub-network. The configuration of the proposed network is outlined in Fig. 2 .
Proposed Network
Compressed Sampling Sub-network. In traditional BCS, the process of compressed sampling is expressed as y j = Φ B x j . If each row of the measurement matrix Φ B is considered as a filter, we can use a convolution layer to mimic this compressed sampling process. Since the image is divided into B × B blocks, the size of each filter in the sampling layer is also B × B, so that each filter outputs one measurement. For a sampling ratio M N , there are n B = M N B 2 rows in the measurement matrix Φ B to obtain n B sampling points. Therefore, there are n B filters of size B × B × 1 in the sampling layer. It should be noted that the stride of the convolution layer is B × B for non-overlapping sampling as traditional BCS methods do. Furthermore, there is no biases in each filter that all the filters form a traditional measurement matrix, which can be learned automatically in the network while avoiding complicated artificial design. As in most BC-S methods [2, [19] [20] [21] , we set B = 32 in our experiments. Therefore, there are 102 filters in this layer for sampling ratio M N = 0.1 .
Initial Reconstruction Sub-network. Given the compressed measurements, traditional BCS methods use the MMSE linear estimation to obtain the initial reconstructed signalx
where R xx is the autocorrelation function of the input signal. Obviously,Φ B is a B 2 × n B matrix. Similar to the sampling process, we also use a convolution layer to mimic the initial reconstruction process. Compared with previous BCS method [2] , the matrixΦ B is learned automatically in our network instead of computing by the complicated MMSE linear estimation. The convolution outputs of an image block in the sampling layer is a n B × 1 vector, so the size of the convolution filter in the initial reconstruction layer is 1 × 1 × n B . We use 1 × 1 stride convolution to reconstruct each block. Since this layer is used to mimic Eq. (4), the biases is also ignored. In summary, we use B 2 convolution filters of size 1 × 1 × n B to obtain each reconstructed block. However, the reconstructed output of each block is still a vector. To get the initial reconstructed image, we design a combination layer, which contains a reshape operator and a concatenation operator. This layer first reshapes each B 2 × 1 reconstructed vector to a B × B block, then concatenate the blocks to get the reconstructed image.
Deep Reconstruction Sub-network. As show in the upper of Fig. 2 , there is a non-linear reconstruction process after getting the initial solution. In this paper, we design a deep sub-network, called as deep reconstruction sub-network, to achieve this function. It contains m layers where the layers except the first and the last are of the same type: d filters of the size f × f × d , where a filter operates on a f × f spatial region across d channels (feature maps). The first layer of the deep reconstruction sub-network operates on the initial reconstructed output, so that it has d filters of size f × f × 1 . The last layer, which outputs the final image estimation, consists of a single filter of size f × f × d . In our experiment, we set d = 64 and f = 3.
Finally, these three sub-networks, i.e. compressed sampling, initial reconstruction and deep reconstruction, form a compressed sensing based end-to-end deep networks. We name the proposed method as CSNet.
Training
Given the input image x, our goal is to obtain the highly compressed measurement y with the compressed sampling subnetwork, and then accurately recover it to the original input image x with the reconstruction sub-network. Since the sampling sub-network and the reconstruction sub-network form an end-to-end network f, they can be trained together and do not need to be concerned with what the compressed measurement y is. Therefore, the input and the label are all image x itself for training our CSNet. Then the training dataset can be represented as {x i , x i } N i . Following most of deep learning based image restoration methods, the mean square error is adopted as the cost function of our network. The optimization objective is represented as
where θ are the network parameters needed to be trained, f (x i ; θ) is the final CS reconstructed output with respect to image x i . It should be noted that we train the compressed sampling sub-network and the reconstruction sub-network together, but they can be used independently. Furthermore, we only use the Rectified Linear Unit (ReLU) as activation function after each convolution layer in the deep reconstruction sub-network. Adaptive moment estimation (Adam) [22] is used to optimize all network parameters.
EXPERIMENTAL RESULTS
In this section, we evaluate the performance of the proposed CSNet for CS reconstruction. We first describe the datasets used for training and testing. Next, some training details are given. Finally, we show the quantitative and qualitative comparisons with five state-of-the-art methods.
Datasets for Training and Testing
We 
Training Details
The basic network parameters have been described in section 3.1. We use the method described in [25] to initialize weights, which is a theoretically sound procedure for networks utilizing rectified linear units. For other hyper-parameters of Adam, we set the exponential decay rates for the first and second moment estimate to 0.9 and 0.999, respectively. We train our model for 100 epochs and each epoch iterates 1400 times with batch size 64. The learning rate of the first 50 epochs is 0.001, the 51 to 80 epochs is 0.0001, while that of the other 20 epochs is 0.00001. We found that if we meticulously choose the training output, a better result will be obtained. However, for the sake of simplicity, we just report the test results by the hundredth training epoch, which achieves a good enough performance for comparison. We implement our model using the MatConvNet package [26] . Training takes roughly five hours on a GPU Titan X.
Comparisons with State-of-the-Art Methods
Our proposed algorithm is compared with five representative CS recovery methods in the literature, i.e., wavelet method (DWT) [27] , total variation (TV) method [8] , multi-hypothesis(MH) method [11] , collaborative sparsity (CoS) method [28] and group sparse representation (GSR) method [12] . All these methods are BCS methods, and the block size is also 32. The implementation codes are downloaded from the authors websites and the default parameter settings are used in our experiments. To evaluate the performance of each algorithm, we investigate five different sampling ratio from 0.1 to 0.5 with assessment criteria PSNR, SSIM and running time. All the test experiments are implemented in Matlab 2015a on Windows 7 system, and runs on desktop computer with 4 cores CPU at 3.4 GHz and 12 GB RAM. Both quantitative and qualitative comparisons are given. The comparisons with various algorithms on Set5 in case of 0.1-0.5 measurements are provided in Table 1 . Our proposed CSNet achieves the highest PSNR and SSIM and the Fig. 3 . Visual quality comparison of image CS recovery on image baby from Set5 [1] in the case of sampling ratio = 0.1. Fig. 4 . Visual quality comparison of image CS recovery on image butterfly from Set5 [1] in the case of sampling ratio = 0.3.
least running time among all comparative algorithms. Compare to GSR, our CSNet can improve roughly 2.31 dB, 1.46 dB, 1.07 dB, 1.08 dB and 0.31 dB on average with respect to 0.1-0.5 sampling ratio, respectively. Table 1 and Table 2 demonstrate our proposed CSNet obtains the best performance. Furthermore, our method run fastest as show in Fig.1 , Table 1 and Table 2 , which is very important for real time applications. To get better reconstruction results, we can increase the depth of the deep reconstruction sub-network, which is called deeper is better in the literature, or the number of neurons of each layer. In our experiments, we have already implemented a deeper CSNet with 10 layers of deep reconstruction sub-network, and a fatter CSNet with d = 128. They all show PSNR and SSIM gain. Some visual results of the recovered images by various algorithms are presented in Fig.3 and Fig.4 . Our proposed CSNet preserves much sharper edges and finer details, showing much clearer and better visual results than other competing methods.
CONCLUSION
In this paper, we use deep learning to solve the two most important CS issues, i.e. designing a sampling operator and developing a fast nonlinear reconstruction algorithm. We design a deep network that consists of three sub-networks: compressed sampling, initial reconstruction and deep reconstruction, which has high relationship with traditional block compressed sensing smooth projected Landweber algorithm. By designing a sampling sub-network, the sampling operator can be learned automatically, which avoids complicated artificial designs. Given the sampling measurement, the reconstruc-tion sub-network can efficiently recover the original image.
Experimental results show that the proposed CSNet achieves significant performance improvements over several current state-of-the-art methods, and runs in real time. In future work, we will take residual learning into account to further improve reconstruction performance and running time. 
