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Statistical tests for MIXMAX pseudorandom number generator
Narek H. Martirosyan,∗ Gevorg A. Karyan, and Norayr Z. Akopov
Yerevan Physics Institute, 2 Alikhanian Brothers street, Yerevan 0036, Armenia
The Pseudo-Random Number Generators (PRNGs) are key tools in Monte Carlo simulations.
More recently, the MIXMAX PRNG has been included in ROOT and Class Library for High Energy
Physics (CLHEP) software packages and claims to be a state of art generator due to its long
period, high performance and good statistical properties. In this paper the various statistical tests
for MIXMAX are performed. The results compared with those obtained from other PRNGs, e.g.
Mersenne Twister, Ranlux, LCG reveal better qualities for MIXMAX in generating random numbers.
The Mersenne Twister is by far the most widely used PRNG in many software packages including
packages in High Energy Physics (HEP), however the results show that MIXMAX is not inferior to
Mersenne Twister.
Keywords: PRNG, Statistical tests, MCMC
I. INTRODUCTION.
In recent years, there is a growing interest on PRNGs in different branches of physics and not only. A good PRNG
is important to have guaranteed results of Monte Carlo (MC) methods. There are many software packages for MC
simulations where PRNGs are the central components. Among these packages one can mention the Geant4/CLHEP
[1], a widely used simulation toolkit in HEP for modeling the passage of elementary particles through matter, also
used for medical and space science simulations.
PRNGs are also crucial in Markov Chain Monte Carlo (MCMC) methods which are used for sampling from desired
probability distribution by constructing Markov chain on state space whose stationary distribution is of interest [2–4].
Uniform PRNGs play a central role in constructing such Markov Chains. Most of MCMC algorithms are developed
within random walk models.
A widely used example of random walk Monte Carlo method is Metropolis-Hastings algorithm [3–6] which is also
included in the list of the top 10 algorithms [7]. MCMC methods are mainly used for sampling from large dimensional
spaces and computing multidimensional integrals. For example, in statistical mechanics, one needs to compute thermal
averages of quantities, such as the total energy, magnetization, etc. by performing multidimensional integration or
summation over configuration space. However, the total number of configurations can be very large, e.g. in 3-
dimensional Ising model the number of spin configurations with particles at n3 lattice sites is 2n
3
. In thermodynamic
equilibrium the probabilities of occurring each configuration is represented by Boltzmann distribution. Thereby having
samples drawn from Boltzmann distribution one can compute expectation values of thermodynamic quantities.
The necessity to have large amounts of simulated data imposes a strict requirements on PRNGs, such as statistical
properties of generated numbers, swiftness in number generation, replicability, lengthiness of generated random cycle
and independence of produced random numbers.
To address these challenges the renewed version of MIXMAX PRNG [8, 9] based on Anosov C-systems and Kol-
mogorov K-systems has been introduced and developed in [10–14]. The MIXMAX is matrix-recursive PRNG and it
has been shown that the properties of the MIXMAX generator is improved with increasing the size N of MIXMAX
matrix [10]. The period of MIXMAX is also increased with increasing N and it can be reach up to 1057824, note that
the period of commonly used version of Mersenne Twister based on Mersenne prime has the period of 219937 − 1.
While having a long period, however statistical properties and time characteristics of PRNGs are crucial to consider
a generator ”good” or ”bad”. In this paper we will present the results of the statistical tests performed with the
matrix size of N = 256 which is considered to be a default dimension of MIXMAX matrix with flexibility to be further
increased.
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2II. VISUAL DEMONSTRATION.
We can reveal the defect of uniform PRNGs simply plotting random points in high-dimensional Euclidean space,
if these points form lattice structure then to a first approximation we can say that PRNG has defects in generating
random points since the space is not filled uniformly. Fig. 1 shows the comparison of MIXMAX with the Linear
Congruential Generator(LCG), which is known to be defective PRNG. In contrast to LCG MIXMAX does not form
lattice structure. We obtain these figures by generating two U [0, 1] random number sequences and assigning a point
in two-dimensional space.
FIG. 1: Random points in two-dimensional space generated by LCG (up) and MIXMAX (down)
III. STATISTICAL TESTING WITH TESTU01.
Most of PRNG algorithms produce numbers uniformly distributed in the interval of (0, 1), hence PRNGs should pass
statistical tests of uniformity. Many empirical statistical testing packages implement tests for these purposes, some
of which are [15–18]. Most of the statistical tests implemented in these packages are discussed in Knuth’s book [19],
e.g. the package [16] implements mainly tests of Knuth. Currently, one of the well known tools for statistical testing
is TestU01 software library which provides implementations of the empirical statistical tests for uniform PRNGs. It
contains more than 160 different empirical tests and offers several batteries of tests including the most powerful one,
i.e. the ’Big Crush’. When a specific statistical test is applied to random numbers produced by PRNG the p-value of
the test is printed as a measure of deviation from null-hypothesis, which in our case is uniform distribution of random
numbers. In comparison with other libraries TestU01 is more flexible and efficient, and it can deal with larger sample
sizes and has wider range of test statistics than other libraries.
In the Table I, the outcome of TestU01 BigCrush suite applied on MIXMAX, Mersenne Twister and LCG is stored
by using 64-bit computer with Intel Core i3 −4150 processor of clock speed 3.50× 4GHz.
As we can see from the table the MIXMAX passes the same test suite faster than Mersenne Twister and does
not fail any test. TestU01 test suite has been applied to Ranlux PRNG with its modifications Ranlux24, Ranlux48.
It is observed that Ranlux though having good statistical properties is very slow at generating random numbers.
3Comparing with MIXMAX Ranlux24 is about 10 times slower and Ranlux48 is 17 times slower. This fact makes it
not convenient for the use in generation of large amount of random numbers.
PRNG Total CPU time BigCrush Failed test’(s) p value
MIXMAX 2h 43m 51s All tests were passed
Mersenne Twister 3h 19m 27s 3 0.9990, 1− 10−15
LCG 3h 30m 33s 22 < 10−300
TABLE I: TestU01 BigCrush suite results.
IV. KOLMOGOROV-SMIRNOV TESTS.
Kolmogorov-Smirnov (K-S) test is one of the powerful tools that can be used to examine the statistical features of
PRNGs.
Though one-dimensional (1D) K-S test is already implemented in TestU01, we perform K-S test independently for
various parameters of sample size (n) and extract the distribution of K-S test statistic. The idea behind the test is
to calculate maximum distance between expected Cumulative Distribution Function(CDF) F (x), F (x) = Pr(X ≤ x)
and measured or Empirical Cumulative Distribution Function(ECDF) Fn(x) of n data points
Fn(x) =
1
n
(number of xi ≤ x) (1)
The null hypothesis H0 is whether the sample of n random numbers comes from expected distribution F (x) or not.
If data comes from F (x), then the strong law of large numbers provides Fn(x) → F (x), as n → ∞. The latter is
strengthened by the Glivenko-Canteli (G-C) theorem [20], which states that under H0 hypothesis
Pr( lim
n→∞
supx |Fn(x) − F (x)| = 0) = 1 (2)
Hence the difference between CDFs can be used as a measure of agreement between a data and a given distribution.
There are several statistical tests based on (G-C) theorem known as Cramer-von Mises tests [21, 22]. The key feature
of tests based on G-C theorem is that their distributions are independent of the hypothesized models under H0 when
data sample is large.
The one dimenisonal (1D) K-S test is defined as follows:
Dn = supx |Fn(x)− F (x)| (3)
Under null hypothesis the distribution of
√
n ·Dn converges to Kolmogorov distribution for sufficiently large n when
F (x) is continuous [23]
lim
n→∞
Pr(
√
n ·Dn ≤ x) ≡ K(x) = 1− 2
∞∑
i=1
(−1)i−1e−2i2x2 (4)
It is of interest to note that for small values of n Kolmogorov distribution is not adequate, but there is a way to
compute p − value for randomly produced Dn [23].
In Fig. 2 the normalized histogram of
√
n ·Dn data points for MIXMAX and Mersenne Twister is presented and
compared with Probability Density Function (PDF) of Kolmogorov distribution: f(x) = K ′(x)
f(x) = 8x
∞∑
i=1
(−1)i−1i2e−2i2x2 (5)
The histograms in Figs. 2–7 are normalized to unity dividing each bin entry by the product of sample size and bin
width (n ·width). Visual comparison shows that under H0 the distribution of
√
n ·Dn follows the PDF of Kolmogorov
distribution. Due to fast convergence of the series of partial sums in Eqs.(4,5) it suffices to take limited number of
terms in the sum, e.g. the first 100 terms are enough.
4Two-level tests can be used on K-S test to give evidence of visual coincidence on Fig. 2. For this purpose chi-square
test(next section) is applied. It has been checked that both distributions agree with theoretical expectation (black
curve) in 95% Confidence Level (CL).
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FIG. 2: Distribution of
√
n · Dn for MIXMAX and Mersenne Twister. The size of a samples is n = 108 and the number of
different replicas is 104. The black curve is the PDF of Kolmogorov distribution.
In multidimensional K-S test one have d-dimensional data (d ≥ 2) and to test H0 it is needed to compare d-variate
ECDF with the hypothetical d-variate CDF. The complication in multidimensional case is caused by the ambiguity in
definition of the CDF since there are 2d − 1 independent ways of defining CDFs. There have been proposed different
0.0 0.5 1.0 1.5 2.0 2.5
0.0
0.5
1.0
1.5
x
fH
x
L
Mersenne
MIXMAX
FIG. 3: Distribution of
√
n ·Dn for MIXMAX and Mersenne Twister for 2-dimensional case. The size of a samples is n = 103,
note that n is the total number of random points in 2-dimensional space, i.e. 106 numbers are generated by PRNGs, the
number of different replicas is 104. The black curve is the PDF of Kolmogorov distribution. The shape of histogram shows
clear shift from Kolmogorov distribution. MIXMAX and Mersenne Twister that have been used in these studies give almost
the same distributions for
√
n ·Dn which seems to be independent from dimension of Kolmogorov-Smirnov test.
ways to calculate the multidimensional K-S statistic [24, 25]. In [24] four quadrants around all combinations (xi, xj) of
data points is considered and D is taken as the maximum of 4 differences between CDFs over all quadrants. Therefore
this idea makes the test statistic independent of ordering the data. The number of all pairs (xi, xj) for N points is equal
to N2, therefore to calculate Dn one needs to compute differences between CDFs in 3N
2 quadrants(the probability
for fourth quadrant is found from normalization). This method suffers from the computing time when N is large. In
[25], it is proposed to consider only observed points rather than all combinations thereby reducing the computational
time by computing the differences for 3N quadrants only. It is possible to compute Dn with computationally higher
5efficiency introducing a binning technique applied to a continuous multidimensional data, i.e. discretizing the data
space. The idea of binning technique is discussed in [26].
In [27] the algorithm for 2D K-S test is presented when only one CDF from all possible configurations is taken into
account. As a result of it, the procedure used to compute D evaluating the difference of CDFs is reduced to a small
number of data points.
In our studies we have extended the standard definition of one dimensional cumulative distribution to its two
dimensional “analogue” and computed K-S statistic using algorithm presented in [27] (see Fig. 3).
Three-dimensional extension of K-S test is presented in [28], where it is considered 8 CDFs, and using MC techniques
the table of critical values are also presented in this paper.
To detect possible non-uniformities in the multidimensional random sequences of MIXMAX PRNG, an arbitrary
selected projection has been checked via Kolmogorov-Smirnov test and the results are compared with that of the first
projection. In Fig. 4, the probability density distributions of Kolmogorov-Smirnov statistic are presented for the 1th
and the 31th projections and the comparison is provided with the expected distribution.
FIG. 4: Distribution of
√
n ·Dn for the 1th and 31th projections of MIXMAX in comparison with the theoretical expectation
(black curve). The sample size is n = 108 and for each projection 104 different replicas are generated.
V. CHI-SQUARE TESTS.
The chi-square χ2 test is one of the famous statistical tests which is met in many applications when one deals with
grouped or binned data. The Chi-Square test is applied to categorical sample distributions unlike the K-S test which
using each random point compares continuous sample distributions with hypothesized ones. The χ2 statistic has the
following form [19, 29]
χ2 =
k∑
i=1
(Oi − Ei)2
Ei
, (6)
where Oi is the observed number of data points in ith bin and Ei = npi is the expected number of data points falling
into ith bin, here pi is the probability that observation falls into ith bin. To apply the test to PRNGs [0,1] interval is
divided into k bins and the χ2 statistic is computed noting that pi = 1/k. If H0 is true then statistics defined in (6)
computed for random samples follows chi-squared distribution with ν = (k − 1) degrees of freedom
gν(y) =
2−
ν
2 e−
y
2 y
ν
2
−1
Γ(ν
2
)
, (7)
6where Γ(ν) is gamma function. It is useful to introduce new random variable x = y
ν
and consider the PDF of x
denoted as fν(x). This enables to get rid of small numbers in PDFs when ν is big. Since 1 =
∫
fν(x)dx =
∫
gν(y)dy
it follows that
fν(x) = νgν(νx) =
2−
ν
2 ν
ν
2 e−
x
2ν x
ν
2
−1
Γ(ν
2
)
(8)
The new random variable introduced in (8) is called reduced chi-square. The distribution of reduced chi-square for
MIXMAX and Mersenne Twister is shown in Fig. 5 in comparison with theoretical expectation.
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FIG. 5: Comparing denisty histogram of reduced chi-square for MIXMAX and Mersenne Twister with the PDF in (8). The
size of a samples is n = 106 and the number of different replicas is 104.
VI. SERIAL TESTS.
The serial test also known as chi-square test of independence is multidimensional analogue of chi-square test which
checks the independence between two or more random variables [19, 30]. When serial test is applied to PRNGs one
divides random sequence into groups of non-overlapping d-tuples (xid, xid+, ..., xid+k−1), where i = 1, 2, ...,
n
d
, hence
the elements of d-tuple are considered as realizations of d random variables and the relationship between them is of
interest . If xis are U [0, 1] random variables then k-tuples are uniformly distributed in [0, 1]
d. To check this each
dimension of unit hypercube is divided into k bins and the data of d-tuples is binned into [0, 1]d. Now chi-square
statistic (6) is applied to this data comparing the number of observations falling in each sub-hypercube with theoretical
expectation: Ei,j,...,d = npi,j,...,d, where the joint probability pi,j,...,d of d-dimensional data point to fall into (i, j, ..., d)
sub-hypercube is the product of probabilities of each individual coordinate to fall into appropriate bin, which is the
condition of independence.
pi,j,...,d =
d∏
n=1
pn =
(
1
k
)d
(9)
Unlike the non-overlapping tuples, the overlapping d-tuples of random sequence fall on neighboring parallel planes.
The largest distance between adjacent parallel hyperplanes is called the spectral test statistic [19, 31–35]. If the largest
distance is small then it implies that overlapping d-tuples are more uniformly distributed in unit hypercube, therefore
PRNG is considered good.
The Fig. 6 shows d = 3 and d = 5 dimensional cases of serial test, where each dimension is divided into k = 10 bins
and the histogram of reduced chi-square test statistics is compared with the distribution of (8) with appropriate degrees
of freedom. The reduced chi-square distribution reveals no significant distinction between MIXMAX and Mersenne
Twister. Note that the serial test here is applied to single random stream and measures correlations between adjacent
random tuples. This test can be also applied to different streams to check the independence between them.
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FIG. 6: Comparing denisty histogram of reduced chi-square with the test distribution (8) for 3-dimensional(up) and 5-
dimensional(down) cases.
VII. PARALLEL STREAMS OF MIXMAX.
All tests described in previous sections use one stream generated by PRNG. However, in multiprocessor stochastic
computations it is important to have uniformly distributed and statistically independent simultaneous random streams
partitioned across the processors [36–40]. Different parallelisation approaches of PRNGs have been studied in literature
[40–43]. One trivial technique for parallelisation is to take random seeds on each processor, but since every PRNG
has finite number of states, one should be careful in order to avoid possible overlapping between different streams.
MIXMAX has very large state space, therefore even taking random seeds on each processor does not affect the
independence between multiple streams. Another approach is to take single sequence and partition it into different
processors. MIXMAX provides skipping-ahead algorithm which enables to skip forward by large amount of numbers
in sequence, this technique guarantees the non-collision of partitioned streams [41]. The check for randomness of each
individual stream can be done via the standard chi-square or K-S tests. The test of independence of multiple streams
can be done via parallel version of serial test simply forming d-tuples of random numbers taken from each of d streams
at a time. However, it is not practical to test empirically all random streams when the period is very large, different
techniques for testing parallel streams can be found in [40].
The serial test up to dimensions d = 7 has been performed and it is observed that multiple streams of MIXMAX
are statistically independent which is also guaranteed by underlying theory of MIXMAX.
One can analyze the independence and uniformity of parallel streams using the fact that the sum of n independent
U [0, 1] random variables follow IrwinHall distribution of order n [44].
Under H0 if each stream of PRNG is generated from uniform distribution then the random sequence resulted from
element-wise addition of multiple streams has IrwinHall distribution. The IrwinHall distribution has the following
8form
fn(x) =
1
2(n− 1)!
n∑
i=1
(−1)i
(
n
i
)
(x− i)n−1sgn(x− i), (10)
where sgn(x− i) is sign function. When n = 2, then (10) reduces to the well known triangular distribution
f2(x) =
{
x, 0 ≤ x < 1
2− x, 1 ≤ x ≤ 2 (11)
In Fig. 7 visual comparison of the data with IrwinHall distribution is shown, where up to 15 random streams is
taken to form the sum.
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FIG. 7: The distribution of Irwin-Hall of order (2,5,10,15) compared with density histogram of data.
To check visual consistency of the histogram and model prediction in Fig.(7) chi square test is applied for comparison
with Irwin-Hall distribution. The Table II represents p-values of chi square statistic.
Test n = 2 n = 5 n = 10 n = 15
p-value 0.76 0.97 0.39 0.37
TABLE II: p-values from chi-square test.
VIII. SUMMARY
This paper presents the study of newly released MIXMAX PRNG. The various statistical tests including very high
quality TestU01 have been used to check quality of MIXMAX compared with other generators, mainly with Mersenne
Twister. The results show that MIXMAX is not inferior to Mersenne Twister and even better in sense of speed and
period.
ACKNOWLEDGEMENTS
The authors would like to thank George Savvidy for very useful discussions and comments. This project has received
funding from the European Union’s Horizon 2020 research and innovation programme under the Marie Sk´lodowska-
9Curie grant agreement No 644121.
[1] S. Agostinelli et al., Geant4: a simulation toolkit, Nuclear Instruments and Methods in Physics Research Section A:
Accelerators, Spectrometers, Detectors and Associated Equipment, vol. 506, 2003.
[2] A.T. Bharucha-Reid, Elements of the Theory of Markov Processes and their Applications, Courier Corporation, 2012.
[3] W.R. Gilks, S. Richardson and D. Spiegelhalter, Markov chain Monte Carlo in practice, CRC press, 1995.
[4] G.O. Roberts and J.S. Rosenthal, General state space Markov chains and MCMC algorithms, Probability Surveys, vol. 1,
pp. 20-71, 2004.
[5] I. Beichl and F. Sullivan, The metropolis algorithm, Computing in Science & Engineering, vol. 2, pp. 65-69, 2000.
[6] C. Andrieu, N. de Freitas, A. Doucet, and M. Jordan, An introduction to MCMC for machine learning, Machine Learning
vol. 50, pp. 5-43, 2003.
[7] J. Dongarra and F. Sullivan, ”Guest editors introduction: The top 10 algorithms”, Computing in Science & Engineering,
vol. 2, pp. 22-23, 2000.
[8] G. Savvidy and N. Savvidy, On the Monte Carlo Simulation of Physical Systems, Journal of Computational Physics, vol.
97, pp. 566-572, 1991.
[9] N. Akopov, G. Savvidy and N. Savvidy, Matrix Generator of Pseudo-Random Numbers, Journal of Computational Physics,
vol. 97, pp. 573-579, 1991.
[10] K.G. Savvidy, The MIXMAX random number generator, Computer Physics Communications, vol. 196, pp. 161-165, 2015.
[11] G. Savvidy, Anosov C-systems and random number generators, Theoretical and Mathematical Physics, vol. 188, pp.
1155-1171, 2016.
[12] K. Savvidy and G. Savvidy, Spectrum and entropy of C-systems MIXMAX random number generator, Chaos, Solitons &
Fractals, vol. 91, pp. 33-38, 2016.
[13] A. Go¨rlich, M. Kalomenopoulos, K. Savvidy and G. Savvidy, Distribution of periodic trajectories of CK systems MIXMAX
pseudorandom number generator, International Journal of Modern Physics C, vol. 28, pp. 1750032, 2017.
[14] G. Savvidy and K. Savvidy, Hyperbolic Anosov C-systems. Exponential Decay of Correlation Functions, arXiv:1702.03574,
2017.
[15] G. Marsaglia, DIEHARD: a battery of tests of randomness, http://stat.fsu.edu/pub/diehard/, 1996.
[16] M. Mascagni and A. Srinivasan, Algorithm 806: SPRNG: A scalable library for pseudorandom number generation, ACM
Transactions on Mathematical Software (TOMS), vol. 26, pp. 436-461, 2000.
[17] A. Rukhin et al., A statistical test suite for random and pseudorandom number generators for cryptographic applications,
DTIC Document, 2001.
[18] P. L’ecuyer and R. Simard, TestU01: A C Library for Empirical Testing of Random Number Generators, ACM Transactions
on Mathematical Software, vol. 33, pp. 22, 2007.
[19] D. Knuth, The Art of Computer Programming, Seminumerical Algorithms, Volume 2, 3rd edition, Massachusetts: Addison
Wesley, 1998.
[20] R.J. Serfling, Approximation theorems of mathematical statistics, New York: John Wiley & Sons, 2009.
[21] T.B. Arnold and J.W. Emerson, Nonparametric goodness-of-fit tests for discrete null distributions, The R Journal, vol. 3,
pp. 34-39, 2011.
[22] T.W. Anderson and D.A. Darling, Asymptotic theory of certain goodness of fit criteria based on stochastic processes, The
Annals of Mathematical Statistics, pp. 193-212, 1952.
[23] J. Wang, W. W. Tsang, and G. Marsaglia, Evaluating Kolmogorov’s distribution, Journal of Statistical Software, vol. 8,
2003.
[24] J. A. Peacock, Two-dimensional goodness-of-fit testing in astronomy, Monthly Notices Royal Astronomy Society, vol. 202,
pp. 615-627, 1983.
[25] G. Fasano and A. Franceschini, A multidimensional version of the Kolmogorov-Smirnov test, Monthly Notices Royal
Astronomy Society, vol. 225, pp. 155-170, 1987.
[26] N.Z. Akopov and N.H. Martirosyan, The Optimal Approach for Kolmogorov-Smirnov Test Calculation in High Dimensional
Space, Mathematical Problems of Computer Science, vol. 44, pp. 138-144, 2015.
[27] A. Justel, D. Pena, R. Zamar, A multivariate Kolmogorov-Smirnov test of goodness of fit, Statistics & Probability Letters,
vol. 35, pp. 251-259, 1997.
[28] E. Gosset, A three-dimensional extended Kolmogorov-Smirnov test as a useful tool in astronomy, Astronomy and Astro-
physics, vol. 188, pp. 258-264, 1987.
[29] D.J. Hudson, Lectures on elementary statistics and probability, CERN: European Organization for Nuclear Research, 1964.
[30] S. Tezuka,Uniform random numbers: Theory and practice, New York:Springer Science & Business Media, 2012.
[31] P. L’ecuyer, Efficient and portable combined random number generators, Communications of the ACM, vol. 31, pp. 742-751,
1988.
[32] P. L’ecuyer, Tables of linear congruential generators of different sizes and good lattice structure, Mathematics of Compu-
tation of the American Mathematical Society, vol. 68, pp. 249-260, 1999.
[33] U. Dieter, How to calculate shortest vectors in a lattice, Mathematics of Computation, vol. 29, pp. 827-833, 1975.
[34] G. Fishman, Monte Carlo: concepts, algorithms, and applications, New York: Springer Science & Business Media, 2013.
10
[35] P. Hellekalek, Good random number generators are (not so) easy to find, Mathematics and Computers in Simulation, vol.
46, pp. 485-505, 1998.
[36] M. Mascagni, Parallel pseudorandom number generation, SIAM News, vol. 32, pp. 221-251, 1999.
[37] A. Srinivasan, D.M. Ceperley, and M. Mascagni, Random number generators for parallel applications, Advances in chemical
physics, vol. 105, pp. 13-36, 1999.
[38] P. Frederickson, R. Hiromoto, T.L. Jordan, B. Smith and T. Warnock, Pseudo-random trees in Monte Carlo, Parallel
Computing, vol. 1, pp. 175-150, 1984.
[39] D. Istvan, Uniform random number generators for parallel computers, Parallel Computing, vol. 15, pp. 155-164, 1990.
[40] A. Srinivasan, M. Mascagni and D. Ceperley, Testing parallel random number generators, Parallel Computing, vol. 29, pp.
69-94, 2003.
[41] T. Bradley, J. du Toit, R. Tong, M. Giles and P. Woodhams, Parallelization techniques for random number generations,
GPU Computing Gems Emerald Edition, vol. 16, pp. 231-246, 2011.
[42] J.K. Salmon, M.A. Moraes, R.O. Dror and D.E. Shaw, Parallel random numbers: as easy as 1, 2, 3, International Conference
for High Performance Computing, Networking, Storage and Analysis (SC), pp. 1-12, 2011.
[43] D.R.C. Hill, C. Mazel, J. Passerat-Palmbach and M.K. Traore, Distribution of random streams for simulation practitioners,
Concurrency and Computation: Practice and Experience, vol. 25, pp. 1427-1442, 2013.
[44] N.L. Johnson, S. Kotz and N. Balakrishnan, Continuous univariate distributions, New York: Wiley series in probability
and mathematical statistics, vol. 2, 1995.
