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Введение
В настоящее время в связи с возрастающей ро-
лью системного подхода при проектировании
и управлении в условиях неопределенности акту-
альным является решение задач идентификации
и прогноза эволюционных процессов жизненного
цикла сложных технических и социально-эконо-
мических систем. Именно проблема идентифика-
ции занимает исключительно важную роль, по-
скольку является наиболее «узким местом» при
проектировании наукоемких и интеллектуальных
систем управления и принятия решений [1, 2].
Для прогнозирования жизненного цикла боль-
шое внимание уделяется феноменологическим мо-
делям
(1)
эволюционных процессов
(2)
отражающих их целостные системные свойства.
Здесь yt
*, yt, t=1,n

– фактические и вычисленные
на основе модели значения процесса в различные
моменты времени t; f (t,y,α) – известные с точно-
стью до вектора параметров α=(αj, j=

1,m

) функ-
ции; ξt, t=1,n

– различного рода случайные факто-
ры, представляющие погрешности расчета траек-
тории процесса, ошибки измерения yt, неточности
при выборе модели процесса и т. д.
Следует отметить, что наряду с описанием эво-
люционного процесса в пространстве «вход–вы-
ход» (2) известна и другая форма представления
феноменологических моделей эволюционных про-
цессов в пространстве состояний, заданная двумя
системами моделей, в принципе, сводимая к одной
системе [2].
Примерами эволюционных моделей (1), (2) яв-
ляются текущая емкость рынка инновационного
товара, накопленная добыча нефти и газа в про-
цессе разработки месторождений углеводородов,
забойные давления при гидродинамических иссле-
дованиях скважин на неустановившихся режимах
фильтрации [3–5].
Однако при решении задачи параметрической
идентификации, связанной с определением пара-
метров феноменологической модели жизненного
цикла (2), возникают проблемы обеспечения
устойчивости, повышения точности оценок, учета
дополнительной априорной информации, особен-
но на начальной стадии развития процесса, когда
объем исходных данных n мал.
В данной работе для решения отмеченных выше
проблем идентификации эволюционных процес-
сов предлагается использовать интегрированные
системы феноменологических моделей с учетом
дополнительной априорной информации.
Модели и алгоритмы 
идентификации эволюционных процессов
Основой задачи идентификации эволюцион-
ных процессов жизненного цикла является инте-
грированная система феноменологических моде-
лей вида
(3)
где первая система из n уравнений – стохастиче-
ская модель исследуемого эволюционного процес-
са жизненного цикла (2), а вторая система из d ура-
внений представляет модели объектов аналогов,
позволяющих учитывать дополнительную априор-
ную информацию x–j, известную к моменту времени
t. В качестве априорной информации могут быть
использованы данные о параметрах эволюционно-
го процесса x–j=α–j, j=

1,m

, известные к моменту вре-
мени t с погрешностью ηj, будущие значения тра-
ектории эволюционного процесса x–(n+j)=y
–
n+j, j=1,l

,
в том числе и его предельные значения (аттракто-
ры x–∞=y∞). Модели объектов аналогов faj(yt,α) могут
0
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представлять функции, функционалы, а в общем
виде операторы faj от переменных yt в классах ли-
нейных, нелинейных параметрических либо непа-
раметрических моделей [1]; ξt, ηj – случайные не-
контролируемые факторы.
Рассмотрим примеры интегрированных систем
феноменологических моделей с учетом априорной
информации. При использовании априорной ин-
формации о параметрах моделей эволюционного
процесса α–t, полученных к моменту времени t, си-
стему моделей (3) можно представить в виде
(4)
В случае логистической модели роста [3] и ап-
риорных сведений о ее аттракторе x–∞ модель (4)
принимает достаточно простой вид
(5)
При использовании априорной информации о
параметрах феноменологической модели α– и экс-
пертных оценок будущих значений эволюционно-
го процесса y–n+j система моделей (3) принимает вид
(6)
Следует отметить, что уравнения вида (3)–(6)
представляют простейшую интегрированную систе-
му моделей первого уровня. По аналогии с [1] имеют
место и многоуровневые иерархические интегриро-
ванные системы феноменологических моделей.
С позиции системного подхода процесс пара-
метрической идентификации эволюционных мо-
делей (3) можно представить как решение оптими-
зационных задач вида [1]
(7)
(8)
где запись arg min
x
f(x) означает точку минимума x*
функции f(x)(f(x*)=min
x
f(x)); Ф(α,β)=Ф(J0(α),
βkJk(αn), k=1,l

) – комбинированный показатель ка-
чества системы моделей (3), представляющий задан-
ную функцию (функционал) Ф от частного показа-
теля качества J0(αn) модели эволюционного процесса
жизненного цикла и взвешенных весами βn частных
показателей качества Jk(αn) моделей дополнитель-
ных априорных данных и экспертных оценок.
Следует отметить, что рассматриваемая техноло-
гия выбора оптимальных решений (7), (8) позволяет
синтезировать достаточно широкий спектр извест-
ных и новых алгоритмов идентификации для линей-
ных и нелинейных интегрированных систем моде-
лей эволюционных процессов (3), а также для раз-
личных показателей качества и методов решения
оптимизационных задач. Например, для линейной
по параметрам α интегрированной системы моде-
лей эволюционных процессов жизненного цикла
(9)
и комбинированного показателя качества Ф, вы-
бранного в виде суммы взвешенных частных ква-
дратичных показателей качества
(10)
оптимизационная задача (7) сводится к решению
систем линейных уравнений вида
(11)
где запись ||X||W
2 означает квадратичную форму
XTWXT; y*=(yt
*, t=1,n

) – вектор фактических значе-
ний эволюционного процесса; x–=(x–j, j=1,d

) – век-
тор дополнительных априорных сведений и экс-
пертных оценок; F0=(ϕj(ti–1,yt), j=

1,m, t=1,n

) – ма-
трица известных функций ϕj(ti–1,yt) в модели иссле-
дуемого объекта размерности (m×n); Fa=(ϕaj(yt),
j=1,d

, k=

1,m

) – матрица известных функций ϕaj(yt)
в модели объектов аналогов размерности (d×m);
W(β)=diag (βk, k=

1,m

) – диагональная матрица ве-
совых функций, определяющих значимость (вес)
априорных данных x–; W – известная матрица веро-
ятностно-статистических характеристик случай-
ных величин ξt, t=1,n

. Для получения системы ли-
нейных уравнений (11) достаточно взять частные
производные по параметрам α от комбинирован-
ного функционала (10) и приравнять их к нулю.
Для нелинейной интегрированной системы мо-
делей эволюционных процессов жизненного цикла
вида
(12)
и комбинированного показателя качества Ф
оптимизационная задача (7) при использовании
метода Гаусса–Ньютона [6] сводится к последова-
тельному решению систем линейных уравнений
вида
(13)
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– матрицы частных производных от моделей ис-
следуемого процесса и моделей объектов аналогов;
e0=(y
*–f0(α)), e
–
a=(x
––fa(α)) – векторы невязок, hi –
параметр шага.
Отметим, что приведенные выше оценки пара-
метров интегрированных систем феноменологиче-
ских моделей (9), (12) при определенных значениях
управляющих параметров и дополнительных ап-
риорных сведений соответствуют многим тради-
ционным методам идентификации. Например,
из (11) при нулевых значениях априорных данных
x–j=0, j=

1,d и Fa=W=I, βk=β, k=

1,m

(где I – единич-
ная матрица) следуют известные Ridge-приближе-
ния и регуляризирующие по Тихонову оценки па-
раметров линейных регрессионных моделей [6]
(14)
позволяющие получать устойчивые решения при
вырожденности либо плохой обусловленности ма-
трицы F0
TF0. Следует отметить, что оценки (14) яв-
ляются оптимальными приближениями параме-
тров, доставляющих минимум стабилизирующего
функционала А.Н. Тихонова [7]
следующего из комбинированного показателя ка-
чества (10).
При аналогичных условиях оценки параметров
(13) для нелинейных моделей совпадают с устой-
чивыми оценками метода Левенберга–Марквард-
та [6]
(15)
а при β=0 – с методом Гаусса–Ньютона
(16)
Следует также отметить, что задача (8) по опре-
делению оптимальных значений вектора упра-
вляющих параметров βn* не имеет аналитического
решения и решается методами последовательных
приближений.
Идентификация эволюционного процесса 
накопленной добычи нефти
На рис. 1–3 и в таблице приведены результаты
решения актуальной задачи анализа и контроля
разработки лицензионных участков нефтяных ме-
сторождений, прогноза накопленной добычи неф-
ти и оценки извлекаемых запасов.
Для решения задачи интеграции геологической
и технологической информации и идентификации
эволюционного процесса использовалась интегри-
рованная система моделей накопленной добычи
нефти вида
(17)
где yt
*, t=1,n

– фактические значения добычи неф-
ти объектов разработки за период времени ∆t;
y(t0) – накопленная к начальному моменту времени
t0 добыча нефти; z
–
∞ – априорная информация
об извлекаемых запасах; Q – геологическая оценка
балансовых запасов; κ– – экспертная оценка коэф-
фициента извлечения.
Фактические значения накопленной добычи
нефти пласта Ю2
1 нефтяного месторождения Том-
ской области за 23 года разработки приведены
на рис. 1–3 сплошной линией 1. Линии 2–5 пред-
ставляют оценки прогнозной добычи нефти
y(tn+τ), начиная со второго года разработки
(18)
где αn*(βn*) – оценки параметров модели (17), полу-
ченные на основе (13) при соответствующих значе-
ниях матриц частных производных от модели годо-
вой добычи нефти, векторов невязок и при опти-
мальном значении управляющего параметра βn* (3),
полученного с использованием метода золотого се-
чения.
Точные значения извлекаемых запасов за все
время разработки нефтяного пласта Ю2
1 составили
z∞=7,4⋅106 тонн. Априорная информация об извле-
каемых запасах выбиралась равной z–∞=5⋅106 тонн
с ошибкой порядка 30 %.
Корректировка априорной информации z–∞
в модели (17) проводилась по схеме
где Т соответствует времени завершения разработ-
ки нефтяного пласта (Т=43).
В таблице приведены значения относительных
ошибок оценок извлекаемых запасов за первые
7 лет разработки нефтяного пласта
полученные на основе (13) и условно названные
методом интегрированных моделей (МИМ), мето-
дом Гаусса–Ньютона (МГН) (16) и методом Левен-
берга–Марквардта (МЛМ) (15).
Из таблицы видно, что метод интегрированных
моделей позволил улучшить экспертную оценку
извлекаемых запасов с 30 до 5 % ошибки, что отра-
жено и на графиках рис. 1 (линии 2–4), демонстри-
рующих достаточно быструю сходимость прогноз-
ных значений накопленной добычи нефти (18) к
их фактическим значениям.
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Рис. 1. Фактические (линия 1) и прогнозные значения добы-
чи нефти (линии 2–5) с учетом априорной информа-
ции о запасах
Таблица. Относительная ошибка оценок извлекаемых запа-
сов, % 
Рис. 2. Фактические (линия 1) и прогнозные значения добы-
чи нефти (линии 2–5) с использованием метода
Гаусса–Ньютона
Для сравнения качества прогноза на рис. 2 и 3
приведены прогнозные значения накопленной до-
бычи нефти, полученные с использованием метода
Гаусса–Ньютона, начиная с третьего года разработ-
ки, и метода Левенберга–Марквардта, – со второ-
го года разработки.
Рис. 3. Фактические (линия 1) и прогнозные значения добы-
чи нефти (линии 2–5) с использованием метода Ле-
венберга–Марквардта
Выводы
1. Для идентификации эволюционных процессов
жизненного цикла систем предложено исполь-
зовать интегрированные системы феноменоло-
гических моделей с учетом априорной инфор-
мации.
2. Приведен метод синтеза и примеры оптималь-
ных, в смысле квадратичных показателей каче-
ства, оценок параметров линейных и нелиней-
ных интегрированных систем феноменологиче-
ских моделей.
3. На примере идентификации эволюционного
процесса накопленной добычи нефти показано,
что предлагаемые модели и алгоритмы, условно
названные методом интегрированных моделей,
позволяют при малом объеме промысловых
данных получить более точные оценки извле-
каемых запасов по сравнению с классическими
алгоритмами Гаусса–Ньютона и Левенбер-
га–Марквардта.
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Методы
Длительность разработки (номер года)
2 3 4 5 6 7
МИМ 0,461 0,244 0,173 0,086 0, 059 0,046
МГН – 8,405 6,537 0,369 0,469 0,319
МЛМ 3,483 0,363 0,312 0,343 0,349 0,301
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