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Táto práca rozoberá problém návrhu emulaènej platformy pre mutiprocesorové systémy
so zdieµanou pamä»ou. V tejto práci je rie¹ený problém multiprocesorovej komunikácie,
rozoberajú sa rôzne komunikaèné systémy pou¾ívané na komunikáciu medzi procesormi a
protokoly zabezpeèujúce koherenciu dát. Jedno z rie¹ení je vybraté a je vypracovaný navrh
a implementácia do integrovaného vývojového prostredia. Na konci sa analyzuje vytvorený
emulaèný system s ohµadom na jeho vlastnosti ako rýchlost a pamä»ová nároènos».
Abstract
This study cover problem of design of emulation platform for multiprocesors systems. This
study discuss problem of multiprocessor communication, it discuss dierent kind of commu-
nication systems for multiprocesor communication and protocols for data coherency. One
of the solutions is picked, and the design is made and implemented into integrated design
enviroment. In the end, study analyze created emulation system with focus on performance
and memory load.
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V súèasnosti sa vyu¾ívajú IT zariadenia na obrovskú ¹kálu úkonov a v¹eobecné poèítaèe
niesu dos» efektívne, cenovo dostupné a modikovateµné aby ich v¹etky efektívne zvládali.
Preto sa vyvíja a pou¾íva ¹pecializovaný hardvér, tzv vstavané systémy. Kvôli veµkým poèi-
atoèným nákladom na výrobu nového druhu hardvéru je ale optimálne návrh otestova» a
zároveò ho vyu¾i» na generovanie optimalizovaných softvérových nástrojov.
Toto podnietilo vznik rôznych nástrojov na vývoj hardvéru ako sú rôzne popisné jazyky,
modelovacie diagramy alebo programovacie jazyky. Codasip Studio1 je integrované prostre-
die pre návrh a vývoj ¹pecializovaných systémov, na ktorom vývoji som dostal ¹ancu sa
podieµa» v rámci ¹kolského projektu Lissom. Codasip Studio vyu¾íva jazyk CodAl pre popis
modelu systému a architektúry procesora. Ponúka pri tom niekoµko vynikajúcich nástrojov
na uµahèenie vývoja modelov systémov a následnú optimalizáciu a ladenie pre dosiahnutie
maximálnej efektivity výsledného produktu.
Cieµom mojej práce je v tomto integrovanom prostredí navrhnú» a následne implemen-
tova» roz¹írenie podpory pre multiprocesorové modely, konkrétne pamä»ové subsystémy s
rie¹ením problémov koherencie a komunikácie medzi procesormi.
Moja správa sa skladá zo siedmich hlavných èastí. V prvej èasti rozoberám jazyky pre
popis procesorov, ich históriu, súèasné rozdelenie a orientáciu a podrobnej¹ie rozoberiem
dva konkrétne jazyky CodAl a nML.
V druhej èasti rozoberám rôzne procesorové architektúry, problémy multiprocesorových
systémov. Ïalej rozoberiem rôzne systémy komunikácie a systémy pou¾ívané pre efektívne
uchovávania dát.
V nasledujúcej èasti rozoberiem rôzne druhy protokolov na zabezpeèenie koherencie dát,
ich výhody a urèenie systémov, na ktorých fungujú najefektívnej¹ie. Následne vyberiem
jedno z mo¾ných rie¹ení a analyzujem súèasné pou¾ívané protokoly.
Vo ¹tvrtej èasti popisujem pou¾ívané modely vybratého komunikaèného systému, ich
v¹eobecný popis, vlastnosti a unikátne rie¹enia problému multiprocesorovej komunikácie.
V ïal¹ej kapitole popí¹em postup návrhu roz¹írenia, ktoré implementuje vybrané pro-
tokoly a komunikaèné systémy. Neskôr podrobne popí¹em jeho implementáciu do súèasne
vyu¾ívaného emulaèného systému Codasip Framework.
V nasledujúcich dvoch èastiach otestujem dané rie¹enie na rôznych modeloch procesorov
dostupných v Codasip Studiu a analyzujem jeho vlastnosti s ohµadom na rýchlos», pamä»ovú
nároènos» ako aj simulovanie rôznych problémových situácií. Následne v ïal¹ej èasti popí¹em
mo¾né roz¹írenia a alternatívny implementovaného rie¹enia.
1Podrobnej¹ie informácie o Codasip Studio je mo¾né nájs» na www.codasip.com.
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Kapitola 2
Rozbor jazykov pre popis
procesorov
2.1 HDL - Hardware description language
Sú jazyky poskytujúce abstraktný popis ¹truktúry a správania logických obvodov, nad kto-
rými dovoµujú automatickú analýzu, emuláciu a funkènú verikáciu a poskytujú mo¾nos»
syntézy HDL kódu priamo do hardvérovej implementácie pomocou nástrojovou pre kompi-
láciu hardvéru a ïal¹ích nástrojov na syntézu[14].
Oproti iným programovacím jazykom, HDL implicitne podporujú notáciu èasu ale ne-
doká¾u vytvára» programovacie nástroje pre procesor.
Dve najpou¾ívanej¹ie jazyky sú VHDL a Verilog, kde oba jazyky majú pododobnú
popisujúcu schopnos», viz a sú rovnako èasto pou¾ívané ako v praxi tak aj vo výskume.
Pracujú s RTL, register transfer level, ktorý je zameraný na popis toku signálov medzi
registrami. Sú èasto vyu¾ívané jazykmi s vy¹¹ou abstrakciou na generovanie presného popisu
hardvéru.
2.2 ADL - Architecture description language
Sú jazyky popisujúce softvérovú a hardvérovú architektúru systému. ADL ¹pecikácie sa
pou¾ívajú na generovanie jednotlivých èastí ako emulátor, prekladaè a hardvérová imple-
mentácia pre daný procesor. Generované èasti slú¾ia pri rôznych automatizovaných návr-
hových úlohách ako emulácia, preklad, syntéza a verikácia[13].
Vymedzenie ADL
ADL zdieµajú veµa znakov s inými druhmi jazykov vyu¾ívaných pri návrhu systémov, a
existuje veµké mno¾stvo veµmi rôznych ADL, èím sa ich presné denovanie, èi u¾ formálne
alebo len obecné, stáva skoro nemo¾ným. ADL ale mô¾me µahko vyèleni» od jednotlivých
druhov jazykov pou¾ívaných pri návrhu systémov.
ADL sa lí¹ia od programovacích jazykov, keï ¾e tie via¾u v¹etky architektonické abs-
trakcie na ¹pecicke rie¹enia, zatiaµ co ADL toto potlaèuje alebo tieto väzby mení[7]. ADL
sa lí¹ia od modelovacích jazykov, keï ¾e tie skôr popisuje chovanie celku ako systému, za-
tiaµ èo ADL sa sústredia na popis jeho komponentov a tým celku[7]. V praxi, modelovacie
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Obrázek 2.1: Delenie ADL
jazyky dovoµujú vhodne reprezentova» spolupracujúce komponenty a mô¾u reprezentova»
architektúru systému podobne ako ADL.
Naopak, oproti HDL, ADL pracujú s vy¹¹ou úrovòou abstrakcie a dovoµujú µahkú zhora-
dole verikáciu návrhu a automatické generovanie programovacích nástrojov pre procesor[7].
História
Historicky sa ADL rozdeµovali na tri skupiny, box-and-line, formálne ADL a na UML za-
lo¾ené notácie.
Box-and-line boli neformálne kresby návrhov systémov, a patrili medzi najpou¾ívanej¹ie
jazyky, dnes nepou¾ívané pre svoju neformálnos», nedostatoènú presnos» a nemo¾nos» au-
tomatickej verikácie.
Formálne ADL sa zaèali vyvíja» ako náhrada za neformálne box-and-line jazyky a vy-
znaèovali sa notáciami schopnými reprezentova» a analyzova» návrhy architektúr. Medzi
tieto jazyky patrili napríklad Adage, Aesop alebo nML.
Zároveò s nimi sa zaèal pou¾íva» jazyk UML, ktorý nebol síce originálne vyvíjaný ako
ADL, ale pre svoje gracké prostredie a ¹iroký záber pomocných nástrojov sa zaèal pou¾í-
va» ako jeden zo ¹tandardných jazykov[13]. Neskôr bola do UML pridaná priama podpora
návrhu architektúr.
Formálne ADL a UML sa dnes pou¾ívajú, prièom formálne ADL majú výhodu v mo¾-
nosti µahkej verikácie a sú obµúbene hlavne na akademickej pôde, kým UML je pou¾ívané
viac v praxi vïaka grackému prostrediu a u¾ existujúcej ¹irokej podpore UML[13].
Delenie
ADL sa väè¹inou delia podµa dvoch kategórií, ako je to ukázané na obrázku 2.1. Delíme ich
buï podµa obsahu, èi¾e dát ktoré vyu¾ívajú k popisu architektúry, alebo zamerania[10].
©trukturálne (structural) ADL popisujú ¹truktúru ako jednotlivé komponenty a väzby
medzi nimi. Behaviorálne (behavioral) ADL popisujú správanie in¹trukènej sady procesora.
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Zmie¹ané (mixed) ADL popisujú oboje, ako ¹truktúru tak aj správanie architektúry. Èi-
astoèné (partial) ADL, narozdiel od predo¹lých, nezachycujú celý popis architektúry ale iba
èast potrebnú pre zadanú úlohu.
©trukturálne ADL sú vhodnej¹ie pre syntézu a testovanie. Podobne, sú behaviorálne
ADL vhodné pre emuláciu a kompiláciu. Napriek tomu nejde v¾dy jednotlivé triedy delení
ku sebe priradi». Napríklad èiastoèné ADL mô¾u patri» k jednej alebo viacerým triedam,
podµa mno¾stva a typu dát ktoré vyu¾ívajú.
Delenie podµa zamerania jazykov
nML
nML je ADL zameraný na in¹trukènú sadu, ktorý bol pou¾ívaný generátormi kódu ako
CBC alebo CHESS[4]. Vývojári NML rozoznali fakt, ¾e niekoµko in¹trukcií zdieµa rovnaké
vlastnosti. Finálny nML popis by mal by» kompaktný a jednoduchý ak budú vyu¾ité spo-
loèné vlastnosti. A z toho dôvodu, nML dizajnéri pou¾ívajú hierarchickú schému pre popis
in¹trukcií. Èiastkové elementy hierarchie sú èiastkové in¹trukcie(PI - partial instructions)[6].
Vz»ahy medzi elementami mô¾u by» zavedené pomocou dvoch pravidiel skladania: AND
(konjunkcia) pravidlo a OR (disjunkcia) pravidlo. AND pravidlo spája niekoµko PI do
väè¹ích PI, a OR pravidlo vypoèítava set alternatív pre jedno PI. Preto mô¾u by» de-
nície in¹trukcií v nML vo forme AND-OR stromu.
Ka¾dé mo¾né odvodenie od stromu zodpovedá aktuálnej in¹trukcii. Na dosiahnutie cieµa
zdieµania in¹trukèných popisov, in¹trukcia je vypoèítaná pomocou pripoèítavacej grama-
tiky. Ka¾dý element ma niekoµko vlastnosti. Hodnoty vlastnosti nelistového(nekoncového)
elementu mô¾u byt vypoèítané z hodnôt vlastností jeho detí.
CodAL
Jazyk CodAl je hierarchický a veµmi ¹trukturovaný jazyk popisujúci architektúru, ktorý sa
pou¾íva na reprezentáciu procesorových jadier na vy¹¹om stupni abstrakcie. V poèiatoèných
fázach mô¾e by» procesorové jadro popísané v instruction-accurate model. To znamená, ¾e
simulácia je vykonávaná po jednotlivých in¹trukciách, ale nemusí by» presná s ohµadom
na vykonané cykly pre ¹pecickú architektúru . Doká¾e popísa» procesorovú architektúru
RISC, CISC a VLIW architektúry. Keï sa ustáli in¹trukèná sada, mô¾e sa vytvori» cycle-
accurate model mikro-architektúry[1]. Cycle-accurate model vykonáva postupne jednotlivé
cykly a zabezpeèuje, ¾e v¹etky operácie prebehnú v správny virtuálny èas.
CodAl patrí medzi behaviorálne ADL, prièom pre popis in¹trukcií pou¾íva princíp po-





Medzi najèastej¹ie pou¾ívane architektúry patrí Modikovaná harvardská architektúra, ale
je vyu¾ívaná aj princetonská architektúra, v ktorej e¹te niesu fyzicky oddelené dáta a
in¹trukcie. V týchto architektúrach sa vyu¾íva jediná zbernica, na ktorú sú pripojené v¹etky
aktívne prvky ako procesor a pamä», viz obrázok 3.1 1.
Obrázek 3.1: Príklad jedno procesorovej architektúry
Modikovaná Harvardská architektúra odstraòuje nedostatky pôvodnej Harvardskej ar-
chitektúry, implementuje pamä»ovú hierarchiu procesorových vyrovnávacích pamätí, ktoré
zvy¹ujú rýchlos» naèítania dat a in¹trukcií, a implementuje tie¾ ¹peciálne in¹trukcie pre
prístup k pamäti programu, èím dovoµuje pristupova» k in¹trukciám ako k dátam.
3.2 Multiprocesorové architektúry
História
Multiprocesorové systémy sa zaèali vyvíja» pre dosiahnutie skutoèného paralelizmu, ale
poèiatoèné pokusy v 60. a 70 rokoch neboli úspe¹né, kvôli svojej vysokej cene a nízkemu vý-









Obrázek 3.3: Prieène prepojenie, Z - pripojený zdroj, napríklad procesor, pamä»
stupu mikroèipov a následným predstavením nových komunikaèných systémov ako zdieµaná
zbernica.
Následne sa zaèali vyvíja» multiprocesory s vy¹¹ím poètom procesorov a zaèali sa pou¾í-
va» rôzne obmeny distribuovanej pamäte, ale neimplementovali ¾iadny spôsob zabezpeèenia
koherencie dát, èo následne s»a¾ilo programovanie na daných architektúrach.
Nov¹ie multiprocesory so zdieµanou pamä»ou zaèali pou¾íva» nové spôsoby pre synchro-
nizáciu, ale tieto systémy boli drah¹ie ako samotné procesory. Zaèali sa vyvíja» nové systémy
spolu s protokolmi pre zabezpeèenie koherencie dát.
Popis základných architektúr
Existuje veµké mno¾stvo multiprocesorových architektúr. Medzi základné patria zdieµaná
zbernica(shared buss) viz. obrázok 3.2, prieène prepojené spojenia(crossbar interconnect)
viz obrázok 3.3alebo sie»ovo usporiadané prepojenia(mesh interconnect) viz. obrázok 3.4
[16].
Pri zdielanej zbernici je architektúra veµmi podobná klasickým jedno procesorovým ar-
chitektúram kedy sú v¹etky aktívne prvky napojené na jednu zdielanú zbernicu. V takomto
usporiadaní ale veµmi rýchlo klesá efektívnos» vyu¾ívania zbernice so zvy¹ujúcim sa poètom
procesorov.
Prieène prepojenie je efektívnej¹ie ako zdielaná zbernica za cenu zvý¹enia poètu pre-
pojení medzi aktívnymi prvkami, ale tie¾ ma veµkú stratu efektívnosti so zvy¹ujúcim sa
poètom procesorov[9].
Sie»ovo usporiadané prepojenia si udr¾ujú vysokú efektívnos» ale za cenu zlo¾itej imple-
mentácie a údr¾by systému.
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Obrázek 3.4: Sie»ové prepojenie, Z - pripojený zdroj, napríklad procesor, pamä»
Komunikaèné systémy
Pre rôznorodé architektúry sa vyvinuli rozliène systémy komunikácie medzi jednotlivými
procesormi. Tieto komunikaèné systémy sú potrebné hlavné kvôli udr¾aniu koherencie dat.
Medzi tieto systémy patrí napríklad point-to-point, shared memory alebo network-on-chip.
Shared memory je systém zo spoloènou zdielanou pamä»ou, ktorá sa vyu¾íva ako glo-
bálne úlo¾isko dát a tým udr¾iava koherenciu dát. Tento systém je implementovaný na
architektúre zdielanej zbernice, prieène prepojených spojení a iných. So zvy¹ujúcim sa poè-
tom procesorov u¾ ale nedostaèuje a vyu¾ívajú sa iné systémy ako napríklad distribuovaná
zdielaná pamä» alebo distribuovaná pamä»[11].
Point-to-point je priama komunikácia medzi dvoma koncovými bodmi, èo zaruèuje vy-
sokú rýchlos» a jej efektívnos» príli¹ neklesá s rastúcim poètom procesorov ak sa aplikuje vo
väè¹ích systémoch ako Network-on-chip, kde sa vyu¾íva na prepojenie jednotlivých uzlov.
Spolu s tým sa pou¾ívajú rôzne variácie distribuovanej pamäte[5][12].
Network-on-Chip je systém tvorený uzlami, na ktoré sú napojené na susediace uzly a
jeden zdroj. Zdroj mô¾e reprezentova» výpoètovú jednotku, pamä» alebo ich kombináciu.
Medzi uzlami prebieha paketová komunikácia, èím ale pribúda nutnos» vytvorenia adaptéra





Protokoly pre zabezpeèenie koherencie dát sa pou¾ívajú v systémoch, kde sú aplikované
vyrovnávacie pamäte a v systémoch s distribuovanou pamä»ou. V tejto práci sme zaoberali
hlavne protokolmi fungujúcich na základe invalidácii lokálnych dát.
Najjednoduch¹ím protokolom je write-through protokol, v ktorom ka¾dá modikácia
dát v lokálnej pamäti vedie k okam¾itej modikácií zdroja dát. Pri write-though protokole
sa vyu¾ívajú dva stavy pre dáta:
• Valid (validné) - dáta sa mô¾u pou¾i».
• Invalid (invalidné) - dáta treba naèíta» zo zdroja.
Aj keï je µahký na pou¾ívanie, vy¾aduje veµké mno¾stvo komunikácie, generovanej pri ka¾dej
modikácií dát.
Preto boli vyvinuté write-back protokoly, ktoré modikované dáte posielajú zdroju, a¾
keï to je nutné, napríklad pre uvoµnenie miesta, alebo keï si ich vy¾iada iný procesor.
V¹etky write-back protokoly pou¾ívajú jeden alebo viacero nových stavov pre dáta:
• modied (modikované) - pou¾ívajú v¹etky protokoly, kópie dát sú modikované,
zdrojové dáta niesu aktuálne. Meno sa mô¾e meni» medzi protokolmi.
• Ïal¹ie rôzne stavy na zní¾enie nutnej komunikácie medzi vyrovnávacími pamä»ami.
Tieto stavy sú väè¹inou ¹pecické pre dané protokoly. Medzi ne patria napríklad owned
(vlastnené), exclusive(exkluzívne) alebo forward (preposielaj).
Medzi typické write-back protokoly patria MSI, MESI, MOESI, MESIF a iné[8]. Dajú sa
implementova» pre rôzne spôsoby komunikácie, ako napríklad
• adresárovo zalo¾ené implementácie,
• nahliadacie(snooping ) implementácie,
• snarng implementácie .
Jednotlivé implementácie sa vyu¾ívajú hlavne zo ¹pecickými systémami komunikácie.
Najèastej¹ie pou¾ívané protokoly sú adresárovo zalo¾ené, pou¾ívané hlavne pri Network-on-
Chip systéme, alebo nahliadacie implementácie, pou¾ívané hlavne na zdieµanej zbernici, kde
nahliadacie implementácie sú z pravidla rýchlej¹ie ak majú dostatoènú ¹írku prenosového
pásma, ale zaèínajú zaostáva» za adresárovo zalo¾enými implementáciami pri zvy¹ujúcom
sa poète (40-60+) procesorov.
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4.1 Adresárovo zalo¾ené implementácie
Vyu¾ívaný v architektúrach s veµkým mno¾stvom procesorov, kde nahliadanie a snarng
nieje mo¾ný, buï principiálne, alebo kvôli pomalým výsledkom. Sú to implementácie za-
lo¾ené na invalidácií. Pre udr¾anie koherencie sa invalidujú lokálne kópie dát.
V implementácií existuje adresár, centrálny kontrolór, ktorý udr¾uje koherenciu dát a
udr¾uje si prehµad o tom kto má lokálne kópie dát. Býva implementovaný ako ¹peciálna
vyrovnávacia pamä» dedikovaná len na udr¾iavanie koherencie dát. Ak procesor chce pris-
túpi» k dátam v pamäti, musí po¾iada» najprv adresár. V prípade modikácie dát adresár
invaliduje alebo modikuje ostatné kópie dát vyslaním signálu jednotlivým vyrovnávacím
pamätiam s lokálnymi kópiami.
Existujú rozdielne rie¹enia pre uchovávanie prehµadu o lokálnych kópiách dát, prièom
väè¹inou sa vyu¾íva systém, v ktorom sa vie o v¹etkých lokálnych kópiách, ale len ich pri-
bli¾né umiestnenie. Vyvíjajú sa rôzne nové heuristiky, ktoré majú minimalizova» zasielanie
nepotrebných signálov.
Adresár vo väè¹ine protokolov zaznamenáva dáta v troch stavoch
• shared(zdieµané) - aspoò jeden procesor má dáta vo vyrovnávacej pamäti, pamä» má
aktuálnu verziu,
• uncached/invalid(nezdieµané/neplatné) - ¾iadny procesor nemá dáta vo vyrovnávacej
pamäti, pamä» má aktuálnu verziu,
• exclusive - jeden procesor má dáta vo vyrovnávacej pamäti, pamä» nemá aktuálnu
verziu .
Adresár e¹te musí udr¾iava» informácie o tom, ktorý procesor má dáta ulo¾ené vo vyrovná-
vacej pamäti ak je v stave shared.
Implementácia najlep¹ie vyu¾íva point-to-point komunikácie medzi procesormi a adre-
sárom a tým pádom potrebuje minimum pásma, ale musí posla» minimálne tri správy pred
získaním dat. Z toho vyplýva, ¾e ma väè¹iu odozvu ako nahliadacie implementácie, ale svoju
rýchlos» si udr¾iava aj pri vysokom poète procesorov.
4.2 Snarng implementácie
Snarng implementácie sú zalo¾ené na aktualizácií vlastných kópií dát, tzv write-update
protokoly. Na základe zachytených signálov aktualizujú lokalnú kópiu dát a tým udr¾ujú
koherenciu v systéme.
Dajú sa vyu¾íva» na architektúrach, na ktorých je zaruèené ¾e ka¾dá vyrovnávacia pamä»
mô¾e vidie» v¹etky prebiehajúce transakcie. Vo väè¹ine prípadov to znamená, ¾e sa vyu¾íva
zdieµana zbernica. Mô¾e sa pou¾íva» s multiprocesorovými architektúrami s a¾ stovkou
procesorov.
Nevýhodou týchto systémov je neefektívnos» aktualizácií, kedy väè¹ina nieje nutná, a
silná granulácia synchronizácie èo spomaµuje dátové transakcie.
Medzi typických zástupcov patrí Dragon protokol, ktorý je ekvivalentom MOESI pro-
tokolu. Tie¾ má pä» stavov, ktorých význam je podobný a majú podobné správanie pri
zais»ovaní koherencie dát. V súèasnosti sa skúmajú nové mo¾nosti upravi» tieto protokoly
na hybridné protokoly, ktoré by vyrie¹ili ich súèasné problémy a umo¾nili ich vyu¾itie vo
viac poèetných multiprocesorových vstavaných systémov.
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4.3 Nahliadacie(snooping) implementácie
Nahliadacie implementácie sa vyu¾ívajú pre svoju rýchlos», ale majú viacero principiálnych
obmedzení. Dajú sa vyu¾íva» len na architektúrach, na ktorých je zaruèené ¾e ka¾dá vy-
rovnávacia pamä» mô¾e vidie» v¹etky prebiehajúce transakcie. Tieto architektúry väè¹inou
vyu¾ívajú zdieµanú zbernicou a zároveò potrebujú dostatoènú ¹írku prenosového pásma.
Preto sa vyu¾ívajú hlavne v málopoèetných (40-) multiprocesorových architektúrach.
Poèas behu systému, ka¾dá vyrovnávacia pamä» monitoruje komunikáciu na zbernici,
zis»uje èí má kópiu dat prená¹aných alebo po¾adovaných na zbernici, a podµa toho upravuje
stav vlastných kópií dát.







Obrázek 4.1: Stavový automat MSI protokolu
MSI protokol patrí k základným protokolom zabezpeèujúcich koherenciu dát, keï¾e
vyu¾íva len 3 základné stavy, viz obrázok 4.1. Rovnako ako v¹etky protokoly odvodené od
MSI protokolu, jeho názov je odvodený z iniciálov stavov, ktoré podporuje.
• Modied(upravené) - dáta v pamäti niesu aktuálne, vo vyrovnávacej pamäti sú aktu-
álne.
• Shared(zdieµané) - dáta vo vyrovnávacej pamäti a v pamäti sú aktuálne.
• Invalid(neplatné) - dáta vo vyrovnávacej pamäti niesu aktuálne.
Oproti write-through protokolu nemusí pri ka¾dej modikácií dát kontaktova» hlavnú
pamä». Namiesto toho staèí zapisova» do pamäte len v prípade vyhodenia modikovaného


















Obrázek 4.2: Stavový automat MESI protokolu
Keï procesor po¾iada o dáta, mô¾u nasta» dva stavy. Vyrovnávacia pamä» má validné
dáta, sem sa radia aj modikované dáta, a okam¾ite ich postúpi procesoru. Alebo vyrov-
návacia pamä» nemá validné dáta, musí po¾iada» o pridelenie zbernice a následne naèíta»
dáta z pamäte a potom poskytnú» dáta procesoru.
Keï procesor modikuje naèítané dáta, mô¾u nasta» tri stavy. Vyrovnávacia pamä»
u¾ udr¾iava modikované dáta a tieto následne prepí¹e. Alebo vyrovnávacia pamä» nemá
modikované ale zdieµané dáta, tak prepí¹e zdieµané dáta a následne upozorní zvy¹né vyrov-
návacie pamäte, signálom na zbernici, o modikovaní dát na danej adrese. V tre»om stave
nemá validné dáta, preto ich najprv naèíta z hlavnej pamäte, prepí¹e dátami poskytnuté
procesorom a potom upozorní ostatné vyrovnávajúce pamäte o modikácií lokálne kópie
dát.
Vyrovnávacia pamä» zapisuje modikované dáta do pamäte len v prípadoch, ak zachytí
po¾iadavku na èítanie danej adresy, prièom po zápise do pamäte sa nastaví ich stav na
shared, alebo ak musí uvoµni» miesto pre ïal¹ie dáta.
V prípade signalizovania zápisu na validnú adresu vo vyrovnávacej pamäti, sú dáta na
danej adrese invalidované, ich stav sa nastaví na invalid bez ohµadu na pôvodný stav.
Protokol MESI
Protokol MESI je nadstavbou MSI protokolu, prièom oproti MSI vyu¾íva navy¹e stav
exclusive(exkluzívny) 4.2, vïaka ktorému sa zni¾uje poèet ¾iadostí medzi vyrovnávacími
pamä»ami a hlavnou pamä»ou. Exclusive stav je medzistav medzi stavmi shared a modied,
ktorý oznaèuje danú kópiu dát ako jedinú kópiu mimo hlavnej pamäte, ale stále nemodi-
kovanú.























Obrázek 4.3: Stavový automat MOESI protokolu
Zároveò v prípade zachytenia ¾iadosti na zdieµanej zbernici o èítanie rovnakých dát, sa
nemusia dáta zapisova» naspä» do pamäte. Staèí upravi» ich stav na shared, a neskôr znova
po¾iada» o unikátnu kópiu dát.
Spolu zo stavom sa zavádza aj nový druh èítacích ¾iadostí na pamä», èítacia transakcia
prebieha ako pôvodná, ale ostatné pamäte na òu reagujú invalidovaním lokálnych kópií dát.
Protokol MOESI
Oproti MESI protokolu má navy¹e stav owned(vlastni»), viz obrázok 4.3, ktorý pomáha
zní¾i» då¾ku prevedenia èítacích ¾iadostí. Vyu¾íva pritom fakt, ¾e vyrovnávacie pamäte majú
medzi sebou ni¾¹iu latenciu a men¹iu dobu prístupu k dátam. Stav owned potom dovoµuje
vyrovnávacím pamätiam si navzájom podáva» dáta bez nutnosti prístupu k hlavnej pamäti.
Owned je ¹peciálny stav modikovaných dát, kedy vyrovnávacia pamä» slú¾i ako vlastník
a je zodpovedná za spätný zápis modikovaných dát do hlavnej pamäte.
Správanie vyrovnávacích pamätí je veµmi podobne ako pri protokole MESI ale s niekoµ-
kými dôle¾itými zmenami pri zachytení ¾iadosti o dáta
Ak cudzia vyrovnávacia pamä» po¾iada o dáta hlavnú pamä», a vyrovnávacia pamä»
má ich modikovanú kópiu, zmení si stav vlastnej kópie na owned. Následne poskytne túto
kópiu na zbernicu cudzej vyrovnávacej pamäti, ktorá si ju prevezme ako èistú kópiu dát.
V prípade modikácie dát zo stavom owned, vyrovnávacia pamä» signalizuje ich modi-
káciu ostatným vyrovnávacím pamätiam rovnako ako pri stave shared. V oboch prípadoch
sa stav dát zmení na modied.
V prípade signalizovania modikácie dát, vyrovnávacie pamäte invalidujú svoje kópie
dáta bez ohµadu na ich stav, bez nutnosti zapisovania dát naspä» do hlavnej pamäte.
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V prípade, ¾e vyrovnávacia pamä» vlastní èistú kópiu dát, nereaguje na po¾iadavky o
kópie týchto dát a prenecháva tieto ¾iadosti hlavnej pamäti, poprípade vlastníkovi dát. Toto
zaruèuje men¹iu zlo¾itos» synchronizácie a men¹í objem komunikácie na zdieµanej zbernici
urèenej na udr¾iavanie koherencie dát.
Najväè¹ím problémom MOESI protokolu je úspe¹né integrovanie postupovania dát na
zdieµanú zbernicu pri stave owned, èo vy¾aduje zväè¹a komunikaèný systém podporujúci




Dve najèastej¹ie pou¾ívané a konkurujúce si zbernice sú AMBA vyvíjane ARM a Core-
Connect vyvíjané IBM. Obe ponúkajú ako vysoko rýchlostné zbernice tak aj ¹pecializované
periférne.
5.1 AMBA - Advanced microcontroller bus architecture
AHB - Advanced High-perfomance bus
AHB poskytuje vysoko efektívne spojenie medzi jednoduch¹ími perifériami v unifrekve-
nènom subsystéme kde výkon AXI nieje potrebný. Jeho pevná pipeline ¹truktúra a jed-
nosmerné kanály dovoµujú kompatibilitu s periferiami vyvinutých pre AMBA 2 AHB-Lite
¹pecikácie [3][15].
APB - Advanced peripheral bus
APB je navrhnuté úzkopásmový kontrolovaný prístup pamätí. Je podobné AHB, ale ne-
podporuje toµko rôznych signálov [3][15].
AXI4 - Advanced extensible interface 4.generácia
AXI 4 protokol je zlep¹ením AXI3 pre vylep¹enie výkonu and utilizáciu spojení ked je
pou¾ívaný viacerými majstrami. Zahàòa nasledujúce vylep¹enia:
• Podporu výbojov a¾ do 256 taktov.
• Kvalitu Service signaling.
• Podporu pre viacregionálne rozhrania.
[3][15]
ACE - AXI coherency extension
ACE protokol, pridáva 3 nové kanály pre zdieµanie dát medzi vyrovnávacími pamä»ami
ACE majstrov a hardvérovou kontrolou údr¾by vyrovnávacích pamätí [3][15]. Implementuje
¹irokú ¹kálu nových transakcií pre podporu protokolov na zabezpeèenie koherencie, ako
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aj podporu prepojenia vyrovnávacích pamäti vyu¾ívajúcich rôzne druhy protokolov. ACE
implementuje 6 skupín transakcií1.
Prvá skupina obsahuje pôvodné èítacie a zapisovacie transkacie AXI zbernice, na ktoré
nieje mo¾né nahliada» .
Druhou skupinou sú transakcie pou¾ívané zariadeniami, ktoré nevyu¾ívajú vyrovnávaj-
úce pamäte.
V tretej skupine sú èítacie transakcie, na ktoré je mo¾né nahliada». Lí¹ia akceptovateµ-
nými stavmi dát, prvá transakcia prijma v¹etky, druhé dve neakceptujú ¹pinavé kópie dát
a sú pre napríklad pre MESI alebo write-through protokoli.
Vo ¹tvrtej sú transakcie na zabezpeèenie exkluzívnych kópií dát.
Piata implementuje transakcie pre zápis dát do naspä» do pamäte, prièom informujú o
stave lokálnej kópie dát, èi si ju ponecháva v èistom stave alebo ju invalidoval.
Posledná skupina transakcií zabezpeèuje údr¾bu systému a obsahuje transakcie pre vy-
èistenie alebo zinvalidovanie celého obsahu vyrovnávajúcich pamätí.
5.2 CoreConnect
PLB - Processor Local Bus
PLB je v¹eobecná synchrónna zbernica pre procesory. Má oddelené spojenia pre èítanie a
zápis dát èím dovoµuje konkurenèné zapisovanie a èítanie. Podporuje systém s viacerými
majstrami, arbitrom s tým ¾e ma plne programovateµné priority. Ma veµkú ¹írku pásma a¾ do
2.9 GB/s. Podporuje pipelining a alokáciu zbernice. CoreConnect tie¾ zais»uje podporu pre






Návrh a implementácia protokolu
MSI, MESI a MOESI pre zdieµanú
zbernicu
Pred návrhom a implementovaným rie¹enia som sa oboznámil s jazykom CodAL, s vývo-
jovým prostredím Codasip Studio, s navrhovaním hardvérových modelov v Codasipe za
pou¾itia jazyka CodAl a na¹tudoval spôsob generovania programovacích a emulaèných ná-
strojov.
Po na¹tudovaní prostriedkov a konzultácií s vedúcim sa upresnilo zadanie a ciele práce.
Ustálilo sa pou¾itie systému zdieµanej zbernice a zdieµanej pamäte. Po na¹tudovaní protoko-
lov, ktoré rie¹ia problematiku koherencie dát a konzultácii s vedúcim práce, sme sa rozhodli
pre implementovanie protokolu MSI a jeho roz¹írení MESI a MOESI, ktoré sú ideálne pre
navrhované a pou¾ívané systémy, ako aj pre jednoduchos» implementácie podpory v oblasti
generovania hardvérových ¹pecikácii.
Po ïal¹ej konzultácií som navrhol roz¹írenie súèasnej emulácie pamä»ových subsysté-
mov v Codasip Studio o podporu multiprocesorového prostredia s vyu¾itím vyrovnávacích
pamätí a zdieµanej pamäte.
6.1 Návrh
Emulátor berie ka¾dý funkèný prvok systému ako samostatnú jednotku, ktorej vnútorné cho-
vanie je denované ¹pecializovanou triedou. Táto trieda sa vyu¾íva ako základ pre emuláciu
správania jednotlivých prvkov. Jednotky mô¾e pou¾ívateµ µubovoµne prepája» v denícií ar-
chitektúry a platformy, z ktorých sa neskôr generuje emulátor, ktorý obsahuje automaticky
vygenerované rozhrania medzi jednotlivými triedami, ktoré reprezentujú rôzne samostatné
jednotky.
Vyrovnávacia pamä» bola implementovaná ako niekoµko priamo mapovaných pamätí,
èo funkène emuluje asociatívnu vyrovnávajúcu pamä». Ïalej obsahovala rozhranie, ktoré
implementovalo instruction-accurate komunikáciu s napojeným médiom a procesorom.
Zbernica mala jednoduchú implementáciu pre vykonávanie jednoduchých èítacích a za-
pisovacích transakcií. Zbernica podporovala pripojenie len jedného majstra a pripojenie
viacerých podriadených (slave) zariadení.
Aby vyrovnávacia pamä» mohla aplikova» protokoly pre zaistenie koherencie dát, musela















Obrázek 6.1: Schéma návrhu roz¹írenia vyrovnávajúcej pamäte
cycle-accurate modelu. Pamä»ové úlo¾isko bolo treba roz¹íri» o podporu pre viacero stavov.
Navrhol som roz¹írenie poètu signálnych bitov a upresnil som návrh rozhrania pre prácu s
nimi.
Ïalej bolo treba upravi» rozhranie pre komunikáciu so zbernicou, aby podporovalo cycle-
accurate model, ako aj implementova» write-back vyrovnávaciu pamä», tzv obetnú (victim)
vyrovnávaciu pamä», ktorá sa pou¾íva na ulo¾enie vypudených a uvoµnených riadkov pa-
mäte, ktoré sú èo najskôr zapísané naspä» do pamäte. Táto obetná vyrovnávacia pamä»
dovoµuje okam¾ité naèítavanie nových dát bez nutnosti èakania na uvoµnenie miesta pre
tieto dáta spätným zápisom pôvodných dát do pamäte.
Implementácia zbernice sa musela upravi», aby podporovala protokoly pre zaistenie
koherencie dát. Navrhol som rozhranie postavené na ¹tandarde AMBA 4 ACE, ktorý tieto
protokoly plne implementuje v pou¾ívaných zberniciach AMBA. Medzi navrhnuté roz¹írenia
patrí väè¹í rozsah èítacích transakcií, ako aj mo¾nos» preru¹i» alebo pozastavi» prebiehajúcu
transakciu.
6.2 Implementácia
Vyrovnávacia pamä» implementuje ïal¹ie dva signálne bity pre ka¾dý riadok pamäte, kto-
rými sa dajú zakódova» v¹etky stavy protokolov MSI, MESI a MOESI, a rozhranie pre
prácu s nimi. ©pinavý (dirty) bit signalizuje, ¾e daný riadok je modikovaný a nekoherentný
s hlavnou pamä»ou. ©peciálny bit signalizuje stavy, kedy riadok spåòa ¹pecické vlastnosti
exclusive stavu, respektíve owned stavu, v závislosti na hodnote ©pinavého bitu. Ïalej
vyrovnávacia pamä» implementuje podporu cycle-accurate modelu pomocou ¹peciálneho
kontrolóru pre vyrovnávaciu pamä», ktorý v tomto modeli zais»uje rozhranie a komunikáciu
zo zbernicou. Schému návrhu je zobrazená na obrázku 6.1.
Kontrolór vyu¾íva tzv. obetnú vyrovnávaciu pamä», ktorá je tu zjednodu¹ene imple-
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Obrázek 6.2: Schéma implementácie rozhrania vyrovnávajúcej pamäte
mentovaná ako fronta FIFO (prvý dnu, prvý von) a vyu¾íva sa hlavne pri zapisovaní dát,
prièom tieto dáta v sebe udr¾iava, kým si o ne kontrolór nepo¾iada pri úspe¹nej alokácií
zbernice pre zápis.
Komunikácia zo zbernicou zahàòa podávanie ¾iadostí na zbernicu o jej alokáciu, na-
hliadanie(snooping) na zbernicu, analýzu zachytených ¾iadostí a vykonanie úkonov, ktoré
zaistia koherenciu dát s ostatnými vyrovnávacími pamä»ami.
Kontrolór obsahuje dve rozhrania, jedno pre zbernicu a jedno pre procesor s vyrovnáva-
cou pamä»ou, viz. obrázok 6.2 s detailným zobrazením rozhraní. Obe rozhrania sa skladajú
z front podaných ¾iadostí. Slú¾ia ako nárazník medzi vyrovnávacou pamä»ou a zbernicou,
kde udr¾iavajú kontext ¾iadostí, keï sú tieto média obsadené a ¾iados» sa nemô¾e okam¾ite
vykona». Veµkos» týchto front mô¾e by» stála, aj zo zvy¹ujúcim sa poètom vyrovnávacích
pamätí pripojených na zbernicu, keï¾e pre be¾nú komunikáciu postaèuje udr¾iava» kontext
maximálne 2 ¾iadostí o då¾ke riadku.
Oproti tomu veµkos» fronty na zapisovanie a tým aj veµkos» obetnej vyrovnávajúcej
pamäte má veµký vplyv na celkovú výkonnos» vyrovnávajúcej pamäte. Pri zaplnení obet-
nej vyrovnávajúcej pamäte nastane uviaznutie, kedy sa väè¹ina operácií vo vyrovnávajúcej
pamäti zastaví a následne väè¹ina systému. Toto uviaznutie sa uvoµní len, keï sa vyrovná-
vajúcej pamäti pridelí zbernica pre zápis, po ktorom obetná vyrovnávajúca pamä» úspe¹ne
zapí¹e v¹etky svoje uchovávané dáta.
Rozhranie pre vyrovnávaciu pamä» obsahuje frontu pre ¾iadosti o èítanie z pamäte
a frontu pre ¾iadosti o zápis dát ulo¾ených v obetnej vyrovnávajúcej pamäti. Pre ka¾dý
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dataport vyrovnávacej pamäte existuje práve jedna táto fronta.
Rozhranie zo zbernicou má dve fronty, do ktorých sa pridávajú ¾iadosti o invalidovanie,
respektíve o uvoµnenie lokálnych kópií dát. Tieto fronty sú plnené kontrolórom po zanaly-
zovaní ¾iadosti na zbernici.
Komunikácia medzi triedami jednotlivých prvkov, ako napríklad zbernica alebo pamä»,
dodr¾iava rozhranie dané pôvodnou implementáciou systému pre emuláciu s úpravou pre
podporu roz¹írenej palety èítacích transakcií.
Dôle¾itou vlastnos»ou tohto implementovaného systému v cycle-accurate modeli je, ¾e
ka¾dý prvok systému funguje samostatne a je mo¾né modelova» jednotlivé prvky s rôznou
pracovnou frekvenciou.
Najväè¹ím problémom pri implementácií bolo funkèné implementovanie stavu owned,
konkrétne poskytovanie dát na zbernicu vyrovnávajúcou pamä»ou a hlavne adresovanie
vlastníka kópie dát cez zbernicu sa ukázalo ako veµmi nároèný problém. Tento problém bol
vyrie¹ený roz¹írením transakcií podporovaných zbernicou o ïal¹iu transakcií, a to o trans-
akciu signalizujúcu preru¹enie vykonávania súèasnej transakcie. Túto transakcia následne
zachytia ostatné vyrovnávajúce pamäte a tá vyrovnávajúca pamä», ktorej je pridelená zber-
nica, doèasne pozastaví vykonávanie práve prebiehajúcej transakcie a následne ju znova




Testovanie a analýza vlastnosti
emulaèného systému
Po implementácií roz¹írenia emulaèného systému bolo nutné otestova» jeho vlastnosti a
predpokladané správanie rôznymi testovacími scenármi, pomocou ktorých boli zozbierané
dáta potrebné pre neskor¹iu analýzu.
Testovanie sa zameriavalo hlavne na závislosti medzi rýchlos»ou emulácie a veµkos»ou
modelovaného systému, následne na za»a¾ovanie pracovnej pamäte operaèného systému
emulátorom a nakoniec na správanie jednotlivých vyrovnávacích pamätí.
Testy boli vykonané s dvomi rôznymi architektúrami procesorov. Prvým testovaným
procesorom je codix risc1, èo je model RISC (procesor s redukovanou in¹trukènou sadou)
procesoru naportovaný do Codasip Studia s denovanou in¹trukènou sadou. Druhou testo-
vanou architektúrou bol procesor denovaný in¹trukènou sadou MIPS2, ktorá je odvodená
od in¹trukènej sady RISC procesorov.
7.1 Denícia testovacích parametrov
Pre ka¾dú architektúru boli namodelované takmer identické systémy, konkrétne niekoµko
procesorov napojených cez vyrovnávacie pamäte na hlavnú pamä». Modelovaným systé-
mom boli poèas testovania postupne menené parametre, ako poèet procesorov alebo veµkos»
pamäti. Následne boli generované emulátory pre namodelované testovacie systémy a skom-
pilovaný testovací program,ktorý opakovane poèítal poèet bitov v ulo¾enom poli. Tento
program bol skompilovaný vygenerovanými prekladaèmi jazyka C ¹peciálne vytvorenými
pre ka¾dú architektúru procesorov.
7.2 Analýza rýchlosti emulácie
Pri testoch rýchlosti emulácie bolo merané trvanie vykonávania emulácie na jednoduchom
testovacom programe, ktorého úèelom je zapisova» a naèítava» dáta z pamäte v miliónoch
iterácií. Testy boli vykonávané na vytvorených systémoch s postupne sa zvy¹ujúcim poètom
procesorov.
1Podrobnej¹ie informácie o codix risc na https://www.codasip.com/products/codix-risc/
2Podrobnej¹ie informácie o MIPS na http://www.mips.com
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Obrázek 7.1: Graf procesorových cyklov za sekundu so zvy¹ujúcim sa poètom procesorov
Cieµom týchto testov bolo zisti» závislos» rýchlosti emulácie na rôznych parametroch
systému ako napríklad poèet procesorov alebo dostupnos» operaèných zdrojov ako výkon
procesora èi pracovná pamä».
Rýchlos» emulácie je mo¾né vyjadri» pomocou dvoch spôsobov. Prvým je då¾ka trvania
emulácie a druhým je poèet emulovaných procesorových cyklov.
Obrázek 7.2: Graf priemernych dôb trvania simulácie so zvy¹ujúcim sa poètom procesorov
Graf 7.1 ukazuje poèet vykonaných cyklov za sekundu. Tento graf ukazuje zreteµné
zni¾ovanie emulovaného poètu cyklov a tým aj výkonu emulátora, ale ráta len s celkovými
vykonanými cyklami, èím je myslený súèet cyklov vykonaných v¹etkými procesormi. Z rov-
nomerného rozlo¾enia celkového poètu emulovaných procesorových cyklov medzi procesory
vyplýva, ¾e zo zvy¹ujúcim sa poètom navrhnutých procesorov sa drasticky zni¾uje výkon
emulátora a tým aj rýchlos» emulácie. Napríklad pri pridaní 3 procesorov sa då¾ka trvania
emulácie zvý¹ila skoro trojnásobne.
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Silná lineárna závislos» od poètu procesorov bola predpokladaná, ale je oèividné, ¾e
zni¾ovanie výkonnosti nespôsobuje len rozdelenie dostupných cyklov medzi procesory, ale
ako mô¾eme vidie» na grafe 7.2, na ktorom je zreteµne vidno nelineárne predl¾ovanie trvania
vykonávania emulácie. Z grafu 7.1 vyplýva zo zvy¹ujúcim sa poètom emulovaných proce-
sorov sa zni¾uje celkový poèet procesorových cyklov vykonaných za sekundu. V prípade
lineárnej závislosti na poète procesorov, by toto èíslo ostávalo rovnaké, poprípade by rástlo,
keï¾e by sa èas nutný na úvodnú obsluhu rozlo¾il medzi viacero vykonannýchcyklov. Tento
pokles procesorových cyklov za sekundu je nevyhnutný, z dôvodu zvy¹ujúcich sa nárokov
na mana¾ovanie emulácie ako aj vzájomnej interferencie jednotlivých be¾iacich procesov v
simulácií.
Rýchlos» emulácie je dostatoèná pre malý poèet procesorov, ale výrazne zaostáva za ich
zvy¹ujúcim sa poètom. Samozrejme rýchlos» závisí od systému, na ktorom emulácia be¾í a
od jeho vlastností, kedy výkonný systém nemusí ma» problém s emuláciou niekoµkých desi-
atok procesorov. Celkovo tento systém poskytuje efektívnu emuláciu vstavaných systémov
pou¾ívaných v dne¹ných systémoch.
7.3 Analýza stability emulaèného systému
Obrázek 7.3: Graf trvaní jednotlivých simulácií, vµavo procesor codix risc, vpravo procesor
MIPS
Ïalej bola testovaná stabilita systému pomocou analýzy opakovaných spustení toho
istého programu na rovnakom modeli procesora. V prípade veµkého poètu bezdôvodných
výchyliek výkonu je mo¾né systém vyhodnoti» ako nestabilný.
Výchylky v grafe 7.3 sú následkom interferencie emulácie s ostatnými práve be¾iacimi
programami. Interferencie ostatných programov mô¾u ma» významný vplyv na výkon emu-
látora, keï¾e jeho výkon je silne závislý od dostupnej výpoètovej sily procesora. V prípade,
ak bola zvý¹ená vy»a¾enos» procesoru inými be¾iacimi programami, nastávali a¾ 20
Ïal¹ím faktorom, ktorý spôsobil nestabilné výkony emulátoru, bolo aj zabratie veµkého
miesta v pracovnej pamäti RAM, èo sa jasne prejavilo pri jej zvý¹enom vyu¾ití, viï. graf 7.4.
Najvy¹¹ie vyu¾ívanie pamäte dosahovalo a¾ 60% RAM, z èoho následne pri poèiatoènom
naèítaním do pracovnej pamäte dochádzalo k èastému spomaleniu emulátora a zní¾eniu
výkonu celého operaèného systému, kedy prvé spustenie emulácie bolo a¾ o 30% dlh¹ie ako
priemerné.
Teda je mo¾né skon¹tatova», ¾e z grafu 7.3 jasne vyplýva, ¾e emulátor je stabilný. Celkový
rozptyl bol minimálny a udr¾iaval sa na stabilnej úrovni. Poèas behu emulácií sa vyskytovali
rôzne výchylky, ale tie boli predvídateµné a nespôsobené samotným emulaèným systémom,
ale skôr nedostatkom prostriedkov pre beh emulátora.
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7.4 Analýza pamä»ovej nároènosti emulaèného systému
Obrázek 7.4: Graf vyu¾ívanej pamäte so zvy¹ujúcim sa poètom procesorov
Následne boli testy upravené a zopakované so zameraním na vyu¾ívanie pracovnej pa-
mäte. Úèelom bolo zisti», èo vplýva na veµkos» emulátorom vyu¾ívanej pamäte a aký vplyv
má daná veµkos» vyu¾ívanej pamäte na rýchlos» aplikácie.
Z grafu 7.4 je jasná lineárna závislos» medzi poètom procesorov a veµkos»ou obsadenej
pamäte. Otázkou je, èo konkrétne zaberá danú pracovnú pamä». Mô¾e to by» model proce-
sora, jednotlivé komponenty, alebo najpravdepodobnej¹ie samotná simulovaná pamä».
Set jednoduchých testov odhalil priamu závislos» medzi vyu¾ívanou pracovnou pamä»ou
a veµkos»ou emulovanej pamäte, kde emulovaná pamä» je zodpovedná a¾ za 99% vyu¾ívanej
pamäte. Tento pomer sa mô¾e lí¹i» v závislosti na modeli a veµkosti emulovanej pamäte.
Ïalej ako bolo u¾ vy¹¹ie spomínané, vyu¾ívaná pamä» nemá skoro ¾iadny vplyv na
rýchlos» emulácie s výnimkou nutnosti si poèka» na pridelenie a naèítanie dostatku pamäti
od operaèného systému. Tento problém ale po prvom naèítaní prestane existova» a objavuje
sa len pri emulovaní modelov s veµkých pamä»ami. Z toho mô¾me vyhlási», ¾e pamä» nemá
vplyv na priemernú rýchlos» emulácie.
7.5 Presnos» emulaèného systému
V týchto testoch sa zis»ovala podobnos» chovania emulaèného systému s reálnymi systé-
mami, konkrétne chovanie implementovaného roz¹írenia pre podporu multiprocesorových
systémov. V testoch sa overovali rôzne ¹pecické správania vyrovnávacích pamätí ako aj
rôzne krajné prípady pre protokoly.
Vplyv protokolov na výkon systému
Ako prvý bol testovaný vplyv rôznych protokolov na výkon systému. V grafe 7.5 je zná-
zornený poèet cyklov nutný pri zapisovaní a naèítavaní do náhodne generovaných adries.
Rozsah generovaných adries bol postupne zväè¹ovaný. V grafe je toto zvy¹ovanie poètu
adries znázornené horizontálnou osou oznaèujúcou rozsah v poète riadkov vyrovnávacej
pamäte.
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Obrázek 7.5: Graf efektivity protokolov, práca s náhodnými adresami so zvy¹ujúcim sa
rozptylom
Z grafu je zreteµné zni¾ovanie rozdielu medzi jednotlivými protokolmi. Je to spôsobené
tým, ¾e protokoly MESI a MOESI uµahèujú hlavne prístup k èasto a spoloène vyu¾ívaným
dátam. MOESI je veµmi efektívne pri vyu¾ívaní spoloèných vyu¾ívaných dát vïaka zni¾o-
vaniu èasovej penalizácie pri chýbajúcich dátach. Naopak, MSI sa výrazne zvy¹uje èasová
penalizácia, keï¾e musí èaka» na ostatné vyrovnávacie pamäte, kým zapí¹u modikované
dáta naspä» do pamäte. Chovanie pamä»ového subsystému bolo správne a graf 7.5 správne
ukazuje konvergenciu výkonov jednotlivých protokolov.
Správanie systému v krajných prípadoch
Ïal¹í test skúmal správanie v krajných prípadoch. Prvý testovací program najprv dáta
naèítal a potom dáta prepísal. Pri tomto teste mal protokol MSI rovnaké výsledky ako
protokoly MESI a MOESI, skonèil po rovnakom poète cyklov. Testovalo sa len na jednej
vyrovnávacej pamäti, v prípade viacerých by protokol MOESI mohol ma» lep¹ie výsledky, ak
by iné vyrovnávacie pamäte boli schopné poskytnú» dáta a tým zní¾i» èasovú penalizáciu
pri prvom naèítaní. Toto chovanie systému bolo predpokladané a presne emuluje reálny
systém.
Testovanie za»a¾enosti zdieµanej zbernice
Nasledovne sa testoval poèet èítacích a zapisovacích transakcií na zbernici. V týchto testoch
bolo dôle¾ité sledova» poèty transakcií pri vykonávaní jednoduchého testovacieho programu.
Cieµom testu bolo zmera» predpokladané zní¾enie poètu ¾iadostí a tým potvrdi» koreláciu
správania implementovaných protokolov pre zaistenie koherencie oproti reálnym systémom
s aplikovanými protokolmi.
Grafy 7.7 a 7.6ukazujú poèet transakcií na zdieµanej zbernici. MESI a MOESI majú
zní¾ený poèet èítacích transakcií vïaka stavu exclusive, ktorý dovoµuje naèíta» dáta a záro-
veò invalidova» ostatné kópie dát poèas jednej transakcie.
Zní¾ený poèet zapisovacích transakcií MESI protokolu, kedy sa lokálne kópie dát pri
zápise invalidujú a vyrovnávacia pamä» nemusí èaka» na ich spätné zapísanie, bol predpo-
kladaný, ale vo väè¹ej miere. Pravdepodobne spôsobené stavbou testovacieho programu.
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Obrázek 7.6: Graf poètu zachytených èítacích transakcií na zbernici
Obrázek 7.7: Graf poètu zachytených zapisovacích transakcií na zbernici
Medzi protokolmi MESI a MOESI nie je rozdielny poèet èítacích transakcií, ale rozdiel
sa nachádza v poète zapisovacích transakcií, keï¾e stav owned zais»uje, ¾e naspä» do hlavnej
pamäte sa zapisuje len v prípade nutného vyhodenia riadku z vyrovnávajúcej pamäte.
Write-through protokol ma stabilný poèet zápisov zo svojho princípu, keï¾e pri ka¾dom
zápise sa aktualizuje aj hlavná pamä». Za to ma najmen¹í poèet èítacích transakcií vïaka
nevyu¾ívaniu ïal¹ích signálov na zaistenie koherencie dát. Toto sa najlep¹ie prejavuje pri
nízkom rozptyle generovaných adries, kedy má o niekoµko rádov menej transakcií ako write-
back protokoly.
Testovanie vplyvu veµkosti vyrovnávacej pamäte
Ïalej sa otestoval vplyv veµkosti vyrovnávacích pamätí na poèet výpadkov dát pri naèítavaní
a zároveò sa overovala korelácia s predpokladanými hodnotami.
Je viacero druhov výpadkov dát. Prvý je tzv. nutný výpadok dát, ktorý nastáva pri
prvom naèítaní a nastane v¾dy bez ohµadu na parametre vyrovnávajúcej pamäte. Druhý je
kapacitný výpadok dát, ktorý nastane v prípade, ak vyrovnávajúca pamä» nemá dos» miesta
a musí vyhodi» dáta, ktoré sú neskôr po¾adované. A posledným druh je koniktný výpadok
dát, ktorý nastane, keï po¾adované dáta boli nahradené inými, aj keï nebola vyrovnávacia
pamä» plne zaplnená, ale boli zaplnené v¹etky miesta v danom sete.
26
Obrázek 7.8: Graf percentuálnej pravdepodobnosti na výpadok dát
Tu sa overovalo nasledovné správanie, keï sa so zväè¹ujúcu veµkos»ou pamäte zni¾oval
percentuálny podiel ¾iadostí, pri ktorých do¹lo k výpadku dát a nutnosti ich naèíta» z
pamäte. Toto zni¾ovanie na výpadok dát pokraèovalo, kým sa nedosiahla urèitá veµkos»
vyrovnávajúcej pamäte, po ktorej pridávanie pamäte prestalo by» úèinné. Konkrétna veµkos»
závisí od pou¾itého dátového rámca. Ideálna veµkos» vyrovnávajúcej pamäte býva práve
pribli¾ne veµkos» rámca pou¾ívaných dát.
Veµkos» vyrovnávajúcej pamäte zni¾uje práve poèet kapacitných výpadkov dát, kde do-
statoènou kapacitou sa získa minimálny poèet tzv. nutných výpadkov dát. Graf 7.8 zná-
zoròuje ako emulaèný systém napodobòuje predpokladaný vývoj pravdepodobnosti na vý-
padok a znovu potvrdzuje dobre implementovanie emulaèného systému so správnym cho-
vaním jednotlivých prvkov.
Obrázek 7.9: Graf percentuálnej pravdepodobnosti na výpadok dát pre rôzne úrovne aso-
ciatívnosti
Vplyv asociatívnosti vyrovnávacej pamäte
Ïal¹ím parametrom, ktorý ovplyvòuje pravdepodobnos» na kapacitný výpadok dát, je asoci-
atívnos» vyrovnávajúcej pamäte. Pri ktorej platí, ¾e 2N-cestná asociatívna pamä» potrebuje
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len poloviènú veµkos» na uschovanie rovnakého mno¾stva dát s rovnakou pravdepodobnos»ou
na výpadok ako N-cestná asociatívna pamä», èo je dokonale demon¹trované v grafe 7.9, kde




Ïal¹ie mo¾né roz¹írenia podpory
multiprocesorových systémov
Toto roz¹írenie je len jedno z mo¾ných rie¹ení problémov multiprocesorovej komunikácie a
udr¾iavania koherencie dát.
Medzi základné vylep¹enia súèasného emulaèného systému je implementovanie asoci-
atívnych front, ktoré by zní¾ili poèet transakcií pri vyrovnávacích pamätiach,ktoré majú
viacero napojených dataportov.
Ïal¹ie roz¹írenia mô¾u implementova» vylep¹enia k nahliadacej implementácií. Ako taká
vyu¾íva veµké mno¾stvo energie, keï¾e pou¾íva aktívne èakanie. V súèasnej dobe sa hµadajú
a navrhujú algoritmy na zní¾enie spotreby energie vylep¹ením signalizovania a nahliadania
na zbernicu.
Lep¹ie vyu¾ívanie zdieµanej zbernice by sa mohlo dosiahnu» aplikovaním zlo¾itej¹ích
algoritmov pre prideµovanie zbernice, ktoré by brali do úvahy rôzne ¹tatistiky a sna¾ili by
sa prideµova» zbernicu rovnomernej¹ie, alebo prideli» viac èasu jednej vyrovnávacej pamäti
v prípade nárastu po¾adovaných transakcií.
Je mo¾né implementova» iné implementácie, ako napríklad adresárovo zalo¾ené imple-
mentácie, ktoré by sa mohli vyu¾íva» v prípade lep¹ích výsledkov na danom systéme, ako
napríklad pri systémoch s vy¹¹ím poètom procesorov.
Pre efektívnu implementáciu nových implementácií protokolov sa musia navrhnú» a im-
plementova» ïal¹ie komunikaèné systémy, ako napríklad Network-on-Chip, ktoré by umo¾òo-
vali efektívnu komunikáciu pre väè¹ie mno¾stvo komunikujúcich procesorov.
Pre komunikaèné systémy ako Network-on-Chip by sa museli implementova» nové pro-
tokoly pre komunikáciu medzi jednotlivými jednotkami z ktorých sa skladá komunikaèný
systém Network-on-Chip. Tieto protokoly by zais»ovali komunikáciu medzi jednotlivými




V bakalárskej práci som sa zaoberal návrhom a implementáciou roz¹írenia emulaèného sys-
tému integrovaného prostredia Codasip Studio o podporu multiprocesorovej komunikácie.
V práci je implementovaná zbernica podµa ¹tandardu AMBA 4 ACE, ktorý plne podporuje
pou¾ívaný spôsob multiprocesorovej komunikácie.
Hlavnou èas»ou mojej práce bolo doimplementovanie funkènej reprezentácie vyrovnáva-
cej pamäte v emulátore a ïalej jej roz¹írenia o podporu protokolov pre zaistenie koherencie
dát. Toto bolo implementované pomocou navrhnutého ¹peciálneho kontrolóra pre vyrov-
návajúcu pamä», ïalej implementovaním nových rozhraní a obstaraním obsluhy obetnej
vyrovnávajúcej pamäte. Bol implementovaný write-through protokol spolu s tromi write-
back protokolmi MSI, MESI a MOESI, ktoré vyu¾ívajú nahliadanie na zbernicu na zaistenie
koherencie dát medzi jednotlivými vyrovnávajúcimi pamä»ami.
Dôle¾itou súèas»ou práce bolo testovanie navrhnutého rie¹enia problému multiproceso-
rovej komunikácie a problému udr¾ovania koherencie dát a ïalej overenie jeho funkènosti
a zároveò aj rýchlosti a pamä»ovej nároènosti na systém. Testovaním a následnou analý-
zou získaných výsledkov testov bolo potvrdené, ¾e navrhnuté rie¹enie pre dané problémy
vyhovuje v¹etkým výkonnostným po¾iadavkám pre funkèné vyu¾itie emulátora.
Súèasne navrhnutý a implementovaný systém by bolo mo¾né vylep¹i» aplikovaním aso-
ciatívnych pamätí namiesto kruhových front v rozhraniach, èím by bolo dosiahnuté e¹te
väè¹ie zní¾enie penalizaèného èasu pri výpadku dát. Implementácia asociatívnych pamätí
do systému by v súèasnej dobe nemala veµký význam, keï¾e sú reálne vyu¾ívané len VLIW
procesormi, pre ktoré je podpora zatiaµ len v procese vyvíjania a mô¾eme predpoklada», ¾e
ich hardvérová implementácia by bola mo¾no príli¹ zlo¾itá pre teraj¹ie zariadenia.
Cieµom mojej bakalárskej práce je úspe¹ný návrh rie¹enia problému multiprocesorovej
komunikácie a problému udr¾ovania koherencie dát a následná implementácia tohto rie¹enia.
Toto roz¹írenie emulaèného systému zatiaµ nie je plne integrované do vývojového prostredia,
ale jeho integrácia je plánovaná v blízkej budúcnosti.
Výsledkom mojej bakalárskej práce je funkèná implementácia navrhnutého roz¹írenia
podpory emuláèného systému multiprocesorového prostredia v integrovanom prostredí Co-
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