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Abstract This paper is devoted to the study of the asymptotic behavior of the solutions of the system of
equations that models the heat conduction with two temperatures. That is, we consider a mixture of isotropic
and homogeneous rigid solids. We analyze the static problem in a semi-infinite cylinder where every material
point has two temperatures with nonlinear boundary conditions on the lateral side. A Phragmén–Lindelöf
alternative for the solutions is obtained by means of energy arguments. Estimates for the decay and growth of
the solutions are presented. We also prove that the only solution vanishing in the exterior of a bounded set is
the null solution for a particular subfamily of problems. Cone-like domains are considered in the last section,
and we obtain decay estimates for the solutions when the total energy is bounded.
1 Introduction
In this paper, we study the heat conduction problem in a rigid solid with two temperatures. That is, for
every material point, we have two temperatures. From a physical point of view, we can think on a rigid solid
where each point is occupied by a mixture of two different materials or constituents, each one having its own
temperature. One of the main purposes of this work is to continue extending some of the results obtained
by Horgan and Payne about the classical theories of thermodynamics [6], but in the context of mixtures of
materials, as we did in other previous papers [13,14]. We will consider a semi-infinite cylinder with nonlinear
boundary conditions on the lateral side. The system of equilibrium equations is given by
q(1)i,i + G = 0, q(2)i,i − G = 0. (1.1)
Here, q(i)i is the heat flux corresponding to each constituent, and G is the internal heat supply. For homogeneous
and isotropic materials, the constitutive equations are (see [9])
q(1)i = k11θ1,i + k12θ2,i ,
q(2)i = k21θ1,i + k22θ2,i ,
G = α(θ2 − θ1).
(1.2)
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Here, θ1 and θ2 are the temperatures of each constituent, and ki j and α are constitutive constants which define
the heat conduction for the material. For a mixture of heat conduction solids, the relative temperature θ1 − θ2
and the total heat flux qi = q(1)i + q(2)i are relevant. We will assume that the matrix
A =
(
k11 k12
k21 k22
)
(1.3)
is positive definite and that α is strictly positive. We note that these conditions are related with the entropy
inequality in a mixture (see [9, pp. 162, 163]).
The problem of heat propagation in a mixture of isotropic and homogeneous heat conductors was considered
by Gurtin and De La Penha [5] and Rubinstein [22]. In fact, Nayfeh [15] proved that Rubinstein’s equations
correspond to the heat transfer through laminated composites. Our system of equations agrees with Khoroshun
and Soltanov [11] and contains Rubinstein’s proposition. Recent mathematical studies on these theories have
been proposed in [10,17].
The spatial evolution with distance from the end for solutions of the equations is relevant to the study
of Saint-Venant’s principle in continuum thermomechanics. In fact, the study of edge effects for several
thermomechanical situations has deserved much attention in the last three decades. Several decay estimates
for elliptic [3], parabolic [7,8], hyperbolic [2,4] or even combinations of these kinds of equations [18] have
been obtained. In these contributions, the authors obtain growth/decay estimates for the solutions.
The first problem that we study in this paper is the one defined by the system (1.1), (1.2) in the three-
dimensional cylinder B = (0,∞) × D, where D denotes a two-dimensional domain smooth enough to allow
the use of the divergence theorem. It is worth recalling the kind of boundary conditions that we could impose
in the case of a mixture of materials. Two main examples can be considered. One of them corresponds to
the Dirichlet boundary conditions when the two temperatures are prescribed. The second one corresponds to
impose the relative temperature and the total heat flux vector on the boundary. In the finite end of the cylinder,
we assume Dirichlet boundary conditions,
θ1(0, x2, x3) = g1(x2, x3), θ2(0, x2, x3) = g2(x2, x3), (x2, x3) ∈ D, (1.4)
meanwhile, for the lateral side (0,∞) × ∂ D, we assume null relative temperature and a nonlinear condition
for the total heat flux. That is,
θ1 − θ2 = 0, qi ni + f ∗(θ1, θ2) = 0, x ∈ (0,∞) × ∂ D. (1.5)
We should define the nonlinearity that we propose for f ∗(θ1, θ2). However, as we assume that the relative
temperature vanishes on the boundary, we only need to consider the restriction of the function f ∗(θ1, θ2) to
the subset where θ1 = θ2. If we denote by f (θ) = f ∗(θ, θ), we will suppose that
θ f (θ) ≥ γ |θ |2p, (1.6)
where γ > 0 and p > 12 . An example of functions satisfying this condition is
f (θ) = γ |θ |2(p−1)θ. (1.7)
Thus, our problem is the natural extension of the problem studied by Horgan and Payne [6] to the case of a
mixture of isotropic and homogeneous rigid solids. It is worth noting that the functions
f ∗(θ1, θ2) = (c1 − φ1(θ1, θ2)) |θ1|2(p−1)θ1 + (c2 − φ2(θ1, θ2)) |θ2|2(q−1)θ2, (1.8)
where c1 and c2 are positive, p, q > 1/2 and φ1(x, x) = φ2(x, x) = 0, for every x , satisfy the required
assumptions. When p = q and θ1 = θ2, f ∗(θ, θ) takes the form (1.7).
We will also study the case of cone-like domains. However, the notations will be proposed in the corre-
sponding section.
If we substitute the constitutive equations into the equilibrium equations, we obtain the system
k11θ1 + k12θ2 − α(θ1 − θ2) = 0, k21θ1 + k22θ2 + α(θ1 − θ2) = 0. (1.9)
The plan of this paper is the following. The first part is devoted to the study of the spatial stability of the
system (1.9) in the cylinder B when the boundary conditions are (1.4) and (1.5). In Sect. 2, we obtain estimates
for the solutions in the case of the cylinder. The impossibility of localization is proved in Sect. 3. In the last
section, we get estimates for the decay of the solutions of (1.9) in a cone-like shaped domain.
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2 Spatial behavior
In this section, we obtain several qualitative estimates for the solutions of our problem. We first transform our
problem. We introduce two new unknowns T1 and T2 by means of the following change of variables:
T1 = (k11 + k21)θ1 + (k12 + k22)θ2, T2 = θ1 − θ2. (2.1)
This change is bijective whenever k11 + k22 + k12 + k21 = 0. We have that
|k12 + k21| = 2
(
1
2
√
(k12 + k21)2
)
< 2
√
k11k22 ≤ k11 + k22, (2.2)
where the first inequality is due to the fact that the matrix A is positive definite1 and the second one is the
direct application of the A-G inequality. Thus, in our case,
w = k11 + k22 + k12 + k21 > 0, (2.3)
and then, the change (2.1) is one-to-one.
The function T1 satisfies
T1 = 0. (2.4)
On the lateral side of the cylinder, we have θ = θ1 = θ2, and so θ = T1
w
. The second condition in (1.5)
becomes
T1,i ni + f
(
T1
w
)
= 0. (2.5)
The function T2 satisfies
T2 − δT2 = 0, (2.6)
where
δ = α k11 + k22 + k12 + k21
k11k22 − k12k21 . (2.7)
From (2.3) and since the matrix (1.3) is positive definite and α > 0, we have δ > 0. Moreover, from the
first condition in (1.5), we see that
T2 = 0 (2.8)
on the lateral boundary of the cylinder (0,∞) × ∂ D.
It is worth noting that in view of the change of variables we can always obtain two positive constants M1
and M2 such that
M1||(θ1, θ2)||2D ≤ ||(T1, T2)||2D ≤ M2||(θ1, θ2)||2D (2.9)
where
||( f1, f2)||2D =
1
2
∫
D
[ f 21 + f 22 ] da, (2.10)
and D has been defined previously. To obtain estimates for the solutions (θ1, θ2), we first obtain estimates for
the couple of functions (T1, T2).
1 When A is not symmetric, the assumption of positive definite is equivalent to k11 > 0 and (k12 + k21)2 < 4k11k22. This is
because A is positive definite if and only if so is its symmetrization.
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The function T2 is the solution of a linear problem with homogeneous boundary conditions. Let us consider
the function
	2(z) = −
∫
D(z)
T2,1T2 da. (2.11)
The divergence theorem implies that
	2(z) = 	2(z0) −
z∫
z0
∫
D(η)
(|∇T2|2 + δT 2)dv, (2.12)
where 0 ≤ z0 < z < ∞. From (2.12), we also see
	′2(z) = −
∫
D(z)
(|∇T2|2 + δT 22 )da. (2.13)
We want to estimate |	2| in terms of its spatial derivative. We have
|	2(z)| ≤
⎡
⎢⎣
∫
D(z)
T 22,1 da
∫
D(z)
T 22 da
⎤
⎥⎦
1/2
≤ 1
2ε1
∫
D(z)
T 22,1da +
ε1
2
⎡
⎢⎣η
∫
D(z)
T 22 da + (1 − η)ν−1
∫
D(z)
T2,ξ T2,ξ da
⎤
⎥⎦ , (2.14)
where ε1 is an arbitrary positive constant, 0 < η < 1 and ν is the first eigenvalue of the problem
ϕ + ζϕ = 0 on D, ϕ = 0 on ∂D. (2.15)
Now, we equate
1
ε1
= (1 − η)ν−1ε1 and ηε1 = δ
ε1
. These conditions are satisfied by taking ε1 =
√
ν + δ and η = δ
ε21
. We obtain that
|	2(z)| ≤ 12√ν + δ
⎡
⎢⎣
∫
D(z)
(|∇T2|2 + δT 22 )da
⎤
⎥⎦ = 1
2
√
ν + δ
(−	′2(z)) . (2.16)
This last inequality has been studied in [3]. A Phragmén–Lindelöf alternative of exponential type can be
derived from here. In fact, it can be proved that either there exists a point z0 such that 	2(z0) < 0 or 	2(z) ≥ 0
for all z ≥ 0. In the first case, we have that 	2(z) ≤ 0 for every z ≥ z0, and then,
− 	2(z) ≥ −	2(z0) exp
(
2
√
ν + δ (z − z0)
)
, (2.17)
which implies that
z∫
z0
∫
D(η)
(|∇T2|2 + δT 2)dv (2.18)
grows exponentially when z increases. In view of (2.11), we have∫
D(z)
T2,1T2 da ≥ −	2(z0) exp
(
2
√
ν + δ (z − z0)
)
(2.19)
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for every z ≥ z0. After a quadrature, we get∫
D(z)
T 22 da ≥
∫
D(z0)
T 22 da −
	2(z0)√
ν + δ
[
exp
(
2
√
ν + δ (z − z0)
)
− 1
]
, (2.20)
which implies that ∫
D(z)
T 22 da (2.21)
also grows exponentially as z goes to infinity.
If 	2(z) ≥ 0 for all z ≥ 0, it follows that
	2(z) ≤ 	2(0) exp
(
−2√ν + δ z
)
, (2.22)
which is a decay estimate of exponential type. This implies that
∫
B(z)
(|∇T2|2 + δT 22 )dv ≤
⎡
⎣∫
B
(|∇T2|2 + δT 22 )dv
⎤
⎦ exp (−2√ν + δ z) . (2.23)
Alternatively, we obtain that the L2-measure defined by (2.21) decays exponentially.
We now study the spatial behavior of T1. This problem has been studied before (see [6]). Nevertheless, we
recall the main points of the arguments. Some of them were also used in [19]. We note that we can write the
boundary condition (2.5) as
T1,i ni + g(T1) = 0, (2.24)
where
g(T1) = f
(
T1
w
)
. (2.25)
Thus, if we assume that f satisfies (1.6), then wγ
∣∣∣∣T1w
∣∣∣∣
2p
= γ
w2p−1
|T1|2p. Hence,
T1g(T1) ≥ γ ∗|T1|2p, where γ ∗ = γ
w2p−1
. (2.26)
In this case, we define
	1(z) = −
∫
D(z)
T1,1T1 da. (2.27)
A similar argument to the one used for the function 	2(z) allows us to see that
	1(z) = 	1(z0) −
z∫
z0
∫
D(η)
|∇T1|2dv −
z∫
z0
∫
∂ D(η)
T1g(T1)da, (2.28)
for every 0 ≤ z0 ≤ z < ∞. From (2.28), we also note that
	′1(z) = −
∫
D(z)
|∇T1|2da −
∫
∂ D(z)
T1g(T1) dl. (2.29)
We can estimate |	1(z)| in terms of 	′1(z) as in [6]. We write the relation
|	1(z)| ≤ N1
[−	′1(z)] + N2(p) [−	′1(z)] p+12p , (2.30)
where N1 and N2(p) depend on the geometry, the first eigenvalue of the problem (2.15) and the value of p (see
[6, p. 127]). At this point, it is convenient to consider two different cases, one for p ∈ (1/2, 1] and another
one for p > 1.
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2.1 The case p ∈ ( 12 , 1]
First, we analyze the consequences of the inequalities (2.16), (2.17), (2.22) and (2.30) when p ∈ ( 12 , 1). Let
us assume the existence of z0 such that 	1(z0) < 0. We obtain the inequality (see [6])
lim
z→∞
⎛
⎜⎝z− 21−p
∫
D(z)
T 21 da
⎞
⎟⎠ ≥ K2, (2.31)
where K2 is a positive constant depending on z0,	1(z0) and p.
We next consider that 	1(z) ≥ 0 for all z, and we get∫
D(z)
T 21 da ≤ 2C23 Q0e−
z
C3 + C3C4 Q20e−
2z
C3 , (2.32)
where C3 and C4 depend on the data of the problem and Q0 is related with 	1(0) (see [6] for details).
Remark 1 Q0 plays a relevant role to evaluate the amplitude term. We do not give here any explicit upper
bound for 	1(0), but we recall that it can be done in a similar way as in [6].
Finally, from the estimates (2.17), (2.22), (2.31), (2.32) and taking into account the change of variable
(2.1), we can obtain the following theorem.
Theorem 1 For any solution of system (1.9) with the boundary conditions (1.4) and (1.5) and p ∈ ( 12 , 1) ,
the L2 integral of (θ1, θ2) must either grow polynomially or decay exponentially in z as z → ∞. Specifically,
either
lim
z→∞
(
z−
2
1−p ‖(θ1, θ2)‖2D(z)
)
≥ K ∗2 > 0 (2.33)
or
lim
z→∞
(
e
z
C3 ‖(θ1, θ2)‖2D(z)
)
≤ K ∗3 , (2.34)
where K ∗2 and K ∗3 are positive constants which can depend on p and the data of the problem, and C3 is related
with the geometry of D and the first eigenvalue of the problem (2.15). Here , ‖ · ‖ denotes the ordinary L2
norm of (θ1, θ2).
We now analyze the case p = 1. Inequality (2.30) becomes
|	1(z)| ≤ N
(−	′1(z)) , where N = N1 + N2(1). (2.35)
If there exists z0 such that 	1(z0) < 0, then by integration, we obtain
− 	1(z) ≥ −	1(z0)ez/N , for z ≥ z0, (2.36)
and −	1(z) grows exponentially. If 	1(z) ≥ 0 for all z, we find upon integration that
	1(z) ≤ 	1(0)e−z/N , for z ≥ z0. (2.37)
From the definitions (2.11), (2.27), integrating (2.36) and (2.37) and taking into account the change of
variable (2.1), we obtain the following theorem.
Theorem 2 For any solution of system (1.9) with the boundary conditions (1.4) and (1.5) and p = 1, the L2
integral of (θ1, θ2) must either grow polynomially or decay exponentially in z as z → ∞. Specifically, either
lim
z→∞
(
e−z/N ‖(θ1, θ2)‖2D(z)
)
≥ K ∗4 > 0 (2.38)
or
‖(θ1, θ2)‖2D(z) ≤ K e−z/N , z ≥ 0, (2.39)
where K and K ∗4 are positive constants which can depend on p and the data of the problem, and N is given
by (2.35). Again , ‖ · ‖ denotes the ordinary L2 norm of (θ1, θ2).
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Fig. 1 Solutions of λ = J0(λ)
J1(λ)
Example 1 We want to point out how to obtain the exact solution when p = 1 for the function defined by
(1.7) and the particular case of a cylinder of circular cross-section. We only consider bounded solutions for
the static problem of the heat equation in the semi-infinite cylinder of radius ρ = 1 with circular symmetry.
We assume the boundary conditions (1.4), (1.5). From the change (2.1), we obtain the conditions T1 =
(k11 + k21) g1 + (k12 + k22) g2 and T2 = g1 − g2 on the face x1 = 0; moreover, T2 = 0 and ∂T1∂n + kT1 = 0
on the lateral side of the cylinder, where k is a positive constant. The solutions are
T1(ρ, x1) =
∑
n≥1
An J0(λnρ) exp(−λnx1) (2.40)
and
T2(ρ, x1) =
∑
n≥1
Bn J0(μnρ) exp
(
−
√
μ2n + δ x1
)
, (2.41)
where δ is given by (2.7), μn are the zeros of the Bessel function J0, and λn is an increasing unbounded
sequence, 0 < λ1 < λ2 < · · · < λn < · · · satisfying λn J1(λn)J0(λn) = k. Figure 1 shows the solutions of the above
equation for k = 1. Coefficients An and Bn can be determined from the boundary conditions when x1 = 0,
that is, from the functions g1 and g2. That is,
(k11 + k21) g1(ρ) + (k12 + k22) g2(ρ) =
∑
n≥1
An J0(λn ρ), (2.42)
g1(ρ) − g2(ρ) =
∑
n≥1
Bn J0(μn ρ). (2.43)
From (2.1), it is easy to obtain the reverse change. It is determined by
θ1 = 1
w
T1 + k12 + k22
w
T2 and θ2 = 1
w
T1 − k11 + k21
w
T2, (2.44)
where w is given by (2.3). Therefore, we obtain our solutions
θ1(ρ, x1) =
∑
n≥1
1
w
An J0(λnρ) exp(−λnx1) +
∑
n≥1
k12 + k22
w
Bn J0(μnρ) exp
(
−
√
μ2n + δ x1
)
(2.45)
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and
θ2(ρ, x1) =
∑
n≥1
1
w
An J0(λnρ) exp(−λnx1) −
∑
n≥1
k11 + k21
w
Bn J0(μnρ) exp
(
−
√
μ2n + δ x1
)
. (2.46)
2.2 The case p > 1
Now, we assume that p > 1. If there exists z0 such that 	1(z0) < 0, then we obtain (see [6])
−	1(z) ≥ C1(p)Q1(z0)e
z−z0
C1(p) , z ≥ z0, (2.47)
where C1(p) depends on the geometry and also on p, and Q1(z0) is an easily computable quantity. On the
other side, if 	1(z) ≥ 0 for all z > 0, we obtain
	1(z) ≤ Cˆ4(p)
[(
2Cˆ3(p)(p + 1)
)−1
(p − 1)
(
z + Qˆ(0)
)]− p+1p−1
+ Cˆ3(p)
[(
2Cˆ3(p)(p + 1)
)−1
(p − 1)
(
z + Qˆ(0)
)]−2 p+1p−1
, (2.48)
where Qˆ(0) is related with 	1(0), and Cˆ3(p) and Cˆ4(p) depend on the geometry and also on p. As in the
above subsection, we note that we can obtain bounds for 	1(0) in terms of the boundary data in a similar way
as Horgan and Payne [6]. Finally, from (2.17), (2.22), (2.47) and (2.48), we obtain the following theorem.
Theorem 3 For any solution of system (1.9) with the boundary conditions (1.4) and (1.5) and p > 1, the L2
integral of (θ1, θ2) must either grow exponentially or decay polynomially in z as z → ∞. Specifically, either
lim
z→∞
(
e
− zC2 ‖(θ1, θ2)‖2D(z)
)
≥ K ∗5 > 0 (2.49)
or
lim
z→∞
(
z
2
p−1 ‖(θ1, θ2)‖2D(z)
)
≤ K ∗6 , (2.50)
where K ∗5 and K ∗6 are positive constants which can depend on p and the data of the problem, and C2 depends
on the data of the problem.
3 Non-localization of solutions
In this section, we consider the system (1.9) with boundary conditions (1.4) and (1.5). For the new variables
(2.1), the equations are (2.4)–(2.8). We will prove the impossibility of localization of T1. The analysis is
similar for T2; in fact, it is easier. Thus, the impossibility of localization of θ1 and θ2 will be proved. To this
end, we recall that it is enough to show the quasi-uniqueness2 of the backward version of the system. We note
that the backward (with respect to x1) version of our system agrees with the forward one. Thus, to prove the
impossibility of localization will be enough to prove the quasi-uniqueness for the forward version. We shall see
that under some conditions on the function f (θ), the only solution null after a finite x1 is the null solution. It is
sufficient to see that the only solution with null initial conditions is the null solution. The zero usual conditions
are
θ1(x1 = 0) = 0, θ2(x1 = 0) = 0, θ1,1(x1 = 0) = 0, θ2,1(x1 = 0) = 0. (3.1)
In this section, we assume that the function f (θ) satisfies
θ f (θ) ≥ 2G(θ), where G(θ) =
θ∫
0
f (ξ) dξ. (3.2)
2 By quasi-uniqueness, we mean that the only solution for null data is the null solution. For linear problems, quasi-uniqueness
and uniqueness are equivalent.
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In the new variables,
G∗(T1) =
T1∫
0
g(ξ) dξ, (3.3)
where g is given by (2.25). An example of function f (θ) satisfying (3.2) is given by (1.7) with γ > 0 and for
each p ≥ 1. Our analysis starts by considering the function
F(z) = 1
2
∫
D(z)
T 21 da. (3.4)
Differentiating twice the above expression, we obtain
F ′(z) =
∫
D(z)
T1 T1,1 da, F ′′(z) =
∫
D(z)
(
T1 T1,11 + T1,1 T1,1
)
da. (3.5)
From the divergence theorem, the second expression of (3.5) becomes
F ′′(z) =
∫
D(z)
T1, j T1, j da +
∫
∂ D
T1g(T1) dl. (3.6)
At this point, we need a conservation law. We will establish the energy equation from the equality∫
D(z)
T1 T1,1 da = 0. (3.7)
In view of the divergence theorem, from (3.3), we have that
1
2
d
dx1
⎡
⎢⎣
∫
D(z)
T 21,1 da
⎤
⎥⎦ − 12
d
dx1
⎡
⎢⎣
∫
D(z)
T1,ξ T1,ξ da
⎤
⎥⎦ − ddx1
∫
∂ D
G∗(T1) dl = 0, (3.8)
where ξ = 2, 3. Integrating (3.8) and taking into account that we are assuming null initial conditions (3.1), we
find
1
2
∫
D(z)
T 21,1 da −
1
2
∫
D(z)
T1,ξ T1,ξ da −
∫
∂ D
G∗(T1) dl = 0. (3.9)
From (3.6) and (3.9), we obtain
F ′′(z) = 2
∫
D(z)
T 21,1 da +
∫
∂ D
(
T1g(T1) − 2G∗(T1)
)
dl. (3.10)
Therefore, from (3.4), the first expression of (3.5), (3.10) and using the Hölder inequality, we obtain
F F ′′ − (F ′)2 ≥ 0. (3.11)
Now, we want to prove that F(z) vanishes. Assume the contrary, and that there exists an open interval
(z1, z2) on which F(z) > 0. We rewrite (3.11) as
(ln F)′′ ≥ 0. (3.12)
Consequently, Jensen’s inequality implies that (see [1, p. 17])
F(z) ≤ [F(z1)](z2−z)/(z2−z1) [F(z2)](z−z1)/(z2−z1), z ∈ (z1, z2). (3.13)
But as we have assumed that F(z1) = 0, it follows that F(z) = 0 on z ∈ (z1, z2). Therefore, F(z) = 0 for
every z ≥ 0.
Hence, our solution is the null solution and the impossibility of the spatial localization of solutions is
proved. We note that this analysis can be also used to prove the impossibility of localization of T2. So, we have
the following theorem.
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Theorem 4 Assume that there exists a solution of the system (1.9) with boundary conditions (1.4), (1.5) and
satisfying (3.1), (3.2) such that this solution vanishes for z ≥ z0 ≥ 0. Then, it is the null solution.
Remark 2 The system of equations which governs the anti-plane shear deformations of a mixture of elastic
solids is a particular case of the system (1.9). The only remarkable difference concerns the dimension of the
space. In this case, it corresponds to a two-dimensional problem (see [20]). We note that the analysis carried
out in the last two sections also applies to anti-plane deformations of a mixture of elastic solids.
4 Cone-like domains
This section is devoted to the study of the spatial behavior of the solutions proposed by the system (1.9)
in a cone-like domain Ω0. It is worth noting that our argument follows the one proposed in [16]. However,
we must pay attention to the kind of equations as well as to guarantee the non-negativity of the contribution
of the nonlinear term. The analysis in this situation is strongly based in a conservation law (see (4.6)). This
conservation law has been revealed very useful to prove uniqueness for nonlinear static problems [see [12,21]].
We suppose that Ω0 = Ω1 ∪ Ω2, and we select a Cartesian system of coordinates in such a way that
0 ∈ Ω1 ⊂ B(0, r0) ∩ Ω0 (4.1)
and
x · n(x) = 0, for all x ∈ ∂Ω2, (4.2)
where B(0, r0) denotes the ball centered at the origin with radius r0, and n(x) is the normal vector to ∂Ω2 at
the point x. We introduce some notation for later use. Thus, we denote
Ω(r1, r2) = Ω0 ∩
[
B(0, r1)\B(0, r2)
]
, with r1 > r2, (4.3)
and the cross-section
(r) = ∂ B(0, r) ∩ Ω0. (4.4)
We denote min
x∈Ω2
r = r0. We consider the system (1.9) with the boundary conditions (1.5) on the lateral
boundary of the cone. Our problem is
T1 = 0 on Ω2, T1,i ni + g(T1) = 0 on ∂(r), (4.5)
for every r ≥ r0, where g(T1) is defined by (2.25). The fundamental relation we use here is(
1
2
x j T1,i T1,i − xi T1,i T1, j
)
, j
= 1
2
T1,i T1,i , (4.6)
which is a conservation law satisfied for every solution of the three-dimensional Laplace equation.
Now, we define the function
I (r) = I1(r) + I2(r) (4.7)
with
I1(r) = r
∫
(r)
Q ds and I2(r) = r
∫
∂(r)
G∗(T1) dl, (4.8)
where r is the radial spherical coordinate, Q = 12 T1,i T1,i − ∂T1∂r x jr T1, j and G∗(T1) is defined by (3.3).
On the other side, we note that
x j T1, j = r ∂T1
∂r
and |∇T1|2 =
∣∣∣∣∂T1∂r
∣∣∣∣
2
+ 1
r2
∣∣∣∣∂T1∂θ
∣∣∣∣
2
+ 1
r2 sin2 θ
∣∣∣∣∂T1∂φ
∣∣∣∣
2
, (4.9)
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where r, θ and φ are the usual spherical coordinates. Hence, from (4.9), we have
Q = 1
2
|∇T1|2 −
∣∣∣∣∂T1∂r
∣∣∣∣
2
= 1
2
(
|∇T1|2 −
∣∣∣∣∂T1∂r
∣∣∣∣
2
)
. (4.10)
In this expression, ∇ denotes the tangential component of the gradient vector. We note that
r Q =
(
1
2
x j |∇T1|2 − xi T1,i T1, j
)
x j
r
. (4.11)
Since
( x j
r
)
is normal to the sphere, using the divergence theorem, we obtain
I1(r) − I1(r0) = 12
∫
Ω(r,r0)
|∇T1|2 dv −
∫
∂Ω(r,r0)
r
∂G∗
∂r
(r) ds. (4.12)
Direct differentiation of (4.12) gives
I ′1(r) =
1
2
∫
(r)
|∇T1|2 ds −
∫
∂(r)
r
∂G∗
∂r
(r) dl. (4.13)
In a similar way, we get
I ′2(r) =
∫
∂(r)
r
∂G∗
∂r
dl + 2
∫
∂(r)
G∗(T1) dl. (4.14)
From (4.13) and (4.14), if follows
I ′(r) = 1
2
∫
(r)
|∇T1|2 ds + 2
∫
∂(r)
G∗(T1) dl. (4.15)
In the next step, we use that G∗(T1) ≥ 0. In order to obtain this condition, as G∗(T1) =
∫ T1
0 g(ξ) dξ , it is
sufficient to consider
g(ξ) > 0 if ξ > 0, g(ξ) < 0 if ξ < 0. (4.16)
It is worth noting that G∗ must be non-negative. This guarantees that we can use it to define the measure
on the solutions. Now, as G∗(T1) ≥ 0, we get
1
r
|I (r)| ≤ I ′(r). (4.17)
So, if we suppose that there exists a point r∗0 such that I (r∗0 ) > 0, we may conclude that
I (r) ≥ I (r∗0 )
r
r∗0
for all r ≥ r∗0 . (4.18)
Thus,
lim
r→∞I (r) = ∞ (algebraically). (4.19)
The energy function
E(r) = 1
2
∫
Ω(∞,r)
|∇T1|2 dv + 2
∫
∂Ω(∞,r)
G∗(T1) ds (4.20)
does not exist when the function I (r) is positive at any point.
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Hence, if we postulate the existence of the energy contained in Ω0, then I (r) ≤ 0 for all r ≥ r0. Integrating
(4.17), we obtain the estimate
− I (r) ≤ −I (r0) r0
r
for all r ≥ r0. (4.21)
When I (r0) = 0, it follows that I (r) = 0 for all r ≥ r0 and so E(r) = 0 for all r ≥ r0. Finally, if
I (r0) < 0, then (4.21) provides the following estimate for the energy:
E(r) ≤ E(r0) r0
r
for all r ≥ r0. (4.22)
The analysis for T2 can be done in a similar way. But the fundamental relation needed for T2 is(
1
2
x j T2,i T2,i + 12δx j T
2
2 − xi T2,i T2, j
)
, j
= 1
2
[
T2,i T2,i + 3δT 22
]
, (4.23)
instead of the relation (4.6) since (2.6).
As we can see the existence of two positive constants M∗1 and M∗2 such that
M∗1
⎡
⎢⎣
∫
Ω(∞,r)
(|∇T1|2 + |∇T2|2 + T 22 ) dv +
∫
∂Ω(∞,r)
G∗(T1) ds
⎤
⎥⎦
≤
∫
Ω(∞,r)
(|∇θ1|2 + |∇θ2|2 + (θ1 − θ2)2) dv +
∫
∂Ω(∞,r)
G∗(wθ) ds
≤ M∗2
⎡
⎢⎣
∫
Ω(∞,r)
(|∇T1|2 + |∇T2|2 + T 22 ) dv +
∫
∂Ω(∞,r)
G∗(T1) ds
⎤
⎥⎦ , (4.24)
we obtain an estimate of the type
E∗(r) ≤ E∗(r0)C r0
r
, for all r ≥ r0, (4.25)
where C is a positive constant and
E∗(r) =
∫
Ω(∞,r)
(|∇θ1|2 + |∇θ2|2 + (θ1 − θ2)2) dv +
∫
∂Ω(∞,r)
G∗(wθ) ds. (4.26)
Therefore, we have proved the next theorem.
Theorem 5 For the boundary conditions (1.5) on the lateral boundary of the cone, the energy function E∗(r)
defined by (4.26) either does not exist, vanishes identically or decays algebraically for all r .
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