W+W- production and triple gauge boson couplings at LEP energies up t o 183-GeV by Abbiendi, G. & Trócsányi, Zoltán
DOI 10.1007/s100529901106
Eur. Phys. J. C 8, 191{215 (1999) THE EUROPEAN
PHYSICAL JOURNAL C
c© Springer-Verlag 1999
W+W− production and triple gauge boson couplings
at LEP energies up to 183 GeV
The OPAL Collaboration
G. Abbiendi2, K. Ackersta8, G. Alexander23, J. Allison16, N. Altekamp5, K.J. Anderson9, S. Anderson12,
S. Arcelli17, S. Asai24, S.F. Ashby1, D. Axen29, G. Azuelos18;a, A.H. Ball17, E. Barberio8, R.J. Barlow16,
R. Bartoldus3, J.R. Batley5, S. Baumann3, J. Bechtluft14, T. Behnke27, K.W. Bell20, G. Bella23, A. Bellerive9,
S. Bentvelsen8, S. Bethke14, S. Betts15, O. Biebel14, A. Biguzzi5, S.D. Bird16, V. Blobel27, I.J. Bloodworth1,
P. Bock11, J. Bo¨hme14, D. Bonacorsi2, M. Boutemeur34, S. Braibant8, P. Bright-Thomas1, L. Brigliadori2,
R.M. Brown20, H.J. Burckhart8, P. Capiluppi2, R.K. Carnegie6, A.A. Carter13, J.R. Carter5, C.Y. Chang17,
D.G. Charlton1;b, D. Chrisman4, C. Ciocca2, P.E.L. Clarke15, E. Clay15, I. Cohen23, J.E. Conboy15, O.C. Cooke8,
C. Couyoumtzelis13, R.L. Coxe9, M. Cuani2, S. Dado22, G.M. Dallavalle2, R. Davis30, S. De Jong12, A. de Roeck8,
P. Dervan15, K. Desch8, B. Dienes33;d, M.S. Dixit7, J. Dubbert34, E. Duchovni26, G. Duckeck34, I.P. Duerdoth16,
D. Eatough16, P.G. Estabrooks6, E. Etzion23, F. Fabbri2, M. Fanti2, A.A. Faust30, F. Fiedler27, M. Fierro2,
I. Fleck8, R. Folman26, A. Fu¨rtjes8, D.I. Futyan16, P. Gagnon7, J.W. Gary4, J. Gascon18, S.M. Gascon-Shotkin17,
G. Gaycken27, C. Geich-Gimbel3, G. Giacomelli2, P. Giacomelli2, V. Gibson5, W.R. Gibson13, D.M. Gingrich30;a,
D. Glenzinski9, J. Goldberg22, W. Gorn4, C. Grandi2, K. Graham28, E. Gross26, J. Grunhaus23, M. Gruwe27,
G.G. Hanson12, M. Hansroul8, M. Hapke13, K. Harder27, A. Harel22, C.K. Hargrove7, C. Hartmann3, M. Hauschild8,
C.M. Hawkes1, R. Hawkings27, R.J. Hemingway6, M. Herndon17, G. Herten10, R.D. Heuer27, M.D. Hildreth8,
J.C. Hill5, P.R. Hobson25, M. Hoch18, A. Hocker9, K. Homan8, R.J. Homer1, A.K. Honma28;a, D. Horvath32;c,
K.R. Hossain30, R. Howard29, P. Hu¨ntemeyer27, P. Igo-Kemenes11, D.C. Imrie25, K. Ishii24, F.R. Jacob20,
A. Jawahery17, H. Jeremie18, M. Jimack1, C.R. Jones5, P. Jovanovic1, T.R. Junk6, D. Karlen6, V. Kartvelishvili16,
K. Kawagoe24, T. Kawamoto24, P.I. Kayal30, R.K. Keeler28, R.G. Kellogg17, B.W. Kennedy20, D.H. Kim19,
A. Klier26, S. Kluth8, T. Kobayashi24, M. Kobel3;e, D.S. Koetke6, T.P. Kokott3, M. Kolrep10, S. Komamiya24,
R.V. Kowalewski28, T. Kress4, P. Krieger6, J. von Krogh11, T. Kuhl3, P. Kyberd13, G.D. Laerty16, H. Landsman22,
D. Lanske14, J. Lauber15, S.R. Lautenschlager31, I. Lawson28, J.G. Layter4, D. Lazic22, A.M. Lee31, D. Lellouch26,
J. Letts12, L. Levinson26, R. Liebisch11, B. List8, C. Littlewood5, A.W. Lloyd1, S.L. Lloyd13, F.K. Loebinger16,
G.D. Long28, M.J. Losty7, J. Ludwig10, D. Liu12, A. Macchiolo2, A. Macpherson30, W. Mader3, M. Mannelli8,
S. Marcellini2, C. Markopoulos13, A.J. Martin13, J.P. Martin18, G. Martinez17, T. Mashimo24, P. Ma¨ttig26,
W.J. McDonald30, J. McKenna29, E.A. Mckigney15, T.J. McMahon1, R.A. McPherson28, F. Meijers8, S. Menke3,
F.S. Merritt9, H. Mes7, J. Meyer27, A. Michelini2, S. Mihara24, G. Mikenberg26, D.J. Miller15, R. Mir26, W. Mohr10,
A. Montanari2, T. Mori24, K. Nagai8, I. Nakamura24, H.A. Neal12, B. Nellen3, R. Nisius8, S.W. O’Neale1,
F.G. Oakham7, F. Odorici2, H.O. Ogren12, M.J. Oreglia9, S. Orito24, J. Palinkas33;d, G. Pasztor32, J.R. Pater16,
G.N. Patrick20, J. Patt10, R. Perez-Ochoa8, S. Petzold27, P. Pfeifenschneider14, J.E. Pilcher9, J. Pinfold30,
D.E. Plane8, P. Poenberger28, J. Polok8, M. Przybycien8, C. Rembser8, H. Rick8, S. Robertson28, S.A. Robins22,
N. Rodning30, J.M. Roney28, K. Roscoe16, A.M. Rossi2, Y. Rozen22, K. Runge10, O. Runolfsson8, D.R. Rust12,
K. Sachs10, T. Saeki24, O. Sahr34, W.M. Sang25, E.K.G. Sarkisyan23, C. Sbarra29, A.D. Schaile34, O. Schaile34,
F. Scharf3, P. Schar-Hansen8, J. Schieck11, B. Schmitt8, S. Schmitt11, A. Scho¨ning8, M. Schro¨der8, M. Schumacher3,
C. Schwick8, W.G. Scott20, R. Seuster14, T.G. Shears8, B.C. Shen4, C.H. Shepherd-Themistocleous8, P. Sherwood15,
G.P. Siroli2, A. Sittler27, A. Skuja17, A.M. Smith8, G.A. Snow17, R. Sobie28, S. So¨ldner-Rembold10, S. Spagnolo20,
M. Sproston20, A. Stahl3, K. Stephens16, J. Steuerer27, K. Stoll10, D. Strom19, R. Stro¨hmer34, B. Surrow8,
S.D. Talbot1, S. Tanaka24, P. Taras18, S. Tarem22, R. Teuscher8, M. Thiergen10, J. Thomas15, M.A. Thomson8,
E. von To¨rne3, E. Torrence8, S. Towers6, I. Trigger18, Z. Trocsanyi33, E. Tsur23, A.S. Turcot9, M.F. Turner-Watson1,
I. Ueda24, B. Vachon28, R. Van Kooten12, P. Vannerem10, M. Verzocchi10, H. Voss3, F. Wa¨ckerle10, A. Wagner27,
C.P. Ward5, D.R. Ward5, P.M. Watkins1, A.T. Watson1, N.K. Watson1, P.S. Wells8, N. Wermes3, J.S. White6,
G.W. Wilson16, J.A. Wilson1, T.R. Wyatt16, S. Yamashita24, G. Yekutieli26, V. Zacek18, D. Zer-Zion8
1School of Physics and Astronomy, University of Birmingham, Birmingham B15 2TT, UK
2Dipartimento di Fisica dell’ Universita di Bologna and INFN, I-40126 Bologna, Italy
3Physikalisches Institut, Universita¨t Bonn, D-53115 Bonn, Germany
4Department of Physics, University of California, Riverside CA 92521, USA
5Cavendish Laboratory, Cambridge CB3 0HE, UK
192 The OPAL Collaboration: W+W− production and triple gauge boson couplings at LEP energies up to 183 GeV
6Ottawa-Carleton Institute for Physics, Department of Physics, Carleton University, Ottawa, Ontario K1S 5B6, Canada
7Centre for Research in Particle Physics, Carleton University, Ottawa, Ontario K1S 5B6, Canada
8CERN, European Organisation for Particle Physics, CH-1211 Geneva 23, Switzerland
9Enrico Fermi Institute and Department of Physics, University of Chicago, Chicago IL 60637, USA
10Fakulta¨t fu¨r Physik, Albert Ludwigs Universita¨t, D-79104 Freiburg, Germany
11Physikalisches Institut, Universita¨t Heidelberg, D-69120 Heidelberg, Germany
12Indiana University, Department of Physics, Swain Hall West 117, Bloomington IN 47405, USA
13Queen Mary and Westeld College, University of London, London E1 4NS, UK
14Technische Hochschule Aachen, III Physikalisches Institut, Sommerfeldstrasse 26-28, D-52056 Aachen, Germany
15University College London, London WC1E 6BT, UK
16Department of Physics, Schuster Laboratory, The University, Manchester M13 9PL, UK
17Department of Physics, University of Maryland, College Park, MD 20742, USA
18Laboratoire de Physique Nucleaire, Universite de Montreal, Montreal, Quebec H3C 3J7, Canada
19University of Oregon, Department of Physics, Eugene OR 97403, USA
20CLRC Rutherford Appleton Laboratory, Chilton, Didcot, Oxfordshire OX11 0QX, UK
22Department of Physics, Technion-Israel Institute of Technology, Haifa 32000, Israel
23Department of Physics and Astronomy, Tel Aviv University, Tel Aviv 69978, Israel
24International Centre for Elementary Particle Physics and Department of Physics, University of Tokyo, Tokyo 113-0033, and
Kobe University, Kobe 657-8501, Japan
25Institute of Physical and Environmental Sciences, Brunel University, Uxbridge, Middlesex UB8 3PH, UK
26Particle Physics Department, Weizmann Institute of Science, Rehovot 76100, Israel
27Universita¨t Hamburg/DESY, II Institut fu¨r Experimental Physik, Notkestrasse 85, D-22607 Hamburg, Germany
28University of Victoria, Department of Physics, P O Box 3055, Victoria BC V8W 3P6, Canada
29University of British Columbia, Department of Physics, Vancouver BC V6T 1Z1, Canada
30University of Alberta, Department of Physics, Edmonton AB T6G 2J1, Canada
31Duke University, Dept of Physics, Durham, NC 27708-0305, USA
32Research Institute for Particle and Nuclear Physics, H-1525 Budapest, P O Box 49, Hungary
33Institute of Nuclear Research, H-4001 Debrecen, P O Box 51, Hungary
34Ludwigs-Maximilians-Universita¨t Mu¨nchen, Sektion Physik, Am Coulombwall 1, D-85748 Garching, Germany
Received: 23 October 1998 / Published online: 1 March 1999
Abstract. A study of W-pair production in e+e− annihilations at LEP is presented, based on 877W+W−
candidates corresponding to an integrated luminosity of 57 pb−1 at
p
s = 183 GeV. Assuming that the
angular distributions of the W-pair production and decay, as well as their branching fractions, are described
by the Standard Model, the W-pair production cross-section is measured to be 15:43  0:61(stat:) 
0:26(syst:) pb. Assuming lepton universality and combining with our results from lower centre-of-mass
energies, the W branching fraction to hadrons is determined to be 67:9  1:2(stat:)  0:5(syst:)%. The
number of W-pair candidates and the angular distributions for each nal state (qq‘‘, qqqq; ‘‘‘0‘0) are
used to determine the triple gauge boson couplings. After combining these values with our results from




−0:12 and  = −0:10+0:13−0:12, where the
errors include both statistical and systematic uncertainties and each coupling is determined by setting the
other two couplings to the Standard Model value. The fraction of W bosons produced with a longitudinal
polarisation is measured to be 0:242  0:091(stat:)  0:023(syst:). All these measurements are consistent
with the Standard Model expectations.
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1 Introduction
One of the main motivations to double the LEP energy
was to study the W boson properties as well as the char-
acteristics of the W-pair production process, such as the
total cross-section, the angular distributions and the he-
licity structure. The total cross-section for dierent nal
states can be used to measure the W decay branching frac-
a and at TRIUMF, Vancouver, Canada V6T 2A3
b and Royal Society University Research Fellow
c and Institute of Nuclear Research, Debrecen, Hungary
d and Department of Experimental Physics, Lajos Kossuth
University, Debrecen, Hungary
e on leave of absence from the University of Freiburg
tions in order to test lepton universality and to extract in-
formation about the Cabibbo-Kobayashi-Maskawa quark
mixing matrix.
In addition to the t-channel -exchange, W-pair pro-
duction in e+e− annihilations involves the triple gauge
boson vertices WWγ and WWZ which are present in the
Standard Model due to its non-Abelian nature. Therefore,
all the W-pair production properties can be interpreted in
terms of the Triple Gauge Couplings (TGCs). Any devi-
ation from the Standard Model predictions would be evi-
dence for new physics.
The most general Lorentz invariant Lagrangian [1{4]
which describes the triple gauge boson interaction involv-
ing W bosons has fourteen independent terms, seven de-
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scribing the WWγ vertex and seven describing the WWZ
vertex. This parameter space is very large, and it is not
currently possible to measure all fourteen couplings inde-
pendently. Assuming that the Lagrangian satises electro-
magnetic gauge invariance and charge conjugation as well
as parity invariance, the number of parameters reduces to
ve, which can be taken as gz1, z, γ , z and γ [1,2]. In
the Standard Model gz1=z=γ=1 and z=γ=0. Con-
siderations related to SU(2)U(1) gauge invariance, sup-
ported by constraints arising from precise measurements
on the Z0 resonance and lower energy data, suggest the
following relations between the ve couplings [1,3],
z = −γtan2 w + gz1; (1)
z = γ ;
where the  indicates a deviation of the respective quan-
tity from its Standard Model value and w is the weak
mixing angle. These constraints leave only three indepen-
dent couplings1, γ , gz1 and (=γ=z) which are not
signicantly restricted [5,6] by existing LEP Z0 data.
First TGC studies were made at pp colliders, mainly at
the Tevatron by CDF [7] and D0 [8], using di-boson pro-
duction. Previous results from LEP used the data recorded
at 161 GeV[9,10] and 172 GeV[11,12] with an integrated
luminosity of  10 pb−1 at each centre-of-mass energy.
Here we present an analysis of the OPAL data taken in
1997 at a centre-of-mass energy of 182.7 GeV. The TGC
results are combined with those at lower centre-of-mass
energies.
Anomalous TGCs aect both the total W-pair cross-
section and the production angular distribution. Addition-
ally, the relative contribution of each helicity state would
be modied, which in turn aects the angular distribu-
tions of the W decay products.
In the limit of small W width and no initial state ra-
diation (ISR), the production and decay of W bosons is
characterised by ve angles. These are conventionally [1,
3,13] taken to be: the W− production polar angle2 W ;
the polar and azimuthal angles, 1 and 

1, of the decay
fermion, W−!f, in the W− rest frame3; and the analogous
angles for the W+!f decay, 2 and 2. These ve angles
contain all the information which can be extracted about
the helicity structure of W+W− production and decay.
The eects of the nite W width and ISR are not large
1 In our previous publications we analysed the  parame-
ters which are motivated by specic theoretical models and
are given by, B= γ{ gz1cos2 w, W= gz1cos2 w and
W=. In this paper, however, we prefer to use parameters
which are directly related to the W electromagnetic and weak
properties [2,3].
2 The OPAL right-handed coordinate system is dened such
that the origin is at the geometric centre of the detector, the
z-axis is parallel to, and has positive sense, along the e− beam
direction,  is the polar angle with respect to z and  is the
azimuthal angle around z.
3 The axes of the right-handed coordinate system in the W
rest-frame are dened such that z is along the parent W flight
direction and y is in the direction
−!
e−  −!W where −!e− is the
electron beam direction and −!W is the parent W flight direction.
at a centre-of-mass energy of around 183 GeV[1]. How-
ever the experimental accessibility of the dierent angles
in W+W− events observed in the detector, and therefore
the sensitivity to the TGCs, depends strongly on the nal
states produced when the W boson decays.
In this paper we analyse W-pairs in all possible -
nal states, namely, W+W−!qq‘‘, where one W boson
decays into hadrons and the other decays into leptons4,
W+W−!qqqq, where both W bosons decay hadronically,
and W+W−!‘‘‘0‘0 , where both W bosons decay into
leptons.
Most of the TGC results of this analysis are obtained
for each of the three couplings separately, setting the other
two couplings to zero which is the Standard Model value.
These results will be presented in tables and logL curves5.
We also perform two-dimensional and three dimensional
ts, where two or all three TGC parameters are allowed to
vary in the ts. The results of these ts will be presented
by contour plots.
The following section includes a short presentation of
the OPAL data and Monte Carlo samples, and in Sect. 3
the selection of our W-pair sample is described. The analy-
sis of the W-pair cross-section and the W decay branching
fractions is presented in Sect. 4, along with the interpre-
tation of this analysis in terms of the TGCs. The TGC
analysis using the angular distributions is done separately
for each channel and is described in Sects. 5, 6 and 7. The
combined TGC results are presented in Sect. 8. Section 9
includes the summary and conclusions of this study.
2 Data and Monte Carlo models
A detailed description of the OPAL detector has been pre-
sented elsewhere [14,15]. The accepted integrated lumi-
nosity in 1997, evaluated using small angle Bhabha scat-
tering events observed in the silicon tungsten forward cal-
orimeter, is 57.21 0.15 0.20 pb−1 where the rst error
is statistical and the second systematic. The luminosity-
weighted mean centre-of-mass energy for the data sample
is
p
s=182.680.05 GeV. Part of the TGC analysis in-
volves the 161 and 172 GeV data samples taken in 1996
at centre-of-mass energies of 161.330.05 and 172.120.06
GeV with corresponding luminosities of 9.890.06 and
10.360.06 pb−1.
The semi-analytic program Gentle[16] is used to cal-
culate the W+W− cross-section for the Standard Model
case and also for dierent values of anomalous TGCs. The
calculated Standard Model cross-section is 15.72 pb atp
s=182.68 GeV using the W mass of MW=80.40 GeV=c2
measured at the Tevatron6 [17].
4 Throughout this paper charge conjugate modes are also
included and qq implicitly means any pair of quark-antiquark
of dierent (or same) flavour which can be produced in W (Z0)
decay.
5 Throughout this paper, logL denotes negative log-
likelihood.
6 The LEP results for the W mass are not used for the TGC
measurement, since they have been obtained under the as-
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In the analyses described below, a number of Monte
Carlo models are used to provide estimates of eciencies
and backgrounds as well as the expected W-pair produc-
tion and decay angular distributions for dierent TGC
values. The majority of the Monte Carlo samples were
generated at
p
s = 183 GeV with MW = 80:33 GeV=c2.
All Monte Carlo samples mentioned below, unless referred
to as \generator level", were passed through the full OPAL
simulation program [18] and then subjected to the same
reconstruction procedure as the data.
A Monte Carlo sample of signal events for the cross-
section analysis was produced by the Koralw[19] gen-
erator with W+W− production diagrams (class7 CC03)
according to the Standard Model. The Koralw genera-
tor has the most accurate simulation of ISR and a com-
plete treatment of tau polarisation in qq events. This
sample is used to estimate the W-pair selection eciency.
Other Monte Carlo samples used for systematic checks
were generated with the same set of diagrams using the
Excalibur[20] and grc4f[21] programs. To estimate the
hadronization systematics, Monte Carlo samples were pro-
duced by the Pythia[22] and Herwig[23] generators.
The TGC studies rely mainly on the Excalibur pro-
gram which has been used to generate samples with ano-
malous TGCs in order to calculate the TGC dependence of
the selection eciency and to obtain the expected angular
distributions used in the TGC analysis.
The separation between signal and background pro-
cesses is complicated by the interference between the CC03
set of W-pair production diagrams and other four-fermion
graphs, such as e+e− ! Wee, e+e− ! Z0e+e− and e+e−
! Z0Z0. To study the influence of interference eects in
the four-fermion nal states, the grc4f and Excalibur
Monte Carlo generators are used. In both cases samples
were generated using the full set of interfering four-fermion
diagrams. These four-fermion samples were compared to
samples obtained with the same generator using only the
CC03 diagrams. Four-fermion samples were generated also
with anomalous TGCs.
Other background sources do not interfere with the
signal. The main one, Z0=γ ! qq, including higher order
QCD diagrams, is simulated using Pythia, with Herwig
used as an alternative to study possible systematic eects.
Other background processes involving two fermions in the
nal state are studied using Koralz[24] for e+e−!+−,
e+e−!+− and e+e−!, and Bhwide[25] for e+e−!
e+e−. Backgrounds from two-photon processes are eval-
uated using Pythia, Herwig, Phojet[26] and the Ver-
maseren generator[27]. It is assumed that the present cen-
tre-of-mass energy of 183 GeV is below the threshold for
Higgs boson production.
sumption that W pairs are produced according to the Stan-
dard Model, whereas W production at the Tevatron does not
involve the triple gauge vertex.
7 In this paper, the W pair production diagrams, i.e. t-
channel e exchange and s-channel Z0=γ exchange, are referred
to as \CC03", following the notation of [1].
3 Event selection
W-pair events decay into fully leptonic (W+W−!‘‘‘0‘0),
semi-leptonic (W+W−!qq‘‘) and fully hadronic
(W+W−!qqqq) nal states with expected branching frac-
tions of 10.5%, 43.9% and 45.6%, respectively. TheW+W−
event selection consists of three distinct parts to iden-
tify each of these topologies. The selections used at 183
GeV are based upon those used in the OPAL analysis
at
p
s  172 GeV[28]. The three selections are exclu-
sive. Only events failing the W+W−!‘‘‘0‘0 selection
are considered as possible W+W−!qq‘‘ candidates and
only events failing both the W+W−!‘‘‘0‘0 and W+W−
!qq‘‘ selections are considered as possible W+W−!
qqqq candidates. The fully leptonic and semi-leptonic se-
lections are separated into the individual lepton types to
test charged current lepton universality.
The detailed selection algorithms are described below.
The eciency values and accepted background cross-sec-
tions are summarised in Tables 1 and 2.
The rst six background sources listed in Table 2 are
dierent four-fermion nal states. Their expected cross-
sections include both contributions from non-CC03 dia-
grams and the eects of interference. The four-fermion
background cross-sections for each nal state are calcu-
lated from the dierence between the accepted four-ferm-
ion cross-section including all diagrams, and the accepted
CC03 cross-section. For this determination the grc4f
Monte Carlo generator is used. The associated systematic
uncertainty is estimated by comparing the predictions of
grc4f and Excalibur. At the current level of statisti-
cal precision such interference eects are small within our
experimental angular acceptance.
3.1W+W−!`ν``0ν`′ event selection
Fully leptonic W+W− events are identied as an acopla-
nar pair of charged leptons with missing momentum. The
event selection is unchanged from that used in reference
[28] (described in detail in [29]). In the
p
s  183 GeV
data sample, 78 events are selected as W+W−!‘‘‘0‘0
candidates.
The selection eciency is estimated to be (78:02:3)%
where the error includes systematic uncertainties. The ef-
ciencies for the individual channels are given in Table 1.
The dominant systematic uncertainty on the selection ef-
ciency arises from dierences observed when comparing
Monte Carlo samples which have dierent implementa-
tions of both initial and nal state radiation eects and
the modelling of tau decays. In addition, systematic errors
were included to account for data/Monte Carlo disagree-
ment (0.8%), the possibility of events being rejected due
to o-momentum beam particles which can deposit sig-
nicant energy in the forward detectors (0.5%), and the
knowledge of the trigger eciency (0.4%). The expected
background cross-sections from Standard Model processes
are given in Table 2.
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Table 1. Eciency matrix for the 183 GeV event selections determined using Koralw (CC03) Monte Carlo
events. Each entry represents the percentage of generated events for each decay channel which are accepted
by the dierent selections























































 0.7 0.9 4.9 1.3 6.2 44.1 0.0 0.0 0.0 0.0
qqee 0.0 0.0 0.1 0.0 0.0 0.1 84.0 0.1 5.8 0.1
qq 0.0 0.0 0.0 0.0 0.1 0.0 0.1 86.2 4.5 0.2
qq 0.0 0.0 0.0 0.0 0.0 0.1 4.5 4.5 64.6 0.6
qqqq 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.5 84.6
Table 2. Background cross-sections for the 183 GeV W+W− selections.
The values for the qqqq, qqee and ‘‘‘0‘0 sources are obtained from the
dierence between the full four-fermion and the corresponding CC03 cross-
sections. All errors include both statistical and systematic contributions
Accepted background cross-sections (fb)
Event Selection W+W− !
Source ‘‘‘0‘0 qqee qq qq qqqq
qqqq 0  0 2  2 1  2 6  4 220  50
qqee 0  0 56  28 1  1 53  11 0  0
qq‘‘ 0  0 65  19 29  4 74  7 72  6
qq 0  0 0  0 0  0 12  3 0  0
‘‘ 40  23 0  0 0  0 0  0 0  0
‘‘‘‘ 9  2 1  1 0  0 1  1 0  0
Z0=γ ! qq 0  0 61  17 28  6 183  22 1370  150
Z0=γ ! ‘‘ 6  1 2  1 1  1 6  2 0  0
Two-photon 30  30 13  13 0  0 5  5 6  6
Combined 85  38 200  40 60  8 340  27 1670  160
3.2W+W−!qq`ν` event selection
TheW+W−!qq‘‘ selection consists of three separate se-
lections, one for each lepton flavour. The W+W−!qq
selection is applied only to events which fail both the
W+W−! qqee and W+W−! qq selections.
The W+W−!qq‘‘ event selection for the 183 GeV
data is a modied version of the 172 GeV selection de-
scribed in detail in [28]. A looser set of preselection cuts
is used since the lepton energy spectrum is broader at
183 GeV due to the increased boost. The set of vari-
ables used in the likelihood selections has been also mod-
ied. In the W+W−!qq sample there is a signicant
background from hadronic decays of single-W four-ferm-
ion events (e+e− ! Wee) and an additional likelihood
selection is used to reduce this. This selection is only ap-
plied to W+W−!qq events where the tau is identied
as decaying in the single-prong hadronic channel. Finally,
in order to reduce the e+e− ! Z0Z0 background, events
passing the W+W−! qqee likelihood selection are re-
jected if there is evidence for a second energetic electron.
A similar procedure is applied to the W+W−! qq
selection.
In total, 361 events are identied as W+W−!qq‘‘
candidates, of which 140 are selected as W+W−! qqee,
120 as W+W−! qq and 101 as W+W−!qq . The
eciencies of the W+W−!qq‘‘ selection for the indi-
vidual channels are given in Table 1. The eciencies in-
clude corrections ( 0:5%) which account for observed
dierences between the data and the Monte Carlo simula-
tion as described in [28]. The eciencies are also corrected
by a factor of 0:991  0:003 for the W+W−! qqee and
W+W−! qq selections and by a factor of 0:9850:005
for the W+W−!qq selection to account for events be-
ing rejected due to the presence of o-momentum beam
particles which can deposit signicant energy in the for-
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ward detectors. A systematic error is assigned for possi-
ble tracking losses which are not modelled by the Mon-
te Carlo simulation of the OPAL detector. This uncer-
tainty is evaluated using selections designed to identify
W+W−! qqee and W+W−! qq events where the
track was either not reconstructed or was poorly mea-
sured. Possible biases due to fragmentation uncertainties
are studied by comparing fully simulated Monte Carlo
W+W−!qq‘‘ samples with fragmentation performed us-
ing Pythia and Herwig. Other systematics are estimated
using samples generated with dierent Monte Carlo mod-
els and dierent input W boson masses and beam energies.
Table 3 lists the sources of the systematic uncertainties on
the selection eciencies.
Table 2 shows the corrected background cross-sections
and their total uncertainties for the three qq‘‘ selections.
The systematic errors on the expected background cross-
sections are dominated by dierences between data and
Monte Carlo for the two-fermion backgrounds and by dif-
ferences between generators in the case of the four-fermion
backgrounds. The systematic errors on the four-fermion
backgrounds were estimated by comparing the expecta-
tions of grc4f, Excalibur and Pythia.
An initial estimate of the Z0=γ ! qq background is
obtained from Monte Carlo. This estimate is then cor-
rected using data to account for possible uncertainties
in the Monte Carlo modelling, e.g. the lepton fake rate
in Z0=γ ! qq events. Several methods are used to esti-
mate the correction factors to the Monte Carlo estimates
of the Z0=γ ! qq background. The central value is ob-
tained using ‘fake’ Z0=γ ! qq events formed by boosting
Z0 ! qq events from at ps = 91:2 GeV along the z-axis
according to the invariant mass distribution of the had-
ronic system in Z0=γ ! qq events at ps=183 GeV[30].
This procedure is applied to both data and Monte Car-
lo. The correction factor is determined from the relative
fractions (data/Monte Carlo) of ‘fake’ events which pass
the W+W−!qq‘‘ selections. As a result, the Monte Car-
lo estimates of the Z0=γ ! qq background are scaled by
a factor of 1:3  0:3 for the W+W−! qqee selection,
1:0  0:1 for the W+W−! qq selection and by 1:1 
0:1 for the W+W−!qq selection. The errors reflect
the spread of values obtained using alternative methods,
e.g. using events passing the preselection and then t-
ting Monte Carlo signal (W+W−!qq‘‘) and background
(Z0=γ ! qq) components to the kinematic distributions of
the data.
In the W+W−!qq selection there is a non-
negligible background from hadronic decays of single-W
events (e+e− ! Wee) where the electron goes undetected
down the beam pipe. This background is determined by
the number of fake tau candidates formed out of the frag-
mentation products in the hadronic decay of the W. A
correction factor to the Monte Carlo background is ob-
tained using fake single-W events formed by removing
the lepton candidate from selected W+W−! qqee and
W+W−! qq events (both in data and Monte Carlo).
The ratio of W+W−!qq selection eciencies (data/
Monte Carlo) for these fake events, 0:8  0:1, is used to
scale the Monte Carlo estimate of the e+e− ! Wee back-
ground.
3.3W+W−!qqqq event selection
The selection of fully hadronic W+W−!qqqq events is
performed in two stages using a cut-based preselection
followed by a likelihood selection procedure. The general
features of this selection are similar to those used previ-
ously at 172 GeV[28], although it has been re-optimised to
improve the rejection of the dominant background arising
from hadronic Z0 ! qq decays.
All events which are classied as hadronic events [31]
and which have not been selected by either the W+W−
!‘‘‘0‘0 or W+W−!qq‘‘ selections are considered as
candidates for the W+W−!qqqq selection. Tracks and
calorimeter clusters are combined into four jets using the
Durham k? algorithm [32] and the total momentum and
energy of each of the jets are corrected for double-counting
of energy [33]. To remove events which are clearly incon-
sistent with a hadronic W+W−!qqqq decay, candidate
events are required to satisfy the following preselection
criteria:
{ The tted invariant mass of the event scaled by the
collision energy,
√
s0=s, must be greater than 0.75.




{ The energy of the most energetic electromagnetic clus-
ter must be less than 0:3
p
s.
{ Each jet is required to contain at least one charged
track.
{ The quantity8 jang must be greater than 0.05.
{ The logarithm of the QCD matrix element W420 [34],
calculated using the jet momenta as estimates of the
parton momenta, is required to be less than zero. W420
is an event weight formed from the tree level O(2s)
matrix element [35] for the QCD process (e+e− !
qqqq; qqgg). It is assigned the largest value of any per-
mutation of associated jets to partons.
This preselection rejects 97:7% of the Z0 ! qq events
which comprise the dominant background in the W+W−
!qqqq channel. The preselection eciency for the had-
ronic W+W−!qqqq decays is estimated to be 88:8%. In
total, 524 candidates pass the preselection.
Events satisfying the preselection cuts are classied as
signal or background based upon a four variable likeli-
hood selection. The following likelihood variables are used
since they provide a good separation between the hadron-
ic W+W−!qqqq signal and the dominant Z0 ! qq back-
ground process for a minimum number of variables used:
{ log(y45), the logarithm of the value of the Durham jet
resolution parameter at which an event is reclassied
from four jets to ve jets.
8 With the jets ordered by energy, the quantity jang is dened
as E4p
s
(1 − c12c13c23) where cij = cos ij , ij being the angle
between jets i and j, and E4 is the energy of the fourth (lowest
energy) jet. This quantity is strongly peaked towards zero for
the dominant Z0=γ ! qq background process.
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Table 3. Sources of uncertainty on the W+W−!qq‘‘ and W+W−!qqqq
selection eciencies
Signal eciency error (%)
Event selection W+W− !
Source of uncertainty qqee qq qq qqqq
a) Statistical 0.3 0.3 0.4 0.2
b) Comparison of MC models 0.6 0.4 0.5 0.3
c) Data/Monte Carlo 0.6 0.5 0.6 0.6
d) Tracking losses 0.4 0.4 0.4 −
e) Detector occupancy 0.3 0.3 0.3 −
f) Fragmentation 0.2 0.1 0.6 0.8
g) MW dependence (0:09 GeV=c2) 0.1 0.2 0.1 0.1
h) Beam energy dependence 0.1 0.1 0.1 0.1
Combined 1.1 0.9 1.2 1.0
{ log(W420), the logarithm of the QCD matrix element
[34].
{ j cos N−Rj, the cosine of the modied Nachtmann-Rei-
ter angle9 [36].
{ the sphericity of the event.
Rather than using the product of the individual prob-
ability density functions to construct a classic likelihood
discriminator, a coordinate transformation technique has
been developed to reduce correlations between the four
input variables [37].
An event is then selected as a hadronic W+W−!qqqq
decay if the likelihood discriminant variable L, shown for
data and Monte Carlo in Fig. 1, is greater than 0.36. This
cut value was chosen to maximise the product of signal
purity and eciency.
In the OPAL 172 GeV cross-section measurement[28],
a 5% improvement in the statistical error was achieved
by counting the event weights of all preselected events
rather than simply specifying a cut on the discriminant
variable. In this analysis, the use of event weights improves
the statistical error on the cross-section measurement by
less than 2% and results in an increased systematic uncer-
tainty. For this reason, the more straightforward counting
method is used.
The overall eciency of the W+W−!qqqq event se-
lection is estimated from the Koralw Monte Carlo simu-
lation to be (84:61:0)% where the error is an estimate of
all known systematic uncertainties; the individual compo-
nents are listed in Table 3. The total expected background
cross-section from non-CC03 diagrams is estimated to be
(1:670:16) pb where the error represents the systematic
uncertainty. The processes contributing to the background
cross-section are listed in Table 2. In total, 438 candidates
pass the selection.
9 With the jets ordered by energy, the quantity cos N−R is
dened as (p1−p2)(p3−p4)jp1−p2jjp3−p4j . This variable, which is sensitive to
correlations between the underlying parton momenta, tends to
be flat for the dominant Z0=γ ! qq background and somewhat
peaked for the W+W−!qqqq signal events.
The main source of uncertainty for both the signal
eciency and the background cross-section is related to
the modelling of the fragmentation process. This uncer-
tainty is estimated by comparing the selection eciency
for both signal and background events using an alterna-
tive QCD Monte Carlo model (Herwig). In addition, the
parameters q, b, QCD, and Q0 of the Jetset fragmen-
tation model are varied by one standard deviation about
their tuned values [38]. The Monte Carlo modelling of the
data is further studied by comparing the distributions of
the four likelihood variables seen in the data with vari-
ous Monte Carlo samples. The signal eciency evaluated
using Koralw is compared to alternate generators (Ex-
calibur, Pythia and grc4f) to test the Monte Carlo
description of the underlying hard process. Uncertainties
related to the beam energy andWmass are evaluated with
Pythia samples generated over a range of values. In each
case, the observed dierences are taken as an estimate of
the systematic uncertainty.
4W+W− cross-section
and W decay branching fractions
4.1 Cross-section and branching fraction results
The observed numbers of selected W+W− events are used
to measure the W+W− production cross-section and the
W decay branching fractions to leptons and hadrons. The
measured cross-section corresponds to that for W pair pro-
duction via the CC03 diagrams.
Table 4 summarises the event selections in the three
W+W− decay topologies. The eciencies refer to CC03
W+W− events. The expected number of events is calcu-
lated using the Gentle cross-section of 15.72 pb assuming
a W mass of 80:40 GeV=c2[17] and a centre-of-mass energy
of 182:68 GeV. The systematic uncertainties on the ex-
pected numbers of events include contributions from the
current errors of 0.09 GeV=c2 on MW and 0.05 GeV on
the centre-of-mass energy (both below 0.1%) and a 2%
theoretical uncertainty on the cross-section calculation.
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Fig. 1. The distribution of the likelihood discrimi-
nant used to select events in the W+W−!qqqq se-
lection is shown for all preselected events. The points
indicate the data and the histogram represents the
Monte Carlo expectation where the hatched area
shows the estimated contribution of the total back-
ground. The selection cut is indicated by the arrow
Table 4. Observed numbers of candidate events in each W+W− decay topology
for an integrated luminosity of (57:21 0:25) pb−1 at (182:68 0:05) GeV, to-
gether with expected numbers of events, assuming MW = (80:400:09) GeV=c2
and Standard Model branching fractions. The expected numbers of events in-
clude systematic uncertainties from the eciency, luminosity, beam energy,
W+W− cross-section (2%) and MW. In this table cross contamination between
W+W− events from dierent topologies has been included as background (i.e.
excluded from the eciency numbers). The errors on the combined numbers
account for correlations
Selected as Eciency [%] Purity [%] Expected Observed
W+W−!‘‘‘0‘0 78:0  2:3 93:8 78:9  2:3 78
W+W−!qq‘‘ 84:7  1:3 90:2 371:2  8:2 361
W+W−!qqqq 84:6  1:0 78:3 442:6  12:4 438
Combined 84:4  0:8 85:2 892:7  19:2 877
The data are consistent with the Monte Carlo expecta-
tion.
The selected numbers of events can be used to deter-
mine the W+W− CC03 production cross-sections sepa-
rately into each channel:
(W+W−!‘‘‘0‘0) = (1:64  0:20  0:07) pb;
(W+W−!qq‘‘) = (6:68  0:39  0:12) pb;
(W+W−!qqqq) = (7:07  0:43  0:21) pb:
As in [28], the W+W− cross-section and branching
fractions are measured using the observed events from the
ten separate channels summarised in Table 5. Three dif-
ferent maximum likelihood ts are performed. In the rst
case, WW(183 GeV), Br(W ! ee), Br(W ! ) and
Br(W !  ) are extracted under the assumption that
Br(W ! ee) + Br(W ! ) + Br(W !  )
+ Br(W ! qq) = 1:
In the second t, charged current lepton universality is im-
posed and in the third t, the W+W− cross-section is de-
termined assuming Standard Model branching fractions.
The results are summarised in Table 6.
The hadronic branching fraction can be interpreted as
a measurement of the sum of the squares of the six el-
ements of the CKM mixing matrix, jVij j, which do not
involve the top quark [1]:
Br(qq)








where s(MW) is taken to be 0:120  0:005. The branch-
ing fraction Br(W ! qq) from the 161 { 183 GeV data
obtained from the t assuming lepton universality yields,∑
i=u;c; j=d;s;b
jVij j2 = 2:04  0:11  0:05:
This is consistent with a value of 2 which is expected from
unitarity. Using the experimental knowledge [39] of the
sum, jVudj2+jVusj2+jVubj2+jVcdj2+jVcbj2 = 1:050:01,
the above result can be interpreted as a measure of jVcsj,
which is the least well determined of these elements:
jVcsj = 0:99  0:06  0:02:
The measured W+W− production cross-section atp
s = 182:68 GeV is shown in Fig. 2 together with the re-
cent OPAL measurements of WW at
p
s = 161:3 GeV[40]
and at
p
s = 172:1 GeV[28]. Figure 2 also shows the
Gentle prediction which is in excellent agreement with
the data. On the other hand, the cross-section calculated
without the contribution of the WWZ vertex, correspond-
ing to anomalous couplings gz1={1 and z={1 (dashed
line in Fig. 2) fails to describe the data.
4.2 TGC analysis using the cross-section
A quantitative study of TGCs from the W-pair event yield
is performed by comparing the numbers of observed events
in each of the three event selection channels with the ex-
pected number which is parametrised as a second-order
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Table 5. Observed numbers of candidate events in each W+W− decay channel for an
integrated luminosity of (57:21  0:25) pb−1 at (182:68  0:05) GeV together with ex-
pected numbers of signal and background events, assuming MW=80.40  0.09 GeV=c2.
The predicted numbers of signal events include systematic uncertainties from the e-
ciency, luminosity, beam energy, W+W− cross-section and MW, while the background
estimates include selection and luminosity uncertainties. The errors on the combined
numbers account for correlations
Selected as Expected signal Expected back. Total Observed
W+W−! e+ee−e 8:6  0:4 0:2  0:4 8:8  0:6 12
W+W−! e+e− 17:5  0:6 0:2  0:1 17:8  0:6 11
W+W−! e+e− 16:7  0:6 1:0  1:0 17:6  1:6 20
W+W−! +− 9:3  0:3 1:4  1:0 10:7  1:0 13
W+W−! +− 14:6  0:6 1:1  1:0 15:7  1:2 15
W+W−! +− 7:4  0:4 0:8  0:6 8:2  0:7 7
W+W−! qqee 118:4  2:8 11:3  2:3 129:8  3:6 140
W+W−! qq 119:8  2:7 3:4  0:5 123:2  2:8 120
W+W−!qq 99:1  3:0 19:2  1:6 118:2  3:3 101
W+W−!qqqq 347:1  8:3 95:5  9:2 442:6  12:4 438
Combined 758:4  16:5 134:3  9:6 892:7  19:2 877
Table 6. Summary of cross-section and branching fraction results from the 183 GeV data and
the branching fraction results from the combination of the 161 GeV, 172 GeV and 183 GeV data.
The results from three dierent ts described in the text are shown. The correlations between the
branching fraction measurements from the ts without the assumption of lepton universality are less
than 27%
Fitted parameter Fit assumptions :
183 GeV data Lepton universality SM branching fractions
Br(W ! ee) 0:121  :010  :003
Br(W ! ) 0:107  :009  :003
Br(W !  ) 0:094  :011  :003
Br(W ! ‘‘) 0:108  :004  :002
Br(W ! qq) 0:678  :013  :005 0:676  :013  :005
WW(183 GeV) [pb] 15:33  0:61  0:27 15:43  0:61  0:26 15:43  0:61  0:26
Fitted parameter Fit assumptions :
161-183 GeV data Lepton universality
Br(W ! ee) 0:117  :009  :002
Br(W ! ) 0:102  :008  :002
Br(W !  ) 0:101  :010  :003
Br(W ! ‘‘) 0:107  :004  :002
Br(W ! qq) 0:680  :012  :005 0:679  :012  :005
polynomial in the TGCs. This parametrisation is based
on the linear dependence of the triple gauge vertex La-
grangian on the TGCs, corresponding to a second-order
polynomial dependence of the cross-section. The polyno-
mial coecients are calculated from the expected cross-
section in the presence of anomalous couplings determined
with Gentle and the slight dependence of our selection
eciency on the TGCs is obtained from the Excalibur
Monte Carlo samples. The Standard Model values for the
W branching fractions are used. The background, which
originates predominantly from Z0=γ ! qq events, is as-
sumed to be independent of the TGCs.
The probability to observe the measured number of
candidates, given the expected value, is calculated using a
Poisson distribution. The product of the three probability
distributions corresponding to the three event selection
channels is taken as the cross-section likelihood function.
The following sources of systematic uncertainty on the
expected number of events are considered.
{ The theoretical uncertainty in the expected cross-sec-
tion which is obtained by comparing the cross-sections
























Fig. 2. The dependence of WW on
p
s, as predicted by
Gentle for MW = 80:40 GeV=c2. The W+W− cross-sec-
tions measured at
p
s = 182:7 GeV (this work), at
p
s =
161:3 GeV [40] and
p
s = 172:1 GeV [28] are shown. The er-
ror bars include statistical and systematic contributions. The
dashed curve shows the expected cross-section if the ZWW
couplings are zero
obtained from the Gentle and Excalibur programs.
This uncertainty depends on the anomalous couplings
and has a typical size of 2%.
{ The small eect of the uncertainties in the W mass
from the Tevatron measurement, (80.40  0.09) GeV=c2
[17], and the LEP centre-of-mass energy, (182:68 
0:05) GeV, on the total cross-section (less than 0.1%
each).
{ The uncertainties in the selection eciencies and ac-
cepted background cross-sections, as listed in Tables 2
and 4.
{ The uncertainty in the luminosity, of 0.5%.
The systematic uncertainties are incorporated into the
TGC t by allowing the expected numbers of signal and
background events to vary in the t and constraining them
to have a Gaussian distribution around their expected val-
ues with their systematic errors taken as the width of
the distributions. The systematic uncertainties, excluding
those on eciency and background, are assumed to be
correlated between the three dierent event selections.
Data from lower centre-of-mass energies are included
assuming all systematic errors to be fully correlated be-
tween energies. The corresponding logL curves are used
in combination with the results of the angular distribution
analyses which are described in the following sections. The
full set of results are then presented in Fig. 12, where the
cross-section contributions are shown as dotted lines.
5 Analysis of the W+W−!qq`ν` angular
distributions
The analysis of the W+W−!qq‘‘ channel is performed
in three dierent ways using optimal observables (OO),
a binned maximum likelihood (BML) t, and the spin
density matrix (SDM). These three methods will be de-
scribed in the following sub-sections. All methods use the
same selection and reconstruction procedure. The selec-
tion procedure starts from the event sample used for the
total cross-section analysis with further cuts imposed in
order to assure a reliable reconstruction of the event kine-
matics and to reduce further the background.
5.1 Event selection and reconstruction
The selection of qqee and qq events for the total
cross-section analysis results in a single track being iden-
tied as the most likely lepton candidate. The electron
momentum vector is reconstructed by the tracking detec-
tors and the energy is measured in the electromagnetic
calorimeters. In the case of muons, the momentum mea-
sured using the tracking detectors is used. The remaining
tracks and calorimeter clusters in the event are grouped
into two jets using the Durham k? algorithm [32]. The
total energy and momentum of each of the jets are calcu-
lated with the method described in [33]. A one-constraint
kinematic t is then performed on the events, requiring
energy-momentum conservation and allowing for a mass-
less neutrino. Events are accepted if this t converges with
a probability larger than 0.001. This cut rejects about 2%
of the signal events and 10% of the background.
To improve the resolution in the angular observables
used for the TGC analysis, we perform a further kine-
matic t with three constraints requiring energy-momen-
tum conservation and the tted masses of both the had-
ronic and the leptonic systems to be constrained to the
average Tevatron W mass, MW=80.40 GeV=c2[17], within
the W width10. We demand that the kinematic t con-
verges with a probability larger than 0.001. For the 3%
of events which fail at this point we revert to using the
results of the t without the W mass constraint.
The selection of the qq events results in the iden-
tication of the most likely tau decay candidate classi-
ed as an electron, muon, one-prong hadronic or three-
prong hadronic decay. The remaining tracks and calori-
meter clusters in the event are grouped into two jets as
described above. However, these events cannot be recon-
structed in the same way since there is more than one
unobserved neutrino. Nevertheless, as the tau is highly rel-
ativistic, its flight direction can be approximated by the
10 The W mass distribution is treated as a Gaussian in the
kinematic t. However, in order to simulate the expected Breit-
Wigner form of the W mass spectrum, the variance of the
Gaussian is updated at each iteration of the kinematic t in
such a way that the probabilities of observing the current t-
ted W mass are equal whether calculated using the Gaussian
distribution or using a Breit-Wigner.
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direction of its charged decay products, leaving us with
four unknown quantities, the tau energy and the prompt
neutrino three-momentum vector. A one-constraint kine-
matic t is performed on the event requiring energy-mo-
mentum conservation and equality between the masses of
the hadronic and leptonic systems. This t is required to
converge with a probability larger than 0.001. In addi-
tion, the angle between the two jets in the hadronic sys-
tem, jj , is required to satisfy cos jj < −0:2, and the
angle between the tau and the closest jet is required to
exceed 20o. These cuts reject 20% of the signal and 42%
of the background. Furthermore, these cuts suppress those
qq events which are correctly identied as belonging to
this decay channel but where the tau decay products are
not identied correctly, leading to an incorrect estimate of
the tau flight direction or its charge. The fraction of such
events in the qq sample is reduced by these cuts from
13% to 8.5%.
After these cuts, 324 qq‘‘ candidates remain (135
qqee, 116 qq and 73 qq ). The remaining back-
ground fraction, assuming Standard Model cross-sections
for signal and background processes, is 6.2%, not includ-
ing cross-migration between the three lepton channels.
The background sources are: four-fermion processes af-
ter subtracting the contribution of the CC03 diagrams
(3.8%), Z0=γ ! qq (1.9%), W+W−!qqqq and ‘‘‘0‘0
(0.3%) and two-photon reactions (0.2%).
In the reconstruction of the qq‘‘ events we obtain
cos W by summing the kinematically tted four-momenta
of the two jets. The decay angles of the leptonically de-
caying W are obtained from the charged lepton four-mo-
mentum, after boosting back to the parent W rest frame.
In the hadronically decaying W we are left with a twofold
ambiguity in assigning the jets to the quark and antiquark.
This ambiguity is taken into account in the analyses de-
scribed below.
In Fig. 3a{e we show the distributions of all the ve an-
gles obtained from the combined qq‘‘ event sample, and
the expected distributions for gz1 = 1 and 0. These
expected distributions are obtained from fully simulated
Monte Carlo event samples generated with Excalibur,
normalised to the number of events observed in the data.
Sensitivity to TGC is observed mainly for cos W. The
contribution of cos ‘ , 





jet to the overall
sensitivity enters mainly through their correlations with
cos W.
5.2 The Optimal Observable (OO) analysis
The concept of optimal observables [41] is used to project
the ve kinematic variables of each event onto a single
observable. It has been shown that for a dierential cross-
section which is linear in the parameter to be determined,
the sensitivity of the optimal observable is the same as
for a multi-dimensional maximum likelihood t. The W-
pair dierential cross-section is, however, a second-order
polynomial in the couplings, thus leading to a loss of sen-
sitivity when constructing the optimal observable with-
out the quadratic term. Nevertheless, in the case where
the deviations of the couplings from zero are small, the
quadratic terms are suppressed and the loss in sensitivity
is far outweighed by the great advantage of a parametrisa-
tion in only one dimension. This method also allows usage
of all the available kinematic information from the event,
whereas in other methods (see the next sub-sections) some
part of the information is lost due to computational limi-
tations.
The optimal observable for measuring any particular
TGC parameter, , is constructed for each event i with the
set of phase-space variables Ω = (cos W; cos ‘ ; 

‘ ; cos 

jet;
jet) by dierentiating the dierential cross-section for the
event, i()  d(Ω; )=dΩ)j(Ω=Ωi), with respect to the
parameter  evaluated at the Standard Model value, =0,






The dierential cross-section used here is the Born cross-
section, taking into account the twofold ambiguity in the
denition of the measured cos jet and 

jet.
Figure 3f shows the distribution of the optimal observ-
able corresponding to gz1, along with the predictions cor-
responding to the Standard Model and to gz1 = 1, as
obtained from corresponding Monte Carlo samples. Simi-
lar distributions are obtained for the optimal observables
corresponding to γ and .
A binned maximum likelihood t of the expected op-
timal observable distributions to the data is performed to
extract each coupling, assuming the other two couplings
to have Standard Model values. The expected optimal
observable distributions for various couplings are derived
from Monte Carlo events and normalised to the number
of events in the data in order to exclude any informa-
tion from the overall production rate in this part of the
analysis. To obtain the optimal observable distribution at
intermediate parameter values, a reweighting technique is
applied to sets of Monte Carlo events generated with dif-
ferent couplings using a Born-level dierential cross-sec-
tion but taking into account ISR eects.
The method is tested with about 350 Standard Model
and 200 non-Standard Model Monte Carlo subsamples,
each corresponding to the collected luminosity. Summing
up the logL curves from the dierent subsamples corre-
sponding to the same coupling gives results which are con-
sistent with the coupling value used in the Monte Carlo
generation. Unfortunately, for the Standard Model sub-
samples the logL curves corresponding to γ tend to
have two minima, one close to the generated value, γ=0,
and the second around γ=2.5. The second minimum is
due to the fact that, for example, the normalised dieren-
tial cross-section for γ=2.5 is more similar to the Stan-
dard Model than the one for γ=1. In about 18% of the
cases the wrong minimum is the deepest one. However, the
cross-section information already excludes a value around
2.5 for γ (see Fig. 12). Therefore, the minimum at that
point can be disregarded. A similar problem occurs in 3%
(7%) of the Standard Model subsamples also for gz1 ()
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Fig. 3. Distributions of the kinematic variables
cos W, cos ‘ , cos 

jet, ‘ , 

jet and the optimal ob-
servable corresponding to gz1, as obtained from the
qq‘‘ events. The solid points represent the data.
The histograms show the expectation of the Stan-
dard Model (solid line) and the cases of gz1=+1
and −1 (dotted and dashed lines respectively). The
shaded histogram shows the non-qq‘‘ background.
Notes: 1. In the case of W+!‘ decays the value
of ‘ is shifted by  in order to overlay W
+ and
W− distributions in the same plot. 2. The jet with
0  jet   is arbitrarily chosen as the quark (an-
tiquark) jet from the decay of the W− (W+)
where the constraint from the cross-section information is
even more stringent, so it is handled in the same way.
The error interval is dened in the usual way, as the
region where the logL function is higher than its mini-
mum by no more than 0.5. To test the reliability of this
error estimate, the fraction of subsamples where the cor-
rect value is within the error interval is calculated. The
error estimate is considered to be reliable if the calculated
fraction is consistent with 68%, which is the case for all
couplings.
Performing the t to the 183 GeV data, we obtain the
results quoted in the rst row of Table 8. The statistical
errors obtained from the t are consistent with the ex-
pected values which are estimated from the distribution
of the Monte Carlo subsample t results.
Biases introduced by uncertainties in the simulation of
the detector acceptance are checked by removing events in
phase-space regions where the eciency changes rapidly.
Cuts on the polar angles of the charged lepton and the
neutrino, on the angle between the lepton and the nearest
jet, as well as a cut on the lepton energy, were introduced.
Furthermore the range of the OO-values that are consid-
ered in the t is changed by approximately 10%. The
variations of the t result due to these changes fall within
the statistical fluctuations determined using many Monte
Carlo subsamples with the size of the data sample.
The eect of Monte Carlo statistics is studied by al-
lowing the expected number of events in each bin of the
optimal observable distribution to vary around its central
value within its error according to a Gaussian distribution.
This eect is found to be negligible.
Additional systematic uncertainties are studied due to
the following eects.
a) For quark jets in the Monte Carlo samples, the resolu-
tions of the three jet parameters (energy, cos ; ) are
varied by 10%, and the energy scale is shifted by 0.5%
to account for systematic uncertainties in the mod-
elling of the jet reconstruction. The size of the vari-
ations is determined from extensive studies of back-
to-back jets at LEP Z0 energies. A possible systematic
shift in the reconstructed direction of the W boson has
been estimated using radiative Z0=γ ! qq events. The
shift in j cos Wj was found to be less than 0.01 [11].
The same reconstruction uncertainties are assumed also
for the  jets in qq events.
b) Uncertainties in the fragmentation model are studied
using a Monte Carlo sample generated with Herwig
rather than Pythia.
c) Dierences between Monte Carlo generators not re-
lated to fragmentation are investigated by replacing
the Excalibur reference sample by Koralw. This
latter generator also uses the Jetset fragmentation
scheme but has a dierent treatment of ISR and sim-
ulates correctly the  helicity eects.
d) Systematic eects arising from the simulation of the
Z0=γ ! qq background are taken into account by re-
placing Pythia with Herwig. The two-photon back-
ground is removed to test its impact on the measure-
ment. The four-fermion processes from e+e− ! Wee,
e+e− ! Z0e+e− and e+e− ! Z0Z0 are added as back-
ground to the CC03 diagrams, neglecting interference.
The justication for this simplication is veried by
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Table 7. Contributions to the systematic uncertainties in the
determination of the TGC parameters in the OO analysis for
the W+W−!qq‘‘ angular distributions of the 183 GeV data




a) Jet reconstruction .114 .029 .033
b) Fragmentation :088 :012 :012
c) MC generator :049 :003 :011
d) Background .093 .029 .010
Combined :178 :043 :038
using a fully simulated four-fermion Monte Carlo (Ex-
calibur) as the reference sample. In addition, sub-
samples of fully simulated four-fermion Monte Carlo
events have been tted and no bias was found. To test
the Monte Carlo generators, samples of Koralw and
grc4f generated with the CC03 W-pair diagrams ac-
cording to the Standard Model are used as test samples
and all the TGC results are found to be consistent with
zero.
Table 7 summarises the various components of the
systematic errors. These are incorporated into the logL
functions by convolving their distributions, assumed to
be Gaussian, with the likelihood functions. The corrected
likelihood functions resulting from this convolution are
used to obtain new values for the TGC parameters with
modied errors which include the systematic uncertain-
ties. The new TGC values may dier from those obtained
before the convolution due to the asymmetric nature of
the likelihood function. The results are listed in Table 8.
5.3 The Binned Maximum Likelihood (BML) analysis
The BML analysis has been used to analyse our previous
data taken at 161 GeV and 172 GeV and is fully described
in [9,11]. The nite statistics of the data and Monte Carlo
samples limits the number of kinematic observables which
can be used to three. The most sensitive ones, namely
cos W, cos ‘ and 

‘ are chosen
11. The expected three-
dimensional distribution of these observables as a function
of the TGCs is tted to the corresponding distribution of
the data. The expected distribution is obtained from MC
events generated according to the Standard Model with
the CC03 diagrams. These events are reweighted to cor-
respond to any other TGC value. The reweighting proce-
dure uses very large statistics MC samples at the genera-
tor level, generated with ten dierent sets of TGC values
and used to produce ten basis distributions. Since the dif-
ferential cross-section is a second-order polynomial in the
TGCs (see Sect. 4.2 above), the distribution correspond-
ing to any other set of TGC values can be obtained by a
proper linear combination of the ten basis distributions.
11 The observables cos jet and jet have smaller sensitivities
due to their twofold ambiguity.
This procedure accounts for the eects of eciency,
resolution and background from other W+W− decay chan-
nels. To account also for non-W+W− background, the con-
tribution of background sources which do not depend on
the TGCs, namely Z0=γ ! qq, qqe+e− and two-photon re-
actions, is added to the expected distribution used in the
t. The distributions from these sources are obtained from
corresponding Monte Carlo samples. Background from
other four-fermion diagrams which is TGC-dependent is
neglected at this stage, and biases caused by this neglect
are evaluated by performing the t on four-fermion MC
events taken as a test sample. These biases are subtracted
from our t results.
The expected distribution is normalised to the num-
ber of events observed in the data in order not to incor-
porate any information from the overall production rate
in this part of the analysis. The probability for observing
the number of events seen in each bin is calculated us-
ing Poisson statistics. The statistical fluctuations in the
Monte Carlo are taken into account using the method of
reference [42]. Consequently, the errors obtained from the
t include both data and Monte Carlo statistics.
Detector level MC samples generated with dierent
TGCs are used to verify that the BML t method in-
troduces no bias. The reliability of the statistical errors
obtained from the t is checked with many Monte Carlo
subsamples, in the way described in section 5.2. A prob-
lem occurs only for γ where the fraction of subsamples
with the correct TGC value within the error interval falls
below 68%. It is found that dividing the logL function by
a correction factor of 1.21 increases the error interval in
such a way that this fraction reaches 68%. This correction
factor is then applied to the logL function extracted from
the data. The statistical errors obtained in this way are
also consistent with the expected values which are listed
in Table 8.
The systematic errors are evaluated and incorporated
into the logL functions in a similar way as for the OO
method. The results are consistent with those of the OO
method.
5.4 The Spin Density Matrix (SDM) analysis
Spin density matrix elements are observables directly re-
lated to the polarisation of the W bosons [43,1]. Addi-
tional insight into the underlying physics may be gained
from these spin-related observables, and the relative pro-
duction of various helicity states of the W bosons can be
measured. Comparing the spin density matrix elements
with the theoretical predictions allows a model-independ-
ent test of the TGCs. If deviations were detected, this
method would give information on the structure of the
anomalous couplings.
Spin density matrix elements are normalised products
of the helicity amplitudes F ()−+(cos W), where − and
+ are the helicity states of the W− and W+ boson, re-
spectively, and  denotes the spin of the e+e− system. The
two-particle joint density matrix elements are dened ac-
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Table 8. Measured values of the TGC parameters using the qq‘‘ event selection
analysed with the OO method, with and without taking into account the systematic
uncertainty. We also list the results after combining with our 161 and 172 GeV data
and after combining with the cross-section information of qq‘‘ data from all centre-
of-mass energies. The expected statistical errors obtained from Monte Carlo studies
are listed for all three analysis methods
Level of results γ gz1 
Without systematics −0:21+0:61−0:45 0:00  0:14 −0:19  0:15
Expected errors, OO method 0:46 0:13 0:14
Expected errors, BML method 0:56 0:16 0:19
Expected errors, SDM method 0:50 0:14 0:16
Including systematics −0:18+0:77−0:56 0:00  0:16 −0:19  0:16
Including 161/172 GeV angular data −0:08+0:71−0:54 −0:01  0:15 −0:16  0:16
Including cross-section 0:04+0:67−0:44 −0:01  0:14 −0:14+0:15−0:14
cording to
− 0−+ 0+(cos W) =
∑







Due to limited statistics in the analysis described here the
single-W spin density matrix elements  0 are used. The
spin density matrix of the W− boson, for example, is ob-









The matrix  0 is hermitian, thus having six indepen-
dent matrix elements. The diagonal elements  of the
spin density matrix are real and can be interpreted as the
probability to produce a W boson with helicity  . The
o-diagonal elements are complex in general, but for CP-
conserving theories the imaginary parts vanish.
The spin density matrix elements are extracted with
the help of projection operators [43,1]. These operators
reflect the standard V − A couplings of the fermions to
the W boson in the W decay. The single-W spin density
matrix elements  0 can be extracted using the threefold
dierential cross-section d/dcos Wdcos d from the
relation









dcos Wd cos 1d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Here  0 is the suitable projection operator for extract-
ing the spin density matrix element  0 and BrW1!ff is
the branching ratio for the decay of the W boson consid-
ered. Expressions for the projectors can be found in [43].
Experimentally, equation 2 corresponds to





 0(cos i; i)
where N is the number of events and  = (cos i; i)
is the value of the projection operator of event i. The spin
density matrix elements are extracted in bins of cos W.
For the leptonically decaying W, the full information
about the W decay angles is accessible and the matrix
elements can be directly extracted according to (2). For
hadronic decays of the W boson where the quark cannot
be distinguished from the antiquark, only the folded an-
gular distributions of cos  and  are directly available.
These folded distributions can be identied only with the
symmetric12 part of the angular distributions [3], whereas
no information about the antisymmetric part is accessible.
The following symmetric (combinations of) spin density
matrix elements can be extracted from the folded angular
distribution by using the symmetric part of the projection
operators only:
++ + −−; 00; Re(+−); Im(+−);
Re(+0 − −0); Im(+0 + −0):
The correlations between the single-W density matrix el-
ements are calculated analytically.
In order to compare the density matrix elements ex-
tracted from data with the theoretical predictions, the
12 Symmetric/antisymmetric under the transformation cos 
! {cos ,  ! +






















































Fig. 4. Spin density matrix elements for the lepton-
ically decaying W as a function of cos W. The data
points are corrected for experimental eects. The
solid (dotted, dashed) lines show the predictions of
models with gz1=0 (+1, −1). All other anomalous
couplings are set to zero
data have to be corrected for experimental eects, like se-
lection eciency, acceptance, angular resolution and the
eect of ISR. A simple approach, based on a Standard
Model Monte Carlo, is performed. First the expected back-
ground, taken from Monte Carlo, is subtracted on a sta-
tistical basis. Subsequently the data are corrected by mul-
tiplying the three-dimensional angular distribution by a
correction function which is given by the ratio of the an-
gular distributions for the reconstructed angles in the se-
lected events and the generator level distributions of all
events. The eect of ISR is approximately accounted for
by reducing the centre-of-mass energy by the mean energy
of initial state photons, hEISRi = 1:6 GeV, as determined
from Monte Carlo.
Distributions of the spin density matrix elements of the
leptonically decaying W and the hadronically decaying W
are shown in Figs. 4 and 5. Overlaid are the analytical pre-
dictions as expected in the Standard Model. The errors are
statistical. The systematic errors are estimated to be less
than 10% of the statistical errors. This is veried by re-
placing the Standard Model Monte Carlo sample used for
the correction of detector eects with samples generated
with gz1 = 1 values which are far outside the allowed
region obtained in our t (see below).
The measurements of the W-pair cross-section, the
cos W distribution and the spin density matrices can be
combined to give a measurement of the semi-inclusive dif-
ferential cross-sections, to produce a transversely polarised
W, e+e−!WTW, or a longitudinally polarised W, e+e−
!WLW, where in either case the second W can have ar-
bitrary helicity. For this purpose, the raw cos W distribu-
tion, plotted in Fig. 3a, is corrected for detector eects by
subtracting the background and multiplying by a correc-
tion function for eciency and resolution obtained from
Standard Model Monte Carlo. The systematic error asso-
ciated with this correction is estimated in the same way
as for the OO analysis. In addition, as was done for the
spin density matrix elements, the Standard Model Monte
Carlo sample used for the correction of detector eects is
replaced by samples generated with gz1 = 1. The cor-
rected cos W distribution is multiplied by our measured
total cross-section and the corresponding spin density ma-
trix elements after combining their values from the lep-
tonic and hadronic decays. The resulting dierential cross-
sections, plotted in Fig. 6, are seen to be consistent with
the Standard Model expectations. Integrating over these
cross-sections, the overall fraction of longitudinally po-
larised W bosons is determined to be 0.2420.0910.023,
where the systematic error is dominated by uncertainties
in the jet and tau resolutions (0.017) and MC genera-
tor (0.015). The expected value for this fraction is 0.272
(0.392, 0.405) for the Standard Model (gz1=+1, {1).
The spin density matrix elements can be used to ex-
tract the TGCs by comparing them, before the various
corrections, to those expected from Monte Carlo events
for dierent TGC values. This is done with a reweight-
ing technique, taking into account all experimental eects.
The W production angle and the spin density matrix el-
ements of both W bosons are used in the t. We obtain
results consistent with those from the OO method.





































Fig. 5. Spin density matrix elements for the hadronically de-
caying W as a function of cos W. The data points are corrected
for experimental eects. The solid (dotted, dashed) lines show
the predictions of models with gz1=0 (+1, {1). All other ano-
malous couplings are set to zero
5.5 Summary of the qq`ν` analyses
All three methods described above give consistent results
for the 183 GeV data. The OO results are chosen to be
combined with the results of the other channels and the
cross-section result since this method is expected to give
the best sensitivity, as can be seen from the expected er-
rors listed in Table 8.
Although our method of OO analysis using the opti-
mal observable distribution is preferred for single param-
eter ts, it is less well suited to a t of two or three TGC
parameters. In this case, two- or three-dimensional distri-
butions of the optimal observables corresponding to the
dierent TGC combinations would be required, and it is
simpler to t the angular variables directly, using the BML
method.
The 183 GeV results are combined with our 161 GeV
and 172 GeV results [11]. In the 161 GeV analysis [9] only
the parameter W has been analysed. Therefore, this
analysis is extended here using the same (BML) method
to include the three parameters γ , gz1 and , along
with the two-dimensional and three-dimensional ts. All
the tests and the systematic studies are done in the same
way as for the 183 GeV BML analysis. The correlation
between the systematic errors of the qq‘‘ results from
the three centre-of-mass energies is neglected since, using
the BML method, it is found to aect the results by no
more than 10% of their statistical errors.
Table 8 summarises the qq‘‘ results from the 183 GeV
data, the results obtained after combining the 161 and
172 GeV data, and the combined qq‘‘ results obtained
after adding also the cross-section information for that
channel from all centre-of-mass energies. The logL curves
corresponding to the combined qq‘‘ results are shown in
Fig. 11. The correlation between the systematic errors of
the angular distributions and the cross-section, mainly due
to the uncertainty in the background level, is neglected as
it aects the results by less than 1% of their statistical
errors.
6 Analysis of the W+W−!qqqq angular
distributions
The analysis of the W+W−!qqqq channel is performed
on both the 172 GeV and the 183 GeV data. It uses
the same event samples as the cross-section analyses (see
Sect. 3.3 and [11]).
6.1 Event selection and reconstruction
Using the Durham k? algorithm [32], each selected event is
forced into 4 jets, whose energies are corrected for the dou-
ble counting of charged track momenta and calorimeter
energies [33]. To improve the resolution on the jet four-
momentum we perform a kinematic t requiring energy-
momentum conservation and equality of the masses of the
two W candidates (5-C t). The event reconstruction is
complicated by the ambiguity in the choice of the correct
di-jet combination and uncertainties in the determination
of the W charge. The latter is assigned by comparing the
sum of the charges of the two jets coming from the same








where jets i and j belong to W1, jets k and l belong to








where qi is the charge of the ith track, pijj is the projection
of its momentum along the jet axis and N is the total
number of tracks in the jet.
One di-jet combination is chosen out of the three possi-
ble ones by a likelihood algorithm. The input variables to






























-1 -0.5 0 0.5 1
Fig. 6. Dierential cross-section to produce a) a
transversely polarised W and b) a longitudinally po-
larised W in a W-pair event where the second W can
have any polarisation. The points represent the data
and the solid (dotted, dashed) lines show the pre-
dictions of models with gz1=0 (+1, {1). The error
bars include statistical and systematic uncertainties,
except for a normalisation error of 4.3% associated
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Fig. 7. For the qqqq channel, a) distribution of the
output of the jet-pairing likelihood corresponding to
the most likely combination for the data collected
at 183 GeV (points) and for the Monte Carlo (his-
togram). The hatched area shows the contribution
of wrong pairing, and the dark area represents the
contribution of the background. The arrow indicates
the cut value. b) Distribution of the charge sepa-
ration of the W candidates for the data collected
at 183 GeV (points) and for the Monte Carlo (his-
togram). The hatched area shows the contribution
of correct pairing and incorrect W charge, the dou-
ble hatched area shows the contribution of wrong
pairing, and the dark area represents the contribu-
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Fig. 8. Distribution of cos W in qqqq events as
obtained at 172 GeV (left) and 183 GeV (right).
The solid points are the data. The Monte Carlo pre-
dictions for =0,+2,{2 and =0,+1,{1 are shown
at 172 and 183 GeV, respectively, as solid, dashed
and dotted lines. The hatched histograms show the
contributions of the Z0=γ ! qq background, as pre-
dicted by Pythia
the likelihood are the di-jet invariant masses, obtained by
a kinematic t requiring energy and momentum conserva-
tion (4-C t), the charges of the twoW candidates, and the
probabilities of the 5-C kinematic ts. Once a jet combina-
tion is chosen, the W− is dened as the di-jet whose charge
is more negative. According to the Monte Carlo simula-
tion, these choices correspond to a probability of selecting
the correct di-jet combination of about 78% (82%) at 183
(172) GeV, and to a probability of correct assignment of
the W charge, once the correct pairing has been chosen, of
about 76%. Both probabilities show a few percent depen-
dence on the value of an eventual anomalous TGC. Incor-
rect jet pairing and wrong determination of the W charge
decrease the sensitivity of the reconstructed cos W distri-
bution to possible TGCs. To increase the fraction of events
correctly reconstructed, we apply further cuts on the value
of the jet pairing likelihood, L > 0:8, and on the W charge
separation, jQW1−QW2 j > 0:04. The distributions of these
variables, for the data collected at 183 GeV and for the
corresponding Monte Carlo, are shown in Fig. 7. The cut
values are the result of a compromise between loss in e-
ciency and gain in sensitivity. After these cuts, the prob-
ability of correct pairing increases to 86% (87%) at 183
(172) GeV and the probability of correct determination of
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the W charge to 82%. The selection eciency is reduced
by about 40%, whereas the Z0=γ ! qq background is re-
duced by 60% and 70% at 172 and 183 GeV respectively.
At 172 GeV, 41 events survive all cuts out of the 59 ini-
tially selected, and 241 out of 438 events remain nally at
183 GeV. The cos W distributions obtained at both en-
ergies are shown in Fig. 8 together with the distributions
predicted by the Monte Carlo for dierent values of .
6.2 TGC analysis
Due to lack of separation between quarks and antiquarks,
in W+W−!qqqq events most of the sensitivity to the
TGCs is contained in the cos W distribution. A binned
maximum likelihood method is thus used in this chan-
nel. The measured cos W distribution is divided into ten
bins in the range [{1,1]. The expected cross-section in each
bin i, i, due to W+W− production is parametrised as a
second-order polynomial in the analysed coupling. Monte
Carlo reference histograms, including all eects of accep-
tance, resolution, incorrect jet pairing and incorrect deter-
mination of the W charge, are used to build the parametri-
sation. The contribution of the Z0=γ ! qq background
as obtained from the Pythia Monte Carlo is added to
the W-pair expectation. To avoid any dependence on the
overall production rate, the expected cross-section is nor-
malised to the total number of candidates. The expected
distribution is tted to the data using a binned maximum
likelihood method and assuming Poisson statistics. The
result of the ts to γ , gz1 and  as obtained from the
183 GeV data sample are given in the rst row of Table 10
where the quoted errors are statistical only.
The reliability of the statistical error estimates is
checked by performing the analysis on many subsamples
of Monte Carlo events, each corresponding to the data
luminosity. The r.m.s. values of the t results correspond-
ing to these subsamples are quoted in the second row of
Table 10. These values are somewhat lower than the sta-
tistical errors coming from the ts to the data. However,
the data statistical errors are still compatible with their
expected values with probabilities above 5%, as obtained
from the MC subsample study. As a further test, the frac-
tion of subsamples where the correct TGC value turns out
to be inside the error interval is checked and found to be
consistent with 68%, as required.
The following sources of systematic errors are consid-
ered:
a) The eect of possible dierences in the jet resolution
between data and Monte Carlo is studied in the Monte
Carlo by smearing and shifting the jet energies and di-
rections in the same way as done for the qq‘‘ analysis.
The resulting changes caused to the measured TGCs
are added in quadrature and taken as a systematic er-
ror.
b) Possible dependences on fragmentation models are
studied by comparing the results of the t to two Mon-
te Carlo samples generated with Pythia. In the rst
sample, the Jetset[22] fragmentation model is im-
plemented as for the reference Monte Carlo samples,
whereas in the second it is replaced by Herwig. The
implementation of Herwig mainly results in a higher
probability of correct jet pairing and correct W charge
with respect to Jetset. The statistics of the data are
insucient to discriminate between the two models.
We assign as a systematic error for each coupling the
dierence we nd in the results of the ts to the two
Monte Carlo samples.
c) We study possible biases due to the choice of the Monte
Carlo generator by repeating the t to W+W− samples
generated with Pythia, Koralw and grc4f.
d) A systematic error on the estimation of the background
is determined by varying both its shape and normali-
sation. The shape predicted by Pythia is replaced by
that predicted by Herwig. The normalisation is varied
by the background uncertainty as determined from the
analysis of the cross-section. The feed-through from
other W boson decay channels is less than 0.2% and
is neglected. The eect of neglecting the contribution
of four-fermion diagrams is studied by performing the
analysis on various four-fermion Monte Carlo samples
generated with Excalibur and grc4f. The correspond-
ing shifts on the tted values of each TGC parameter
are added in quadrature and taken as a systematic er-
ror.
e) Bose-Einstein correlations (BEC) between bosons orig-
inating from dierent W in the event might aect the
measured W charge distribution. This eect is studied
at 183 GeV with a Pythia Monte Carlo sample [44]
where BEC have been implemented.
f) The measured W charge distribution might be aected
also by colour reconnection. This eect is investigated
at 183 GeV with Monte Carlo samples generated with
Pythia, in two classes of reconnection models called
type I and type II [45], and with Ariadne[46].
g) Finally, a possible presence of biases in our analysis or
t method is checked by analysing Monte Carlo events
generated with known values of the couplings, ranging
from {2 to +2. As a consistency check we use large
Monte Carlo samples. We also perform ts to many
small Monte Carlo subsamples as mentioned above and
examine the sum of their likelihood functions.
The results of all these systematic studies for the
183 GeV data are summarised in Table 9. The system-
atic errors for the 172 GeV data are similar and are as-
sumed to be fully correlated with those of the 183 GeV
data. The combined systematic errors are convolved with
the likelihood functions. The results for the 183 GeV data
sample after convolving the systematic errors are listed
in the third row of Table 10. After combining with the
172 GeV data, we obtain the results listed in the fourth
row of Table 10. Finally, we combine also the results of the
cross-section analysis in this channel, using the 161, 172
and 183 GeV data samples, yielding the results quoted in
the last row of Table 10. The corresponding logL func-
tions are plotted in Fig. 11.
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Table 9. Contributions to the systematic errors in the deter-
mination of the three TGC parameters for the W+W−!qqqq
angular distribution analysis of the 183 GeV data




a) Jet reconstruction 0.26 0.08 0.09
b) Fragmentation 0.30 0.10 0.20
c) MC generator 0.45 0.10 0.13
d) Background 0.22 0.06 0.10
e) BEC 0.07 0.04 0.02
f) Colour reconnection 0.01 0.01 0.01
g) Fit bias tests 0.20 0.08 0.09
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Fig. 9. Observed cos W distribution in the ‘‘‘0‘0 analysis.
All events enter with a total weight of one, but in the case of
events with two ambiguous solutions for cos W, each solution
enters with a weight of 0.5
7 Analysis of the W+W−!`ν``0ν`′ angular
distributions
In a W+W−!‘‘‘0‘0 event, there are at least two unde-
tected neutrinos. Fortunately, in the small-width, no-ISR
approximation, the W production and decay angles can
still be reconstructed from the measured charged lepton
momenta, provided there are only two missing neutrinos
{ thus restricting ‘ =e or  for both leptons.
7.1 Event selection and reconstruction
The selection procedure starts from the W+W−!‘‘‘0‘0
event sample used in the cross-section analysis. We then
apply further cuts, mainly to suppress the contribution
of events with one or two  leptons which cannot be re-
constructed. Only the 183 GeV sample is analysed, as the
statistics in the lower energy samples are too small.
Table 10.Measured values of the three TGC parameters using
the qqqq event selection from the 183 GeV data, with and
without taking into account the systematic uncertainties. The
second row gives the expected statistical error from Monte Car-
lo studies. The fourth row shows the results after combining
with the 172 GeV data, and in the last row we list the results
after combining with the cross-section information of qqqq data
from the 161, 172 and 183 GeV centre-of-mass energies
Level of results γ gz1 





Expected errors 1:13 0:43 0:52















Simple cuts are applied to ensure that the momenta
and charges of the two leptons can be determined. We re-
quire the events to have at least two reconstructed cones
containing charged particle tracks passing the quality cuts
used in the primary ‘‘‘0‘0 selection. The two highest-
energy cones with charged particle tracks are assigned to
the leptons and the charge of each cone is found by sum-
ming the charges of the tracks in the cone. The charges
of the cones are required to be of dierent signs, or if one
cone has a zero charge, the other must have a non-zero
charge.
At this stage, 52% of the selected sample consists of
events with at least one W! decay. This fraction is
suppressed by the following selections:
{ The highest track momentum, p1, in each lepton cone
must exceed 23.0 GeV, which is less by approximately
twice the experimental resolution than the minimum
momentum allowed for a lepton from an on-shell W
decay in an event with no ISR at
p
s=183 GeV.
{ The two lepton cones must each have no more than
two good electromagnetic clusters[47].
{ Each of the lepton cones must be classied as an elec-
tron or a muon candidate, using the momentum of the
most energetic track in the cone (p1), the electromag-
netic calorimeter energy in the cone (EEM ), and the
hadron calorimeter energy in the cone (EHC), as fol-
lows:
{ electron candidate cones are required to have
EEM=p1 > 0:75 and EHC=p1 < 0:1,
{ muon candidate cones are required to have
EEM=p1 < 0:1 and EHC=p1 < 0:5.
After applying these  rejection cuts, the contamination
from events with W! decays falls to 10%. This frac-
tion is found to be essentially independent of the TGC
parameters.
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In the data, 78 events are selected by the primary
‘‘‘
0‘0 selection. Of these, 74 events pass the simple char-
ge/ momentum reconstruction requirements, and 30 pass
also the  rejection selections. The purity of events with
two charged leptons (e,  or ) and two neutrinos in this -
nal sample is predicted to be above 99%, where the main
background (0.130.07 events) comes from the reaction
e+e−!e+e−+−. This level of background is negligible
and is not considered further.
The lepton momenta are reconstructed using the track
momentum for muon candidate cones, and the energy seen
in the electromagnetic calorimeter for electron candidate
cones.
The ve characteristic angles are reconstructed event
by event, in the approximation of zero W width and no
ISR. This means that the two ‘ systems are taken to
have the W mass and the two W systems are assumed
to recoil back-to-back in the laboratory frame, with a to-
tal energy equal to the centre-of-mass energy. When these
constraints are applied, the six observed momentum com-
ponents of the two charged leptons can be transformed
into the ve angles (plus an overall azimuthal angle which
is of no interest). However, this transformation requires
the solution of a quadratic equation, and thus there are
either two, or no, real solutions for any specic event. The
angle set fcos W, 1 and 2g suers from this ambiguity,
but 1 and 

2 can be determined from the magnitudes of
the lepton momenta alone. In the ideal case, where the W
bosons are produced on-shell, and where there are no ISR
or detector resolution eects, all events have two solutions:
the ambiguity corresponds to a reflection ambiguity for
the two neutrinos in the plane dened by the two charged
lepton momentum vectors. The eects of W width, ISR
and detector smearing can move leptons to momentum
congurations not allowed in on-shell W decays yielding
complex solutions for the momenta when attempting to
reconstruct the neutrinos. These events lie preferentially
in certain regions of the ve-angle space, and losing them
from the analysis would introduce biases. They can be
recovered simply by taking the nearest real solution in
ve-angle space, taken to be the complex neutrino mo-
mentum solution with the imaginary part set to zero. In
these cases there is exactly one nearest real solution: the
two solutions with complex momenta are complex conju-
gates of each other.
Of the 30 selected candidates, 21 have two solutions
found and the other 9 have their angular information re-
covered using the nearest real solution prescription. This is
consistent with the Monte Carlo expectation of 8.9 events
failing to have two reconstructed solutions.
7.2 TGC analysis













where Ω represents the ve-angle set (equivalent to phase
space for on-shell W bosons and no ISR) and f represents
the acceptance, assumed to be independent of  (valid
in the on-shell, no-ISR case). The dierential cross-sec-
tion d=dΩ is determined using the program of Bilenky
et al.[3]. For events with two solutions for the ve angles,
the average of the dierential cross-sections at the two
solutions is used.
The advantage of this unbinned maximum likelihood
approach over binned techniques, as employed in the qqqq
and qq‘‘ channel analyses, is that it uses the full ve-
angle information without any loss of information from
binning. The main disadvantage is that the na¨ve cross-
section calculation of d=dΩ does not include many of
the eects which really occur: specically the eects of
ISR and W width, detector resolution, and backgrounds.
The detector and selection acceptance is partially included
through the acceptance function f(Ω) via an approximate
analytical acceptance model.
It is essential to demonstrate that this simple t is
eective in extracting couplings and that the eects not
modelled in the t function have a relatively small influ-
ence. The implications of unmodelled eects can be per-
nicious: they can give rise to biases in the tted couplings
and in the estimations of the t errors. These issues are
addressed via Monte Carlo tests, with high statistics to
measure biases in the t, and with large numbers of sim-
ulated low-statistics experiments to calibrate the errors.
Studies are made with high-statistics Monte Carlo sam-
ples to test the biases in the t method. These biases can
arise from a variety of causes and are examined step-by-
step by considering Standard Model samples with dierent
eects included. Biases and systematic errors are derived
as described in the following, with results shown in Ta-
ble 11. In all cases the systematic errors are chosen so as
to cover the dierences in Monte Carlo models and the
full size of any bias observed. In most tests, events from
dierent Monte Carlo generators gave consistent results
and the exceptions are noted.
a) The eect of the primary ‘‘‘0‘0 selection cuts is as-
sessed by tting with the true momenta of decay lep-
tons, both before and after the selection cuts are ap-
plied, to fully simulated events. This test is made with
Monte Carlo W-pair events generated by Excalibur,
grc4f and Koralw. The modelling of the main accep-
tance eects in the function f reduces the bias from
the acceptance.
b) Fits are made using the same fully simulated events,
but tting both with the true and the reconstructed
momenta.
c) The eect of the additional W! rejection cuts on
the ‘‘‘0‘0 signal (‘ = e or ) is assessed by tting to
the reconstructed simulated signal events before and
after the cuts are applied.
d) The W−! background is next included, and the
simulated samples retted. The size of the bias, aver-
aged over the Excalibur, grc4f and Koralw sam-
ples, was found to be small. In this case, however, the
dierent generators do give dierences which are on the
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Table 11. Summary of biases, systematic errors and likelihood scale factors
derived from Monte Carlo tests for ts to the ‘‘‘0‘0 angular distribution.
Rows a) to f) show biases derived from the dierent tests discussed in the
text, together with the associated systematic errors. The last row shows
the log-likelihood scale correction applied
Source γ gz1 
a) ‘‘‘0‘0 selection {0.030.12 +0.050.05 +0.010.05
b) Detector resolution {0.070.07 {0.050.05 {0.020.02
c)  rejection {0.070.07 {0.050.05 {0.020.02
d)  background +0.020.04 {0.010.07 {0.020.03
e) 4-fermion eects {0.100.10 {0.010.02 {0.010.02
f) Low statistics tests 0.56 0.05 0.03
Combined {0.250.61 {0.070.14 {0.060.09
logL correction factor 1.17 2.07 1.39
edge of signicance: Excalibur and grc4f indicate a
small positive bias to the results, Koralw a slightly
larger negative one. The systematic error shown in Ta-
ble 11 was chosen to cover all the dierent predicted
biases. The modelling of  polarisation and decays is
one area in which some of the generators are known to
be defective, so that the dierent biases seen are not
surprising: nonetheless we quote an error large enough
to cover all three models.
e) Four-fermion eects were tested by tting Excali-
bur and grc4f samples produced either including only
the CC03 W-pair diagrams, or when all four-ferm-
ion diagrams contributing to ‘‘‘0‘0 nal states were
employed, including the contributions from extra -
nal states such as +−e e. While the two Monte
Carlo generators predict quite dierent changes in ac-
cepted cross-sections when the four-fermion eects are
included, the shifts in t results are small and com-
patible with each other. The central value of the bias
was taken to be that of Excalibur, and is listed in
Table 11. The larger of the magnitude of the bias, and
the dierence between the shifts seen with Excalibur
and grc4f, is taken as the associated systematic error.
In addition to these detailed studies with Standard
Model events, high-statistics bias tests were also made for
non-standard couplings, to ensure that the t biases are
not changing strongly with the underlying TGCs. These
tests were done separately for W-pair and full four-ferm-
ion samples. In most cases, the best ts were obtained with
values consistent with the generated couplings. Some ts,
particularly for γ , show an additional minimum sepa-
rated from the correct value, and in some cases this may t
slightly better than the generated coupling value. In one
case (γ=1 with the full four-fermion diagrams) the two
minima merge. In all cases the true generated coupling
was excluded by an amount equivalent to a logL inter-
val of less than 0.25, with the present statistics. Incorrect
second minima would in any case be removed in the full
analysis by the addition of the event rate information and
that from the other channels.
The high-statistics studies described above evaluate
the biases intrinsic to the unbinned maximum likelihood
t method. It is also essential for this tting approach to
calibrate the t errors, as they cannot be expected to be
estimated free of bias. This is done in the same way as for
the other decay channels, using many Monte Carlo sub-
samples with the same statistics as the data (30 event).
A scale correction to the logL function is calculated such
that in 68% of the subsamples the correct TGC value is
inside the error interval. The scale corrections are listed
in Table 11.
The mean of the central values of these low-statistics
ts were also compared, for each model, with the expected
bias from the high-statistics test. The results are consis-
tent for gz1 and  but dier by 0.56 for γ . The larger
of the dierences or the statistical precision of the test is
quoted as the \low statistics tests" systematic error, f), in
Table 11.
7.3 Results for the `ν``0ν`′ channel
The reconstructed cos W distribution is shown in Fig. 9
and compared with the Standard Model expectation and
dierent TGC hypotheses. The statistics is low, but the
shape is consistent with the Standard Model expectation,
as is the joint distribution of cos 1 and cos 

2 shown in
Fig. 10. In both gures there is a clear dierence visible
between the dierent high-statistics Monte Carlo predic-
tions. It is interesting to note that the correlation between
the two i angles changes with . Such an eect can only
be measured well in the ‘‘‘0‘0 channel because of the
diculty in distinguishing the quark from the antiquark
direction when a W boson decays hadronically.
The results of the ts to the 30 selected candidates
are listed in the rst row of Table 12. These results do
not include any systematic errors but they correspond to
the logL curves after adjustment with the scale factor to
obtain the correct statistical errors. The expected errors,
dened to be the r.m.s. values of the Monte Carlo subsam-
ple results, are listed in the second row of Table 12 and
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Fig. 10. Observed distribution of cos 1 vs. cos 2
in the ‘‘‘0‘0 analysis, compared to the expected
distributions from samples with standard (SM) and
non-standard couplings, as indicated. In the panels
corresponding to the Monte Carlo expectations, the
area of each box is proportional to the fraction of


















































Fig. 11. Negative log-likelihood curves obtained in
the dierent event selections: qq‘‘ (dashed lines),
qqqq (dotted lines) and ‘‘‘0‘0 (dash-dotted lines).
Each curve is obtained by combining the results
from the angular distributions and the cross-section
and setting the other two TGC parameters to zero.
Systematic errors are included. The solid line is ob-
tained by combining the three event selections
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Table 12. Fit results at dierent levels, in the ‘‘‘0‘0 channel
Level of results γ gz1 
Without systematics −1:00+0:94−0:92 −0:79+0:56−0:69 −0:29+0:34−0:38
Expected errors 1:08 0:71 0:41
Including systematics −0:74+1:23−1:16 −0:76+0:70−0:79 −0:23+0:35−0:39
Including cross-section −0:30+1:00−0:72 −0:29+0:44−0:31 −0:18+0:32−0:30
Table 13. Combined results of the three TGC parameters.





Combined results 0:11+0:52−0:37 0:01
+0:13
−0:12 −0:10+0:13−0:12
95% C.L. limits [{0.55, 1.28] [{0.23, 0.26] [{0.33, 0.16]
they are comparable with the statistical errors obtained
from the corrected logL functions.
In the next step, the logL functions are shifted to cor-
rect for the biases and convolved with the combined sys-
tematic uncertainties. The results are listed in the third
row of Table 12. Finally, the results are combined with
those of the cross-section analysis corresponding to the
‘‘‘
0‘0 channel and using the 161, 172 and 183 GeV data
samples. This combination is done by adding the corre-
sponding log-likelihood curves, and the results are listed
in the last row of Table 12.
8 Combined TGC results
The TGC results for the three event selections using the
angular distributions are combined by summing the cor-
responding logL functions. The correlation between the
systematic errors of the three results is neglected, since
most of the important sources of systematic errors are rel-
evant to a particular result and not common to all three
of them. The logL functions obtained for the dierent
couplings are shown in Fig. 12. Adding these functions
to those obtained using the total cross-section yields the
combined logL functions which are plotted in Fig. 12. Ta-
ble 13 lists the combined results.
To study correlations between the three TGC param-
eters we also extract the logL as a function of all three
variables, γ , gz1 and . Figure 13 shows the 95% C.L.
contour plots obtained from two-dimensional ts, where
the third parameter is xed at its Standard Model value
of zero. We also perform a three-dimensional t, where all
three couplings are allowed to vary simultaneously. The
corresponding projections are plotted as dashed contour
lines in Fig. 13. As can be seen, the allowed range for each
parameter is extended when the constraints on the other
two parameters are removed.
These three-dimensional ts can be used to obtain re-
sults for any other set of TGC parameters, as long as
relations (1) between the ve couplings are satised. For
example, we determine the  parameters used in our previ-
ous publications [9,11] to be B=0:11+0:52−0:37, W=−0:04
 0:09 and W=−0:10+0:13−0:12. The result on each  param-
eter is obtained assuming that the other two parameters
vanish.
9 Summary and conclusions
Using a sample of 877 W+W− candidates collected at LEP
at a centre-of-mass energy of 183 GeV, we measure the
total cross-section of,
(e+e−!W+W−) = 15:43  0:61  0:26 pb
under the assumption that the W boson decay branching
fractions and distributions of production and decay angles
are all according to the Standard Model expectations.
A measurement of the W branching fractions is made
using the combined 161 GeV, 172 GeV and 183 GeV
data samples. The results for the dierent leptonic de-
cay channels are consistent with each other, as expected
from lepton universality. Assuming Standard Model to-
tal cross-section and lepton universality, we obtain the
hadronic decay fraction to be (67:9  1:2  0:5)%. From
this result, a value for the CKM mixing matrix elements
jVcsj = 0:990:060:02 is extracted, using also the mea-
surements of the other matrix elements not involving the
top quark.
The total cross-section measurement, being consistent
with the Standard Model prediction of 15.72 pb−1, can be
used to place limits on anomalous triple gauge boson cou-
plings. Those couplings are also investigated in an inde-
pendent way, using the W-pair production and decay an-
gular distributions for qq‘‘, qqqq and ‘‘‘0‘0 nal states.
The W+W−!qq‘‘, being the most sensitive channel for
this study, is analysed by three dierent methods, one
of them utilising for the rst time the spin density ma-
trix of the W decay. All three methods lead to consistent
results. The spin density matrix is used to measure the
cross-sections to produce transversely and longitudinally
polarised W bosons. Integrating over all angles, the frac-
tion of longitudinally polarised W bosons is determined to
be 0.2420.0910.023.
The TGC measurements for all decay channels are




















































Fig. 12. Negative log-likelihood curves obtained us-
ing dierent sources of information on the TGCs.
The curves for each TGC parameter are obtained
setting the other two parameters to zero. The
dashed lines are obtained from the angular distri-
butions, and the dotted lines from the total cross-
section. All W decay channels are used and system-
atic errors are included. The solid line is obtained

































Fig. 13. The 95% C.L. two-dimensional correlation
contours for dierent pairs of TGC parameters. The
solid lines are obtained by varying two parameters
and xing the third one to zero, which is the Stan-
dard Model value. The dashed lines show the pro-
jections of the three-dimensional condence regions
obtained by varying all three parameters. The star
indicates the best three-parameter t values. These
results are obtained from all cross-section data as
well as angular distributions of all qq‘‘ and 183
GeV qqqq data
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where each parameter is determined setting the other two
parameters to zero. The precision of these results is com-
parable to the latest D0 results obtained from boson pair
production at the Tevatron pp collider [8]. These results
supersede those from our previous publications [9,11].
They are all consistent with the Standard Model value
of zero.
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