In the first part of this paper, we constructed a filtered U(r)-equivariant stable homotopy type called the spectrum of strict broken symmetries sBSy(L) of links L given by closing a braid with r strands. We further showed that evaluating this spectrum on suitable U(r)-equivariant cohomology theories gives rise to link homology theories. More precisely, the filtration of sBSy(L) induces a spectral sequence of link invariants that converges to the cohomology of the limiting spectrum sBSy ∞ (L). In this followup, we apply Borel equivariant singular cohomology H * U(r) to our construction. We show that the E 2 -term is isomorphic to an unreduced, integral form of triply-graded link homology, whose value on the unknot is Z[x] ⊗ Λ(y) with the degrees of x and y being 2 and 1 resp. More precisely, we show that the E 1 -term of the spectral sequence is isomorphic to the Hochschild-homology complex of Soergel bimodules that was shown by M. Khovanov in [5] to compute triplygraded link homology. A similar result is shown to hold for equivariant K-theory. CONTENTS 1. Introduction 1 2. Borel equivariant cohomology of Broken symmetries and Soergel bimodules 3 3. A note on equivariant K-theory 11 4. Appendix: Calculations in Borel equivariant cohomology 13
INTRODUCTION
In [2] , we constructed a U(r)-equivariant filtered homotopy type sBSy(L), called the spectrum of strict broken symmetries, which was an invariant of links L. The aim of this article is to apply Borel equivariant singular cohomology H * U(r) to the above construction, and to invoke the filtration to set up a spectral sequence that converges to the cohomology of the limiting value sBSy ∞ (L) of the fitration. Even though the limiting invariant is a rather simple link invariant, the pages E q (L) for q ≥ 2 are more subtle link invariants. We identify the E 2 -term of our spectral sequence with an unreduced, integral form of triplygraded link homology [5] . Indeed, we show that the E 1 -term of our spectral sequence can be identified with the complex of Hochschild homologies of Bott-Samelson Soergel bimodules associated to braid words, so that the cohomology of the resulting complex computes triply graded link homology as shown by M. Khovanov in [5] . A similar story holds with H * U(r) replaced by equivariant K-theory K * U(r) .
by i≤r Z x i so that the simple roots α i are expressed in this basis by x i − x i+1 . Let h i , 1 ≤ i < r denote the co-roots, so that α j (h i ) = a ij are the entries in the Cartan matrix for U(r). In this article, we often require a basis of weights constructed out of dual co-roots. This basis {h * i , 1 ≤ i ≤ r} is defined in term of the generators x j as follows h * i = j≤i x j , in particular, we have h * i (h j ) = δ i,j for j < r.
The action of the Weyl group, whose generators we will also denote by σ i , acts on the weights. The action of σ i on a weight α is given by
Notice that by definition h * r is the central character that is invariant under the Weyl group. Let G i ⊆ U(r) denote the parabolic subgroup generated by the torus T and having roots ±α i . Let ζ i denote the virtual G i representation g i − rR, where g i is the adjoint representation of G i denoted by Ad, and rR is the trivial representation of dimension r. Notice that the restriction of ζ i to T is isomorphic to the root space representation α i (as a real representation). Let S −ζ i denote the sphere spectrum for the virtual G i representation −ζ i defined as in [2] (definition 2.3).
Consider a general indexing sequence for arbitrary braid words I := {ǫ i 1 i 1 , · · · , ǫ i k i k }, where i j < r, and ǫ j = ±1. Assume that w = w I := σ ǫ i 1 i 1 · · · σ ǫ i k i k . Recall the U(r)-spectrum of broken symmetries [2] (definition 2.4), BSy(w I ) := U(r) + ∧ T BSy T (w I ), where
The T × T -action on H i is defined by demanding that an element (t 1 , t 2 ) ∈ T × T acts on S −ζ i ∧ G i+ by smashing the action Ad(t 1 ) * on S −ζ i with the standard T × T action on G i+ given by left (resp. right) multiplication. As before the T -action on BSy T (w I ) is by conjugation on the first and last factor. It is clear that each bundle ζ i above represents a U(r)-equivariant vector bundle over U(r) × T (G i 1 × T · · · × T G i k ) := BSy(w I + ), where I + is the indexing set obtained from I by replacing each ǫ j with 1. By construction BSy(w I ) is the corresponding equivariant Thom spectrum over BSy(w I + )
BSy(w I ) = BSy(w I + ) −ζ I , where ζ I := i j ∈I|ǫ i j =−1 ζ i j . Given a braid word w I , for I = {ǫ i 1 i 1 , · · · , ǫ i k i k }, let 2 I denote the set of all subsets of I. Let us define a poset structure on 2 I generated by demanding that nontrivial indecomposable morphisms J → K have the form where either J is obtained from K by dropping an entry i j ∈ K (i.e. an entry for which ǫ i j = 1), or that K is obtained from J by dropping an entry −i j (i.e an entry for which ǫ i j = −1). The construction BSy(w J ) induces a functor from the category 2 I to U(r)-spectra. More precisely, given a nontrivial indecomposable morphism J → K obtained by dropping −i j from J, the induced map BSy(w J ) → BSy(w K ) is obtained by applying the map of [2] (claim 2.5). Likewise, if J is obtained from K by dropping the factor i j , then the map BSy(w J ) → BSy(w K ) is defined as the canonical inclusion. let I + ⊆ I denote the terminal object of 2 I given by dropping all terms −i j from I (i.e. terms for which ǫ i j = −1). Define the poset category I to the subcategory of 2 I given by removing I + .
The filtered U(r)-spectrum F t sBSy(w I ) of strict broken symmetries is defined via the cofiber sequence of equivariant U(r)-spectra
where I t ⊆ I consisting of objects no more than t nontrivial composable morphisms away from I + . We define F 0 sBSy(w I ) = BSy(w I + ), and F k = * for k < 0.
The normalized spectrum of strict broken symmetries sBSy(L) is defined as
where Σ l(w I ) denotes the suspension by l(w I ) := l − (w I )−2l + (w I ) with l + (w I ) being the number of positive and l − (w I ) being the number of negative exponents in the presentation w I for w in terms of the generators σ i . Also, sBSy(w I )[δ I ] denotes the filtered spectrum sBSy(w I ) with a shift in indexing given by F t sBSy(w I )[δ I ] := F t+δ I sBSy(w I ), with δ I being one-half the difference between the cardinality of the set I, denoted by |I|, and the mimimal word length |w|, of w
Our goal now is to apply Borel equivariant cohomology H * U(r) to our construction.
Definition 2.3. (Borel equivariant singular cohomology)
Borel equivariant cohomology of a U(r)-spectrum X is defined as the singular cohomology of the Borel construction X ∧ U(r) EU(r) + , where EU(r) denotes the free contractible U(r)-CW complex.
The next definition and theorem describe the structure of the equivariant cohomology of BtS(w I ), and the following theorem describes the cohomology of BSy(w I ).
Definition 2.4. (Schubert classes for Bott-Samelson varieties)
For any i j ∈ I, let I 1 j = {i 1 , . . . , i j−1 }. Define τ (j) and π(j) to be the maps
) as a H * T -module that satisfies δ 2 = −α δ. Here i j = s, and α := x s − x s+1 denotes the character of the standard positive simple root α s of U(r) that corresponds to the parabolic subgroup G i j . In particular, we have the relation
. Notice that BtS(w I ) supports two equivariant maps to U(r)/T defined as
These maps endow H * U(r) (BtS(w I )) with a bimodule structure over H * T .
The maps and generators identified in the above definition allow us to describe the equivariant cohomology of Bott-Samelson varieties and the space of broken symmetries 
.
Moreover, for any weight α, the character α ∈ H 2 T satisfies the following recursion relations
with α(h u ) denoting the value of the weight α evaluated on the coroot h u . Furthermore, the behaviour under inclusions J ⊆ I, is given by setting all δ t = 0 for i t ∈ I/J. Theorem 2.6. Let I = {i 1 , i 2 , . . . , i k } denote a (positive) indexing sequence with i j < r. Let ν(I) be the (unordered) set of integers s < r such that s occurs somewhere in I. Given s ∈ ν(I), let ν(s) denote the number of times it occurs in I, and let I s ⊂ I denote the indexing subsequence I s = {i s 1 , i s 2 , . . . , i s ν(s) } of all elements i t ∈ I so that i t = s. Then, for any s ∈ ν(I), with the property that ν(s) = 1, there exists a class β s ∈ H 3 U(r) (BSy(w I ). Likewise, for any index t / ∈ ν(I), there exists a class ǫ t ∈ H 1 U(r) (BSy(w I )) so that there is map of H * U(r) (BtS(w I ))-modules ζ :
is defined by pulling back the generator of H 1 (S 1 ) along the map from BSy T (w I ) to U(r) induced by group multiplication, followed by the determinant map U(r) → S 1 . If I is redundancy free, i.e. has the property that ν(s) = 1 for all s ∈ ν(I), then the map ζ is an isomorphism. More generally, given any redundancy free subsequence I 0 ⊆ I with the property ν(I 0 ) = ν(I), then square free monomials in the generators δ i , i ∈ I/I 0 generate a length filtration of H * U(r) (BSy(w I )) so that the associated graded module Gr ∂ H * U(r) (BSy(w I )) is isomorphic to
where we consider H * U(r) (BtS(w I )) as an H * U(r) (BtS(w I 0 ))-module by identifying δ j , j ∈ I 0 , with their namesakes δ j , j ∈ I. Moreover, given the inclusion J ⊂ I, so that J = I − {i j }, the induced map in equivariant cohomology is either given by the setting the class δ j to zero in the case ν(J) = ν(I), or the injective map given by setting β s as the class [α s ] j ǫ s , if i j = s = ν(I)/ν(J).
The proofs of theorems 2.5 and 2.6 are proven in the Appendix. Instead, let us explore how these results relate to Soergel bimodules and triply graded link homology. Theorem 2.7. Given an indexing set I = {i 1 , . . . , i k }, the equivariant cohomology H * U(r) (BtS(w I )) is isomorphic as bimodules to the "Bott-Samelson" Soergel bimodule [12] given by a tensor product
where H * G i denotes the G i -equivariant cohomology of a point. Finally, the equivariant cohomology H * U(r) (BSy(w I )) is isomorphic as H * T -modules to the Hochschild homology of the bimodule H * U(r) (BtS(w I )) with coefficients in the bimodule H * T .
Proof. Let EU(r)-denote the free contractible U(r)-complex that defines the universal principal G-bundle. Let us begin by noticing that one has a pullback diagram
where τ is induced by the right action of G i on EU(r), and the map π by the projection G i /T −→ pt. Now all the spaces in the above diagram have torsion free, evenly graded cohomology, and so we can invoke the Eilenberg-Moore spectral sequence [15] to calculate the cohomology of the pullback. The spectral sequence collapses to the above tensor product of the two copies of H * T over H * G i since H * T is a free module over H * G i .
Notice also that H * U(r) (BtS(σ i )) is a free H * T module under either the left or the right module structure as can be verified directly, or by using the fact that the Serre spectral sequence of the fibration given by the map π collapses (since both the fiber and base have evenly graded cohomology). Now consider the pullback diagram of definition 2.4. Inductively using freeness over H * T , and the Eilenberg-Moore spectral sequence we get the iterated tensor product decomposition for H * U(r) (BtS(w I )) as claimed in the statement of the theorem.
It remains to identify H * U(r) (BSy(w I )) with the Hochschild homology of H * U(r) (BtS(w I )) with coefficients in H * T . For this, consider the principal T -fibration given by the canonical projection
It is easy to see that this fibratrion is classified by the map
where the first map is given by the product of the maps defined in definition 2.4 that endow H * U(r) (BSy(w I )) with a bimodule sructure, and the second map represents the map that classifies the difference map T × T → T , (s, t) −→ st −1 .
We now consider the Serre spectral sequence for the fibration defined above. Let us pick generators {ǫ 1 , . . . , ǫ r } ⊂ H 1 (T, Z) = H 2 T to be the dual co-roots h * 1 , . . . , h * r defined in the beginning of this section. The E 2 -term of the Serre spectral sequence computing H * U(r) (BSy(w I )) is given by
. This complex is the standard Koszul complex that computes the Hochschild homology of the bimodule H * U(r) (BtS(w I )) with coefficients in H * T . In order to prove the statement in the theorem, it is sufficient to show that the spectral sequence collapses at E 3 . In order to establish this, we will proceed as follows.
First we will filter the above complex so as to set up an (algebraic) spectral sequence that converges to the Hochschild homology. Then we will see that the E 1 -term of that algebraic spectral sequence (i.e. the complex obtained after the first nontrivial differential) agrees with the associated graded of the cohomology of H * U(r) (BSy(w I )) as established in theorem 2.6. It follows that there can be no further differentials, and that the Hochschild homology computed via the above Koszul complex agrees with H * U(r) (BSy(w I )) up to an associated graded quotient. However, theorem 2.6 shows that H * U(r) (BSy(w I )) is a free H * T -module. So there are no H * T module extension problems and we are done.
It therefore remains to construct the algebraic spectral sequence mentioned above. To do so, we pick a subset I 0 ⊆ I as in theorem 2.6 so that I 0 is redundancy free and that ν(I 0 ) = ν(I). We then filter the above Koszul complex by the monomial-length filtration in terms of square free monomials in δ j for j ∈ I/I 0 . Now consider the Koszul differentials. By using the recursion relation in theorem 2.5, we see that the differential is given by
The recursion also tells us thatδ 2 s + α sδs = 0 up to lower filtrations (i.e. it is expressible in terms of square free monomials of length at least two). It follows that β s := ǫ s (δ s + α s ) is a cycle for s ∈ ν(I) at the E 1 stage.
It now follows easily that as a H * U(r) (BtS(w I ))-module, the E 1 -term of this algebraic spectral sequence is isomorphic to an exterior algebra on the classes ǫ s for s / ∈ ν(I) and β s for s ∈ ν(I). The only relation is the relationδ s = 0 for all s ∈ ν(I). This is precisely the structure of the associated graded of H * U(r) (BSy(w I )) we described in theorem 2.6. There can be no more differentials, and we are therefore done with the proof of the theorem. Remark 2.8. In [2] (see remark 6.6), we pointed out that the filtered equivariant homotopy type sBSy(w I ) ∧ T S 0 is independent of the Braid and inversion relations, where we take the T -orbits under the right T -action on sBSy(w I ). In particular, it lifts the chain complexes of Bott-Samelson Soergel bimodules studied by Rouquier in [13, 14] .
It remains to establish the existence of the spectral sequence, whose E 1 -term is isomorphic to an integral form of Hochschild homologies of Soergel bimodules. Theorem 2.9. One has a spectral sequence with E 1 -term given by
(sBSy ∞ (L)).
The differential d 1 is the canonical simplicial differential induced by the functor in [2] (definition 2.6). In addition, the terms E q (L) are invariants of the link L for all q ≥ 2. Furthermore, the E 2 -term of this spectral sequence is isomorphic to an unreduced, integral form of triply-graded link homology as defined in [5, 6] whose value on the unknot is H *
Proof. In order to prove the above theorem we need to verify one condition that is easily done. The condition [2] (remark 6.5) referred to above ensures the existence of the associated graded spectral sequence converging to H * U(r) (sBSy ∞ (L)). Let us recall this condition.
In [2] , we considered a certain quasi-equivalence of filtered U(r)-spectra (details will be given momentarily)
Then the relevant condition demands that the fiber inclusion map on the associated graded
be surjective in Borel equivariant singular cohomology. The only indices that satisfy the above parameters in the case of U(r) are consecutive indices j = i + 1 < r and with m = 2. Now the spectra Gr r sBSh (i,i+1,2) (w I ) and Gr r sBSh (i,i+1,3) (w I ) are coproducts of other U(r)-spectra indexed on the same set, and so the relevant condition comes down to verifying a condition on the individual summands.
In order to describe the above objects, let us recall the definition of broken Schubert spectra [2] (definition 5.6).
Given indices i, j < r, let Sh i,j,i denote the T × T -space given by the pullback diagram
where X i,j,i is the image if the following canonical map under group multiplication
where T ×T acts on G via left/right multiplication. Given any positive indexing sequence of the form I = {i 1 , . . . , i k , i, j, i}, we may construct the spectrum of broken Schubert spectra defined as the suspension spectrum of the space
with the T -action on G i 1 × T · · ·× T G i k × T Sh i,j,i being endpoint conjugation as before. Similarly, we may define the broken Schubert spectra BSh (i,j,2) (w I ). However, these spectra agree with the spectra of broken symmetries.
We now prove a claim that is the heart of the argument that will feed directly into the proof of theorem 2.9
Claim 2.10. Let i and j be indices with j = i+ 1 < r. Given a positive sequence J = {i 1 , . . . , i k }, consider positive indexing sequences
so that J ⊂ I ′ and J ⊂ I ′′ ⊂ I in the obvious fashion. Then one has a diagram of cofiber sequences of U(r)-equivariant spectra, which is functorial in J
is defined by the multiplication in the last two factors. Furthermore, the maps ι I and ι I ′′ are surjective in Borel equivariant singular cohomology.
Proof. The existence of the commutative square in the right, and its functoriality in J follows from the definition of the spaces in question. Furthermore, by [2] (lemma 5.7), the spaces in the right square is a pushout, and consequently the map f is an equivalence. It is clear that the map µ is split and so the map ι I ′′ is surjective in any cohomology theory. Let us pick the splitting h induced by the inclusion I ′ ⊂ I ′′ by including the index i as i k+3 in terms of the indexing sequence
From the choice of h, it follows that the image of the map ι I ′′ is isomorphic to the ideal generated by the Schubert class δ k+1 in terms of theorem 2.6. We will now proceed to show that the map g is surjective onto the cohomology of Z I ′′ , which we will identify as the ideal generated by δ k+1 . We consider two cases. The first we consider is when the index j belongs to the indexing set J. In that case, theorem 2.6 tells us that the map g is surjective and so obviously surjective onto the kernel of the map h.
The only other case to consider is when j does not appear in the indexing sequence J. In this case, theorem 2.6 tells us that the image of g contains the submodule generated by the class
). But the recursion relation in 2.5 gives us the relation
Since [α j ] k+1 belongs to the image of µ, we observe that the image of g in cohomology surjects onto the ideal generated by δ i k+1 modulo the image of µ, which is what we wanted to prove.
Let us now complete the proof of 2.9. By theorem [2] (theorem 8.6), theorem 2.9 follows once we have verified [2] (claim 6.5). This claim is essentially the claim 2.10 above with only two cosmetic differences. The first involves working with Thom spectra instead. The Thom isomorphism theorem comes to our rescue here. The only other difference involves working with the subsequence {i, j, i} anywhere in the sequence I and not just at the terminating three spots. This is again not an issue since we can invoke the first Markov property to move the subsequence to the end.
A NOTE ON EQUIVARIANT K-THEORY
Essentially all the results from the previous sections continue to hold with Borel equivariant singular cohomology replaced by equivariant K-theory. In particular, K * U(r) (sBSy ∞ (L)) is a link invariant that can be computed by means of a spectral sequence as in theorem 2.9. Even though we do not verify it, it is likely that the E 1 -term of this spectral sequence is a variant of Hochschild homology of the K-theory based Soergel bimodules K * U(r) (BtS(w I )). Theorem. One has a spectral sequence with E 1 -term
The differential d 1 is the canonical simplicial differential induced by the functor in [2] (definition 2.6). In addition, the terms E q (L) are invariants of the link L for all q ≥ 2.
For the benefit of the reader, we explicitly describe the equivariant K-theory of the relevant objects below. In [3] , we will dig deeper into equivariant K-theory by studying a Loop equivariant K-theory, and show that the corresponding spectral sequence and the underlying link invariant are closely related to sl(n)-link homology. In what follows, we set the representation ring of T as K 0
in terms of the standard generators, where we have used the abusive notation of expressing the multiplicative character corresponding to the linear character x i , also by the notation x i (as opposed to e x i ).
Before we begin with the description of the equivariant K-theory of the spaces BtS(w I ) and BSy(w I ), let us point out an important piece of structure the spectral sequence based on equivariant K-theory admits. More precisely, we have the action of the Adams operations Ψ l on the spectral sequence. These operations are unstable operations, in that one may only define them on the equivariant K-theory of spaces, and not spectra. As such, they act on the spectral sequence for links L with a positive presentation. In order to extend them to spectra, one is required to invert the integer l. The action of Ψ l can be described in a straightforward way on the representation ring K 0 T . More precisely, the operation Ψ l is multiplicative and additive, and has the property
Example. Let us consider the example of the Hopf-link L described by the presentation σ 2 , with σ ∈ Br(2) being the generator. By [2] (theorem 2.12), sBSy ∞ (L) is equivalent to the Thom spectrum Σ −2 (U(2) + ∧ T S α⊕α ) ∧ T + , where S α⊕α denotes the one point compactification of the root-space representation added to its conjugate. Then the action of Ψ l on the Thom class Th in K 0 U(2) (sBSy ∞ (L)) is given by
where we use x and y to denote the two standard generators x 1 and x 2 .
The next definition and theorem describe the structure of the equivariant K-theory of BtS(w I ), and the following theorem describes that of BSy(w I )
Definition. (Schubert classes in equivariant K-theory for Bott-Samelson varieties)
Recall the pullback diagram 2.4. Define ∂ j ∈ K 0 U(r) (BtS(w I )) as the pullback class τ (j) * (∂), where ∂ ∈ K 0 U(r) (BtS(σ i j )) is the (unique) generator of K 0 U(r) (BtS(σ i j )) as a K 0 T -module that satisfies ∂ 2 = (e αs − 1)∂. Here i j = s, and e αs := x s x −1 s+1 denotes the character of the standard positive simple root α s of U(r) that corresponds to the parabolic subgroup G i j . In particular, we have the relation
We may now describe by the U(r)-equivariant K-theory of BtS(w I ) using these generators 
Moreover, for any weight α, the character e α ∈ K 0 T satisfies the following recursion relations Likewise, for any index t / ∈ ν(I), there exists a class ǫ t ∈ K 1 U(r) (BSy(w I )) so that there is map of K * U(r) (BtS(w I ))-modules ζ :
and ǫ det ∈ K 1 U(r) (BSy(w I )) is defined by pulling back the generator of K 1 (S 1 ) along the map from BSy T (w I ) to U(r) induced by group multiplication, followed by the determinant map U(r) → S 1 . If I is redundancy free, i.e. has the property that ν(s) = 1 for all s ∈ ν(I), then the map ζ is an isomorphism. More generally, given any redundancy free subsequence I 0 ⊆ I with the property ν(I 0 ) = ν(I), then square free monomials in the generators ∂ i , i ∈ I/I 0 generate a length filtration of K * U(r) (BSy(w I )) so that the associated graded module Gr ∂ K * U(r) (BSy(w I )) is isomorphic to
where we consider K * U(r) (BtS(w I )) as an K * U(r) (BtS(w I 0 ))-module by identifying ∂ j , j ∈ I 0 , with their namesakes ∂ j , j ∈ I. Moreover, given the inclusion J ⊂ I, so that J = I − {i j }, the induced map in equivariant K-theory is either given by the setting the class ∂ j to zero in the case ν(J) = ν(I), or the injective map given by setting β s as the class ([1 − e αs ] j ) ǫ s , if i j = s = ν(I)/ν(J).
APPENDIX: CALCULATIONS IN BOREL EQUIVARIANT COHOMOLOGY
The task we aim to achieve in the Appendix is to compute the Borel equivariant cohomology of spaces of the form BSy(w I ) for some positive indexing sequence I. The answer will be expressed in terms of the Borel equivariant cohomology of the Bott-Samelson spaces BtS(w I ). And so we will begin with the structure of the latter.
Consider the Bott-Samelson variety BtS(σ i ) = U(r) × T (G i /T ), where σ i ∈ Br(r) is the standard braid for 1 ≤ i < r. Then we have Pinching off the section s gives rise to a cofiber sequence which splits into short exact seqences in equivariant cohomology The above short exact sequence shows that λ is uniquely determined by the fact that it restricts trivially along s * (by construction) and restricts to the element −α along s * σ i since −α is the Euler class of the representation α. The generator 1 ∈ H 0 U(r) (BtS(σ i )) clearly restricts to 1 ∈ H 0 T along both fixed points. It now follows that any element in H * U(r) (BtS(σ i )) is uniquely determined by its restrictions along these two fixed points. Applying this observation to λ 2 yields the relation
Our generator δ is simply defined as λ. It is straightforward to see that δ is the unique class with the property that δ 2 + α δ = 0.
Remark 4.2. Consider the map
Then, given γ ∈ H * U(r) (U(r)/T )) = H * T , we my ask to express the element ρ * i (γ) in terms of our generators {1, δ}. This is easily done by using the restrictions along the two fixed points. Expressing ρ * i (γ) as ρ * i (γ) = a + b δ, we may restrict along s * to deduce that a = γ. Then restricting along s * σ i says that b = γ−σ(γ) α .
Let us now recall the definition 2.4 of Bott-Samelson varieties and their Schubert classes. For any i j ∈ I, let I 1 j = {i 1 , . . . , i j−1 }, we considered the maps τ (j) and π(j) τ (j) :
We defined classes δ j ∈ H 2 U(r) (BtS(w I )) to be the pullback class τ (j) * (δ), where δ is the (unique) generator of H * U(r) (BtS(w i j )) as a H * T -module that satisfies δ 2 + α δ = 0. Here i j = s, and α s := x s − x s+1 denotes the character of the positive root of U(r) denoted by α s . In particular, we have the relation Proof. The proof of the above theorem is a simple induction argument. Let I = {i 1 , . . . , i k } as above. Assume that the classes {δ i 1 , . . . , δ i k } have been constructed as in definition 2.4. Consider the indexing subsequence J k = {i 1 , . . . , i k−1 }. One has a bundle with fiber G i k /T
As before, the above fibration supports two sections s J and s J,σ k induced by the two cosets
one has a diagram of cofiber sequences induced by the inclusion of the section s
By induction, the classes {δ i 1 , . . . , δ i k−1 } restrict to generators of H * U(r) (BtS(w J k )). So by degree reasons, we see that the above diagram gives rise to a diagram of short exact sequences in equiariant cohomology. In particular, we see that H * U(r) (BtS(w I )) is a free module of rank two on H * U(r) (BtS(w J k )) generated by the classes {1, λ k }, where λ k is the image of the Thom class in H * U(r) (Σ α i k BtS(w J k )). By theorem 4.1, and using naturality, we see that this class is δ i k . This completes the induction argument. It remains to prove the recursive relation formula. This follow from unraveling the formula in remark 4.2.
We now move to the the proof of theorem 2.6. The proof is fairly long and technical and so before we begin with the proof, let us briefly outline the main steps in the argument. We begin an induction argument with I being the empty set, for which we know the result. In order to proceed with the induction argument, we first recall the space
Even though we have considered BSy T (w I ) as a T -space under conjugation, let us observe that BSy T (w I ) extends to a T × T -space, with an element (t 1 , t 2 ) acting via (t 1 , t 2 )[(g 1 , . . . , g k )] := [(t 1 g 1 , g 2 , . . . , g k−1 , g k t 2 )].
As such, we have the decomposition
with the other T -action being the conjugation action on both factors, and the inner Taction being the right, left actions on the two factors respectively. Then consider two cases. The first case is when the index i k does not occur in J. In this case, the last factor may be altered to obtain a direct product of T -spaces. This allows us to compute the equivariant cohomology of BSy T (w I ). The second case we consider is when i k occurs in J. In this case, we collect all the factors BSy T (w it ) so that i t = i k , and set up a spectral sequence converging to H * U(r) (BSy(w I )), whose E 2 -term is informed by the induction assumption. By degree reasons, this spectral sequence collapses at E 2 confirming the induction step. . . , i s ν(s) } of all elements i t ∈ I so that i t = s. Then, for any s ∈ ν(I), with the property that ν(s) = 1, there exists a class β s ∈ H 3 U(r) (BSy(w I ). Likewise, for any index t / ∈ ν(I), there exists a class ǫ t ∈ H 1 U(r) (BSy(w I )) so that there is map of H * U(r) (BtS(w I ))-modules ζ :
and ǫ det ∈ H 1 U(r) (BSy(w I )) is defined by pulling back the generator of H 1 (S 1 ) along the map from BSy T (w I ) to U(r) induced by group multiplication, followed by the determinant map U(r) → S 1 . If I is redundancy free, i.e. has the property that ν(s) = 1 for all s ∈ ν(I), then the map ζ is an isomorphism. More generally, given any redundancy free subsequence I 0 ⊆ I with the property ν(I 0 ) = ν(I), then square free monomials in the generators δ i , i ∈ I/I 0 generate a length filtration of H * U(r) (BSy(w I )) so that the associated graded module Gr ∂ H * U(r) (BSy(w I )) is isomorphic to
Proof. Before the we begin the actual proof, let us comment on the part of the theorem that is straightforward to prove. Namely, we will construct the classes ǫ t and ǫ det , as well as point out why the classesδ s yield relations in cohomology. We begin with the relations. In order to see this, notice that the proof of theorem 2.7 shows that the left and right H * T -module structures must agree on H * U(r) (BSy(w I )). Therefore the class τ (I) * (h * s ) − π(I) * (h * s ) ∈ H * U(r) (BtS(w I )) must give rise to a relation in cohomology, where τ (I) and π(I) were the maps defined in definition 2.4. From the recurrence relation given in theorem 4.3, we may write the above difference as the class
This shows that the classesδ s yield relations. Let us now define the classes ǫ t for all indices t / ∈ ν(I) as well as the class ǫ det . To see this, notice that the set ν(I) determines a parabolic subgroup of U(r) of semisimple rank being the cardinality of the set ν(I). This parabolic subgroup is precisely the group generated by the groups G i for i ∈ ν(I). It follows that the maximal torus T can be factored as
where T I is generated by all the rank-one tori of the co-roots exp(iRh s ) for s ∈ ν(I), and T ǫ is a complimentary torus so that the groups G i for i ∈ I admit a decomposition of the form G i = G I,i ⋊ T ǫ . In particular, we have a split fibration
The cohomology of T ǫ is generated by the classes ǫ t and ǫ det that we seek.
Case I
We now begin the main body of the proof. We will prove theorem 4.4 by induction on the length of the indexing sequence. We split the induction into two cases and begin with the case ν(J) ν(I). Let I be the positive indexing sequence I = {i 1 , . . . , i k }. By the use of the first Markov property, we may work with the special case where J is obtained from I by dropping the last index so that J = {i 1 , . . . , i k−1 }. Let us express the block diagonal group G i k ⊆ U(r) as the group T r−2 × U(2) by reordering the standard basis of C r if necessary. We consider the new basis of the diagonal torus T r ⊂ U(r) of the form T 0 × T 2 , where T 2 is the standard basis of the diagonal maximal torus in U(2) ⊂ G i k , and T 0 is the rank (r − 2)-torus endowed with the coroot basis exp(iRh u ), u = i k , where h u denotes the co-root corresponding to the simple root α u .
Having chosen the above basis, notice that we may express any block diagonal group G i j for i j = i k as the form G 0,i j ⋊ T 2 , where G 0,i j has maximal torus T 0 . In particular, we have a decomposition as topological-spaces
Equivariantly, the above decomposition results in a product decomposition of T -spaces
with T -acting by conjugation on both factors. Now consider the space BSy T (w J ) = BSy T 0 (w J ) × T 2 above. Note that each group G i j for j = k, belongs to a canonical subgroup G 0 ⊂ U(r) given by the Levi factor in the parabolic subgroup obtained by deleting the node i k in the Dynkin diagram for U(r). Since G 0 is a (product) of special unitary groups of strictly lower rank, we see that EU(r) × U(r) BSy(w J ) is equivalent to a product so that the inclusion ι : ∆ ⊂ SU(2) is induced by a map of diagrams with ι : S 0 ⊂ SU(2)/∆ being given the the inclusion of the two ∆-fixed points. In particular, we have a map between the following two pushouts induced by ι.
The Mayer-Vietoris sequences for each pushout shows that
, where β restricts to −αǫ using the proof of therem 4.1. This completes the proof of the induction statement for Case 1.
Case II
We now move to the second case. As before, by using the first Markov property, we may assume that J is obtained from I by dropping the last index i k . We further assume that the index i k appears somewhere in the indexing sequence J. In other words, we consider the case when ν(I) = ν(J). Assume that s = i k , so that ν(s) > 1 and let I s = {i s 1 , i s 2 , . . . , i k }.
Similar to the earlier decomposition, we begin with the following decomposition of Tspaces
We may idenitfy G s with T r−2 × U(2), as before so that the above decomposition may be written as
with the factor SU(2) occuring at the spots {i s 2 , . . . , i k }, and ∆ corresponds to the skew diagonal maximal torus of SU(2).
Our strategy is to start with the the indexing subsequence J 0 = I/{i s 2 , . . . i k } obtained by removing all but one copy of SU(2) above, and to sequentially insert the others in a manner that allows us to prove theorem 4.4 for each augmented sequence by an induction argument. More precisely, we consider the family of sequences
Case I allows us to begin our induction argument by confirming the statement of theorem 4.4 for BSy(w J 0 ) assuming that we knew the statement for all indexing sequences for which s / ∈ ν(I). In other words, our proof happens one index s at a time. We now proceed with induction by constructing a principal ∆-bundle of T -spaces given by
) is defined as the spacẽ
where the left-right ∆ × ∆-orbits at the s r -st spot is replaced by a single two-sided ∆-orbit defined via the following action of λ ∈ ∆ on U(r)
Our strategy is to first understand the equivariant cohomology ofB Sy(w J r−1 0 ) and then use a spectral sequence to compute the equivariant cohomology of the quotient of the (free) ∆-action on it, which we have identified with the space BSy(w J r 0 ). Applying the homotopy pushout result [1] to the s r -th factor in the expression forB Sy(w J r−1 0 ) gives rise to a gives rise to a pushout diagrams of U(r)-spaces fibering over the space
where BSy(w J r−1 0 )×(SU(2)/∆) denotes a fibration over BSy(w J r−1 0 ), with structure group ∆, and with fiber being the left ∆-space SU(2)/∆. As before, we may compare the above pushout with the following pushout diagram over BSy(w J r−1
As in Case I, we can compare the Mayer-Vietoris sequences to deduce that the equivariant cohomologies have the following form for degree one and degree three classes τ and ∂ τ respectively
where ∂ τ restricts to the class −[α s ] sr τ .
Notice that both the above cohomologies are comodules over the exterior coalgebra given by the cohomology of Λ(τ ) = H * (∆), with coaction induced by the principal ∆-action µ
and identifying the left hand side with H * U(r) (BSy(w J r−1 0 )) ⊗ Λ(τ ), and the right hand side with H * U(r) (BSy(w J r−1 0 )) ⊗ Λ(τ ) ⊗ Λ(τ ). Our first order of business is to show that the coaction µ * is standard. In other words, let us observe that this coaction is given by
In order to establish this, it is sufficient to show that the right action of ∆ on BSy(w J r−1 0 ) is trivial in cohomology, where we recall that this action is given by λ[(g, . . . , g is r −1 , g is r , g is r +1 , . . .)] := [(g, . . . , g is r −1 λ, g is r +1 , . . .)]
Notice that this action is identical to the following action where we keep conjugating elements to the left till we reach the spot s r−1
Clearly, one may express the above as a product of several individual actions of ∆, with the left most action being by translation under ∆ at the spot s r−1 , and the others to its right being by conjugation. It is sufficient to show that each of these actions are trivial in cohomology. To see this, let us consider the conjugation action first. Since all cohomology groups are torsion free, it is sufficient to show that this action is trivial when composed with the degree two self map of ∆. But since the identity component of the automorphism group of G i is SO(3), the image of ∆ composed with the degree two map is null homotopic. Next, consider the left most action by translation with ∆ at the spot s r−1 . However, the group at this spot is SU(2)) according to the definition of BSy(w J r−1 0 ). It follows that translation factors through the group SU(2), which is simply connected. As before, the action is trivial in cohomology.
Having established the fact that the action of ∆ is standard, it follows easily that the comodule structure on H * U(r) (B Sy(w J r−1 0 )) = H * U(r) (BSy(w J r−1 0 )) ⊗ Λ(∂ τ ) is determied by the diagonal on ∂ τ , where it is given by
The above computation will feed into the Rothenberg-Steenrod spectral sequence, which is a cohomologically graded, multiplicative spectral sequence that computes the cohomology of principal quotients. This spectral sequence is built from the co-action and has E 2 -term CoTor p,q Λ(τ•) (H * U(r) (B Sy(w J r−1 0 )), Z) ⇒ H p+q U(r) (BSy(w J r 0 )). Since all our comodules are finite type free Z-modules, we may work with the Z-dual of H * U(r) (B Sy(w J r−1 0 )), which is a module over the exterior algebra Λ * generated by classes dual to τ . In particular, we may cast the above spectral sequence as Ext p,q Λ * (H * U(r) (B Sy(w J r−1 0 )) * , Z) ⇒ H p+q U(r) (BSy(w J r 0 )). We now use the standard Koszul resolution to compute the above Ext groups to see that they are computed by the complex
By induction, multiplication by nonzero elements of H * T is injective. It follows using the first Markov move that multiplication with −[α] is is also injective. We therefore have
where the class X is in bidegree (1, 1) . We now show that there can be no other differentials. By multiplicativity of this spectral sequence, differentials can only exist if d 2 connects the classes of type β with an integral multiple of X 2 . To show that such a differential cannot happen, we may restrict to the subspace BSy(w I r s ) ⊆ BSy(w J r 0 ), where I r s = {i s 1 , . . . , i sr }. In this special case, notice that BSy(w I r−1 s ) is a retract of BSy(w I r s ) (via group multiplication on the last two factors). Proceeding with the argument as above in this special case, we see that there are no differentials eminating from the vertical axis. In particular, X 2 cannot be a target. By naturallity, we have shown that the spectral sequence above converging to H * U(r) (BSy(w J r 0 )) collapses at E 2 . It is easy to see that this class X is represented by the pullback of δ is r .
Furthermore, let us notice that the E 2 -term notwithstanding, the [α s ] sr torsion does not exist in H * U(r) (BSy(w J r 0 )) since it gets resolved by the extension δ 2 is r + [α s ] sr δ is r = 0. We conclude that H * U(r) (BSy(w J r 0 )) has a basis of {1, δ is r } as a H * U(r) (BSy(w J r−1 0 ))-module, and up to an associated graded object. This establishes the theorem and proves the induction step.
Notice that our answer is expressed in terms of the equivariant cohomology of BSy(w J 0 ) instead of any redundancy free subsequence I 0 ⊂ I as stated in the theorem. However, as we mentioned earlier, one may repeat the above argument one index at a time to recover the precise statement of the theorem.
Notice also that the above construction was natural in the subset {i s 2 , . . . i k }. In other words, given any inclusion I ′ ⊂ I so that ν(I ′ ) = ν(I), the induced map in equivariant cohomology is given by setting the generators δ j to zero for j ∈ I/I ′ . This completes the proof the second case. Along with the first case, this proves theorem 4.4.
