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Abstract:   Common methods for matching multivariate time series such as the Euclid method and PCA method 
have difficulties in taking advantage of the global shape of time series. The Euclid method is not robust, while the 
PCA method is not suitable to deal with the small-scale multivariate time series. This paper proposes a pattern 
matching method based on point distribution for multivariate time series, which is able to characterize the shape of 
series. Local important points of a multivariate time series and their distribution are used to construct the pattern 
vector. To match pattern of multivariate time series, the Euclid norm is used to measure the similarity between the 
pattern vectors. The global shape characteristic is used in the method to match patterns of series. The results of 
experiments show that it is easy to characterize the shape of multivariate time series with this method, with which 
various scales can be dealt with in series data. 
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规律进行预报和控制.我们主要针对小规模多元时间序列来展开模式匹配的研究,比如 Robot Execution Failures
数据[22](每个序列样本为 15×6 阶的矩阵).Robot 的监控数据可以分为正常状态和非正常状态两种类型,通过对
Robot 收集相应的监控数据,并借助已有的决策系统可以对其实现实时监控、错误诊断和修复等相关工作.本文
提出基于点分布特征的模式匹配方法(point distribution,简称 PD 方法),该方法可以对 Robot 监控这样的小规模
多元时间序列数据进行有效的模式匹配,也可以处理其他领域的小规模多元时间序列数据,而且对大规模的多
元时间序列进行模式匹配也有较好的效果. 













Fig.1  Process of pattern matching for multivariate time series 
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元时间序列进行模式匹配时的性能. 
本文第 1 节介绍时间序列模式匹配的相关研究,特别是多元时间序列的模式表示和相似性度量的研究.第 2
节详细介绍提取多元时间序列局部重要点的方法,并构建统计特征向量作为多元时间序列的相似性度量.第 3
节列举 5 个数据集进行实验,并与 Euclid 方法和 PCA 方法加以对比.第 4 节进行总结,并提出展望. 






之间的相似程度,比如,Raquel[20]通过建立多元时间序列的 VAR 模型(vector autoregressive),提取模型的系数作
为相似性度量的依据.常用的非参数化方法有 Euclid 方法、PCA方法[14−16]、修正的 PCA方法(modified PCA[17])、
基于概率分布的距离方法[15]、多重自相关函数的距离方法[18]和形状特征向量方法[19]等,后几种方法有其独特





开成一个长的行向量(a long row vector),使用张开后的向量作为特征,然后采用 Euclid 距函数计算特征之间的
相似性程度[21].该方法要求被分析的数据具有相同的观察个数,且难以有效地刻画多元时间序列的整体形状特











= ∑∑  (1) 
其中, ijθ 表示第 i 个主成分和第 j 个主成分之间的夹角,m 表示主成分的个数,m 的取值是根据方差(或者特征根) 






方法进行分析.然而,PCA 方法通常要求足够的样本点才能有效地求解得到其主成分向量,而且 PCA 方法在计 
算夹角余弦 2cos ijθ 时,并不考虑主成分向量的正负方向(比如 ijθ =30
o 和 ijθ =50
o 两种情况, PCAS 的结果是相同的), 





PCA 方法和 Euclid 方法,为小规模多元时间序列模式匹配提供了一条新的途径,同时,该方法对大规模的多元时
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任意给定的一个多元时间序列 1 2( , ,..., )t t t ltX X X X ′= ,其中,l>1,t=1,2,…,n.对其不同维度的 l 个一元时间序
列,可以按照 l 取值的某种方式排序,本文称其为 l 排序,之所以要考虑多元时间序列不同维度之间的排序关系,
是因为不同的排序会造成不同的序列图像,造就不同的形状特征.对所有给定的多元时间序列,应该按照同一种
固定的 l 排序方式来处理所有的序列样本,此时,所有序列样本的形状特征之间才具有可比性.大致来说,某种 l
排序形式下的两个相似多元时间序列,在另一种 l 排序形式下也呈现出相当的相似程度,并在三维空间中描绘
出一个多元时间序列图像 ,以此来探讨多元时间序列的形状特征 .比如给定医学中一个 EEG 数据
(electroencephalogram,即一个多元时间序列样本,该数据来自文献[23],编号为 co2c0000337 的第 5 个样本),可以
按照 l 递增顺序和 l 递减顺序分别绘制其 3D 图像,如图 2 所示. 
 
(a) Sort l increasingly 
(a) l 递增的顺序 
(b) Sort l decreasingly 
(b) l 递减的顺序 
Fig.2  Illustration of multivariate time series 
图 2  多元时间序列图像 







1 2( , ,..., )t t t ltX X X X ′= ,t=1,2,…,n,则样本点的取值是时间 t 和维度数 l 的一个函数,记为式(2);根据函数极值点的
定义,函数在点 F (t,l)的邻域 G(对应于数据区间 X[i1:i2,j1:j2])内有定义,且对该领域内任意点(t+h,l+h),满足式(3): 
 ( , )X F t l=  (2) 
 ( , ) ( , )F t h l h F t l+ + ≥ 或者 ( , ) ( , )F t h l h F t l+ + ≤  (3) 
称为极小值点(或极大值点),其中 h 为任意小的数.给定一个多元时间序列,下面具体地介绍一下局部重要点的
提取方法.首先给出多元时间序列局部重要点的定义如下: 
定义 1. 给定一种分割方式,点 x[i,j]的邻域 G(即 X[i1:i2,j1:j2]),i 为 i1 和 i2 的均值,表示矩阵的行数;j 为 j1 和 i2
的均值,表示矩阵的列数.如果点 x[i,j]为邻域 G 中的最大值点,则称为局部极大值重要点,如图 3(a)所示;如果点









(a) Maximum point 
(a) 极大值点 
(b) Minimum point 
(b) 极小值点 
Fig.3  Local important point 
图 3  局部重要点示意图 
算法 1. 局部重要点提取算法 Loc_Imp_Point. 
输入:多元时间序列 X. 
输出:多元时间序列 X 的局部重要点. 
 Step 1. 给定一个多元时间序列 X,为 l×n 阶;并给定一种分割方式 X[i1:i2,j1:j2],且其中心点为 x[i,j]; 
 Step 2. 如果点 x[i,j]为小块 X[i1:i2,j1:j2]中的最大值 ,则记为 X 的局部极大值点 ;如果点 x[i,j]为小块
X[i1:i2,j1:j2]中的最小值,则记为 X 的局部极小值点; 
 Step 3. 遍历 X 中所有点,找出所有的局部极值点 x[i,j],作为 X 的局部重要点. 




 1 2 1( ) /i i lλ = −  (4) 
 2 2 1( ) /j j kλ = −  (5) 
纵横分割比例越小,表示每个分割块越细,观察的粒度越细,此时,保留的重要点个数越多,反之保留的重要点个
数越少.比如,采用 EEG 数据中的一个多元时间序列样本[23](编号为 co2c0000337 的第 5 个样本),该序列样本大
小为 256×64,在不同分割方式下,计算纵横分割比例、保留率λ 和重要点个数的值,见表 1.为了描述方便,对分割
方式采用了另一种描述方式,见表 1 中的第 1 列.显然,分割块越细,保留的重要点个数就越多. 
Table 1  Segmentation approach of EEG data 
表 1  EEG 数据分割方式 
Segmentation λ1 and λ2 Ratio λ Number of important points 
[ 32 : 32, 8 : 8]X i i j j− + − +  1 1/ 4λ = , 2 1/ 4λ =  0.002 197 3 36 
[ 16 : 16, 8 : 8]X i i j j− + − +  1 1/ 8λ = , 2 1/ 4λ =  0.003 295 9 54 
[ 16 : 16, 4 : 4]X i i j j− + − +  1 1/ 8λ = , 2 1/ 8λ =  0.006 713 9 110 
[ 8 : 8, 4 : 4]X i i j j− + − +  1 1/16λ = , 2 1/ 8λ =  0.011 352 5 186 
[ 8 : 8, 2 : 2]X i i j j− + − +  1 1/16λ = , 2 1/16λ = 0.021 911 6 359 
[ 4 : 4, 2 : 2]X i i j j− + − +  1 1/ 32λ = , 2 1/16λ = 0.040 954 6 671 
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数,为了保留足够多的局部重要点以进行分析,可直接设定为最细分割形式 X[i1:i2,j1:j2],即 i2−i1=2, j2−j1=2.此外,







max mini i qi q ir I I=== −  (6) 
本文优先选取重要点个数为二位数以上,集合中的最大值和最小值相差一个数量级的情况,然后取 r 值最
小的分割方式作为该数据集中样本的分割方式. 





似性度量,该度量结合了点分布特征和 Euclid 距离函数的优势. 
通常提取的局部重要点只是占原数据点数的小百分比,即保留率λ取值往往较小 ,设该点集为 P={P1, 
P2,…,Ph},h 为所提取的局部重要点的个数.图 4 是一个 EEG 数据重要点提取的示意图(该数据来自文献[23],编
号为 co2c0000337 的第 5 个样本).所提取的重要点只是 col1=0(根据上文,将多元时间序列看成是时间(t)和维度
数(l)的一个函数 F,则为 F(t,l)=0 平面)平面上方、下方和平面上的一些点集.此时,需提取这些局部重要点的统
计分布特点,以构建特征模式向量作为相似性度量. 
 
Fig.4  Distribution of local important points 




小值(min)5 个分位点,并结合常用的 95%分位点和 5%分位点、90%分位点和 10%分位点等 4 个对称的百分位
点[24,25],共采用 9 个特征来分析点集 P.理论上来说,采取的分位点的个数越多,则对点集 P 的特征描述得越精确,
然而考虑到小规模多元时间序列的局部重要点个数通常较少(比如第 3 节中的 robot 实验数据,其局部重要点个
数通常是十几个、或者几十个的数量级),因此,提取的分位点个数不宜过多,提取这 9 个特征也是与小规模多元
时间序列的实际应用相符合的.本文采用这 9 个特征来构建特征模式向量,并建立相似性度量. 
 
9
( ) ( ) 2
1
( , ) ( )X Yi i
i
d X Y F F
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3   实验与结果分析 
基于点分布特征的模式匹配能够有效地刻画出多元时间序列的整体形状特征,且对各种规模的序列数据
都能得到较好的结果.这里,我们列举 4 个小规模数据和 1 个大规模数据来进行实验,并对实验结果进行详细的
分析.所列举的 5 个数据都已知分类结果,采用 k-近邻的方法进行实验,具体描述如下: 
假定待分析的实验数据集中含有 n2 个多元时间序列样本,任意从该数据集中抽取一个样本,记为输入样本
X.提取该数据集中所有样本的局部重要点,并建立相应的特征模式向量,然后从该数据集中找出与输入样本 X
最相似的“k 个样本”,比如 k 取 10 个、5 个或 1 个最相似性的样本.统计这“k 个样本”与输入样本 X 类别相同的
样本个数 n1,按照式(8)计算准确率: 
 1 /e n k=  (8) 
对其他任意一个样本,都一一作为输入样本,然后重复以上实验,并计算相应的准确率,这样就可以得到 n2 个模
式匹配的准确率.对 PCA 方法[15,16]和 Euclid[21]方法重复以上实验,分别得到准确率以进行比较分析. 
采用 k-近邻的方法进行实验,根据公式(8)计算模式匹配的准确率,然后根据公式(9)进一步计算这些准确率
的期望值.按照本文的实验方式,所有的准确率取值 e 可能为{0,0.1,0.2,...,1.0} ,共 11 个可能值(见实验部分),记






P p e eε
=
= =∑  (9) 
3.1   Robot Execution Failure(REF)数据 
数据 Robot Execution Failure 共有 5 个子数据集[22],采用其中的 3 个子数据集分别进行实验.我们借助多元
时间序列模式匹配的方法来对 Robot 进行监控,此时,匹配的准确率越高,说明该方法对过状态的识别能力越高
(判别过程是否正常).我们首先采用第 1 个子数据集 LP1 进行实验,该数据已知分为 4 类,即 normal 类、collision
类、fr_collision 类和 obstruction 类,共 88 个样本.每个序列样本为 15×6=90 阶的矩阵,为小规模的多元时间序列.
分割形式为 [ 1: 1, 1: 1]X i i j j− + − + . 
分别采用 PD,PCA 和 Euclid 这 3 种方法进行模式匹配,并计算相应的准确率,见表 2,所有的准确率保留 2
位有效数字.总体看来,在成功率为小概率事件的情况下(比如取值为 0 和 0.1 等),PD 方法和 Euclid 方法所对应
的次数都比 PCA 方法要少,而在成功率为大概率事件的情况下(比如取值为 0.8 和 0.9 等),PD 方法和 Euclid 方
法所对应的次数都比 PCA 方法要多.特别地,当准确率为 1(即 100%)时,在 3 种模式匹配的情况下(即取 1 个相
似样本、5 个相似样本或 10 个相似样本),PD 方法和 Euclid 方法所对应的次数都远多于 PCA 方法.从准确率分
布情况来看,PCA 方法在处理该数据集时,得不到理想的结果,这表明,在多元时间序列规模较小的情况下,PCA
方法不再是一种合适的模式匹配方法. 
Table 2  Experimental results of LP1 dataset (N represents number, R represents ratio) 
表 2  LP1 数据集的实验结果(N 表示个数,R 表示比率) 
PD PCA Euclid Parameter k 
1 5 10 1 5 10 1 5 10 
e N R N R N R N R N R N R N R N R N R 
0 12 0.14 4 0.05 3 0.03 29 0.33 9 0.10 5 0.06 12 0.14 4 0.05 3 0.03
0.1 0 0 0 0 2 0.02 0 0 0 0 6 0.07 0 0 0 0 4 0.05
0.2 0 0 5 0.06 6 0.07 0 0 13 0.15 3 0.03 0 0 5 0.06 8 0.09
0.3 0 0 0 0 3 0.03 0 0 0 0 8 0.09 0 0 0 0 5 0.06
0.4 0 0 5 0.06 4 0.05 0 0 10 0.11 17 0.19 0 0 8 0.09 7 0.08
0.5 0 0 0 0 2 0.02 0 0 0 0 22 0.25 0 0 0 0 8 0.09
0.6 0 0 6 0.07 6 0.07 0 0 24 0.27 9 0.10 0 0 8 0.09 4 0.05
0.7 0 0 0 0 6 0.07 0 0 0 0 6 0.07 0 0 0 0 7 0.08
0.8 0 0 12 0.14 9 0.10 0 0 20 0.23 7 0.08 0 0 14 0.16 6 0.07
0.9 0 0 0 0 2 0.02 0 0 0 0 4 0.05 0 0 0 0 12 0.14
1 76 0.86 56 0.64 45 0.51 59 0.67 12 0.14 1 0.01 76 0.86 49 0.56 24 0.27
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Euclid 方法的准确率期望值高于 PCA 方法.在 3 种模式匹配的情况下,PD 方法的准确率期望值约为 80%左右,
而 PCA 方法的准确率期望值约为 50%左右,如此低的准确率通常不能满足实际应用的需求,这也进一步表
明,PCA 方法在处理小规模多元时间序列时,其性能远不及 PD 方法.在匹配出的相似样本个数较多(比如取 10
个)时,Euclid 方法的准确率期望值约为 65%左右,这远远不如 PD 方法. 
Table 3  Accuracy expectations of LP1 datatset 




为了形象地说明不同方法的实验效果,我们采用第 32 个样本,记为 lp1_32(其他多元时间序列样本也采用
同种方式命名),称为输入样本,采用上述 3 种方法进行相似模式匹配.列举出最相似的 1 个模式所对应的样本,
如图 5 所示.PD 方法所得到的样本,与输入样本 lp1_32 在形状上都具备很大的相似性,而 Euclid 和 PCA 两种方
法所得到的结果在形状上与输入样本不具备良好的相似性,因此,其匹配效果不如 PD 方法. 
 
  lp1_32 
  (a) Inputted sample lp1_32 
  (a) 输入样本 lp1_32 
lp1_31 
(b) Result with the PD 
(b) PD 方法的匹配结果 
 
lp1_25 
(c) Result with the PCA 
(c) PCA 方法的匹配结果 
lp1_8 
(d) Result with the Euclid 
(d) Euclid 方法的匹配结果 
Fig.5  Results of matching similar pattern for the LP1 dataset 
图 5  LP1 数据的相似模式匹配结果 
此外,再考虑采用其他 4 个子数据集进行实验,其中第 2 个子数据集 lp2 有 5 种类别,而其样本总个数仅 47
个,此时,某些类(比如,collision to the right 类)的样本个数还不到 10 个,按照我们设计的实验方式,该数据不适合
进行实验,所以在此我们不采取第 2 个子数据集 lp2;同理,也不采取第 3 个子数据集 lp3.我们采用第 4 个子数据
集 lp4 和第 5 个子数据集 lp5 进行实验,它们的样本总数分别为 117 个和 164 个,类别数分别为 3 类和 5 类.简单
起见,我们只是给出了 3 种方法实验结果的准确率期望值,见表 4 和表 5,而不详细列出具体的准确率分布表.从
表 4 和表 5 可以看出,在 3 种模式匹配的情况下,PD 方法和 Euclid 方法的准确率期望值比 PCA 方法要高,这进
一步表明 PCA 方法在处理小规模多元时间序列时,其性能远不及 PD 方法.此外,Euclid 方法的准确率期望值也
较高,这也表明,在处理小规模多元时间序列时,如果所有样本的规模都一样,则该方法能够得到较好的匹配结
果,然而该方法不能处理多种规模的样本,见第 3.2 节. 
 
 
Parameter k PD PCA Euclid 
10 0.76 0.47 0.65 
5 0.82 0.56 0.79 
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Table 4  Accuracy expectations of LP4 dataset 
表 4  LP4 数据集的准确率期望值 
Parameter k PD PCA Euclid
10 0.85 0.63 0.74 
5 0.88 0.68 0.79 
1 0.90 0.73 0.88 
 
Table 5  Accuracy expectations of LP5 dataset 
表 5  LP5 数据集的准确率期望值 
Parameter k PD PCA Euclid
10 0.54 0.41 0.55 
5 0.59 0.45 0.61 
1 0.62 0.51 0.68 
 
3.2   apanese Vowel(JV)数据 
PD 方法也可以处理样本规模不同的小规模多元时间序列,我们列举数据 Japanese Vowel[26]来进行实验,该
数据常用于多元时间序列的分类研究.采用其中的训练子数据进行实验,该数据已知分为 9 种类别,共 270 个样
本.每个样本序列含有 12 个一元序列,时间长度位于 7~29 的区间内,为小规模的多元时间序列.该数据采用的分
割形式为 [ 1: 1, 1: 1]X i i j j− + − + . 
该时间序列数据的时间长度不一致,因此 Euclid 和 PCA 方法不能处理该数据.我们在此直接采用 PD 进行
模式匹配,并计算相应的准确率,见表 6 和表 7,所有的准确率保留 2 位有效数字.该数据集共计 9 个类别,因此,
对每个样本而言,随机寻找最相似的样本,其成功的概率为 1/9.而采用PD方法在处理该数据集时,从准确率期望
值来看,远远大于 1/9.这进一步表明 PD 方法在处理小规模多元时间序列时所具有的优势.该实验也表明,PD 方
法能够同时处理规模不同的多元时间序列数据集. 
为了形象地说明不同方法的实验效果,我们采用了第 6 个样本,记为 jv_6(其他多元时间序列样本也采用同
种方式命名),称为输入样本,采用上述 3种方法进行相似模式匹配.列举出最相似的 1 个模式所对应的样本,如图
6 所示.PD 方法所得到的样本(jv_8)与输入样本 jv_6 在形状上都具备较好的相似性. 
Table 6  Experimental results of JV dataset (N represents number, R represents ratio) 
表 6  JV 数据集的实验结果(N 表示个数,R 表示比率) 
PD Parameter k 
1 5 10 
PCA Euclid 
e N R N R N R   
0 125 0.46 28 0.10 9 0.03 
0.1 0 0 0 0 23 0.09 
0.2 0 0 53 0.20 34 0.13 
0.3 0 0 0 0 39 0.14 
0.4 0 0 57 0.21 41 0.15 
0.5 0 0 0 0 30 0.11 
0.6 0 0 66 0.24 27 0.10 
0.7 0 0 0 0 25 0.08 
0.8 0 0 38 0.14 25 0.08 
0.9 0 0 0 0 11 0.04 
1 145 0.54 28 0.10 6 0.02 
− − 
 
(a) Inputted sample jv_6 
(a) 输入样本 jv_6 
(b) Result with the PD, jv_8 
(b) PD 方法的匹配结果,jv_8 
Fig.6  Results of matching similar pattern for JV dataset 
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Table 7  Accuracy expectations of JV dataset 
表 7  JV 数据集的准确率期望值 
Parameter k PD PCA Euclid 
10 0.45 − − 
5 0.49   
1 0.54   
 
3.3   EEG数据 
PD 方法在对大规模的多元时间序列进行处理时,较 Euclid 方法而言也能达到较好的效果,这里,我们列举
了 EEG 数据来进行实验分析[23].该脑电图用 256Hz 的电极同时在 64 个部位测量得到的一组数据,数据收集来
源于两种人群:alcoholic subjects 和 control subjects,一共有 122 个测试者的数据,每个测试者共 120 次测试.本文
只是采用了前 2 位测试者的 2 个数据,编号为:co2a0000364 和 co2c0000337,2 种类别,共 166 个样本.每个序列样
本为 256×64 阶的矩阵,是大规模的多元时间序列.该数据采用的分割形式为 [ 16 : 16, 4 : 4]X i i j j− + − + . 
分别采用 PD,PCA 和 Euclid 这 3 种方法进行模式匹配,并计算相应的准确率,见表 8,所有的准确率保留 2
位有效数字.总体看来,在成功率为小概率事件的情况下(比如:取值为 0 和 0.1 等),PD 方法和 PCA方法所对应的
次数都比 Euclid 方法要少,而当成功率为大概率事件的情况下(比如取值为 0.8 和 0.9 等),PD 方法和 PCA 方法
所对应的次数都比 Euclid 方法要多.特别地,当准确率为 1(即 100%)时,在 3 种模式匹配的情况下(即取 1 个相似
样本、5 个相似样本或 10 个相似样本),PD 方法和 PCA 方法所对应的次数都多于 Euclid 方法.从准确率分布情
况来看,PCA 方法在处理该数据集时能够得到理想的结果,这表明,在多元时间序列规模较大的情况下(256×64
阶矩阵),PCA 方法是一种合适的模式匹配方法.另外,PD 方法在处理该数据集时优于 Euclid 方法. 
Table 8  Experimental results of EEG dataset (N represents number, R represents ratio) 
表 8  EEG 数据集的实验结果(N 表示个数,R 表示比率) 
PD PCA Euclid Parameter k 
1 5 10 1 5 10 1 5 10 
e N R N R N R N R N R N R N R N R N R 
0 29 0.17 1 0.01 1 0.01 25 0.15 1 0.01 0 0 31 0.19 5 0.03 1 0.01
0.1 0 0 0 0 0 0 0 0 0 0 1 0.01 0 0 0 0 5 0.03
0.2 0 0 9 0.05 8 0.05 0 0 2 0.01 1 0.01 0 0 10 0.06 8 0.05
0.3 0 0 0 0 2 0.01 0 0 0 0 4 0.02 0 0 0 0 7 0.04
0.4 0 0 18 0.11 8 0.05 0 0 15 0.09 6 0.04 0 0 18 0.11 7 0.04
0.5 0 0 0 0 8 0.05 0 0 0 0 10 0.06 0 0 0 0 15 0.09
0.6 0 0 21 0.13 17 0.10 0 0 15 0.09 8 0.05 0 0 26 0.16 16 0.10
0.7 0 0 0 0 8 0.05 0 0 0 0 20 0.12 0 0 0 0 12 0.07
0.8 0 0 24 0.14 15 0.09 0 0 33 0.20 17 0.10 0 0 30 0.18 18 0.11
0.9 0 0 0 0 15 0.09 0 0 0 0 27 0.16 0 0 0 0 17 0.10
1 137 0.83 93 0.56 84 0.51 141 0.85 100 0.60 72 0.43 135 0.81 77 0.46 60 0.36
 
采用 k-近邻方法进行多元时间序列的模式匹配,根据公式(8)分别计算 3 种方法的准确率分布,然后根据公
式(9)分别计算 3 种方法的准确率期望值,得到的结果见表 9.其中 PCA 方法的准确率期望值最高,PD 方法的准








Table 9  Accuracy expectations of EEG dataset 
表 9  EEG 数据集的准确率期望值 
Parameter k PD PCA Euclid
10 0.82 0.84 0.73 
5 0.82 0.86 0.76 




管河山 等:基于点分布特征的多元时间序列模式匹配方法 77 





(a) Inputted sample Co2a0000364_47 
(a) 输入样本 Co2a0000364_47 
Co2c0000337_43 
(b) Result with the PD 
(b) PD 方法的匹配结果 
 
Co2c0000337_6 
(c) Result with the PCA 
(c) PCA 方法的匹配结果 
Co2a0000364_40 
(d) Result with the Euclid 
(d) Euclid 方法的匹配结果 
Fig.7  Results of matching similar pattern for EEG dataset 
图 7  EEG 数据的相似模式匹配结果 
总之,在进行小规模多元时间序列模式匹配时,PD 方法能够有效地刻画出多元序列的形状特征,且能处理
多种规模的序列数据.这是 PCA 方法和 Euclid 方法所不及的.从 PD 方法的计算过程来看,该方法充分利用了多
元时间序列的样本点的统计分布特征来进行形状刻画,这样更能从全局来刻画其形状特征.这 3 种模式匹配方
法的详细对比见表 10,我们从模式表示、相似性度量及所处理的数据规模这 3 个角度对上述 3 种方法进行了
详细的对比. 
Table 10  Comparison of pattern matching methods 
表 10  模式匹配方法的对比 
Methods PD PCA Euclid 
Patter description Important points Principal component Original data 
Similarity measure Fractile Cosine Euclid 
Data scale 
Be able to deal with 
multi-scale data, especially 
small-scale data 
Be able to deal with 
large-scale data 
Data scale must 
be same 
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