In this paper the performance of a parallel iterated Runge-Kutta method is compared versus those of the serial fouth order Runge-Kutta and Dormand-Prince methods. It was found that, typically, the runtime for the parallel method is comparable to that of the serial versions, thought it uses considerably more computational resources. A new algorithm is proposed where full parallelization is used to estimate the best stepsize for integration. It is shown that this new method outperforms the other, notably, in the integration of very large systems.
Introduction
The numerical solution of an initial value problem given as a system of ordinary differential equations (ODEs) is often required in engineering and applied sciences, and is less common, but not unusual in pure sciences. For precisely estimating asymptotic properties of the solutions, the global truncation errors must be kept lower than the desired tolerance during a very large number of iterations. This is usually achieved by using an adaptive algorithm for the estimation of the largest step for integration yielding a local truncation error below the tolerance. Nevertheless, such a correction usually leads to a drastic increase of the computational time. On the other hand, the use of spectral methods to solve parabolic and hyperbolic partial differential equations (PDE) is becoming more and more popular. The spectral methods reduce these PDEs to a set of ODEs [1] . The higher the desired precision for the numerical solution, the larger the resulting system of ODEs. Very large systems arise also in simulations of multi-agent systems [2] . It can take hours to integrate this kind of systems over a few steps. Taking all the above into account, it can be concluded that devising improved algorithms to compute the numerical solution of ODE systems is still a very important task.
With the steady development of cheap multi-processors technology, it is reasonable to consider using parallel computing for speeding up real-time computations. Particularly interesting are the current options for small-scale parallelism with a dozen or so relatively powerful processors. Several methods have been deviced with that aim (see for instance Refs. [3, 4, 5] ), many warranting a substantial reduction of the runtime. For instance, the authors in Ref. [4] claim that the performance of their parallel method is comparable to that of the serial method developed by Dormand and Prince [6] and, in terms of the required number of evaluations of the right-hand side of the ODEs, demonstrates a superior behaviour.
The aim of this work was twofold. Firstly, we wished to test these claims by solving ODEs systems with different degree of complexity over different ranges of time; secondly, we proposed and tested a new method which focuses on taking full advantage of parallel computing for estimating the optimal stepsize. All our codes were written in C and for parallalel programing we used the OPENMP resources. The programs were tested in a server Supermicro A+ 1022GG-TF with 24 CPUs and 32 gigabytes of operational memory.
In the next section, we describe the numerical methods we used for our tests, the standard fourth order Runge-Kutta, a version of the Dormand-Prince method and the parallel iterated Runge-Kutta method proposed in Ref. [4] . These last two methods are widely regarded to be amongst the best options for serial and parallel numerical solution of ODEs. It is also briefly described how the optimal stepsize is estimated in each case. In section 3 the initial value problems used for testing the methods are described. Next, in section 4 we report the results of our comparison of the performance of these methods. In section 5 we introduce an adaptive stepsize parallel algorithm coupled to the Dormand-Prince integrator, and report the results of the corresponding tests. Finally, in section 6 we present our conclusions.
Numerical integrators and local error control
Let the initial value problem be specified as follows,
Here y(t) is the vector solution at time t, dot stands for the derivative with respect to time and the right-hand side of the equation defines a vector field. Our aim is to compare the performance of several methods for approximating the solution of this problem. All of them are members of the family of explicit Runge-Kutta methods and aproximate y(t) at t n+1 = t n + h as
where
and s is known as the number of stages. Therefore, a method with s stages usually requires, at least, s evaluations of the right-hand side of the system at each iteration. A Runge-Kutta method can be especified by a Butcher tableau like in of a method is p if the local truncation error is on the order of O(h p+1 ), while the total accumulated error is of order O(h p ). The higher the order of the method, the lower the error of the approximation, nevertheless, constructing higher order Runge-Kutta formulas is not an easy task. To avoid increasing s (and, therefore, the number of evaluations of f ) a common alternative is to develope methods with adaptive stepsize.
For any numerical method, an estimate for the local truncation error while integrating from t n to t n+1 = t n + h is given by
where · stands for a given norm, and y n+1 andȳ n+1 are the results of different numerical approximations of y(t n+1 ). The stepsize yielding a local error below the tolerance (T ol) is then given by
Fourth order Runge-Kutta method (RK4)
The method given in table 2 is the classical member of the family of Runge-Kutta methods.
We used RK4 without a stepsize control mechanism. Hence, in all our tests we choose the stepsize in such a way that the global error had the same order of those obtained by the methods with adaptive stepsize. In this method [6] , the last stage is evaluated at the same point as the first stage of the next step (this is the so-called FSAL property), so that the number of evaluations of f is one less than the number of stages. Here there is no easy way to present the Butcher coefficients in a tableau, because it involves dealing with irrational quantities [5] . The coefficients we use can be found in the code by E. Hairer and G. Wanner available in the site [7] . The approximations y n+1 andȳ n+1 in equation (4) correspond here to the results obtained using different orders, and the k i are determined by minimizing the error of the higher order result. As a matter of fact, in the version we use two comparisons are made, one between 8th and 5th orders, and the second one between 8th and 3th orders. Then, the error is estimated using [5] :
Parallel iterated Runge-Kutta method (PIRK10)
Let us consider a s-stage Runge-Kutta method given by the coefficients
T and let y 1 be defined as:
Here m is the number of iterations used to estimate k i . As it is shown in [4] , provided that s processors are available, this scheme represents an explicit Runge-Kutta method. Furthermore, since each k One of the advantages of this method is that if we set m = p 0 − 1, then the order of the method is equal to the number of stages, which results in less right-hand side evaluations (sequentially). In general the number of stages of explicit Runge-Kutta methods is greater than the order of the method, therefore if an explicit method is used the required number of processors is greater as well.
Along the lines in Ref. [4] and with the Butcher coefficients in table 5 in the Appendix, we implemented a parallel iterated Runge-Kutta method of order 10. Here, y n andȳ n in equation (4) correspond to the results obtained using different number of iterations for approximating k i ,
3 Initial value problems
Next, we list and briefly describe the systems of ODEs that we have used to test the above numerical methods.
Simple harmonic oscillator (HO)
As a first initial value problem we chose:
Since this system is readily integrable, we used it to assess the quality of the numerical results by comparing with the analytical ones.
Hénon-Heiles system (HH)
This is a Hamiltonian system which describes the nonlinear dynamics of a star around a galactic center when the motion is constrained to a plane [8] :
Since the Hamiltonian H is a constant of motion, it can be used to assess the precision of the numerical solution. We choose initial conditions such that H = 1/6, yielding a chaotic solution.
Replicated Hénon-Heiles system (HH100)
To force the integrators to work a little bit harder we constructed a new system by replicating the Hénon-Heiles system 100 times, resulting in a nonlinear system with 400 equations:
Gravitational collapse in AdS (GC40) and (GC10)
We also tested the methods by solving the system obtained from the Einstein field equations for the gravitational collapse of a scalar field in anti de Sitter spacetime [9] . Using the Galerkin method [1] the 10 coupled hyperbolic-elliptic nonlinear partial differential equations were converted to a set of 40 nonlinear ordinary differential equations. The corresponding solutions were shown to be chaotic too [9] .
Finally, the last system we used was obtained by reducing the previous one to ten equations 1 .
Tests results
To test the methods we ask for the numerical solution of the corresponding problem starting from t 0 and up to a given t end , such that the straigthforward integration with step h 0 = t end −t 0 yields a result with an error above the desired tolerance. This implies that, typically, a number of intermediate integrations will be required. In table 3 is shown the order of the runtime in seconds taken for solving the HO and HH problems in the time interval 0 ≤ t ≤ 2000 using RK4, DOP853 and PIRK10. In the methods with an adaptive stepsize algorithm we have used a tolerance of 10
−15 , what corresponded to using a step h = 0.01 in the RK4. In all the following tests the PRIK10 used its optimal number of 5 processors.
As we can see very similar results were obtained with the three methods, and even though DOP853 seems to be faster, the differences are very small. Nevertheless, the serial methods can be considered to be better than PIRK10 because they are easier to implement and require significantly less computational resources for execution. Searching for a bigger runtime difference we tested the HH100 problem keeping the same tolerance for DOP853 and PIRK10, but now in the time interval 0 ≤ t ≤ 5000. This implied to use h = 0.001 in the RK4. In this case the RK4 and PIRK10 recorded a runtime of ∼ 206 seconds and ∼ 75 seconds respectively, both greater than the ∼ 11 seconds obtained with DOP853.
At this point we recall that, according with theorem 2.1, by using 5 processors the PRIK10 method at each timestep does 9 evaluations of the right-hand-side of the corresponding problem. This is to be contrasted with the, at least, 11 evaluations done at each timestep by the DOP853. Therefore, since according with the above results the serial method outperforms the parallel one, we conjecture that this due to a parallel overhead problem, i.e., the amount of time required to coordinate parallel tasks is larger than the time required for evaluating the system right-hand side.
To verify this conjecture we tested the methods with the huge system of problem GC40. In this case we integrated the system over the small time interval 0 ≤ t ≤ 0.1, with a tolerance of 10
−6 , what corresponded to using a step h = 0.0001 in the RK4. The results are presented in table 4. We can observe that the performance of PIRK10 was way better T ime DOP853 > 6 days PIRK10 ≈ 6 hrs RK4 ≈ 2 days Table 4 : Gravitational collapse runtime.
than DOP853 and RK4, being DOP853 unable to solve the system after six days.
Adaptive stepsize parallel algorithm (ASPA)
Since parallelizing the integrator does not seems to be helpful, we opted for a different approach, that is, to parallelize the choice of an optimal integration step.
Let us consider an embedded Runge-Kutta method, which allows us to estimate the local error ǫ. Given an initial step h 0 and a tolerance T ol, for integrating from t 0 to t end with N CP U processors, the next step is determined as follows:
1. Each processor P i , with i = 1, . . . , N CP U , integrates the system from t n to t n + ih n and estimates the local error ǫ i .
5. All the above steps are repeated while t k < t end . Figure 1 is an illustration of how the stepsize could change with respect to h 0 , depending on the number m of processors yielding an acceptable result. The interval of N CP U black vertical bars is the amount of time probed by the integration using the initial step h 0 . In our computations h 0 is assumed to be the total length of integration over the number of processors. A green horizontal line below a processor label indicates a successful integration, otherwise, a red line is used.
Designing the stepsize recurrence
In a given iteration we define success as obtaining an integration result with a local error below the user defined tolerance. The aim is to maximize the probability of success in each iteration, i.e., to determine the step h n such that it is obtained the biggest possible number of successful processors m amongst the total number of available CPUs (N CP U ). We define h n as a function of m, keeping N CP U constant. So, if with a given integration step less than half of the processors are successful, then the next integration step needs to be smaller (h n+1 < h n ). Otherwise, we increase the integration step. This way, each integration becomes more efficient, both in amount of time and precision. This idea is summarized with the following expresion:
We need ǫ to keep h n+1 finite, even when m = 0 and it has to be less than one for the step to always decrease in this particular case. A reasonable proposal is then, to carry the integration in half the interval when m = 0, i.e.,
On the other hand, if m is large enough, the integration step will nearly doubles. If, for instance, this happens sequentially, for typical initial value problems there is a high probability that the next m will be very small, making a poor use of the available CPUs. To avoid this, we finally propose the following recurrence:
Since m is a function of h n , this is a first order nonlinear map. It yields,
Moreover, m = 0 implies 1/2 > h n+1 /h n > 0, and when m = N CP U , then 2 > h n+1 /h n > 3/4. In consequence, this expression has the desired properties; a large integration step will ultimately lead to a low m that, in turn, will decrease the stepsize and, then, increase m. This way, we expect m to converge to the optimal value N CP U /2. Nevertheless, it is not desirable that the stepsize occurs to be insensitive to the given integration interval. Thus, the map h n+1 (h n ) was also designed to not have fixed points. Note that requiring m ≤ N CP U , implies N CP U > 2, i.e., there are not fixed points when using less than 3 CPUs. For the remaining cases, h n+1 = h n give us the condition for the map to have fixed points:
Let us prove that, whereas m ∈ Z, the righ hand side of the above expresion is never an integer. Suppose there is a d ∈ Z such that d|(2N 2 < 1 and we get a contradiction because by definition m ∈ Z. Therefore {h n } has no fixed points.
Finally, note that while increasing the value of N CP U , h 0 becomes smaller, implying a big number of integration steps in the beginning of the process. However at a given time, since there are not fixed points, h n should show a bounded oscillatory behaviour around the optimal stepsize. It would imply that the proposed recurrence has an attractor, i.e., asymptotically, the process of integration will settled down around an optimal stepsize independently of its initial value. Indeed, this can be seen in figures 2 where we show some numerical realizations of h n (n) for different initial value problems and number of CPUs.
Testing ASPA
We tested the above described algorithm by coupling it to a version of the serial DOP853. We then compared the performances of the serial DOP853 and the DOP853 with ASPA (DOP853-ASPA). With this aim we calculated the difference of the number of stepsize corrections and the difference of runtime required to reach t = t end as function of the tolerance for a fixed number N CP U of processors. We also calculated the same differences but as function of the number of processors with the tolerance fixed to 10 −15 . The actual values of the runtime for each case are given in correponding tables in the appendix B. In figures 3 the results for the HH problem are presented. Here t end = 5000 and N CP U = 10. In the two top panels we can see that, even if the DOP853 requires more stepsize corrections to reach the required tolerance, it does it in relatively less runtime. From the two bottom panels we draw the unexpected conclusion that the runtimes are comparable only when the number of stepsize corrections required by DOP853-ASPA is significantly more than that required by DOP853. This happens when using five or less processors. Moreover, notice that in the bottom panel the differences are all calculated with respect of the fixed number obtained with DOP853 (where N CP U = 1). It means that, as expected, increasing N CP U , the number of stepsize corrections in DOP853-ASPA decreases, nevertheless, the corresponding runtime increases. All these observations hint that, when more processors are used, at each iteration the parallel overhead is more important than the time required for integration.
To determine whether this is the case, we tested the HH100 problem. The results are presented in figures 4. Here t end = 5000 and N CP U = 10. As in the case of HH, here DOP853 requires more stepsize corrections than DOP853-ASPA, nevertheless, for low tolerances the parallel algorithm performs slightly better than the serial. This could be due to the fact that for the HH100 problem the amount of time used for the evaluation of the RHS is comparable with the parallel overhead and that, for tolerances greater than 10 −7 , N CP U = 10 processors are good enough to probe the whole time interval up to t end = 5000 in very few stages. Trying further to make the number of evaluations of the RHS to have a larger weight in the runtime, we tested the problem of the gravitational collapse, but the reduced version GC10, because the DOP853 was able to integrate it in a reasonable runtime.
In figures 5 we present the results of the comparison. For these calculations we used t end = 20 and N CP U = 20. Now it is clear that the parallel algorithm typically performs better than the serial. From the top two panels we observe that increasing the tolerance induces a steadily increase of the difference in required stepsize corrections and this straightforwardly leads to a larger difference in runtime. The results in the bottom panels show that the DOP853-ASPA is efficient when N CP U > 5. Recalling that in the bottom panel the differences are all calculated with respect of the fixed number obtained with DOP853, we see now that increasing N CP U leads to less stepsize corrections required by the DOP853-ASPA, but now this also corresponds to less runtime. All the above suggests that, indeed, for the GC10 system, the parallel overhead problem is solved.
To end the comparisons, note in table 11 that for this last system, DOP853-ASPA with 5 processors lasted a little bit more than 7 minutes, while we verified that PIRK10 took about an hour to solve the same problem. On the other hand, we also checked that for GC40, DOP853-ASPA took about an hour to reach t end = 0.1 with a tolerance of 10 −6 , while as mentioned in section 4 PIRK10 needed about six times more (see table 4 ).
Conclusions
We tested a parallel iterated Runge-Kutta method of order 10 (PIRK10) and an adaptive stepsize parallel algorithm (ASPA), introduced in this paper, which was coupled to a Dormand-Prince method of order 8 (DOP853-ASPA). The results presented in this paper show that when the initial value problem to solve has a simple to evaluate right-hand side (as is the case in more common dynamical systems), even in the best case scenarios for the parallel methods, their performances were only comparable to the corresponding performance of a serial Dormand-Prince method of order 8 (DOP853). Therefore, taking into account code and algorithmic efficiencies, parallel integration seems to not be a good practice.
This negative result seems to be due to a parallel overhead problem, i.e., the amount of time required to coordinate parallel tasks is larger than the time required for evaluating the system right-hand side. We verified that for very complex initial value problems or low tolerances the parallel methods can outperform DOP853. For instance, such systems arise while using Galerkin projection to solve systems of partial differential equations or when simulating multi-agent systems. In these cases, it seems to be more efficient to parallelize the search for an optimal stepsize for integration than to parallelize the integration scheme. Indeed, our method, DOP853-ASPA, consistently outperformed PIRK10 by almost an order of runtime. Moreover, even in some cases where DOP853 did a better job than PIRK10, our method was able to solve the corresponding initial value problem in less time than both these methods.
A nice feature of ASPA is that it does not relies on a given core integrator, it can be coupled to any method with a scheme to estimate the local integration error. It can even be another parallel method more efficient than the one tested here. Table 6 : T = − log 10 (tolerance). HH system using 10 processor and final time 5000. 
