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Preface
This thesis comprises a series of published papers by the author and 
is submitted under the terms of the regulation Staff Candidature MetKoclB,
The research work which forms the basis for this submission has been 
published and these papers form § 7 of the thesis. The main findings in the 
research are highlighted in preceeding sections (§ 2 and § 3) and 
illustrate how the individual papers fit into the context of the overall 
research programme. An introduction, § 1, is included in order to 
provide a background for the new work; it shows how the research originated 
and its importance in the fields of quantitative microanalysis and 
microscopy. The results of the study are summarised under ’Conclusions’,
§ 4, and some recommendations for further work are outlined in § 5.
Two of the papers (§ 7.3 and § 7.4) describe work relating to a 
successful submission for the degree of M.Sc. of the University of Bath 
in 1975, but these are included here because they help to establish the 
background to the investigation. None of the other publications have been 
used by the author before in a submission for a higher degree.
All of the papers incorporated in this thesis have been written in 
co-authorship with others and in the research described in § 2 of this 
thesis Dr Scott has acted as academic supervisor. Some of the remaining 
studies discussed in § 3 have been carried out in collaboration with 
members of staff from other Schools within the University. This 
fact is acknowledged in the text and the authors own contribution is 
described.
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Stomary
Existing absorption correction programmes used in quantitative electron 
probe microanalysis are assessed and their limitations discussed. It is 
shown that the Philibert absorption correction models (Philibert 1963) 
may be significantly improved by the adoption of new expressions for the 
a and h terms. A new absorption correction proposed by Bishop (1974) 
is also investigated and its range of applicability is found to be greater 
than either of the two Philibert models. Accuracy of the Bishop approach 
has been improved by introducing a new expression for the mean depth of 
X-ray emission which is derived from a detailed study of electron-solid 
interactions using a Monte Carlo simulation of electron trajectories.
IData from the Monte Carlo programme are also used in the development of a
new atomic number correction. This new correction procedure overcomes some
of the limitations in the Duncumb and Reed approach (Duncumb and Reed 1968)
and provides an important advance in the field since it permits the
;.computation of correction factors for specimens inclined to the incident 
electron beam.
Applications of quantitative electron probe microanalysis to research 
in both materials science and biology are described, the new data providing 
information which has advanced our understanding in diverse fields of study 
such as growth processes of avian eggshells and oxidation mechanisms in 
polymeric materials.
Complementary research using other electron optical techniques 
such as scanning and transmission microscopy is also described. These 
instruments have been employed to study the microstructure of materials and, 
more particularly, to provide quantitative data on defect populations in 
thin foils. In addition new techniques of foil thickness measurement 
are assessed and the prospects for improvement in this area are discussed.
1. An Introduction to the Research Programme
The theme of the research concerns the development and application 
of electron optical techniques to study the composition and structure of 
materials. A major part of the work has involved an investigation of 
limitations imposed upon quantitative electron probe microanalysis by the 
correction procedures and input data employed. As a result of this 
research some existing correction methods have been improved and new, 
more versatile models proposed. Particular attention has been focused 
upon quantitative electron probe microanalysisusing soft X-rays and, as 
well as discussing experimental aspects involved in this technique, some 
applications to the study of materials are described. Finally, quantitative 
factjors associated with microstructural analysis using other electron 
optical techniques, such as scanning and transmission electron microscopy 
are dealt with.
The research programme began with an examination of the problems 
involved in quantitative electron-probe microanalysis of light elements 
(Z < 11). This study concerned the analysis of oxygen in oxides (Love,
Cox and Scott, 1974a, 1974b; § 7.3 and § 7.4) and is of interest for 
two reasons. Firstly, it deals in detail with experimental factors 
involved in soft X-ray measurement. For example the performance of 
crystal analysers is assessed, electron trapping arrangements are des­
cribed together with the stringent specimen requirements necessary for 
accurate analysis. Secondly, the work highlighted serious deficiencies 
in the methods adopted for obtaining quantitative data.
The accepted method of converting actual X-ray intensities into 
true chemical composition, involves comparing the characteristic X-ray 
intensity from the element of interest in the specimen with that of a 
reference standard (usually the pure element) and then applying 
separately the following correction factors:
(a) an atomic number correction to take account of the different 
electron scattering and energy loss effects in specimen and 
standard,
(b) an absorption factor to correct for the differing amounts of 
X-ray attenuation occurring in specimen and standard,
(c) a fluorescence correction to account for secondary X-ray 
excitation effects.
In soft X-ray work fluorescence may be ignored (Reed 1975) and the 
largest of the correction factors is almost without exception the 
absorption correction. It is therefore essential to use an accurate 
absorption model together with reliable input data when attemptingI
quantitative studies using soft X-rays.
Unfortunately there is a lack of data on mass absorption coefficients 
and the first part of this research programme was devoted to obtaining 
a much needed set of oxygen mass absorption coefficients (Love et al 
1974a; § 7.3). These new values were obtained by applying the thin film 
model of Duncumb and Melford (1966) and then carrying out a regression 
analysis on the experimental data. Having obtained a suitable set of 
mass absorption coefficients the next stage of the work was to incor­
porate these values in existing absorption correction procedures.
Three established correction models, the Andersen-Wittry (1968) 
simplified Philibert (1963) and full Philibert (1963), were considered 
and the predicted X-ray intensity ratios obtained were compared with 
experimental determinations (Love et al 1974b; § 7.4). From this
evaluation it was concluded that none of the three models were entirely 
satisfactory but the full Philibert approach gave best agreement. The 
work revealed also, that many of the correction methods were likely to be 
•inaccurate when analysing for heavy elements (Z > 11) under certain 
experimental conditions.
As a result of these findings the scope of the research programme 
was enlarged and it was decided to. investigate the effectivenss of 
existing atomic number and absorption corrections when applied to heavy 
element analysis, to attempt to improve existing methods and to develop 
new ones. A major objective was the development of a new and more 
versatile correction procedure which could be applied to both light and 
heavy element analysis and to specimens inclined to the incident electron 
beam. The latter feature was regarded as being particularly important 
since many scanning electron microscopes possessing inclined specimen 
geometry are fitted with microanalysis attachments.
In order to facilitate the presentation of this work it is useful at 
this stage to examine the physical bases of the individual correction 
factors and these are described in the following section.
2. Physical Basis of the ZAF Correction Procedure for Electron 
Probe Microanalysis
In quantitative electron probe microanalysis it is usual to compare 
the X-ray emission from an element (A) in the specimen (AB) with that from 
a reference standard which, for convenience, is generally the pure 
element A. To a first approximation we may then write = C^, where k^ 
is the measured X-ray intensity ratio and C/̂ is the weight concentration 
of A in AB. This simple procedure is frequently subject to large 
errors, however, particularly if the specimen and standard differ markedly 
in chemical composition, and in some cases discrepancies may amount to 
several hundred percent. Thus, in order to convert measured intensity
I ,ratios into true weight concentrations the previously mentioned correction
factors must be used.
The underlying principles involved in applying appropriate correction
factors may be- understood by considering the X-ray generation and absorp-
tion processes which occur in the target material. This may be best
explained by examining how the number of X-rays generated varies as a
*
function of depth, z » in the specimen. Typical X-ray distribution profiles 
from a light and a heavy element are shown in figure 1. The initial 
rise in the curve is due to two factors :
(a) the efficiency of inner shell ionisation production increases 
as the incident electron energy drops to a value 'V' twice
the critical ionsiation potential, E^ (i.e. at an overvoltage U 
given by ^^E^«2). This is illustrated in figure 2 where 
Q, the ionisation cross section, is plotted as a function of 
overvoltage.
(b) the electron path length through each elemental layer, Az,
in the sample increases with depth due to elastic scattering of 
the incident electrons by the atomic nuclei of the target 
material; hence the probability of X-ray excitation increases
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accordingly. The effective path length continues to get 
larger until the depth of complete diffusion is reached, 
i.e. the depth at which the electron trajectories may be 
considered as entirely random and therefore independent of the 
incident electron beam direction.
At greater depths the X-ray production begins to fall, firstly 
because there are fewer electrons reaching these levels and, secondly, 
because many electrons will have energies < 2E^ and will therefore be 
either less effective or incapable of producing ionisations of the atom
core,level. The peak in the X-ray depth distribution occurs at smaller
/
depths in heavy elements because, owing to the greater probability of 
elastic scattering, the diffusion depth is reached more quickly.
X-ray depth profiles are usually known as $(pz) curves and the 
distributions are expressed as a function of mass depth, pz, in the 
specimen. One reason for this is that the X-ray emission is a function 
of the number of atoms of a particular type in the specimen and  ̂
consequently pz is a more fundamental parameter than z. In such distri­
butions the X-ray intensity axis is normalised by comparing the X-ray 
emission from a layer Apz at thickness pz in the bulk specimen with that 
from an isolated thin film of the same mass thickness. The procedure 
enables theoretical distributions to be readily compared with those 
obtained from direct experimental measurement. From the typical 0(pz) 
curves shown in figure 3 it can be seen that the value at the surface 
$(0), is greater than unity. This is because in the bulk specimen 
backscattering of the electrons from deeper layers contributes to X-ray 
emission from the surface regions.
The number of X-rays emitted, I^, may be determined directly from 
the 0(pz) curve and is given by















$(Apz) corresponds to the emission from the isolated thin film of mass 
thickness Apz and exp(-xpz) is the term introduced to take into account 
the absorption of X-rays in the specimen; x = (^/p) cosec ^/p is the 
mass absorption coefficient for the X-ray line of interest and 0 is the 
X-ray take off angle. Equation (1) may be rewritten in the following 
form
= $ ( A p z ) \  # ( p z )  dpz
o 0 ( p z )  e x p ( - x p z )  dpz  
0 ( p z )  dpz
-(2)
1The expression $(Apz)\ 0(pz) dpz corresponds the number of X-rays
generated in the specimen and is related to its atomic number. The 
remaining terms correspond to the fraction of generated X-rays travelling 
at an angle 0 to the specimen surface which are emitted; this is therefore
the absorption factor and it is denoted by f(x) f ( x ) = Jo  & (p z )  e x p ( - x p z ) d p z  
$ ( p z )  dpz
If the X-ray emission from the specimen^AB is compared to that from 
a pure element standard. A, we obtain
(Ie)A
= k, =  K A p ^ A B$(Apz)A
£So $(pz)AR d(pz)AB $ ( p z ) ^  d ( p z ) ^ * f(x)AA
. KAPA)AE ,z. A 
$(Apz)^
where Z is the atomic number correction and A the absorption correction.
It may be shown that —  = C. , where C. is the true weight
$ (A p z ) A
concentration of A in the specimen. Now, in the preceeding discussion 
we have only considered direct emission of X-rays by electrons but there
may be an additional contribution due to secondary emission caused by 
X-rays (fluorescence). Thus we may write
k, ='C. Z.A.F. A A
where F is the factor introduced to account for the effects of fluorescence. 
Hence atomic number, absorption and fluorescence effects may be calculated 
separately and then combined in the manner shown to provide a complete 
correction procedure for quantitative electron probe microanalysis.
The fluorescence term will not be considered further since it is 
almost always the smallest of the correction factors and in light 
elenjent analysis may be ignored altogether. Moreover existing 
methods of Reed (1965) for characteristic fluorescence and Springer 
(1967) for continuous fluorescence appear to be quite adequate in 
cases where such corrections are necessary.
However, in the following sections the more significant atomic number 
and absorption corrections will be discussed in some detail. It is usual 
to deal with the atomic number correction first because it concerns the 
X-ray generation process but from the point of view of the way in which 
the research programme developed it is convenient to begin with a 
discussion of absorption.
2.1 The Absorption Correction
As mentioned earlier, in order to calculate the absorption term 
the X-ray depth distribution must be known. Experimental data were 
first obtained by Castaing (1960) using a tracer technique. This per­
mitted $(pz) curves to be constructed for a very restricted range of 
elements and incident electron energies^ Using these data f(x) curves 
(see figure l̂) were plotted for the limited range of data available and 
the earliest absorption corrections were obtained by reading the f(x)
values directly from the appropriate curve. However the procedure was
10
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not satisfactory because of the inaccuracies introduced by interpolation 
and extrapolation of the available data.
It is clearly desirable to obtain 0(pz) curves by considering the 
physical processes involved in electron excited X-ray emission and one of 
the first of these approaches was that developed by Philibert (Philibert 
1963) which, with certain modifications, is still widely used today. 
Philibert’s original intention was to obtain an all-embracing correction 
method which could account for both atomic number and absorption effects. 
He assumed that the number, n^^, of electrons reaching mass depth 
pz in the sample could be described by the electron attenuation law of 
Lenard.I n^^ = n^ exp (-apz), where n^
is the number of incident electrons and a is a constant (Lenard’s
coefficient) for a particular incident electron energy. t
The effective path length of the average incident electron in a
layer Apz is assumed to increase from a value R(o).Apz at the surface
*
to a maximum of R«».Apz at the diffusion depth and thereafter remain 
constant. The value of R“ is taken as 4 since under diffusion conditions 
a, the angle made by average electron to the layer normal, is 60° 
and the number of electrons travelling in the forward direction through 
the layer is the same as the number backscattered through it. The 
diffusion depth is determined by Bothës Law (Bothe 1929) and the effective 
path length is assumed to increase in an exponential manner until the 
limiting value is reached. An expression for 0(pz) may now be constructed 
incorporating these factors.
$(pz) = C^n^ exp (-apz). ^R« -(R« - Rq ) exp (- pz/h’jjp -(3)
Q is the ionisation cross section and is a function of electron energy 
(see figure 2) which, in turn, is dependent upon the distance travelled
by the electron. In Philibert’s derivation the energy of the electrons
12
as a function of depth in the specimen has not been considered and 
this necessitates making the major approximation that the ionisation 
cross section is independent of electron energy. With this simplification 
an expression for F(x) may be derived from equation 3>where F(x) is 
defined as
i;F(x) = \ &(pz) exp (- XPz) dpz
Because of the approximations in the Philibert treatment however, 
adoption of this formula resulted in poor agreement with experimental 
determinations of areas under $(pz) curves, i.e. the expression for F(x) 
was not dealing adequately with atomic number effects. Nevertheless, 
the general shape of the calculated $(pz) curves resembled those obtained 
experimentally and Philibert reasoned that the theory might still be 
adequate for the formulation of an absorption correction. Hence he derived 
the following expression for f(x)
f(x) ~ 1 + $(o)h')]‘ /g _
(l + X/o) (l + h/(l+ h)-X/o)
In equation (4) R(o) has been replaced by $(o), the surface ionisation 
function, since the two are equivalent; h is related to variations in 
electron scattering with atomic number. The above expression for f(x) will 
throughout this discussion be referred to as the full Philibert absorption 
correction.
2.1.1. Evaluation of Current Models
Duncumb and Melford (1966) carried out a preliminary investigation 
of the full Philibert model and adjusted values of the constants h and 
a to give the best fit to experimentally determined f(x) curves of Castaing 
(1960) and Green (1963).
13
The expressions proposed were
4.5A ,h = - and
2.54 X 105 0 = -------------------
E -E o c
These formulae were employed in research carried out on oxide systems 
(Love et al 1974b; § 7.4) and it was shown that the full Philibert model
was unsatisfactory for use over a wide kilovoltage range (figure 6,
Love et al 1974b). This breakdown is due to the fact that the model
f
predicts, firstly, a peak in the $(pz) distribution which is too close to 
the specimen surface and secondly a long exponential tail (figure 6a Love 
et al 1975b; § 7.6). To improve the effectiveness of the model it was
decided to perform a more rigorous evaluation of the o and h terms than 
that undertaken by Duncumb and Melford (1966). The difficulty with the 
method adopted by these authors is that the f(%) data of Green are 
limited both in terms of atomic number and also range of excitation 
energy. A more effective approach is to examine a wide range of existing 
microanalysis data and then adjust accordingly the constants in the 
expressions for a and h to give the best fit to experimental results.
Subsequently new values for h and a were proposed (Love et al 
1975b; § 7.6)
1.5 A , 9.5 X 105h = ---- -2 and a = ---------
(E 2 - E 2) o c
Adoption of these formulae was found to markedly improve the accuracy 
of microanalysis data, reducing the standard deviation from 9% to 
'V' 6%. The reason for this can be seen by reference to figure 5 in 
Love et al 1975b (§ 7.6) where predicted f(%) values are compared with 
experimentally determined values for aluminium at 20kV. The new values 
of o and h more accurately represent f(%) over the whole x range likely 
to be experienced in microanalysis.
14
From a theoretical treatment it was shown that the correct 
method of averaging h for a multi-element specimen was by atomic 
averaging and not by weight averaging, the approach most frequently 
adopted. However, it was found that the accuracy of the corrected 
data was not sensitive to the way in which h was averaged.
When Philibert derived his expression for f(x)» data on surface 
ionisation, $(o), was sadly lacking. He was, however, able to demon­
strate that if $(o) was set to zero the expression for f(x) could still 
be used for much microanalysis work providing the values for h and a 
were suitably adjusted. The new expression for f(x) became
f(x) =
(l+X/a)(l+fy&+h)X/o)
and the set of constants in most common usage are those of Heinrich (1967)
, 1.2A , 4.5 X 105h = 'o-- and a =Z2 gl.65_ g 1.65
o c
An evaluation of this model on the oxide system (Love et al 1974b;
§ 7.4) showed quite clearly that it was totally unsuitable for light 
element analysis particularly at high kilovoltages where absorption 
is large. This is because under these experimental conditions most of 
the X-ray emission arises in the immediate surface regions of the 
specimen and, consequently, setting the surface ionisation function to 
zero is no longer valid. A similar regression analysis to that described 
for the full Philibert model was undertaken (Love et al 1975b; § 7.6) 
bn the heavy element systems and it was shown that the use of the following 
h and o values reduced the standard deviation from ^ 7&% to ^ 6%
15
0.85A , 6.8 X 10^h = ^  and a = y. 86_'~ l786
O c
2.1.2 Development of a New Model
It is worthwhile at this point to consider what properties a good 
absorption model should possess and this may be accomplished by 
examining the cases of high and low absorbing' systems. If x is 
small the exponential term in the expression for f(x) may be expanded 
to give
f(x)
r..•'o $(pz) (1 - x-pz) dpz 
I $(pz) dpz
n
c$(pz)  pz dpz
C$(pz) dpz
This may be written
f(x) = 1 - X'PZ, where pz is the first moment of the 0 ( p z )  
distribution and is the mean depth of X-ray emission (i.e. the average 
depth at which X-rays are produced). For the case of a high absorber 
it has been shown (Love et al 1974a; § 7.3) that f(x) oC yj-
X -  X
Any valid absorption model should predict the above limiting behaviour.
Recently Brshop (1974) has proposed a very much simplified profile 
for the 0(pz) distribution which satisifes both these criteria. The 
form that this takes is shown in figure 1, Love et al 1976a (§ 7.7).
The X-ray distribution is assumed to be constant with depth until twice 
the mean depth of X-ray generation, p z ,  is reached; thereafter the 
generation is assumed to be zero. This results in a simple formula 
for f(x) given by
16
2x pz 1 -  exp ( -  2x pz)]
In order to test the model some expression for pz is required. It is 
possible to derive this from the simplified Philibert equation and one obtains
At first sight it may appear unreasonable to use an expression derived 
from the simplified Philibert model in view of the reservations expressed 
earliér
However, no other formula for the mean depth existed at this time 
and so the Philibert expression was adopted purely as an interim measure.
This course of action was also justified on the basis that the Philibert's 
model works fairly well for the low absorbing systems, where the mean depth 
is the dominant factor, and only breaks down for moderate and heavy^ 
absorbers where the shape function and the surface ionisation term become 
important. *
Because, as mentioned previously, the h and a factors have lost much 
of their physical significance it is necessary to carry out an optimisation 
process to determine the most appropriate values for use in the Bishop model, 
and the results of this are described in Love et al (1975a and 1976b;
§7.7 and §7.8). It was shown that for hard X-rays the Bishop model is 
comparable to the simple Philibert method, but it is much better for soft 
X-ray analysis. The model is also superior to the full Philibert method 
for hard X-rays and only slightly inferior for soft x-rays. Bishop’s 
approach therefore combines the best features of both Philibert models and 
might be further improved if a more rigorous expression for the mean depth 
can be established.
One way in which this can be achieved is by use of Monte Carlo techniques, 
because such an approach is not limited by experimental difficulties.
17
In Monte Carlo models individual electron trajectories are simulated in 
order to obtain a picture of the electrons in the target in terms of their 
energy, position and direction. From a knowledge of the ionisation 
cross section the X-ray distribution may then be evaluated.
A computer programme was written (Love et al 1977a; § 7.10) which 
was based upon a Monte Carlo model of Curgenven and Duncumb (1971) but 
which incorporated new developments to facilitate its use over a wide 
range of conditions. Before new data can be extracted from such a model 
however it is essential to make comparisons with experiment to ensure that the 
various electron scattering and energy loss laws incorporated within the 
model are sufficiently realistic. Results were therefore compared 
with experimental data on both backscattered electron energy and #(pz) 
distributions and agreement was shown to be very good (Love et al 1977a;
§ 7.10).
Having established the validity of the Monte Carlo method it was 
employed to derive a new expression for the mean depth of X-ray generation, 
which shows how this parameter depends upon atomic number, overvoltage and 
excitation energy
(0 .49269 -  1.09870T1 + 0.78557%%) IaU
P
-  _ P %  o -(5)
0.70256 - 1.09865% + 1.00460%%+laUo
is the overvoltage given by E^/E^, % is the backscatter coefficient and 
ps^ is the total path length of the electron. Both these latter parameters 
are dealt with more fully later in the discussion of atomic number effects 
(§ 2.2). The above formula may now be incorporated into the absorption 
correction model of Bishop (1974) and the results of so doing are described in 
§ 2.3 and Love and Scott 1978 (§ 7.14)
1Ô
2.2 The Atomic Number Correction
As mentioned earlier this correction arises because the ratio of the 
number of X-rays generated in the specimen (AB) to those generated in 
the reference standard (A) will not equal the weight concentration, , if the 
specimen and standard differ appreciably in atomic number. The amount 
of characteristic X-radiation generated in a specimen will be dependent 
upon the following factors.
a. the number of electrons incident upon the specimen per
second, n ,o .
|). the incident electron energy, E^,
c. the number of atoms per unit volume of the element being
analysed, Np; where N is Avogadro's number, p is the 
&A
density and A^ is the atomic weight of element A.
d. the ionisation cross section, Q, for the particular
X-ray shell under consideration
e. the fluorescent yield, w, for the appropriate X-ray shell,
i.e. the probability that ionisation of the shell will 
result in X-ray emission.
f. the transition probability, p, which is the fraction of 
the characteristic X-radiation resulting from transitions 
to the ionised inner electron shell corresponding to the 
X-ray line being measured.
For the purposes of argument we shall consider X-ray emission.
Then the intensity of K X-ray generation, , is given by
ds
is a factor introduced to account for losses in X-ray generation 
due to electron backscattering, s is the path length of the electron and
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the distance over which the electron is capable of producing 
characteristic X-radiation.
The above equation may be rewritten to give
•E
^AB I
or = CKc ■ “k  ( a ^ ^  ” o
where 1 = ( Q(E) dE -(7)
®AB Je ^ ( /dps ) AB
It is usual practice to consider the backscatter factor, R, and the 
penetration factor, S, separately.
2.2.1. The Penetration Factor ^
The most commonly used expression for Q(E) is the Bethe(1930) formula 
modified by Green and Cosslett (1961), *
and the general shape of this function is shown in figure!.The term 
dps in equation (6) corresponds to the rate at which the electron 
loses energy. In all practical microanalysis procedures the electron 
energy loss is assumed to be a continuous process but this is not true 
in practice because the electron loses energy in discrete amounts as it 
interacts with the orbital electrons of the target atoms. However large 
energy transfer involving K shell ionisations are comparatively rare 
events (Reed 1975) and hence the approximation may be considered reasonable 
An expression for ^/dps has been given by Bethe (1930) .
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. i-const Z . In / M E  - (9)dps A
where J is the mean ionisation potential. Many formulae for J exist and 
it is not clear which, if any, are correct. Probably the one most 
frequently employed is an empirical expression proposed by Duncumb and 
Da Casa (1967),
J = 1̂ 142. (1 - exp (- O.IZ)) + 7 5 . -  Z^/(100 + Z)j
which was intended for use in the Duncumband Reed atomic number correction 
(Duncumb and Reed 1968).
It may be seen that the insertion of equations (8) and (9) 
into (7) result in a very complex expression which can only be evaluated 
using logarithmic integrals (Philibert and Tixier 1968)
A rigorous examination of the Philibert and Tixier method has been 
carried out (Love et al 1975b; §7.6) but it was found to give little, if 
any, improvement when compared with the simplified approach of Duncumb 
and Reed (1968), In their method these authors assume that the ratio 
of dps for specimen to standard is approximately constant over the 
electron range. This is a reasonable assumption since the only variation 
is due to the slowly changing logarithmic term in equation (9). Thus when 
taking ratios for specimen to standard the approximationleads to





and the exact form of the ionisation cross section is not required.
Previous work (Love et al 1975b; §7.6) showed however that the
atomic number correction of Duncumb and Reed is not entirely satisfactory
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when used at low overvoltages (U^ < 2) and these are usually associated 
with low electron energies. One of the principal reasons for this 
is that the Bethe energy loss equation gives unrealistic results ,at low 
electron energies. The equation predicts that dps becomes zero when 
^ ‘̂ /l.l66, whereas dps should increase more or less continuously
as the electron energy decreases, becoming infinite as E ->-0.
A new energy loss equation was therefore developed in order to 
overcome this limitation (Love et al 1978a; § 7.12). It was shown that if
the variable in the Bethe formula was changed from £ to ^^^/dE could
be expressed as a polynominal in (^/j)^. The expression was adjusted so 
that à graph of dE versus J passes through the origin in accordance 
with reality, figure5. The following energy loss low was derived
dE/, _ _ 1  Z___________________ 1,------------------  -(10)
J A 1.18 X 10-5(E/j)2 + 1.47 X 10-6 (E/j)
which is in excellent agreement with the Bethe formula for values of > 9 
and possesses the correct limiting behaviour as discussed above. An
additional advantage of the new approach is that I Q_ . dE
•̂ E dE/,o /dps
may readily evaluated without making any approximations, to give
1 + 16.05 (y
(terms which cancel when calculating the ratio have been omitted
from the above equation). Furthermore, an analytical expression for the 
total electron range, ps^, can be obtained by direct integration of 
equation (10)






























Such an expression is necessary in order to determine the mean depth of 
X-ray emission using equation (5) (see previous discussion, §2.1,2).
2.2.2. The Backscatter Factor
When a specimen is irradiated by a beam of high energy electrons a 
certain fraction, n, is backscattered from the sample. The fraction 
increases with atomic number because the probability of large angle elastic 
scattering is greater for heavy elements. To a first approximation n 
is independent of the incident electron energy although variations become 
marked for electron energies < 5 keV (Bishop 1966, Darlington and Cosslett 
1972). In addition, the shape of the backscattered electron energy 
distribution is largely electron energy independent. Typical energy 
distributions are shown in figure 6, The horizontal axis is normalised to the inci­
dent electron energy and the vertical axis represents the fraction of the 
backscattered electrons which have energies between E and E + AE, Some of the 
electrons which are backscattered would have produced characteristic 
X-rays had they remained in the specimen (i.e. they have an energy E > E^) - 
and consequently backscattering results in a loss of characteristic X-ray 
generation. The magnitude of the effect may be calculated as follows.
If the group of electrons backscattered with energies between E and E + AE 
are considered (by definition dW*^^ where W = ^^E^) it may be seen by 
comparison with equation (6) that the loss in generated X-ray intensity is
Ig where
dl, = const 4rT • dW \ Q dE
Thus integration over the whole backscattered electron energy distribution 
for E> gives the total loss in X-ray emission due to backscattering
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c f; t  \  dn II = const I ^   ^  dE.dW 
w E <^/dpsC c
where W = ^c /e . c o
New the fractional energy loss due to backscattering is equal to the X-ray 
intensity lost(Ig) divided by the X-ray intensity which would have been 
produced in the absence of backscattering (1^)
I Ç  ( o _
^  M  Vdw/Je, VdE/
d E .dW
  ^ f^ps/ -(11)
I rE
■oc f  c Q____ . 3E
J 1E dpso
The fraction of X-rays generated in the specimen is given by 1 - = R -(12)
where R is the backscatter factor.
Salter (1970) has tabulated R data as a function of Z and ; '
since R is almost linearly dependent upon for a given Z, values not 
given in the table may be obtained by linear interpolation. These tabulations 
were calculated from equations (11) and (12) using Bishop's data (1966) 
for both n and the electron energy distributions. They appear to give 
reasonable results for most microanalysis work but errors may become 
unacceptably large at low kilovoltages because the q values for Bishop 
are only applicable for 20 keV electrons and, as discussed previously 
the backscatter coefficient is energy dependent. Hence difficulties arise 
in light element analysis where it is necessary to use low electron 
energies in order to minimise X-ray absorption and increase detection 
efficiency.
As a result of this limitation work was undertaken to derive an 
analytical expression for R (Love et al 1978a; § 7.12). This utilised the 
Monte Carlo method referred to in § 2, 2. The formula for R includes terms
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to account for overvoltage and backscatter coeffic ien t.
R = 1
where I(U ) = 0.33148 InU + 0.05596 (InU - 0.06339 (InU o o o o
+ 0.00947 (InU^)^
and G(U ) =
o
2.8789 InU - 1.51307 (InU )^+0.81312(InU )^- 0.08241(InU o o o o
Hence by selecting n values which are appropriate to the kilovoltage 
bein^ used the expression can be applied to any probe excitation energy.
An additional advantage of the method is that it may be used for targets 
at non-normal incidence. This is because the R factor for an inclined 
target will be the same as that for a specimen normal to the electron 
beam with the same q value as the inclined specimen. Thus R for any 
sample inclination may be calculated directly providing the correct 
value of q is inserted into the formula. There is no difficulty in 
carrying this out in practice because Darlington (1975) has provided 
an expression to calculate backscatter coefficients for inclined specimens 
if q at normal incidence is known.
2.3 Evaluation of the New Correction Procedure
The atomic number correction described in § 2.2 and the Bishop 
absorption correction incorporating the new expression for the mean 
depth of X-ray emission have been combined to form a complete correction 
procedure. Also included is the characteristic fluorescence correction 
of Reed (1965),
Before this model could be used in practice it was necessary to
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derive an analytical expression for the backscatter coefficient, q, 
since this parameter is incorporated in the formulae for the backscatter 
factor,R, and the mean depth of X-ray generation, pz. This was accom­
plished by applying a regression analysis technique to data of Seidel 
(cited in Darlington 1975) which covered a wide range of atomic number 
(4 - 92) and electron energies (9 - 100 keV).
The following expression was obtained
q = f^(Z) (1 + 1^(2) In (^0/20)) where 
f^(Z) = (- 52.3791 + 150.4837 Z - 1.6737 Z^ + 0.00716 Z^) x lo"^
2 -4and 1^(2) = (- 1112.8 + 30.298 Z - 0.15498 Z ) x 10
Values of q calculated using the above equation were compared to the 
original data of Seidel and it was found that the RMS error was 2.3%
(Love and Scott 1978; § 7.14) which is as good as the precision of the 
original measurements. Hence the expression may be used with confidence 
for incident electron energies in the range 10 - 100 keV. It should 
however be pointed out that the equation will be less reliable for low 
electron energies (< 5 keV) since the backscatter coefficient no longer 
varies smoothly with atomic number (Darlington and Cosslett 1976) and 
therefore cannot be adequately represented by a polynominal.
The new correction procedure has been applied to the 430 microanalysis 
measurements described in Love and Scott, 1978 ( § 7.14). It was found 
that the model was superior to methods which incorporate either of the 
two Philibert absorption corrections. It is considered that the improve­
ment achieved by the new model is mainly associated with a more accurate 
absorption correction because absorption is usually the single largest 
correction factor. To test the accuracy of the new atomic number, correction 
only low absorbing systems (f(y) > 0.8) were used in the assessment. Com­
parison of the data corrected by the new model and the
2Ô
established method (Duncumb and Reed atomic number correction and simpli­
fied Philibert absorption correction) again shows that a higher degree of 
accuracy may be achieved when using the former approach. This indicates 
that our atomic number correction is better than the Duncumb and Reed 
approach.
Finally, the new correction model is applied to light element 
results obtained on oxide systems (Love et al 1974a, § 7.3). Again a 
higher degree of precision is obtained than achieved previously (see 
table 3 in Love and Scott 1978; § 7.14) but the number of corrected
data lying within 2g% of the true value is only 38% compared with 46%
j .
obtained when using the Duncumb and Reed atomic number correction and the 
full Philibert absorption correction. However, it should also be pointed 
(see Love et al 1975b; § 7.6) that the full Philibert model gives worse 
results than the simplified Philibert method when applied to heavy 
element systems and is, therefore, of limited value in quantitative 
electron probe microanalysis. ^
It is considered that errors associated with the 430 binary alloy 
systems are largely responsible for the 5.3%^standard deviation obtained 
with the new correction model and that new, more reliable, microanalysis 
data must be collated in order to assess the absolute accuracy of the 
method.
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3. Some Related Quantitative Electron Microscopy Studies
3.1 Oxidation of Orion Fibres
In section 1 researches into problems involved in the electron 
probe microanalysis of oxygen in ceramic specimens were described.
Studies have also been undertaken on light element microanalysis in 
polymeric materials and in Love et al 1975a (§ 7.5) a study of the 
oxidation of polyaerylonitrile fibres is discussed. These fibres are 
employed as precursors in carbon fibre production and a pre-oxidation 
treatment is used to raise the softening temperature above the decom­
position temperature,thereby preventing fibres sticking together during 
the subsequent pyrolosis. Microscopic examination of cross-sections of 
certain grades of fibre (Courtelle) after oxidation had revealed a zoned 
structure, the extent of the zoning being associated with the length of 
the oxidation treatment. Commercial fibres of Orion showed however,no 
evidence of zoning after similar oxidation treatments.
sThe objective of subsequent work was to discover whether an , 
oxidation gradient existed across these two types of fibre. Because 
of the fibre's small cross section (v 2 x 10"^ mm^) determination of 
diffusion profiles may be best achieved by electron probe microanalysis.
A suitable method of specimen preparation for polymers had first to be 
devised, since these materials are poor thermal and electrical conductors 
and are often damaged by electron beam irradiation. Several methods were 
tried, and eventually it was found that thin, 1 ym thick, sections prepared 
by microtomy gave the best results. These sections were supported on a 
thin carbon film which in turn was mounted upon a copper grid. The 
specimen was then coated with 100 8. layer of gold to provide a conducting 
path for the electrons. Oxygen detection was carried out using a low 
electron accelerating voltage in order to maximise detection efficiency 
(Love 1975) and a small specimen current(50 nA) to reduce any specimen
damage. The effect of variation of thickness across the fibre section
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upon the oxygen emission was minimised by comparing oxygen peak intensity 
with the continuous background radiation.
From the investigation it was evident that the zoned structure was 
indeed indicative of a change in oxygen concentration across the section 
and a mechanism to account for the absence of zoning in Orion fibres 
under normal oxidation conditions was proposed.
The study described above was performed by means of wavelength dis­
persive analysis but a much more extensive study of polymeric materials 
would be possible if the specimen current could be reduced by an order of 
magnitude, since in most cases this would solve the problem of beam 
induced damage. Small specimen currents are adequate for energy dispersive 
analysis (EDS) and we have carried out a preliminary study on oxygen and 
carbon analysis of Courtelle fibres using a new form of EDS detector with 
a removable window. The assessment, which was performed in the United
States working in collaboration with Dr Russ, showed that this technique
i ■
was capable of distinguishing between oxygen levels in the cored and
zoned regions (reference to G. Love in Russ 1977).
*
3.2 Oxide Layers Formed on Metals
Scanning electron microscopy and electron probe microanalysis studies 
have also been concerned with high temperature oxidation studies on metals 
and alloys. This research programme was carried out by Dr Cox and my own 
contribution has been concerned with the characterisation of microstructures. 
In particular, electron probe microanalysis has been used to investigate 
the distribution in the oxide scale of different alloying additions in 
steel (Cox, Love, McEnaney and Scott 1973, § 7.2). This study led to a 
new theory of element partitioning in oxide scales (Cox, McEnaney and 
Scott 1972) which is believed to have more universal application than previous
theories. Other aspects of metal oxidation have involved investigations
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of both preferential intergranular oxidation and oxygen distributions in 
stripped films. The work highlighted the importance of scanning 
transmission (STEM) studies since it was found that 50 keV STEM images 
obtained in the electron probe microanalyser provided more information 
about the duplex oxide film than similar images obtained using 100 keV 
electrons in the conventional transmission microscope.
3.3 Structural Analysis of Avian Eggshells
Another study involving electron optical techniques was carried out in 
collaboration with Dr R Board of the School of Biological Sciences and 
concerned a detailed structural analysis of avian eggshells (Tullett, Board, 
Love, Perrott and Scott, 1976; § 7.9). The shell itself is composed of
calcium carbonate which takes the form of calcite columns growing from 
a number of nucléation sites on the membrane,radially outwards. The
external layer of the shell is, however, different in structure. In the
i '
case of the domestic fowl, guinea fowl and greater flamingo it consists 
of organic material, but in sea birds it was found to be mainly vaterite, 
another crystalline form of calcium carbonate.
Quantitative electron probe microanalysis in conjunction with wet 
chemical analysis indicated that the phosphorus levels were higher in 
the external layer for all shells studied although the effect was not as 
marked for sea birds. From the results it was proposed that phosphorus 
poisoning could account for the change in structure of the external layers. 
In the case of the domestic fowl, guinea fowl and greater flamingo the 
amount of phosphorus, in the form of phosphate, is sufficient to terminate 
further growth of calcium carbonate. In the eggshells of sea birds, 
however, the smaller amount of phosphate can be incorporated into the 
calcium carbonate lattice although this results in vaterite rather than 
calcite becoming the stable structure. From this investigation it has been
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shown that the presence of vaterite may be related to the physiology 
of the birds.
3.4 Methods of Foil Thickness Measurement in the TEM
Many of our recent studies using transmission microscopy have been 
concerned with measurement of defect densities or precipitate populations 
(Miller and Scott 1978), Although established methods, such as the analysis 
of extinction contours or measurement of slip traces, are limited in 
their range of application the addition of STEM and EDS facilities to the 
conventional transmission microscope have provided techniques of foil 
thickness measurement which may be more suitable and more accurate for suchIwork. Methods which are being assessed include contamination spot and
convergent beam techniques, which may be regarded as absolute methods,
and the use of X-ray emission measurements which involve calibration
(Love et al 1977; § 7.11). \
Specimens of Al-Mg-Zn containing a fine dispersion of precipitates
have been employed in this study. From a comparison of the thickness data
*
with corresponding micrographs the accuracy of the various thickness 
determinations were assessed by plotting the number of precipitates visible 
in unit area of foil versus foil thickness.
The results showed that the contamination spot technique appeared to 
overestimate the foil thickness but in the case of Al-Mg-Zn specimens 
some, if not all^ of the discrepancy could be explained on the basis of 
surface oxidation.
The convergent beam technique is, in principle, the most precise 
but, from the limited number of measurements we have carried out, a 
considerable disparity appears to exist between the two sets of data 
obtained using the convergent beam and contamination methods. In addition 
extinction distances calculated for aluminium appear to be at variance with 
those available in the literature.
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The relative accuracy of characteristic X-ray measurements seemed 
to be good 5%) over a foil thickness range 'v 1000 £ - 3000 & but 
the absolute accuracy will, of course, depend upon the calibration method 
adopted.
From this preliminary study it has been possible to compare the 
various techniques and to.assess the potential areas of application (see table 
Love et al, 1977; § 7.11). Further work recommended in this area is 
referred to in a following section (§ 4.2).
3.5 Characterisation of the Prism Surfaces of Kaolinite Microcrystals
The study of Kaolinite microcrystals was carried out in collaboration 
with Dr Flegmann of the School of Biological Sciences. Kaolinite is 
a common constituent of soils and the surface chemistry of the constituent 
particles is of interest because it affects the ability of the soil to
retain plant nutrients. It was therefore necessary to establish the
} ■
crystal indices of the particles prism surfaces so that this could be 
related to the surface activity.
Because of the size of the crystals (v 0.5 ym) electron diffraction 
was undertaken to achieve this objective (Flegmann, Love and Scott, 1971;
§ 7.1). The resulting electron diffraction patterns were complicated by 
the presence of 'extra* spots but this could be satisfactorily explained 
by postulating that the crystals consisted of several superimposed thin- 
layers displaced relative to one another by a fraction of the a or b 
parameter. This would result in an extension of the reciprocal lattice 
points into relrods and provide additional intersections of the reciprocal 
lattice with the Ewald sphere,thus accounting for the extra spots.
From the analysis of the diffraction pattern the indices of the prism faces 
of the crystallites could then be indexed as (010), (110) and (110).
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4. Conclusions
A thorough examination of absorption correction models used in 
electron probe microanalysis has been made. It was shown that on theoretical 
grounds the most frequently used correction procedure, that due to 
Philibert (1963), is limited in its range of application and is unsuitable 
for light element analysis. This was confirmed when the model was applied 
to soft X-ray data. The more rigorous full Phillibert model was found to 
work reasonably well for light element analysis but, rather surprisingly, 
was inferior to the simplified Philibert approach for correcting heavy 
element data. Optimisation of the h and o parameters incorporated in each 
of the models was performed using regression analyses and it was shown that 
although improvements could be made to the full and simplified Philibert 
absorption corrections, the basic limitations of both still remain.
Development of a new correction devised by Bishop (1974) was next 
undertaken. Application of this model to experimental microanalysis 
data revealed that its range of operation was greater than either of the 
two Philibert methods. However it was felt that further improvement could 
be achieved if a more precise expression for the mean depth of X-ray 
generation could be obtained.
This was done by developing a Monte-Carlo programme which simulates 
electron interactions in solids. Iri addition to providing information 
regarding the mean depth,the model was used to obtain data on the surface 
ionisation function $(0), a parameter of particular significance in light 
element analysis, and also on the backscatter factor. An analytical expression 
has now been developed to represent the backscatter factor in terms of over­
voltage and backscatter coefficient. This, together with a new equation to 
represent the rate of energy loss in a solid, has enabled a new atomic 
number correction to be constructed. It has several advantages over existing 
methods since it avoids some of the approximations made in the Duncumb and
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Reed (1968) approach and in principle it may be applied to specimens 
inclined with respect to the incident electron beam.
This atomic number correction has been combined with the Bishop 
absorption model which incorporates the new equation for the mean depth 
determined from the Monte Carlo data. The complete correction procedure 
has been tested by applying it to existing experimental microanalysis data.
It was found to be better than any method which incorporated either of the 
Philibert absorption corrections. Moreover the adoption of the new atomic 
number correction was found to signifciantly improve the accuracy of the 
corrected data.
It should also be pointed out that the new model is more fundamental than 
otherj correction procedures which incorporate parameters specifically 
optimised to give the best fit to experimental results.
Studies on the application of quantitative electron probe microanalysis 
and related techniques such as scanning and transmission electron microscopy 
have also been described. It has been shown that these methods provide 
important new information in the fields of both materials and bioligical 
science.
In additon to the above mentioned studies a detailed assessment of 
methods of foil thickness measurement has been undertaken. The work 
carried out to date suggests that recent developments in this area may lead 
to ways of measuring the thickness of foils more precisely,which in turn 
would enable measurements on defect populations and precipitate densities 
to be made more accurately.
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5. Recommendations for Further Work
It is suggested that developments in the research should proceed along 
the following lines in the areas of (a) improved correction theories in 
electron probe microanalysis and (b) quantitative microstructural analysis 
in the transmission electron microscope.
5.1 Quantitative Electron Probe Microanalysis
It is possible to use the Monte-Carlo methods developed in this 
research in order to establish how the mean depth of X-ray generation
depends upon the orientation of the specimen with respect to the direction
I
of the incident electron beam. If the dependence can be adequately represented 
in terms of a simple analytical expression it could be readily incorporated 
into the Bishop absorption model. The modified model when combined with 
the new atomic number correction (Love et al, 1978a; § 7,12) would then be 
capable of coping with any specimen geometry.
Before the proposed correction procedure could be recommended for 
general use, however, its accuracy would have to be established for a wide 
range of experimental conditions. In order to achieve this objective it 
will be necessary to obtain new experimental data by, for example, making 
measurements on a series of well characterised binary specimens tilted with 
respect to the incident electron beam.
These measurements would be best carried out using a.n energy dispersive 
X-ray analyser for the following reasons;
(a) experimental errors introduced in positioning the specimen 
would be small whereas wavelength dispersive analysis is extremely 
.sensitive to specimen height variations.
(b) the research would provide information about the precision of 
analysis achievable with an SEM-EDS combination.
Light element work using an EDS system presents difficulties due 
to the relatively poor spectral resolution of the analyser and to pulse
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pile-up effects. However, our earlier work on polyacrylonitrile fibres 
has shown that the EDS technique is feasible for soft X-ray studies and 
warrants further investigation. A pre-requisite for any quantitative 
light element analysis is an accurate method of background subtraction 
and existing techniques, such, as frequency filtering, which have been 
successfully employed at higher X-ray energies (> 1 keV) will have to be 
assessed. This could be achieved by making comparisons between data 
obtained using both EDS and WDS methods on identical specimens. If 
successful, such research holds out the prospect of light element
analysis on beam sensitive materials and the wider use of EDS systems
/
for soft X-ray measurement.
It is desirable, when analysing for soft X-rays, to minimise the absor­
ption correction in order to reduce errors introduced when using the 
unreliable mass absorption coefficients presently available. This may be 
achieved either by tilting the specimen towards the detector or by 
reducing the energy of the incident electron beam. In many microanalysers 
there is no facility for tilting specimens in the required direction and 
hence the latter method must be adopted. Unfortunately from the study 
on oxide systems it is apparent that there are large errors in the 
corrected data obtained at these low energies (Love 1975). This suggests 
that either the atomic number correction is inadequate here or that the 
conducting coatings used are markedly affecting the electron behaviour in 
the sample. It is therefore proposed to carry out further measurements 
using several different coating materials (carbon, aluminium, copper 
and gold) and a range of coating thicknesses (100 & - 500 X ) .
Complementary studies would be carried out using Monte-Carlo methods to 
obtain a clearer understanding of the effect ofsurface coatings on electron- 
solid interactions. It is hoped that such an investigation will enable 
positive recommendations regarding the selection of coating material and 
thickness to be made. Any defect in the atomic number correction at low
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electron energies is likely to arise from the breakdown of the 
continuous energy loss approximation and here again the effects of this 
may be determined by recourse to Monte Carlo methods.
As discussed previously in this section much of the proposed research 
programme on quantitative electron probe microanalysis concerns the 
development of the Bishop absorption correction for use with tilted specimen 
geometry. However, the absolute accuracy of the model for normal electron 
incidence has not been established at this juncture because errors in the 
raw data employed in its assessment were almost certainly responsible for 
the 5.3% RMS error obtained (Love and Scott 1978; § 7.14). The extensive 
new set of experimental measurements obtained from the foregoing investi­
gation should provide data which will enable a more stringent test of the 
absorption method to be made. If a more exact model proves desirable, 
which may be the case in view of the simplistic shape function employed 
in the Bishop correction procedure, the method outlined by Love (1975) 
could be investigated. This should, in principle, be superior to that of 
Bishop since the $(pz) curve is more accurately represented. The model 
requires a total of four input parameters, these being 0(max), the mass 
depth corresponding to $(max), the surface ionisation function and the mean 
depth. Development of this model is being undertaken and expressions 
for the mean depth (Love et al 1977; § 7.10) and the surface ionisation 
function (Love et al 1978b; § 7.13) are available. All that is now needed 
are equations to represent the remaining two parameters in terms of the 
backscatter coefficient and overvoltage and this can be accomplished 
using existing Monte-Carlo methods. It should be stressed that the 
'triangular model' would not replace the Bishop procedure entirely since 
it could not be readily modified to deal with specimens at non-normal 
electron incidence.
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5.2 Quantitative Microstructural Analysis
Some useful data on defect populations in thin foils have been 
obtained but the accuracy of film thickness measurement must be further 
improved before the information can be used to develop appropriate 
theoretical models. Thus the film thickness techniques employed need 
to be refined and their reliability assessed.
The difficulty with the contamination spot method lies in 
locating corresponding points of contamination on top and bottom of the 
foil which give the correct measurement of spot separation; practical 
difficulties are increased because the two spots have different geometry. 
Experiments should therefore be carried out to analyse the profile 
of the spot as a function of the electron beam conditions (diameter and 
electron dose) and foil characteristics (thickness and atomic number).
Direct information could be obtained by examining the spots, before and
after heavy metal shadowing using scanning/transmission microscopy. The
) ■
substrate materials might include aluminium, copper and gold, vacuum 
deposited as thin films of accurately known thickness.
4
Experiments involving the convergent beam method should be designed 
to investigate the anomolous effects found with aluminium foil containing 
precipitates, i.e. the inconsistency between calculated and published 
extinction distances and the discrepancy with thickness data obtained by 
the alternative absolute method. Work could be carried out in pure 
aluminium foils and samples of aluminium alloy at different stages in the 
precipitation sequence. In addition to solid-solution and precipitation 
effects, the possible influence of defects and strain in the crystal lattice 
might be examined.
Research on the characteristic X-ray method of determining foil 
thickness should be aimed at establishing, firstly, the relative 
efficiencies of X-ray generation for all elements of interest (Nasir 1972; 
Cliff and Lorimer 1972), since then a single standard foil of known thickness
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may be used for calibration. This information would also allow 
extension of the method to multiphase materials where compositional 
changes have to be accounted for, thereby overcoming limitations inherent 
in the original technique. Secondly, corrections would be developed to 
compensate for X-ray absorption, electron scattering and changes in 
ionisation cross section (Jacobs and Baboroviska 1972), factors which 
become more significant with increase in foil thickness. This programme of 
work would facilitate the development of a procedure for quantitative 
microanalysis of specimen composition which does not require standards.
An evaluation of the continuum X-ray method is also proposed since 
it may have advantages compared with the characteristic X-ray method for 
studying those systems in which characteristic X-rays are heavily absorbed.
As a final point, this quantitative study could involve the develop­
ment of an on-line data reduction system for rapid processing of X-ray 
information such that foil thickness and composition data become available 
while the specimen is still being examined in the electron microscope.
This instant feedback would enable the microscopist to select the
4
most suitable foil areas for quantitative microstructural analysis.
41
6 , References
Andersen, C.A. and Wittry, D.B., 1968, J, Phys. D.: Appl. Phys.
1, 529.
Bethe, H.A. 1930, Ann. Phys. Leipz. 325.
Bishop, H.E., 1966, X-ray Optics and Microanalysis eds. R. Castaing,
P. Deschamps and J. Philibert (Paris : Hermann), p.153.
Bishop, H.E., 1974, J. Phys.D. : Appl. Phys., J_, 2009.
Bothe, W., 1929, Z. Phys., 54, 161.
Castaing, R., 1960, Adv. Electronics, 17,
Cliff, G. and Lorimer, G.W., 1972, Electron Microscopy 1972,
(London : Inst, of Phys.), 140.
Cox, M.G.C., Love, G., McEnaney, B. and Scott, V.D., 1973,
I Scanning Electron Microscopy ; Systems and Applications, p.282.
I Cox, M.G.C., McEnaney, B. and Scott, V.D., 1972, Phil. Mag., 2^, 839.
Curgenven, L. and Duncumb, P., 1971, T.I. Research Lab. Rep. No.303.
Darlington, E.H., 1975, J. Phys. D.; : Appl. Phys., 85.
Darlington, E.H. and Cosslett, V.E., 1972, J. Phys. D. : Appl.
Phys., 2» 1969. r
Duncumb, P. and Da Casa, 1967, Conference on Electron Probe 
Microanalysis, Institute of Physics and Physical Society, London.
4
Duncumb, P. and Melford, D.A., 1966, X-ray Optics and Microanalysis, 
eds. R. Castaing, P. Deschamps and J. Philibert,
(Paris : Hermann) p.240.
Duncumb, P. and Reed, S.J.B., 1968, Quantitative Electron Probe 
Miroanalysis : Nat. Bur. Stands Spec. Publ. 298, ed. K.F.J. Heinrich, 
(Washington ; U.S. Dept, of Commerce) p. 133. . .. •
Flegmann, A.W., Love, G. and Scott, V.D., 1971, Clay Minerals,
9, 245. /
Green, M., 1963, X-ray Optics and Microanalysis eds. H.H. Pattee,
V.E. Cosslett and A. Engstrom (New York : Academic Press), p.361.
Green, M., and Cosslett, V.E., 1961, Proc. Phys. Soc. 78, 1206.
Heinrich, K.F.J., 1967, Trans, of Second Nat. Conf. on Electron 
Probe Microanalysis, Boston, USA, Paper No.7.
Jacobs, M.H., and Baborovska, J., 1972, Electron Microscopy,
(London ; Inst, of Phys.), 136.
Love, G., 1975, M.Sc. Thesis, University of Bath.
Love, G. and Scott, V.D., 1978, J. Phys. D. ; Appl. Phys. accepted 
for publication.
42
Love, G., Cox, M.G.C. and Scott, V.D., 1974a, J. Phys. D. :
Appl. Phys., 2, 2131.
Love, G., Cox, M.G.C.. and Scott, V.D., 1974b, J. Phys. D. :
Appl. Phys., 2» 2142.
Love, G., Cox, M.G.C., Scott, V.D., 1975a, Materials Research
Bulletin, 10, 815.
Love, G., Cox, M.G.C. and Scott, V.D., 1975b, J. Phys. D. :
Appl. Phys., 1686.
Love, G., Cox., M.G.C. and Scott, V.D., 1976a,
J. Phys. D. : Appl. Phys., 2» 7»
Love, G., Cox, M.G.C. and Scott, V.D., 1976b,
Developments in Electron Microscopy and Analysis, ed. J.A. Venables,
i (London ; Academic Press), p.145.
Love, G., Cox, M.G.C. and Scott, V.D., 1977a, J. Phys. D. ;
Appl. Phys., 22.» 7'
Love, G., Cox, M.G.C., and Scott, V.D., 1977b, Developments in 
Electron Microscopy and Analysis 1977, ed. D.L. Misell 
(Bristol : Inst, of Phys.) Inst. Phys. Conf. Ser. No. 36, p.347.
Love, G., Cox, M.G.C. and Scott, V.D., 1978a, J. Phys. D. :
Appl. Phys., 11, 7.
Love, G., Cox, M.G.C. and Scott, V.D., 1978b, J. Phys. D. ,
; Appl. Phys., 11, 23.
Miller, W.S. and Scott, V.D., 1978, Met. Sci. J., 12.
Nasir, M.J., Electron Microscopy 1972, ^(London : Inst, of 
Phys.), 142.
Philibert, J. 1963, X-ray Optics and Microanalysis, eds. H.H. Pattee, 
V.E. Cosslett and A. Engstrom, (New York : Academic Press) p.379.
Philibert, J. and Tixier, R., 1968, Quantitative Electron Probe 
Microanalysis, Nat. Bur. Stands. Spec. Publ. 298 ed. K.F.J.
Heinrich (Washington ; U.S. Dept, of Commerce) p.13.
Reed, S.J.B., 1965, Brit. J. Appl. Phys., 16, 913. ^
Reed, S.J.B., 1975, Electron Microprobe Analysis (Cambridge : 
Cambridge Univ. Press) p.320.
Russ, J.C., 1977, EDAX Editor, 2» No.2, 6.
Salter, W.J.M., 1970, A Manual of Quantitative Electron Probe 
Microanalysis (London ; Structural Publications Ltd), p.79.
Springer, G., 1967, Neues Jahrb. Mineral, Abhandl, 106, 241.
Tullett, S.G., Board, R.G., Love, G., Perrott, H.R. and Scott, V.D., 
1976, Acta Zoologica. (Stockh.), 57, 79.
43
7. Reprints of Papers
7.1 Electron-Optical Study of the Prism
Surfaces of Kaolinite Microcrystals
A.W. Flegmann, G« Love and V.D, Scott,
♦
1971, Clay Minerals, 9, 245.
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N O T E S
E L E C T R O N -O P T IC A L  S T U D Y  OF T H E  P R ISM  S U R F A C E S  
O F K A O L IN IT E  M IC R O C R Y S T A L S
The microcrystals of kaolinite, like those of other layer silicate minerals, possess 
two types of crystallographically different surfaces (Van Olphen, 1963). This crystal 
form can, account for various iheological and ion adsorption characteristics of 
kaolinite in aqueous suspension (Flegmann, Goodwin & Ottewill, 1969). While the 
basal surfaces of the plate-like crystallites are recognized as being of the (001) type, 
the indices of the prism surfaces have not so far been reported. Selected area electron 
diffraction combined with electron microscopy were used here to determine the 
crystal indices of the external prism surfaces of kaolinite microcrystals.
The kaolinite, a selected Cornish clay kindly given by English China Clays, 
St Austell, was first converted into the sodium form and the electrolyte-free clay 
was suspended in 10~^m cetyl-trimethyl ammonium bromide solution. Droplets of 
the dilute suspension were deposited onto carbon coated copper grids, dried 
and then examined in an A.E.I. EM802 electron microscope operating at 
100 kV. Diffraction spot patterns from 20 single crystals were obtained using a 
25 jum selected area aperture. The camera constant was determined by evaporating 
a thin layer of silver onto some of the grids to provide an internal standard. 
Complementary X-ray diffraction measurements on a random powder preparation 
were also carried out, the d-spacings obtained agreeing with those of Brindley & 
Robinson (1946). ^
A  typical crystal 's shown in the electron micrograph, Plate 1(a). The corres­
ponding electron diffraction pattern, Plate 1(b), consists of a hexagonal array of 
spots, and is reproduced in the appropriate orientation, having allowed for image 
rotation in the electron microscope. The spot patterns were measured and d-spacings 
calculated by reference to the diffraction rings from the internal standard.
In order to index the diffraction patterns, sections of the reciprocal lattice for 
kaolinite were constructed (Figs 1 and 2) using Brindley & Robinson’s (1946) 
data. In Fig 1, the b-axis is perpendicular to the plane of the diagram, while in 
Fig 2 the a-axis is so oriented. In both diagrams the direction of the beam is 
shown parallel to c*. the case for crystals oriented with their ab planes perpendicular 
to the electron beam.
For a crystal in this orientation, the full circles shown in Figs 1 and 2 are seen to 
lie on the Ewald sphere, giving rise to the hk/ diffractions with h =  37 represented, 
again as full circles, in Fig 3. Comparison of this set of spots with those of the 
observed diffraction pattern (Plate 1(b)) shows, however, that the latter contains a 







fio.. I. Reciprocal lattice construction loi ..beam; b-axis perpendicular to the plane
k
Fig. 2. Reciprocal lattice construction for kaolinite with c* parallel to the electron 






(a) Electron micrograph o f  a kaolinite microcrystal. (6) Electron diffraction pattern in 
corresponding orientation show ing kaolinite spot pattern and silver calibration rings.
To fa c e  2-16
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Any explanation for the extra spots based on mosaicity in individual crystals 
is unacceptable, since it implies that regions of the crystals must be rotated by 
about 15° around the crystal axes; no diffraction contrast of the type expected from 
such tilt boundaries was found in the electron micrographs.
The observed diffraction pattern may. however, be satisfactorily interpreted if 
each reciprocal lattice point is considered as being extended into rods or spikes 
(‘relrods’). For the plate-like kaolinite crystals these relrods would be perpendicular 
to c*. providing additional intersections of the reciprocal lattice with the Ewald 
sphere and would thus account for the extra spots. These reciprocal lattice points 
are shown as open circles in Figs 1, 2 and 3. Crystals would have to be no 
more than a few unit layers thick to satisfy this condition, but estimates indicate 
that even the thinnest crystals used in the present investigation consist of ten or 
jnore unit layers. If, however, the crystals consisted of several superimposed thin 
layers displaced relative to one another by a fraction of either the a o rb  parameter 
(analogous to a stacking fault), then sufficient extension of the reciprocal lattice 
points would occur.
Having indexed a diffraction pattern (see Fig 3), the a and b lattice parameters 
may be calculated using the appropriate geometrical relationship for the kaolinite 
triclinic lattice (Andrews e t a l ,  1967). The d-spacing for 020 was found to be



















































F ig . 3. Indexed diffraction pattern. 9, diffractions from  the 31 k l p lan es; Q ,  ad d i­
tional d iffractions associated with streaking o f  the reciprocal lattice (relrods).
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4-48 ± 0  02 Â which gives a b-parameter of 8-96 ± 0  04 Â, close to the published 
value of 8 95 A.
Determination of the a-parameter may be accomplished by measurement of an 
hOO diffraction. Using the 200 spot and computing the d-spacing from the simplified
relationship ^ =  - - r —^ (taking a =  9 0 ° )  gave an a parameter of 5 28 ± 0  04, much 
« Û sin p
higher than the accepted value of 514 A. Since, however, [200] is inclined to the 
Ewald sphere, this value needs to be multiplied by sin /3, restoring it to 5-12±0 04 A, 
in good agreement with the published figure of 515 A. This value would be 
obtained by measurement of the 200 spot directly from the diffraction pattern which 
follows of course, from the fact that the a and b axes of crystallites lying perpen­
dicular to the electron beam must themselves lie in the Ewald sphere.
. It. should be pointed out, that since crystals will not always be accurately 
perpendicular to the beam due to unevenness of the carbon support film, relrods 
may intersect the Ewald sphere at positions corresponding to different spacings 
and would thus account for some of the scatter in the results. Also in this connection, 
the X-ray diffraction study on a large number of randomly oriented crystals showed 
the line broadening which might be expected from relrods. Such line broadening 
has been attributed (Murray & Lyons, 1956) to b-axis disorder with displacements
of about — ^ between successive layers of the crystallites, the type of lattice faulting
which would account for the observed two-dimensional electron diffraction effects. 
These effects would be absent for perfectly crystalline material.
Referring to Plate 1(a) and 1(b) the prism faces of the crystals may now be 
indexed. The prism faces of the crystal are seen to be parallel to [100], [130] and 
[130]i forming the characteristic hexagonal shape of the particles; it follows that 
the indices of the prism faces of the crystallites are (010), (1Ï0) and (110). Accurate 
measurement of the diffraction patterns enables the 020 reflection (4 48 ±  0 42) A 
to be distinguished from the other two, allo\%ing the prism plane indices to be 
correctly assigned to the crystal. Inspection of the diffraction intensities also 
facilitates identification, since rows of strong reflections (full circles, h = 31) lie 
parallel to [010].
A c k n o w le d g m e n ts . The authors are indebted to Dr J. A. Gard for helpful comments 
on the interpretation of the results and to Dr R. A. L. Sullivan for the X-ray 
measurements.
A . W. F l e g m a n n * 
G. LovEf 
V. D. ScoTTf
♦School of Biological Sciences,
"[School of Materials Sciences,
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STUDIES IN THE SEM OF OXIDE LAYERS FORMED ON METALS 
by M.G.C. Cox, G. Love, B. McEnaney and V.D. Scott 
School of Materials Science, University of Bath, Bath, UK.
Recent developments in accessories and in analytical techniques for the 
scanning electron microscope have produced an instrument now capable of 
providing quantitative information on the structure of solids. This paper 
shows how data obtained using the microanalysis attachment have enabled a 
new interpretation of the structure and growth of oxide layers on metals to 
be made. Illustrations are taken from our work on the oxidation of Fe-Cr 
alloys at 400-600°C. in C02~based gas. Where the effect of factors such as 
alloy composition and oxidation environment upon the formation of thin films 
in early stages of oxidation and upon the subsequent development of thicker 
scales are of particular interest. Detailed structural analysis of the metal 
and of the solid oxidation products is carried out using a number of complemen­
tary techniques including a JXA-50A scanning electron probe microanalyser 
fitted with two crystal spectrometers. The information is related to kinetic 
data obtained with a sensitive microbalance by continuous weighing of samples 
undergoing oxidation.
A typical fracture section through oxidised metal (a Fe-5% Cr alloy oxidised 
for 150 hours at 600°C) is illustrated in Fig. 1. This shows a duplex scale 
with vestigial polishing scratches at the oxide/oxide interface ,indicating 
that this was the original metal surface. It may be deduced that a two-way 
diffusion process is occurring during oxidation; the outer oxide is formed by 
outward flow of metal cations through the oxide scale to react at the gas/ 
oxide interface and the inner layer by inward movement of oxidising species 
to the metal/oxide interface. The EPMA profiles. Fig. 2, show that the outer 
scale is essentially iron oxide and that chromium is concentrated within the 
inner layer. Although such, partitioning of alloying elements within oxide , 
scales has been reported in the literature on alloy oxidation, Pfeil (1929) 
refering to the phenomenon as long ago as 1929, no satisfactory explanation 
had been put forward. We have accounted for partitioning by relating cation 
mobility to the energetics of movement through the oxide sub-lattice via 
interstitial sites (Cox, McEnaney and Scott, 1972) as follows.4
The structure of both oxide layers formed on the Fe-Cr alloys was spinel.
Spinels possess a cubic unit cell consisting of a close-packed arrangement of 
32 oxygen anions and containing 32 octahedral and 64 tetrahedral interstices; 
the 24 metal cations are distributed over 16 octahedral and 8 tetrahedral sites. 
Cation diffusion through this lattice occurs (Azaroff, 1961) by successive 
movement from an octahedral site to an adjacent unoccupied tetrahedral site and 
then to the next unoccupied octahedral interstice. Octahedral and tetrahedral 
site preference energies for cations nay be calculated using crystal field 
theory, from which it can be shown that Cr^^ has a high octahedral site prefer­
ence energy, Ep, while Fe^^ has low preference energy and Fe^"^ has no prefer­
ence,
A  ranking order for cation mobility may be established from the magnitude of 
the octahedral site preference energy, Ep, as follows
Fe^ > > Mn^^ > Cr^^ (trivalent ions)
Mn^ > Fe^ > Co^^ > Ni^^ (divalent ions)
Support for the proposed relation between Ep and the kinetics of oxidation is 
given by the correlation observed between Ep and k, the parabolic oxidation rate 
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outer ox id e
Inner oxide 
P-mctal
Figure 1 Fracture section through 
Fe-5% Cr alloy oxidised at 600°C 
for 100 hours. SEM x350
Figure 2 As Fig. 1. Polished 
section through oxide scale showing 
concentration profiles for iron and 
chromium, x 600          :----------------
alloys i t follows that Cr , with its high octahedral site preference energy
will diffuse much more slowly than Fê "*" through close-packed oxides and
therefore only iron will reach the gas/oxide interface, forming the outer layer 
of Fe^O^. The growth of the inner spinel layer, (Fe^-x Cr^^)0^ results from 
penetration of oxidant through voids and fissures in the scale (Cox, McEnaney 
and Scott, 1973), x being related to alloy composition. Since the reaction is
controlled by the rate of outward movement of iron cations through the oxide
scales, the oxidation rate constant is found to be substantially independent 
of alloy composition, in accord with the above modal. Many similar observa­
tions on partitioning of elements in oxide scales on alloys can be e:cplained 
using these principles.
This data, of course, could be obtained using an electron-probe microanalyser 
without SEM capability. However, notwithstanding the limitation on x-ray 
spatial resolution imposed by diffusion within the sample, high electron probe 
resolution and picture quality are essential for unambiguously locating and 
recognising microfeacures prior to microanalysis. This is particularly impor­
tant when, as is usually the case, oxide films are not homogeneous. They may 
vary in thickness, contain voids or fine second-phase dispersions, or some 
local enhanced oxidi growth may occur at grain boundaries and inclusions in the 
metal. Fig. 3 shows local development of haematite whiskers which is associated 
with the introduction of very small traces of o:cygen into the gas stream and 
is a sensitive indicator of leaks in the oxidation aooaratus.
Figure 3 Local growth of haematite whiskers on Fe-Cr alloy, SEM x6000
283
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Another form of local attack, possibly a: inclusions in tha inatal, is 
illustrated in an extraction replica. Fig. 4.
electron chromium
iron oxygen
Figure 4 Extraction replica from Fe-20~ Cr alloy oxidised at 5C3 C for
~100 hours, showing distribution of chrcnium, iron and oxygen in the particles.X300Û.
The flake-like particles are mainly Cr2f :, while the spherical psrticles 
contain, in addition, nuth iron. The s:teri cal particles arc believed to be 
amorpl'.ous, since they gave no crystalil:.; diffractions even in a 1 Mev 
transmission electron microscope ; alt'nough their shape suggests that surface 
tension forces have played a part in their formation, their occurrence remains 
unexplained. Fig. 4 is of additional interest since it shows that good 
electron-probe resolution (v500°) can be achieved using probe currents 
sufficient to give satisfactory scanning x-ray pictures (40 secs, exposure) 
in our microanalyser. High sensitivity x-ray spectrometers (or energy 
dispersive systems) are essential for siudying these thin films, since they 
are severely damaged by specimen currents >10~^A,
/uiother example of non-uniform oxide fi 
chemically stripped film using the SEM 
The more transparent regions revealed i 
the opaque oxide is spinel. We have n; 
50kV from oxide layers which are nearly 
CTEM mode. Special attention is being' 
stages of oxidation. Different oxides 
crystal structure but by cctahedrel an_ 
determined by crystal field theory and
Im is shoutn in Fig. 5, taken from a 
and STEM irnging modes respectively, 
r. the STEM immge are rhombohedral oxide, 
red that STEM images can be produced at 
opaque to 100'keV electrons in the 
raid to such films formed in the early 
".ty be cnaracterised not only by their 
. 1 crn’indral site tilling requirem.ents 
ty the thermodynam.ics of the oxidation
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Figure 5 Detached oxide from oxidised Fe-20% Cr alloy shoving thin 
rhombohedral film with local thicker spinel growth (a)SEM, (b) STEM. X 5000
reaction. In this way we are able to account for the growth and stability 
ranges of thin oxide.fiIms as well as the thicker duplex scales described 
above. For example, in rhombohedral, .0-M2O 3 , oxides all the cations are in 
octahedral positions and this structure is stable for all values of the Cr/Fe 
ratio in (Fe,Cr)gOs» In the cubic spinel structure, however, the crystal field 
approach suggests that there is a maximum chromium content when Cr^^ ions 
occupy all the octahedral sites; i.e. at a composition corresponding to 
tet _ octFe, Cr 16 0^2 (Cr/Fe ratio - 1.86).
With chromium-rich Fe-Cr alloys (>15% Cr), a film of CryOg forms first due to 
the higher affinity of chromium for o:<ygen. Any cation diffusion through 
this oxide will be slow since, cue to the high Ep value for Cr̂ '*', Cr^’*' in 
octahedral sites effectively blocks the Azaroff diffusion path and the film 
will remain stable and protective. Eventually, however, as the reaction 
continues the CryOg layer will become diluted with iron and,when the Cr/Fe 
ratio falls below 1.86, spinel can form. This view is supported by careful 
microanalysis experiments which show that spinel is formed only when the 
Cr/Fe ratio is below the value of 1.85. Local growth of spinel oxide at an 
early stage is illustrated at metal grain boundaries in Fig. 6 a and at 
asperities on the metal surface in Fig. 6b. The remainder of the surface is
Figure 6 Local growth of spinel oxide at (a) grain boundaries and (b) surface 
asperities. SEM x 1500.
2S5
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still covered with chroniium-ri cli rhombohedral oxide which is protective; sec 
also detached film, Fig. 5. Eventually the spinel spreads across the entire 
surface, foniiing the duplex scale structure shown in Fig. 1, and the oxidation 
rate markedly increases (Cox et al, 1973).
Much of our work on oxidation involves the use of soft x-rays for microanalysis 
and, while this is essential for oxygen measurement and for distinguishing 
between oxide and carbide formation, it is also of value wlien analysing 
metallic elements. By recording L x-ray lines, low probe voltages can be used, 
thereby reducing electron penetration and x-ray diffusion in the sample (v3000A 
at 5kV). Sensitivity to surface segregation effects is improved, which is 
useful when oxides are difficult to scrip, and differences in chemical 
composition may be discerned betwe;en the two surfaces of stripped oxide layers. 
A parallel research programme on light element analysis is aimed at quan­
titative interpretation of raw x-ray data which, it is hoped, w i 11 establish 
the extent to which quantitative microanalysis of oxide films is practicable.
Acknowledgements
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Electron probe microanalysis using oxygen x-rays:
I. Mass absorption coefficients
G Love, M G C Cox and V D Scott
School o f Materials Science, University o f  Bath, Claverton Down, Bath BA2 7AY
Received 22 March 1974, in final form 15 May 1974
Abstract. Electron probe microanalysis o f o.xygen in a range of binary and ternary 
oxides is described. Experimental data are presented for a range o f electron accelerating 
voltages and for two different take-off angle instruments. The ratio o f  oxygen K emission 
from specimen and standard is found to reach a limiting value, the same for each instru­
ment, as the applied voltage is increased. The observations arc shown to support the 
thin-film model (Duncumb and Melford 1966) proposed for quantitative analysis of light 
elements and also to enable its range o f applicability to be established in tci ms o f speci­
men characteristics and experimental conditions. The model is used together with 
chemical composition data for the oxides, and a consistent set o f mass absorption 
coefficients are calculated which are considered to be accurate within 10%. These new 
data are discussed and compared with previously published values. \
. T - -  ̂■
1. Introduction
Correction models for converting microanalysis tneasurements into quantitative data 
have been investigated by many workers in the field (see reviews by Marlin and Poole 
1971, Beaman and Isasi 1972), but, while it appears that suitable procedures have been 
established for the analysis of elements with characteristic wavelengths < 10 Â, their exten­
sion into the light-element region has been much less successful. Difficulties arise here not 
only because the physical bases of models may be inappropriate for light-element analysis 
but also because reliable input data such as x-ray mass absorption coefficients are 
lacking. For light-element systems atomic number effects may be relatively large, involv­
ing corrections typically -^2 0 %, but absorption corrections may be very much greater, 
up to several 100% in certain cases. This fact coupled with the considerable uncertainty 
attached to published mass absorption coefficients in the soft x-ray region, quoted values 
commonly,differing by a factor of two or more, may lead to errors in the absorption 
correction which outweigh those due to other effects. The manner in which any error 
in chosen values for coefficients is proportionately related to the accuracy of final cor­
rected data may be demonstrated by considering a much favoured absorption correction, 
the sim.ple Philibert (1963) formula:
/■(')= 1+4
(l + x M  [1+4 ( I +%/(;)]
with: 4 =  12 X/Z^, where A  is atomic weight and Z is atomic number; x  =  b ! p cosecpO, 
where p jp  is the mass absorption coefficient and 0 the x ray take off angle; cr the- Lcnard
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coenicicnt = 2-39 X 10V(4‘ü̂ '̂  —£ c l‘5), where £o is the probe voltage and Ec is the x-ray 
excitation voltage (Dunciinib and Shields 1966).
The relative error is obtained by dilTcrentiating (Heinrich and Yakowitz 1969):
A /(x)^1 +24(1 +  x/a) 
fix) 1+ 4 (1+,y/</) a-i-y’
The limiting .case for heavy absorbers, %/cr^l, is then,
lim Y f f = 2  + .
Xta~>-x> j\x) X
When x /a=  1
^ f ( x ) ^  1+44 S x
/(%) 2(1+ 2/,) X
which reduces to % A%/% for small 4 and to Ay/x fior large 4. Hence in the soft x-ray 
region, where typically x N '^ U  i  A%/% < S f ( x ) ! f ( x )  <  2 Ay/y, and errors in p /p  will produce 
errors of corresponding magnitude in /(y ). Thus it follows that evaluation of proposed 
correction models may be rendered valueless unless the mass absorption coefficients are 
known with a precision commensurate with the accuracy of experimental measurement.
■ Values of mass absorpt ion coefficients for soft x-rays have been reviewed by Wcisweilcr 
(1970). Absolute values of p /p  obtained by an x-ray reflection technique (Ershov et a l  
1967) as well as by absorption measurements in thin films of material (Lukirski e l a l  
1964, Ershov 1967) are reported, and, although reproducibilities approaching 10% were 
claimed, discrepancies between the two sets of data someiimcs reached 50%. The results 
c f Henke et a l  (1967) using gaseous absorbers are likely to be the most reliable data 
available, mass absorption coefficients for oxygen radiation in a range of other elements 
up to argon (Z =  18) being estimated by interpolation. Absolute values for p /p  beyond the 
L edge (Z >21) are cither lacking or imprecise, apart from those for the gases krypton 
and xenon (Henke et a l  1967). Mass absorption coefficients have often been calculated 
from microanalysis measurements, but these should always be treated cautiously since 
the values would reflect any inadequacy in the physical basis of the correction model 
and input parameters such as 4, a, etc.
This paper focuses attention on mass absorption coefficients in the light-clement 
region. Results are described for the measurement of oxygen K x-rays in a range of 
binary and ternary oxides. A treatment of the distribution of x-ray generation with 
depth in these materials is given which leads to an assessment of the applicability of the 
‘thin-film approximation’ proposed by Duncumb and Melford (1966) for quantitative 
light element microanalysis. This simple approach requires no separate atomic number 
correction and, since fluorescence effects can be neglected in this region of the x-ray 
spectrum, the experimental data is used to establish a criterion for its validity. In addition, 
since specimen compositions are accurately known, the results are applied in conjunction 
with the absolute p /p  data of Henke et a l  (1967) to determine mass absorption coefficients 
for oxygen K x-rays in a large number of elements.
2. Experimental details
A range of binary oxides (AjOz) and ternary oxides (Aj;RyOz) in the form of high- 
purity single crystals were obtained from a variety of sources for this investigation,
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(see table 2); to these was added vitreous arsenic oxide (AsjOj) made in the laboratory 
by sublimation on to a hot surface.
Each specimen was mounted and prepared simultaneously with an aluminium oxide- 
(AI2O3) standard. Smooth and flat surfaces were achieved by mechanical polishing on 
successively finer grades of abrasive down to 1 am diamond. The samples were made 
conducting by coating with a thin layer (<  100 Â) of copper and then inserted into the 
microanalyser. This procedure minimized possible errors due to small variations in 
coating thickness and to any slight misalignment of the specimen when positioned under 
the electron probe.
Measurements were carried out on two types of electron probe microanalyscr, a 
Cambridge Scientific Instruments Ltd. Microscan 1 (x-ray take-off angle 20®) and a 
JEOL JXA-50A (x-ray take-off angle 35®). For soft x-ray work the Microscan 1 was 
fitted with lead stearate and clinochlore crystals, while a w indow consisting o f several 
thin layers of formvar supported on a nickel mesh and coated with a thin (~ 2 0 A )  
layer of aluminium was affixed to the proportional counter. A cold stage was incorporated 
(Ranzetta and Scott 1966) to reduce build-up of contamination on the sample. The 
JXA-50A was a standard commercial instrument fitted with a cold stage and two crystal 
spectrometers, one containing a stearate crystal and a thin window proportional counter. 
A clinochlore analysing crystal was added for this study, and the electron trap was 
modified to operate up to 5 kV in order to reduce background due to scattered electrons 
entering the counter; the modification w as necessary for analysis of specimens at high kV.
Two procedures were used for x-ray intensity measurements:
(i) The spectrometer system was slowly scanned through the appropriate range of 
Bragg angle, and the whole of the oxygen K emission band plotted using a pen recorder. 
Peak intensity was obtained from the recorder chart and a value for the background to 
be subtracted was estimated by interpolation of measurements taken either side of the 
peak.
(ii) The spectrometer system was slowly scanned through the whole of the oxygen K 
emission band while integrating the x-ray counts, the background correction being 
estimated as before.
Each experimental value involved a minimum of five measurements on each sample, 
the specimen being repositioned on each occasion. Reproducibility was found to be 
within ±3%  of the mean value with the exception o f results on lead oxide (PbO) where 
the peak-to-background ratio was very low. Measurements were carried, out using probe 
voltages within the range 5-40 kV, and the microanalysis data are presented in this 
paper as the intensity ratio k  — /speciinen/Zstaudani.
3. Experimental results
Table 1 lists recorded intensity ratios k  using peak height and peak intensity measurements 
for both stearate and clinochlore analysing crystals. They were obtained on MgO, 
CrgOs and Fe-jOs (AI2O3 standard) using the JXA-50A operating at 15 kV probe voltage.
With the exception of the clinochlore peak height measurements, 4. values for each 
specimen are closely similar. The diflcrcncc in the former set of data may be attributed 
to changes in peak shape of the oxygen K emission due to valence band efl'ccts, a feature 
which is revealed with the clinochlore crystal (see figure 1) but not with the lovver- 
resolution stearate crystal. To reduce possible errors arising from valence band effects,
165
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Table t .  Intensify ratios k using clincrcnt methods o f  measurement: A peak heights, 
clinochlore; U integrated peaks, clinochlore; C peak heights, stearate; D  integrated 
peaks, stearate: JXA-50A, 15 kV
Specimens k  values •
A B C D
MgO M7 0-96 091 093
CrjOs 0-84 1 08 1 06 1 05
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Figure 1. Oxygen K  x-ray emission bands for a selection o f oxides, obtained using a 
clinochlore analysing crystal.
integrated peak intensities were measured when using clinochlore. With stearate, how­
ever, peak height measurements were preferred, since the background corrections re­
quired in integrated peak measurements were high, and consequently the method became 
either more tinie consuming or less precise. A selection of measured k  ratios for oxides 
are plotted in figure 2 as a function of probe voltage. All curves show voltage depen­
dence, the effect being more marked for some oxides than others. It is clear that oxide 
systems with a mean mass absorption coefl'icient for oxygen x-rays less than that of the 
AI2O3 standard, for example Cr^Oj, show an increase in k  with increase in probe voltage, 
whereas those with a mean /i/p greater than that of the standard show a decrease in k ,  
for example ZrOo. At high probe voltages k  values are virtually independent of kV. 
The limiting value for a particular system was found to be the same for both JXA-50A 
and Microscan 1 measurements, although there were significant diflcrences between the
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Figure 2. Intensity ratios for selection o f oxide systems plotted as a function o f  probe 
voltage; AI2O3 standard: broken cuives refer to Microscan 1 results.
two sets of data at lower probe voltages. Typical Microscan 1 results arc illustrated by 
the dotted lines in figure 2, as obtained on Cr^Oa and Z1O2. Limiting values for k  for 
every oxide system studied are collated in table 2.
t




AI2O3 1-34 100 RR E Malvern
Si02 1*35 091 Metals Research
T i02 1 51 0-261 Metals Research
,Cr203 1 58 . 1-450 Metals Research
1 61 1-020 Metals Research
MgO 1 33 0-92 Oxford University
NiO 1-69 0-497 Oxford University
Zr02 1 82 0-211 Oxford University
M 0 O 3 1-78 0-253 Oxford University
PbO 2 2 8 0-071 Oxford University
AS2O3 1 75 0-371 Prepared in the laboratory
Fc2Ti05 1 58 0-464 Oxford University
NiTi03 1 60 0-315 Oxford University
CaSiOs 1 43 0-330 Sheffield University
CaZrOs I 73 0-185 W C Spicer
MgCra04 1 53 1-283 Imperial College
MgAl204 1 34 0-992 RRE Malvern
P.bMo04 2 0 9 0-144 RRE Malvern
4. Discussion
The physical basis of any correction procedure for electron probe microanalysis involves 
a knowledge of the distribution of x-ray production with depth. This information is
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usually given in the form of ^>(pz) curves (figure 3) where is the ratio of x-rays 
generated in a thin layer of mass thickness d(pr) at a depth pz in a bulk specimen to those 
generated in an isolated thin film of the same mass thickness. The value of <{>(pz) rises 
from ^(0) in surface regions to a maximum; this is due to (a ) the increase in electron 
path length in each layer d(pr) as the electrons diffuse into the sample, and (b ) the increase 
in ionization cross section for x-rays as the electron energy approaches the critical
Low
absorberHigh V  
absorber',
05
Figure 3. Curves o f (f>(pz) against pz, showing distribution o f x-ray production with 
depth at a high and a low probe voltage: also shown are x-ray transmission curves for 
a high and a low absorber. The pair o f full curves indicate conditions for the thin-film  
approximation to be valid.
ionization potential. (f>(pz) subsequently decreases with increase in pz as fewer clect/ons 
reach the deeper layers. Two ^(pc) curves are included in figure 3 to show the greater 
mean depth of x-ray production at a higher probe voltage. On their way out o f the 
sample the generated x-rays will be attenuated due to absorption, and also shown in 
figure 3 are two x-ray transmission curves, one for a highly absorbing specimen and one 
for a low absorber. The emitted x-ray intensity is thus given by
J *  e x p  ( - X P - )  d (p : ) .
The 4>{pz) curves indicate that as % tends to infinity, the emitted x-rays originate from 
only the immediate surface regions of the sample and, in this situation, the emitted 
intensity may be written
7=^(0) exp (-%pz) d(pz) =
X
Now for a specimen of composition AB, producing n\y,, d(pz) ionizations per unit area 
from element A in the surface region, the emergent intensity is given by Ix ^ = ^ n \-iJ x x n -  
Since, by definition
where //(O)d(pr) is the number of ionizations per unit area produced in the same mass 
thickness of an isolated layer of the same material,
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In a layer of A B of mass thickness d(pr) the weight per unit area of clement A is C;^|jd(pr), 
and hence the number of A atoms per unit area is C;̂ ,. d(pr), where N  is Avoga-
dro’s number and is the atomic weight of element A. Thus the number of ionizations 
«(0);'u occurring per unit area in this layer is { N /A a ) 4>{E) d(pe), where iJjÇE) is the 
ionization cross section. Since now the electron energy loss is zero for an infinitely thin 
film, tp(E) may be replaced by ^HTo), where Eo  is the incident electron energy, and the 
emergent intensity becomes -
\ A
Xab
For two specimens of composition AB and AC the intensity ratio k  is
Xac Q\b
AAC
_^(0)ab (P'/pXu; dll 
^(0)^c(/Vp)Ldü'
This is the expression for the 'thin-film approximation’ (Duncumb and Melford 1966) 
and it is important to note that it involves no separate atomic number correction. Values 
for <ji{0) are available in the literature; those given by Duncumb (Martin and Poole 1971) 
were obtained theoretically from backscattering results of Bishop (1966), while Reuter 
(1972) gave values based directly on thin-film experiments. To convert backscattering 
data into ^(0) values requires, however, knowledge of the ionization cross section 0(F), 
and unfortunately the exact form of 0 as a function of overvoltage Fo/Fc is not well 
established especially at low (< 2) overvoltages. This is evident from the comparison 
made by Reuter (1972) and his empirical relationship for 0(0) shown below is therefore 
preferred ;
0(O)=l-K2 8(l-O 9F c/F o)7)
*
where rj is the backscattcred fraction of electrons and depends upon atomic number. 
The expression indicates that 0(0) becomes substantially independent of probe voltage 
when Fo>40Fc, which agrees with present findings that k  tends to a limiting value as 
Eo  is increased. The previous equation for the intensity ratio k  also predicts that the 
limiting value of k  is independent of x-ray take-off angle 6 in accord with present experi­
mental data on 20'’ and 35° take-off angle instruments and adding further support to the 
validity of the ‘thin-film’ approach.
Values of 0(0) listed in table 2 for the different oxides were calculated by weight- 
averaging 7 -̂values for the constituent elements. This method is preferable (Bishop 
1966, 1968) to the alternative of first weight-averaging Z for the oxide and then deter­
mining 0(0), although differences between the two methods are generally small (~3%  
for the worst case studied) at overvoltages corresponding to limiting A'-values. As is 
usual practice, p.jp for the sample may be calculated from data for the constituent ele­
ments according to = G  (l^lp)i-
The criteria for the range of applicability of the ‘thin-film approximation’ in quan­
titative microanalysis may now be deduced. For the model to be valid the mean depth 
of x-ray generation pzg must be greater than the mean depth of x-ray escape pz^  from 
the specimen. The mean depth of x-ray generation may be determined from <f(pz)  
curves, but, for present purposes, the Lenard law J = jo  exp ( — opz) will be used as a,first 
approximation: this gives pzg as 1/a. Similarly the x-ray absorption profile is given by
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I = I o  exp ( —xp"), and p c E =  l/y. Hcncc the criterion for validity may be written
p zg >  pzE, ie x/o'>i*
In agreement with this, the experimental data (figure 2) taken in conjunction with 
published values for a (Salter 1970) indicate that x/o->3 for the ‘thin-film’ model to 
apply. Figure 2 also shows that A-values for the most heavily absorbing oxides (ZrO> 
and TiOz) become dependent upon probe voltage below ~25 kV, an cflect attributed 
to breakdown of the model for the AkOg standard (x /o~ 3  at 25 kV) rather than for 
the more heavily absorbing oxides. The use of oxide standards with lower mean ixfp 
than AI2O3 (eg Cr̂ O:! or HeO) should therefore be avoided in quantitative work with the 
‘thin-film’ model unless very high probe voltages are available. Bishop (1974; has pro­
posed a more stringent applicability criterion for the thin-film m odel,/(x) < 0 -0 1 , ie 
x/cr > 50, which is of course more difficult to comply with in most practical microanalysis 
work. However, while Bishop’s criterion may be important when considering x-ray 
intensities, it is suggested that the practice of taking intensity ratios would keep discrep­
ancies in estimating limiting values for k  within 5 % for most of the results reported here.
Table 3. Calculated mass absorption coefficients for oxygen K x-rays: broken lines 
indicate absorption edges
Element Z m /p Element Z m /p
0 8 ' 1300 Fe 26 3630
F 9 1850 Co 27 4220
Ne 10 2750 Ni 28 5120
Na 11 3630 Cu 29 5660
Mg 12 4950 Zn 30 6380
Al 13 6230 Ga 31 7170
Si 14 8140 Gc 32 8030
P 15 9820 As 33 9000
S 16 12400 Se 34 * 9830
Cl 17 14300 Br 35 11100
A 18 16100 Kr 36 12100
K 19 20500 Rb 37 13400
Ca 20 24600 Sr 38 14700
Sc 21 26800 Y 39 16300
Ti 22 23200 Zr 40 17800,
V 23 (26000) Nb 41 19500
Mo 42 21000
Cr 24 2470
Mn 25 2960 Pb 82 15600
Once the range of applicability of the ‘thin-film’ approach has been established, mass 
absorption coefficients may be calculated from the experimental data. Since the only 
factors required, k  and 0(0), may be deduced with an accuracy of —5% and 3% respec­
tively, such estimates should involve less uncertainty than previously published data. 
A suggested relationship between mass absorption coefficient and atomic number has 
been expressed as n jp  { A lN )  =  aX^7A +  b Z - ,  where A is the x-ray wavelength and a  and b  
are constants between particular absorption edges (Compton and Allison 1935). By 
using this equation together with present results and Henke’s directly measured absorp­
tion data for oxygen K x-rays, /i/p-valucs for a wide range of elements were calculated 
(table 3). The analysis was carried out using a least-squarcs regression technique; the
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standard deviation from the regression line of these new data was 3%, the same as the 
experimental reproducibility, indicating that the regression equation used was satis­
factory. The value for vanadium is considered to be less reliable, since it was estimated 
graphically by assuming the line passing through the titanium point lies parallel to the 
regression line between the K and Li edges; unfortunately this value could not be experi­
mentally substantiated because of the proximity of the vanadium L and oxygen K bands 
(separation ~  4 eV).
To reduce the complexity of mathematical analysis, CaZrOg, FegTiOs, PbMo0.j, 
NiTiOs and MgCreO.j were excluded, since the metallic elements in each of these 
compounds lay on different regression lines. The mean mass absorption cocflicient for 
each of these oxides was subsequently calculated from data in table 3. Limiting Æ-values 
were then predicted and compared with experiment (table 4), the two sets of values show­
ing good agreement.
Table 4. Comparison o f  predicted and measured limiting A-values for com pounds 
excluded from regression analysis
Specimen Predicted Aiim Measured kwm
CaZrOs 019 2 0-185
FcaTiOs 0-481 0 4 6 4
PbM o04 0-155 0-144
NiTiOs 0-322 0-315
MgCrsOs 1-310 1-280
Absolute errors will, of course, depend upon the absolute accuracy of Henke’s data 
which were measured from the attenuation of a collimated beam of x-rays. The absorp­
tion situation might be dilTerent in x-ray microanalysis where the x-ray source is divergent, 
although Henke considers that the scattering contribution (m /p)s to the absorption coelH- 
cient /i//D =  (/x//j)s + (/Vp)p, where (/i/p)p is the photoelectric contribution, is small for the 
systems studied.
Computed values for j i jp  (table 3) are illustrated graphically in figure 4, a plot of 
log (/x/p) { A jZ )  against log Z, in order to facilitate comparison with other data, ft should 
be noted that, apart from Henke’s directly measured data, the present values are generally 
different from those often quoted in the literature (Wcisweilcr 1970); this is particularly 
the case for elements whose absorption edges arc close to the energy of oxygen 1C x-rays. 
Data derived from microanalysis measurements (Kohlhaas and Scheiding 1970) clearly 
disagree for high values of p/p. However, since these workers used the simple Philibert 
correction, which breaks down at high % and overcorrects for absorption, calculated % 
values would be expected to be low in such a treatment, it is also apparent that their 
p/p results do not conform to a simple power law with Z, but, since no mention is made 
of the type of analysing crystal used nor how x-ray intensities were recorded, these 
data are difficult to assess; certainly there is no justification for their bending the line to 
pass through points for calcium and titanium as these elements lie on diflerent sides of 
the L i a b so r n iio n  edge. Some measure of agreement with present results is evident in' 
the interpolated values given by Gray and Wert (1969) (see figure 4).
Before concluding, the work of Shiraiwa and Fuji no (1970) on oxygen analysis in 
oxides merits comment. These workers used the simple Philibert absorption formula 
together with an atomic number correction proposed by Poole and Thomas (196i»-2) 
and claimed satisfactory agreement between theory and experiment when cltoosing tk.e
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X  10"
Z
Figure 4. Plot o f log {njp) {A jZ )  against log Z. Data calculated from present results 
are shown as a continuous curve: broken curve between Lt and Lit edges is drawn 
through the titanium point and parallel to the line between the K  and Li edges: 
0  Henke’s direct measurements on gases; O Kohlhaas and Scheiding’s data from 
microanalysis measurements; x Gray and Wert.
following mass absorption coelTicients: Al (7000), Ti (19 500), Cr (3700), Fe (4700), 
Ni (5900), etc. Unfortunately, insuflicient experimental information is given for detailed 
comparison with the present work, although it may be noted that their chosen values 
are consistently higher for lower absorbers (eg chromium) and lower for higher absorbers 
(eg titanium) than coefficients listed in table 3, The application of this correction pro­
cedure and also other proposed models to quantitative light element microanalysis vvill 
be the subject of a later paper.
5. Conclusions
It has been shown that quantitative light-element microanalysis of oxygen may be 
achieved using a simple correction model whenever experimental conditions for analysis 
and specimen absorption characteristics are appropriate. These conditions arc inter­
related and a criterion for the range of applicability of the model has been determined. 
The approach is particularly suitable for analysing light elements, provided that sufh- 
ciently high probe voltages can be used. This restriction may, however, be serious in 
much practical light-element work since generally element detection sensitivities are 
considerably worse at higher kV where x-ray attenuation by absorption together with 
high background intensities reduce peak-to-background ratios.
Experimental results satisfying the applicability criterion have been used to deter­
mine mass absorption coefficients for oxygen K x-rays in a wide range of e l e m e n t s .
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Following an assessment of experimental errors and of parameters contained in the 
theoretical treatment for x-ray emission intensities from solids, the accuracy of the 
method has been evaluated, and it is considered that these new data arc more reliable 
than many others used by previous workers.
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Abstract. Proposed absorption correction methods for quantitative electron probe 
microanalysis are evaluated with reference to oxygen analysis of oxides. Three estab­
lished absorption correction procedures, the Andersen-W iitry, simple Philibert and 
full Philibert models, are considered and their predictions compared with experimental 
measurements. The findings are discussed in relation to the x-ray distribution with depth 
in the target as given by the difièrent models. It is shown that the full Philibert treatment 
gives best agreement, although none of the models provides a satisfactory absorption 
correction for practical light-clement microanalysis.
1. Introduction
Much previous published work on quantitative light-element (Z <  10) microanalysis has 
employed reference standards of composition similar to the specimen or to the 
constituent being analysed. By this means the corrections which have to be applied to 
convert raw experimental data into quantitative results may be minimized, reducing in 
turn the likely errors caused by inaccurate correction models. While the method may be 
regarded as satisfactory it is generally inconvenient because of the large number of 
complex standards required, and a more comprehensive solution to the problem, which 
utilises a suitably accurate and well-tested correction model, is therefore preferable.
Although considerable information is available in the literature (see reviews by Martin 
and Poole 1971, Beaman and Isasi 1972) on correction procedures for quantitative elec­
tron probe microanalysis of heavy elements, their extension into the light-elcmcnt region 
has received relatively little attention. The problems that can arise here have been referred 
to by a number of workers. For example, it has been argued that the physical basis of 
the respective models may be inappropriate for light-element microanalysis and also that 
input data such as x-ray mass absorption coefficients are unreliable. Ranzctta and Scott 
^1964, 1966) have discussed the use of the calculations of Archard and Mulvey (1963) 
and of Philibert (1963) in light-elcmcnt studies, while Duncumb and Melford (1966) and 
Andersen (1967) have compared the Philibert treatment with the Monte Carlo calculations 
of Bishop (1966) in measurements of carbon K  x-ray emission in carbon and carbides. 
Although these researches indicated that the simple Philibert expression was inappro­
priate for x-ray absorption corrections in the lighi-elemenl region, Shiraiwa and co­
workers claimed that it worked satisfactorily when applied, together with an atomic 
number correction proposed by Poole and Thomas (1961-2), to the analysis of carbon, 
boron (Shiraiwa et a l 1972) and oxygen (Shiraiwa and Fujino 1970) in a number of 
compounds. While this difTerence of opinion may seem perhaps surprising, it should be
2142
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noted Huit Shiraiwa was selective about the choice of mass absorption coclllcicnts and 
in some cases made adjustrnents to valuer given in the literature. In this connection, a 
new set of mass absorption cocnicients for oxygen x-rays has recently been published 
(Love et a l  1974); these are substantially dilTerent from the data used by Shiraiwa and 
Fujino and ca<t some doubt on the validity of their work on oxygen analysis. Application 
of both the simple and full Philibert expressions, in conjunction with an atomic number 
correction (Duncumb and Reed 1968) and a fluorescence correction (Reed 1965), to the 
analysis of titanium carbides was discussed by Gray and Wert (1969), who concluded 
that the absorption and the atomic number corrections were in error. The simple 
Philibert correction was used also by Kohlh.aas and Scheiding (1969, 1970) in carbon and 
oxygen analyses but this work concentrated on deriving mass absorption cocnicients 
from microanalysis measurements. A simple correction model, the thin-film approxima­
tion proposed specifically for light-clemcnt microanalysis by Duncumb and Melford
(1966), was studied by Love et n/ (1974) with reference to the analysis of oxygen in oxides. 
Love established criteria for the range of applicability of this simple model and con­
cluded that it could not be widely used in practical microanalysis.
In the present paper, three established absorption correction procedures, the Andcrsen- 
Wittry (Andersen and Wittry 1968), the simple Philibert and the full Philibert (1963) 
models are investigated with particular reference to quantitative microanalysis of oxygen 
in oxides; for present purposes the Duncumb and Reed (1968) atomic number correction 
has been used. Experimental measurements have been made over a range of probe 
voltages using two instruments with difièrent x-ray take-ofi' angles. The results are 
compared with calculated values for x-ray intensity ratios and arc discussed in relation 
to the x-ray distribution with depth in the target as predicted by each model.
2. Experimental details
The range of binary and ternary oxides used in thejnvestigation have been listed pre­
viously (Love et a l  1974); in addition the methods employed for sample preparation and 
for x-ray intensity measurements were described. The study also produced a new set of 
mass absorption coefhcients for oxygen x-rays which are considered more reliable than 
previous data; they have been used in evaluating the following, more comprehensive 
models.
Experimental data is presented here using electron probe voltages within the range 
5-30 kV and the information is given as an intensity ratio, /c = /si)cciincii//’standarci, the 
standard being alumina. Results were obtained on two dificrcnl microanalysers, a 
JEOL JXA-50A with an x-ray take-off angle of 35° and a Cambridge Microscan I with 
a take-off angle of 20°. Reproducibility was found to be within ±3% for the first and 
±5%  for the second instrument, with the exception of PbO results (±  10%) where the 
peak-to-background ratio was very low. The probe voltages quoted were found to be 
accurate to within 0 2 kV by measuring the short wavelength limit of continuous x-ray 
emission from a gold target.
3. Experimental results
Recorded x-ray intensity ratios k  for the oxides studied are listed as a function of kV in 
table \ { a  and b )\ the two sets of data refer to measurements made using the JEOL*
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Table 1. Experimental intensity ratios obtained using («) the JXA 50A instrument (take- 
olT angle 35"), (/>) the Microscan I instrument (takc-olV angle 20"). AI^Ou standard in 
both cases.
(«)
Oxide Probe voltage (kV)
formula 5 10 15 20 25 30
M gO 0-812 0-876 0 913 0-915 0-927 0-920
Cr^Og 0-753 0-886 1-06 1-24 1 3 4 1 4 1
TiOa 0-611 0-384 0-296 0-263 0-256 0-261
FczOa 0-723 0-782 0-887 0-960 1-02 1-03
NiO 0-502 0-484 0-496 0-488 0-486 0-488
PbO — ■ — 0-085 0-085 0-080 0-071
M 0 O 3 0-541 0-351 0-271 0-264 0-263 0-253
ZrOa 0-483 0-299 0-233 0-212 0-208 0-211
SiOa 1-04 0-980 0-935 0-912 0-882 0-903
MgAlaOr 0-961 0-972 0-978 0-986 0-988 0-992
M gCr204 0-799 0-892 1-06 1-19 1-21 1-22
FeaTiOs 0-672 0-550 0-500 0-473 0-451 0-464
NiTiOa 0-586 0-423 0-346 0-323 0-315 0-315
PbM o0 4 0-363 0-222 0-181 0-167 0-152 0-144
CaZrOa 0-457 0-262 0-214 0-195 0-188 0-185
CaSiOa 0-683 0-425 0-365 0-322 0-330 0-330
(6)
Oxide Probe voltage (kV)
formula 6-5 10 15 20 25 30
MgO 0-849 0-887 0-946 0-966 0-957 0 930
CraOa 0-788 0-903 1-10 1*25 1-36 1-39
TiOa 0-409 0-290 0-261 0-254 0-255 0-253
FC2 O3 0-722 0-810 0-905 0-936 0-987 1-012
N iO 0-501 0-464 0-452 0-458 0-469 0-480
PbO 0-125 0-093 0-101 0-092 0-101 0-091
M 0 O 3 0-405 0-288 0-251 0-250 0-255 0-260
Zr02 0-332 0-241 0-208 0-207 0-208 0-210
SiOa 1-03 0-970 0-950 0-920 0-929 0-927
MgAIgOi 0-932 0-949 0-959 0 968 0-976 0-950
MgCrgO^ 0-753 0-905 1-09 -- 1-19 1 2 1 1-29
FezTiOs 0-586 0-498 0-450 0-461 0-454 0-460
NiTiOa 0-433 0-333 0-286 0-299 0-289 0-295
PbM o04 0-228 0-179 0-156 0-155 0-155 0-173
CaZrOa 0-338 0-230 0-197 0-194 0-193 0-196
CaSlOa 0-543 0-402 0-336 0-323 0-345 0-347
JXA-50A and Cambridge Microscan I respectively. Proposed absorption correction 
models have been evaluated in conjunction with the atomic number correction given by 
Duncumb and Reed (1968) by comparing measured intensity ratios k  with values k ‘ 
predicted from the different models using the known compositions of oxide specimens. 
No fluorescence corrections have been applied in this study since in this region of the 
x-ray spectrum fluorescent yields arc very small and the efleet may be neglected (Duncumb 
and Melford 1966).
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4. Discussion
4 .1 .  X - ra y  d is tribution  w ith  depth
The accuracy of any proposed correction model depends upon its ability to predict 
correctly the x-ray distribution in the specimen. The x-ray production profile is usually 
given as curves showing the varhttion of 4.>{pz) with mass depth pr, where 4-{pc.) is the 
ratio of x-rays geiwrated in an infinitely thin layer of mass thickness d(pc) at mass depth 
p2 in a bulk specimen to those generated in an isolated film of the same mass thickness. 
On their way out of the sample, the generated x-rays sufTcr absorption and the intensity 
emerging at an angle 0 to the surface may be written as
where
^ =  f  J  e x p  (  -  x'pe) d (p z ) ,
X  = (/Vp) cosect? 
and n ip  is the mass absorption cocOicient, or as
/=/(%)
where /(%) represents the fraction of the generated intensity/” ç!>(pz)d(pr) reaching the 
x-ray detector. In quantitative microanalysis the x-ray intensity from the specimen is 
compared with that from a standard under identical analysis conditions to give the ratio
/sT D  C s t d / ( x ) s T D  r  ^ (p z )sT D  d ( f z )  }
The last quotient in the above equation is termed the atomic number correction and is 
usually calculated separately from the absorption term / ( xV/CyXsti;.
In the present study, the atomic number correction proposed by Duncumb and 
Reed (1968) has been used; values of the mean ioiuzation potential of the target J  are 





Figure 1. 1 iislograms of oxygen microanalysis data, k'jk . (a) uncorrcctcd measurements, 
(b) incorporating atomic number correction (Duncumb and Reed 1968) only.
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atomic number (Duncumb et a l  1969). This treatment has been previously tested for a 
wide range of systems and found to give satisfactory results (Poole 1968, Philibert 1969), 
although it has been suggested (Heinrich and Yakowitz, 1970) that some uncertainties 
(several per cent in cases) are associated with the method. Such errors are, however, 
considered to be the lesser problem at this stage of the investigation since absorption 
corrections are generally very much greater than atomic number corrections in light- 
element microanalysis. This may be seen by comparing the cfleet of applying solely an 
atomic number correction to the present results, see figure \ { a  and b), with data which 
includes both atomic number and absorption corrections, see for example figure 4.
There have been a number of approaches for deriving the absorption correction. 
Ideally the appropriate /(%) values should be determined directly from experimental 
4>{pf) curves, but owing to a paucity o f data, particularly in the light-element region, most 
treatments have involved semi-empirical approaches to the problem. The form o f the 
curve is shown schematically in figure 2 and any successful model should predict
Figure 2. Distribution o f  generated x-rays with depth in target as deduced from:
 M onte Carlo (Bishop 1 9 7 4 );---------------full Philibert a n d  simple Philibert
treatments.
firstly the correct mean depth of ionization pz and secondly an appropriate shape func­
tion. For high values of/(%), say > 0  7, the mean depth is the more important parameter 
but for lower values o f/(%), as in soft x-ray microanalysis, the shape function becomes 
increasingly significant (Bishop 1974). Tn the present study values o f /(%) range from 
0 84 (Cr^Oa, 5 kV, 35" take-off angle) to 0 02 (TiO^, 30 kV, 20" take-off angle)—see also 
table 2.
4 .2 .  A n d e rs e n -W ittry  m ethod
The absorption correction proposed by Andersen and Wittry (1968) is. based upon a 
graphical procedure for obtaining/fy) values. Essentially the method assumes that f ( x )  
is a function only o f the mean depth of ionization and %. By pIotting/(%) against xpz% 
where p z ' is the effective mean depth of ionization, figure 3, it was shown that a single 
calibration curve could be produced using experimental data given by Castaing ahd 
Descamps (1955), Green (1963) and Caslaing and Menoc (1966) on systems where
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Table 2. Some relevant correction factors for selected oxide systems, see figure 6. 
(I) Atomic number correction (Duncumb and RccJ l9(iS); alumina standard.
(7 ) /(x )  values; full Philibert model; 35 ' take-off angle.
0 ) / ( à) values; full-Philibert model; 2 0 ’ take-off angle.
Oxide Probe voltage (kV)
formula - 5 6-5 JO 15 20 25 30
(I) J 000 1-000 1 000 1 000 1 000 I -000 1 000
A 1 2 0 3 (2) 0-728 - 0 465 0 308 0 215 0-158 0 121
(3) — 0-503 0 331 0 200 0 133 0-095 0 072
(1) O'973 0-973 0 974 0 976 0 974 0-975 0 977
MgO (2) 0-749 — 0 495 0 334 0 236 0-175 0 135
(3) — 0-532 0 358 0 220 0 147 0-106 0 080
(1) M 6 1 1-143 1 120 1 104 1 092 1-087 1 080
Ci'zO'j (2) 0-843 — 0 643 0 485 0 371 0-289 0 231
(3) — 0-676 0 511 0 350 0 250 0-186 0 143
(1) M 2 1 1-107 1 092 1 082 1 073 1-069 1 064
T i02 (2) 0-412 ---- 0 177 0 097 0 062 0-043 0 033
(3) — 0-201 0 107 0 057 0 036 0-025 0 019
0 ) J-344 1-297 1 241 1 202 1 175 1-161 1 149
ZrOa (2) 0-452 — 0 206 0 115 0 074 0-052 0 039
(3) — 0-232 0 126 0 067 0 043 0-030 0 022
098





^  0 50 







Figure 3. Universal /(%) curve from Andersen and Wittry (1968).
/(x )  ^ 0'5 (figure 3, curve AB). For vtiiues of fix ) <0-5, however, the data given for lighter 
elements such as aluminium diverge from that for heavier systems (Cu, Au). Following 
Andersen’s recommendation the curve for tiluminium (figure 3, curve BD) has been used 
where the mean atomic number of the specimen is less than 26 and the Cu-Au curve 
(figure 3, curve BC) for samples of higher mean atomic number. Values for pz' were
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calculated from their equation
I A
(fZ i/3 Z \i* 8  1n(174£y/Z) l-8In(174£e/Z)j )
where £o is the applied voltage and £c is the critical excitation potential of the element 
being analysed. Their account does not make it clear which averaging procedure should 
be adopted for A  and Z, but present calculations have used weight-averaging. Many of 
the microanalysis results on oxide systems could not be included in evaluating the 
Andersen-Wittry method, since their calibration curves do not extend below /(x)~O T ; 
hence only 35° take-off angle results are discussed. Calculated intensity ratios, k '  are 
compared with experimental intensity ratios k  in the histogram, figure 4. The data 
('^80% o f the 35° take-off angle results) are seen to be grouped around k ' l k  — \ ,  with 
an RMS error o f ~9% ; by rejecting all systems w ith /(x)< 0-5  (~60%  of the results), 




Figure 4. Histogram o f  k 'jk  using tlie Andersen-W iltiy method: k ' is the calculated 
and k  is the experimental intensity ratio; 35“ x-ray takc-olT angle results only.
4 .3 .  F u l l  P h ilib e rt m odel
Using a simplified model for electron scattering in solids, Philibert (1963) proposed a 
form for which may be written as _ ____ ___________________
4>(pz) -  ̂  exp ( -  apz) -  -  ̂ (0)] exp [ -  ( 1-1-1 ///) apz] (I)
where f  represents the scattering function at a depth greater than the depth o f complete 
diffusion and theoretically ~ 4 , a is the Lcnard coefficient, and a jh  represents the varia­
tion in electron scattering with atomic number and has been evaluated using the Bothc 
^theory o f multiple scattering (Bothe 1929).
Hence integrating and putting ^=4 gives
/(%)=
1+
  4+ÿ(0)À a('+3F.5Î
In applying the full Philibert model to the present results, the following values for a  and, 
h , obtained from a best-fit analysis to Green's/(%) data (Green 1963), were used (Duncumb
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and Melford 1966);
2 54X 105 /;=4  5/f/ZA
/; was determined for the oxides by weight-averaging A and Z separately, ahhougli 
alternative averaging methods have been adopted by other workers (see Marlin and Poole 
1971, Beaman and Isasi 1972). f/>(0) was calculated from an expression given by Reuter 
(1972), ÿ(0) = 1 +2-8 (1 - 0  9 L d J d f ] ,  where rj is the backscatter coefhcient given by
CiT]l.
Calculated and experimental intensity ratios are compared in figure 5 (a  and b) for 
35° and 20° take-off angle geometries respectively. Both histograms show a slight posi­
tive bias ( —1-5%), the r m s  error from unity being 6% for the first set of data and 11 % 
for the second. Even after taking into account the poorer experimental reproducibility
(o)
ta n .il
08 10 12 08 10
k'lk
Figure 5. Histograms o f k'jk  using full Philibert model: («) 35°, and (6) 20° x-ray lake- 
off angle results.
for the lower take-off angle results, figure 5(h ), it may be seen that the full Philibert 
correction is less satisfactory witen applied to these data, ie where the magnitude of the 
absorption correction is greater. When values for Id jk  are plotted, figure 6, as a function 
of kV for a typical selection of systems (.MgO, Cr^Oa, TiQo and ZrOj, see table 2), it is 
apparent that the general shape of the cuin cs is not changed substantially by reducing the 
take-off angle but that the discrepancies are greater. Since the atomic number cfleet 
would be the same for both, geometries this is further evidence that the absorption 
correction is unsatisfactory, ft would be useful to re-examine the expression for a used 
in the absorption correction and to investigate whether the constants can be optimized
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to improve the model for use over a much wider range of probe voltages, since values 
chosen by previous workers have been based on data with a bias towards operating 
voltages in the range 20-30 kV. Certainly evidence exists which would indicate that a 
square law (ie aoc/To~ )̂ may be more appropriate (Philibert ct a !  1972). Hence it is not 
possible at this stage to decide the extent to which the atomic number correction may 
also be in error, although the large discrepancies ( ~  20 %) in Cr^Oj data at low kV, where 
absorption is relatively small in both specimen,/(%) ^ 0 8, and standard/Cy)~0-7, would 
suggest that it may be deficient particularly when applied to low-probc-voltage results, 









Figure 6. Plots o f  k 'lk  using full Philibert model for M gO, CraOj, TiOa and ZrOa: 
full cur\e, 35% and broken curve, 20" x-ray take-off angle results.
4 .4 .  S im p le  P h ilib e rt m o d el
Based upon experimental information available for the hard x-ray region, Philibert (1963) 
proposed a drastic simplification to the treatment described in the preceding section. 
He noted that good agreement with experiment was possible by neglecting ^(0) provided 
that h  was suitably adjusted. The expression for f i x )  then becomes
(2)
where h is now given by A =  T2 A jZ ^ .  Both Heinrich (1968) and Duncumb et a l  (1969) 
have examined the applicability of the expression and concluded the optimum value for 
a  was given by
4-5xl0>
£ol-65
These equations for li and a  are used in the present treatment, li being averaged as 
described in §4.3.
The calculated intensity ratios k '  arc compared with experimental data in figure 
7(a and h). As with the full Philibert treatment both sets of results show a small positive 
bias of ~  T5%. Each distribution exhibits a skew character, most of which arises from 
results at high probe voltages. The greater spread in figure 7(6) (rms error of ~19% ) 
compared with figure 1 (a ) (11 %) is indicative o f an inaccurate absorption correction,, far
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Figure 8. Plots o f  A'/A' using simple I’hilibcrt model for MgO, Cr îO ;, TiO^ and ZrO^: 
full curve, 35“, and broken curve, 20“ x-ray take-off angle results.
w o r s e  t h a n  f o r  tlic full P h i l i b e r t  p r o c e d u r e .  T h e  p lo ts  o f  A'/A a g a i n s t  kV f igure  8, s h o w  
c le ar ly  t h a t  t he  s i m p le  Ph i l i be r t  t r e a t m e n t  o v e r c o r r e c t s  f o r  a b s o r p t i o n  at  l o w / b y )  va lues .  
H e n c e  w h e n  t he  s p e c i m e n  is m o r e  h i gh ly  a b s o r b i n g  t h a n  the  a l u m i n a  s t a n d a r d ,  eg 
TiOii  a n d  ZrO-_>, ve r y l o w  v a l ue s  o f  /c'/A a r e  o b t a i n e d  a t  t h e  h i g h e r  k V,  w h e r e a s  f or  less
a b s o r b i n g  s p e c i m e n s ,  eg  C r j O j ,  k ' ; k  i  ̂ t o o  h i gh .  O n l y  v. hen  a b s o r p t i o n  c h a r a c t e r i s t i c s
f o r  spccHUcn a n d  . s t andard  a r e  s i mi l ar ,  eg M g O ,  is t he  s i m p l e  c o r r e c t i o n  a n y w h e r e  n e a r  
s a t i s f a c t o r y  f o r  l ig l U-e l cmcnl  m i c r o a n a l y s i s .
4 .5 .  Comparison o f  absorption correction methods
I n  t h e  a n a l y s i s  o f  s ys t e m s  c o n t a i n i n g  l ight  e l e m e n t s ,  c o r r e c t  v a l ue s  o f  b o t h  t h e  m e a n  
d e p t h  o f  i o n i / a i i o n  a n d  liic s h a p e  f m ic l i o n  a r e  i m p o r t a n t  a n d ,  d e p e n d i n g  u p o n  t he  m i i i n e  
o f  t h e  c o r r e c t i o n  m o d e l  a n d  t he  p r o b e  v o l t a g e  u se d,  e i t h e r  o r  b o t h  o f  t h es e  p a r a m e t e r s  
m a y  be s i gn i f ic an t ly  in e r r o r .  Tl i e  e x p r e s s i o n  f o r  the  m e a n  d e p t h  in e a c h  o f  t he  t»hrce 
m o d e l s  t es ted  i nvo lves  a  p o w e r  f u n c t i o n  o f  t he  a c c e l e r a t i n g  v o l m g e  w l d c l i  h a s  b e e n
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opümizcd empirically using experimental values o f f { \ )  for microanalysis data obtained 
mostly in the 20-30 kV range. Hence it would not be surprising to find discrepancies 
present when operating outside this voltage range, as has been mentioned earlier.
The shape function assumed in the Andersen-Wittry method studied here is inde­
pendent of overvoltage and atomic number. Thus when, below/(xO ~ 0-5, the shape 
function becomes increasingly important, the method becomes correspondingly less 
accurate, as is borne out from data used by these authors and from the present oxygen 
microanalysis results. In an appendix to their paper Andersen and Wittry proposed the 
use of an analytical expression which assumes a Gaussian distribution for charac­
terized by the median depth and standard deviation, but insulhcieiit data are 
available for evaluating these parameters for a wide range o f systems. It should also be 
noted that, while this assumption of a symmetrical Gaussian function îo ï j> {p z )  may allow 
the correct peak position and width to be predicted, such a model cannot be adjusted to 
give simultaneously the correct value for ^(0), The modifications recommended by 
Kyser (1972), who introduced an additional exponential term into the equation for 
^ {p z )  to enable the correct value of ̂ (0) to be used, may improve the analytical expression 
of Andersen and Wittry, but neither of these two approaches has yet been tested.
It is clear that the simple Philibert model cannot be extended into the soft x-ray 
region where/(%) is usually less than ~0-6, A major criticism of the model is that ioniza­
tion in the surface regions ^(0) has been assumed zero, and, consequently, incorrect 
limiting behaviour is predicted, ie from equation (2) as x l^  oo
The correct limiting value for/(%) may be obtained from the thin-film model (Duncumb 
and Melford 1966):
/(x) ----
Thus the simple Philibert approach would increasingly overcorrect for absorption as % 
takes larger values, in accord with the experimental observations on oxides. Some degree 
of compensation for the loss of ionization near the surface is achieved by distorting the 
true shape o f the <f>(pz) curve, ie adjusting the height and position of the maxirnum to 
give the correct mean depth, see figure 2, but this provides no comprehensive solution
to the problem. - -     -
The full Philibert model provides a better representation o f the x-ray distribution with 
depth, see figure 2, and it can be shown that the limit for/(y) as x/a->oo is given by
A+UO)!' x'
ie the correct limiting behaviour is predicted for highly absorbing systems. One criticism 
levelled at the full Philibert model is that the exponential decrease in (p{pz) at large mass 
depths is inappropriate, and, since it can be reasonably assumed that the value used for 
the mean depth of ionization is satisfactory, the ionization near the surface as described 
by the model may be correspondingly in error (see Duncumb and Melford 1966). Such 
a discrepancy would be particularly important in soft x-ray microanalysis where most of 
the detected x-rays originate close to the specimen surface. The mass depth where the 
maximum value for ^(p:) occurs may be determined as follows in terms of the parameters 
^(0),/;, f  and a.
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D i n c r c n l i a l i n ^ '  cqualion ( l )  wi l h  rospcc l  t o  /.c anvl c i p i a t i n g  t o / c i  o gives
p :  '  -  I n />.'/, w lvcrc /> - 1 — a n d  r / - -  .
o  ^  Il
N o w  t he  m e a n  m a s s  d e p t h  J :  is g iven by
_  rp:'Kf,:)dW
  -
a n d  f r o m  e q u a t i o n  ( ] )  we  m a y  wr i te
H e n c e
‘ ' C  '’0 (1' - -  p q
pz ( j - - p
P l o t s  o f  pz'^/gz a g a i n s t  /; t a k i n g  < ! > { 0 ) ‘d  v a l ue s  f or  c a r b o n  as  0-3 a n d  f o r  c o p p e r  a s  0-4 a r c  
g i ven  in f igure  9.  B o t h  c u r v e s  s h o w  b r o a d  m a x i m a  at  A - 0 5  a n d  0-4 w i th c o r r e s p o n d i n g  
p z ' ^ - j p z  v a lu e s  o f  0 3 a n d  0  25 r e s p e c t i \ e l y .  It  is i n s t r u c t i v e  t o  c o m p a r e  t h es e  d e d u c t i o n s  





I'igure 9. Plots o f  pz*j f>z against // for carbon and copper using full Philibert model:  
pz* is mass depth corresponding to maximum </<Cr) and pirismcan mass depth. lAjjJC -  10.
t h a t  t h e  M o n t e  C a r l o  m o d e l  g a v e  a g o o d  r e p r e s e n t a t i o n  o f  t h e  s h a p e  o f  t he  6 { p z )  c u r v e  
o n  t h e  b as i s  o f  a c o m p a r i s o n  w i t h  t he  e x p e r i m e n t a l  d a t a  o f  C a s l a i n g  a n d  H c s c a n i p s  
(1955) ,  a  view w h i c h  w a s  s u b s t a n t i a t e d  b y  D u n c u m b  a n d  M e l f o r d  (1966)  a n d  A n d e r s e n
(1967)  in t l icir  s t ud i e s  o f  c a r b o n  K .x-ray e m i s s i o n  f r o m  c a r b o n  a n d  c a r b i d e s .  F r o m  the  
c a l c u l a t i o n s  B i s h o p  (1974)  h a s  d e d u c e d  t h a t ,  w i t h  Ao//7c'-= 10, pz'-''j]lz is -  0 5 f or  c o p p e r  
b u t  f o r  l ight  e l e m e n t s  c a n  g r e a t l y  ex ce ed  this v a l u e ;  f o r  e x a m p l e ,  f o r  c a r b o n  p . x b ' / ' r -  I. 
H e n c e  wh i l e  t h e r e  is s o m e  a g r e e m e n t  between t he  p o s i t i o n s  o f  t h e  m a x i m a  dcduiccd f r o m  
t h e  M o n t e  C a r l o  a n d  t he  ful l  Ph i l i be r t  t r e a t m e n t s  f or  h e a v i e r  e l e m e n t s  s u c h  ;is c o p p e r ,  
t h e y  d i f l c r  c o n s i d e r a b l y  f o r  l ig h t - c le me n t  sys tems .  In fact  n o  a m o u n t  o f  a d j u s t n i e n t  o f  A
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in the Philibert expression will produce the correct shape function at the high over­
voltages used in light-element work.
5. Conclusions
Correction procedures for quantitative electron probe microanalysis have been investi­
gated with reference to their extension into the soft x-ray region. Since it has been argued 
that possible discrepancies in the x-ray absorption correction may far outweigh any error 
in the atomic number correction, attention has been focused on the applicability o f three 
established absorption corrections: the Andersen-Wittry, full Philibert, and simple 
Philibert models. Each.has been evaluated using experimental data obtained by oxygen 
x-ray analysis of well characterized binary and ternary oxides.
The present results have indicated that none of the three methods gives a satisfactory 
absorption correction which may be applied over a sufliciently wide range of experi­
mental situations. Furthermore, while discrepancies may be unacceptably large in 
present studies using a compound standard of Al^Oa, it is emphasized that agreement 
may be even worse if elemental standards arc used (eg in the microanalysis o f carbon and 
boron compounds).
The Andersen-Wittry empirical approach is severely limited since the concept of a 
universal/(%) curve cannot be extended to highly absorbing systems; the method cannot 
therefore be recommended as useful for practical light-element microanalysis. The simple 
Philibert model is also restricted in its use and it has been shown that significant dis­
crepancies occur between calculated and experimental results as a consequence of the 
assumption that 0(0) is zero. The full Philibert treatment was generally in best accord 
with experimental data but even here discrepancies, particularly at low kV, may be 
regarded as unacceptably large.
It may be concluded, therefore, that alternative correction procedures for absorption 
in quantitative light-element microanalysis must be sought and a future paper will 
discuss possible modifications to the full Philibert expression as well as evaluating the 
square model proposed by Bishop and Poole (1973). Finally, while it is considered that 
the Duncumb and Reed atomic number correction used in the present study may be the 
lesser problem at this stage, it is nevertheless believed that an improved atomic number 
correction may prove to be necessary in light-clement mieroanalysis.
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ABSTRACT A method of using electron probe mieroanalysis to measure oxygen 
contents of heat treated Orion fibres is described. The method 
utilizes specimens in the form of thin sections 1 pm thick) 
which are coated with a thin layer of gold prior to analysis. It 
is shown that by comparing oxygen X-ray spectra obtained from inner 
and outer regions of certain heat-treated fibres the presence of 
oxygen gradients may be established. The findings are discussed 
in relation to rate controlling processes occurring during 
oxidation..
Carbon fibres are produced from certain types of filamentary polymers, 
notably polyacrylonitrile (PAN), by thermalftreatment. The heat treat­
ment schedule for PAN is critical and must be optimised for each size 
and commercial grade of precursor in order to achieve a satisfactory 
yield of carbon fibre with the desired mechanical properties. An 
important stage in the process (1) involves heating the polymer fibres 
in air under tension prior to pyrolysis. This oxidation reaction raises 
the softening temperature above the decomposition temperature and thus 
prevents fibres sticking together during subsequent pyrolysis.
Watt and Johnson (1) showed that 3 denier (2.65 x 10 ^mm^ cross section)
Courtelie (a circular PAN fibre containing 6% methyl acrylate comonomer 
and acid comonomer) gave an optimum yield of carbon fibres after 
oxidation in air for 6 hours at 220 C, the oxygen uptake 
of the fibres being estimated as 9% using a Coleman oxygen analyser. A 
limiting oxygen uptake of 12 wt % was found after prolonged oxidation at 
220 C but such extended treatments, while tending to increase the elastic 
modulus of the carbon fibre, were found to give lower yields. Microscopic 
examination of sections through Courtelle fibres heat-treated in air for times 
shorter than the optimum revealed a dark outer zone. The extent of this zone 
was found to increase with oxidation time and was therefore believed to be 
associated with oxygen uptake. However, a zone structure was not usually 
evident in oxidised Orion (a bean shaped PAN fibre containing 6% methyl 
acrylate only) unless heat treated in vacuo prior to oxidation (2). There 
is thus considerable interest in establishing if a zone structure is 
indicative of an oxygen gradient across the fibre and how this may affect 
the carbon fibre production process. Because of the small cross section of
815
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the PAX fibres, however, chemical analysis of zoned regions is difficult.
In this paper the use of clectroa-probe mieroanalysis to study the oxygen 
distribution in oxidised Orion fibres is described. Some preliminary 
results are given and discussed in relation to the oxidation mechanism.
Two samples of 1.8 denier Orion (1.65 x 10 cross section) fibres were
selected for this study, batch A having been heated in air for 1 hour at 
240°C and batch B for 1 hour in vacuum at 230^0 prior to treatment in air 
at 230^0. A JEOL JXA 50A electron probe microanalyser with a stearate 
crystal for oxygen analysis was used. Experiments were carried out on polished 
sections through fibres mounted in various compounds and also on thin sections 
prepared by ultra-microtomy. Cold setting resins were unsuitable 
for mounting specimens because they contain o>n/gen and are poor thermal and 
electrical conductors. Mounting in Woods metal was also unsatisfactory 
because wetting of the fibres did rot occur, resulting in poor electrical and 
thermal contact. Thin sections mounted on polished beryllium and coated 
with carbon gave better results but background radiation was high because 
of specular reflection of soft X-rays. The method finally adopted was to 
mount lym sections on a carbon film supported on copper microscope grids; 
these were then coated with 100 X of gold. Specimen damage due to electron 
irradiation, while frequently a problem in polymer analysis, did not prevent 
useful information being obtained on heat-treated Orion samples; it was 
noted, however, that untreated material was much less stable during electron 
bombardment. Probe conditions were set at 10 kV with a current as 
measured on a bulk copper standard of 50 nA; this gave a probe size of 
--̂ 5000 A. Oxygen X-ray measurements were carried out by positioning the 
probe on a selected feature of the specimen and rotating the spectrometer 
system through the oxygen peak. Peak and background measurements were 
read from the spectral trace recorded on a chart. X-ray analysis recordings 
were made from three regions on each fibre section (indicated typically by a, 
b and c in Figs 1 and 2).
An optical micrograph taken in transmitted light from sections cut from 




1.8 denier Orion, Heated 
1 hr. in air at 240°C (batch A) 
Optical micrograph x2000.
FIG 2.
1,8 denier Orion. Headed 
1 hr, in vacuum at 230 C, then 1 hr, 
in air at 230°C (batch B). Optical 
micrograph x2000.
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The mieroanalysis results from three such sections are given in Table 1 
as counts/sec for peak (P) and background (B). Values for P-B 
are also given in the table; these are more reliable for B 
comparison purposes since, as Hall has shown (3), effects due to thickness 
differences between sections are minimised. Sections cut from batch B showed 
a zone structure on optical examination. Fig 2; they were brown on the outside 
and yellow on the inside. The relevant mieroanalysis data are given in 
Table 2.
TABLE 1
Sections from batch A. Orion fibre heated in air for 1 hour at 240^C,
Section 1 Section 2 Section 3
a b c a b c a b c
p 60 65 60 73 77 92 45 74 60
B 47 57 47 54 54 65 34 53 44
P
B 1.28 1.27 1.28 1.37 1.42 1.42 1.32 1.40 1.36
P-B






Sections from batch B. Orion fibre heated in vacuum 
for 1 hour at 230°C and then in air for 1 hour at 230°C.
Section 1 Section 2 Section 3
a b c a b c a b c
P 67 53 60 41 58 41 35 33 29
B 41 39 39 28 55 32 28 30 24
P
B 1.64 1.36 1.54 1.46 1.08 1.28 1.25 1.10 1.21
P-B
“T" 0.64 0.36 0.54 0.46 0.08 0.28 0.25 0.10 0.21
The above results show that oxygen can be detected by electron probe micro- 
analysis in heat-treated Orion fibres. In batch A (see Fig 1), no signifi­
cant difference was found in oxygen concentration across the fibre, the small 
differences in the (P-B) figure lying within the experimental, error. In
B
batch B (see zone structure in Fig 2), it was possible to detect differences 
in oxygen concentration across the fibre, the oxygen level being significantly 
higher in the outer regions than in the core. It may be noted from Table 2, 
that the apparent concentration profiles differed from one section to another; 
this effect^which may be attributed to specimen thickness variations and to 
non-normal incidence of the electron beam, has been minimised by taking (P-B) 
values. It may be inferred from these data that in batch A the rate B 
controlling process is the oxidation reaction and that the effect of 
vacuum heat treatment prior to oxidation is to change the rate controlling
87
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process to oxygen diffusion. Previous work (4) has shown vacuum heat treat­
ment of the linear polyacrylonitrile polymer causes conversion to a ladder 
polymer. This process is initiated at acidic sites on the polymer chain.
The ladder polymer oxidises more readily than the initial linear polymer 
due to the formation of activated methylene groups at positions flanked by 
- Œ  - groups (5), Hence during oxidation of batch B the high rate constant 
CN ■ . ,
for the oxidation ensures that the reaction is diffusion limited and therefore 
zoning occurs. For batch A given no prior heat treatment in vacuum the 
rate of reaction is determined by the rate at which ladder polymer is formed. 
This is a slow process relative to the oxidation reaction and, consequently, 
oxygen may diffuse through the specimen sufficiently fast to oxidise all
the ladder polymer as it forms. Thus no zoning occurs in batch A. This
mechanism,also accounts for the zone structure observed in Courtelle fibres 
which have not been given prior heat treatment in vacuum (1) since the 
addition of acid comonomer causes a faster conversion to ladder polymer.
Thanks are due to Messrs. W. Watt, and W. Johnson of Materials Department,
R.A.E. Famborough for helpful discussions and provision of specimens and 
micrographs.
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Abstract. The values o f the constants in the expression for h and a, employed in the full 
and simple Philibert absorption correction procedures, have been optimized by making 
use o f  extensive experimental mieroanalysis data on binary systems. New values are 
proposed which differ substantially from previously accepted constants and which, for 
most systems, improve the accuracy o f  these absorption corrections. However, both 
Philibert models are still inadequate when applied to soft x-ray measurements. Based 
upon the present findings, some comments are made with reference to methods o f  
averaging h for multicomponent systems and also to atomic number corrections.
1. Introduction
The absorption correction most widely used in quantitative electron-probe mieroanalysis 
is based upon the formula given by Philibert (1963) which may be written as
X=(p./p) cosec 6, where jx lp  is the mass absorption coefficient and 6 is the x-ray take-off 
angle; h = l - 2 A l Z '^  is a parameter which accounts for electron-scattering behaviour in 
the specimen, where A  is atomic weight and Z is the atomic number; a  is the Lenard 
coefficient which is tabulated by Philibert as a function of kilovoltage.
After examination of the f ( x )  curves of Castaing and Descamps (1955) and Green 
(1963), Duncumb and Shields (1966) suggested the use of
2-39x 105/(Eoi5-Eci/5)
where E q is the probe voltage and Ec is the critical x-ray excitation voltage, while Heinrich 
(1967) proposed that the accuracy of the correction could be further improved by using
a = 4'5x 105/(fô
This was later confirmed by Duncumb et a l  (1969) from analysis of a large number of 
practical mieroanalysis data. A criticism of the above work is, however, that the expres­
sion was derived from mieroanalysis data obtained mainly at high probe voltages (greater 
than 15 kV), and therefore its applicability to lower kV is uncertain.
Equation (1) is, in effect, a simplification of the full expression given by Philibert (1963)
(1+ x M  ( I + W 1+/;)(;) ’  ̂^
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^ (0) is the ratio of x-rays generated in a thin layer of mass thickness d(pz) at the surface 
of a bulk specimen to those generated in an isolated film of the same mass thickness, 
Philibert suggested that h should be taken as 3*5 A/Z^ but gave little indication of the 
appropriate a values to be used, while from a study of /(%) curves (Castaing 1960, 
Green 1963) Duncumb and Melford (1966) proposed values of 4*5 A/Z^ for h and 
2*54 X 10 /̂(Æô 5) for Mo rigorous test of this expression has, however, been
carried out using experimental mieroanalysis data.
In the present paper, mieroanalysis results obtained over a wide range of probe 
voltages are evaluated in detail, and revised values of h and a for both the full and simple 
Philibert models are put forward. The present findings are also discussed with reference 
to methods proposed for averaging h for multicomponent systems and to the use of these 
correction models in light element work.
2. Mieroanalysis data
A survey of published mieroanalysis measurements on binary systems was carried ouL 
Data were excluded where there were substantial differences between the mass absorption 
coefficients quoted by Theisen and Yollath (1967) and Heinrich (1966). The final selec­
tion of data comprised 471 mieroanalysis measurements (table 1). These have been 
plotted as Cijki in a histogram (figure 1) in order to give an indication of the magnitude of 
the correction factors required; ct is the actual concentration and kt is the measured 
intensity ratio. The correction methods described below were applied using a computer 
program.
m =
1-00 MO 1.20 1.30
elk
Figure 1. Histogram of uncorrected mieroanalysis data; data in block on right of 
diagram includes results where c/fc ranges from 144 to ~15.
3. CorrectioD procedures
3.1. Fluorescence corrections
The fluorescence correction proposed by Reed (1965) to account for excitation by charac­
teristic x-ray radiation was applied; it was found to be less than 1 % for the majority
133
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Table 1. Summary of mieroanalysis data and important constants for 471 binary systems. 
(1) refers to llic element being analysed and (2) pertains to the other binary consiitutcni. 
Fluor code takes a value o f 1 or 0 according to whether a characteristic nuorcsccnce 
correction has been applied or not.
The system numbers have the following references: 1-220, Poole (1968); 221-240, 
Friskncy and Haworth (1968); 241-243, Brown (1964); 244-249, Yakowiiz et o/ (1969); 
250-255, Shimizu ct at (1972); 256-313, Pciskcr (1967); 314-422, Thoma (1970); 
423-437, Springer (1966); 438-471, Beaman and Solosky (1972).
System Atomic number Mass absorption Critical e.xit Weight Int. ratio Probe Take-olT Fluor
numt>er (1) (2) coefficient energy liaciion (1) voltage angle code
(I) (2) (1) (1)
1 28 78 58-80 242-00 8-33 0-551 0-560 30-00 15-50 1
2 28 78 58-80 242-00 8-33 0-297 0-305 30-00 15-50 1
3 28 78 58-80 242-00.. 8-33 0-164 0-166 30 - 00 15-50 1
A 28 78 58-80 242-00 8-33 0-065 0 067 30-00 15-50 1
5 78 28 131-80 242-40 11-56 0-449 0-345 30-00 15-50 0
6 78 28 131-80 242-40 11-56 0-703 0-580 30-00 15-50 0
7 78 28 131-80 242-40 11-56 0-836 0-775 30-00 15-50 0
8 78 28 131-80 242-40 11-56 0-935 0-884 30-00 15-50 0
9 29 79 53-60 217-50 8-98 0-794 0-789 30-00 15-50 1
10 29 79 53-60 217-50 8-98 0-598 0-585 30-00 15-50 1
II 29 79 53-60 217-50 8-98 0-399 0-386 30-00 15-50 1
12 29 79 53-60 217-50 8-98 0-201 0-194 30-00 15-50 1
13 79 29 127-50 245-50 11-92 0-206 0-152 30-00 15-50 0
14 79 29 127-50 245-50 11 -92 0-402 0-324 30-00 - 15-50 0
IS 79 29 127-50 245-50 11-92 0-601 0-505 30-00 15-50 0
16 79 29 127-50 245-50 11-92 0-799 0-730 30-00 15-50 0
17 30 47 48-80 179-20 9-66 0-075 0-061 30 ■ 00 15-50 0
18 30 47 48-80 179-20 9-66 0- 146 0-128 30-00 15-50 0
19 79 47 127-50 130-30 11 -92 0-199 0-186 30-00 15-50 1
20 79 47 127-50 130-30 11-92 0-405 0-399 30-00 15-50 1
21 79 47 127-50 130-30 11-92 0-594 0-593 30-00 15-50 1
22 79 47 127-50 130-30 11-92 0-804 0-780 30-00 15-50 1
23 44 73 633-80 2734-20 2-84 0-835 0-614 30-00 15-50 1
24 44 73 633-80 2734-20 2-84 0-691 0-431 30-00 15-50 1
25 44 73 633-80 2734-20 2-84 0-566 0-282 30 00 15-50 1
26 44 73 633-80 273-1-20 2-84 0-456 0-197 30-00 15-50 1
27 44 73 633-80 2734-20 2 84 0-358 0-140 30-00 15-50 1
28 44 73 633-80 2734-20 2-84 0-193 0-067 30 00 15-50 1
29 44 73 633-80 2734-20 2-84 0-059 0-017 30-00 15-50
30 73 44 156-30 174-30 9-88 0-165 0 160 30-00 15-50 1
31 73 44 156-30 17-1-30 9-88 0-309 0-289 30-00 15-50
32 73 44 156-30 174-30 9-88 0-434 0-414 30-00 15-50 1
33 73 44 156-30 174-30 9-88 0-544 0-532 30-00 15-50 1
34 73 44 156-30 174-30 9 83 0-642 0-635 30-00 15-50 1
35 73 44 156-30 174-30 9-88 0-807 0-800 30-00 15-50 1
36 73 44 156-30 174-30 9-88 0-941 0-960 30 00 15-50 1
37 74 44 150-80 160-30 10-20 0-168 0-180 30-00 15-50 1
38 74 44 150-80 160-30 10-20 0-438 0-444 30-00 15-50 1
39 74 44 150-80 160-30 10-20 0 645 . 0-655 30-00 15-50 1
40 74 44 150-80 160-30 10-20 0-809 0-825 30 00 15-50 1
41 74 44 150-80 160-30 10-20 0-942 0-965 30-00 15-50 1
42 45 74 593-70 2489-20 3-00 0-911 0-776 30-00 15-50 1
43 45 74 593-70 2489-20 3-00 0-688 0-425 30-00 15-50 1
44 45 74 593-70 2489-20 3-00 0-564 0-293 30-00 15-50 1
45 45 74 593-70 2489-20 3-00 0-410 0-185 30-00 15-50 1
46 45 74 593-70 2489-20 3-00 0-153 0-069 30-00 15-50 1
47 45 74 593-70 2489-20 3-00 0-024 0-008 30-00 15-50 1
48 74 45 150-80 171-00 10-20 0-089 0-088 30-00 15-50 1
49 74 45 150-80 171-00 10-20 0-312 0-306 30-00 15-50 I
50 74 45 150-80 171-00 10-20 0-436 0-423 30-00 15-50 1
51 74 45 150-80 171-00 10-20 0-590 0-556 30-00 15-50 1
52 74 45 150-80 171-00 10-20 0-847 0-814 30-00 15-50 1
53 74 45 150-80 171-00 10-20 0-976 0-970 30-00 15-50 1
54 92 8 94-30 2-70 17-16 0-881 0-826 30-00 15-50 0
55 92 6 94-30 1-10 17-16 0-952 0-924 30-00 15-50 0
56 92 8 94-30 2-70 17-16 0-882 0-837 28-50 15-20 0
57 92 13 94-30 11-50 17-16 0-815 0-725 28-50 15-20 0
58 92 13 695-40 662-50 3-55 0-815 0-728 11-00 15-40 0
59 29 13 53-60 49-90 8-93 0-536 0-496 28-50 16-00 0
60 40 14 22-10 9-50 17-99 0-620 0-544 28 - 50 15-00 0
61 40 14 22-10 9-50 17-99 0-796 0-748 28-50 15-00 0
62 40 H 22-10 7-70 17-99 0-530 0 472 28-50 15-00 0
63 40 8 22-10 1-70 17-99 0-945 0-920 28-50 15-00 0
64 12 39 459-10 2759-80 1-30 0-406 0-274 16-50 17-50 1
65 79 25 127-80 - 168-20 11-92 0-766 0-683 28-50 17-30 0
66 79 31 127-80 39-00 11-92 0-739 0-718 28-50 17-30 0
67 79 47 127-80 130-10 11-92 0-500 0-470 30-00 17-30 1
68 79 47 127-80 130-10 11-92 0-500 0-450 19-40 17-30 0
69 79 29 127-80 244-50 11-92 0-238 0-174 28-50 17-30 0
70 79 29 127-80 244-50 11 92 0-527 0-433 28-50 17-30 0
71 79 29 127-80 244-50 11-92 0-600 0-502 33-90 17-30 0
72 79 29 127-80 244-50 11-92 0-600 0-510 28-20 17-30 0
73 79 29 127-80 244-50 11-92 0-600 0-514 22-50 17-30 0
74 79 29 127-80 244-50 11-92 0-600 0-500 19-80 17-30 0
75 79 29 127-80 244-50 11-92 0-600 0-498 16-80 17-30 0
76 79 29 127-80 244-50 11-92 0-200 0-140 33-90 17-30 0
77 79 29 127-80 244-50 11-92 0-200 0-146 28-20 17-30 0
78 79 29 127-80 244-50 11-92 0-200 0-147 22-50 17-30 0
79 79 29 127-80 244-50 11-92 0-200 0-145 . 19-80 17-30 0
92
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Table 1.—Continued
System Atomic number number (I) (2) Mass absorption coefficient
(I) (2)
Critical exit energy Weightfraction
(I)
Int. Ratio 0) Probevoltage Take-offangle Fluorcode
80 79 29 127-80 244-50 11-9281 79 29 127-80 244-50 11-9282 79 29 127-80 244-50 11-9283 79 29 127-80 244-50 11-9284 79 29 127-80 244-50 11-928S 79 29 127-80 244-50 11-9286 79 29 127-80 244-50 11-9287 79 29 127-80 244-50 11-9288 29 79 53-60 209-10 8-9889 29 79 53-60 209-10 8-9890 29 79 53-60 209-10 8-98
21 29 79 53-60 209-10 8-9829 79 53-60 209-10 8-93
93 29 79 53-60 209-10 8-98
94 29 79 53-60 209-10 8-98
93 28 13 58-80 61-10 8-33
96 28 13 58-80 61-10 8-33
97 28 13 58-80 61-10 8-3398 28 13 58-80 61-10 8-33
,22 28 13 58-80 61-10 8-33100 28 13 58-80 61-10 8-33
28 13 58-80 61-10 8-33102 28 13 58-80 61-10 8-33103 28 13 58-80 61-10 8-33
104 28 13 58-80 61-10 8-33
103 23 13 58-80 61-10 8-33
106 28 13 58-80 61-10 8-3307 26 13 71-50 94-00 7 11
IDS 26 13 71-50 94-00 7-11109 26 13 71-50 94-00 7-11
110 26 13 71-50 94-00 7-11
1 1 26 13 71-50 94-00 7-11
1 2 26 13 71-50 94-00 7-11
113 22 13 110-00 248-50 4-96
114 22 13 110-00 248-50 4-96
113 21 13 110-00 248-50 4-96
1 6 22 13 110-00 248-50 4-961 7 22 13 110-00 248-50 4-96118 22 13 110-00 248-50 4-96
119 92 13 94-30 11-50 17-60120 92 13 94-30 11-50 17-60121 92 6 94-30 1-10 17-60122 92 6 94-30 1-10 17-60123 92 28 94-30 89-80 17-60
124 92 28 94-30 89-80 17-60
! « 92 26 94-30 74-30 17-60126 . ? 22 94-30 48-30 17-6092 22 94-30 48-30 17-60
% 92 22 94-30 48-30 17-60
129 92 29 94-30 98-20 17-60
130 92 32 94-30 126-20 17-60
1% 92 30 94-30 62-00 17-60
132 92 77 94-30 199-70 17-60
1% 26 8 71-50 22-30 7-11
IM 26 8 71-50 22-30 7-11
133 26 8 71-50 22-30 7-11
136 26 8 71-50 22-30 7-11
1% 25 8 71-50 22-30 7-11
138 26 8 71-50 22-30 7-11
139 29 13 53-60 49-90 8-98140 29 13 53-60 49-90 8-98
141 29 13 53-60 49-90 8-98
142 13 28 385-50 4838-60 1-56143 13 28 385-50 4338-60 1-56144 13 28 385-50 4838-60 1-56143 13 28 385-50 4838-60 1 56
146 13 28 385-50 4838-60 1-56147 13 28 385-50 4838-60 1-56
148 13 28 385-50 4838-60 1-56149 13 28 385-50 4838-60 1-56130 13 28 385-50 4838-60 1-56131 13 28 385-50 4838-60 1-56
132 13 28 385-50 4838-60 1 56
133 13 28 385-50 4838-60 1-56
134 13 26 385-50 3852-30 1 56
133 13 26 385-50 3852-30 1-56
136 13 26 385-50 3852-30 1-56
137 13 26 385-50 3852-30 1-56
138 13 26 385-50 3852-30 1-56
139 13 26 385-50 3852-30 1-56160 13 22 385-50 2276-80 1-56161 13 22 385-50 2276-80 1 56162 13 22 385-50 2276-80 1-56
163 13 22 385-50 2276-80 1-56
164 13 22 385-50 2276-80 1-56
163 13 22 385-50 2276-80 1 56166 39 12 908-10 2139-30 2-40
167 13 25 385-50 3515-60 1-56
168 13 25 385-50 3515-60 1-56
169 13 25 385-50 3515-60 1-56
170 13 26 385-50 3852-30 1-56
0-200 0-147 16-80 17-30 0
0-400 0-310 28-20 17-30 0
0-025 0-016 28-20 17-30 0
0-800 0-737 28-20 17-30 0
0-050 0-035 28-20 17-30 0
0-010 0-007 28-20 17-30 0
0-100 0-064 28-20 17-30 0
0-005 0-003 28-20 17-30 0
0-762 0-758 28-50 16-00 1
0-473 0-470 28-50 16-00 1
0-400 0-362 33-90 17-10 1
0-400 0-398 28-20 17-10 1
0-400 0-426 22-50 16-00 1
0-400 0-456 16-80 16-00 1
0-800 0-798 16-80 16-00 1
0-421 0-360 10-00 16-20 0
0-421 0-370 15-00 16-20 0
0-421 0-380 20-00 16-20 0
0-421 0-385 25-00 16-20 0
0-421 0-385 30-00 16-20 0
0-421 0-385 35-00 16-20 0
0-592 0-525 10-00 16-20 0
0-592 0-540 15-00 16-20 0
0-592 0-555 20-00 16-20 0
0-592 0-560 25-00 16-20 0
0-592 0-560 30-00 16-20 0
0-592 0-560 35-00 16-20 0
0-408 0-360 10-00 16-50 0
0-408 0-362 15-00 16-50 0
0-408 0-365 20-00 16-50 0
0-408 0-367 25-00 16-50 0
0-408 0-370 30-00 16-50 0
0-408 0-370 35-00 16-50 0
0-372 0-320 10-00 17-30 0
0-372 0-317 15-00 17-30 0
0-372 0-307 20-00 17-30 0
0-372 0-295 25-00 17-30 00-372 0-280 30-00 17-30 0
0-372 0-265 35-00 17-30 0
0-746 0-644 31-50 15-60 0
0-688 0-578 31-50 15 60 0
0-952 0-920 31-50 15-60 0
0-908 0-866 31-50 15-60 0
0-670 0-580 31-50 15-60 0
0-448 0-353 31-50 15-60 0
0-681 0-586 31-50 15-60 0
0-554 0-474 31-50 15-60 0
0-833 0-779 31-50 15-60 0
0-952 0-937 31-50 15-60 0
0-428 0-343 31-50 15-60 0
0-522 0-436 31-50 15-60 0
0-401 0-371 31-50 15-60 0
0-381 0-313 31-50 15-60 0
0-697 0-642 12-00 40-00 0
0-697 0-647 15-00 40-00 0
0-697 0-654 20-00 40-00 0
0-697 0-661 25-00 40-00 0
0-697 0-665 29-00 40-00 0
0-700 0-649 29-00 20-00 0
0-041 0-039 28-50 20-00 0
0-041 0-038 16-80 20-00 0
0-041 0-033 12-20 20-00 0
0-578 0-385 10-00 17-00 1
0-578 0-240 15-00 17-00 1
0-578 0-175 20-00 17-00 1
0-578 0-145 25-00 17-00 1
0-578 0-127 30-00 . 17-00 1
0-578 0-115 35-00 17-00 1
0-408 0-247 10-00 17-00 1
0-408 0-160 15 00 17-00 1
0-408 0-102 20-00 17-00 1
0-408 0-080 25-00 17-00 1
0-408 0-070 30-00 17-00 1
0-408 0-065 35-00 17-00 1
0-592 0-446 10-00 17-00 I
0-592 0-335 15-00 17-00 1
0-592 0-263 20-00 17-00 1
0-592 0-211 25-00 17-00 1
0-592 0-182 30-00 17-00 1
0-592 0-159 35-00 17-00 t
0-628 0-511 10-00 17-00 1
0-628 0-420 15-00 17-00 1
0-628 0-332 20-00 17-00 1
0-628 0-267 25-00 17-00 1
0-628 0-230 30-00 17-00 1
0-628 0-215 35-00 17-00 1
0-594 0-443 16-50 16-50
0-746 0-640 10-00 20-00 t
0-746 0-534 15-00 20-00 1
0-746 0-381 29-00 20 00 1
0-610 0-459 10-00 20 00 1
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171 13 26 385 50 3852-30 1-56 0-610 0-355 15-00 20-00 1
172 13 26 385 50 3852-30 1-56 0-610 0-194 29-00 20-00 1
173 13 27 385 50 4328-30 1-56 0-673 0-541 10-00 20-00 1
174 13 27 385-50 432.S-30 1 -56 0-673 0-430 15-00 20-00 1
175 13 27 385-50 4323-30 1-56 0-673 0-230 29 00 20-00 1
176 13 28 385-50 4838-60 1-56 0-580 0-415 10-00 20-00 I
177 13 28 385-50 4838-60 1-56 0-580 0-300 15-00 20-00 1
178 13 28 385-50 4838-60 1-56 0-580 0-144 29-00 20-00 1
179 13 12 385-50 4375-60 1 -56 0-624 0-460 10-00 20-00 0
180 13 12 385-50 4375-60 1-56 0-624 0-350 15-00 20-00 0
181 13 12 •385-50 4375-60 1-56 0-624 0-212 29-00 20-00 0
182 13 29 385-50 5383-70 1-56 0-460 0-310 10-00 20-00 1
183 13 29 385-50 5383-70 1 -56 0-460 0-205 15-00 20-00 1
184 13 29 385-50 5383-70 1 -56 0-460 0-092 29-00 20-00 1
185 92 6 620-70 56-70 3-72 0-908 . 0-855 10-00 52-50 0
186 92 6 620-70 56-70 3-72 0-908. 0-863 15-00 52-50 0
187 92 6 620-70 56-70 3-72 0-908 0-878 20-00 52-50 0
188 92 6 620-70 56-70 3-72 0 908 0-889 25-00 52-50 0
189 92 6 620-70 56-70 3-72 0-908 0-898 30-00 52-50 0
190 92 6 620-70 56-70 3-72 0-908 0-907 35-00 52-50 0
191 92 7 620-70 92-40 3-72 0-944 0-909 10-00 52-50 0
192 92 7 620-70 92-40 3-72 0-944 0-918 15-00 52-50 0
193 92 7 620-70 92-40 3-72 0-944 0-926 20-00 52-50 0
194 92 7 620-70 92-40 3-72 0-944 0-933 25-00 52-50 0
195 92 7 620-70 92-40 3-72 0-944 0-938 30-00 52-50 0
196 92 7 620-70 92-40 3-72 0-944 0-943 35-00 52-50 0
197 92 14 620-70 703-50 3-72 0-962 0-939 10-00 52-50 0
198 92 14 620-70 703-50 3-72 0-962 0-943 15-00 52-50 0
199 92 14 620-70 703-50 3-72 0-962 0-946 20-00 52-50 0
200 92 14 620-70 703-50 3-72 0-962 0-948 25-00 52-50 0
201 92 14 620-70 703-50 3-72 0-962 0-949 30-00 52-50 0
202 92 14 620-70 703-50 3-72 0-962 0-950 35-00 52-50 0
203 92 15 620-70 846-60 3-72 0-884 0-822 10-00 52-50 0
204 92 15 620-70 846-60 3-72 0-884 0-831 15-00 52-50 0
205 92 IS 620-70 846-60 3-72 0-884 0-838 20-00 52-50 0
206 92 15 620-70 846-60 3-72 0-884 0-843 25-00 52-50 0
207 92 15 620-70 846-60 3-72 0-884 0-845 30-00 52-50 0
208 92 15 620-70 846-60 3-72 0-884 0-847 35-00 52-50 0
209 92 16 620-70 1004-00 3-72 0-881 0-814 10-00 52-50 0
210 92 16 620-70 1004-00 3-72 0-881 0 621 15-00 52-50 0
211 92 16 620-70 1004-00 3-72 0-881 0-827 20-00 52-50 0 1
212 92 16 620-70 1004-00 3-72 0-881 0-829 25-00 52-50 0 '
213 92 16 620-70 1004-00 3-72 0-881 0-829 30-00 52-50 0
214 92 16 620-70 1004-00 3-72 0-881 0-827 35-00 52-50 0
215 92 26 620-70 423-60 3-72 0-962 0-944 10-00 52-50 0
216̂ 92 26 620-70 423-60 3-72 0-962 0-949 15-00 52-50 0
217 92 26 620-70 423-60 3-72 0-962 0-953 20-00 52-50 0
218 92. 26 620-70 423-60 3-72 0-962 0-956 25-00 52-50 0
219 92 26 620-70 423-60 3-72 0-962 0-958 30-00 52-50 0
220 92 26 620-70 423-60 3-72 0-962 '0-960 35-00 52-50 0
221 12 8 463-60 2432-80 1-30 0-603 0-285 25-00 20-00 0
222 12 8 463-60 2432-80 1-30 0-603 0-499 10-00 20-00 0
223 13 8 385-00 1503-30 1-56 0-529 0-325 25-00 20-00 0
224 13 8 385-00 1503-30 1-56 0-529 0-460 10-00 20-00 0
225 14 8 327-90 965-60 1-84 0-467 0-311 25-00 20-00 0
226 14 8 327-90 965-60 1-84 0-467 0-389 10-00 20-00 0
227 14 6 327-90 356-80 1 -84 0-701 0-680 10-00 20-00 0
228 22 8 110-60 65-70 4-96 0-599 0-582 30-00 20-00 0
229 24 8 88-20 39-40 5-99 0-684 0-664 40-00 20-00 0
230 24 8 88-20 39-40 5-99 0-684 0-639 30-00 20-00 0
231 24 8 88-20 39-40 5-99 0-684 0-639 20-00 20-00 0
232 26 8 71-40 24-50 7-11 0-699 0-653 40-00 20-00 0
233 26 8 71-40 24-50 7-11 0-699 0-653 30-00 20-00 0
234 26 8 71-40 24-50 7-11 0-699 0-653 20-00 20-00 0
235 26 8 71-40 24-50 7-11 0-699 0-624 10-00 20-00 0
236 40 8 845-80 614-30 2-22 0-740 0-649 20-00 20-00 0
237 40 8 845-80 614-30 2-22 0-740 0-643 10-00 20-00 0
238 48 16 491-50 1201-70 3-54 0-778 0-643 30-00 20-00 0
239 48 16 491-50 1201-70 3-54 0-778 0-665 20-00 20-00 0
240 48 16 491-50 1201-70 3-54 0-778 0-671 10-00 20-00 0
241 28 23 58-90 278-00 ■ 8-33 0-200 0-164 30-00 30-00 0
242 28 47 58-90 265-30 8-33 0-200 0-173 30-00 30-00 1
243 28 80 58-90 263-10 8-33 0-200 0-177 30-00 30-00 1
244 74 42 150-80 139-80 10-20 0-800 0-772 20-00 52-50 0
245 74 42 150-80 139-80 10-20 0-800 0-742 15-00 52-50 0
246 74 42 1465-60 1416-30 2-80 0-800 0-726 10-00 52-50 0
247 42 74 728-00 3145-20 2-52 0-200 0-143 20-00 52-50 1
248 42 74 728-00 3145-20 2-52 0-200 0-164 15-00 52-50 1
249 42 74 728-00 3145-20 2-52 0-200 0-212 10-00 52-50 0
250 13 26 385-70 3840-60 1-56 0-241 0-083 30-00 52-50 I
251 13 26 385-70 3840-60 1-56 0-241 0-098 25-00 52-50 1
252 13 26 385-70 3840-60 1 -56 0-241 0-124 20-00 52-50 1
253 26 13 71-40 93-40 7-11 0-759 0-748 30-00 52-50 0
254 26 13 71 -40 93-40 7-11 0-759 0-742 25-00 52-50 0
255 26 13 71-40 93-40 7-11 0-759 0-736 20-00 52-50 0
256 14 42 327-90 1493-00 1 -84 0-369 0-399 5-00 20-00 1
257 14 42 327-90 1493-00 1-84 0-369 0-340 10-00 20-00 1
258 14 42 327-90 1493-00 1-84 0-369 0-284 15-00 20-00 1
259 14 42 327-90 1493-00 1-84 0-369 0-241 20-00 20-00 1
260 14 42 327-90 1493-00 1-84 0-369 0-198 25-00 20-00 1
261 14 42 327-90 1493-00 I -84 0-369 0-176 30-00 20-00 1
94
Philibert's absorption corrections in epm a 1691
Table 1.—Continued








14 42 327-90 1493 00 1 84 0-369 0-159 35-00 20-00 1263 25 51 79-50 626-60 6 53 0-474 0-460 15-00 20-00 0264 25 51 79-50 626-60 6 53 0-474 0-421 20-00 20-00 025 51 79-50 626-60 6 53 0-474 0-385 25-00 20-00 0266 25 51 79-50 626-60 6 53 0-474 0-350 30-00 20-00 0267 33 31 37-80 232-60 11 86 0-518 0-492 15-00 20-00 0268 33 31 37-80 232-60 11 86 . 0-518 0-477 20-00 20-00 0269 33 31 37-80 232-60 11 86 0-518 0-465 25-00 20-00 0
22? 33 31 37-80 232-60 11 86 0-518 0-446 30-00 20-00 0271 33 31 37-80 232-60 11 86 0-518 0-428 35-00 20-00 0
22? 33 49 37-80 117-40 11 86 0-395 0-418 15-00 20-00 0
22? 33 49 37-80 117-40 11 86 0-395 0-405 20-00 20-00 0274 33 49 37-80 117-40 11 86 0-395 0-394 25-00 20-00 0
22? 33 49 . 37-80 117-40 11 86 0-395 0-385 30-00 20-00 0276 33 49 37-80 117-40 11 86 0-395 0-377 35-00 20-00 1277 42 14 19-10 7-20 20 00 0-631 0-560 30-00 20-00 1278 42 14 19-10 7-20 20 00 0-631 0-567 35-00 20-00 0279 42 14 728-00 1982-60 2 52 0-631 0-485 10-00 20-00 0280 42 14 728-00 1982-60 2 52 0-631 0-454 15-00 20-00 0281 ' ?? 14 728-00 1982-60 2 52 0-631 0-413 20-00 20-00 0
21? 42 14 728-00 1982-60 2 52 0-631 0-377 25-00 20-00 0283 42 14 728-00 1982-60 2 52 0-631 0-354 30-00 20-00 0
2 !t 49 15 463-20 889-80 3 73 0-787 0-718 10-00 20-00 02f? 49 15 463-20 889-80 3 73 0-787 0-717 15-00 20-00 0286 49 15 463-20 889-80 3 73 0-787 0-709 20-00 20-00 0252 49 15 463-20 839-80 3 73 0-787 0-691 25-00 20-00 0
2o« 49 15 463-20 889-80 3 73 0-787 0-677 30 00 20-00 0289 49 15 463-20 889-80 3 73 0-787 0-674 35-00 20-00 0290 49 33 463-20 909-40 3 73 0-605 0-569 lO 00 20-00 049 33 463-20 909-40 3 73 0-605 0-563 15-00 20-00 1
222 49 33 463-20 909-40 3 73 0-605 0-539 20-00 20-00 1
22? 49 33 463-20 909-40 3 73 0-605 0-521 25-00 20-00 1294 49 33 463-20 909-40 3 73 0-605 0-498 30-00 20-00 1
22? 49 33 463-20 909-40 3 73 0-605 0-500 35-00 20-00 1296 49 51 463-20 525-70 3 73 0-485 0-492 10-00 20-00 1
222 49 51 463-20 525-70 3 73 0-485 0-499 20-00 20-00 1298 49 51 463-20 525-70 3 73 0-485 0-494 30-00 20-00 1
222 2! 25 413-40 304-50 4 13 0-526 0-498 10-00 20-00 1
22? 2! 25 413-40 304-50 4 13 0-526 0-530 15-00 20-00 1
22Î 51 25 413-40 304-50 4 13 0-526 0-534 20-00 20-00 1
12? 51 25 413-40 304-50 4 13 0-526 0-551 25-00 20-00
22? 51 25 413-40 304-50 4 13 0-526 . 0-574 30-00 20-00 i
22? 51 ?2 413-40 304-50 4 13 0-526 0-579 35-00 20-00 ; 151 31 413-40 583-60 4 13 0-636 0-599 10-00 20-00306 51 31 413-40 588-60 4 13 0-636 0-598 15-00 20-00 1222 51 31 413-40 583-60 4 13 0-636 0-594 20-00 20-00 1308 51 31 413-40 583-60 4 13 0-636 0-580 25-00 20-00 1309 51 31 413-40 583-60 4 13 0-636 0-571 30-00 20-00 12Î? 51 31 413-40 588-60 4 13 0-636 0-571 35-00 20-00 12!i 51 49 413-40 364-30 4 13 0-515 0-530 10-00 20-00 02 ? 51 49 413-40 364-30 4 13 0-515 0-541 20-00 20-00 02 ? 51 49 413-40 364-30 4 13 0-515 0-543 30-00 20-00 12 ? 28 26 58-90 379-60 8 33 0-098 0-097 10-00 75-00 02 ? 28 26 58-90 379-60 8 33 0-098 0-092 15-00 75-00 02IS ?! 26 58-90 379-60 8 33 0-098 0-089 20-00 75-00 026 58-90 379-60 8 33 0-098 0-086 25-00 75-00 02 2 28 26 58-90 379-60 8 33 0-098 0-084 30-00 75-00 0319 28 26 58-90 379-60 8 33 0-098 0-078 35-00 75-00 022? 28 26 58-90 379-60 8 33 0-098 0-075 40-00 75-00 0321 28 26 58-90 379-60 8 33 0-098 0-098 10-00 20-00 022? 28 26 58-90 379-60 8 33 0-098 0-080 15-00 20-00 0323 28 26 58-90 379-60 8 33 0-098, 0-080 20-00 20-00 0324 28 26 58-90 379-60 8 33 0-098 0-074 25-00 20-00 022? 28 26 58-90 379-60 8 33 0-098 0-066 30-00 20-00 ... ... 0326 28 26 58-90 379-60 8 33 0-098 0-057 35-00 20-00 0222 28 26 58-90 379-60 8 33 0-098 0-048 40-00 20-00 0328 13 12 385-70 4376-50 1 56 0-091 0-066 10-00 75-00 02?2 13 12 385-70 4376-50 1 56 0-091 0-047 15-00 75-00 022? 13 12 385-70 4376-50 1 56 0-091 0-035 20-00 75-00 0221 13 12 385-70 4376-50 1 56 0-091 0-026 25-00 75-00 022? 13 12 385-70 4376-50 1 56 0-091 0-019 ■ 30-00 75-00 022? 13 12 385-70 4376-50 1 56 0-091 0-015 35-00 75-00 0334 13 12 385-70 4376-50 1 56 0-091 0-013 40-00 75-00 022? 13 12 385-70 4376-50 1 56 0-091 0-060 10-00 52-50 0222 13 12 385-70 4376-50 1 56 0-091 0-042 15-00 52-50 0222 3 !? 385-70 4376-50 1 56 0-091 0-028 20-00 52-50 0338 13 12 385-70 4376-50 1 56 0-091 0-022 25-00 52-50 02?2 13 12 385-70 4376-50 1 56 0-091 0-017 30-00 52-50 0340 13 12 385-70 4376-50 1 56 0-091 0-039 10-00 20-00 0341 13 12 385-70 4376-50 1 56 0-091 0-023 15-00 20-00 02?? 13 12 385-70 4376-50 1 56 0-091 0-014 20-00 20-00 0343 13 12 385-70 4376-50 1 56 0-091 0-012 25-00 20-00 0344 13 12 385-70 4376-50 1 56 0-091 0-009 30-00 20-00 02?? 13 12 385-70 4376-50 1 56 0-091 0-008 35-00 ■ 20-00 0346 13 12 385-70 4376-50 1 56 0-091 0-006 40-00 20-00 0347 13 26 385-70 3840-60 1 56 0-100 0-087 10-00 75-00 12?l 13 26 385-70 3840-60 1 56 0-100 0-069 15-00 75-00 1349 13 26 385-70 3840-60 1 56 0-100 0-054 20-00 75-00 122? 13 26 385-70 3840-60 1 56 0-100 0-041 25-00 75-00 12?i 13 26 385-70 3840-60 1 56 0-100 0-033 30-00 75-00 1352 13 26 385-70 3340-60 1 56 0-100 0-027 35-00 75-00 t
95
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System Atomic number Mass absorption Critical exit Weight Int. ratio Probe Take-otr
number (1) (2) cocllicient energy fraction (1) voltage angle
(1) (2) (1) (1)
353 13 26 385-70 3840-60 1-56 0-100 0-022 40-00 75-00
354 13 26 385-70 3840-60 1-56 0-100 0-076 10-00 52-50
355 13 26 385-70 3840-00 1-56 0-100 0-059 15-00 52-50
356 13 26 385-70 3840-00 1 -56 0-100 0 043 20-00 52-50
357 13 26 385-70 3840-00 1-56 0-100 0 033 25-00 52-50
358 13 26 385-70 3840-60 1-56 0-100 0-027 30-00 52-50
359 13 26 385-70 . 3840-60 1-56 0-IOÜ 0-053 10-00 20-00
360 13 26 385-70 3840-60 1 -56 0-100 0-035 15-00 20-00
361 13 26 385-70 3840-60 1 -56 0-100 0-025 20-00 20-00
362 13 26 385-70 3840-60 1-56 0-100 0-016 25-00 20-00
363 13 26 385-70 3840-60 1 56 0-100 0015 30-00 20-00
364 13 26 385-70 3840-60 1-56 0-100 0-014 35-00 20-00
365 13 26 385-70 3840-60 1-56 0-100 0-011 40-00 20-00
366 14 26 327-90 2502-10 1-84 0-086 0-084 10-00 75-00
367 14 26 327-90 2502-10 1-84 0-086 0-073 15-00 75 00
368 14 26 327-90 2502-10 1-84 0-086 0-061 20-00 75-00
369 14 26 327-90- 2502-10 1-84 0-086 0-050 25-00 75-00
370 14 26 327-90 2502-10 1-84 0-086 0-044 30-00 75-00
371 14 26 327-90 2502-10 1-84 0-086 0-035 35-00 75-00
372 14 26 327-90 2502-10 1 -84 0 086 0-027 40-00 75-00
373 14 26 327-90 2502-10 1-84 0-086 0-082 10-00 52-50
374 14 26 327-90 2502-10 1 -84 0-086 0-067 15-00 52-50
375 14 26 327-90 2502-10 1 -84 0-086 0-053 20-00 52-50
376 14 26 327-90 2502-10 1 -84 0 086 0-044 25-00 52-50
377 14 26 327-90 2502-10 1-84 0-086 0-035 30-00 52-50
378 14 26 327-90 2502-10 1 -84 0-086 0-066 10-00 20-00
379 14 26 327-90 2502-10 1-84 0-086 0-044 15-00 20-00
380 14 26 327-90 2502-10 1-84 0-096 0-036 20-00 20-00
381 14 26 327-90 2502-10 1-84 0-086 0-025 25-00 20-00
382 14 26 327-90 2502-10 1 -84 0-086 0-018 30-00 20-00
383 14 26 327-90 2502-10 1-84 0-086 0-019 35-00 20-00
384 14 26 327-90 2502-10 1-84 0-086 0-016 40-00 20-00
385 23 14 98-30 235-20 5-46 0-470 0-440 10-00 75-00
386 23 14 98-30 235-20 5-46 0-470 0-431 15-00 75-00
387 23 14 98-30 235-20 5-46 0-470 0-436 20-00 75-00
388 23 14 98-30 235-20 5-46 0-470 0-430 25-00 75-00
389 23 14 98-30 235-20 5-46 0-470 0-431 30-00 75-00
390 23 14 98-30 235-20 5-46 0-470 0-433 35-00 75-00
391 23 14 98-30 235-20 5-46 0-470 0-415 40-00. 75-00
392 23 14 98-30 235-20 5-46 0-470 0-447 10-00 52-50
393 23 14 98-30 235-20 5-46 0-470 0-442 15-00 52-50
394 23 14 98-30 235-20 5-46 0-470 0-433 20-00 52-50
395 23 14 98-30 235-20 5-46 0-470 0-427 25-00 52-50
396 23 14 98-30 235-20 5-46 0-470 0-408 30-00 52-50
397 23 14 98-30 235-20 5-46 0-470 0-431 10-00 20-00
398 23 14 98-30 235-20 5-46 0-470 0-408 15-00 20-00
399 23 14 98-30 235-20 5-46 0-470 0-405 20-00 20-00
400 23 14 98-30 235-20 5-46 0-470 0-414 25-00 20-00
401 23 14 98-30 235-20 5-46 0-470 0-384 30-00 20-00
402 23 14 98-30 235-20 5-46 0-470 0-378 35-00 20-00
403 23 14 98-30 235-20 5-46 0-470 0-358 40-00 20-00
404 41 23 783-00 939 -10 2-37 0-080 0-073 10-00 75-00
405 41 23 783-00 939 10 2-37 0-080 0-075 15-00 75-00
406 41 23 783-00 939-10 2-37 0-080 0-072 20-00 75-00
407 41 23 783-00 939-10 2-37 0 080 0-073 25-00 75-00
408 41 23 783-00 939-10 2-37 0-080 0-071 30-00 75-00
409 41 23 783-00 939-10 2-37 0-080 0-071 35-00 75-00
410 41 23 783-00 939-10 2-37 0-080 0-068 40-00 75-00
411 41 23 783-00 939- 10 2-37 0-080 0-074 10-00 52-50
412 41 23 783-00 939-10 2-37 0-080 0-077 15-00 52-50
413 41 23 783-00 939-10 2-37 0-080 0-073 20-00 52-50
414 41 23 783-00 939-10 2-37 0-080 0 070 25-00 52-50
415 41 23 783-00 939-10 2-37 0-080 0-065 30-00 52-50
416 41 23 783-00 939-10 2-37 0-080 0-070 10-00 20-00
417 41 23 783-00 939-10 2-37 0-080 0-068 15-00 20-00
418 41 23 783-00 939-10 2-37 0-080 0-068 20-00 20-00
419 41 23 783-00 939-10 2-37 0-080 0 063 25-00 20 00
420 41 23 783-00 939-10 2-37 0-080 0-064 30-00 20-00
421 41 23 783-00 939-10 2-37 0-080 0 056 35-00 20-00
422 41 23 783-00 939-10 2 37 0-080 0-053 40-00 20-00
423 82 16 116-60 42-10 13-04 0-866 0-807 20-00- 75-00
424 82 16 116-60 42-10 13-04 0-866 0-809 25-00 75-00
425 82 16 116-60 42-10 13-04 0-866 0-813 30-00- 75-00
426 82 16 116-60 42-10 . 13-04 0-866 0-818 35-00 75-00
427 82 16 116-60 42-10 13-04 0-866 0-826 40-00 75-00
428 26 16 71-40 167-40 7 11 0-466 0-406 10-00 75-00
429 26 16 71 -40 167-40 7-11 0-466 0-421 12-00 75-00
430 26 16 71-40 167-40 7-11 0-466 0-425 15-00 75-00
431 26 16 71-40 167-40 7-11 0-466 0-425 20-00 75-00
432 26 16 71-40 167-40 7 II 0-466 0-422 25-00 75-00
433 26 16 71-40 167-40 7-11 0-466 0-419 30-00 75-00
434 30 16 49-00 73-30 9-66 0-671 0-670 15-00 75-00
435 30 16 49-00 73-30 9-66 0-671 0-620 20-00 75-00
436 30 16 49-00 73-30 9 66 0-671 0-626 25-00 75-00
437 30 16 49-00 73 - 30 9-66 0-671 0-628 30-00 75-00
438 48 12 491-50 546-80 3-54 0-550 0-454 30-00 52-50
439 48 12 491-50 546-80 3-54 0-720 0-639 30-00 52-50
440 29 79 53-70 208-60 8-98 0-199 0-213 25-00 18-00
441 29 79 53-70 208-60 8-98 0-396 0-417 25-00 18-00
442 29 79 53-70 208-60 8-98 0-599 0-620 25-00 18-00
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Table 1.—Continued
System Atomic number Mass absorption Critical Weight Int. Ratio Probe Take-off Fluor
number (1) (2) coefficient energy fraction (1) voltage angle
(I) (2) (1) (1)
444 79 29 127-50 -245-40 11-92 0-201 0-149 25-00 18-00 0
445 79 29 127-50 245-40 11-92 0-401 0-314 25-00 18-00 0
446 79 29 127-50 245-40 11-92 0-604 0-513 25-00 18-00 0
447 79 29 127-50 245-40 11-92 0-801 0-741 25-00 18-00 0
448 29 30 53-70 59-50 8-98 0-729 0-730 25-00 18-00 0
449 30 29 .49-00 44-20 9-66 0-271 0-273 25-00 18-00 0
450 22 41 110-60 718-70 4-96 0-350 0-241 25-00 18-00 1
451 41 22 783-00 819-60 2-37 0-650 0-599 25-00 18-00 1
452 74 42 150-80 139-80 10-20 • 0-785 0-764 30-00 18-00 J
453 74 42 1465-60 1416-30 1-80 0-785 0-764 5-00 18-00 0
454 42 74 728-00 3145-20 2-52 0-215 0-230 5-00 18-00 0
455 26 24 71-40 474-20 7-11 0-902 0-870 20-00 18-00 0
456 26 24 . 71-40 474-20 7-11 0-902 0-887 10-00 18-00 0
457 73 6 156-30 4-50 9-88 0-938 0-912 20-00 18-00 0
458 73 6 1548-70 374-90 1-72 0-938 0-914 7-00 18-00 0
459 41 6 783-00 191-50 2-37 0-886 0-868 7-00 18-00 0
460 14 12 327-90 2824-60 1 84 0-366 0-316 5-00 18-00 0
461 28 26 58-90 379-60 8-33 0-051 0-040 20-00 18-00 0
462 28 26 58-90 379-60 8-33 0-563 0-507 20-00 18-00 0
463 28 26 58-90 379-60 8-33 0-630 0-568 20-00 18 00 0
464 28 26 58-90 379-60 8-33 0-895 0-869 20-00 18-00 0
465 28 26 58-90 379-60 8-33 0-100 0-079 20-00 18-00 0
466 28 26 58-90 379-60 8-33 0-200 0-161 20-00 18-00 0
467 28 26 58-90 379-60 8-33 0-198 0-161 20-00 18-00 0
468 79 47 127-50 130-30 11-92 0-800 0-767 20-00 18-00 0
469 79 47 127-50 130-30 11-92 0-601 0-559 20-00 18-00 0
470 79 47 127-50 130-30 11-92 0-400 0-359 20-00 18-00 0
471 79 47 127-50 130-30 11-92 0-224 0-199 20-00 18-00 0
(90%) of cases studied and was rarely greater than 5%. No correction for fluorescence 
by the continuum was included in the computer program; this omission may produce 
both small positive or negative contributions (Springer and Rosner 1969), resulting in a 
slight increase in standard deviation of corrected data but little change in the optimum 
values obtained below for a and h. ,
}
3 .2. A to m ic  num ber correction
Two atomic number correction procedures have been studied, the method of Duncumb 
and Reed (1968) and the more rigorous approach p f Philibert and Tixier (1968). It was 
found that each method gave substantially the same result (within 1 % relative) for the 
471 systems studied, in accord with the findings of Philibert (1969), Since the first method 
was simpler to apply this was used in the subsequent examination of the absorption 
correction.
3 .3 .  A bsorption  correction
Mass absorption coefficient data provided by Heinrich (1966) have been employed. 
A computer program was written to study the effect on the Philibert absorption 
corrections of varying the parameters B, C  and n in the expressions h ^ B . A j Z ^  and 
a=C/(£'o” —£’c”) (see equations 1 and 2). ^(0) values given by Reuter (1972) have been 
used together with a weight averaging method for
i - i
h =  B  E  Ci.Ai/Zi^ (3)
where J  is the number of constituent elements in the sample.
Although a higher proportion of low voltage data were used in this analysis than in 
previous investigations (e.g. Poole 1968) the majority (354 of the 471) were measurements 
> 15 kV (see table 1). In order to minimize bias of the analysis towards high kV results,
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the data were separated into two groups, > 15 kV and ^ 15 kV, and the mean square 
deviation 8 calculated separately for each group using
» = m
5 = -  y  (1 -A'.vw
k i is the intensity ratio predicted by a particular correction procedure, h i is the measured 
intensity ratio and m  is the number of systems in the group. The sum A of the two mean 
square deviations was then used to assess the effect of varying the parameters B , C  and n.
4 . Optimization of parameters in the absorption correction
4 .1 .  F u ll  P h ilib e rt m odel
Calculated A values are plotted against C (solid lines) for .8=1-5 and for different values 
of n in figure 2; curves (not shown) were also plotted for =  2-0, 2-5, 4-0 and 5 0.
23
C
Figure 2. Plot o f A against C for values of « = 1 -5 , 1-7, 1 9 , 2 1 and 2-3; full Philibert 
expression with B = \-5 .  Dotted line shows locus of minima.
((7) (c)
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Figure 3. Histograms of data corrected using full Philibert expression: (a) New con­
stants, A-optimizcd ; (b) Duncumb and Mciford’s constants; (c) Alternative optimization 
method with i)= 2 -2 , C =  10-35 x  10  ̂and « =  1-95.
9 8
PhiliberCs absorption corrections in ep m a  1695
Each solid curve has a minimum, and the loci of all minima (e.g. broken curve in figure 2) 
indicate that A is smallest (7 Ox lQ-3) when 5 = 1*5, C=9*5x 10® and «=1*99.
A histogram of results corrected using these optimum figures is given in figure 3(o); 
for comparison purposes, data corrected with constants proposed earlier by Duncumb 
and Melford are illustrated in figure 3(6). The revised values have significantly narrowed 
the distribution, improving the standard deviation from 9 2% to 6-3%, but the corrected 
data are distributed about k'/k—0-99.
Since in the foregoing analysis a relatively small number of results with large dis­
crepancies may have a disproportionate effect on the findings, a second method of assess­
ment was examined based upon maximizing the number of predicted results which lay 
within ± 5 % of the true intensity ratio. This did not, however, produce a unique set of 
optimized values of J9, C and n, and in table 2 are listed four sets which all appeared to 
give the same accuracy of correction. The histogram (figure 3c) illustrates the effect of 
using one set (.8=2 2, C= 10*35 x lOS and n= 1*95).
Table 2. Sets of values for constants B, C  and n giving the maximum probability of 






2 3 6 6 1*80
2*4 6*6 1*80
A skew distribution is still apparent and the spread in the results is greater than that 
shown in figure 3(a) using constants deduced by the A-optimization method (7*7% 
compared to 6*3 % standard deviation) but the standard deviation is again smaller than 
that obtained (9 2%) using Duncumb and Melford’s values.
Both methods of assessment were repeated by using mass absorption coefficients of 
Theisen and Vollath (1967) and different values for B, C and n were obtained. The mass 
absorption coefficients used gave a significantly greater mean square error than Heinrich’s 
data, which suggests they may be less accurate. This view differs from that of Martin 
and Poole (1971) who believe Theisen and Vollath’s values are possibly more accurate. 
However, in this study Theisen’s values have not been employed further.
4.2. Simple Philibert model —  --------
Only one assessment criterion, A-optimization, has been used for investigating the simple 
Philibert model. The optimum values were found to be 8=0*85, C=6*8x IQS and n = 1*86, 
and corrected data are shown in figure 4(a). The same microanalysis results corrected 
using Heinrich’s constants are given in figure 4(6). Respective standard deviations are 
5 9% and 7*4%, the revised constants mainly improving corrections for systems with 
errors greater than 10%, but reducing slightly the height of the histogram peak and the 
number of results lying within 5 % (357 with Heinrich’s constants and 338 with the new 
values).
4.3. Averaging of h for multicomponent systems
In Philibert’s treatment, Bothe’s scattering law (Bothe 1929) is used for electron scatter­
ing in solids and this expression may be written in terms of the standard deviation of the
99
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Figure 4. Histograms of data corrected using simple Philibert expression: (a) New 
constants, A-optimizcd;(6) IIcinrich’sconstants.
angle w that the electron is deflected from its original, incident direction and the mass 
depth pz.
w =  (400/£'o).(Z2pr//t)i/2.
Now the variance ujt is additive for multicomponent systems ai- =  'L w F
Hence, since (pz), can be interpreted as the mass per unit area of the /th component it 




It js assumed (Philibert 1963) that electrons are fully scattered at mass depth pzm when 
CÜ =  7t/4, where '
_4x!0-e£o‘2
Consequently it would be reasonable to assume that the appropriate method for averag­
ing /; in multicomponent systems is
B 1 (4)
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This expression can be shown to be equivalent to 
. B Ea* Ai
an averaging method suggested by Martin and Poole (1971) which is written in terms of 
atomic concentration at.
The application of this second averaging method (equation 4) to the full Philibert 
treatment gave a different set of optimum constants (8=1-5, C=9 75 x 10̂, /i=2-00) 
from the first method (8=1*5, C=9*5, n=T99), although similar standard deviations 
were obtained (optimum A = 6*35% and 6*33 % respectively).
5. Oxygen analysis in oxides
The A-optimized constants deduced from the analysis of 471 systenis were then applied 
to some oxygen microanalysis results published previously (Love et al 1974b). The work 
bad included measurements over a range of probe voltages (5-30 kV) on a number of 
binary and ternary oxides using an instrument with a 35® take-off angle. Duncumb and 
Reed’s atomic number correction was used together with pip data given by Love et al 
(1974a). In the case of the full Philibert treatment it was found that using the revised 
constants increased the rms error from 6 %  to 7*5%; this was mainly due to increased 
errors in data obtained at low kV (<15 kV), For the simple Philibert model, the rms 
error was increased from 11% to 14%, but it should be noted that this method has 
previously been criticized as inappropriate for light element microanalysis (see, for 
example. Love et al 1974b).
The two averaging methods for li discussed earlier gave almost the same standard 
deviation for the respective models, which is surprising since it would be expected that 
the accuracy of the absorption correction in systems comprising light elements would be 
more sensitive to the averaging method adopted. The inadequacy of the corr%tion 
model, however, precludes further comment.
6. Discussion - - —  -------------- ------------
Results of this detailed study of 471 systems have shown that the overall accuracy of the 
absorption corrections proposed by Philibert may be improved by adopting revised values 
for the constants 8, C and n in the expressions for a and h. In particular, it is proposed 
that the power n of the voltage dependence be increased. These adjustments improve 
the accuracy of those results which previously had large errors and/or those data obtained 
at lower probe voltages.
For the full Philibert correction, the revised value for n was 1*99, as compared with 
1*5 suggested by Duncumb and Melford, An even higher power, «=2*3, was put forward 
by Matteudi and Ruste (1973) but this value cannot be regarded as generally applicable 
since it was deduced from studies on a single system 84C. The following, based upon the 
present investigation, may be used with advantage:
<7=9*5 xl05/(£o2-£c2); 6=1*5 X/Ẑ .
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I n  t he  c ase  o f  t he  s i m p l e  Ph i l i be r t  m o d e l ,  a re . \ i scd v a l u e  f o r  n  o f  Î -86 is nropo. sed .  
h his is h i u h e r  l i i an  t h e  I Co r e c o m m e n d e d  b e  H c i n r i e h ,  a l t l n n m h  it is inierc s t i u e  t o  n o t e  
t h a t  t he  resu l ts  imbl i s l ted  !)> n t i n c t u n b  r /  a l  ( 1969)  m a y  he i n t e r p r e t e d  a s  iudict i l int t  
; ? > i - 6 5 .  I n d e e d .  P I dl ibe t t  i'! cY (1972) ,  in  t h e i r  w o r k  o n  x-r.ay e m i s s i o n  c h a , a c i c r i s t i e s  
f r o m  p u r e  e l e m e n t s ,  su oue s t  a n  even h i n h s r - p ' . r v e r  l aw / , - 2 ,  v.hi ic  L c n an . ids o r i g i na l  
w o r k  (sec f o r  e x a m p l e  P h i l ib e r t  1963) i n d i ca t e s  /r — 2 - 3 ,  d e p e n d i n g  u p o n  k V.  P r e s e n t  
re su l ts  i n d i c a t e  t h a t  t h e  fo l io  wing e x pr e s s i o n s  s h o u l d  be  u s e d  :
(/=6 S X IO''/(/:'o'
T h e  cf lect  o f  i n t r o d u c i n g  t he  revised  se ts  o f  c o n s t a n t s  i n t o  I ' h i l i be r t ' s  a b s o r p t i o n  
c o r r e c t i o n  m a y  be d e m o n s t r a t e d  by p l o t t i n g  the  r a t i o  o f  c a l c u l a t e d /  (y)  t o  e x p e r i m e n t a l  
f i x ) ,  a g a i n s t  %. I his h a s  b e e n  d o n e  in f igure  5 l o r  a l u m i n i u m  K-, r a d i a t i o n  in a l a m i n i m n  
at  20  k V ,  t he  e x p e r i m e n t a l  m e a s u r e m e n t s  b e i n g  t a k e n  f r o m  C a s t a i n g  a n d  l l e n o c  (1966) .  
d' i ic d i a g r a m  i nd i ca te s  t h a t  t he  n e w v a l ue s  i m p r o ' . e  b o t h  t he  full  a n d  s i m p l e  Pl i i l ibcr t  
a b s o r p t i o n  c o r r e c t i o n s  f o r  h i g h l y  a b s o r b i n g  s y s t e m s ;  f or  t h e  f o r m e r  t h e y  a r e  p r e f e r a b l e  
o v e r  a l m o s t  t he  e n t i r e / ( y )  r a n ge ,  w h i l e  l o r  t he  l a t t e r  t h ey  a r e  b e t t e r  w h e r e / ( y ) > 0 - 0 3 .
10’ _____10 _ X
7009 0 (%^ '/(Xl
lur’iirc 5. Plot o f  ratios o f  calculated / ( y )  to experimental / 1%) o f  Castaing .and Hciioc
(1966) for aluminium at 20 k V .  Using full I'hililxa t vit li  tOuncumb nnu M clfo id ’s
constants; — •—  A s  cuinc Init wiih -X-opiimized conoan ls;   Usin" simple
Pliilil'crt with ileinricli's con stan ts ; ------------- As . . .  cm vc with A-optimi/cJ constants.
I t  is a l s o  i ns t r uc t i v e  t o  e x a m i n e  t he  r e l ev an t  </> ( p z )  c u r ve s .  In f igure  6 ( a ) ,  f or  a l u m i n i u m  
a t  20  k V,  p e a k  h e ig h t s  u s i n g  t he  revised  c o n s t a n t s  c o r r e s p o n d  m o r e  c lose l y  t o  t h e  e x p e r i ­
m e n t a l  c u r v e  ( C a s t a i n g  a n d  I l c n o c  1966) t luin t h e  o  ( p z )  c u r v e s  c a l c u l a t e d  u s i n g  p r e v i o u s  
c o n s t a n t s .  H o w c x e r ,  t he  n e w  v a lu e s  h a v e  n o t  s u b s t a n t i a l l y  a l t e r e d  t h e  j ros i i ion  o f  t h e  
p e a k .  A  s i m i l a r  set  o f  6  ( p z )  c u r v es  a t  10 k V  ( f igure  66) s h o w s  t ha t  b o t h  p e a k  p o s i t i o n  
a n d  h e i g h t  a r e  i n c o r r e c t  w h e n  us in g  the  rev i sed  c o n s t a n t s ;  in  fact ,  t he  P h i l i b e r t  m o d e l s  
give b e t t e r  a g r e e m e n t  w i t h  tliC e x p e r i m e n t a l  d  ( p z )  d a t a  i f  t he  o r i g i na l  c o n s t a n t s  a r c  
i n t r o d u c e d .  I t  m a y  be c o n c l u d e d ,  t h e re f o r e ,  t l i a t  n e i t h e r  o f  t h e  Ph i l i be r t  m o d e l s  c a n  b e  
a d j u s t e d  t o give a c c u r a t e  re sul ts  c o v e r i n g  a w i d e  r a n g e  o f  c .x p e r i m u i l a l  c o n d i t i o n s .  T h i s  
p o i n t  h a s  a l s o  b een  m a d e  b y  b i s h o p  ( B i s h o p  19 / 9)  in a t h e o r e t i c a l  t r e a t m e n t .
H e i n r i c h  a n d  Y a k o w i t z  (1969)  h a v e  s h o w n  t i ial ,  b y  c h o o s i n g ,  w h e r e  ] iossib!e,  c o n d i ­
t i o n s  t o  sa t i s fy  t he  c r i t e r i on  / ( y ) > 0 - 8 .  a b s o r p t i o n  e r r o r s  m a y  be  i e d u c e d  t o — I %  m 
m o s t  c as e s  a n d  if, t h c r c f o i e ,  d a t a  o b t a i n e d  o n l y  oir l o w  a b s o r b i n g  s y s t e m s  ( / ( y ) > 0-S)
1 02
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are examined, it may be possible to assess the accuracy of the atomic number correction 
of Duncumb and Reed (1968). Figure 7 shows these data after applying the Duncumb 
and Reed atomic number correction, the full Philibert absorption correction with revised 








Figure 6. Comparison of calculated ^(pz) with experimental curves: (a) Aluminium 
at 20 kV ; (6) Aluminium at 10 kV. •—-—• Using full Philibert with Duncumb and
Mclford^s constants; As —•— but with A-optimized constants; Using
simple Philibert but with Heinrich’s constants;---------- As * . . . .  curve but with A-
optimized constants; Experimental (Castaing and Henoc 1966).
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of this informaîion indicates that the corrected rcsuks are dependent upon the over­
voltage U . Results at low overvoltages { U < 2 )  have been filled in in the histogram and 
clearly show a displacement of the peak relative to the complete set of data in the dia­
gram; similarly, results at high overvoltages show a displacement in the opposite sense.
0.9
Figure 7. Histogranr of corrected data on low absorbing systems (/(%)> 0 8), using 
full Philibert with A-optimized constants. Low overvoltage results ( U< 2 )  are filled; 
note the displacement of the peak relative to complete set of data, indicating some 
overcorrection.
Since, as mentioned above, absorption errors are of the order of 1 % in most cases and 
furthermore any error in the small fluorescence contribution from characteristic x-rays 
is insignificant it may be concluded that eitiier the continuous fluorescence or atomic 
number correction is in error, or perhaps both.
7 . C o n clu sio n s
The full and simple Philibert absorption cor.ections have been evaluated using a large 
number of microanalysis data (47 i systems). New values of constants to be used in the 
expressions for h and a  are proposed for bath models which differ substantially from 
previously accepted values. They are shown to improve the accuracy and range of 
applicability of both corrections but the simple Philibert model with the new h and cr 
gives the greater precision. However, the new values are inappropriate for oxygen analysis 
and tend particularly to increase errors in low kV data; the full Philibert model with 
Duncumb and Melford's constants might be considered preferable here.
ft was shown that both the value for h and the method of averaging for multi­
component systems does not sensitively affect correction accuracy.
'Hie atomic number correction of Duncumb and Reed (1963) and Philibert and 
Tixier (1963) have also been compared and in none of the cases examined did they differ 
by more than I %. Their applicability to light clement systems will be assessed in a 
l ue: paper.
h'iriaily, it is considered that cue magtu . ..!e of uaeertain.de:: in both published miero- 
aa.dy .is data and mass absorption coeilib -'t,. may be a limiting factor in assessing 
cn.Tc-tt 'a [;rocedar.-s f'T quantitative wo: 1. V/hiie dus does not invalidate the present
i C-
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investigation, since a marked decrease in the r m s error has been achieved, further 
refinements of correction methods may become increasingly difficult.
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Abstract. T he absorption correction model proposed recently by Bishop is evaluated 
by making use o f  a large number o f  published microanalysis results. From a best-fit 
analysis on these data, constants arc derived for use in the expression for the mean mass 
depth o f  x-ray generation. Miroanalysis results corrected using the Bishop model arc 
compared with those obtained by applying the more widely used Philibert equations. 
It is shown that Bishop's method combines the best features o f both the full Philibert 
m odel for elements with Z < 1 2  and the simplified Philibert treatment where Z ^ 1 2 .  
In addition, methods o f  averaging //, a parameter accounting for the effect o f  atomic 
number on absorption, are discussed.
1. Introduction
The most widely used correction procedures for converting raw microanalysis data into 
elemental concentrations involve separately correcting for the effects of atomic number, 
x-ray absorption and fluorescence.
Whilst the magnitudes of the atomic number and fluorescence corrections are seldom 
greater than 20%, the absorption correction can amount to a percentage of several 
hundreds. Thus, the precision o f quantitative analysis is likely to be affected most by 
an unsatisfactory absorption correction, that is, by the validity o f the empirical model 
used and the accuracy of input parameters.
The analytical expression proposed by Philibert (1963) to account for the effects of 
absorption in the target may be written as " —  ----------------  —  '
I +  (0)./,/(4+ ÿ(0)./,)] (xW  
^  (1+xW [I+/%/(i+/,)<!]
f i x )  is the fractional transmission of the target for x-rays which are emitted in the direc­
tion of the spectrometer i.e. at an angle 6 to the specimen surface; x  — H-IP cosec 0, f i fp  
being the mass absorption coefficient of the measured radiation in the target; a  and li 
arc parameters to account for the variation of fix) with electron energy Eq and atomic 
number Z respectively ; fl>(0) is the ratio of the number of x-rays generated in an infinitely 
thin layer at the surface o f a massive target to the number generated in an isolated thin 
layer of the same thickness and composition. This equation is usually simplified 
(Philibert 1963) by putting 0 (0 ) equal lo zero, which then gives
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Philibert proposed A /Z ^ ,  where A  is the atomic weight of the target, and
tabulated a  as a function of L q. Duncumb and Shields (1966) modified a  to account for 
the efiect o f overvoltage and suggested
239 X 105
where E c  is the critical excitation potential for the radiation being considered. This 
was later changed by Heinrich (1967) to
4'5 X 10̂
an alteration confirmed by Duncumb et a l  (1969) from an evaluation using experimental 
microanalysis data. Recently the expressions used for a  and h have been further refined 
by Love e t a l  (1975) and, following a three-parameter regression analysis on a more 
extensive range of microanalysis data, the following equations were recommended:
6-8x105
and A = 0-85 Z 2‘
These workers also showed that the simplified Philibert formula (equation 2) provided 
a better correction than the full expression (equation 1) for microanalysis using hard 
x-rays (A< 10 Â) but that the latter approach was superior for soft-x-^ray studies.
Figure 1. X-ray distribution with mass depth of gold La. radiation for 30 keV electrons: 
 M onte Carlo calculation; approximation o f  Bishop.
A new absorption correction has been proposed by Bishop (1974) in which x-ray 
distribution with depth is approximated to a rectangle, see figure 1. The value for/(%) 
is given by [1 — exp ( —2y^)]/2% ^ and for the mean mass depth o f x-ray generation. 
Bishop suggested that values deduced from the simplified Philibert model could be
1 0 9
Assessment o f Bishop's absorption correction model 9
p = [ ( l+ 2 A ) /( l+ A ) ] / ( r .
In this paper the Bishop model is evaluated and compared with the Philibert absorp­
tion corrections using a large number of experimental microanalysis data. From the 
study a new set of constants to be used in the expression for ̂  is proposed and Bishop’s 
model is discussed in relation to light-element microanalysis. Some comments are also 
made regarding the method of averaging h for multi-component systems.
2. Correction procedures
In a previous paper, (Love et al 1975) a table was presented of microanalysis measure­
ments selected from a survey of published data on binary systems. For the present 
analysis 430 of these results have been used, the remainder being excluded because they 
are now considered to be unreliable (see Appendix).
Corrections due to Reed (1965) for characteristic fluorescence and to Duncumb 
and Reed (1968) for atomic number have been applied in conjunction with the absorption 
corrections listed in table 1. Heinrich’s mass absorption coefficients (Heinrich 1966) 
have been employed throughout except in the case of the soft-x-ray data described later. 
The models of Bishop and Philibert (simplified version) are compared for two methods 
of averaging h for multi-component systems; the approach favoured by most workers, 
namely h^'Z{ciht), is indicated in this table by I, and II refers to averaging based upon 
A == 1/S (ci//n) (Love et al 1975).




n C(I05) B SRM
error (%)
1 Simplified
Philibert 1 1-65 4 50 1*20 6 8
2 U 1 65 4 50 1-20 7 1
3t I 1 84 6 58 O'84 5*3
4t n 1*82 641 0-99 5-3
5 Bishop I 1 65 4-50 1-20 5-9
6 II I 65 4 50 1*20 5-8
7 t I 1 7 7 6'80 0-72 5*3
8t II 1 77 7 05 I 06 5 3
(1) S  (ciW; (H) I/Z W W
t  A-optimized constants, n, C  and B.
In addition to using values for n, B and C suggested by other workers in cr=*C/ 
(£b®“-Æ’e®) and h=^B AjZ^ (see table 1), the result of using constants derived from a 
A-optimization procedure (Love et o/1975) based upon the analysis of430 binary systems 
is examined.
3. Results
The optimized values of n, B and C are given in table 1. Corrected data using absorption 
correction methods 1 - 8 are summarized in the bar chart figure 2 which shows the per-
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Figure 2. Bar chart summarizing data corrected using absorption correction methods 
1-8. Tlie height o f each bar corresponds to the percentage o f corrected data within 
71% o f k ' jk = l  and hatching indicates percentage v/ithin 21%. r m s  errors in (%) are 
indicated numerically above each bar.
centage of results within 71^% and within 2j %  (hatched); the respective r m s  errors are 
included (see also table 1).
4. Comparison of correction methods j
Examination of the r m s errors would suggest that, firstly, the method of averaging h is 
unimportant and, secondly, the Bishop model with optimized constants gives similar 
results to the simplified Philibert correction with optimized constants (each 5-3%). 
Hence, from a practical point of view it would appear that there is little to choose 
between the two approaches. If, however, the distribution of corrected data as indicated 
by the symmetry of histograms (not shown) is taken into account, some differences are 
apparent. The ideal model would give, firstly, the smallest r m s error and, secondly, the 
greatest degree of symmetry in the corrected results, the distribution of these reflecting 
merely random errors in the input data. This asymmetry may be expressed as the ratio 
of the number of results lying below to those lying above k ' l k =  1, where A:'is the calculated 
ratio of intensities from specimen and standard and k  is the measured ratio. For method 
4 the asymmetry ratio is 2T and for method 8 it is 16, indicating that the Bishop model 
with optimized constants is superior to the simplified Philibert treatment. Furthermore, 
the corresponding ratios for methods 3 and 7 (/i =  'Lcdu) are 2 46 and 1 96 respectively, 
which suggests that h should be written as h -  l/S(c<//;<) for multi-component systems.
5. Application to oxygen analysis in oxides
Microanalysis measurements of oxygen over a range of probe voltages on binary and 
ternary oxides have been published previously (Love et a !  1974b). Four absorption 
correction methods have been applied to these results together with Duncumb and 
Reed’s atomic number correction. Mass absorption coefficients were taken from Love
11












Figure 3. Histograms of oxide data corrected using (a) method 1, (6) method 5, (c) 







Figure 4. Bar chart summarizing information given in figure 3. The height o f each bar 
corresponds to the percentage of corrected data within 7i%  of k'Jk=l and hatdiing 
indicates percentage within 2i%. rms errors (%) are indicated numerically above cadj 
bar.
112
12 G Love, M G C  Cox and V D Scott
et a l  (1974a). Only one method using the simplified Philibert absorption correction is 
given here sinee it has been shown earlier (Love e t a l  1975) that it is inappropriate where 
absorption is large, e.g. in light-element analysis. Hence the simplified Philibert with 
Heinrich’s constants (method 1) is included only for comparison purposes. The approach 
suggested by Bishop (method 5) is evaluated, as well as method 8 which uses A =  l/Z(cf//z() 
together with the appropriate optimized constants. Finally, the full expression proposed 
by Philibert (equation 1) is included, incorporating constants of Duncumb and Melford 
(1966), 0 (0 ) values of Reuter (1972) and taking A = A cdii.
Corrected results using these four methods are illustrated in the histograms, figures 
3(a)-(d), and in the bar chart, figure 4. Also included in figure 4 are the respective r m s  
errors. The results show clearly that the full Philibert model is best for correcting these 
light-element data and that the simplified Philibert approach is worst. Furthermore, the 
procedure suggested by Bishop (method 5) is markedly better than the simplified Philibert 
correction (method 1) and can be significantly improved by using the A-optimized 
constants (method 8). Indeed, method 8 results in a fairly symmetrical distribution of 
data about k ’l k  — 1 and in this respect compares very favourably with the full Philibert 
absorption correction.
6. Conclusions
Based upon an evaluation of 430 microanalysis results where elements Z >  12 are being 
analysed, it is shown that the absorption correction proposed by Bishop is comparable 
with the commonly used simplified Philibert method. It is also apparent that Bishop’s 
model can be significantly improved by using constants which have been derived from 
an optimization programme based upon a best-fit analysis. The following expressions 
for a and h are recommended; <t=7-05x 105/(£1-77_^̂ ,1-77) and /z =  l 06 A /Z ^  in con­
junction with the method of averaging li described in an earlier paper (Love et a l  1975).
In systems where the absorption correction factor is large, such as the oxygen analysis 
results discussed here. Bishop’s method is clearly superior to the simplified Philibert 
method. Indeed, it gives similar r m s  errors to the full Philibert absorption correction 
and has the advantage o f being simpler to carry out. Thus, the range of applicability o f 
existing computer correction programmes can be readily extended to include analysis 
of light elements by replacing the simplified Philibert expression with the equation of 
Bishop.
Present results also suggest that any further refinement of correction models may be 
restricted by the lack of accurately proven input data and that much of the residual r m s  
error in the corrected data given here could be associated with experimental uncertainties 
in the microanalysis measurements. The possibility too that the present findings may be 
affected by the choice o f mass absorption coefficients should not be overlooked.
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Appendix
The original table of collated data comprised 471 systems and is detailed as table 1 in a 
previous paper (Love e t a l  1975). Although many published data had already been
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rejected in drawing up this list it wus thought that further improvements could be made 
by being even more selective. For example, where a set of data exists containing only 
one variable, such as composition or probe voltage, the experimental points should lie 
on a smooth, monotonie curve and any significant deviation indicates unsatisfactory 
data (Heinrich 1968). In the present study data were rejected where this deviation ex­
ceeded 5%, and the whole data set was rejected wliere it was impossible to decide which 
particular results were in error. In all, 41 systems were discarded (sec table 2) leaving a 
total o f 430 systems, although it should be recognized that some grossly inaccurate data 
may still remain since the above tests could not always be applied.
Table 2. Systems excluded horn the present analysis. (For a complete list of the 471 
systems to which the tabic refers, see table 1 of Love et a l 1975.)
System numbers
17 49 86 322 381 417
18 50 87 342 382 418
24 51 139 345 383 419
29 52 140 346 384 420
37 53 141 378 411 421
46 84 165 379 412 422
48 85 243 380 416
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ABSORPTION CORRECTIONS IN QUANÏITATIVT: LIGHT ELEMENT MICROANALYSIS •
G. Love, M.G.C. Cox and V.D. Scott
School of Materials Science, University of Bath,
Claverton Down, Bath BA2 7AY
Introduction, Correction procedures for quantitative electron probe micro- 
analysis of elements Z>12 are well established, but extension of these techniques 
to light elements has received much loss attention. Difficulties may arise here 
because the physical bases of correction models, such as tlie lavs describing 
electron scattering in solids, arc not well understood and certain input parameters 
such as mass absorption coefficients arc unreliable. Hence it is not surprising 
to find that much published work on quantitative analysis of the light elements 
has employed, standards of composition similar to the material being analysed in 
order to minimise the magnitude of the correction. However, while the method 
may be satisfactory in some cases, it is generally inconvenient due to the large 
number of standards required and a better procedure would incorporate an accurate 
correction model together with only a limited number of standards.
In light element microanalysis the absorption correction, which can amount to 
several hundreds of per cent, is often much larger than either the atomic number 
effect or fluorescence contribution. Thus the precision of analysis is likely 
to be affected most by an unsatisfactory absorption model. In the present paper 
the absorption correction proposed by Bishop (1974) is evaluated and compared 
with the more frequently used Philibert (1963) expressions.
The absorption correction of Bishop. Bishop (1974) has discussed the 
characteristics of a good absorption correction and shown that provided absorption 
is small t(X) is given by .
f ~  (1 ~  )
X - * o  \  k /
where f(x) is the fractional transmission of the target for x-rays emerging in the 
direction of the spectrometer,i.e. at angle 0 to the surface of the target; pz 
is the mean mass depth of x-ray generation and x “ b/p Cosec G where p/p is the 
mass absorption coefficient of the x-ray of interest in the target. With 
increasing absorption the shape of the x-ray distribution with depth, ^(pz), 
becomes more important and finally for very high absorption the value of *(pz) 
at the surface, 0(0), determines the magnitude of the absorption correction.
Bishop has suggested a rectangular profile to represent the x-ray distribution 
with depth, the assumption being that 0(pz) has a constant finite value for
0 ^ pz ^ 2 pz whilst outside these limits 0(pz) = 0, On this basis f(x)is given
^ ( - 2 X ç - ^ )  j
An expression for pz can be extracted from the simplified Philibert equation,
F ( X ) =  [ ( I  + ^ / o - ) ( l  . given by (U
h = B A where B is a constant and A and Z are the atomic weight and number of
V-
the target respectively; a varies with the incident electron energy, Ê , and with 
the excitation potential of the x-radiation, Ê , and is expressed as
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c ,  J ' - o v a c* a t .
O'" =
E,
C _ C and n Ijoin;
c o n s  t a n  I s . T he  u s e  o f  e q u a t i o n  ( 1 )  c a n  b e  j u s t i f i e d  s i n c e  t h e  f o r m  o f  t h e  \ ' a r i  a t i on 
o f  p z  w i t h  b o t h  Z a n d  a c c o r d s  r e a s o n a b l y  wi  uh t h a t  c a l c u l a t e d  by  Mon t e  C a r l o  
l iU' t l iods (T)i s h o p  1 96 6 )  . S i n c e  t h e  c o n s t a n t s  B, C a n d  n  n o r n i a l J y  u s e d  i n  t h e  
P h i l i b e r t  e x p r e s s i o n  ( e . g .  t l i o s c  o f  H e i n r i c h  ( 1 9 6 7 )  a n d  Uuncurub , S i i i e  I d s - M a s o n  a nd  
Da C a s a  ( 1 9 6 9 ) )  a r e  se mi  e r . i p i r i c a l  , t h e r e  i s  n o  a  p r i o r i  j u s  t i l i c a t i o n  
f o r  t h e i r  u s e  i n  t h e  B i s h o p  i n e t h o d .  C o n s e q u e n t l y  a l t e r n a t i v e  v a l u e s  o f  B,  C 
a n d  n f o r  B i s l i o p  ' s me t ' nod h a v e  b e e n  e s t a b l i s ' n e d  b y  t h e  6~ op  t i m i s a  ci  on ] ) r o c e d u r e  
o f  L o v e ,  Cox and '  S c o t t  ( 1 9  76)  u s i n g  m i c r o a n a l y s i s  d a t a  c o v e r i n g  a w i d e  r a n g e  
o f  s y s t e m s .
O p t i m i s a t i o n  o f  c o n s t a n t s  B , C a n d n .
43 0  m i c r o a n a l y s i s  r e s u l t s  h a v e  b e e n  c o m p i l e d  a n d  u s e d  i n  t h e  p r e s e n t  w o r k  t o  
e s  t a b l i s h  o p t i m i s e d  v a l u e s  f o r  B, C a n d  n ( s e e  t a b l e  1 ) .  T h e s e  d a t a  i n c l u d e  
a n a l y s i s  o f  e l e m e n t s  wi t h  12 ^  Z ^  92 a t  i n c i d e n t  e l e c t r o n  e n e r g i e s  i n  t h e  r a n g e  
5 - 4 0  kV.
T a b l e  I .  V a l u e s  o f  c o n s t a n t s  f o r  u s e  i n  e q u a t i o n s  f o r  h a n d  o
M e t h o d B C n
1 0 . 7 2 6 . 6 0 x 1 0 ^ 1 . 7 7
2 ( a ) 1 . 2 4 . 5 0 x 1 0 1 . 6 5
2 ( b ) 0 . 6 4 6 . 5 8 x 1 0 ^ 1 . 8 4
3 4 . 5 2 . 5 4 x 1 0 ^ 1 . 5 0
B i s h o p ' s  a b s o r p t i o n  m e t h o d ,  4 - o p t i m i s e d  c o n s t a n t :  
S i m p l i f i e d  I’h i  l i b e r t  m e t h o d  _ ,
T O O  -  [( I - ^ / o - ) ( 1 t
( a )  H e i n r i c h ' s  ( 1 9 6 7 )  c o n s t a n t s  t
( b )  " 4 - o p t i m i s o d  c o n s t a n t s  
F u l l  P h i l i b e r t  m et i iod
f  (X) =  (l +
- I
Duncumb a n d  M e l f o r d ' s  ( 1 9 6 6 )  c o n s t a n t s  -  R e u t e r s  ( 1 9 7 2 )  0 ( 0 )  v a l u e s
I n  t l i e  A - o p t i m i s a t i  o n  t h e  Duncumb,  S h i e l d s - M a s o n  a nd  d a  C a s a  ( 1 9 6 9 )  a t o m i c  
n u m b e r ,  R e e d ' s ( 1 9 6 5 )  c h a r a c t e r i s t i c  f l u o r e s c e n c e s  a n d  B i s h o p ' s  a b s o r p t i o n  
c o r r e c t i o n  h a v e  b e e n  u s e d  i n  c o n j u n c t i o n  wi  t h  m a s s  a b s o r p t i o n  c o e f f i c i e n t s  
t a b u l a t e d  by  H e i n r i c h  ( 1 9 6 6 ) .  V a l u e s  o f  h w e r e  c a l c u l a t c d  u s i n g  h = I  c . h .  w h e r e  
c£ i s  t h e  w e i g h t  f r a c t i o n  o f  t h e  i t h  e l e m e n t .  ’ ^ ^
A s s e s s i i ' c n t  o f  a b s o r p t i o n  c o r r e c t i o n s .  T h e s e  o p t i m i s e d  v a l u e s  o f
B,  C a n d  n  Tiave b e e n  u f e J ' ^ l T ^ c a T c u T n t o  t r ic o x y g e n  i n t e n s i t y  r a t i o  , k* , r e l a t i v e  
t o  a n  a l u m i n a  s t a n d a r d  f o r  a s e r i e s  o f  b i n a r y  a n d  t e r n a r y  o x i d e s  ( f o r  d e t a i l s  o f  
o x i d e  s y s t e m s  s e e  L o v e  e t  a l  1 9 7 4 b ) .  The c a l c u l a t i o n s  h a v e  b e e n  c a r r i e d  o u t  
u s i n g  t l i e  m a s s  a b s o r p t i o n  c o e f f i c i e n t s  o f  L o v e  e t  a l  ( 1 9 7 4 a ) .  T h e  r a t i o  o f  k '  
t o  t h e  m e a s u r e d  i n t e n s i t y  r a t i o  k , w a g  p l o t t e d  i n  h i s t o g r a m  F i g . l a .  a n d  t h e  
RMS d e v i a t i o n  f r o m  1 . 0 0  wa s  f o u n d  t o  b e  7 . 4%.
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These results have been compared with the simplified (method 2a) and full 
(method 3) Philibert models, see histograms Fig.1(b) and 1(c). It should be noted 
that the distribution of results for the simplified Philibert method (RMS 
deviation 14%) is clearly inferior to that sho\%m in Fig. 1(a). This may be 
attributed to the systematic failure of this model at low values of f(y) resulting 
from the approximation 0(0) = 0. Comparison with the full Philibert results 
Fig.1(c) indicates that the Bishop model is only marginally inferior for light 
element analysis, the RMS deviations being 6.0%,and 7.4% respectively. This 
difference probably results from the inadequacy of the x-ray depth distribution 
of the Bishop model in the immediate surface regions of the target.
The Bishop model has also been applied to the 430 microanalysis measurements 
described earlier and these results are presented in a histogram Fig.2a(RMS devia­
tion 5.3%). To facilitate comparison, tliese measurements have been corrected
using the simplified Philibert method with both Heinrich's constants Fig.2(b)
(RMS deviation 6.8%) and constants derived by a 6-optimisation procedure Fig,2(c) 
(RMS deviation 5,3%). It is apparent that for hard x-ray analysis there is 
little to choose between the Bishop and simplified Philibert methods providing 
the appropriate optimised constants are used in each case.
Conclusions. In a previous paper (Love et al 1975) it has been shown that the 
simplified Philibert method is superior to the full Philibert correction for 
analysis of elements where Z>12. Using this information and that supplied in the 
present paper it is evident that Bishop's approach combines the best features of 
both Philibert methods and has a wider range of application than either.
While values of B, C and n have been recommended for use in the Bishop absorp­
tion correction these have been derived using Heinrich’s mass absorption coeffi­
cients; the adoption of alternative p/p data may necessitate revision of the 
constants.
Finally, it should be noted that further progress in the experimental refinement 
of absorption correction models will be restricted by the lack of microanalysis 
measurements and mass absorption coefficients of sufficient accuracy.
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A bstract T h e  eggshells of the corm orant {Phalacrocorax carho) ,  dom estic fow l {Gallus  
d omes t i cus ) , gannet [Sula bassana) ,  guinea fow l { N u m i d a  meleagri s) ,  greater 
flam ingo {Phoenicopfcnis  ruber) ,  and shag {Phalacrocorax aristotel is)  have  
been separated into two groups on the basis o f  the com position  o f their outer 
stratum . In the dom estic fow l, guinea fowl and greater flam ingo the outer 
stratum  is an organic cuticle w h ile in the sea-birds it is an inorganic cover rich 
in vaterite. T h e  calcareous deposits on the m em branes o f eggs o f the dom estic  
fow l w hich are shell-less at oviposition have been shown to consist essentially  
o f the vaterite form  of calcium  carbonate. R easons for the occurrence of this 
polym orph o f calcium  carbonate are discussed w ith relation to  the physiology  
o f the birds.
Introduction
T h e avian eggshell is com posed essentially of 
calcium  carbonate in the form of calcite colum ns. 
In  the case o f the dom estic fow l the true shell 
is covered externally by a thin organic cuticle. 
T his cuticle  has a vesicul.ar structure (S im ons  
and W iertz 1966) and consists o f protein, fat 
and polysaccharides or sugars (T y ler  and Simkiss 
1958, Cooke and B alch 1970, W edral et al. 1974). 
In the eggs o f birds belonging to the Phala- 
crocoridae and P odicep idae (T yler  1966) the 
external layer has a chalky appearance, is rich in 
inorganic m aterial and is m ore appropriately  
term ed a cover (after Schm idt 1958) rather than 
a cuticle. D esp ite  these obser\'ations no reasons 
have been given for these differences in structure 
nor has any suggestion been given of their role 
in nature.
T his paper presents results obtained during a 
survey of avian eggshells. A  detailed  study has 
been carried out using scanning electron m icro­
scopy, X-ray diffraction and electron probe 
m icroanalysis w hich has provided new  infonn a- 
tion on the m orphology, crystal structure and 
chem ical com position of various types of eggshell. 
I t  is shown that the form ation o f the two basic 
types o f eggshell discussed m ay be related to the
Acta z o o l  (Stockh. )  57:  7 9— 87 (1976)
physiology and life-style o f the bird. A  m odel 
is proposed for the form ation o f the norm al egg­
shell in the dom estic fo w l and an explanation  
offered to  account for eggs w h ich  are shell-less 
at oviposition.
Materials and Methods
Sources of eggs.  Fragments of corm orant eggshell 
were obtained from R egent’s Park; dom estic fowl 
eggs, some of which were shell-less at oviposition, 
were from commercial laying stock; fragments of 
gannet eggshell were from M onk’s W ood Experi­
mental Station, Abbots Ripton; greater flam ingo 
eggshells from T he W ildfowl Trust, Slimbridge; 
guinea fowl eggs from birds kept in cages or free 
range and fragments of shag eggshells from Bardsey 
Island Bird Observatory.
Methods  of examination,  (a ) Scanning electron 
microscopy: O uter surfaces and sections of radially 
fractured eggshells were exam ined. For this purpose 
specimens of shell were cem ented onto alum inium  
stubs with D .\G  915 (Acheson Colloids Co., Prince 
Rock, Plymouth) and coated under vacuum  with 
a thin (30 nm thickness) layer of gold: palladium  
alloy. A Stereoscan 34  (Cam bridge Scientific  
Instruments L td.) operating at an accelerating 
voltatre of 10 kV  was used.
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(b ) Kic'clron ]nube. nilcroanalysis; Pieces of egg­
shell were embedded in IMaslieraft (T’iuner Re- 
scaieh  Ltd., Leeds) using a vacuum  impregnaiion. 
techiiitjue to ensure, complete infiltration of the 
sludl (Board & 'I’ulleU, 1975). Radial sections 
through the. shell were prepared by poli.sliiug on 
successively finer grades of diamond paste down to 
a I nm  finish. They were coaled undin- v.icuuin 
with a thill layer f 30 nm thickness) of gold and 
exam ined in a Jl'.OL J X .\-5 0 .\  electron probe 
inicroanalyscr.
f )  Chem ical assay: The phosnorus content of the 
different eggshell saniple.s was calculated from 
phosphate determination.^ obtained using a m odi­
fied Fiskc-Subbarow (19 2 5 ) method. Samples of 
organic cuticles (10 m g), crystalline covers (50  
m g) and outer shell (50  m g) were obtained by 
scraping the eggshell with a scalpel. These samples 
as well as the inner shell (100 mg) remaining 
from such a process and whole true shells ( !0(t mg) 
were analysed. T he material was dissolved in 0.5 
ml IlC l ( .\ .R .)  and maintained at 100 C) for 5 
mil). T he solution was made up to G in! with water 
and a dilution series prepared from this for an.dysis. 
Phosphate was assayed by addition of 1 ml 2.5 % 
ammonium molybdatc followed by 1 ml reducing 
agent (3  % NalLSO^, 1 % D o n  (Kodak Ltd, 
L o n d o n )) and reading, aftAr 20 min., the optical 
density at 660 mn.
(d ) Flame photometry and atomic absorptio­
metry : Samples of eggshell were dissolved as above 
and tnade up to a volume of 10 ml. Sodium and 
potassium levels were measured using a flame 
photonieter (E .E.L. Instruments, Essex) and 
m agnesium using an atomic absorptiometer (Lhii- 
cam SP  9 0 .\  Series 2, Pyc Instruments, Cam- 
bridge).
(c )  X-ray diffraction: T he ciystal structure of 
the shell specimens was c.xamined by the Dcbye- 
Scherrer method using copper K^-radiation at 40 
kV and 20 m. amp with a nickel filter.
Results
Scanning electron m icrographs taken from a 
radial section  through the eggsltell of a greater 
flam in go  (total thickness 0 .70 inm ) are illus­
trated in Figs. I a  and b. T hese show an abrupt 
change from the colum nar crystals of the true 
shell to  a vesicular cuticle o f about 0.07 nun  
thickness. T h e  colum nar crystals were found by 
X -ray diffraction to be calcite. T he n ia tn ia l  
form ing the cuticle  had a chalky apj>car:mcc. 
H ow e\ er, it gave no X-ray d iffn u tio n  pattern  
and, m oreover, dissolved in boiling sodium  
hydroxide (5 %  w /v) which stiggcsied that it 
was organic in nature.
Electron probe niicruanalyds on poli.^hcd r.uha! 
sections o f the greater flam ingo «ggshcll >!iowcd
a marked increase  in the phosjdtorus level from  
the shell (0 .15  w t^r) to the cuticle (4 .0  w t% ) 
as i l lustrated  in the line scan in Fig. I c. 1 he  
cuticle was estima led  to contain around 15%  by 
weight of calcium  calcu lated  on the assum ption  
that the shell (C :iC O j) contained about 3G wt% .
num ber of other elem ents including chlorine, 
magncbitun, jtotassium and sodium  w ere detected  
but these w ere in m uch lower concentrations 
(usually < 0 .1  w i% ) and, due to the naiiire of 
the sam ples, concentration chatiges across the  
section were d ifficu lt to ascertain. A  sm all in­
crease in the sulphur level was detected  from the 
outer shell (0.1 w l% ) to the cuticle (0 .5  w t% ). 
C hem ical atialyscs confirtncd these data and  
indicated a m arked differctice in the phosphorus 
content betw een the shell and cu tic le  (T ab le  I ) .
T h e  shell o f domestic, fowl eggs, w hich are 
known to have an organic cuticle (T yler and  
Sim kiss 1958, Cooke and Balch 1970. W edral 
el al. 1974), and those of the guinea fowl gave, 
apart front the absence of calcium  in the cuticle, 
essentially sim ilar lesu lts to those o f  the greater 
flam ingo (T a b le  1).
Scanning electron microgra))hs taken front a 
radial section througii the eggshell o f a  gannet 
(total thickness 0.45 m m ) are illustrated in Figs. 
1 d and c. A n abrupt change from colum nar  
crystals to a  sphcrulitic cover o f about G.OG m m  
thickness can be seen. A  notable difference be­
tween Figs. 1 e and b is that the particles form ing  
the cover arc larger (0 .35— 3.40 /n n  cf. 0 .01—  
0.05 /u n  diam eter) than those o f the cuticle. In 
the gannet eggshell the colum nar crystals were 
found by X -ray diffraction to be calcite (F ig. 
3 a ) . T h e  cover gave a clear X -ray diffraction  
pattern (F ig . 3 b) and was identified  w ith  
vaterite, the third polyttiorph o f calcium  car­
bonate.
E lectron probe nticroanalysis on -ixjlisltcd  sec^ 
tions of gannet eggshells show ed there w as a 
m uch sm aller difference in phosphorus levels be­
tw een the shell ( < 0 .1  w i% ) and cover (0.4  
wt%  ) than w ith eggs having a cuticle. T races of 
chlorine, m agnesium , ;x)ias.sium, sodium  and  
sulphur w ere found ( < 0 .1  w t% ), w ith  ind ica­
tions of slightly  m ore chlorine, m agnesium  and  
sulphur towards the outer layers. T h e  above data 
are in general agreem ent w ith results obtained  
by chem ical assay (T ab le  1).
T h e  eggs of t u o  other sea-birds, corm orant 
and shag, were sim ilar to that of the gtm u't in 
haviiig a 1 1 \s ia llin e  (over of \a tc i ite  over the 
true shell of calc ite . Certain of the kvrgei spheres 
jHjsscbsed ;i d im pled appearance as slm.vn in
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Fi g.  I .  a. S canning  e lec t ion  in ic;ograp’n (SF,M 
of ii radiait y fractuirJ  greater fia-nlngo cgg.,i;t'il 
si'.o'.viiig t!ie regions (.1 inner s'.icii, F  outer s’!c'/. 
C ciuicle)  analysed in tlie study, h. H igh  m agni­
fication Ol i 3  show ing ahrnpi c!' = r.ge f ioni culum-  
nai ciy.Ntais of true sta l l  (.V) to t!ic vesicular organ­
ic cuticle. ( ( .1 . r. Line sc^n for phosphorus a f r o s s  
tlic outer strata ot a CU'2 r=r i'l.uuinqo ■’-’gshel' .  i he 
tnlcrogr ;p!'. shows 'lie it area ing if \  e' of phcs- 
p ’lOiu-. fo'-si rile ''Mi.’.fr sr ;1! ' 5 )  to the cu i ic 'c  (C )
e n d  it-, a l - . o n r f  i n  t i i e  e r n h . - d d i n g  p l a - r i c  ( P ) .  T i i f  
i i O i i r o n t a !  I mi  i r . d i r . t t r s  t i e '  loca. t io.n o ;  S c a n  o.i
th.c specimen, d. S M M  of a radially  fractured  
gannet egg lirll showing th.e regions ( A  true sîndl,  
F cover)  an dysed in the study, c.  H ig l i  iTi.ignifica- 
tion of 1 d showing change  from th.e true shell  (ff )  
to the COS" . (C'h T im outer sh.ell layer is ĥ sy 
ordered roaiprucd to the greater f lam ingo  and  
me.ny pn-ligo holes a.: -- p. csent in the sin-ll —a 
tea tu re ot m.f r.y .ea-bird egC5 \m.‘ l iaw. e x . i m i n v .  !. 
/. Out' r se r ia te  o: a shaiT eg-.ph'di s!un\ ing ;he 
spir-rulitic deposits o u ming the cover ,  a 75 X ,
f a.x 0 X . t 2:,'dx, d rh !433x, / 3260X.
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T able 1. Elemental  composit ion ( i v t % )  of avian eggshell.i
Eggs with an organic cuticle Eggs with a vaterite cover
Species Ele­ Species E le­
ment A B c ment A B
P 0.08— 0.09 1.60— 2.80 2.50— 2.80 P 0.07— 0.09 0 .50— 0.55
Dom estic M g 0.43— 0.48 1.50 1.63— 1.67 Cormorant M g 0.09 0.14Fowl Na 0.04 0.04 0.02 N a 0.05 0.04
K 0.01 0.03 0.02 K 0.03 0.08
P 0.13— 0.15 1.70— 2.30 3.00— 4.00 P 0 .05— 0.06 0.35— 0.40
Greater Mg 0 .16-- 0 .1 8 0.13— 0.17 M g . 0 .15 0.10
Flamingo Na 0.05 0.02 Gannet N a 0.05 0.04
K 0.0.2 0.30 K 0.03 0.08
P 0.04— 0.08 0.70— 2.30 5.00— 6.40 P 0 .04— 0.05 0.35— 0.40
Guinea M g 0.42— 0.45 0.70— 0.75 2.19— 2.80 Shao- M g 0.14 0.09
Fowl N a 0.05 0.06 0.01 N a 0.05 0.05
K 0.02 0.03 0.20 K 0.03 0.08
Shell-less P — 0.11— 0.13
Dom estic M g — 0.24
Fowl N aK --
0.05
0.08
Note:  Itoh and Hatano (1964) have shown increases in the P and M g levels between the inner and outer 
shell of the eggs of domestic fowl. T he outer shell values quoted in this table also reflect the presence 
of a “cuticular” component as, owing to the nature of preparation of the sam ples, pore plugs would be 
present. A, B, C, see Fig. 1.
Fig. 1 f. T h e  chem ical com position data were  
also sim ilar to those obtained for the gannet 
eggshell (T ab le  1).
A  scanning electron m icrograph of the surface 
of a dom estic fow l egg that was shell-less at 
oviposition is illustrated in Fig. 2 a and shows 
the spherular nature of the deposits on the outer 
.shell m em brane. Eggs on w hich the deposits were  
thicker (F ig. 2 b) resem bled surface view s of the 
gannet eggshell. T h e deposits on shell-less eggs 
were found to consist essentially of vaterite (Fig. 
3 c ) . C hem ical analysis showed that the sodium  
levels were sim ilar, m agnesium  levels lower and  
phosphorus and potassium  levels slightly higher 
than those fottnd in the inner shell o f norm al eggs 
o f the dom estic fowl. Flence, these deposits 
resem ble m ore closely the cover of the sea-birds 
studied than the norm al shell o f the dom estic  
fowl.
An Aylesbury duck egg which w as formed  
norm ally but due to antiperistalsis had been  
m oved back up the oviduct w as found to be 
overlain w ith album en and two shell membranes. 
Calcium  carbonate was crystallised upon the
outer shell m em brane as a m ixture o f calcite and  
vaterite (F ig. 3 d ) .
D iscussion
T h e  present study on the eggshells o f the dom estic  
fow l, guinea fow l, greater flam in go , corm orant, 
gannet and shag has show n that they m ay be 
separated into tw o categories. T h e  eggs of the  
dom estic fow l, guinea fow l and greater flam ingo  
consist o f the true shell o f  ca lc ite  covered on 
its external surface w ith  cu ticle . T h e  eggs o f the 
sea-birds com prise a true sh ell of ca lc ite  covered  
externally by a layer o f vaterite.
T h e  work has also dem onstrated that the 
calcium  carbonate la id  dow n on the outer shell 
m em brane of dom estic fow l eggs w h ich  are shell- 
less at oviposition consist essentia lly  o f  particles  
of vaterite. H ence, these deposits resem ble the  
cover of certain sea-birds rather than the norm al 
m am m illary knobs la id  dow n during th e  form ation  
of dom estic fowl eggshells w h ich  have been shown  
by Fujii and T a  mura (1 9 7 1 ) . I t  is notew orthy  
that as long ago as 1869 von N ath usiu s had  shown
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Fig .  2. n. Surface v iew  of  a “ shell-less” domestic T h e
fowl egg .  A little crystallisation has occurred forming rep re
unusual  nodular mamillary  knobs on the surface little
o f  the outer shell  membrane,  b. Surface v iew  of a cover
“ shcli-Ivss” domestic  fowl egg  with more advanced depo
crystal!:-ation. a 125 X ,  h 310  X .  T i
Fig. 3. X-ray diffraction patterns from: a. P o u c  vvd p.itte
inner shell layers from a gannet egg. d'he pattern shell
i., c!i.ir;u ti-rlstic of  c.i'cite. b. [‘owdeietl  co-.c: from ‘'she!
a g.^rmv-t '. ggslicll . Tiiis  pattern is t!:at of  \aterite . va ter
prominent calcite  l ine  from  F ig .  3 a i; also  
seated as a series of  spots in d ic a t in g  th a t  a  
shell cak'itc m ust have b een  rem oved as the  
was scraped from, the  e g g .  c.  P o w de red
from d o m e st ic  fow l egg.
's <;>f calcite arc present b u t  the  prcdortdnan.t 
; ri !■> of vaterite.  d .  Pattern for lire carter suit  
of a ‘ tlonhle-sriellcd” A ylesbury  d u ck  egg. Thus  
is ctvsUiPi.sed as a m ix tu re  o f  Cilvin- .and
1 2
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an unusual n ian un illa iy  structure in a sofi-shclled  
turkey egg. T his consisted o f nodules o f shell 
m aterial resting on the outer shell ineinhrane. 
Since previous work (Buckner et al. 1022) has 
shown that lack of calcium  is not the causative  
factor in the production of shell-less eggs som e 
other change at the crystallisation site must he 
responsible. T he present evidence indicates that 
alterations in the phos])horus levels, present as 
phosphates derived from the b lood , m ay cause 
the change from calcite to vaterite in eggshells 
having a crystalline cover, and term inate eggshell 
form ation in eggs having an organic cuticle. T h e  
la tter  po.ssibility has been intim ated by Sim kiss 
( 196-1-)-w ho discussed pitosphates as poisons o f  
ca lcification  and by Sim ons (1971) w ho suggested  
they m ay help  term inate eggshell form ation.
T h e  avian eggshell is elaborated from  raw  
m aterials rem oved front the blood at the shell 
gland . T h e  calcitim  and carbonate ions are 
assem bled sandw ich style. It is postulated that 
there is an ccjuilibrium betw een phosphates that 
are bou nd  to carriers in the b lood  and do not 
cross the shell gland w all and  phosphates which  
are free to cross the w all. Phospliate w hich enters 
the shell g land m ay then substitute for carbonate 
ions in the calc ite  lattice. I t is suggested that 
w h ile  a sm all am ount o f phosphate (equivalen t to 
0.1 w t%  phosphorus) can be incorporated into 
the ca lc ite  lattice, too m uch m ay render this 
structure unstable. Accordibg to Raistrick (1 9 1 9 ), 
phosphate ions m ay rem ove the electrostatic  
potential for the absorption o f a further layer o f  
calcium  ions.
In  the case o f the dom estic fow l, guinea fowl 
and greater flam ingo the phosphate levels in­
crease to such an extent (incorporation rale o f  
above about 2.5 w t% ) as to term inate all crystal­
lisation. T h e  organic cuticle  is then added.
In  the case o f the sea-birds the phosphorus 
content w as 0 .33— 0.55 w t%  in the cover com ­
pared w ith < 0 .1  wt%  in the ca lcitic  shell. T h e  
phosphorus level o f 0 .33— 0.55 w t%  is not suf­
ficien tly  h igh to term inate crystallisation but in­
corporation of this am ount o f phosphorus as 
phosphates in the calcium  carbonate lattice  
results in vaterite becom ing the stable structure 
rather than calcite. V aterite has only previously 
been found once to our know ledge in eggshells 
(G ou ld  1972) and only rarely occurs in biological 
system s, for exam ple, in biliary calculi (Bogren  
and Larsson 1963), on experim ental regeneration 
o f the shells o f certain m olluscs and the alga 
Coccol i thi i s  huxleyi  (W ilbur and W atabe 19!>3), 
as an accom panying m ineral in calcite kidney
stones in horses (G ruenberg 1971), and in the  
reproductive system s o f certain snails (W atabe  
et al. 1973).
T he vaterite crystals arc seen in this study to 
adopt a sphcrulitic form . T h is m orphology sug­
gests that fresh calcium  carbonate crystals are 
being nucleated  but, probably due to the level 
of ))hos))hate (equivalent to  0 .3 3 — 0 .5 5 w l% ),  
arc not a llow ed to develop into large crystals 
characteristic of the growth of the inner layers 
of calcite. It is not possible at this stage in the 
work to say w hat m aterial forms the nucléation  
sites but it is probably connected  w ith  the natural 
secretions of the oviduct.
T h e  next question to  be attswered is w hy, in 
the final stages o f shell form ation, higher levels 
of phosphate are present in the dom estic fow l, 
guinea fowl and greater flam ingo than in the 
seabirds? T h e  sudden increase in the pho.sphorus 
level from the outer shell to the cuticle  in the eggs 
of the dom estic fow l, guinea fow l and greater 
flam ingo probably reflects a sw itch from ciystal- 
lisation of the true shell to the secretion o f the 
organic cuticle  w ith in  the shell gland. T h e  situa­
tion in the sea-birds is m ore com plex and  the 
sm aller rise in phosphorus content betw een llie  
shell and outer cover m ust be associated w ith a 
change in the source of calcium  for eggshell 
crystallisation from  one having a high C a:P  ratio  
to one having a low  C a:P ratio. Indeed , two  
types o f calc ium  reserve have been identified  in 
the dom estic fow l (C om m on and H a le  1942, 
Black and T y ler  1944) w hich m ay be used when  
the dietary intake is insufficient to provide all the  
shell calcium . O ne is a readily m obilised reserve 
w hich these authors suggest is probably used at 
the beginning o f shell form ation and  has a 
relatively high C a:P  ratio w h ile the other is a  
less readily m obilised  rcscive w h ich  is used to ­
wards the end o f shell form ation and has a low  
C a:P ratio. I t  is interesting to speculate w hat 
these two reserves are and w hat their relevance is 
to egg production in the birds studied.
It is known that'ca lc ium  for eggshell form ation  
is drawn from a special reserve known as m edu l­
lary bone la id  dow n in the m arrow cavities o f  
the lim b bones at the onset o f the reproductive  
period. T h e breakdow n of m edullary bone results 
in a concom m itant release o f phosphate w hich  
is excreted (see Sim kiss 1967). T hus several, 
not m utually exclusive, po.ssibilitics present them ­
selves towards the end of shell form ation. First, 
tlic diet and /or the initial m edullary bone store 
(calcium  store 1) is .sufficient to provide all the 
calcium  for shell form ation. Secondly, this store
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m ay b ecom e depleted and ihe bird tlieii lias to 
draw ( 1 1 1  a ealciiim slip c (2 )  whii li iii.i\' be 
formed eii lier of se io n d a iy  m edullary  bone  
foiii i i  d durine- depleiioii  of Store 1, or il may be 
the sl.elcla! bone ii--elJ. In the r a^e of die  
doniestie low I, yninea I owl and 'greater flannmro 
caleium si m e  1 is jui "innably snflie ieni to pi o\ ide 
all die sliell (a le iuin  and die inerwwe in plios- 
pliorus (owaidb (be emd of shell loriiiadon re- 
fieeis, as sngyesled prexioiwly, a sw iu l i  f iom  
ci \ sla lli<adon to ( i i i ie le  see.i el ion rat In r than a 
sw iti l i  in the sonree ol latc iuni.  Cale ium  store 2 
])iobabi) does not l a i o m e  operational in sm li  
birds until the final eggs in a piotracted  ( hit (In
It is suggested tlial the birds w l i id i  have to ily 
out to sea for food, eg. die lo rm o ra iu  and shag, 
a \o id  a large ineiease in body weight  during the 
breeding season by laying down only a small  
m ed nli . i iy  bone store. T h e  ga.nnet, w h ich  plunges  
into die water for food from heights  of 50  feel 
and more has, am ong  other sboek-absoiTing le.i- 
tures', a strengdiened skeleton to w ithsiaiu! inipai i 
with the w ater (B ea / ley  1974) .  H ere  again the 
scojtc for m edullary I'one sto iage  m.ay l.u- l iniiied.  
l i e n e e ,  a switch f ioni cale ium  store 1 to store 
2 is like!)’ to be m ade  be I ore shell iormation is 
com plete .  T h is  switch it is suggested m ay le.id to 
an increase in the jihosph.ite eoneeiiti  at ion to 
levels w hich fa\ our vaterite rather than cab ite 
formation.
'I'lie eggs of (he greater f lamingo are interesting  
in two further respects, I'irslly, the propo-ed  
switch from cr\stall isation to cuticle  secretion  
docs not appear to close down the incoi |)oraiion  
of calcium into the shell. I fence, the ( nii( le con­
tains a high proportion of ca lc ium  but, again  
jiossibly due to tlie high phosjihtite concentrations,  
this is nut cixstallised and no X -ray  diff ia( iion 
pattern is obtained f iom  spec im ens of cuticle.  
Secondly ,  the inner shell of the greater flamingo  
had the highest phosphorus content of au\ ol the 
eggs studied. 'I lus must be related to the fact that 
the greater f lamingo and its close relat ive the 
lesser flamingo inhabit cutro]ihic waters ( f itown  
1959) w l i id i  ate  m um .,I ly  rich in phu<phm u< 
»(Middlebiuuk< et ah 1974) ;uid their diet includes  
))hos|diale-i ich blue-areen alcnie.
I he projiosed mechanic"! of egg>h(dl formation  
can be e.\ tended to explain certain unusual fea­
tures of  eggshell  SI rnctui c ,  for e.xample, the 
vaterite form of  tlie i .ah ium  deposits laid do'.rn 
on the outer shell m em brane of  domestic  fowl 
eggs whi( h are sbetl-h at o\ ipiwition. S m l i  eggs 
occur legii l . i i iy  wiihin  la\ ing flocks and obsei\  a- 
tioiis at a local ])oulliy  farm suggest they are
laid onl\ a few hours after a normal egg rather 
than die iisiial 2 f..5 hour inte i\  ah 4 his suggesis  
th.it l\co oo( ytes may ha\ e b(:en o\ ulated simul-  
taiKini'ly or within a short iiUeiv.ih Tin fu.-t 
reicivi s a normal ( .ih ite shell ctwcred with a 
jthosj,hale-rich culii le. T h e  s( (o n d  egg ( Uteis the 
shell g land as the | ihos|)hate le \ els are f i l ling  
after (jie cuticle  secret ion for the first egg. 4 he 
h \ I I is, how e\ er suflii  ieiilly liigli to im pe de  
cah ite growth and, in consccptence, \ a t e i i t e  be­
com es the more sltdile form. 1 uitlier  e\  idi nee  
for I his m eiha ii ism  has been p io \ id e d  by a 
norni.il A \  h.sbury dm k egg w hich  just prior to 
oyi| iosii  ion was i u o m c I back up the o\ iduc t. 4 he 
coating of albuim n 1 1  c ei\a cl by this egg indicates  
that il min ed up .as far as the m agnu m  -  hence  
on the basis of f ig m cs  p iesentcd  by Cilliert 
(1971)  it w ou ld  be about t i m e  hours be fo u ­
it I (--entered the sin II gland. 4 his is a longim 
i n l e n a l  lliaii that o c iur ing  between  the projiosed  
exit of  egg 1 and the e n l i \  of  egg 2 in the [u'oduc- 
lion of sb( ll-less eggs. It wou ld  be expected , iln re- 
iore,  that the ] ihosph.'Uc le\a-T w ould  ha \ e lallen  
low er than those j)ci m itt  ing only \  aterite prodnc-  
tion. Indeed, the. nn-mbranes of  the “outer'’ egg 
l iad I e( l ived ( ah cii eous d'-|)osits consisting ol a 
mixture of la h i t i -  and \a t e i i t e .  I h e  fo r m il io n  
of weak ecygshells m ay also lie expla ined  similarly  
altliough in this ease it is suggested that the shell 
g land fluid conij iosition recoxcrs to faxanir 
normal ( alcite  deposition upon an abnormal i one  
layi-r. 4 his \ ii-w is siip'ported by the studies of 
X in g  and Robinson (1972)  w h o  juililished micro- 
gia]ihs ol weak eggshells  show ing  an unusual com- 
layer i omposcal of  sjdii rular units. L nfoi tmiali  ly, 
no data as to its chem ical com posit ion are a \a i l -  
able.
I he conditions nc( i-ssary for vaterite fo im ation  
appi ar to be piesent at som e time during eai h 
egg hiving (vcle .  O f  the birds studied, on b  the 
sea-birds seem to have m ade  use of  this feati iie  
to ptov ich- a vaterite. cover for the egg. 4 lus 
( o\ er must have iiit i Itisic juopi-rties hi\  outalde  
to till- successful developm ent of  the embryo.  
Oti(- jiossibh- function that has b(-en suggi-sted 
(boar d  el al. 197b) is it lu-lps ke,-|) the egg c h a n .
\h i t < 1  ite h.ts b(-(-ii iden l i l ied  in i-ggshells onlv  
once pK-vioiisly (G ould  R'72) in the case of iln- 
brown pi lican. U n fo itn n a t i  ly w h o le  shi lls w e ie  
analysed atid tin- local ion of the vaterite w ithin 
the egg'-ln 11 \->,is ih c i r io i e  ucu ajijiatcm. i lowi -cer, 
it seems ic. isonabh' to tis-unn- that the jx l i c a n s .  
which ate r lose allii-s of tlie co im oran i ,  ganm-t 
mid shag, h a \ e  a s imilar sh i l l  st incturc to these 
biicls. 4 he fact that a rd at ive lv  thin shell in
■ A d a  zoul. ; J.
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G ould 's  study had  an iiifluilcly liigli ca lcite  (u 
vaterite  ratio (supposedly  as a resuli o f  the  
effects  of  the luetabohtes o f  D Ï )  1 )  m ay indicate  
that I lie egg was cover I ess— a situation akin to 
cuticle-less eggs in the dom est ic  fowl discussed  
by Board  (1 9 7 5 ) .  O n e  of  the functions of  the 
vaterite  cover must be as a uicchanictd defence  
against  microbial  penetration of  the shell  (sec  
B o a id  and Fuller, 1974) .  T h er efore  if the cover-  
less sta le  is a result of  the effects  o f  the m e ta ­
bolites of  persistent pesticides this introduces the  
question of  egg losses through ad d l ing  in ad d i­
tion to the usual losses through breakage dis­
cussed by R atcl i ffe  (1 9 7 0 ) .
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Abstract. A  M onte Carlo method based on Curgenvcn and Duncum b’s treatment is 
described. It is shown that the predictions o f the model agree well with experimental 
backscattcred electron energy distributions and (j>(pz) curves. The model is used to 
generate (j>(pz) curves for a wide range o f analytical conditions. Based on these data 
an examination is carried out o f the way in which the mean depth o f x-ray production 
varies with electron accelerating voltage, overvoltage and atomic number o f the target. 
An expression for the mean depth is deduced; the form of this expression is compared 
with that predicted by the Philibert model.
1. Introduction ) .
Correction factors for converting the intensity of characteristic x-rays excited by electron 
bombardment into elemental concentrations depend upon the distribution with depth of 
primary x-rays in the target. If this distribution, -usually represented as the function 
(fs'ipz), is known accurately, it is possible to calculate rigorously correction factors for 
atomic number, absorption and fluorescence eflects and hence achieve quantitative 
analysis.
The function may be determined experimentally (e.g., Castaing and Descamps 
1955, Schmitz et a l 1969) but such measurements are difficult to carry out, except for a 
restricted range of experimental conditions, and the results are not always reliable.
An alternative method of obtaining (^(pz) data involves the development of theoretical 
models which are based upon the physics of electron-target interactions. The essential 
requirement is to obtain a realistic picture of the electrons in the target in terms of their 
energy, position and direction; data may then be determined using an appropriate 
ionization cross-section. The calculation may be carried out either by employing a 
collective electron model based upon solution of the Boltzmann transport equation 
(Brown 1968, Brown et a l 1969) or by simulating individual electron trajectories using 
Monte Carlo techniques (Green 1962, Bishop 1965, Shimizu et a l 1966); both methods 
produce data which accord well with some experimentally determined <f>ipz) curves as 
well as with backscattcred electron energy distributions.
A simplified jMonte Carlo approach has been suggested by Curgenvcn and Duncumb 
(1971) who, in their treatment of electron scattering, chose firstly to neglect the nuclear 
screening eflects of the orbital electrons, and secondly to assume that all angular scatter­
ing was caused by elastic interactions. These simplifications were then partially com-
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pensated for by trial and errer adjustments of the impaet parameter used in the scattering 
model such that the predicted backscatter coefficients fitted experimental data. This novel 
approach removed the need to know the scattering parameters accurately and permitted 
the programme to be run on a mini-computer. The model has been found to adequately 
represent both continuum x-ray generation (Statham 1975) and magnetic contrast in the 
scanning electron microscope (Newbury et a !  1973). However, it has not been tested 
thoroughly by comparison with experimental backscattcred electron energy distributions 
and ^(pr) data.
A computer programme has been written, based upon the approach of Curgenvcn 
and Duncumb, which incorporates new developments facilitating its use over a wide 
range o f conditions. In the present paper it is used to generate backscattered electron 
energy and j> {p z) distributions and the programme is evaluated by comparing these data 
with experimental results. The importance of the mean depth o f x-ray generation in 
practical microanalysis is stressed, and an analytical expression is deduced which shows 
how this parameter depends on atomic number, overvoltage and excitation energy. 
Finally the form of the calculated results is compared with predictions of the Philibert 
(1963) model.
2. The Monte Carlo model
The scattering that an electron suffers when it penetrates a solid arises from interactions 
with both the nuclei and orbital electrons of the target. Interaction with the nucleus 
results in very little energy transfer because of the much greater mass o f the nucleus 
compared with the electron, but this elastic process is almost entirely responsible for the 
large-angle scattering which occurs. Interaction of the moving electron with the orbital 
electrons of the target atoms, however, results in considerable energy transfer and the 
energy lost subsequently reappears as continuous x-radiation, characteristic x-radiation, 
light, secondary electrons and heat.
In the Monte Carlo method, the electron trajectory is divided into a number of steps 
and the energy, position and direction of the electron is computed at the end of each step. 
This information together with knowledge of the ionization cross-section enables the 
characteristic x-ray production at a particular depth in the specimen to be calculated.
As mentioned earlier, the Monte Carlo method adopted in this paper is based almost 
exclusively on the treatment of Curgenvcn and Duncumb (1971), but some simplification 
has been possible since the two-dimensional plots for electron and x-ray distributions 
produced by these workers were not required. In addition the following treatment 
incorporates minor changes to some of the mathematical techniques.
2 . L  E lec tro n  energy loss
Following usual practice it is assumed that the electron loses energy continuously rather 
than in discrete amounts. The expression of Bethe (1930) is normally used to describe 
the rate of energy loss, i.e.
d£ 78
d ip s )
 500 Z , /M 6 6 M
- ■ £ -  A W  - )  ( ')
where Z is the atomic number, A  is the atomic weight, ps is the distance along the electron 
trajectory, £  is the electron energy, and J  is the mean ionization potential (i.e. the average
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energy loss per inelastic event). Most workers have assumed that J  is constant in the 
above equation for all electron energies, but this leads to physically unrealistic results at 
low electron energies since equation (1) then predicts that the rate of energy loss becomes 
zero when £■=//!-166, and hence the electron would never be stopped by the target. 
In reality J  is constant only at high energies since, as the electron energy falls, high- 
energy excitations can no longer contribute to the energy loss process (Cosslett 1966, 
Rao-Sahib and Wit try 1974). Thus as E  decreases-V decreases at a faster rate and 
é E jà { p s )  increases continuously until the electron has lost all its energy.
In the present work, equation (1) with a constant value of J  has been used at high 
energies. At low energies, however, where the variation of /w ith  E  is unknown, a simple 
parabolic extrapolation of the Bethe expression from its inflexion at / / / =  6-338 to the 
origin (see figure 1) has been employed, viz
Ù E
d(ps)
62 360 Z 1
(2)
This empirical modification to equation (1), first suggested by Rao-Sahib and Wittry 






2115 189 123 60
E IJ
Figure 1. Plot o f d (ps)/dE (arbitrary units) vs EjJ showing the behaviour o f  the Bethe
expression (------ ) at low energies; note the steep rise as £■-> 7/1-166. A lso shown is
the parabolic extrapolation (------ ) which is adopted in the present work for E <  6-3387.
It is somewhat simpler to select the appropriate /  value for a particular element since 
it is approximately proportional to the atomic number Z. Although a number of equa­
tions have been proposed to take into account minor departures from a linear relation­
ship (Duncumb et a l  1969; Berger and Seltzer 1964, Zeller cited by Ruste and Gantois 
1975), these are inconsistent one to another and we have chosen instead to adopt a 
single //Z  value of 0-0135 keV. This choice is based upon the following facts:
(1) An average of all the J jZ  data reviewed by Ruste and Gantois is 0-0131 keV.
(2) The ionization potential of hydrogen is 0 0136 keV.
(3) 0-0135 keV is in close agreement with Duncumb et aVs J jZ  data for high-atomic- 
number elements.
(4) The value accords with the theoretical predictions of Bloch (1933).
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As a final point it was observed when carrying out Monte Carlo calculations that the 
mean depth of x-ray generation was insensitive to the precise values adopted for JjZ.
The first part of the Monte Carlo programme calculates the total electron path 
length psxa. Tliis is given by
where Eq is the incident electron energy and d£/d(p̂ ) is obtained from equation (I) 
for £ > 6  338 J and from equation (2) for £:̂ 6-338 J. The integration is performed 
numerically using Simpson’s rule.
It was decided to subdivide the electron range into 100 equal steps of length h {p s \  
since 25 steps are known to be insufficient for accurate representation of electron trajec­
tories in heavy targets such as gold (Bishop 1974). The energy of the electron at the /th 
step is then expressed as
E i= E i-^ - \  ^ . à ( p s )  (3)
J a (p-î)
which is evaluated numerically using a fourth-order Runge Kutta method.
2.2. Angular scattering of electrons
In common with many other Monte Carlo methods, angular scattering of the electron 
within the specimen is deduced using the Rutherford scattering equation:
cot 03/2)=2£/6 (4)
where ̂  is the scattering angle, P is the impact parameter (i.e. the closest distance of the 
approach in Â of the electron to the nucleus if no deflection of the electron was to occur), 
and 0-0144 Z/£ in A when £ is in keV. In writing b as 0-0144 Z/£ we have followed 
Curgenven and Duncumb in ignoring nuclear screening by orbital electrons. It should 
be noted that the Rutherford equation is applicable to single scattering, whereas for the 
step lengths used in most Monte Carlo programmes a plural scattering treatment would 
be more appropriate.
The errors introduced— firstly by the use of a Rutherford single-scattering law, 
secondly by treating all angular scattering events as elastic and thirdly by ignoring the 
screening factor— are reduced by adjusting the expression for the impact parameter such 
that the Monte Carlo calculation gives the correct backscatter coefficient. Comparison 
with backscatter coefficients is chosen because these data are known accurately for a 
wide range of experimental conditions (Bishop 1966, Heinrich 1966, Darlington 1971, 
Drescher et al 1970).
2.3. Structure o f the programme
A typical electron trajectory is shown in figure 2. At each step in the programme, E is 
calculated using equation (3) and a value for the impact parameter P is selected such that
P-=Po{YFLyP-
where YFL is a pseudo random number in the range O-I. Electrons are assumed to 
arrive randomly over a circle radius Po and the square root allows for the greater prob­
ability of large P values. Po, the maximum impact parameter, is selected such that th*e
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Incident electron
Target su rface
. Figure 2. Typical electron trajectory in a solid.
Monte Carlo programme yields the correct backscatter coefTicient. The values o f  P  and 
E  are then substituted in equation (4) to give jS. The azimuthal scattering angle y, 
determined using a second random number, is given by y — lT v Y F L  since all azimuths 
are equally probable. It can be shown from the geometry o f an electron trajectory that 
at the /th step the mass depth is given by
{pz)i= (pz)/-i +  A {ps) cos a/_i
and the angle a the electron makes with the surface normal may be expressed by
cos a/ =  cos of_i cos jS — sin sin jS cos y.
Successive steps of the electron in the specimen are calculated until the electron has cither 
lost all its energy (i.e. 100 steps have been calculated) or has escaped from the specimen 
(i.e. pz<0). The number of x-rays produced is then determined using the ionization 
cross-section *p {U ). The expression of Worthington and Tomlin (1956)
4> {U ) =  (const/ U ) \ n U
is adopted in the present work when t/>  1, where U  is the overvoltage £/£c, £c being the 
critical excitation potential of the x-ray line of interest. For overvoltages less than unity, 
tp takes a value o f zero.
Several thousand such trajectories are calculated in order that the average behaviour 
of electrons may be simulated. The backscattered electron energy distribution is obtained 
by recording the number of incident electrons which subsequently leave the specimen 
together with their residual energy. The number of x-rays produced at each depth in the 
specimen is summed for all trajectories and compared with the number of x-rays that 
would be generated in a thin film of thickness A {p s )  by the incident electron beam. This 
then gives the normalized form of the distribution of x-rays with depth </>(pz) proposed 
by Castaing and Descamps (1955).
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2.4. Adjustment using backscatter coefficients
The maximum impact parameter Po is a Function of Z and E, and in order to utilize 
the Monte Carlo programme for a wide range of experimental situations it is necessary 
to choose a priori Po values which give the correct backscatter coeflicicnt 17. Curgenven 
and Duncumb’s original work is not particularly informative here since only four values 
of Po are listed.f
The number of electrons backscattered must depend only on the value of cot (p/2) 
determined at each of the 100 steps constituting the electron trajectory. Cot (jS/2) is 
related to both YFL and the energy of the electron by equation (4), which may be 
rewritten as
cot (j8/2) = 2Po£( rP£)V2/00144 Z (5)
and we may define cot ( /3 o /2 )= 2 P o £ o /0  0144Z where Po is the minimum scattering angle 
for the incident electron with energy £0. Hence we obtain
cot (j3/2)=cot {Poll) (£/£o) ( YFLyr.,
Now, since firstly the variation of £ /£ o  along the electron trajectory is substantially 
independent of Z (being only slightly dependent through the ln(lT6 6£//) term of 
Bethe’s equation) and, secondly, YFL averages to a constant value when a large number 
of trajectories are considered, it follows that rj must depend only upon cot (j5o/2). In 
order to verify this, values of Po for a wide range of Z and £ were selected by trial and 
error such that the backscatter coefficients calculated by the Monte Carlo programme 
were close to the experimental values of Bishop (1966). Values of tan Po/2 were deter­
mined from P o, and these are plotted against calculated backscatter coefficients in figure 3 





01 0-2 0 3 0-4 0-5
Figure 3. Plot of tan (Po/2) vs 17 for incident electron energies o f (A) 5 kV, (@) 10 kV 
and (H) 30 kV. Note that all the data arc well represented by a single curve irrespective 
of electron energy.
t  P Duncumb (private communication) has suggested that Po may be approximately expressed as 
P o—(0 %2Z^ *)IE. This equation does not relate Po specifically to rj and is hence considered less fun­
damental than the corresponding expression suggested in this paper.
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any small departures being well within the statistics of the Monte Carlo simulation. Lcast- 
squares analysis of these data gave
tan (j5o/2)= 0 - 0 2 2 0 9 + 0 -10 7 1677+ OO3OO9772+ 0 -3 7555 i73.
This expression was incorporated into the Monte Carlo programme, thus eliminating 
Po and leaving as input requirements only readily available parameters 77, Eo, £c, Z, A 
and the number of electron trajectories N . Output from tlie programme includes values 
for the calculated backscatter coefficient, the backscattered electron energy distribution, the 
x-ray distribution with depth and the mean mass depth of x-ray generation. The reliability 
o f the regression may be checked after each Monte Carlo calculation by comparing the 
input parameter 77 with that calculated in the programme. In no case studied to date 
has the difference between these values been significant.
3. Results
S. l .  Energy distribution of backscattered electrons
Backscattered electron energy distributions have been calculated for a range of targets 
o f differing atomic number. Agreement with experimental results is good as may be 








Figure 4. Backscattered electron energy distributions at 30 kV for (a) aluminium, (6) 
copper, (c) gold;— Monte Carlo results;------ experimental results of Darlington (1971).
at 30 kV are compared with the data o f Darlington (1971). It may be inferred that since 
the electron energy distribution at the surface is predicted correctly, the electron energy 
distribution predicted at all depths in the target is also likely to be satisfactory.
3.2. Distribution of x-rays with depth
Figure 5 illustrates experimental <p{pz) data obtained, using a tracer technique, for alu­
minium at 10, 2 0  and 29 kV (Castaing and Henoc 1966) together with results from the 
Monte Carlo programme. Whilst the Monte Carlo results are satisfactory at 20 anâ
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t a )
NCL
0 05 015 0-20 0 2 5
t b )
0 2 0 8 1 0
f c )
0 8 2 0
Figj«re 5. distributions for aluminium at (a) 10 kV, (h) 20 kV (c) 29 k V :------- M onte
Carlo resu lts; experimental results o f Castaing and Henoc (19661.
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29 kV there is some discrepancy between calculated and experimental data at 10 kV. 
However, at the lower kilovoltage the thickness of tracer element may no longer be 
regarded as insignificant compared with the mean depth of x-ray excitation and some 
flattening of the experimental distribution is to be expected.
A <l>ipz) curve calculated for copper at 30 kV is illustrated in figure 6, In this case it 
has been compared with the experimental results of Schmitz et û/ (1969) as well with those 
of Castaing and Dcscamps (1955) since it is difficult to decide which is the more reliable. 
The Monte Carlo data agrees well with the former set of measurements.





Figure 6. 4*{pz) distributions for copper:------Monte Carlo results at 30 k V ;-------
experimental data of Schmitz et al  (1969) at 30 kV ;  experimental data of Castaing




0 0-8 12 16 2 0
p z  (10"̂  g cm" )̂
Figure 7. ÿ(pz) distributions for lead and gold, Monte Carlo results for (----- )  lead at
2 9 kV; experimental rcsuls of Vignes and Dcz (1968) for ( . . . )  lead at 2 9 kV and
for (-------- ) lead at 33 kV; experimental results of Castaing and Descamps (1955) for
(----- ) gold at 29 kV.
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appears to be even greater difficulty in choosing experimental data for assessment pur­
poses. To illustrate tliis point results obtained by Vignes and Dez (1968) at 29 kV and 
at 33 kV have been included but, since the difference between the two curves is much 
greater than expected from the relatively small change in voltage, it is difficult to decide 
which, if either of them, is correct. Castaing and Descamp’s measurements on gold at 
29 kV are also included in figure 7, which further underlines the problem of obtaining 
reliable experimental (f>(pz) data on heavy elements. Such data will, in any case, be 
somewhat distorted due to x-ray fluorescence by the continuum; this results in a long 
exponential tail to the experimental ̂ (pz) distribution.
In view of the limited agreement between existing sets of experimental <l>{pz) data it 
was concluded that there was little justification in attempting to refine the present treat­
ment further by including more sophisticated models for elastic scattering (e.g. Bolon 
and Lifshin 1973) and inelastic scattering (e.g. Henoc and Maurice 1975). The present 
treatment is capable of predicting ̂ (pz) with an accuracy at least comparable with exist­
ing experimental determinations and should therefore be capable of producing x-ray 
depth distributions for a range of situations where experimental data either has not been 
or cannot be obtained. This versatility is exploited in the following section in a discussion 
of factors which affect the mean depth of x-ray generation.
3.3. Mean depth of x-ray generation
The fraction /(x) of generated x-rays, emitted into the solid angle subtended by the 
spectrometer, which are not absorbed by the specimen is given by




%=p/p cosec dy where ft/p is the mass absorption coefficient of the target and 6 is the 
x-ray take-off angle. Expanding the exponential term in this equation gives
f ^Wd(pz) xf ^ W  (f:) d(pz) (-x)" f W  (pz)** d(pz)
/ (X )= 7 ^ ---------------------------   . . .    .I (̂pz)d(pz) I ̂ (pz)d(pz) n! I (̂pz)d(pz)
.'o .'O .'o
The high-order terms are important when absorption is large (i.e. when/(x) < 0*5), 
but when absorption is small
f Hpz) (pz) d(pz)
/ ( x ) = i - x  ®
f H p z ) à ( p z )
J n
It should be noted that the ratio of the integrals in this equation is, by definition, the 
mean depth of x-ray generation Thus the mean depth is an important parameter 
which controls to a very large extent the magnitude of the absorption correction and is 
included explicitly or implicitly in all absoiption correction formulae. In this section, 
an empirical expression for the mean depth is deduced which is an accurate representation 
of the Monte Carlo data in giving the correct energy, atomic number and overvoltage 
dependence.
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Clearly the mean depth will depend upon: (û) the total distance psm travelled by the 
electron; (6) the degree to which electrons are scattered along their trajectories; and (c) the 
variation of ionization cross-section along the path of the electron as it progressively 
loses energy. Hence for constant overvoltage Uo, the ratio of the mean depth of x-ray 
generation pz to the total path length psm should be a function of the degree of scattering 
only, i.e. the ratio will be a function of the backscatter coefficient tj. Tliis was substan­
tiated by carrying out a series of Monte Carlo calculations for the elements C, Al, Ti, 
Cu, Ag and Au at electron probe voltages of 5,10, 30 kV. The mean depths were deduced 
at overvoltages of 1-5, 2, 3, 10 and 100. Results are plotted in figure 8 as pz/psm vs 17. 
The diagram demonstrates that pzjpsta at constant overvoltage is a continuous function 
of 77 and is independent of the incident electron energy.
l/ = 100
03
0 2" 0 3 0 6 0 5
n
Figure 8. Plot of Jzlpsm vs tj at £/o= 1*5, 2, 3,10 and 100. Results obtained at Incident 
electron energies of (A) 5 kV, (G) 10 kV and (B ) 30 kV are shown. Note that at 
constant overvoltage the ^zfpsm is almost independent of electron energy.
It can be sliown (see Appendix) that the mean depth is expected to be à function of 
overvoltage with the form
pSm \pSm J i
I n f /o
 \ ja /U o-xxiln . U q -^Q
where g is a constant for a particular clement. Hence a plot of psmjp^ vs 1/In Uq should 
give a straight line of slope q{pSTnlp)uo->oo and intercept {pSmlp̂ )uo-*<a. Such a plot is 
illustrated in figure 9 for an incident electron energy of 30 kV. The relationship (equa­
tion 6) has been found to be quite general and represents accurately the Monte Carlo data 
over a wide range of overvoltages (l-5< f/o< 100) and also incident electron energies 
(5kV<£'o<30kV).
The constant q was found to be almost independent of energy but was a function of g:
g=0 70256— T09865 774- T00460 rf. (7)
The values of (pz/pJm)ao-'« deduced from equation (6) are independent of energy î̂nd 
were also found to be a function of 77 only, which is to be expected from the form of the
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Figure 9. Plot of p sm l^  vs 1/ln i/o at 30 kV for the elements C, Al, Ti, Cu, Ag and Au.




: 0-49269 - 1  -09870 r j +0-78557 (8)
. Substituting equation (7) and (8) in equation (6) leads to an analytical expression for 
the mean depth of x-ray generation given by
p z ~
(0-49269 - 1 -09870 t} +  0-78557 rj^) In U q 
(0-70256 - 1  -09865 rj + 1  -00460 r j^ j+ In i/o '
The total path length o f the electron psm may be easily evaluated by numerical inte­
gration of equations (I) and (2) (see §2.1).
3 .4 .  The P h ilib e rt  m o d el
The only other available equation for the mean depth was that derived from the Philibert 
(1963) model by Bishop (1974) :
( 1 + / 0  c (9)
The power n  in the energy-dependent term is a constant and different workers have pro­
posed values in the range 1-5-2. The power m  in the overvoltage-dependent term con­
ventionally takes the same value as n. c is another constant, and again various values 
have been proposed for this, ranging from 2 x  10’ to 10®. The term (1 +2/i)/(l + l t )  in 
equation (9) is meant to take into account the effect of the target material on electron 
scattering, and h  is normally expressed as 1 '2 A /Z ^ .
To assess the validity o f the energy-dependent term, equation (9) may be rewritten
1 ~  1 /Ilg p r =  lg U +  2h ( l - l /C /o »0
A-h
— I +  AJ Ig Eq.
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Figure 10. Plot of log /iz ss K t , (log scc'lc) for C, Al cuhI Au for i/o=10: 
Oirio results; results ealeulalcd using Philibert's absorption model.
Monte
Values calculated for this equation arc plotted in figure 10 as Ig ^  vs Ig Eo for the 
elements C, Al and Au (C/o= 10); Mcinrich’s (1967) constants (/?-— 1 65 and c =  4 5 x lO'O 
were adopted. Also included in fieure 10 are data deduced using the Monte Carlo 
model, and these show that n is not constant with Z or with E q  \ for example, n varies for 
carbon from ~  1-5 at 10 kV to --2 at 30 kV. Hence the dilfercnt values which have been, 
suggested for n in the Pfu'libert expression of 1*5 (Duncumb and Shields 1966), 1-65 
(Heinrich 1967, Duncumb ei a l 1969), 1 86 (Love ei a l 1975) and 1-77 (Love ei a l 1976) 
can be rationalized since the dilfercnt groups of workers have based tltcir optimum values 
of u upon diOcrent sets of experimental data. Clearly no single value of u is adequate for 
all conditions encountered in microanalysis.
The overvoltage dependence of the mean depth in both the Philibert model and tlie 
Monte Carlo model is compared in figure 11, where In Hn/(ln (/o + g) is plotted against 
(1 -  l/Lo’'®̂ ); m = l - 6 5  has been chosen since this is the value most commonly used in 
the Philibert model. The curves for C. Al and Au were obtained by putting ^==0-623, 
0-537 and 0-3SI respectively. It may be seen from these results that there is an approxi­
mately linear relationship over the range of ovenoltagos used in prndical microanalysis. 
Furthermore, these data indicate that the overvoltage-dependent parameters in equations 
(6) and (9) are related, since
w here/(Z ) is a function of atomic number. It may be concluded tlierefore that, since 
/ ( 7 )  may be include!! in other n-i tns in çnii.'ition (0) <uçli as (I d-2)/(l -hA) and c, the
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Figure 11. Plot of In £/o/(In U o + q )  vs (1 — fo  ̂q  ^nd Au for 1-5 < i/o< 100.
Note the approximate linearity of the curves over a wide range of overvoltages.
Philibert expression may approximately represent the overvoltage dependence over the 
range encountered in normal microanalysis work.
Before concluding it was decided to examine the effect of using different values of m 
in the overvoltage dependent term. Bishop (1974) has suggested on the basis of the 
Thompson-Whiddington energy loss expression that a power of 2 would be more 
appropriate here. However our findings show that this is less satisfactory than the use 
of/«=1*65; in fact 1*5 might be better than either.
4. Conclusions
A Monte Carlo treatment based on Curgenven and Duncumb’s method has been devel­
oped which is simple to use since the trial and error approach for optimizing electron 
scattering parameters has been eliminated. The new model works well as evidenced by 
the close agreement between calculated data and experimental information on back- 
scattered electron energy distributions. The model is used to generate <f>(pz) curves for a 
wide range of experimental conditions as experienced in practical microanalysis and 
agreement with available experimental (f>ipz) curves is satisfactory.
• From the Monte Carlo data, an analysis has been carried out of the way in which the 
mean depth of x-ray production varies with electron accelerating voltage, overvoltage 
and atomic number of the target material; this enabled ah analytical expression for the 
mean depth to be deduced. It has also been shown that the mean depth predicted by the 
Philibert model is wrong since it does not give the correct form of electron energy depen­
dence, which also implies that the Philibert absorption correction used in microanalysis 
is inappropriate.
Future work will be concerned with the use of the new expression for mean depth 
in a practical microanalysis correction procedure. A new atomic number correction 
will also be proposed based upon data produced by the present Monte Carlo approach.
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Appendix. Variation of mean depth with overvoltage
A form for the dependence of mean depth on overvoltage may be derived by considering 
the variation of ionization cross-section along the trajectory. The ionization cross-section 
may be expressed as (Worthington and Tomlin 1956)
ÿ ( t / ) = S ^ l n £ /







f  H U ) d U  
1
_ 2  /C/olnUo-(C/o-l)\ 
Uo \ (In C/o)2 )'
Figure 12. Plot o f  Uo/U  vs In Uo for \ < U o <  1000.
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This equation was evaluated over the range 1 < C/o< 1000, and it was found that U o fO  
was almost a linear function o f In Uo (see figure 12). Thus V jU o  may be represented by
Ü  _  I 
Uq 1 In i/o
where g  is a constant. Now assuming that the electron loses energy according to a simple 
power law (Dekker 1958, Whiddington 1914) we may write
\£ o / psv
P L
Sm
and substituting U = E / E c  gives
I L - -
pSm
Hence
- i - ( — L .  y





1 -hgp In Uq 
gp In Uo
1 - f  g p  In i/o
_  In Z7o 
I n U o + l / g p '
This expression gives the fraction of the trajectory traversed to reach the mean over­
voltage. We would expect p z to be some fraction t of pj, i.e.
p z = tp s .
Thus
p z  m Up
pSm I n U o  +  l /g p
and as I/o •“► 00
= / .    -
\pSmJ '
Therefore
pz I  p ^ \  In i/oJ E \  J
I \p S ta / Uqt*^ InP^m a i  i/o4"^ 
where the constant l /g p  has been replaced by q giving the form used in the text.
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FOIL THICKNESS MEASUREMENT IN TRANSMISSION ELECTRON MICROSCOPY 
G Love, M G C Cox and V D Scott
School of Materials Science, University of Bath, Batli, Avon.
1. Introduction
In fine structure studies involving transmission electron microscopy of 
thin foils it is generally difficult to convert measurements of defect 
populations or of fine precipitates into.quantitative data. The pro­
blem in obtaining accurate results is essentially one of measuring 
the thickness of foil being analysed. Earlier methods, based upon 
either analysis of extinction contours or of known crystallographic 
features such as slip traces, cannot be generally applied since:
a. extinction contours are measurable only on those edges of foil 
which have a sharply tapering section; moreover imaging conditions 
must be adjusted so that the deviation parameter, s, is zero or large 
errors may arise (Hirsch, Howie, Nicholson, Pashley and Whelan 1965).
b. known crystallographic features are unlikely to be present in 
the region of foil requiring analysis.
For quantitative microstructural studies we have been examining several 
techniques for foil thickness measurements which are feasible when us­
ing a transmission electron microscope fitted with scanning transmission 
(STEM), and/or X-ray analysis (EDS) attachments. The present paper dis­
cusses our exploratory work on the assessment and application of 
quantitative techniques in electron micros copy.
2. Quantitative Techniques
Techniques for determining foil thickness may be divided into 'absolute* 
methods such as contamination spot (Lorimer and Cliff, 1976) and con­
vergent beam diffraction (Kelly, Jos tsons,Blake and Napier, 1975), and 
those requiring calibration in which X-ray emission from the foil is 
used (Miller and Scott, 1977).
The contamination spot method requires that the electron beam is focused 
onto the foil specimen to form a small contamination spot on its upper 
and lovier surfaces. After tilting the foil through a known angle the 
separation of the spots is measured and the foil thickness calculated 
using tiie tilt angle.
The convergent beam technique also requires a focused beam of electrons, 
convergence of the beam being controlled such that divergent cones of 
diffracted electrons are imaged; a two beam di ffraction condition is 
required which usually involves tilting the foil through a small angle 
(1 or 20). The distance between minima in the intensity profile of the 
diffraction spot is then measured and the foil thickness determined 
using (ŝ  + 2  ) t^ = n^» where s is the deviation parameter of the 
eg^
minima, eg is the extinction distance for the operating reflection and 
n is an integer. Since several values of s may be measured correspond­
ing to different values of r , it is not essential to know eg in order to 
establish the foil thickness.
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X-ray methods involve measuring the intensity of either characteristic 
or continuum X-rays generated in specimens by electron bombardment.
For electron transparent foils the X-ray intensity is directly propor­
tional to its thickness, (Jacobs and Baborovska 1972 } , 
which may then be estimated from a calibration curve determined 
by similar X-ray intensity measurements on foils of known thickness.
3. Application of the Techniques
Each of the above methods have been applied to thin foils of an Al- 
Mg-Zn alloy containing a uniform dispersion .of fine precipitates. 
Micrographs are taken of the areas from which the thickness measure­
ment have been made. The accuracy of the various thickness determina­
tions may then be assessed by plotting N, the number of precipitates 
visible in unit area of foil, versus foil thickness t.
When using the contamination spot method, although linear relation­
ships between N and t were found, extrapolation to N = 0 indicated that 
on occasions t was being overestimated by several hundred a .  Part of 
the reason for the discrepancy is due to the presence of an amorphous 
oxide film together with a layer of contamination on the surface of the 
foil. The magnitude of this effect is different from one foil to an­
other but, provided the foil is examined in the microscope immediately 
after toeing electro-chemically thinned, the intercept value is usually 
< 150 A* For improved experimental reproducibility cleaner foils are 
needed and ion thinning techniques may be advantageous here. The 
standard deviation of individual points from the straight line of N 
versus t is better than 10% and for most cases studied nearer to 5%.
The absolute accuracy of the technique is hov/ever more difficult to 
establish due to the presence of extraneous surface films.
A plot of N versus characteristic X-ray intensity gave a linear re- 
lationshipjWith the straight line passing close to the origin. The 
small X-ray count rate still obtained for N = 0 can probably be attri­
buted to the surface oxide film. Relative accuracy of the method was 
found to be good (-v 5%) over a foil thickness range -x, 1,000 % -
3,000 A (determined using contamination spot technique)much of the 
residual error being attributed to the statistics of precipitate 
counting.
Interpretation of the continuum X-radiation measurements-is difficult— 
since contamination build-up at the point of impact of the probe on 
the specimen produces a time-dependent contribution to the X-ray in­
tensity. Hence meaningful results are possible only if contamination 
is kept to a minimum, e.g. by scanning the electron beam over a fairly 
wide area whilst making the X-ray measurements, A further complicating 
factor is the contribution to the continuum produced by stray scat­
tering of electrons and X-rays within the specimen chamber, although 
this may be reduced by well collimating the detector and avoiding the 
use of thin film condenser apertures.
The convergent beam technique is likely to be the most accurate way of 
measuring foil thickness but to date we have carried out only a 
limited number of m.easurements using this method. When plotting N 
versus foil thickness a straig.ht lino is obtained which, within experi­
mental scatter, passed through the origin. This is to be expected
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since the technique will measure the metal foil thickness but not any 
amorphous surface oxide or contamination which may be present. How­
ever, the gradient of this line is substantially different from that 
obtained from the corresponding plot of N versus thickness calculated 
from contamination spot measurments. Furthermore, values of the 
extinction distance calculated using the convergent beam diffraction 
technique are found to be markedly different from those for aluminium 
quoted in the literature. Both of these points require further investi­
gation.
4. Conclusion
Many of the apparent inconsistencies in foil thickness determinations 
made by.the four techniques studied here may be explained by the fact 
that each method measures something different. The contamination spot 
technique determines the total foil thickness including any surface 
film, the convergent beam diffraction method establishes the metal 
thickness, while the characteristic X-ray method records the amount of a 
particular element in an irradiated volume. In the table the various 
techniques are compared together with their potential areas of appli­
cation. It should be noted that providing the foil is homogeneous the 
characteristic X-ray technique offers a reliable and quick method for 
measuring relative changes in foil thickness. Conversion to absolute 
thicknesses necessitates, ho'wever, calibrating the X-ray intensity 
measurement as a function of foil thickness using, for example, either 
the convergent beam diffraction or contamination spot technique.
Further studies concerning absolute thickness measurements will involve
a. the influence of strain and defects in the crystal lattice upon 
the foil thickness determined using the convergent beam diffrac­
tion technique and
b, an analysis of the profile of contamination spots in order to 
determine spot separation more accurately.
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Abstract. A new atomic number correction is proposed for quantitative electron-probe 
microanalysis. Analytical expressions for the stopping power S  and back-scattar Â  
factors are derived which take into account atomic number of the target, incident 
electron energy and overvoltage; the latter expression is established using Monte 
Carlo calculations. The correct procedures for evaluating S  and R  for multi-element 
specimens are described. The new method, which overcomes some limitations inherent 
in either the Duncumb and Reed (1968) or the Philibert and Tixier (1968) atomic 
number corrections, may readily be used where specimens are inclined to the electron 
beam.
1. Introduction
In quantitative electron-probe microanalysis the ratio of measured x-ray intensities from 
specimen and standard has to be multiplied by a correction factor to obtain the true 
composition of the specimen. The factor is made up of three terras which account for 
effects of atomic number, x-ray absorption and an x-ray fluorescence, and each of these 
can be determined, independently. In order to calculate the atomic number correction, it 
is necessary to understand the nature of the electron scattering and ionisation processes 
which take place in the target. Individual electrons suffer multiple scattering before 
either coming to equilibrium with the specimen or escaping altogether; some of the 
scattering events are inelastic, a fraction of which produce x-rays. These energy loss 
processes are dqjendent upon the atomic number of the target and, since they will differ 
in specimen and standard, require quantification in the atomic number conection. 
Provided the distribution of electrons can be determined as a function of energy and 
position within the target, the distribution of generated x-rays with depth may be found. 
Thereafter absorption and fluorescence factors may be established to give the intensity 
of x-rays finally emitted from the target.
The atomic number correction is of some complexity and has received considerable 
attention in the literature (see, for example, the reviews by Martin and Poole 1971, 
Beaman and Isasi 1972, Reed 1975). The method most commonly used is that proposed 
by Duncumb and Reed (1968) and, while satisfactory for many of the conditions experi­
enced in microanalysis (see above review articles), there is mounting evidence (Love et al 
1975, Brown and Parobek 1976) that it becomes inaccurate at low electron energies; 
some possible sources of error in the Duncumb and Reed atomic number correction 
t Now with Wilkinson Match Ltd, Research Division, Poyle Road, Coin brook, Slough, Bucks.
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have been pointed out by Heinrich and Yakowitz (1969). A more rigorous correction 
procedure has been given by Philibert and Tixier (1968) but, since it appears to offer no 
clear advantage (see above review articles), is little used in practical microanalysis. In 
the present paper a new atomic number correction is proposed which overcomes some 
limitations inherent in either of the above treatments. The method can be readily incor­
porated into existing programmes for quantitative electron-probe microanalysis and has 
the added advantage that it can be used where specimens are inclined to the electron 
beam.
2. The atomic number correction
The number of characteristic x-rays generated per incident electron along a small element 
of path ds in the target is proportional to (QNpjA) dr, where Q is the ionisation cross- 
section, N is Avogadro’s number, p is density and A is atomic weight. Thus the total 
number of x-rays produced by the electron before coming to rest is proportional to
N  r -  Q  j p  
^ Jz.df/d(fir)'
where — d£/d (/)j) is the stopping power, Eq the energy of the incident electron and Ec 
the critical ionisation potential for the x-ray line of interest. Since some electrons are
back-scattered out of the target with finite energy, there is an effective loss of x-ray
production. This may be taken into account by multiplying the above expression by a 
factor R. The intensity ratio, 7sp//st, of x-rays produced by the nth element of a multi­
element specimen to that in a pure element standard is then
I b ^  =r fg,(dA'/d(pf)̂ )̂gp m
}E .\àE ld(ps) At
where Ca is the weight fraction of the nth element.
This conventionally is written as
( 7sp\ i?sp •S'st
/ s t / a  “ R s t V  - -   ̂ ^
Hence the atomic number correction can be treated by considering the factors R and 
iSt independently.
3. The 5  Factor
The problem in calculating S lies in obtaining an expression for 2/(dE/d(pj)) which is 
accurate over the range of experimental conditions experienced in microanalysis. Most 
workers have chosen to adopt the ionisation cross-section proposed by Bethe (1930) 
and subsequently simplified by Green and Cosslett (1961).
1 5  is referred to as the stopping power factor and is expressed as 
Q
S JK, dÈfdipsy^^'
It should not be confused with the stopping power, — dE jdips).
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O =const./C /In U, where U is the overvoltage ( = £ / E c ) ,  together with the continuous 
energy loss expression of Bethe and Ashkin (1953)
. = -78500 In
where Z is the atomic number and J is the mean ionisation potential of the target. For 
a multi-element specimen the additive nature of the energy loss process (Duncumb and 
Reed 1968) gives
Thus
dEA ^ 78500 y  CtZt H 6 6£
d(p.9)/sp E ^  Ai
( z f )
78500 /vOZA, M 6 6E
~ E ~
where
A criticism of the Bethe energy loss equation is that it gives unrealistic results at low 
electron energies. It predicts that dE/d (pj) becomes zero when E—771*166, whereas 
dE/d (ps) should increase more or less continuously as the electron energy decreases, 
becoming infinite as E -> 0. Rao Sahib and Wittry (1974) have overcome this limitation 
by using a different energy loss equation for low electron energies, below EJJ'ci6, but we 
have found that the use of their expression gives a form for S which is unnecessarily 
complex. An alternative approach for evaluating dE/d (ps) is therefore proposed as 
follows.
We shall begin by writing Bethe's expression in terms of the variable V, where K= 
E/J': - - -
The function/(F) against V is approximately parabolic at high V values and hence it 
seems reasonable to express/(F) as a polynomial in i.e.
/ (F )= ^ - l -E F i /2+ C F + E F 2/2+ . . .  .
Now to accord with reality dEJd{ps) must tend to infinity as F -> 0; consequently 
/(F) must tend to 0 as F -> 0 and thus A —0. Furthermore, a plot of/(F)/F̂ /2 versus 
F̂ /2 (figure lu) gives a straight line over a wide range of F (E/E from 9 to 1000), indicat­
ing that a second-order polynomial is adequate. With the appropriate constants (figure 
In) inserted
/(F)= 1-18x10-5 F-1/2+1-47x10-6 F
1 5 6








Figure 1. («) Plot o i  versus Points have been calculated using the
continuous energy loss expression of Bethe and Ashkin (1953). The solid straight line 
shows the relationship adopted in the present work. (6) Plots of d (p s ) ld E  versus JS//: 
 Bethe and Ashkin (1953);------present work; —•— Rao Sahib and Wittry (1974).
which substituted in equation (3) gives
d £  /V C iZ A  1
d  (ps) J ’' Ai )  I ’l Z x  10-5 ( £ / j ' ) i / 2  + 1-47 X 10-6 (4)
Equation (4) is compared with the Bethe expression in figure 1(6); they closely agree 
for E j J ' > 9  but our expression is more realistic at lower is //'. This equation will now 
be used to evaluate the integral in equation ( 1 ) as follows (where Uo -■ E o lE c ) :
! QE, dEJd (ps)-  d £
Q .dU
^ j v . d U l d i p s Y  
= -const./'-Ec i l -18x10-5
-H-47x l O - a ( ^ » ) £ _ l n E d £ / ] / 2 f ^  .....
. J'Eo b -36X 10-5 In C/o-l-2 (1 -
Wo In Uo+i\  -  ^ o ) ] ] / 2  
[C /o ln E o -i-d -t/o )!
= const.
4-1 47 X 10-6
S  C tZ i lA t
X [ l  + 16-05
t7oV2in c/o^2 (l-C /oV 2)'
I/o hi Uq-\-\ — Uo
When taking a ratio o f this expression for specimen and standard (see equation (1))
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some of the terms cancel and we may write
+  ,A.n, W 'I n  t /o + 2 (1 -  W Q -I j y  C.Z,5 L W  U o \ a U o + l - U o  J/Z, X,
This may be further simplified since
W /2  In U o + 2  (1 -  W /2 )^
»~1  )  *f/oIn (/o+l — Uo [  Uo-
The simplification is seen to be justified in figure 2, where the function is plotted logarith­




: f  2
c
0
/W/2 In [To+2(l-W/z)\rieure2.pioiofi.. y
passing through the origin. It should also be noted that the relationship appears satis­
factory for a wide range of overvoltages, 1 < i/o < 300.
Thus
We would point out that our method of calculating S is more rigorous than that of 
Duncumb and Reed (1968). These authors use the Bethe expression and assume that 
because In {hl66E/J) varies only slowly with E as the electron loses energy, it may be 
taken outside the integration, i.e.
where E is the mean electron energy ̂ (£o+£c). Since Q{E)JE dE is the same for
(5)
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b o t h  sp e c im e n  a n d  s ta r .d a r d ,  th e i r  f inal  e ar-ress ion  b e c o m e s  
Z . /11666
A s  n o t e d ,  l io w c v e r ,  by  1 ici m i d i  a n d  Yaim.v. i t /  (1 9 6 9 ) ,  D u n c u m b  a n d  R e e d ’s a p p r o a c h  
is i n a p p r o p r i a t e  f o r  u se  a t  v e ry  I n c h  o r  ve ry  low  o v c r v o l t a c c s  a n d  o n ly  a t  o n e  \ a l u e  o f  
U o  w o u l d  it be  e x a c t  f o r  a  p -i t i c u l a r  t a r g e t  m a te r i a l  (e .g .  'at (A,% 3 f o r  a l u m i n i u m  in  g o ld ) .
AUh-Ougli m a t h e m a t i c a l  a p j r r o x i m a t io n s  a re  n o t  u s e d  in  th e  m e t h o d  ; n o p o s e d  by  
P h i l ib e r t  a n d  'I ' ix ic r  (1963) ,  t l te ir  p r o c e d m e  ib c o m p l e x  a n d  l e q u i r e s  t h e  e v a l u a t i o n  o f  a  
l o g a r i t h m i c  in te g ra l  b y  s u m m a t i o n  o f  a n  m f a i i c  ser ies .  T d m c o v e r  its  v a l id i ty  is a f fe c te d  
b y  t h e  b r c a h d o w n  o f  th e  s im p le  B e th e  e x p r e s s io n  a s  L  -> J .  A s  m a y  b e  se e n  a b o v e ,  o u r  
t r e a t m e n t  su ffe rs  n e i t h e r  d i s a d v a n t a g e .
4 .  T h e  R  f a c t o r
T h e  a i m  I ic rc  is t o  d ev e lo ] )  a  g e n e r a l i s e d  a i 'a ly r ic a l  e x p r e s s io n  fo r  t h e  e l e c t r o n  b a c k -  
.scattcr  f a c t o r  R  f r o m  w h ic h  v a lu e s  m a y  b e  c e ' c u i a i e d  f o r  p a r t i c u l a r  e x p c i i m c n t a l  c o n d i -  
tiosis .  B e c a u s e  o f  t h e  d i l l k u l t y  in  m e a s u r i n g  /< d i r ec t ly ,  h o w e v e r ,  t h e r e  a r c  few e.xperi-  
m e n t a l  v a lu e s  a v a i l a b l e  in th e  l i t e r a t u r e  o n  \ . i i i d i  10 ba se  su c h  a n  e q u a t i o n  a n d  a n  
a l t e r n a t iv e  a p p r o a c h  m u s t  b e  a d o p t e d .  \Y c  h a v e  c h o s e n  fo r  th is  p u r p o s e  to  u se  a  M o n t e  
C a r l o  m e t h o d  d e s c r i b e d  in  a p r e v io u s  p a p e r  (Lo'.  e c t  a !  1977) w h ic h  w as  d e v e l o p e d  f r o m  
t h e  t r e a t m e n t  o f  C u r g e n v e n  a n d  D u n c u m b  (1971).  T h i s  a p p r o a c h  m a y  b e  ju s t i l l e d  s ince  
R  is  d e p e n d e n t  u p o n  th e  b a c k - s c a t l e i c d  e le c t io n  e n e r g y  d i s t i i b u t i o n s  a n d  su c h  d i s t r i ­
b u t i o n s  p r o d u c e d  by  t h e  M o n t e  C a r l o  m o d e l  h a v e  b e e n  s h o w n  to  a c c o r d  w i th  e x p e r i ­
m e n t a l  d a t a .  R  v a lu e s  m a y  b e  d e r iv e d  u s in g  the  m e t h o d  as  fo l lo w s .  T h e  to t a l  n u m b e r  o f  
i o n i s a t i o n s  p r o d u c e d  in  t h e  s p e c im e n  b y  e a c h  e le c t r o n  is s u m m e d  f o r  a  l a r g e  n u m b e r  o f  
e le c t r o n s .  T h e  r a t i o  o f  t h i s  t o  t h e  n u m b e r  o f  i o n i s a t i o n s  p r o d u c e d  b y  t h e  s a m e  n u m b e r  
o f  e le c t r o n s  h a d  n o  b a c k - s c a t i c r in g  o c c u r r e d ,  gives R  d i rec t ly .  S in c e  R  w ill  b e  d e p e n d e n t  
u p o n  th e  b a c k - s c a l t e r  c o e f h c ie n t  ->), v a lu e s  o f  a re  a l s o  d e t c r n u n e d  c o n c u r r e n t l y .  (?) is 
t h e  p r o b a b i l i t y  o f  a n  e l e c t r o n  in c i d e n t  u p o n  a sc rn i- in l in i le  t a r g e t  le a v in g  i t  a g a i n . )
V a lu e s  o f  R  a n d  ?) h a v e  b e e n  o b t a i n e d  fo r  th e  e le m e n t s  C ,  A l ,  T i ,  C u ,  A g ,  A u  a t  
in c id e n t  e l e c t r o n  e n e r g ie s  o f  5, 10 a n d  30 k eV  a n d  a t  a  r a n g e  o f  o v e r v o l t a g e s  (1 -1 -2 0 0 ) .  
T y p ic a l  r e su l t s  a r e  i l l u s t r a te d  in f ig u re  3, p l o t s  o f  R  v e r su s  /) f o r  d i l l c r e n t  v a lu e s  o f  f/o, a n d  
it  m a y  b e  se e n  t h a t  a t  a  c o n s t a n t  o v e r v o l t a g e  th e  c u r v e s  a r e  i n d e p e n d e n t  o f  E q . i .e .  R  is  
a  f u n c t i o n  o f  U o  a n d  -y o n ly .  V /c  sh a l l  n o w  use  t h e s e  d a t a  t o  d e v e lo p  a n  a n a ly t i c a l  
e x p r e s s io n  f o r  R .
T h e  n u m b e r  o f  i o n i s a t i o n s  p r o d u c e d  b y  a n  in c id e n t  e le c t r o n  is g iv e n  b y  t h e  e x p r e s s i o n  
o f  G r e e n  a n d  C o s s le t t  (19 6 1 ,  1968) / — A T L C -  l ) ’ ' '̂", w h e r e  K  is a c o n s t a n t  w h i c h  d e p e n d s  
u p o n  a t o m i c  n u m b e r .  T h e  n u m b e r  o f  io n i s a t i o n s  p r o d u c e d  b y  th e  b a c k - s c a t t e r e d  e lec ­
t r o n s  h a d  th e y  r e m a i n e d  in th e  s p e c im e n  is
w h ic h  a t  higl'i o v e r v o l t a g e s  c a n  b e  a p p r o x im e . t e d  to
Ah) (6 7 - 1)1 O' (6)
w h e r e  V  is t h e  m e a n  o v e r v o l t a g e  o f  th e  b a c k - w a l t e r e d  e le c t r o n s .  T h u s  t h e  n u m b e r  o f
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Figure 3. Plots o f  R  versus t] for difierent £/o values: A  5 kcV, O 30 keV.




W o - l j"n \ n
(7)
Fitting (1975) has shown from cxperinienlal measurements that the mean energy Ë  of 
back-scattered electrons is given by Â=0-5£o (1 -r'7). Hence 0 = 0 ' 5 U o  (I -hr]). 
Substituting for Ü  in equation (7) gives
(8)
(9)
R x  I - i j  (/(Uo)-I-7,G(C/o))1'>’
which rearranged gives 
/ l _ p \ o c
x I (U o ) + - n G ( U o ) .
This relationship was tested using the R  and data generated by the Monte Carlo 
program. The results are shown in figure 4, plots of (1 —  ̂ versus t] for a number
of overvoltages. The points lie close to a series of straight lines, within the statistics o f 
the Monte Carlo treatment, which indicates that the dependence o f R  upon -7 is satis­
factorily represented by equation (S).
We shall now investigate the overvoltage- dependence of the functions /(  C/o) and C((/o). 
From equation (9) l i U a )  and (7(6/0) should be linear functions o f (0 36/o- l)/(6/o—1) 
and 0'5£7o/(f7o—1) respectively. This has been tested by plotting intercepts and 
gradients o f the graplis in figure 4 versus the above functions (see figures 5 a  and Sb 
respectively). The results show that the relationships are not linear. This is because the 
approximation used in equation (6) becomes less accurate as 6 0̂ -> 1. Consequently,
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Figure 5. Monte Carlo Results (o) plot of I{Uo)  versus (0'5C/o-I)/(C/b~l). (6) Plot 
ofC(£/o) versus 0-5 C/o/(£/b—l). - -  ~ “
alternative functions of U q were investigated and from a least-squares regression analysis 
o f /a n d  G  values the following expressions were obtained:
/(C fo )* 0 -3 3 1 4 8  In C /o+ 0 05596  (In - 0  06339  (In + 0  00947  (In UqY (10)
C ( ( / o ) = l  [2 -8 7 8 9 8 In ï / o - 1*51307(In j7o)2-l-0-81312(in  [ / o ) 3 - 0-08241 (In C ô)'*]. (11) 
Uq
Both expressions have been constrained to give zero when U q = \  in order to accord with 
reality. Equations (10) and ( 11) are then substituted into equation (8) to give R .
In order to devise a method for obtaining R  for multi-element specimens we need to 
know how the back-scattered electron energy distribution is affected by composition o f  
the target. The treatment which follows is based upon the model o f an electron trajectory 
used in our Monte Carlo approach. Consider a large number o f electrons incident on a 
target. If each electron trajectory is divided into a large number o f equal steps, then the
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fraction of electrons which are back-scallcrcd at the /th step is determined by the deflec­
tions o f the electrons at each step up to and including the /th. It has been shown pre­
viously (Love et a l  1977) that the deflection angle at each step is related to lV (  =  E IE o )  
by cot/3/2 =  (cot jSo/2)lP'(yFL)^'- and that cot jSo/2 is a function o f r) only. Hence, 
cot j8/2 = /i( 7y)lh'(}'i'X)' /̂‘̂ , where Y F L  is a pseudo random number which lakes values 
between 0  and 1.
The variation of JV along a trajectory may be shown to be substantially independent 
of the nature o f the target (sec appendix) and is determined by the number of steps the 
electron has made. Thus W { Y F L y i~  is, on average, the same at each step of the trajectory 
for all targets and hence the fraction back-scattered at the /th step is also a function o f  
7] only. Furthermore, since the value of IV  for these electrons is determined by /, the 
number o f steps taken prior to leaving the target, it follows that
This .equation shows that the back-scattered electron energy distribution is dependent 
more fundamentally upon target composition. Now the value o f R  (for a given over­
voltage) is a function of the back-scattered energy distribution (dî^/dIK versus IF), which 
indicates that R  for a multi-element specimen may be obtained by substituting the correct 
value of i7spec for the target into equation (8), Two methods have been proposed for 
deriving lyapec:
— i ----- =  y 7^ -  (Wittry 1957)
1 — T?spec
and
’n s p e c - 'Z  Ct7)t (Castaing 1960).
Although the former expression may be more rigorous (Russ 1977), the latter, more 
commonly used equation, has been found satisfactory by Heinrich (1963), Colby (1966) 
and Bishop (1966).
There is a dearth o f direct experiment determinations o f R  with which to compare 
values calculated from equations (8), (10) and (11), apart from data given by Derian and 
Castaing (1966) on copper and gold at a series of overvoltages which agree, within 
experimental error, with our calculations, A more extensive range o f R  values is available 
from derivations based upon back-scattered energy distributions (Green 1962, Thomas 
1963, Springer 1966, Bishop 1966, 1968, Duncumb and Reed 1968). Springer (1966) and 
Duncumb (cited by Beaman and Isasi 1972) have generalised their results in the form of 
analytical expressions in Z and Uo', both are complex polynomials o f 16 and 36 terms 
respectively, although Duncumb’s equation is regarded as the more satisfactory (for 
discussion see Martin and Poole 1971), Our calculated values for R  agree closely 
(±  1*5%) with those o f Duncumb and Reed for an incident electron energy o f 20 keV 
on pure elements over a wide range of overvoltages (J*5< £/o< 100). At other incident 
energies, however, the differences are larger (up to ~5% ), since our expression for R  
contains t] which has been shown to be energy dependent (Bishop 1966, Heinrich 1966, 
Drescher e t a l  1970, Darlington and Cosslett 1972) whereas Duncumb and Reed’s R  
values are energy independent and accurate only at 20 keV.
Furthermore, the two approaches give different values of R  for a multi-element 
system since Duncumb and Reed choose a diflcrent, and arbitrary, method of averaging, 
i.e. R ~ ' Z  C iR i. The discrepancies are paniculaiiy l a r g e  for samples containing elements 
widely diflcrent in atomic number and can amount to 6 % in unfavourable cases, e.g. 
gold/carbon.
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5. Specimens inclined to the electron beam
5 .  L  B ack -sc a tte rin g  f ro m  inc lined  targets
The Monte Carlo program has been used to examine the back-scatter properties of 
inclined targets. Typical back-scattered energy distributions for an aluminium specimen 








Figure 6. Back-scattered electron energy distributions, dij/dW versus \iV, for Al targets 
inclined at (a) 30°, (b) 45° and (c) 60°, with tj=(û) 0-201, (6) 0-269, (c) 0-376.
trons back-scattered (77). It should be noted that as the inclination increases: (i) the 
back-scatter coefficient 77 increases, and (ii) the peak in the energj' distribution moves to 
higher energies. Darlington (1975) has shown that the back-scatter coefficients measured 
by Drescher e t a l  (1970) at various inclinations are well represented by the equation
: 0-891 f— V\0-891/ (12)
where 77 is the back-scatter coefficient at normal incidence and 77̂  is the back-scatter 
coefficient for a specimen inclined at an angle a to the beam normal. The Monte Carlo 
data and the values calculated from this equation are in excellent agreement (table 1) 
which validates the Monte Carlo treatment when applied to inclined specimens.
Table 1. Comparison with Monte Carlo data.






Monte Carlo Darlington 
(1975)
Monte Carlo Equation (8)
Al 3 30 0-201 ±0-007 0-197 0-937 0-933
Al 3 45 0-269 + 0-007 0-259 0-901 0-895 0-892
Al 3 60 0-376±0-008 0-372 0-827 0-818
Cu 10 30 0-376±0-008 0-366 0-765 0-748
Cu 10 45 0-431 ±0-009 0-431 0-715 0-691 0-732
Cu 10 60 0-526±0-01 0-494 0-620 0-575
The electron energy distributions for Al, Ti and Ag at normal incidence are shown in 
figure 7, and comparison with figure 6 indicates that the back-scattercd energy distri­
bution of an inclined target corresponds closely with that of a target normal to the electron 
beam having the same back-scatter coefficient. Fitting (1975) has shown that the mean
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Figure 7. Back-scaltcred electron energy distributions, dr)}dlV versus IV, for (a) A l,
(b) Ti and (c) A g at normal incidence, with 0 145, (b) 0-242, (c) 0 -425.
fractional energy PV of the back-scattered electrons where 
f V ( d n /d f V ) d W
is a linear function o f tj. A plot o f iV  calculated from Monte Carlo data versus tj for a 
range o f elements and target inclinations is shown in figure 8 . The points all lie close to a 
single straight line irrespective o f target composition or inclination. Kencc W  and 
therefore the back-scattercd energy distributions are functions o f r} only, irrespective o f  




0-50-20 0-1 0-30 2
Figure 8. Plot o f  IK versus r) for a range o f  elements and target inclinations: Q  normal 
incidence, 10 kcV; 52 normal incidence 30 keV ; A, inclined incidence, 10 and 30 keV.
5 .2 .  A to m ic  num ber correction  f o r  inc lined  targets
Since the R  factor depends on rj and the back-scattered energy distribution, tiie R  factor 
for an inclined target will be the same as that from a specimen normal to th e  electron
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beam but with the same r} value. Hence R for any specimen inclination may be calculated 
directly from equation (8) provided the correct value of r\ is inserted. It is considered that 
equation (12) is sufficiently accurate to use for calculating tj values at non-normal inci­
dence, certainly up to a  values 75° (Darlington 1975). Typical values for R for inclined 
targets which have been obtained directly from the Monte Carlo program are given 
in table I together with those obtained using equation (8), and the sets of data show 
excellent agreement; some 4 5 °  electron incidence data of Reed (19 7 1 ) are also included. 
Our procedure is preferred to that adopted by most workers, who have used R values for 
normal incidence due to the lack of data for inclined specimens. Although errors in this 
approach may be minimised when ratios are taken of specimen to standard, it should be 
pointed out that discrepancies of up to 10%  may occur in some instances. The S factor 
may be treated as described in §3 since it is not affected by tilting the specimen.
6. Conclusions
A new atomic number correction has been proposed for quantitative electron-probe 
microanalysis which overcomes limitations inherent in previous models.
An expression for the stopping power, dE/d(ps), has been deduced which accords 
with the Bethe equation at high electron energies and is more realistic at low energies
where E-*J. This permits exact integration of Ĵ * [QI(dEld(ps))] dE and yields a simple
analytical equation for the stopping power factor S:
R factors are derived from Monte Carlo calculations and a generalised analytical 
expression is developed from which R values may be calculated :
[/(C/o)+9jG (W ® ^
where
7 (C fo )*0 -33148  In I7o+ 0 -0 5 5 9 6  (In W - 0  06339  (In £/o)3-b0 00 9 4 7  (In U q ) *
G ( t / o ) = » i  [2-8789 In C 7 o -l-5 1 3 0 7  (In f/o)2-bO -8I312 (In i7 o ) ^ -0-08241 (In Cfo)^].
U q
The importance of selecting the correct method of calculating S and R for multi­
element specimens is stressed and the appropriate methods are described.
The proposed atomic number correction may be satisfactorily applied to a wider range 
of microanalysis conditions than previous expressions. It may be readily used where 
specimens are inclined to the electron beam and hence should be of special interest to 
microanalysts who wish to quantify x-ray data obtained using scanning electron micro­
scopes.
In a later paper this atomic number correction will be used for quantitative electron- 
probe microanalysis. The work will necessarily involve the use of an absorption 
correction such as the method of Bishop (1974) with an appropriate expression for the 
mean depth (see Love et al 1976), although wherever possible systems will be selected 
which have relatively large atomic number cflects in order to compare the present pro­
cedure with the Duncumb and Reed (1968) approach.
165
A  versatile  a to m ic  num ber correction  f o r  c lcctron -p ro be  m icroanalys is  10 
Acknowledgments
Thanks are due to Dr P Duncumb for his helpful comments on the paper. The co­
operation of the University Computer Unit under the direction o f Dr A W Nicho! is 
also acknowledged.
Appendix. The variation of E /E o  along an electron trajectory
In the present paper an expression has been derived for d £ fd (p s )  which accords with the 
Bethe treatment at high values of E fJ  and has realistic limiting behaviour as £  0
d E 1
d (p s ) A J  M S  X  10-5 ( E j J x IQ-s (£ //) '




ps== [M 8 X 1Q5 (£ /y y /2 + 1 4 7  x lQ-6  ( E /J ) ]  d E
Z  J  E
(0 -7 7 3  X 1 0-5  71/2  £ 3/ 2 + 0 -7 3 5  X 1 0-6  Ti 2) ,
For an electron incident on a target with energy Eo  the maximum range is given by 
(0-773 X 10-5/1/2 £o3/2+o-735 x lO"® £o^)- 










Figure A l.  Plots o f /v e r su s  IV for 7,'£’u -Q  003 (curve A) end 0 2 (curve B). These arc 
the cxlrcme conditions likely to be encountered in niicrcantdysis.
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trajectory the electron has travelled/is
_ ps _  0-773 X 10-5 J i/2  £ 3 /2 +  0 -7 3 5 x 1 0 -6  £ 2
(p5)max 0-773 X lQ-5 j m  £o3 /â+ 0 - 7 3 5 ^ 1 0~6 £q2
_ 1  / £ \ 2 / 1 0 . 5 ( 7 / £ ) l / 2  +  l \
Uo/ \ l O - 5 ( 7 / £ o ) V 2 + l j -
Hence, as Eq -* a,f-* 1 -(£/£o)^ and, as £o -♦ 0 , / - >  1 —(£ /£ o )2 . Putting W^EJEo 
gives
^ V 10-5(7/£o)>« +  l /■
A plot of/against W for typical values oîJfEo is illustrated in figure Al, which indicates 
that at a given fraction of the trajectory the value of IV is almost independent of J/Eo and 
hence of the nature of the specimen. The variation is a maximum at an/ value ~0*7 and 
for the most extreme conditions encountered in microanalysis this variation is always 
less than 10%.
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The surface ionisation function (p(0) derived using a 
Monte Carlo method
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Avon
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Abstract. Values of the surface ionisation function ^(0) are calculated for a wide range 
of elements and overvoltages using a Monte Carlo program which simulates electron 
interactions in solids. From the data it is shown that <̂ (0) is simply a function of electron 
back-scatter coefficient and overvoltage, and an analytical expression for ^(0) is derived 
in terms of these parameters. Values of ̂ (0) obtained using the expression are compared 
with previous results.
1. Introduction
In the development of correction procedures for quantitative electron-probe microanaly­
sis it is necessary to know the distribution with mass depth, pz, of primary x-rays 
generated in the target, The fraction of x-rays of a particular wavelength leaving
the specimen in the direction of the spectrometer which are not absorbed, /(%), is then 
given by
. fr exp (-xpz) d(pz)
Jo d(pz)
%=/r/p cosec B, where (ifp is the mass absorption coefficient of the specimen for the 
wavelength of interest, and 6 is the x-ray take-off angle. By expanding the exponential 
as a power series it can be shown (Bishop 1974) that as %-)-0
^  Jo
and, by expressing 4^pz) as a Maclaurin series, that as x-»»oo
*(̂ (pz)dCpz). (2)
0
Hence/(x) is dependent primarily upon the mean depth p2 when absorption is small and 
upon the surface ionisation, ̂ (0), when absorption is very large. Consequently, any 
accurate expression for /(%) must incorporate, explicitly or implicitly, both of these 
parameters. In Philibert’s (1963) model, for instance, his full expression contains both 
pS and ̂(0), and it thus represents/(x) fairly well over a wide range of absorption (Love
t  Now with Wilkinson Match Ltd, Research Division, Poyle Road, Colnbrook, Slough, Bucks.
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et al 1974b). However, his simplified equation (Philibert 1963) in which ̂(0) is assumed 
zero is accurate only where absorption is small and its extension to other situations is 
inadvisable (Bishop 1974, Love et al 1975). Likewise, the ‘thin-film model’ proposed by 
Duncumb and Melford (1966) which is based upon equation (2) works well for high 
absorbers but is inappropriate for systems where absorption is low (Duncumb and 
Melford 1966, Love et al 1974a).
The measurement of thin films on substrates using x-ray emission is another area 
where ̂(0) is important, since the x-ray intensity from the coating is enhanced by electrons 
which are back-scattered by the substrate into the thin film.
There are, unfortunately, few publications which provide comprehensive ̂ (0) data 
but some experimental values have been determined by Castaing and Descamps (1955), 
Castaing and Henoc (1966) and Vignes and Dez (1968). Data covering a much wider 
range of target materials and overvoltages are given by Hutchins and Wantman (1967) 
and by Reuter (1972) who also produced an analytical expression for ̂(0) based upon 
his experimental findings. In addition, a set of ̂(0) values has been calculated by Dun­
cumb (ref. 137 in Martin and Poole 1971) using the measured back-scattered electron 
energy distributions of Bishop (1966).
In an earlier paper (Love et al 1977) a Monte Carlo model was used to investigate the 
dependence of ̂  on incident electron energy, overvoltage and back-scatter coefficient and 
an equation for pz was developed in terms of these variables. Here, a similar approach is 
adopted to study the surface ionisation and an analytical expression is established for ̂(0).
2. Data for 4>(0) derived from Monte Carlo program
A Monte Carlo method (Love et al 1977) based upon the approach of Curgenven and 
Duncumb (1971) has been tested previously by comparing calculated back-scattered 
electron energy distributions and ̂(pz) curves with available experimental data. Since 
the two sets of results gave good agreement, the model was then used to generate more 
extensive information such as back-scatter factors (Love et al 1978). It is employed here 
to determine ̂(0) values directly.
The contribution to surface ionisation made by an electron as it leaves the specimen 
at an angle 0 to the incident beam direction is proportional to ip{U)lcos 0, where U is the 
overvoltage and ̂(17) is the ionisation cross-section; in the present work the equation of 
Bethe (1930), ̂ (C/)=(const./C7) In C/, has been adopted. The surface ionisation, ̂(0), 
is then given by
no (In Uo)IUo)+ 2 In UiJUi cos Ot
(j}{0')=  ---------- ------------
no{\nUo/Uo)
where rto is the number of electrons incident on the specimen, n is the number back- 
scattered and Uo is the ‘overvoltage’ of the incident electrons. It may be seen from this 
equation that ̂(0) is always greater than unity because of the contribution from back- 
scattered electrons and consequently will be dependent upon the fraction back-scattered, 
w/«o = î?, Hence rj has been evaluated concurrently with <f>{0).
Values for </>(0) and tj have been derived for the elements C, Al, Ti, Cu, Ag and Au 
at incident electron energies of 5, 10 and 30 kcV and at overvoltages of 15, 2, 3, 10 and 
100; the calculations all refer to electrons at normal incidence. Typical results are illus­
trated ill figure 1, plots of r̂(0) versus t) for three different values of Uo. It may be seen
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Figure 1. Plots of ^(0) versus 17 for overvoltages of 15, 3 and 100 V. A  5 keV; O 10 
keV; B30keV .
that each curve is independent of incident electron energy, i.e. ̂(0) is a function only of 
rj and Uo. We shall now use these findings to develop an analytical expression for ̂(0) 
which may then be employed to obtain ̂ (0) values covering a much wider range of 
conditions than those illustrated in the figure.
3. Analytical expression for <j>(0)
The first stage of the derivation is to develop an expression for ̂(0) in terms of rj. Now 
^ (0 )  is defined by ( / o+ / b ) / / o, where lo is the number of characteristic x-rays produced 
by the incident electron beam in an infinitesimal layer at the surface of the target and /b 
is the number produced by electrons back-scattered through this layer. Thus
^ 0 ) — 1 + / b / / o
— l+ijeB /eo. (1)
€ refers to the efficiency of x-ray production and is proportional to A (In [/)/(/, where A 
is the average electron path length through the surface layer. Fitting (1975) has shown 
from experimental measurements of back-scattered electron energies that their mean 
energy E is given by E —0'5Eo (l+i?), where Eo is the incident electron energy, and 
hence 0 = 0  5 Uo (l+rj). Consequently, we may make the approximations
and
 2Ab ln[0-5 î/o(l+r7)]
Uo
€0—Ao(ln Uo)IUo.
Substituting in equation (1) gives
^ 0)=l + feL^’’ IntO-5f/o(l+<))] 
Since Ab/Aq is constant
+7) In Uo
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Figure 2. Plots of (^ (0 )-1)(1 versus In (l+ i;). A  5 keV; O 10 keV; a  30 keV.
and rearranging
( m 1) y ± 2 ) = / ( t / o ) + G(t/o) In (1 + n ). 
V
(4)
This relationship was tested using the ^(0) and 17 data generated by the Monte Carlo 
program. Typical results are illustrated in figure 2, plots o f [^(0) —1](1+ t7)/t7 versus 
In (1 + 77), for three overvoltages. The points lie close to a series o f straight lines, within 
the statistics of the Monte Carlo treatment, which indicates that the dependence o f  ̂ (0) 
upon 17 is satisfactorily represented by equation (3).
We shall now proceed to examine the overvoltage dependence o f  ^(0), which is 
included in equation (4) as the terms /(t/o) and G (U o ) . From equation (2) it may be 
deduced that these terms have the form
and
i.e., they are both linear functions of 1/ln U . However, the values for I  and G  derived via 
the intercepts and gradients o f the graphs in figure 2  are not linearly dependent upon 
1/ln Uo (see figure 3). This failure o f equation (2) to predict the correct overvoltage 
dependence o f (j>(0) is because ( I f O y i n O  has been assumed equivalent to the mean 
ionisation cross-section of the back-scattered electrons, an approximation which becomes 
increasingly worse as Consequently, alternative functions of U q were investi­
gated and from a least-squares regression analysis o f /an d  G  values the following empiri­
cal expressions were obtained:
_ ___« 10-78720 ^10-97628 3-62286 /(Uo)=3-43378------ ---------------------------- (5)
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Figure 3. Plots of I{Uo) and G{Uô) versus 1/ln Uo.
and
C/o W  ’
(6)
Both expressions have been constrained to give zero when £/o== 1 in order to accord with 
physical reality. Hence equations (3), (5) and (6) provide our complete analytical expres­
sion for ^(0). Values for ^(0) calculated using this agreed closely with data obtained 
directly from the Monte Carlo model, most of the r m s  error o f 16%  being associated 
with the statistics of the Monte Carlo simulation.
4» Comparison of Monte Carlo results with existing 4>(0) values
There are a number o f published values for the surface ionisation but the data in general 
are not very comprehensive and experimental errors o f '^10% or more are sometimes 
quoted. In assessing the present analytical expression for ^(0) our calculated values will 
be compared with published information based upon direct experimental measurement 
and upon previously calculated data.
Probably the most fundamental method of measuring surface ionisation directly is 
the tracer method used by Castaing and Descamps (1955), Castaing and Henoc (1966) 
and Vignez and Dez (1968). They use a self-supporting film and compare the x-ray 
intensity from this with that measured from the same thickness film deposited on a thick 
substrate having similar electron scattering characteristics.
Our analytical expression is plotted as a function of In Uo  for nickel, titanium and 
aluminium targets in figure 4; (Bishop’s (1966) rj data at 30 kV has been used in the ^(0) 
expression). Direct measurements of ^(0) by the above method are included in figure 4
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Figure 4. Plots of ^(0) versus In [/o for nickel, titanium and aluminium targets.
 present analytical expression; O  nickel (Vignes and Dez 1968 1968); E3 titanium
(Vignes and Dez 1968); A  aluminium (Castaing and Henoc 1966).
for the appropriate target materials. It may be seen that measured values for nickel and 
titanium are some 5% higher than those given by our analytical expression but since 
Vignes and Dez (1968) quote an experimental error of 5 % it may be concluded that there 
is good agreement between the two sets of data. Discrepancies appear to be rather 
greater for aluminium ('̂ 7% relative error) but this is still within the error band quoted 
by Castaing and Henoc (5-10%) and agreement may be considered satisfactory particu­
larly when one considers there may be some uncertainty in the fluorescence correction 
which these workers applied to this system.
A second method of measuring surface ionisation involves deposition of a thin coating 
of a selected element upon substrates of diflerent atomic number (Hutchins 1966). The 
x-ray intensities from the coating are plotted against atomic number of the substrate, 
and extrapolation to Z=0 (i.e. zero back-scattering from the substrate) gives the intensity 
equivalent to that of an isolated layer of the same thickness. <̂fO) values for different - 
elements are then obtained from this curve by taking the ratio of the x-ray intensity from 
the film on the substrate element of interest to this extrapolated value. Reuter (1972) has 
obtained a fairly comprehensive set of ̂(0) values using tliis method and his results are 
compared with our calculations in figure 5. Discrepancies appear to be generally 10% 
or greater and it is possible that Reuter’s measurements are in error for the following 
reasons:
(i) The method used by Reuter assumes that the thin layer of coating does not 
modify electron scattering by the substrate. This may not be the case since even 
very thin layers can affect scattering behaviour; for example, 50 % of the electron 
back-scattering in gold at lOkeV occurs in the outermost 50 A of the target 
(derived from results of Cosslett and Thomas 1964, 1965). Although Reuter does 
not give his coating thicknesses, it must be presumed that they were adequate to 
give sufficient x-ray intensities for measurement and hence his ̂(0) values may 
suffer from such an error.
(ii) The extrapolation procedure used by Reuter is subject to considerable error due
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Figure 5. Plots of ^(0) versus 17 for overvoltages of 1-5, 3 and 100. 
analytical expression; Reuter’s (1972) expression.
present
to the curvature of the plot of x-ray intensity versus Z in the region of low 
atomic number.
(iii) Continuous and characteristic fluorescence corrections appear to have been 
ignored; these can lead to errors in excess of 1 0% of the measured x-ray intensity.
In addition to the above experimental values of ̂0) some calculated data are available 
(Duncumb, quoted by Martin and Poole 1971). These results, derived from Bishop’s 
(19 6 6 ) back-scattered electron energy distributions assuming an ionisation cross-section 
proportional to (l/C/)ln 17, are shown in figure 6. The values are generally close to 
although consistently higher than our own calculated results. Discrepancies are a few 






Figure 6. Plots of ^(0) versus Z for overvoltages of 1-5, 3 and 100. Present
analytical expression; Duncumb’s results (quoted by Martin and Poole 1971).
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not, however, unexpected since P Duncumb (1977 private communication) assumed that 
the average path length of the back-scattered electrons passing through the surface layer 
was twice that of the incident electrons (equivalent to assuming that electron escape is 
equally probable in all directions), whereas the Monte Carlo model predicts a factor of 
1-7. Available data agree with our results in giving values of 1 6 8 for gold and 1*72 for 
aluminium (Reimer and Drescher 1977, based on the measurements of Reimer and 
Pfefferkorn 1973).
It should also be noted that, since rj is dependent upon electron energy (Bishop 1966, 
Heinrich 1966, Drescher et al 1970, Darlington 1971), so is ̂(0) (see equation 4). This is 
at variance with the results of workers who have found (or assumed) that <f>{0) is in­
dependent of electron energy.
5. Conclusions
Values of the surface ionisation function have been calculated for a wide range of 
elements and overvoltages using a Monte Carlo method. An analytical expression for 
0̂) is derived in terms of the electron back-scatter coefficient 17 and overvoltage U; viz.




G(G«)= -059299+?l:P?-L%55248 ̂ 9;^8_ 
Uo Uo  ̂ Uqt
(̂0) values obtained using these equations are in close agreement with the limited data 
obtained by the tracer technique but show discrepancies with results of other methods of 
measurement; it is considered that the latter values may be in error.
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QUANTITATIVE ELECTRON PROBE MICROANALYSIS
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ABSTRACT
A new correction procedure for converting electron-probe microanalysis 
measurements into true weight concentrations is proposed. It incorporates 
a new atomic number correction and an absorption correction based upon 
the model of Bishop (Bishop 1974). Unlike earlier treatments the model 
does not have to rely upon any empirical optimisation of input parameters. 
The correction procedure has been tested by applying it to a wide range 
of microanalysis data including light element results and it is shown to 
give greater accuracy than the established methods.
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1. INTRODUCTION
In the present paper a new correction procedure is proposed for 
converting microanalysis measurements into elemental weight concentrations. 
The absorption correction incorporated in this model is based upon the 
treatment outlined by Bishop (1974) since, as discussed in earlier papers 
(Bishop 1974, Love et al 1975), the simplified absorption correction of 
Philibert (Philibert 1963) has limited application. In order to apply 
the Bishop model a suitable expression for the mean depth of x-ray 
generation is required and this we obtain by using a Monte Carlo method 
for simulating electron interactions in solids (Love et al 1977). Atomic 
number effects in the correction procedure are dealt with using a new 
approach (Love et al 1978a) rather than the commonly applied Duncumb and 
Reed method (Duncumb and Reed 1968).
The proposed correction model is evaluated using microanalysis data 
from a variety of published sources including light clement measurements. 
Results are then compared with those obtained by applying an established 
correction method which consists of the Duncumb and Reed atomic number 
correction (Duncumb and Reed 1968), the simplified Philibert absorption 
correction (Philibert 1963) with Heinrich's constants for a and h (Heinrich 
1967) and Reed's characteristic fluorescence correction (Reed 1965).
2, THE BACKSCATTER COEFFICIENT FOR ELECTRONS
The backscatter coefficient, n, is the ratio of the number, n, of 
electrons backscattcred to the number n̂ , of electrons incident on the 
specimen,
i.e. n *= n 
%
Since this parameter relates to the number of electrons absorbed by the 
target and to their spatial distribution and energy, it will be important 
with respect to both atomic number and absorption effects. Consequently, 
in our development of the respective correction terms we have chosen to 
express them explicitly as a function of q. Some experimental values for 
n are available (Bishop 1966a, Heinrich 1966a, Drescher et al 1970), but 
instead an analytical expression will be derived here so that our correction 
metliod may be made more generally applicable.
Now, as is well known, q is a function of atomic number, Z, and is also 
dependent upon incident electron energy, E©. In order to determine the 
energy dependence of q, values taken from Seidel (cited in Darlington 1975)
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are plotted against In Eo for the elements Al, Cu, Ag and U in figure 1.
Seidel's values are used here since they cover a wide range of electron energies,
9-lOOkeV; they were in fact, obtained by a least squares fit to Drescher's 
experimental data. Tlie points plotted in Figure 1 lie close to a straight 
line for each particular element and hence we may write
n = I(Z) + G(Z) InEo (1)
where the intercept, I(Z), and the gradient G(Z), are functions of the atomic 
number of the specimen. Expressions for I(Z) and G(Z) can be obtained by 
carrying out a regression analysis on data obtained from Figure 1, However, 
use of equation (1) necessitates extrapolation from Eo = 0 to the 
energies commonly used in microprobe analysis (Eo 30keV) and this may give 
rise to significant errors. The problem may be largely overcome by extrapolating 
from Eo = 20keV which then minimises errors between 10 and 30keV. Thus 
equation (1) takes the form
n - *= G(Z)ln Eo —  G(Z)ln 20
n = non I 1 + G(Z) In (eA I (2)
where is the backscatter coefficient associated with electrons of energy
20keV and is a function of atomic uumber of the target. The terms q^^ 
and (G/q̂ g) can be represented by the following polynomials in Z
^20 " (-52.3791 + 150.48371Z - l,C7373?} + 0.00716Z^) x lo”^ (3)
and £_ = (-1112.8 + 30.289Z - 0.154982^) x lo”  ̂ (4)
- -,.. — - —  - - — —  — .......
Hence incorporation of equations (3) and (4) into equation (2) leads to a ‘ 
complete analytical expression for q.
Values of q calculated from this formula gave an RMS error of 2,3% 
when checked against Seidel's data, a figure which is commensurate with the 
accuracy of the original experimental results (2-3% Darlington 1975). The 
formula was next used to calculate q values at 5keV and comparison with 
Bishop's measurements (Bishop 1966a) on elements ranging from carbon to 
uranium in the periodic table gave good agreement (RMS error 4.1%). It 
may be concluded, therefore, that our analytical expression for q works 
well for all elements and for electron energies in the range 5-lOOkeV, i.e. 
all conditions likely to be experienced in microanalysis. It should be 
pointed out, however, that below 5keV errors might arise because q does
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not vary smoothly with atomic number (Stemglass 1954, Bishop 1966b and 
Darlington 1971) and thus cannot be adequately represented by a polynomial 
in Z.
In order to obtain i values for multi-element specimens we average 
in the following way
\ p Castaing (I960)
where Ci is the weight fraction of the element.
3. THE PROPOSED CORRECTION 1IEÏH0D
(5)
3.1 ' THE ATOMIC NWIBER CORRECTION
The atomic number correction is treated conventionally by considering 
separately the stopping power factor, S, and the backscatter factor, R, 
and is written
1Ê2 = (V M E  '1st Rst Ssp
where the ratio Isp/Ist refers to the intensity of x-rays emitted by the
i^^ element of a multi-element specimen to that in a pure element standard.
Analytical expressions for S and R have been derived in a previous paper
(Love et al 1978a) and are as follows
J -['•“ ■“ (17)“
R = 1 - n ĵ i(Uo) + n.G (Uo)] (6)
where I(U©) and G(Uo) are functions of overvoltage Uo (= Eo/Ec), and are given by
I(Uo) = 0.33148 InUo + 0.05596 (In Uo)^ -
0.05339 (In Uo)^ + 0.00947 (In U<,)̂
and G(Uo) = r2.87898 InUo - 1.51307 (In Uo)^
Uo L
+ 0.81312 (In Uo)^ - 0.08241 (In U»)^ ]
A is the atomic weight of the specimen and J is the mean ionisation 
potential of the x-ray line being measured.
Several expressions giving the appropriate value of J for a particular
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element have been proposed in the literature. As discussed earlier 
(Love et al 1977) we shall adopt J/Z - 0.0135keV. For a multi-element 
specimen the following expression for J is used (Love et al 1978a)
“ V  /ciZl In Ji ' V  ClZi
^  ^  T T
Values of S and R for compound specimens are determined by the incorporation 
of Jip in equation (5) and nsp in equation (6) respectively (not by weight 
averaging S and R directly),
3.2 'ABSORPTION CORRECTION
The absorption correction is based upon the method proposed by Bishop 
(1974) which approximates to a rectangle the x-ray distribution with depth.
The fractional transmission of the target for x-rays, f(x)> then given by
f(x) = 1 ~ exp f-2xpz)
2xpz
where x “ (p/p) cosec 0, y/p being the mass absorption coefficient of the 
measured radiation and 6 the x-ray take-off angle; pz is the mean mass 
depth of x-ray generation.
In an earlier paper (Love et al 1976) a preliminary assessment of the 
Bishop model was carried out using an expression for pz derived from the 
simplified Philibert absorption method (Philibert 1963), However, as a 
result of the subsequent development of a Monte Carlo method for simulating 
electron-solid interactions (Love et al 1977), it has been possible to derive 
a mor**. acceptable and fundamental expression for pz
Fz = (0.49269 - 1.0987Qn + 0.78557n^) In
(0.70256 - 1.09865n + 1.00460n^) + In U*
where ps^ is the average path length of an electron in the target and is given 
by
= (0.773 X lo"^ + 0.735 x lo"^Eo^)
^  clzi/ai
There was an obvious printing error in the expression given on 
page 9 of the original paper (Love et al 1978a), where the In 
term on the left hand side was omitted.
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3 . 3  FLUORESCENCE CORRECTIONS
ïlae characteristic fluorescence correction used here is the one most 
widely adopted (Reed 1965). A correction for continuum fluorescence was 
not included in the analysis but it would be sufficiently small to have 
little effect upon the final conclusions of this work.
4. APPLICATION OF THE PROPOSED CORRECTION
From a survey of published microanalysis data on binary alloy systems, 
430 results were selected for assessing correction models; the data have been 
referred to in earlier papers (Love et al 1975, 1976). Heinrich's mass 
absorption coefficients (Heinrich 1966b) have been employed throu^iout.
No light element results are included in the above data but light element 
microanalysis is referred to later in this section. The 430 measurements 
have been plotted as c/k in a histogram. Figure 2, in order to indicate the 
order of magnitude of correction required; c is the actual concentration and 
k the measured value.
Microanalysis data corrected using the new procedure given in the 
histogram. Figure 3a. The RMS error was 5.3%, see Table 1 which shows 
also the percentage of results lying within 2|% and 7|% of the true value. 
Corrected data using the established procedure are sho\m in the histogram. 
Figure 3b. The R}IS error was 6.8%, while 49% of the data lay within 2|% 
of the true value and 84% within 7̂ % (see Table 1).
It is considered that the improvement achieved by the new correction 
is associated mainly with a more accurate absorption correction since this 
factor is usually the largest. In order to assess the respective atomic . 
number corrections, only those data obtained on low absorbing systems 
(f(x) > 0.8) will now be considered; this involves 190 microanalysis 
measurements. The results obtained by applying the new model and the 
established correction model respectively are summarised in Table 2. The 
figures show that the new method gives a more accurate correction even for 
systems where absorption effects are very small, which suggests that our 
atomic number correction is superior to that of Duncumb and Reed (1968). 
Support for this view was obtained by investigating the effect of applying 
together the Duncumb and Reed atomic number correction and the Bishop 
absorption correction; the corrected results were then found to be worse 
(RMS error 3%, cf Table 2).
In an earlier paper (Love et al 1977) , in which the most appropriate 
value for J/Z was discussed, it was shown that the mean depth of jx-ray 
generation and hence the absorption correction was insensitive to the 
precise value adopted. Reasons were given for using J/Z = 0.0135keV,
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Histogram of corrected microanalysis results  
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Model R.M.S. error % of results % of results
% within 2j% within 7|%
of true conc. of true conc.
New Method 5.3 54 87
Established Method 6.8 49 84
TABLE 2
Model R.M.S. error %
% of results 
within 2|% 
of true conc.
% of results 
within 7|% 
of true conc.
New Method 2.4 73 99
Established Method 3.0 70 98
TABLE 3
Model R.M.S. error 
%
% of results 
within 2|% 
of true conc.
% of results 
within 7i% 
of true conc.






a view which is substantiated by the following. A number of alternative 
expressions for J/Z were incorporated into our programme: J/Z = O.OllSkeV 
(Wilson 1941), the expressions of Zeller (cited in Ruste 1976) and the 
equation of Duncumb and P.eed (1968). Each was found to give a greater RMS 
error than that obtained when using J/Z = 0.0135keV; an effect which was 
more noticeable with the reduced number of systems (f(x)>0.8) where atomic 
number corrections are more significant.
Finally, the new correction procedure was applied to some, light element 
data. For this purpose oxygen microanalysis measurements on a range of 
oxides were used together with mass absorption coefficients calculated 
previously (Love et al 1974). Tlie results are given in Table 3. Also given 
in the table are results obtained from applying the full Philibert 
absorption correction (Philibert 1963) with Duncumb and Melford's constants 
(Duncumb and Melford 1966) together with the Duncuiiib and Reed atomic number 
correction (Duncumb and Reed 1968). As may be seen the new model is at 
least as good as the older method of correction. It should, of course, be 
noted that the full Philibert absorption correction is of limited value 
in quantitative work (see Love et al 1975), since it gives worse results 
than the simplified Philibert method when applied to heavy clement systems.
It could be argued that some of the RMS error in the corrected light 
element data may be due to inaccuracies in mass absorption coefficients 
used. These values were calculated by applying the thin film model 
(Duncumb and Melford 1966) to microanalysis measurements, a method which 
requires the incorporation of appropriate values for 0(o), the surface 
ionisation function. Previously we have used the 0(o) expression given by 
Rcute: (1972) but recent calculations (Love et al 1978b) would indicate 
that this may be in error. In future work it is intended to re-evaluate 
the oxygen analysis data using revised 0(o) values to see whether improved 
mass absorption coefficients produce a corresponding improvement in the 
accuracy of corrected light element data.
5. CONCLUSIONS
A correction procedure for quantitative electron-probe microanalysis 
is proposed which incorporates a new atomic number correction and an 
absorption correction based upon Bishop's model containing an appropriate 
expression for the mean depth of x-ray generation. The method has been 
applied to a wide range of published microanalysis measurements including 
light element data and shown to give greater accuracy than previous correction 
models. It is considered that the accuracy of microanalysis results 
needs to be improved before the model can be tested more rigorously.
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Unlike earlier methods, the new model does not rely upon a 'best fit 
analysis’ approach which adjusts empirically input parameters and it 
must, therefore, be regarded as a genuine advance towards a universal 
correction procedure for quantitative electron-probe microanalysis. The 
next stage is to develop the model so that is may be applied to specimens 
which are inclined to the electron beam. This geometrical factor is readily 
included in the atomic number correction (Love et al 1978a) and it now 
remains to incorporate it in the absorption correction.
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