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Autor: Francisco José Maŕıas Ferrer
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Como ya sabemos, la seguridad de los sistemas criptográficos ac-
tuales de clave pública se basa en la dificultad de resolver un deter-
minado problema matemático que es considerado como intratable,
como el problema de la Factorización o el problema del logaritmo
discreto (DLP). En el primero de los problemas se basa el criptosis-
tema RSA, mientras que en el segundo se basa ElGammal.
El problema de estos protocolos es el tamaño de las claves. En
la actualidad, para considerar que uno de estos criptosistemas es
seguro, nos encontramos con tamaños de claves de 1024 bits, y si
queremos asegurar que lo siga siendo durante muchos años tenemos
que pasar a claves de 2048 bits o superiores.
Dado el gran abanico de dispositivos móviles que utilizan estas
tecnoloǵıas de cifrado para asegurar nuestra privacidad, y tenien-
do en cuenta sus limitadas capacidades f́ısicas, tenemos que bus-
car métodos alternativos de cifrado que consigan la misma seguri-
dad mediante el uso de claves mucho más pequeñas. Necesitaŕıamos
métodos de cifrado que nos dotasen de las siguientes caracteŕısticas:
Una representación compacta de sus elementos.
Un algoritmo eficiente para realizar operaciones con los elemen-
tos dentro del grupo.
Que sea computacionalmente dif́ıcil para cualquier atacante
adivinar nuestra clave secreta a partir de nuestra clave públi-
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ca. Es decir, que el problema matemático en el que basemos
la seguridad del criptosistema sea intratable dentro del grupo
escogido.
Para el planteamiento del DLP debemos elegir un grupo donde se
cumplan todos estos requisitos. Los siguientes grupos, cumpliŕıan las
propiedades anteriores y, por tanto, seŕıan aptos para la definición
del problema.
1. Grupo multiplicativo de un grupo finito, F∗p. En este grupo
necesitaŕıamos las claves de mayor tamaño, 1024 o 2048 bits
para una seguridad estándar.
2. Grupo de puntos sobre una curva eĺıptica E(Fp). El tamaño de
las claves consideradas aqúı se reduce considerablemente res-
pecto al anterior a 160 bits.
3. La variedad jacobiana de una curva hipereĺıptica Jac(C)(Fp).
Nuevamente reducimos el tamaño de las claves, esta vez hasta
40 bits, aunque la complejidad de las operaciones en este cuerpo
es mayor que en el del punto 2.
En este trabajo, utilizaremos el grupo definido en el punto 3
para implementar el criptosistema ElGammal mediante curvas hi-
pereĺıpticas.
Existen algoritmos eficientes que permiten romper el problema
del logaritmo discreto para curvas de género g > 3, por lo que sola-
mente las curvas de géneros g = 1, 2, 3 son aptas para criptograf́ıa.




Las curvas hipereĺıpticas son una clase especial de curvas que
puede ser vista como una generalización de las curvas eĺıpticas, de
hecho, las curvas hipereĺıpticas pueden tener cualquier género g ≥ 1,
y en particular, las curvas de género g = 1 son curvas eĺıpticas, de
aqúı el hecho de la generalización. La teoŕıa de las curvas eĺıpti-
cas, ha sido extensamente estudiada durante muchos años por la
comunidad investigadora, sin embargo, no ha sido hasta hace po-
co cuando se ha comenzado a estudiar en mayor profundidad a las
curvas hipereĺıpticas, encontrando en ellas aplicaciones verdadera-
mente interesantes fuera del campo de la geometŕıa algebraica, como
la criptograf́ıa de clave pública, que utilizaremos en este trabajo.
En particular, las curvas hipereĺıpticas definidas sobre cuerpos
finitos de caracteŕıstica dos, son muy interesantes a la hora de la
implementación de códigos y criptosistemas.
A lo largo de este caṕıtulo, veremos una introducción a la teoŕıa
de las curvas hipereĺıpticas, especialmente, aquellos aspectos que
posteriormente serán utilizados para la implementación del cripto-
sistema ElGammal.
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1.2. Definiciones básicas
En la siguiente sección, presentaremos una serie de definiciones
referentes a las curvas hipereĺıpticas que nos serán de utilidad para
comprender su teoŕıa.
Definición 1.2.1 (Curva hipereĺıptica)
Sea F un cuerpo. Una curva hipereĺıptica C de género g sobre F
(g > 1) es una ecuación de la forma:
C : v2 + h(u)v = f(u) ∈ F[u, v], (1.1)
donde h(u) ∈ F[u] es un polinomio de grado por lo menos g, f(u) ∈
F[u] es un polinomio mónico de grado 2g + 1 y C no tiene puntos
singulares.
Definición 1.2.2 (Punto singular)
Un punto singular de C es una solución (u, v) ∈ F×F, el cual simul-
taneamente satisface la ecuación v2 + h(u)v = f(u) y las derivadas
parciales 2v + h(u) = 0 y h′(u)v − f ′(u) = 0.
Lema 1.2.1
Sea C una curva hipereĺıptica sobre F definida por la ecuación 1.1
(i) Si char(F) = 2, entonces, h(u) 6= 0
(ii) Si char(F) 6= 2, entonces, el cambio de variables u → v, v →
(v − h(u)
2
) transforma C a la forma v2 = f(u), donde deguf =
2g + 1.
(iii) Sea C una ecuación de la forma 1.1 con h(u) = 0 y char(F) 6= 2.
Entonces C es una curva hipereĺıptica si y solo si f(u) no tiene
ninguna ráız repetida sobre F̄.1
1Notar que F̄ es la clausula algebraica de F, es decir, aquella extensión de F donde cualquier
f(x) ∈ F[x] tiene todas sus ráıces.
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La justificación de los apartados (i) y (iii) se basa en el hecho de
que si no se cumplen las condiciones que anuncia, la curva tendŕıa
puntos singulares.
Definición 1.2.3 (Plano proyectivo)
Definimos un plano proyectivo sobre un cuerpo F de la forma:
P2(F) =
F3 \ {(0, 0, 0)}
∼
es decir, el conjunto de ternas (u, v, w) ∈ F3 distintas de (0, 0, 0)
agrupadas en clases según la relación de equivalencia ∼, donde,
[u, v, w] ∼ [u′, v′, w′]⇐⇒ ∃λ ∈ F\{0} t.q. u′ = λu, v′ = λv, w′ = λw
Se puede ver, que para cualquier elemento [u, v, w] ∈ P2(F), w 6= 0,






Definición 1.2.4 (Recta del infinito)
Definimos la recta del infinito r∞ como,
r∞ = {[u, v, 0] t.q. u, v ∈ F}
A continuación, consideramos la aplicación:
F× F −→ P2(F)
(u, v) 7−→ [u, v, 1]
Cuando trabajamos sobre el plano proyectivo, la curva C dada por
la ecuación 1.1 donde f(u) = u2g+1 +
∑2g
i=0 aiu
i, se transforma, por
la aplicación anterior, en la curva C̄ con ecuación:
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Definición 1.2.5 (Punto del infinito)
Definiremos el punto del infinito P∞ de C̄ como el punto que se
encuentra en la intersección de C̄ con la recta del infinito r∞, es
decir,
P∞ = C̄ ∩ r∞ = C̄ ∩ {w = 0} = [0, 1, 0]
Podemos verificar, que el punto P∞ es un punto singular de C̄ si la
curva es de género > 1.
De ahora en adelante, por curva hipereĺıptica C, entenderemos el
conjunto de puntos de C sobre el plano af́ın junto con el punto del
infinito P∞
Definición 1.2.6 (Opuesto)
Sea P = (x, y) un punto del plano af́ın de una curva hipereĺıpti-
ca. Definimos el opuesto de P como el punto P̃ = (x,−y − h(x)).
Definimos el opuesto de P∞ como el mismo P∞.
Si un punto P 6= P∞ satisface P = P̃ , entonces decimos que este
es un punto especial o ramificado.
1.3. Divisores
En esta sección veremos las propiedades básicas de los divisores
e introduciremos la Jacobiana de una curva hipereĺıptica.
Definición 1.3.1 (Divisor)




mP P, mP ∈ Z,
donde solamente un número finito de los enteros mP son distintos
de 0.
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El grado de D, llamado degD, es el entero
∑
P∈C mP .
El orden de D en P , es el entero mP , y lo escribiremos de la forma
ordP (D) = mP
El conjunto de todos los divisores de la curva hipereĺıptica C
denotado por D(C), junto con la operación de suma (D(C), +), for-









(mP + nP )P
El conjunto de todos los divisores de grado 0, denotado por
D0(C), es un subgrupo de D(C).
D0(C) = {D ∈ D(C) | degD = 0}
Definición 1.3.2 (Máximo común divisor)
Sean D1 =
∑
P∈C mP P y D2 =
∑
P∈C nP P dos divisores. Se define




min(mP , nP )P −
(∑
P∈C
min(mP , nP )
)
P∞
Se puede observar que g.c.d.(D1, D2) ∈ D0(C)
Hasta ahora, hemos definido los divisores de una curva hiper-
eĺıptica, que con la operación de suma, tienen estructura de grupo
aditivo. Este grupo, por si solo no tiene ninguna propiedad intere-
sante para la parte criptográfica que nos ocupa en este trabajo. Sin
embargo, podemos definir una relación que nos permita agrupar los
divisores de grado 0 en clases de equivalencia. Al conjunto cociente
formado por estas clases de equivalencia, se le llama variedad Jaco-
biana de una curva hipereĺıptica y tiene estructura de grupo finito.
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En particular, la propiedad más interesante para este trabajo de
dicha variedad, es la intratabilidad del problema del logaritmo dis-
creto, que nos permitirá la implementación de un criptosistema que
base sus seguridad en este problema.
1.4. Funciones polinómicas y racionales
Las funciones polinómicas y racionales son funciones a las que
les podemos asociar un divisor. El conjunto de divisores asociados
a este tipo de funciones, es conocido como divisores principales, y
dentro de la variedad Jacobiana, quedan agrupados en una clase que
actúa como elemento neutro del grupo finito.
1.4.1. Funciones polinómicas
Definición 1.4.1 (Anillo de coordenadas)




(v2 + h(u)v − f(u))
.
De la misma forma, el anillo de coordenadas de C sobre la clau-
sura algebraica F̄ se define como,
F̄[C] =
F̄[u, v]
(v2 + h(u)v − f(u))
.
A un elemento de F̄[C] = se le denomina función polinómica sobre
C.
Podemos ver que para cada función polinómica G(u, v) ∈ F̄[C],
podemos reemplazar repetidamente cualquier ocurrencia de v2 por
f(u)− h(u)v, para obtener una representación de la forma:
G(u, v) = a(u)− b(u)v, donde a(u), b(u) ∈ F̄[u].
1.4. FUNCIONES POLINÓMICAS Y RACIONALES 9
Es fácil ver, que la representación de G(u, v) en esta forma es
única.
Definición 1.4.2 (Conjugado)
Sea G(u, v) = a(u) − b(u)v una función polinómica en F̄[C]. El
conjugado de G(u, v) se define por la función polinómica
Ḡ(u, v) = a(u) + b(u)(h(u) + v).
Definición 1.4.3 (Norma)
Sea G(u, v) = a(u) − b(u)v una función polinómica en F̄[C]. La
norma de G es la función polinómica
N(G) = GḠ.
Lema 1.4.1
Sean G, H ∈ F̄[C] dos funciones polinómicas, se satisface que,
1. N(G) es un polinomio en F̄[u].
2. N(Ḡ) = N(G).
3. N(GH) = N(G)N(H).
Definición 1.4.4 (Grado)
Sea G(u, v) = a(u)− b(u)v una función polinómica no nula en F̄[C].
El grado de G se define como
deg(G) = max{2degu(a), 2g + 1 + 2degu(b)}.
Lema 1.4.2
Sean G, H ∈ F̄[C], se satisface que,
1. deg(G) = degu(N(G)).
2. deg(GH) = deg(G) + deg(H).
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3. deg(G) = deg(Ḡ)
1.4.2. Funciones racionales
Definición 1.4.5 (Cuerpo de funciones)
El cuerpo de funciones F (C) de C sobre F es el cuerpo de fracciones





| G, H ∈ F[C], H 6= 0
}
De la misma forma, el cuerpo de funciones F̄(C) sobre F̄ es el cuerpo
de fracciones de F̄[C]. Los elementos de F̄(C), se denominan funcio-
nes racionales sobre C.
Lema 1.4.3
Sea R ∈ F̄(C), y sea P ∈ C, P 6= P∞,
Se dice que R está definido en P si ∃ G, H ∈ F̄[C] tales que,
R = G
H
y H(P ) 6= 0.
Si R está definido en P , el valor de R en P se define como




Sea R = G
H
∈ F̄(C) una función racional, se satisface que,
1. Si deg(G) < deg(H), entonces R(P∞) = 0
2. Si deg(G) > deg(H), entonces R no está definido en P∞.
3. Si deg(G) = deg(H), entonces R(P∞) se define como el cociente
de los coeficientes ĺıderes (respecto a la función deg) de G y H.
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1.5. Ceros y polos
En la siguiente sección ampliaremos la información vista hasta
ahora introduciendo los conceptos de ceros y polos de las funciones
polinómicas y racionales.
Definición 1.5.1
Sea R ∈ F̄(C) una función racional no nula, y sea P un punto de la
curva C.
Si R(P ) = 0, entonces se dice que R tiene un cero en P .
Si R no está definido en P , entonces, se dice que R tiene un
polo en P , y lo escribimos como R(P ) =∞.
Lema 1.5.1
Sea G ∈ F̄[C] una función polinómica no nula, y sea P un punto de
la curva C. Si G(P ) = 0, entonces Ḡ(P̃ ) = 0, donde P̃ es el opuesto
de P .
Definición 1.5.2 (Orden)
Sea G = a(u) − b(u)v ∈ F̄[C] una función polinómica no nula, y
sea P un punto de la curva C. El orden de G en P , denotado por
ordP (G), se define como:
1. Si P = (x, y) 6= P∞,
r = max{n : (u− x)n|a(u) y (u− x)n|b(u)}.
Entonces, podemos escribir G(u, v) = (u− x)r(a0(u)− b0(u)v).
Si a0(x)− b0(x)y 6= 0 entonces s = 0
sino s = max{n : (u− x)n|N(a0(u)− b0(u)v)}.
Entonces,
si P es un punto ordinario, entonces ordP (G) = r + s.
sino P es un punto especial, entonces ordP (G) = 2r + s.
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2. Si P =∞, entonces
ordP (G) = −max{2degu(a), 2g + 1 + 2degu(b)}
Lema 1.5.2
Sea G1, G2 ∈ F̄[C] dos funciones polinómicas no nulas, y sea P un
punto de la curva C.
Supongamos que ordP (G1) = r1 y ordP (G2) = r2, entonces se cum-
ple que,
1. ordP (G1G2) = ordP (G1) + ordP (G2).
2. Si r1 6= r2, entonces, ordP (G1 + G2) = min(r1, r2).
3. Si r1 = r2 y G1 6= −G2, entonces, ordP (G1 + G2) ≥ r1
Lema 1.5.3
Sea G ∈ F̄[C] una función polinómica no nula, y sea P un punto de
la curva C, entonces,
ordP (G) = ordP̃ (Ḡ).
Teorema 1.5.1
Sea G ∈ F̄[C] una función polinómica no nula, entonces, G tiene un
número finito de ceros y polos. Además se cumple que,∑
P∈C
ordP (G) = 0
Definición 1.5.3
Sea R = G
H
∈ F̄(C) una función racional no nula, y sea P un punto
de la curva C. Se define el orden de R en P como
ordP (R) = ordP (G)− ordP (H).
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1.6. Divisores Principales
Llegados a este punto, hemos definido el concepto de orden de
una función racional en un punto, podemos definir el divisor de una
función racional. Una vez introducido este nuevo concepto, seremos
capaces de definir la variedad Jacobiana de una curva hipereĺıptica,
que es el verdadero objetivo de la teoŕıa vista hasta ahora.
Definición 1.6.1 (Divisor de R)






Si R = G
H
, entonces, div(R) = div(G)− div(H).
Se puede observar, que los puntos que forman parte del divisor
de una función racional, son aquellos que son o un cero o un polo
de la función.
Comentar que gracias al teorema 1.5.1, se puede deducir que el
número de puntos que forman parte del divisor es finito, y además,
este divisor siempre será de grado 0, es decir, div(R) ∈ D0(C).
Ejemplo 1.6.1
Si P = (x, y) es un punto ordinario de C, entonces div(u − x) =
P + P̃ − 2∞. Si P = (x, y) es un punto especial de C, entonces
div(u− x) = 2P − 2∞.
Lema 1.6.1
Sea G ∈ F̄[C] una función polinómica no nula, si div(G) =
∑
P∈C mP P ,
entonces, div(Ḡ) =
∑
P∈C mP P̃ .
Si R1, R2 ∈ F̄(C) son dos funciones racionales no nulas, podemos
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deducir del primer punto del lema 1.5.2 que,
div(R1R2) = div(R1) + div(R2)
Definición 1.6.2 (Divisor principal)
Un divisor D ∈ D0(C) se dice que es un divisor principal si D =
div(R) para alguna R ∈ F̄(C).
Al conjunto de todos los divisores principales se le denota por
P(C), es decir,
P(C) = {div(R)|R ∈ F̄(C)}.
Se cumple que P(C) es un subgrupo de D0(C).
Al grupo cociente Jac(C)(Fq) = D
0(C)
P(C) se le denomina variedad
Jacobiana de la curva C.
Sean D1, D2 ∈ D0(C) dos divisores, decimos que son equivalentes
si,
D1 ∼ D2 ⇐⇒ D1 −D2 ∈ P(C).
Con la variedad Jacobiana hemos conseguido agrupar el conjun-
to de los infinitos divisores de grado 0 de una curva hipereĺıptica en
clases de equivalencia, construyendo un grupo finito, donde, como
veremos más adelante, el problema del logaritmo discreto es intra-
table.
Una vez definido el grupo, solamente nos falta dar una representa-
ción a sus elementos de manera que podamos trabajar cómodamente
con ellos.
En la siguiente sección veremos la forma de representar polino-
mialmente un tipo espećıfico de divisores, conocidos como divisores
semirreducidos que serán como se define a continuación.




P∈C mP P un divisor. El soporte de D es el conjunto:
supp(D) = {P ∈ C | mP 6= 0}.
Definición 1.6.4 (Divisor semirreducido)





mi) P∞, donde cada mi ≥ 0 y donde los Pi son puntos finitos
tales que cuando Pi ∈ supp(D) entonces, P̃i 6∈ supp(D), a excepción
de cuando Pi = P̃i, en este caso mi = 1.
Lema 1.6.2
Para cada divisor D ∈ D0(C) existe un divisor semirreducido Di ∈
D0(C) tal que D ∼ D1.
De este último lema deducimos que para trabajar sobre la varie-
dad Jacobiana una representación que solamente nos permita repre-
sentar divisores semirreducidos nos es suficiente.
1.7. Representación de divisores semirreducidos
Como se ha comentado, necesitamos una forma de representar
los divisores semirreducidos mediante polinomios. En esta sección
veremos la forma de representar estos divisores. La representación







mi) P∞ un divisor semirreducido, donde Pi =
(xi, yi). Sea a(u) =
∏
(u−xi)mi . Entonces, existe un único polinomio
b(u) que satisface:
1. degub < degua.
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2. b(xi) = yi,∀i tal que mi 6= 0.
3. a(u)| (b(u)2 + b(u)h(u)− f(u)).
Entonces se satisface que,
D = gcd (div(a(u)), div(b(u)− v))
Según el teorema anterior, todo divisor semirreducido, puede ser
representado mediante una pareja de polinomios a(u), b(u) que sa-
tisfacen las condiciones del teorema. Por cuestiones de notación,
gcd(div(a(u)), div(b(u)−v)) normalmente se expresará como div(a(u),
b(u) − v) o como div(a, b). En esta notación, el elemento neutro se
expresa como div(1, 0).
El siguiente lema, junto con el teorema anterior nos proporcio-
na una condición necesaria y suficiente que tienen que cumplir dos
polinomios para que representen un divisor semirreducido
Lema 1.7.1
Sean a(u), b(u) ∈ F̄[u] dos polinomios tales que degub < degua. Si
a|(b2 + bh− f), entonces div(a, b) es un divisor semirreducido2.
1.8. Divisores Reducidos
En la siguiente sección, veremos los divisores reducidos, los cuales,
nos servirán para identificar cada elemento de Jac(C)(Fq).





mi) P∞ un divisor semirreducido. Si
∑
mi ≤
g, (donde g es el género de la curva C) entonces, se dice que D es
2Recordar que los polinomios f y h vienen dados por la ecuación de la curva hipereĺıptica
sobre la que estamos trabajando
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un divisor reducido.
A continuación veremos un lema que nos proporcionará una con-
dición suficiente para que dos polinomios representen un divisor re-
ducido.
Lema 1.8.1
Sean a(u), b(u) ∈ F̄[u] dos polinomios tales que degub < degua. Si
a|(b2+bh−f) y degua ≤ g, entonces div(a, b) es un divisor reducido.
A partir del teorema de Riemann-Roch [13] se puede probar el
siguiente resultado.
Teorema 1.8.1
Para cada divisor D ∈ D0(C) existe un único divisor reducido D1
tal que D ∼ D1.
1.9. Cardinalidad de la variedad Jacobiana
Como veremos más adelante, la seguridad de un criptosistema
basado en curvas hipereĺıpticas depende de las caracteŕısticas del
cardinal de la Jacobiana.
En esta sección veremos un algoritmo que dada una curva C/Fq,
nos permite calcular el cardinal de su variedad jacobiana Jac(C)(Fq).
Comentar, que el algoritmo que presentaremos a continuación es útil
cuando el cuerpo Fq es pequeño, ya que en caso contrario, el coste
temporal es muy elevado.
Este algoritmo se basa en las propiedades de la función-zeta.
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Definición 1.9.1 (Función-Zeta)
Sea C una curva hipereĺıptica definida sobre Fq, y sea Mr = #C(Fqr)
para r ≥ 1. Se define la función-zeta de C como:







Sea C una curva hipereĺıptica de género g definida sobre Fq y sea
Z(C/Fq; T ) la función-zeta de C. Entonces se satisface que,
1. La función Z(C/Fq; T ) es una función racional de la forma,
Z(C/Fq; T ) =
P (T )
(1− T )(1− qT )
,
donde P (T ) es un polinomio de grado 2g con coeficientes ente-
ros de la forma:






g+2 + . . . + qq−1a1T
2g−1 + qgT 2g.
2. El polinomio P (T ) factoriza de la siguiente manera,
P (T ) =
g∏
i=1
(1− αiT )(1− ᾱiT ),
donde cada αi es un número complejo de valor absoluto
√
q y
ᾱi corresponde al conjugado de αi.





donde |x| corresponde al valor absoluto de un número complejo
x.
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Del teorema anterior, podemos deducir que sobre una curva C
de género g, para calcular Nr para cualquier r, solamente nos hace
falta calcular los coeficientes a1, a2, . . . , ag de P (T ), determinando
aśı P (T ), después hay que factorizar P (T ) para obtener αi y final-
mente, utilizar el tercer punto del teorema anterior.
Se puede ver que para determinar los coeficientes a1, a2, . . . , a3,
solamente nos hace falta calcular el valor de M1, M2, . . . ,Mg.
De hecho lo que nos limita la utilidad de este algoritmo es el
cómputo de estos tres últimos valores, ya que se tiene que hacer
por búsqueda exaustiva, y si el cuerpo es muy grande se vuelve
intratable.
Seguidamente, exponemos un método para determinar Nr en el
caso de curvas de género 2.
A continuación, veremos un método para determinar Nr en curvas
de género 2, que son las que utilizamos en este trabajo.
Por búsqueda exaustiva, calcular M1 y M2.
Los coeficientes de P (T ) vienen dados por
a1 = M1 − 1− q y a2 =
M2 − 1− q2 + a21
2
.
Resolver la ecuación X2 + a1X + (a2 − 2q) = 0 para obtener
dos soluciones sobre los números complejos, γ1 y γ2.
Resolver X2−γ1X+q = 0 y obtener una solución α1, y resolver
X2−γ2X +q = 0 y obtener una solución α2 (α1, α2 complejos).
entonces, Nr = |1− αr1|2|1− αr2|2.
Teorema 1.9.2 (Hasse)






q − 1)2g, (√q + 1)2g
]
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1.10. Operaciones
En la siguiente sección se van a presentar una serie de algoritmos
para realizar operaciones sobre puntos de la variedad jacobiana de
una curva hipereĺıptica. Algunos de estos algoritmos, están presenta-
dos en [7] y nos servirán para divisores de la jacobiana de una curva
hipereĺıptica de género 2 definidas sobre un cuerpo finito binario
F2n .
Estas operaciones resultarán necesarias para la posterior imple-
mentación del criptosistema mediante este tipo de curvas.
1.10.1. Suma de Divisores
Para la suma de divisores utilizamos el algoritmo de Cantor, el
cual nos sirve para curvas hipereĺıpticas de cualquier género. El al-
goritmo es el siguiente:
Input: D1 = (U1, V1) and D2 = (U2, V2)
Output: D3 = (U3, V3) = D1 + D2
Ui = ui2x
2 + ui1x + ui0, Vi = vi1x + vi0, where i = 1, 2 and ui2 ∈ F2n
1. d← gcd(U1, U2, V1 + V2 + h) = s1U1 + s2U2 + s3(V1 + V2 + h)
2. U ← U1U2
d2
3. V ← s1U1V2+s2U2V1+s3(V1V2+f)
d
(mód U)
4. while degree(U) > g
U ← f+V h+V 2
U
V ← h + V (mód U)
fwhile
5. U3 ←MakeMonic(U)
6. V3 ← V
7. return (U3, V3)
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Notar que para realizar gcd(f1, f2, f3), podemos hacer las opera-
ciones
gcd(f1, f2) = c = a1f1 + a2f2
y
gcd(c, f3) = d = b1c + b2f3,
de manera que si substituimos c en la segunda operación obtenemos
d = (a1b1)f1 + (a2b1)f2 + b2f3.
A continuación podemos identificar s1 = (a1b1), s2 = (a2b1) y s3 =
b2, obteniendo aśı las si que utilizaremos en el algoritmo de Cantor
en los puntos 1 y 3.
En este algoritmo, los puntos de 1 a 3 son conocidos como parte de
composición, ya que hasta aqúı generamos un divisor semirreducido
equivalente a D3 y al resto se les llama parte de reducción ya que
calculamos ahora el divisor reducido que devolverá el algoritmo.
1.10.2. Doblado de un divisor
A continuación veremos el algoritmo de doblado de un divisor de
la Jacobiana de una curva hipereĺıptica presentado con el nombre
de HECDBL (HyperElliptic Double) en [7].
Input: D1 = (U1, V1)
Output: D2 = (U2, V2) = 2D1
Ui = x
2 + ui1x + ui0, Vi = vi1x + vi0, where i = 1, 2
1. U ′1 = U
2
1




3. S ← Sh−1 (mód U1)
4. V ′1 ← SU1 + V1
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6. U2 ←MakeMonik(U ′2)
7. V2 ← V ′1 + h (mód U2)
8. return (U2, V2)
Igual que en el algoritmo anterior, en este los puntos del 1 al 4 son
los llamados parte de composición, y el resto la parte de reducción.
Una vez vistos los algoritmos de suma y doblado, ahora estamos
preparados para ver el algoritmo de multiplicación de una constante
entera por un divisor.
1.10.3. Producto de una constante por un divisor
Para la implementación de este algoritmo se ha empleado el po-
pular algoritmo conocido como Campesino Ruso, el cual nos permite
realizar la multiplicación de una constante entera por un divisor uti-
lizando la suma y el producto. El pseudocódigo del algoritmo es el
siguiente.
Input: D1 = (U1, V1), k, where k ∈ N
Output: D2 = (U2, V2) = kD1
Ui = x
2 + ui1x + ui0, Vi = vi1x + vi0, where i = 1, 2
1. P = R← D1
2. if k ≡ 2 then




3. while E > 0 do
if E 6= k then
if E 6≡ 2 then








5. D2 ← R
4. return (D2)
1.10.4. Divisor mitad
Seguidamente, y antes de presentar el algoritmo del divisor mitad,
veamos su definición.
Definición 1.10.1 (Divisor Mitad)
Dado un divisor D de Jac(C)(Fq) se dice que D′ ∈ Jac(C)(Fq) es
un divisor mitad de D si satisface que 2D′ = D.
Pese a que el algoritmo del cálculo del divisor mitad no se utili-
zará posteriormente en la implementación del algosritmo de cifrado.
Se ha considerado importante su implementación como estudio de
las curvas hipereĺıpticas, ya que dicho algoritmo no se encontraba
implementado en las libreŕıas del software utilizado para el desarro-
llo de este trabajo.
Este algoritmo solamente nos servirá para curvas hipereĺıpticas
de género 2, y a diferencia de los vistos hasta ahora, este no es un
algoritmo directo, sino que depende de otros 4 algoritmos que serán
escogidos dependiendo de las caracteŕısticas del punto de entrada.
El divisor mitad de un divisor no tiene por qué existir, de manera,
que el algoritmo no siempre podrá calcularlo.
Veamos primero los 4 algoritmos necesarios para formar el algo-
ritmo del divisor mitad conocido como CHECHLV en [7].
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Al primero de ellos lo llamaremos HECHLV, y nos servirá para
puntos del tipo D2 = (U2, V2) = (x
2 + u21x + u20, v21x + v20).
Input: D2 = (U2, V1)





2 + ui1x + ui0, Vi = vi1x + vi0, where i = 1, 2
1. Compute c0, c1, c2
c2 = f4 + u21
c1 = f3 + h2v21 + u20 + c2u21
c0 = f2 + h2v20 + h1v21 + v
2
21 + c2u20 + c1u21
2. Determine k0, k1
k1h2 + k
2
1u21 + 1 = 0
k1h0 + k0h1 + k
2
0u21 + c1 = 0
3. Determine k = k1x + k0


























U ′1 = x
2 + u11x + u10
V2 ← V2 + h + kU2 (mód U1)
6. return (U1, V1)
Al segundo de los cuatro algoritmos, lo llamaremos HECHLV1→2
y nos servirá para puntos del tipo D2 = (U2, V2) = (x + u20, v20).
Input: D2 = (U2, V1) = (x + u20, v20)
Output: D1 = (U1, V1) = (x






1. Solve k1h2 + k
2
1u21 + c3 = 0
c3 ← f4 + u20, α← h2
if ∃k1 then
k′1 ← k1 + α
2. Select correct k1 by solving k1h0 + k0h1 + k
2
0 + c1 = 0
c2 ← f3 + c3u20, c1 ← f2 + h2v20 + c2u20
c0 ← f1 + h1v20 + c1u20, α← h1
if 6 ∃k0 then
k1 ← k′1, k1h0 + k0h1 + k20 + c1 = 0
fif
k′0 ← k0 + α
3. Select correct k0 by solving xh2 + x
2u11 + 1 = 0
u11 ←
√
k1h1 + k0h2 + k21u20 + c2
if 6 ∃x then
k0 ← k′0, u11 ←
√





k0h0 + k20u20 + c0
5. Compute V1 = V2 + h + kU2 (mód U1)
w ← h2 + k1, v11 ← h1 + k1u20 + k0 + u11w
v10 ← v20 + h0 + k0u20 + u10w
D1 ← (x2 + u11x + u10, v11x + v10)
return D1
fif
Al tercero de los algoritmos, lo llamaremos HECHLV2→1. Este
algoritmo lo utilizaremos en caso de que el punto de entrada sea de
la forma D2 = (x
2 + u20, v21x + v20).
Input: D2 = (U2, V1) = (x
2 + u20, v21x + v20)
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3. D1 = (x + u10, v10)
4. return D1
El cuarto y último de los algoritmos que formarán el algoritmo
del divisor mitad lo conoceremos por el nombre de HECHLV2 → 2
y nos servirá para puntos de entrada del tipo D2 = (x
2 +u20, v21x+
v20).
Input: D2 = (U2, V1) = (x
2 + u20, v21x + v20)
Output: D1 = (U1, V1) = (x








2. c2 ← f4, c1 ← f3 + h2v21 + u20 + c2u21,




3. Select correct algoritm
u11 ←
√





Solve x2u11 + xh2 + 1 = 0







k0h0 + k20u20 +
c0
k1
5. Compute V1 = V2 + h + kU2 (mód U1)
w ← h2 + k1u21 + k0 + k1u11
v11 ← v21 + h1 + k1u20 + k0u21 + u10k1 + u11w
v10 ← v20 + h0 + k0u20 + u10w
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D1 ← (x2 + u11x + u10, v11x + v10)
endif
6. return D1
Una vez vistos los cuatro ”sub-algoritmos”necesarios para formar
el algotitmo del divisor mitad, veamos ahora como debemos combi-
narlos para usar cada uno de ellos dependiendo del punto de entra-
da. Al algoritmo resultante, lo llamaremos Complete HECHLV,
y será el siguiente:
Input: D2 = (U2, V1)





2 + ui1x + ui0, Vi = vi1x + vi0, ui2 ∈ F2,
where i = 1, 2, h2 6= 0
1. if degree(U1) = 1 then
D1 ←HECHLV1→2(D2)
else
2. if degree(U1) = 2 and u11 = 0 then
D1 ←HECHLV2→2(D2)
else









Con el nacimiento de los sistemas criptográficos, se han ido desa-
rrollando técnicas cada d́ıa más novedosas. Con la aparición de los
criptosistemas de clave privada, apareció también el temor, de que
durante el intercambio de claves, el atacante pudiese estar escuchan-
do el canal de comunicación y copiase la clave, con lo cual tendŕıa
libre acceso a todos los datos cifrados con ella.
Para solventar este problema, aparecieron los esquemas de clave
pública, en los que cada usuario tiene un par de claves. Una pública,
que todo el mundo conoce y una privada, que solamente el dueño
conoce. La clave pública será la que permitirá a cualquier persona
cifrar un mensaje para este usuario, y la privada, será la que utilice
el propietario de la misma para descifrar cualquier mensaje que haya
sido cifrado con su clave pública. Gracias a esta técnica, cualquier
usuario puede comunicarse con un destinatario sin la necesidad de
intercambiar una clave en secreto (por un canal seguro). La segu-
ridad de estos criptosistemas, se basa en un problema matemático
intratable. Este problema, será el que nos permita averiguar la clave
privada a partir de la pública.
En el criptosistema que aqúı presentamos, el problema matemáti-
co es el problema del logaritmo discreto y su intratabilidad sobre
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la variedad Jacobiana de una curva hipereĺıptica definida sobre un
cuerpo finito. En este trabajo, se han utilizado curvas hipereĺıpticas
de genero 2 definidas sobre cuerpos de caracteŕıstica 2 (F2m).
La razón de trabajar sobre cuerpos de caracteŕıstica 2, es que
pueden ser implementados muy eficientemente.
En el siguiente caṕıtulo, veremos como aplicar la teoŕıa de curvas
hipereĺıpticas al criptosistema de clave pública ElGammal.
2.1. El problema del logaritmo discreto
Definición 2.1.1
Dada una curva hipereĺıptica C definida sobre Fq, el problema del
logaritmo discreto sobre Jac(C)(Fq) es el problema: dados dos divi-
sores D1, D2 ∈ Jac(C)(Fq) tal que D2 ∈< D1 >, determinar m ∈ Z
tal que D2 ∼ mD1. Este problema se conoce como HCDLP (Hi-
perelliptic Curve Discrete Logarithm Problem).
La utilidad de este problema es que, si la curva C reune una serie
de caracteŕısticas, no se conoce ningún algoritmo que nos permita
resolver el problema HCDLP con un coste subexponencial.
Es importante que la curva elegida no cumpla ninguna de las
siguientes caracteŕısticas, ya que en estos casos, el problema del
logaritmo discreto seŕıa tratable:
Cuando tenemos que encontrar el valor de m tal que D2 ∼
mD1, y D1 es un divisor de orden n tal que n|(qk − 1) para
algún k pequeño, 1 ≤ k ≤ 2000
log2q
, entonces el ataque de Frey
y Rück [5] permite reducir el problema del logaritmo discreto
sobre Jac(C)(Fq) al problema del logaritmo discreto sobre F∗qk ,
para el cual se conoce un algoritmo de coste subexponencial.
Cuando #Jac(C)(Fq) factoriza en números pequeños, gracias al
método de Silver, Pohlig y Hellman [11] o el método de Pollard
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se puede resolver el problema en coste O(
√
p′), donde p′ es el
número primo más grande que divide #Jac(C)(Fq).
Cuando el género g de la curva es grande (g >> q), Adleman,
DeMarris y Huang [1] demostraron que existe un algoritmo de
coste subexponencial para la resolución de HCDLP.
Si la curva elegida no cumple ninguna de las caracteŕısticas enu-
meradas arriba, entonces, el mejor algoritmo conocido para la re-
solución del HCDLP es el conocido como BSGS (Baby Step Giant
Step) [3] de Shanks que permite su resolución en un coste O(
√
n),
es decir, con un coste totalmente exponencial, de manera que el
problema se vuelve intratable.
Por tanto y siguiendo indicación de los puntos mencionados, para
garantizar la seguridad de nuestro criptosistema, deberemos plan-
tear el problema HCDLP sobre una curva que cumpla las siguientes
caracteŕısticas:
La curva ha de ser de género pequeño.
#Jac(C)(Fq) ha de ser divisible por un número n grande (Según
Koblitz [8], este ha de tener un mı́nimo de 40 decimales).
Este número primo grande n no ha de dividir qk−1 para ningún
k pequeño.
2.2. ElGammal
Como ya se ha mencionado anteriormente, ElGammal, es uno de
estos criptosistemas de clave pública que basa su seguridad en el
HCDLP.
En su versión inicial, para la implementación del criptosistema,
se determinaba un subgrupo ćıclico G de orden n del grupo multi-
plicativo de un cuerpo finito Fp (en el que el problema del logaritmo
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discreto sea intratable), con generador g ∈ G, el cual, puede ser
común para todos los usuarios.
En el grupo G, los participantes en la comunicación, deberán
elegir su clave pública y privada para realizar las operaciones de
cifrado y descifrado de los mensajes.
Participante A B . . .
Clave privada a ∈ [1, n− 1] b ∈ [1, n− 1] . . .
Clave pública ga gb . . .
Una vez elegidas las claves, los participantes, ya pueden inter-
cambiar mensajes de forma segura entre ellos.
2.2.1. Proceso de cifrado y descifrado
A continuación, veremos el proceso de cifrado y descifrado de un
mensaje m enviado desde el usuario B al usuario A.
1. B busca la clave pública de A (ga).
2. B escoge una entero k aleatorio tal que k ∈ [1, n− 1].
3. B calcula g′ = (ga)k.
4. B cifra el mensaje como: c′ = m · g′.
5. B calcula gaux = g
k.
6. B env́ıa el mensaje cifrado c a A como, c = (gaux, c
′).
7. A recibe c. Calcula ((gk)a)−1 y recupera el mensaje original
m = m · (ga)k · ((gk)a)−1.
Como ya se ha comentado anteriormente, gracias a los cripto-
sistemas de clave pública, entre los que se encuentra este, todo el
mundo puede enviar mensajes al resto de participantes. El proble-
ma que se plantea ahora, y que no teńıamos en los criptosistemas de
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clave compartida, es el poder verificar que un determinado mensaje
es realmente de la persona que dice que lo manda.
Para solucionar este problema, surge la firma digital, un meca-
nismo mediante el cual, y como su propio nombre indica, el emisor
de un mensaje puede firmarlo digitalmente, lo cual representaŕıa a
la firma en papel de cada persona, y aśı garantizar que realmente él
es el emisor.
A continuación, veremos el mecanismo de firma digital que utiliza
ElGammal.
2.2.2. Firma digital de ElGammal
A continuación, veremos el proceso que debe seguir un usuario B
para firmar un mensaje m que quiere enviar al usuario A.
1. B calcula un hash del mensaje, h = H(m).
2. B escoge un entero aleatorio k invertible en Zn tal que k ∈
[1, n− 1].
3. B calcula la firma del mensaje utilizando su clave privada, b,
s = k−1(h− bgk) (mód n)
4. B env́ıa junto al mensaje cifrado c la firma s.




Notar que a la hora de calcular el hash h del mensaje, podemos
hacerlo sobre el mensaje en texto claro o sobre el mensaje ya cifrado.
Notar igualmente, que a la hora de firmar un mensaje, B utiliza
su clave privada para firmarlo, mientras que el usuario A utiliza la
clave pública de B para comprobar si realmente el mensaje ha sido
firmado por B. Ya que la clave privada no la conoce nadie, la firma
solo será correcta si realmente la firma el auténtico emisor.
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Podemos comprobar que la igualdad que prueba A para verificar
















bgk − bgk︸ ︷︷ ︸
1
= gh
2.3. ElGammal mediante curvas hipereĺıpticas
A continuación, veremos como debemos adaptar el criptosistema
para su posterior implementación con curvas hipereĺıpticas. Como ya
se ha comentado anteriormente, para la implementación a realizar se
utilizan curvas hipereĺıpticas de género 2, por lo tanto, supondremos
a partir de aqúı que las curvas elegidas son de este género.
2.3.1. Setup
Para hacer posible el funcionamiento del criptosistema mediante
curvas hipereĺıpticas es necesario definir una serie de parámetros que
deberán ser comunes durante todo el proceso, es decir, durante la
elección de las claves de los participantes, el cifrado y descifrado y
la firma y verificación de los mensajes.
Los parámetros que definiremos serán los siguientes:
1. El cuerpo Fq sobre el que definiremos la curva (en nuestra im-
plementación q = 2m).
2. La curva C definida sobre Fq que cumpla con los requisitos de
seguridad enumerados al inicio del caṕıtulo.
3. El número primo n más grande que divide a #Jac(C)(Fq).
4. Un divisor D de orden n.
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Una vez establecidas estas bases, el siguiente paso es que los par-
ticipantes en la comunicación elijan sus respectivas claves públicas
y privadas.
2.3.2. Claves
Al igual que en el algoritmo básico de ElGammal, necesitaremos
para el proceso de comunicación las claves públicas y privadas de
cada participante. Supongamos que el usuario A quiere generar estos
elementos, entonces el proceso que llevaŕıa a cabo es el siguiente:
El usuario A lee el setup del sistema (generado en el punto
anterior).
Como clave privada, el usuario A escoge un entero a aleatorio
tal que 1 ≤ a ≤ n− 1.
Como clave pública, A calcula el divisor DA ∼ aD.
Podemos ver que un posible atacante que quiera encontrar el
entero a a partir de D y DA se encuentra ante el problema del loga-
ritmo discreto. Si la curva ha sido definida siguiendo las indicacio-
nes de seguridad comentadas anteriormente, entonces este problema
será intratable.
Debeŕıamos disponer de un algoritmo eficiente para realizar la
operación aD en un tiempo factible. En este caso, disponemos del
algoritmo del campesino ruso que ya hemos explicado.
2.3.3. Cifrado
A continuación, veremos el esquema de cifrado que debemos lle-
var a cabo para esta variante de ElGammal mediante curvas hiper-
eĺıpticas. El algoritmo es conocido como HCES (Hiperelliptic Curve
Encryption Scheme) y es una adaptación del ECES (Elliptic Curve
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Encryption Scheme), el cual, a su vez, es una variante de ElGammal
[4].
Para seguir el proceso, supongamos que el usuario B quiere enviar
un mensaje M al usuario A. Los pasos que B deberá seguir son
entonces:
1. B busca la clave pública de A (DA).
2. B representa el mensaje M en bloques de cuatro elementos,
donde cada bloque contendrá mi ∈ Fq, tal que 1 ≤ i ≤ 4.
3. B escoge un número entero k aleatorio tal que 1 ≤ k ≤ n− 1.
4. B calcula el divisor kDA = div(u
2 + a1u + a0, b1u + b0).
5. Si alguno de los elementos a1, a0, b1 o b0 = 0 volver al punto 3.
6. B recorre todos los bloques de 4 elementos cada uno y calcula
para cada bloque: c1 = m1a1, c2 = m2a0, c3 = m3b1 y c4 =
m4b0, formando aśı el mensaje cifrado C.
7. B calcula Daux = kD.
8. B env́ıa a A el mensaje cifrado (Daux, C).
2.3.4. Descifrado
Seguidamente, A recibe el mensaje cifrado (Daux, C) de B. El
proceso de descifrado que deberá seguir A para reconstruir el men-
saje original M es el siguiente:
1. A calcula aDaux = div(u
2 + a1u + a0, b1u + b0).
aDaux = akD = k(aD) = kDA = div(u
2 + a1u + a0, b1u + b0).
2. A recorre el mensaje C en bloques de 4 elementos y para cada
bloque recuperar los mi calculando: m1 = c1a
−1





1 y m4 = c4b
−1
0 , formando aśı el mensaje M .
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2.3.5. Ventajas e inconvenientes
En cuanto a la principal ventaja de este algoritmo, nos encontra-
mos con que si un atacante intentase descifrar el mensaje cifrado,
se encontraŕıa con el problema del logaritmo discreto sobre curvas
hipereĺıpticas.
Por ejemplo, si un atacante tuviese pinchado el canal de comu-
nicación, seŕıa capaz de conocer los parámetros D, DA, Daux y C.
Teniendo en cuenta, que para cifrar el mensaje se hace a partir de
kaD, y para descifrarlo a partir de aDaux = a(kD) = kaD, un
posible atacante tendŕıa que poder calcular el divisor kaD para des-
cifrarlo. Esto podŕıa hacerlo de dos maneras:
1. A través de aDaux si el atacante conoce a.
2. A través de kDA si conoce k.
Como se puede ver, en cualquiera de los dos casos, se encuentra
con que tiene que resolver el problema del logaritmo discreto sobre
Jac(C)(Fq).
Como desventaja del algoritmo, y que ya ocurre en la versión
inicial de ElGammal, nos encontramos con que el mensaje cifrado
ocupa más espacio que el original.
Una vez visto el cifrado y descifrado de esta variante de ElGam-
mal, veamos a continuación como seŕıa el proceso de cifrado.
2.4. Firma digital mediante curvas hipereĺıpti-
cas
Para la implementación de la firma digital, se ha utilizado una
adaptación del ECSS (Elliptic Curve Signature Scheme), el cual, a su
vez, es la variante Nyberg-Rueppel [10] de ElGammal para trabajar
sobre curvas hipereĺıpticas.
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A continuación veremos los algoritmos para la firma y verificación
de mensajes mediante el esquema mencionado.
2.4.1. Firma del mensaje
Supongamos que el usuario B quiere firmar el mensaje M que va
a enviar al usuario A, entonces, los pasos que debe seguir son los
siguientes:
1. B calcula el hash del mensaje, h = H(M).
2. B escoge un entero aleatorio k tal que, 1 ≤ k ≤ n− 1.
3. B calcular el divisor kD = div(u2 + a1u + a0, b1u + b0).




5. B calcula r = a′0 + h (mód n)
6. B calcula con su clave privada, s = k − br (mód n).
7. B envia junto con el mensaje cifrado la firma (r, s).
Una vez visto el proceso de firma, veamos cual seŕıa el proceso
de verificación.
2.4.2. Verificación de la firma
Una vez A recibe el mensaje de B debe verificarlo, y para ello,
tiene que seguir los siguientes pasos:
1. A consulta la clave pública de B, DB.
2. A calcula el hash del mensaje h = H(M).
1Esta función transforma un elemento de Fq a un entero. La encontraremos explicada en
la implementación.
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3. A calcula el divisor sD + rDB = div(u
2 + a1u + a0, b1u + b0).
sD + rDB = (k − br)D + rDB = kD − rbD + rDB =
div(u2 + a1u + a0, b1u + b0)
4. A transforma a0 a entero, a
′
0 = ToInteger(a0).
5. A calcula r′ = a′0 + h (mód n).
6. A acepta la firma si se cumple que r = r′.
Notar que para cifrar el mensaje utilizamos una función de hash
sobre el mensaje M . Esta función de hash a parte de ser en un solo
sentido (a partir de un mensaje se puede calcular su valor, pero a
partir de un valor no se puede calcular el mensaje), debe tener una
probabilidad de colisión lo mas baja posible por el siguiente motivo.
Cada firma (r, s), queda ligada a un mensaje por medio de la función
de hash H(M) (mód q). De manera, que una misma firma puede
firmar todos los mensajes M ′ que cumplan que H(M ′) = H(M). Si
la función de hash que elegimos tiene una elevada probabilidad de
colisión, a un atacante le resultaŕıa más fácil interceptar un mensaje,
y substituirlo por otro que tenga el mismo hash. Cuando A recibiese
este mensaje y lo verificase con la firma original, no se daŕıa cuenta
de que el mensaje original ha sido cambiado.
Si un supuesto atacante cambiase el mensaje M por otro, al hacer
el hash del mensaje, el valor obtenido seŕıa diferente de h (siempre y
cuando la función de hash, como hemos comentado sea resistente a
colisiones), y por lo tanto durante el proceso de verificación se veŕıa
el engaño.
Otro posible ataque seŕıa el intentar cambiar el mensaje y la
firma, en cuyo caso, para firmar en nombre de B a partir de su clave
pública DB y el divisor D del setup del sistema, necesitaŕıa poder
calcular su clave privada b, y para ello necesitaŕıa saber resolver el
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problema del logaritmo discreto sobre curvas hipereĺıpticas.
Una vez vista la teoŕıa de la variante de ElGammal mediante
curvas hipereĺıpticas, podemos pasar a ver su implementación.
Caṕıtulo 3
Implementación
A lo largo del actual caṕıtulo, presentaremos el software utiliza-
do para el desarrollo del trabajo, aśı como el código fuente de los
algoritmos implementados.
3.1. Software Utilizado
Para el desarrollo de este trabajo se ha utilizado un software
algebraico llamado MAGMA [2]. Es un paquete de software desa-
rrollado para solucionar problemas computacionalmente duros tanto
de álgebra, teoŕıa de números, geometŕıa y combinatoria.
MAGMA nos proporciona un entorno donde realizar operaciones
con objetos de los campos mencionados arriba.
Este paquete de software está desarrollado y distribuido por el
Grupo de computación algebraica de la Escuela de Matemáticas y
Estad́ısticas de la universidad de Sydney. Se encuentra disponible
bajo licencia propietaria para Windows, Linux y Mac OS.
Para este trabajo se ha utilizado la versión 2.10-8, aunque ac-
tualmente ya se encuentra disponible la versión 2.13-14.
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42 CAPÍTULO 3. IMPLEMENTACIÓN
3.2. Funciones implementadas
A continuación veremos las funciones implementadas en MAG-
MA y que nos serán de gran utilidad para el criptosistema.
3.2.1. Suma de dos divisores
Para la implementación de esta función se ha utilizado el algo-
ritmo de cantor presentado en la sección 1.10.1. Esta función toma
como parámetros de entrada dos divisores D1 y D2 a sumar y la
curva hipereĺıptica C sobre la que están definidos. Como resultado
nos devuelve la suma de ambos divisores D3 = D1 + D2.






f, h := HyperellipticPolynomials(C);
c, a1, a2 := ExtendedGreatestCommonDivisor(U1,U2);




U := Numerator( (U1*U2)/(d^2) );
V := ( s1*U1*V2 + s2*U2*V1 + s3*(V1*V2+f) );
temp, V := Quotrem( V, U );
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while Degree(U) gt 2 do
U := Numerator( ( f + V*h + V^2)/U );
temp, V := Quotrem( h + V, U);
end while;





3.2.2. Doblado de un divisor
La siguiente función es la implementación del algoritmo HECDBL
presentado en 1.10.2. La función toma como parámetros el divisor D
a doblar y la curva hipereĺıptica C sobre la que está definido. Como
retorno nos devuelve el divisor doblado D2 = 2D.




f, h := HyperellipticPolynomials(C);
U1p := U1^2;
S := ( f + h*V1 + V1^2 ) / U1;
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S := Numerator(S);
invh := InverseMod( h, U1 );
temp, S := Quotrem( S*invh, U1 );
V1p := S*U1 + V1;
U2p := Numerator( ( f+ h*V1p + V1p^2) / U1p );
U2 := U2p/( Coefficients(U2p)[#Coefficients(U2p)] );






3.2.3. Producto de una constante entera por un divisor
La siguiente función implementa el algoritmo del campesino ruso
presentado en 1.10.3. Toma como parámetros de entrada el divisor
D1, la constante entera k y la curva hipereĺıptica C. Como resultado
nos devuelve el divisor D2 = kD1.
load "funciones/suma.m";
load "funciones/doblado.m";
CampesinoRuso := function( D1, k, C)
P := D1;
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R := D1;
J := Jacobian(C);
f, h := HyperellipticPolynomials(C);
if (k mod 2) eq 0 then




while E gt 0 do
if E ne k then
if ( E mod 2 ) eq 1 then
R := SumaPuntos(R, P, C);
end if;
end if;
P := DoblaPunto(P, C);





A continuación veremos todas las funciones necesarias para la
implementación del divisor mitad. Como ya hemos comentado an-
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teriormente, esta función no se utilizará posteriormente en el crip-
tosistema, pero hemos considerado importante su implementación
ya que esta no está incluida en la libreŕıa matemática utilizada. La
implementación corresponde al algoritmo HECHLV presentado en
la sección 1.10.4. Como ya hemos visto, para la implementación del
algoritmo completo, se utilizan otros 4 subalgoritmos o funciones.
Seguidamente, veremos cada uno de ellos.
A la hora de calcular el divisor mitad, nos podemos encontrar con
la situación de que este no exista, en cuyo caso, en todos las funcio-
nes, hemos optado por devolver como valor de retorno el divisor de
entrada.
Todas las funciones toman como entrada el divisor D2 y la curva
hipereĺıptica C. Como resultado, nos devuelve el divisor mitad D1 =
D2
2
o D2 si no existe D1.
HECHLV: La función HECHLV queda pues implementada de
la siguiente manera.




f, h := HyperellipticPolynomials(C);
if IsEmpty( Roots(h) ) and (Degree(h) eq 2) and
(Degree(U2) eq 2) and (Coefficients(U2)[2] ne 0)
and (Coefficients(U2)[1] ne 0) and (Degree(V2) eq 1)
and (Coefficients(V2)[1] ne 0) then
h0 := Coefficients(h)[1];










c2 := f4 + u21;
c1 := f3 + h2*v21 + u20 + c2*u21;
c0 := f2 + h2*v20 + h1*v21 + v21^2 + c2*u20 + c1*u21;




k0 := Roots( k1[1][1]*h0 + x*h1 + (x^2)*u21 + c1, P );
k_1 := 1;
if IsEmpty(k0) then
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u11 := SquareRoot( k1*h1 + k0*h2 + (k1^2)*u20
+ k0^2 + c2/k1 );
u10 := SquareRoot( k0*h0 + (k0^2)*u20 + c0/k1 );
k := k1*x + k0;
V1p := V2 + h + k*U2;
U1p := ( f + h*V1p + V1p^2 )/( (k1^2)*U2 );
k0 := ( k1*h2 + k1*u21 + 1 )/( k1^2 );
k1 := ( k1*h0 + k0*h1 + (k0^2)*u21 + c1 )/( k1^2 );
if k1 ne 0 then
u11 := SquareRoot( ( k1*h1 + k0*h2 + (k1^2)*u20
+ k0^2 + c2 )/( k1^2 ) );
u10 := SquareRoot( k0*h0 + (k0^2)*u20 + c0 )/
( k1^2 );
U1 := SquareRoot(U1p);









HECHLV1→2: Veamos ahora la implementación de hechlv1→2.
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f, h := HyperellipticPolynomials(C);
if (Degree(U2) eq 1) and (Coefficients(U2)[1] ne 0) and











c3 := f4 + u20;
alpha := h2;





k1p := k1 + alpha;
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c2 := f3 + c3*u20;
c1 := f2 + h2*v20 + c2*u20;
c0 := f1 + h1*v20 + c1*u20;
alpha := h1;
k0 := Roots( k1*h0 + x*h1 + x^2 + c1);
if IsEmpty(k0) then
k1 := k1p;
k0 := Roots( k1*h0 + x*h1 + x^2 + c1);
end if;
k0 := k0[1][1];
k0p := k0 + alpha;
u11 := SquareRoot( k1*h1 + k0*h2 + (k1^2)*u20 + c2 );
if IsEmpty( Roots(x*h2 + x^2*u11 + 1 ) ) then
k0 := k0p;
u11 := SquareRoot( k1*h1 + k0*h2 + (k1^2)*u20 + c2 );
end if;
u10 := SquareRoot( k0*h0 + (k0^2)*u20 + c0 );
w := h2 + k1;
v11 := h1 + k1*u20 + k0 + u11*w;
v10 := v20 + h0 + k0*u20 + u10*w;








HECHLV2→1: Seguidamente, veremos la función que implemen-
ta el algoritmo hechlv2→2
hechlv21 := function( D2, C)
if (Degree(D2[1]) eq 2) and (Coefficients(D2[1])[2] eq 0) and
(Coefficients(D2[1])[1] ne 0) and (Degree(D2[2]) eq 1) and
(Coefficients(D2[2])[1] ne 0) then
J := Jacobian(C);








u10 := SquareRoot( u20 );
hu10 := Evaluate(h, u10);
v10 := ( v21*hu10 - u10^4 - f3*u10^2 - f1 )/( h1 );
return J![ x + u10, v10];
else




HECHLV2→2: La última función para completar el algoritmo
del divisor mitad.
load "funciones/hechlv21.m";
hechlv22 := function ( D2, C )
if (Degree(D2[1]) eq 2) and
(Coefficients(D2[1])[2] eq 0) and
(Coefficients(D2[1])[1] ne 0) and
(Degree(D2[2]) eq 1) and
(Coefficients(D2[2])[1] ne 0) then
J := Jacobian(C);
















c1 := f3 + h2*v21 + u20 + c2*u21;
c0 := f2 + h2*v20 + ( h1 + v21 )*v21
+ c2*u20 + c1*u21;
k0 := ( k1*h0 + c1 )/( h1 );
u11 := SquareRoot( k1*h1 + k0*h2 + (k1^2)*u20
+ k0^2 + c2/k1 );
if IsEmpty( Roots(x*h2 + (x^2)*u11 + 1) ) then
D1 := hechlv21(D2, C);
else
u10 := SquareRoot( k0*h0 + (k0^2)*u20 + c0/k1 );
w := h2 + k1*u21 + k0 + k1*u11;
v11 := v21 + h1 + k1*u20 + k0*u21 + u10*k1 + u11*w;
v10 := v20 + h0 + k0*u20 + u10*w;







Complete HECHLV: Por último, la implementación la función
del algoritmo completo del divisor mitad.




chechlv := function(D1, C)
U1 := D1[1];
if Degree(U1) eq 1 then
D2 := hechlv12(D1, C);
else
if (Degree(U1) eq 2) and (Coefficients(U1)[2] eq 0) then
D2 := hechlv22(D1, C);
else
if (Degree(U1) eq 2) and (Coefficients(U1)[2] ne 0) then








3.2.5. Conversión de un elemento de F2m a entero
La siguiente función se utiliza durante el algoritmo de cifrado, y
sirve para transformar un elemento a ∈ F2m a un número entero.
Nos será de utilidad tanto en el cifrado como en el descifrado. La
función es la siguiente:
ToInteger := function(element)
binario := ElementToSequence(element);




while i lt elementos do
if binario[i+1] eq 1 then
entero := entero + 2^i;
end if;




La función se basa en lo siguiente.
Supongamos que tenemos un cuerpo F2m donde 2m es el núme-
ro de elementos que contiene el cuerpo. Podemos representar sus
elementos como una suma del tipo:
a = x0g
0 + x1g
1 + . . . + xm−2g
m−2 + xm−1g
m−1,
donde g es un elemento generador de F2m y las xi pueden ser 0 o 1,
ya que nos encontramos en un cuerpo binario. Para la representación




2 + . . . + xm−22
m−2 + xm−12
m−1,
Nuevamente, las xi serán o bien 0 o 1, y de esta manera, consegui-
remos la representación decimal de un elemento de F2m .
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3.3. Cardinal de la variedad Jacobiana
Gracias a este algoritmo, podemos calcular el cardinal de la va-
riedad jacobiana de una curva definida sobre F2 y posteriormente
extendida a F2m . Este algoritmo además solamente nos servirá para
curvas de género 2.





f := x^5 + Random(F)*x^4 + Random(F)*x^3 +





a1 := M1 - 1 - q;
a2 := (M2 -1 - q^2 + a1^2)/2;
CF := ComplexField(500);
CR<y> := PolynomialRing(CF);
raices := Roots(y^2 + a1*y + (a2 - 2*q));
gamma1 := raices[1][1];
gamma2 := raices[2][1];
alpha1 := Roots(y^2 - gamma1*y + q)[1][1];







Una vez vistas las funciones que utilizaremos para la implementa-
ción del criptosistema, podemos pasar a ver la verdadera implemen-
tación de ElGammal. Veremos el proceso de setup del criptosistema,
la generación de claves y finalmente el cifrado y descifrado junto a
la firma y verificación de mensajes.
Iremos viendo cada una de las partes del esquema de cifrado en el
orden en que se deben ir realizando para su correcto funcionamiento.
3.4.1. Setup
Seguidamente, presentamos el proceso de configuración del siste-
ma, que servirá a los participantes para elegir sus claves públicas y
privadas y el posterior uso del criptosistema.
Este proceso solamente se debe realizar cuando queramos cambiar
la configuración del criptosistema, pero con una misma configura-
ción, se pueden cifrar y descifrar tantos mensajes como se desee.
La gran ventaja que incorpora este proceso de setup, es que, no
tan sólo permite elegir curvas en el cuerpo base F2 para posterior-
mente hacer su extensión a un cuerpo mayor F2r , sino que también
nos permitirá elegir curvas en cuerpos mayores del tipo F2r′ , para
posteriormente hacer su extensión a un cuerpo todav́ıa mayor, F2r′·r .
De esta forma, podemos elegir entre una gran variedad de curvas.
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Como hemos visto en las pruebas, para m grandes era más efi-
ciente el hacer el setup sobre cuerpos con r′ > 1, pero debemos tener
en cuenta, que si elegimos una r′ muy grande el coste temporal del
proceso de setup crecerá exponencialmente, aśı que debemos buscar








f := y^5 + Random(F)*y^4 + Random(F)*y^3 + Random(F)*y^2 +
Random(F)*y + Random(F);
C := HyperellipticCurve(f,h);







while (#temp lt 20) or (divide eq 1) do
h := IrreduciblePolynomial(F,2);
f := y^5 + Random(F)*y^4 + Random(F)*y^3 + Random(F)*y^2 +
Random(F)*y + Random(F);
C := HyperellipticCurve(f,h);









while k lt 7 do
if (n mod (((q^r)^k)-1)) eq 0 then
divide := 1;
end if;




while order ne n do
D := Random(J);
order := Order(D);
valido, factores := IsDivisibleBy(order, n);
if valido eq true then













PrintFile( file, "r := " );
PrintFile( file, r );
PrintFile( file, ";" );
PrintFile( file, "rp := " );
PrintFile( file, rp );
PrintFile( file, ";" );
PrintFile( file, "F := GF(2^(r*rp));" );
PrintFile( file, "P<y> := PolynomialRing(F);" );
PrintFile( file, "f := " );
PrintFile( file, f );
PrintFile( file, ";" );
PrintFile( file, "h := " );
PrintFile( file, h);
PrintFile( file, ";" );
PrintFile( file, "n := " );
PrintFile( file, n);
PrintFile( file, ";" );
PrintFile( file, "C := HyperellipticCurve(f, h);" );
PrintFile( file, "J := Jacobian(C);" );
PrintFile( file, "D := J![" );
PrintFile( file, "y^2 + (");
PrintFile( file, Coefficients(D[1])[2]);
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PrintFile( file, ")*y + " );
PrintFile( file, Coefficients(D[2])[1]);
PrintFile( file, "];" );
Podemos ver, que durante el proceso de configuración buscamos
curvas que cumplan todos los requisitos de seguridad para que el
problema del logaritmo discreto sea intratable.
Como curiosidad, destacar que primero buscamos una curva defi-
nida sobre el cuerpo base F2r′ , una vez definida la curva nos movemos
a su extensión F2r′·r y aqúı comprobamos que sea una curva de las
que nos interesa. Realizamos este proceso, ya que hemos comproba-
do que resulta más eficiente temporalmente el realizar los cálculos
de esta manera que no definiendo la curva directamente sobre F2r′·r .
Cuando nos interese cambiar el setup del sistema solamente ten-
dremos que ejecutar de nuevo este algoritmo, el cual nos genera
un fichero setup.cfg de tipo magma, el cual deberán leer los parti-
cipantes en la comunicación. Como parámetro a modificar de este
algoritmo, tenemos rp (en el texto r′), que será el elemento F2r′ y
r, que será la estensión del cuerpo base, y el resto de funciones y
divisores se calcularán aleatoriamente.
3.4.2. Claves
Para la generación de claves hemos optado por un algoritmo que
nos genere las claves públicas y privadas de dos participantes (ne-
cesarios para una comunicación). Este algoritmo lee el fichero se-
tup.cfg, y tras generar las claves de cada uno de los participantes,
guardas sus claves en distintos ficheros tipo magma.
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El proceso de generación de claves se debe realizar cada vez que
se cambie el setup del sistema, o con un mismo setup, se puede




PrivateKeyA := Random(1, n-1);
PublicKeyA := CampesinoRuso(D, PrivateKeyA, C);
PrivateKeyB := Random(1, n-1);




PrintFile(fileA, "PrivateKeyA := ");
PrintFile(fileA, PrivateKeyA);
PrintFile(fileA, ";");
PrintFile(fileB, "PrivateKeyB := ");
PrintFile(fileB, PrivateKeyB);
PrintFile(fileB, ";");
PrintFile(file, "PublicKeyA := J![");
PrintFile(file, "y^2 + (");
PrintFile(file, Coefficients(PublicKeyA[1])[2]);






PrintFile(file, ")*y + ");
PrintFile(file, Coefficients(PublicKeyA[2])[1]);
PrintFile(file, "];");
PrintFile(file, "PublicKeyB := J![");
PrintFile(file, "y^2 + (");
PrintFile(file, Coefficients(PublicKeyB[1])[2]);





PrintFile(file, ")*y + ");
PrintFile(file, Coefficients(PublicKeyB[2])[1]);
PrintFile(file, "];");
Los parámetros que podŕıamos editar en este algoritmo para
adaptarlo a una ejecución personalizada seŕıan el nombre del fiche-
ro de setup y los nombres de los ficheros de las claves públicas y
privadas.
3.4.3. Cifrado y firma
El algoritmo que aqúı presentamos, tiene la finalidad de cifrar
y firmar un mensaje que enviará el usuario B al usuario A. Para
ello, leerá la clave pública de A y la clave privada de B, aśı como el
fichero de setup para poder llevar a cabo las operaciones necesarias.
El algoritmo lee un fichero de texto definido en la variable origen,
y que podemos editar a nuestro gusto y genera un fichero de salida
definido en la variable destino, la cual también podemos editar.








K := Random(1, n-1);
KeyBA := CampesinoRuso( PublicKeyA, K, C );
U := KeyBA[1];
V := KeyBA[2];
while (Coefficients(U)[3] eq 0) or
(Coefficients(U)[2] eq 0) or
(Coefficients(U)[1] eq 0) or
(Coefficients(V)[2] eq 0) or
(Coefficients(V)[1] eq 0) do
K := Random(1, n-1);








while i lt ( Num ) do
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m[i] := StringToCode(file[i]);








while i lt (Num) do
temp := temp + m[i]*(256^j);
if temp lt maxnum then
mc[k] := temp;
i := i + 1;








while (i mod 4) ne 0 do
mc[i+1] := 32;


















i := i + 4;
end while;
Daux := CampesinoRuso( D, K, C );
PrintFile(destino, "Daux := J![");
PrintFile(destino, "y^2 + (");
PrintFile(destino, Coefficients(Daux[1])[2]);





PrintFile(destino, ")*y + ");
PrintFile(destino, Coefficients(Daux[2])[1]);
PrintFile(destino, "];");





k := Random(1, n-1);
kD := CampesinoRuso(D, k, C);
a0 := Coefficients(kD[1])[1];
rf := (ToInteger(a0) + e) mod n;
sf := (k - PrivateKeyB*rf) mod n;
PrintFile(destino, "rf := ");
PrintFile(destino, rf);
PrintFile(destino, ";");
PrintFile(destino, "sf := ");
PrintFile(destino, sf);
PrintFile(destino, ";");
printf "\n\n\nMensaje cifrado y firmado guardado en
%o\n\n\n", destino;
Una vez el mensaje cifrado y firmado ha sido guardado en el
fichero destino, el usuario A ya podŕıa pasar a su verificación y
descifrado.
3.4.4. Verificación y Descifrado
Antes de proceder al descifrado del mensaje, el usuario A ve-
rificará si realmente el mensaje es de B, ya que si no fuese aśı,
evitaŕıamos realizar todo el proceso de descifrado.
Nuevamente y como en el resto de algoritmos, podemos definir
las variables origen y destino aśı como el nombre del resto de ficheros
si es que los hemos modificado.
El código necesario para su implementación es el siguiente.









Div := SumaPuntos(CampesinoRuso(D, sf, C),
CampesinoRuso(PublicKeyB, rf, C), C);
a0 := Coefficients(Div[1])[1];
rp := (ToInteger(a0) + e) mod n;
if rp eq rf then
printf "\n\n\nFirma correcta\n";


















M[i+3] := c[i+3]/b0i;$$m_6, m_7, m_8 = 32$$







while i lt (#M +1) do
q := Numerator(M[i]);
while q gt 256 do
q, re := Quotrem(q, 256);
temp[j] := re;




while j lt (#temp + 1) do
codigos[k] := temp[j];
j := j + 1;
k := k + 1;
end while;
j := 1;
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while i lt (#codigos + 1) do
texto := texto * CodeToString(codigos[i]);
i := i + 1;
end while;
PrintFile(destino, texto);
printf "Mensaje descifrado guardado en %o\n\n\n",
destino;
else
printf "\n\n\nFirma rechazada, el mensaje ha sido
alterado\n\n\n";
end if;
Una vez realizado este último paso, el usuario A ya tiene el men-
saje descifrado si es que la firma era correcta.
Hay que comentar que tanto en el cifrado y descifrado de los
mensajes, nos vemos obligados a transformar el texto a enteros con
los que poder operar (mediante la función ToInteger vista antes).
En la siguiente sección, veremos como se lleva a cabo este proceso.
3.4.5. Transformación del texto
Como ya hemos comentado, para poder operar con un mensaje
de texto en claro, primero es necesario transformarlo a enteros con
los que poder realizar operaciones matemáticas. De este modo, el
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primer paso necesario para el cifrado de mensajes, es el transformar
cada carácter a su código ASCII.
Si recordamos el esquema de cifrado, hemos comentado que teńı-
amos que ir agrupando el mensaje en bloques de cuatro elementos
para cifrar el mensaje. Inicialmente podŕıamos pensar en ir cifrando
el mensaje en bloques de cuatro carácteres, aunque de esta manera,
a parte de aumentar el tamaño del mensaje cifrado, estaŕıamos au-
mentando el número de operaciones a realizar, por eso se ha pensado
en el siguiente tipo de agrupación.
Estamos trabajando sobre Jac(C)(F2m), cuyo número de elemen-
tos es n. Por otra parte, el código ASCII al que transformamos ini-
cialmente el texto está formado por enteros en el rango [0 − 255],
es decir, tenemos el texto en base 256. La agrupación que hemos
pensado es el ir transformando el texto a base 10 e ir sumando
tantos carácteres como podamos sin rebasar el ĺımite de n − 1. A
continuación veremos un ejemplo ilustrativo.
Ejemplo 3.4.1
Supongamos n = 200000000000 y que tenemos que cifrar el texto,
M = hola que tal estas
Inicialmente, transformaremos el texto a ASCII,
M ′ = 104 111 108 97 32 113 117 101 32 116 97 108
32 101 115 116 97 115
Ahora, tenemos el texto en base 256, por lo tanto, el siguiente
paso es su transformación a base 10, siempre, sin rebasar n, y lo
haremos de la siguiente manera:
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m1 = 104·2560+111·2561+108·2562+97·2563+32·2564 = 139073449832
Notar, que si intentásemos añadir el siguiente caracter a m1 re-
vasaŕıamos el ĺımite n.





Hay que notar, que tenemos que agrupar el mensaje en bloques
de 4 elementos, por eso añadimos m6, m7 y m8, a los cuales, para
no alterar el mensaje original, les asignamos el código ASCII del
espacio en blanco, por tanto:
m6 = m7 = m8 = 32
Aśı pues, obtenemos el mensaje listo para ser cifrado
M ′′ = 139073449832 543520113 543973748
1635021669 115 32 32 32,
Finalmente hemos pasado de cifrar un mensaje de 18 carácteres
a uno de 8.
Una vez descifrado el mensaje, tendremos que ir deshaciendo es-
ta agrupación para obtener nuevamente M ′ y a partir de esta, el
mensaje original M .
Caṕıtulo 4
Pruebas
En este caṕıtulo mostraremos una serie de pruebas tanto de las
operaciones implementadas como del criptosistema ElGammal.
Todas las pruebas han sido realizadas en un ordenador Intel Ce-
trino con una frecuencia de reloj de 1,8GHz, una caché de 2MB y
1GB de RAM.
4.1. Operaciones
Seguidamente mostraremos las pruebas con cada una de las ope-
raciones implementadas sobre divisores de una curva hipereĺıptica
C definida sobre un cuerpo F2m . En la tabla 4.1 podremos ver los
resultados obtenidos para cada una de ellas y aśı comparar los re-
sultados.
Cada una de las pruebas se ha realizado de la siguiente manera:
1. Suma de divisores: En esta prueba se ha realizado la media
del coste temporal al realizar 1000 sumas de divisores aleatorios
con diferentes m’s.
2. Doblado de un divisor: Al igual que la anterior, se ha tenido
en cuenta el tiempo ocupado en realizar el doblado de 1000
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divisores aleatorios para cada m y se ha realizado la media del
coste temporal.
3. Campesino Ruso: Al igual que en las dos pruebas anteriores,
haremos la media de ejecutar la operación con 1000 divisores
aleatorios.
Para realizar la multiplicación de una constante entera por un
divisor, este algoritmo utiliza una combinación de los dos al-
goritmos anteriores, principalmente, del algoritmo de doblado,
por lo que a priori, podremos decir que el tiempo empleado
para cada m será mayor que en el algoritmo de doblado de un
divisor para esta misma m.
Para esta prueba, cada uno de los divisores aleatorios, se mul-
tiplicará por un entero aleatorio en el intervalo [1, 1000].
4. Divisor mitad: Como ya se ha comentado, el algoritmo del
divisor mitad no está implementado en MAGMA, y pese a no
ser utilizado en nuestro esquema de cifrado, hemos considerado
importante su implementación ya que resulta útil para otro tipo
de esquemas distintos al utilizado aqúı.
Las pruebas realizadas, nuevamente son al estilo de las anterio-
res.
En la tabla 4.1 podemos ver como todas las operaciones tienen un
crecimiento aproximadamente lineal con respecto a la m. Podemos
destacar también como la operación más rápida de realizar es el
Doblado de un divisor, mientras que la suma y el divisor mitad son
algo más lentas.
Mencionar también como el algoritmo del campesino ruso es más
lento que la suma y el doblado debido a que esta es una operación
que se realiza por medio de una combinación de las dos anteriores.
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m Suma (s) Doblado (s) Campesino Ruso (s) Divisor Mitad (s)
50 12,9 6,21 10,23 8,85
100 18,19 8,45 13,91 12,89
150 31,93 15,87 22,86 20,33
200 57,4 28,62 37,6 38,2
250 77,39 38,85 50,13 50,01
Cuadro 4.1: Operaciones implementadas
4.2. Cardinal de Jac(C)(F2m)
En la siguiente prueba compararemos el tiempo que tarda el algo-
ritmo dado en la sección 1.9 para calcular el cardinal de la variedad
jacobiana de una curva hipereĺıptica frente al tiempo que utiliza el
algoritmo implementado por MAGMA. Para ello, realizaremos la
media de varias ejecuciones, donde en cada una se calculará el car-
dinal de la jacobiana de 3 curvas distintas con ambos métodos. En
cada ejecución definiremos cada curva sobre F2 y posteriormente ha-
remos su extensión a F2m para calcular el cardinal de la jacobiana
de la curva definida sobre la extensión.







Cuadro 4.2: #Jac(C)(F2m) para curvas C definidas sobre F2
Como podemos ver en la tabla 4.2, el algoritmo proporcionado
por MAGMA para el cálculo del cardinal de la jacobiana se comporta
mejor para valores de m hasta 600, pero a partir de aqúı el algoritmo
dado en 1.9 se comporta mejor.
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Igualmente podemos observar el salto que hay de m = 1000 a
m = 1200. Este salto nos indica, tal y como ya hab́ıamos comenta-
do en la teoŕıa, que este algotimo se vuelve intratable cuando nos
encontramos en cuerpos grandes aun siendo más eficaz que el de
MAGMA.
4.3. ElGammal
En esta sección, y una vez realizadas las pruebas de todas las
funciones, veremos como se comporta ElGammal con curvas hiper-
eĺıpticas. Para ello realizaremos pruebas tanto del proceso de setup
del sistema, cifrado, firma, descifrado y verificación.
En cuanto al proceso de generación de claves, no realizaremos
pruebas de coste temporal ya que solamente implica el calcular un
entero y un divisor aleatorio y multiplicarlos. Este proceso, salvo el
almacenamiento en un fichero es el mismo que el realizado en las
pruebas del campesino ruso, por lo cual ya no se repetirá aqúı nue-
vamente.
4.3.1. Setup
En esta prueba, comprobaremos el coste de generar el setup del
sistema para curvas definidas sobre cuerpos F2m . A la hora de ge-
nerar el setup lo haremos de dos formas, la primera de ellas será el
buscar una curva sobre definida sobre el cuerpo base F2 para poste-
riormente hacer su extensión a F2m y la segunda definiendo la curva
sobre un cuerpo base mayor, por ejemplo F2m′ siendo m′ = 2, 3, 4,
para posteriormente hacer su extensión hasta F2m .
El tiempo de ejecución de esta prueba es algo aleatorio, ya que
dependerá de cuantas curvas se generen hasta encontrar una que
cumpla los requisitos de seguridad exigidos para que el problema del
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logaritmo discreto sea intratable. Para obtener un valor promedio,
generaremos varios setups para cada m y calcularemos el tiempo
medio que tarda en generarlos.
Una de las condiciones de seguridad, es que #Jac(C)(Fq) sea
divisible por un número n primo grande (según Koblitz de 40 cifras
decimales). Para la realización de esta prueba, buscaremos curvas
en las que esta n tenga un mı́nimo de 20 cifras decimales, evitando
aśı elevados costes temporales a la hora de generar el setup del
sistema.
Respecto al algoritmo para el cálculo del cardinal de la jacobia-
na, en estas pruebas utilizaremos el proporcionado por MAGMA,
ya que para las m en las que vamos a realizar las pruebas, hemos
demostrado que este es más eficiente que el nuestro.
Además, debemos tener en cuenta que a la hora de buscar una
curva que cumpla los requisitos de seguridad, tendremos que facto-
rizar números grandes, de manera que esto incrementará el tiempo
de cómputo del proceso de setup al tratarse éste de un problema
computacionalmente dif́ıcil.
En las tablas 4.3, 4.4 y 4.5 mostraremos los resultados obtenidos
al escoger la curva en diferentes cuerpos base. Para cada una de las
formas indicaremos número de curvas probadas hasta encontrar la
que necesitábamos (representado como curvas), el número medio
de d́ıgitos decimales de n (n), el tiempo requerido para calcular el
cardinal de la variedad jacobiana (#Jac(C)(F2m)), el tiempo uti-
lizado en encontrar n (Tn), el tiempo utilizado para encontrar un
divisor de orden n (TD) y finalmente el tiempo total del algoritmo
(Tt).
En la tabla 4.3 se puede ver como el tiempo parece incrementar de
una forma más o menos lineal hasta que superamos a m = 91, donde
nos encontramos con un crecimiento mucho más rápido. Este creci-
miento es debido en grán parte al problema de la factorización. Al
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Extensión Curvas n T#Jac(C)(F2m ) Tn TD Tt
F261 2 26 0,010 0,21 0,75 1,03
F271 2 25 0,014 2,429 1,312 3,76
F281 2 25 0,015 1,049 1,556 2,643
F291 2 30 0,017 1,647 1,422 3,096
F293 2 25 0,022 3,442 9,632 13,114
F297 2 40 0,009 20,479 1,778 22,274
F2101 2 37 0,024 109,912 44,912 154,855
Cuadro 4.3: Setup sobre el cuerpo base F2
Extensión Curvas n T#Jac(C)(F2m ) Tn TD Tt
F262 6 31 0,023 1,335 2,299 3,670
F274 3 33 0,021 0,849 4,649 5,559
F282 2 21 0,014 2,979 10,110 13,170
F294 2 27 0,014 5,015 14,209 19,300
F2102 5 25 0,018 22,454 7,195 29,669
Cuadro 4.4: Setup sobre el cuerpo base F4
Extensión Curvas n T#Jac(C)(F2m ) Tn TD Tt
F263 8 22 0,047 0,457 0,845 1,379
F269 3 21 0,010 2,244 3,529 5,814
F281 5 27 0,019 1,320 1,381 2,720
F293 2 27 0,004 5,153 9,164 14,338
F2102 2 29 0 6,769 13,679 20,459
Cuadro 4.5: Setup sobre el cuerpo base F8
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encontrarnos en cuerpos más grandes que los anteriores, el número
a factorizar para calcular n será cada vez mayor, con lo cual el coste
temporal total del setup aumentará considerablemente. Del mismo
modo, contra mayor sea el cuerpo, más dif́ıcil nos resultará encontrar
un divisor del orden deseado entre todos los posibles.
Podemos ver como para los últimos valores de la tabla 4.3 el
tiempo requerido en calcular n aumenta rápidamente, debido preci-
samente al problema comentado arriba, y como igualmente aumenta
el tiempo en encontrar D.
Con referencia a las tablas 4.4 y 4.5, podemos ver como inicial-
mente se comportan peor que la tabla 4.3 excepto para el cuerpo
más grande donde se comportan mejor que esta. En estas dos tablas
se aprecia como también aumenta el tiempo de cálculo con relación
al tamaño del cuerpo.
Podemos ver también como los resultados obtenidos en la tabla
4.5 son mejores que en la 4.4. Por ello, podŕıamos concluir que al ge-
nerar el setup en un cuerpo base diferente de F2 resulta más eficiente
la generación de setup cuanta menos diferencia hay entre el cuerpo
base y la extensión, aunque no debemos coger una base muy gran-
de ya que en este caso, veŕıamos también como el tiempo aumenta
exponencialemte hasta para las m pequeñas.
Debido al coste de este proceso, a la hora de utilizar el criptosis-
tema, el setup de este permanecerá constante durante un periodo de
tiempo, y solamente se regenerará cada cierto tiempo (por ejemplo 6
meses). Durante los cuales podremos cifrar mensajes con las mismas
claves, o si nos interesa generar unas nuevas.
4.3.2. Cifrado y Descifrado
Seguidamente, veremos los tiempos de cifrado y descifrado de un
mensaje con los ficheros de setup generados en la prueba anterior.
Para ello, utilizaremos un mensaje original de 1MB y veremos el
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tiempo que tarda en realizar el proceso. Mostraremos también, el
tiempo utilizado para la agrupación (Agr.) y desagrupación (Des.)
de carácteres y el tiempo utilizado para el cifrado y descifrado de
estas agrupaciones.
Cifrado Descifrado
Extensión Agr. Cifrado Total Des. Descifrado Total
F261 3,200 0,191 6,881 2,780 0,420 129,889
F271 2,829 0,170 6,200 2,560 0,860 147,139
F281 2,661 0,149 5,769 2,699 0,431 144,309
F291 2,969 0,140 6,691 2,739 0,401 203,769
F2101 2,831 0,129 5,961 2,740 0,379 139,480
Cuadro 4.6: Cifrado y Descifrado con base F2
Cifrado Descifrado
Extensión Agr. Cifrado Total Des. Descifrado Total
F262 2,910 0,199 7,400 2,809 0,380 210,640
F274 2,781 0,169 6,191 2,510 0,490 134,161
F282 2,809 0,141 5,760 2,779 0,430 140,740
F294 3,020 0,131 6,351 2,721 0,359 218,971
F2102 2,790 0,121 6,070 2,701 0,399 152,349
Cuadro 4.7: Cifrado y Descifrado con base F4
Cifrado Descifrado
Extensión Agr. Cifrado Total Des. Descifrado Total
F263 2,881 0,199 6,459 2,761 0,370 248,810
F269 3,019 0,180 6,529 2,781 0,389 264,929
F281 2,740 0,160 6,639 2,699 0,451 133,860
F293 2,899 0,129 6,740 2,699 0,401 143,370
F2102 2,831 0,129 6,370 2,730 0,419 134,690
Cuadro 4.8: Cifrado y Descifrado con base F8
A la vista de los resultados obtenidos en las tablas 4.6, 4.7 y
4.8 podemos ver que el tiempo de cifrado permanece prácticamente
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constante en un rango y que no muestra diferencias significantes con
respecto a definir la curva en un cuerpo base mayor o menor.
Anteriormente hemos visto en las pruebas de las operaciones de
suma, doblado y campesino ruso, que el tiempo de cálculo aumenta-
ba mas bien poco con relación a m, y por eso aqúı no se aprecia una
variación considerable, de manera que las diferencias temporales que
vemos se deben más al tipo de curva de cada caso y al tamaño del
fichero a cifrar.
Se aprecia también como el tiempo requerido tanto para la agru-
pación de los carácteres de un mensaje y cifrado o descifrado de los
mismos es bastante pequeño, y la mayor parte del tiempo se utiliza
en pasar los carácteres a códigos y los códigos a carácteres.
Finalmente, hay que destacar que el tamaño del fichero cifrado es
de 5MB, con lo cual podemos deducir que este esquema de cifrado
tiene una tasa de expansión de 5, una tasa bastante elevada.
4.3.3. Firma y verificación
A continuación, mostraremos los tiempos de la firma digital (F)
y la verificación (V) de la misma para cada uno de los mensajes
cifrados en la sección anterior.
Cuerpo base F2 Cuerpo base F4 Cuerpo base F8
Ext. F(s) V(s) Ext. F(s) V(s) Ext. F(s) V(s)
F261 0,039 2,610 F262 0,349 3,769 F263 0,040 3,051
F271 0,040 2,100 F274 0,340 3,869 F269 0,271 2,680
F281 0,059 3,051 F282 0,551 4,240 F281 0,070 1,610
F291 0,049 3,159 F294 0,639 3,949 F293 0,270 2,039
F2101 0,070 3,419 F2102 0,071 1,400 F2102 0,061 1,480
Cuadro 4.9: Firma y Verificación
Como podemos ver en la tabla 4.9, al igual que en el cifrado, el
tiempo no muestra un aumento considerable con relación a m por los
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mismos motivos expuestos en la prueba anterior, sino que depende
más bien del tamaño del mensaje a firmar.
4.4. Conclusiones y futuras ĺıneas de trabajo
Una vez realizadas las implementaciones y las pruebas del es-
quema de cifrado, podemos extraer una serie de conclusiones que
coinciden con los estudios y la criptograf́ıa que se está llevando a
cabo en este campo.
1. Las curvas hipereĺıpticas suponen un avance en criptograf́ıa pa-
ra dispositivos móviles o con poca capacidad de almacenamien-
to por la reducción de tamaño de las claves frente a los esquemas
de clave pública habituales.
2. Un setup del criptosistema debe ser utilizado durante un perio-
do de tiempo ni muy corto ni muy largo (entre 6 meses y 1 año)
por el tiempo requerido en encontrar una curva que cumpla las
condiciones de seguridad para m’s grandes.
3. Hemos visto en las pruebas que el tiempo de cifrado y descifra-
do es elevado, por lo que, de momento, no son una alternativa
completa a los esquemas de clave compartida, sino un comple-
mento.
Por último y como final de este trabajo nos gustaŕıa comentar
unas posibles ĺıneas de investigación futuras con relación a este cam-
po.
1. Intento de reducción de la tasa de expansión del esquema de
cifrado aplicando alguna compresión al mensaje original o al
cifrado.
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2. Mejora de los costes temporales en la conversión de carácte-
res a enteros y sobre todo a la inversa, donde el algoritmo de
descifrado pierde la mayor parte de su tiempo.
3. Intentar mejorar el tiempo requerido en la generación del setup
para curvas que cumplan todos los requisitos de seguridad.
4. Extender el trabajo hacia esquemas de compartición de secretos
mediante las curvas hipereĺıpticas.
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