Recent progress in multiple object tracking (MOT) 
Introduction
Multiple object tracking (MOT) aims at locating objects and maintaining their identities across video frames. It has attracted a lot of attention because of its broad applications such as surveillance, sports game analysis, and autonomous driving. Most recent approaches follow the popular "tracking-by-detection" paradigm [12, 19, 27, 33, 35, 47, 58] , where objects are firstly localized in each frame and then associated across frames. Such a decoupled pipeline reduces the overall complexity and shifts the major attention of MOT to a more unitary problem: object association. This paradigm also benefits from the rapid progress in the field of object detection [15, 42, 60, 13] and has led several popular benchmarks for years, i.e. MOT15∼17 [28, 34] .
In general, the performance of object association highly depends on a robust similarity score. The similarities in the most existing approaches are only based on the appearance features extracted from the cropped object patches [29] . The performance by such similarities is limited due to the following reasons: Firstly, the objects are often from the same category in tracking scenario, e.g. person in MOT15∼17 benchmark, with appearance hard to be distinguished. Secondly, objects across frames also suffer from frequent occlusions and pose variations, which further increases the difficulty in building a robust similarity score.
The pioneering works of exploring varying cues to build the similarity score have been proven to be effective [46, 12, 63, 58] . Convolutional neural networks have been well studied and employed to encode appearance cue [56, 63] , and the hand-crafted location cues are integrated with appearance cue in recent works [46, 12, 63] . The topological structure [46] between bounding boxes is crucial for judging whether a pair of bounding boxes in different frames indicate the same object, especially for occlusion. As shown in Figure 1 , the orange bounding boxes in frame 1 and frame t − k and blue bounding box in frame t indicate the same person. Although the person in frame t is obscured by another person, and its appearance has a great difference compared with previous frames, the topological information keeps consistent and makes the obscured person identifiable. Besides, aggregation information across frames is also verified to be beneficial for measuring similarity [46, 26, 35] .
However, because of the heterogeneous representation of different cues and resulting in the difficulties of dealing with all the cues into one unified framework, these works are usually based on cue-specific mechanisms [46, 26, 35, 26] and required sophisticated learning approaches [46] . For example, [46] uses an occupancy map to model topological information and [26] uses a specialized gating mechanism in RNN to aggregate information over time.
Our work is motivated by the success of relation networks in natural language problems [55] and vision problems [21, 57, 3, 48] . In the relation networks, each element aggregates features from other elements through a content-aware aggregation weight, which can be automatically learned according to the task goal without explicit supervision. Since there is not an excessive assumption about the data forms, the relation networks are widely used in modeling dependencies between distant, non-grid or differently distributed data, such as word-word relation [55] , pixel-pixel relation [57] and object-object relation [21, 3, 48] . These data forms are hard to be modeled by regular convolution or sequential networks.
In this paper, we present a unified framework for similarity measurement by integrating multiple cues in an endto-end manner through extending the object-object relation network [21] from the spatial domain to the spatialtemporal domain. With the extension of relation networks, we elegantly encode the appearance and topology cues for both objects and tracklets. The location-based cues are also made compatible by embedding the raw coordinates to a higher dimensional feature.
The whole module is illustrated in Figure 1 . The approach is named spatial-temporal relation networks (STRN), which is fully feed-forward, can be trained in an end-to-end manner and achieves state-of-the-art performance over all online methods on MOT15∼17 benchmarks.
Related Work
Tracking-by-Detection Paradigm Recent multiple object tracking (MOT) methods are mostly based on the tracking-by-detection paradigm, with the major focus on the object association problem. According to what kind of information is used to establishing the association between objects in different frames, the existing methods can be categorized into online methods [2, 12, 19, 27, 33, 35, 38, 47, 50, 58, 59, 9] , and offline methods [7, 14, 36, 39, 40, 44, 51, 52, 53, 62] . The former methods are restricted to utilize past frames only in the association part, which is consistent with real-time applications. The latter methods can incorporate both past and future frames to perform more accurate association.
Our method also follows the tracking-by-detection paradigm and mainly focus on improving the measurement of object similarities. For better illustration and comparison with other methods, we only instantiate the online settings in this paper, but the proposed method is also applicable to both offline and online association.
Similarity Computation The major cues to compute similarities include appearance, location and topology.
The evolution of appearance feature extractor is from hand-craft [2, 38, 50, 59 ] to deep networks [63, 46, 12, 41, 26] . In this paper, we also utilize deep networks as our base appearance feature extractor. One crucial difference between the previous approaches lies in the way to build similarity from appearances. We utilize a hybrid of feature concatenation, cosine distance, location/motion priors to compute the final similarities.
The utilization of location/motion features is common as well. Most existing methods assume a prior motion model, such as slow velocity [5] and linear/non-linear motion model [63] . For example, the IoU trackers [5] rely on the assumption that objects in consecutive frames are expected to have high overlap, which is often not hold by fast moving objects. Other hard motion models also face the similar problem resulting in limited application. In this paper, instead of using hard location/motion priors, we integrate both unary location and motion information and learn the soft location/motion representation from data. Empirical studies on several benchmarks have proved the effectiveness of the learnable location representation.
The topological information is also crucial for measuring similarity [46] . However, leveraging such non-grid topology of multiple objects is challenging. Only a few works successfully encode the topological information, e.g. the occupancy grid in [46] . However, this occupancy grid only counts the distribution of objects, without differentiating individual objects. In this paper, we utilize relation networks to encode the topological information for making the individual object differentiable and identifiable.
Most existing methods utilize one or two cues for similarity computation, while only a few works trying to jointly learn all of them simultaneously [46] . Aggregating information across time [12, 46, 26, 63] is also rare. In addition, in order to learn the representations of different cues, these works usually adopt separate networks and sophisticated training strategy, e.g. a four-stage training in [46] .
In this paper, we combine all of the mentioned cues across time for similarity measurement by using a unified framework, which is fully feed-forward and it can be trained in end-to-end. The key principle behind this unified framework is the compatible feature design between different cues (appearance, location and topology) and different sources (tracklet and object).
Relation Networks Recently, relation networks have been successfully applied in the fields of NLP, vision and physical system modeling [21, 55, 57, 3, 48] , in order to capture long-term, non-grid and heterogeneous dependencies between elements.
Our approach is motivated by these works by extending the relation networks to multi-object tracking. In order to model the topological information of objects in the spatial domain and perform information aggregation over the temporal domain, we propose a spatial-temporal relation network. Although some recent works [12, 63] attempt to incorporate the attention mechanism into the multi-object tracking problem, they mainly aim at recovering salient foreground areas within a bounding box, thus alleviating the occlusion and ignoring the topology between objects.
Method
The goal of multi-object tracking (MOT) is to predict trajectories of multiple objects over time, denoted as T =
. The trajectory of the i th object can be represented by a series of bounding boxes, denoted by Our method follows the online tracking-by-detection paradigm [58] , which first detects multiple objects in each frame and then associates their identities across frames. The pipeline is illustrated in Figure 2 . Given a new frame with the detected bounding boxes, the tracker computes similarity scores between the already obtained tracklets and the newly detected objects, resulting in a bipartite graph. Then the Hungarian algorithm [37] is adopted to get the optimal assignments. When running the assignment process frameby-frame, object trajectories are yielded. This paper is mainly devoted to building the robust similarity scores between tracklets extracted in previous frames and objects on the current frame, which proves crucial for multi-object tracking [29] . Denote the i th tracklet before frame t − 1 as cues, and aggregating information over time are all useful in computing the similarity scores. In this paper, we present a novel method based on spatial-temporal relation networks to simultaneously encode all of the mentioned cues and perform reasoning across time. Figure 3 summarizes the entire process of similarity computation. Firstly, basic appearance features are extracted by a deep neural network, i.e. ResNet-50 in this paper, for both objects on current frame and objects on already obtained tracklets in previous frames, denoted as φ t i (object i on frame t). Then the appearance features of objects across space and time are reasoned through a spatial-temporal relation module (STRM), resulting in spatial strengthened representation and temporal strengthened representation, denoted as φ t S,i and φ t ST,i , respectively. Through these two strengthened features, we further develop the two types of relationship features φ R and φ C by concatenating them together and calculating the cosine distance between them, respectively. Finally, we combine the relation features with the unary location feature φ L and motion feature φ M together as the representation of a tracklet-object pair T
t−k i
, b t j . Accordingly, the similarity is obtained by applying a two-layer network with a sigmoid function on the concatenation of the four features about a tracklet-object pair, φ R , φ C , φ L and φ M : (1) A major difficulty of applying Eqn. (1) for the trackletobject similarity computation lies in the incompatibility between different cues (appearance, location and topology) and between different sources (tracklet and object). We propose several techniques to tackle this difficulty: 1) the topology cue and appearance cues are jointly encoded through a spatial relation network; 2) the "cosine" distance Φ C is introduced to facilitate the learning of compatible features; 3) a high dimensional embedded feature other than the raw coordinates is adopted for location/motion cues, for more compatible representation with other cues; 4) temporal reasoning is achieved by weighted averaging on features across frames, resulting in a tracklet feature compatible with that of a single object.
In the following subsections, we firstly introduce the spatial-temporal relation module (STRM), which corresponds to techniques 1) and 4) above. Then we present the detailed design of the four features about a tracklet-object pair, φ R , φ C , φ L and φ M , following the "increasing compatibility" principle.
Spatial-Temporal Relation Module
We firstly review the basic object relation module, which is introduced in [21] to encode context information for object detection.
Object relation module (ORM) The basic object relation module [21] aims at strengthening an input appearance feature by aggregating information from other objects within a static image(a static image is a single frame in video). We denote object by o i = (φ i , b i ), with φ i the input appearance feature and b i = (x i , y i , w i , h i ) the object location. The object relation module computes a refined feature of object o i by aggregating information from an object set
:
where ω ij is the attention weight contributed from object o j to o i ; W V is a transformation matrix of the input features. Attention weight ω ij is computed considering both the projected appearance similarity ω A ij and a geometric modulation term ω
ω A ij is denoted as the scaled dot product of projected appearance features (W Q , W K are the projection matrices and d is the dimension of projected feature) [55] , formulated as
ω G ij is obtained by applying a small network on the relative location log
hj . The original object relation module in [21] only performs reasoning within the spatial domain. In order to better leverage the advantage of object relation module in multi-object tracking, we extend this module to the temporal domain in this paper.
Extension to the spatial-temporal domain The object relation module can be extended to the spatial-temporal domain in a straight-forward way by enriching the object set O by all objects from previous frames. Such solution is obviously sub-optimal: firstly, the complexity is significantly increased due to more objects involved in reasoning; secondly, the spatial and temporal relations are tackled with no differentiation. In fact, spatial and temporal relations are generally expected to contribute differently to the encoding of cues. The spatial relation could draw on strengths in modeling topology between objects. The temporal relation is fit for aggregating information from multiple frames, which could potentially avoid the degradation problem caused by accidental low-quality bounding boxes.
Regarding the different effects of spatial and temporal relations, we present a separable spatial-temporal relation module, as illustrated in Figure 1 . It firstly performs relation reasoning in the spatial domain on each frame. The spatial reasoning process strengthens input appearance features with automatically learned topology information. Then the strengthened features on multiple frames are aggregated through a temporal relation reasoning process.
The spatial relation reasoning process strictly follows equation 1 to encode topological clues, and the output characteristic of the process is expressed as p, whose encoded topological structure has been proved to be effective in the field of object detection.
The two types of relations follow different formulations. The spatial relation reasoning process strictly follows Eqn. (2) to encode the topology cue and the resulting output feature of this process is denoted as φ S,i , which has been proved to be effective in encoding the topology information to improve object detection [21] . Figure 5 illustrates the learnt spatial attention weights across frames. In general, the attention weights are stable on different frames, suggesting certainly captured topology representation. It should be noticed that the attention weight of an object itself is not necessarily higher than others, since W Q and W K in Eqn. (2) are different projections. This is also the case for geometric weights.
The temporal relation reasoning process is conducted right after spatial relation reasoning 1 . Instead of strengthening particular object features on each frame as in spatial relation modeling, we compute a representation of the whole tracklet by aggregating features from multiple frames. Due to the limiting of memory, the aggregation is only performed on latest τ 1 frames(τ 1 = 10 in default):
The attention weight is defined on the individual input feature as
where w T is the weight vector of temporal relation. Eqn. (5) is essentially a weighted average of object features from recent frames. The learnt temporal attention weights is illustrates in Figure 4 . The blurring, wrongly cropped or partly occluded detections are assigned with low attention weights, indicating feature qualities are automatically learnt, and the representation of a tracklet will be less affected by these low quality detections. 
Tracklet-Object Pair Feature Design
As mentioned before, a key principle for the design of tracklet-object features (φ R , φ C , φ L , φ M ) lies in making the representations of different cues (appearance, topology and location) and different sources (tracklet and object) compatible. While the previous subsection mainly discusses the joint encoding of the appearance and topology cues of an individual object or tracklet, this section presents the detailed feature design to represent the tracklet-object pair relationship, including the relation features φ R , φ C accounting for the similarity of appearance and topology cues, and the location/motion features φ L , φ M accounting for the location and motion relationship.
Relation Features
The spatial relation module couple the appearance cue and topology cue of an object. The temporal relation module aggregating information across frames.
Since an object corresponded tracklet may exceed the image boundary, or be lost tracked due to the imperfection of the system, the tracklet does not necessarily appear at last frame. We need to enlarge the candidate tracklets from the last frame to multiple frames. Because of the memory limiting, only recent τ 2 frames are involved(τ 2 =10 in default).
We directly perform a linear transform on input relation features, which are regarded as the base feature type.
where W R is a linear transform for feature fusion. Directly using the concatenated relation features enables computing similarity of different modes. However, the freedom in representation is double-edged that it also increases the difficulty in learning compact individual features.
To address this issue, we propose to explicitly compute the cosine similarity between two relation features:
where W C is a linear layer to project the original relation features into a low-dimensional representation, e.g. 128-d. Note we adopt shared W C for both φ ST and φ S such that the two terms are "cosine" compatible, which performs better than using independent transformations for the two terms. The cosine value is taken as an additional 1-d feature and fed to the following network for final similarity computation. The generation of hybrid relation features are summarized in Figure 6 (top).
In general, cosine value could take effect only in the scenarios where two input features are compatible in representation. At a first glance, it is not applicable to our "incompatible" features. Nevertheless, the features of tracklets and objects are actually compatible in some sensible way. The temporal relation in Eqn. (5) is basically a weighted average over features from multiple frames. There is no projection between the object feature and tracklet feature. Hence, they still locate at a close space and are suitable to be modeled by cosine value.
In the experiments, the hybrid representation of pair relation features achieves superior accuracy than the methods using each of the formulations alone.
Location Features
Location/motion feature is another widely used cues in building the similarity score. We take the location/motion Figure 6 . The design of tracklet-object feature representation. φR, φC , φL and φM indicate the relation feature, cosine similarity, location feature and motion feature, respectively. All the features will be concatenated to produce the final similarity scores through a two-layer network with a sigmoid function.
features from the last frame of a tracklet to represent the entire one, because the location/motion model in distant frames may drift a lot from the current frame.
The location features can be conveniently incorporated in our pipeline. The bare location features are firstly embedded and projected to the higher-dimensional space and then concatenated with the relation features to producing the final similarity score.
We embed and project of bare location features follow [55, 21] as
where * ∈ {L, M } denotes the studied two types of location features, location and motion. The first one is the normalized absolute location of bounding box:
where I t w and I t h are the width and height of frame t.
The above location feature relates to the low-velocity assumption of objects, which has been proved work surprisingly well in the recent work [6] . Rather than using a hard constraint that the same objects on consecutive frames should have overlap, we incorporate the constraint softly into the feature representation, and the location patterns are learned from the data. The other location feature depict the motion information of an object in consecutive frames:
This location (motion) feature relates to the constant velocity assumption of objects, which is proved as a effective information for a robust similarity score.
Experiments 4.1. Datasets and Evaluation Metrics
We utilize three MOT Benchmarks [28, 34] for evaluation. The benchmarks are challenging due to the large variety in frame rates, resolution, viewpoint, weather, camera motion and etc. These benchmarks are widely used in the field of multi-object tracking to evaluate different trackers.
2D MOT2015 consists of 11 training sequences and 11 testing sequences [28] . Following [46] , we split the training sequences into two subset of 4 training and 6 validation sequences for ablation study.
MOT16 consists of 7 training sequences and 7 testing sequences. The scenes are mostly crowd pedestrians and are regarded as more challenging.
MOT17 use the same videos as the MOT16 datasets but with better annotation and public detectors. All sequences are provided with three sets of detection results (DPM [15] , Faster-RCNN [42] and SDP [60] ) for more comprehensive comparison of different multi-object trackers.
For a fair comparison, we use the public detection result provided with datasets as the input of our approach.
Evaluation Metric
We adopt the standard metrics of MOT Benchmarks [28, 34] for evaluation, including Multiple Object Tracking Accuracy (MOTA) [4] , Multiple Object Tracking Precision (MOTP) [4] , ID F1 Score (IDF1, the ratio of correctly identified detections over the average number of ground-truth and computed detections) [43] , ID Precision (IDP, the fraction of detected identities correctly identified), [43] , ID Recall (IDR, the fraction of ground truth identities correctly identified), [43] , Mostly tracked targets (MT, the ratio of ground-truth trajectories covered by an output trajectory for at least 80% of ground truth length), Mostly lost targets (ML, the ratio of ground-truth trajectories covered by an output trajectory for at most 20% of ground truth length), the number of False Positives (FP), the number of False Negatives (FN), the number of Identity Switch (IDS) [31] , the number of Fragment Error (Frag). The latest Average Ranking (AR) on the MOT benchmark website is also reported, which is computed by taking the average of benchmark ranking of all metrics above.
Implementation Details
Network Architecture We use ResNet-50 [17] as our backbone network. We first train it on ImageNet Image Classification task [45] and then finetune the model on the MOT training datasets.
Given the bounding boxes of public detection, we crop and resize them to the resolution of 128 × 64. The cropped images are fed into the backbone network, producing a feature map with the resolution of 4×2. a new 256-d 1×1 convolution is applied on this feature map to reduce the channel dimension. A fully connected layer with dimension 1024 is applied right after the new 1 × 1 conv layer, which is used as the representing appearance feature φ i (see Section 3.1).
In the spatial-temporal relation module, we mainly follow [21, 55] for the hyper-parameters of spatial relation reasoning. For temporal relation, the object features from the latest 9 frames are aggregated.
After Training During training, all detection bounding boxes in input frames are cropped and fed into the network. On average, each mini-batch contains 45 cropped images. A total of 437k, 425k and 1, 275k iterations are performed for 2DMOT2015, MOT16, MOT17 respectively. The learning rate is initialized as 10 −3 and then decayed to 10 −4 in the last 1 3 training. Online hard example mining (OHEM) was adopted to address the heavy imbalance of positive/negative issue.
Inference In inference, the similarities between tracklets and objects on the current frame are computed according to Section 3.2. The association is then achieved by solving the bipartite graph as in Figure 2 .
Following the common practice for online tracking approaches [58, 63, 12, 46] , we consider the too short tracklets as false alarms. Specifically, for a sequence with the frame rate of F , we remove the short tracklets if it is matched less than 0.3F times in the past F frames after the initial match. Besides, we only keep the sequences that show up in the nearest 1.25F frames for enabling efficient inference.
Ablation Study
We follow [46] to split the 11 training sequences into train/val sets for ablation study.
Design of Feature Representation
We first examine the effects of various design of feature representation in Table 1 . All the experiments are based on the original appearance features without spatial-temporal reasoning.
The first three rows compare the effects of different appearance features without the relation modules. By only using unary appearance representation, it achieves 19.8 in terms of MOTA. By using cosine value alone, it gets 25.2 in MOTA. By using the hybrid features of both unary appearance and cosine value, the accuracy is significantly higher, reaching 29.8 in MOTA.
The last three rows compare the effects of different location features. By only utilizing the unary location features in Eqn. (10), 1.9 MOTA improvements is observed. By utilizing the motion features in Eqn. (11), 1.2 improvements in MOTA is observed. By combining both of them, we achieve 2.5 MOTA boosts. Also note that with the location features, the ID switch is significantly reduced, from 515 to 129.
The effects of Spatial-Temporal Relation Module Table 2 examines the effects of spatial-temporal relation module in improving the tracking accuracy. With relation reasoning along the spatial domain, the tracking accuracy improves by 2.5 in terms of MOTA. Significant reduction in FP is observed, indicating the topology encoded by spatial relation reasoning could help the association method to more accurately identify wrong associations. Further performing temporal relation reasoning, an additional 1.4 MOTA improvement is achieved. Note that our temporal relation reasoning is essentially a weighted average over all frame fea- tures. Hence we also compare it to some straight-forward aggregation methods, such as average summation and maxpooling along the frame dimension. These methods perform significantly worse than ours, proving the effectiveness of our temporal relation reasoning method.
Results on the MOT Benchmarks
We report the tracking accuracy on all of the three MOT benchmarks in Table 3 , 4 and 5. We used the public detections for a fair comparison. Our method achieves the state-of-the-art tracking accuracy under online settings on all of the three benchmarks considering the major metrics of MOTA and AR (average rank).
Conclusion
This paper studies the object association problem for multi-object tracking (MOT). To build a robust similarity measure, we combine various cues, including appearance, location and topology cues through utilizing relation networks in spatial domains and further extending the relation networks to the temporal domain for aggregating information across time. The resulting approach is dubbed as spatial-temporal relation networks (STRN), which runs feed-forward and in end-to-end. It achieves the stateof-the-art accuracy over all online methods on all of the MOT15∼17 benchmarks using public detection.
