Abstract-The Poisson random process is widely used to describe experiments involving discrete arrival data. However, for creating models of egg-laying behavior in recent neural biology studies on the nematode C. elegans, we have found that homogeneous Poisson processes are inadequate to capture the measured temporal patterns. We present here a novel threestate model that effectively represents the measured temporal patterns and that correlates well with the cellular and molecular mechanisms that are known to be responsible for the measured behavior. Although the model involves a combination of two Poisson processes, it is surprisingly tractable. We derive closedform expressions for the probabilistic and statistical properties of the model and present a maximum likelihood method to estimate its parameters. Both simulated and experimental results are illustrated. The experiments with measured data show that the egg-laying patterns fit the three-state model very well. The model also may be applicable in quantifying the link between other neural processes and behaviors or in other situations where discrete events occur in clusters.
I. INTRODUCTION

M
ANY biological events can be modeled as point processes [3] , [4] , [7] , [9] . A random point process is a mathematical model for a physical phenomenon characterized by highly localized events distributed randomly in a continuum [7] . Recently, we have studied the egg-laying behavior of a nematode Caenorhabditis elegans and found that traditional point process models are inappropriate to describe the observed temporal pattern of behavior.
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Publisher Item Identifier S 1053-587X(98)07071-8. mathematical model that accurately describes the temporal pattern of egg-laying exhibited by real animals. It is hoped that a quantitative model for the behavior will allow us to gain insight into the underlying biological basis for the egg-laying pattern. In addition, application of such a model will allow us to analyze quantitatively the egg-laying patterns of animals with specific nervous system defects and thus to ascertain the roles of specific neurons and genes in egg-laying behavior. In order to do this, it is necessary to extract model parameters from real data and to compare parameters extracted from different data sets (i.e., normal versus mutant animals). Thus, our second objective will be to derive algorithms for estimating model parameters from experimental data and to evaluate their accuracy and usefulness in analyzing real egg-laying data. The organization of the paper is as follows: In Section II, we build a biologically interpretable model to account for the temporal pattern of egg-laying behavior. In Section III, we derive a maximum likelihood algorithm to extract the model parameters. We show results from various biological experiments in Section IV, and we draw conclusions in Section V. Fig. 2(a) shows a partial record of egg laying in wild-type 1 C. elegans. The horizontal axis corresponds to time in seconds, and the vertical axis indicates whether an egg was laid at a specific instant. We observed that egg-laying events were often clustered, with events separated by an average of about 15 s. Between these clusters, long inactive periods averaging 20 min in duration were observed during which egg-laying did not occur. Unlike many other behavioral processes (such as feeding and defecation in nematodes) [1] , neither the onset of egg-laying clusters nor individual egg-laying events within those clusters appeared to be periodic. This suggested that egg 1 In genetics, comparisons are often made between different genetically homogeneous populations of animals (or plants). Populations that are composed of "normal" animals (i.e, animals that are like the ones that are found in nature) are called "wild-type," and populations that differ from normal in a particular gene are called "mutant." laying might be more accurately modeled as a random point process.
II. A THREE-STATE POINT PROCESS MODEL
A. Model Development
The Poisson process is a popular choice for modeling arrival processes. The interarrival times (denoted by random variable ) of a homogeneous Poisson process follow an exponential distribution with parameter (see e.g., p. 57 of [7] ) (1) and it is straightforward to show that its mean is and its tail probability is Since the log tail probability is linear in with slope , linearity of the log tail probability curve usually is a good indication of conformity of the data to the homogeneous Poisson model. In Fig. 2(b) , we show some simulated arrivals whose intervals were generated according to (1) with s The arrivals are not as clustered as those in Fig. 2(a) . Given a finite number of intervals, we can estimate the log tail probability using the rank statistic [8] . In Fig. 2(c) and (d), we show, respectively, the estimated log tail probability of the actual egg-laying data and those of the simulated arrivals. The two exhibit similarity only for long intervals (e.g., s). In Fig. 2(c) , since the slope for the long intervals does not extend to the short intervals, we realize that a simple Poisson model cannot capture the separate mechanisms that account for the short and long intervals in the data, and a more complex model is required. One possibility, suggested by the differing time scales of the long and short intervals, is that egg-laying behavior could be described by a more complex point process, in which the intracluster and intercluster arrival times are governed by different rate parameters. As noted above, the long intervals (i.e., s) show a linear log tail distribution, indicating that they are exponentially distributed. Similarly, when the short intervals (i.e., s) are analyzed separately, their log tail distribution is also linear. This indicated that taken separately, both the long and short intervals each model as Poisson point processes with different rate constants and that egg-laying behavior as a whole could be modeled by coupling these Poisson processes. It is therefore reasonable to attempt coupling two Poisson processes with different time scales to describe the probabilistic structure of the intervals. We show in Fig. 2 (c) and (d), however, only the marginal (log tail) probabilities, and it is important to examine the estimated correlation structure of the intervals as well. In Fig. 3 (a) and (b), we show, respectively, the estimated covariance function of the intervals and the log intervals. Since these covariance functions peak only at the zeroth lag, it is safe to assume that the intervals as independent, identically distributed (i.i.d.) and concern ourselves with the derivation of one-dimensional (1-D) probability density functions (pdf's) only.
One of our objectives is to parameterize the data in order to find a parsimonious representation of the intervals. A reasonable "guess" is to model the pdf as a weighted sum of two exponential pdf's (2) where is the weight factor, and and are the time constants for the short and long intervals. Although this model by itself does not tell us the biological mechanism that generates the egg-laying pattern, it does provide important clues. For example, the formal states in the model (to be presented next) may correspond to functional states in the nematode's nervous system.
B. Model Description
A three-state diagram representing our model is shown in Fig. 4 , and probabilities of state transitions are indicated on the branches of the diagram. Before an egg is released, the material (referred to as the egglet here) travels through three states: 1) inactive state ; 2) active state ; 3) egg-laying state At the state, the egglet can either enter the state with probability and materialize as an egg after some delay represented by an exponential random variable (r.v.) with parameter or enter the state with probability and be dormant for a period of time described by a second exponential r.v. with parameter
We emphasize that the state acts as a "switch," and there is no time delay associated with that state. Once an egg is laid following the transition, another egglet enters the state and faces a chance mechanism of going through the transition and eventually materializing as an egg or returning to the state, as described above. Therefore, for any egg that is released, the muscles have existed in the following sequence of states: (3) where is an integer that takes on values The probability of a path resulting in an egg laying event that involves visits to the state is and the mean duration of that path is
C. Probabilistic Analysis of the Model
Our goal here is to derive the pdf of the intervals between the egg-laying events. The characteristic function (cf) defined as (4) will turn out to be very useful. For the exponential pdf in (1), it can be shown that (see, e.g., [6, p. 116]) (5) Suppose that the muscles have visited the state times before their entry into the state. Then, the duration of the entire path depicted in (3) is an r.v. , where and are mutually independent r.v.'s with having an exponential pdf with parameter and each having the same exponential pdf with parameter
The pdf of is then the convolution of individual pdf's (see e.g., [6, p. 195 
])
Since the probability of this particular path (with visits to the state) is , the pdf of the intervals between the eggs laid is
The above expression can be much simplified with the help of the cf. First, we realize that the cf for (6) is the product of the individual cf's (7) Next, we assume and perform partial fraction expansion on (10) to obtain (11) In this case, the pdf of is simply a weighted sum of two exponential pdf's 2 with respective parameters and , i.e., It follows easily that the tail probability of is (15) In Fig. 5 , we show the log tail probability estimated from the actual egg-laying data (dotted line) and the logarithm of (15) (solid line, using ; these parameters were estimated from the data using the methods described in Section III). Close agreement between the two is observed. Since the intervals between the eggs laid are clustered at short intervals and sparse at long intervals, their logarithm will have a more uniform spread. In Section III, we will show that the distribution of the log intervals is a useful basis for estimating the parameters of the model.
Recall that the pdf of is related to that of via (see e.g., [6, p. 93 This property can be explored for parameter estimation purposes, as will be seen in Section III-A.
In Fig. 6(a) , we show the histogram of the log intervals for recorded egg-laying data and in Fig. 6(b) , that of the simulated data generated according to the three-state model with parameters , and In both cases, the total number of intervals is 216. We also show with dotted lines, the pdf of the log intervals (17) that corresponds to the above parameters. Both histograms show a bimodal pattern with peaks located around and (dashed lines). A special case worth mentioning is when
In that case, we take the limit of (12) with and obtain
The pdf of the log intervals is and can be shown to exhibit a single peak.
D. Statistical Analysis of the Model
Since the closed-form expression for the pdf of the intervals is available, we can calculate many probabilities of interest. For example, if a long (L) interval is defined as being at least seconds long, then the probability that any given interval is long is (24) and the probability that any given interval is short is (25)
Moreover, if we define clustering as or more consecutive short intervals followed by a long interval, then the probability of clustering is
We are also interested in finding out the average duration of the short and long intervals. First, we deduce that their respective conditional pdf's are (26) (27) Substituting (12) into (26), we find the average duration of the short intervals (28) Similarly, we find the average duration of the long intervals (29)
From their complete probabilistic description (i.e., the pdf), we can obtain arbitrary order moment or cumulant expressions of the intervals as well. These statistics can yield methods for model parameter estimation and will also be useful for performance analysis of the sample estimates.
It from observations of the intervals Since closed-form expressions for the pdf of the intervals and of the log intervals are available, various estimation procedures can be followed. We shall first use a simple, noniterative method to obtain good initial estimates for the parameters and then refine them using a maximum likelihood approach.
A. Estimation Based on Peak Picking
Since the pdf (17) of the log intervals peaks around and with approximate peak strengths and , we first form the histogram of the log intervals at uniformly spaced bins
The histogram values are then normalized by the sample size so that the scaled histogram serves as an estimate of Next, we estimate and from the peak locations of the histogram and and from the corresponding peak heights. Afterwards, we find [cf., (13)] (36) and (37) Since histograms are calculated at a set of discrete bins , we may wish to interpolate around the bins to obtain a smooth looking as an estimate of , prior to peak-picking. This ensures good resolution of the -axis. Provided that the bimodal pattern is evident, estimates obtained from the peaks of are usually reasonably accurate. 3 Skewness is sometimes defined as c 3x divided by the cube of the standard deviation to make it dimensionless. However, the normalization factor is immaterial for modeling purposes. 4 We may also define the parameter vector as
0 , estimate it, and then find out p and 2 : From the peak locations and peak heights of the histogram of the log intervals, we can obtain estimates for , and as described above. The mean and standard deviation from 100 independent realizations are shown in Table I .
To improve the accuracy of the peak-picking approach, we may consider a nonlinear least squares matching criterion and seek a model that best fits the given histogram data. The method to be described next, however, is preferred because it yields maximum likelihood estimates.
to use one Bernoulli random number generator and two exponential random number generators and to "synthesize" their outputs according to the threestate model. An alternative approach is to first generate a uniform (in [0, 1]) r.v. U and then obtain X through transformation X = F 01 X (U ), where F X (x) = 1 0 k 1 e 0 x 0 k 2 e 0p x is the cumulative distribution function of X, i.e., the indefinite integral of (12). The X so generated will be i.i.d.
and have the pdf given by (12). 
B. Estimation Based on Maximum Likelihood Method
Recall that the intervals are i.i.d. random variables with pdf specified in (12). If a record of intervals is observed, the likelihood function is then (38) and the log likelihood function is (39)
The maximum likelihood (ML) estimate is defined as the that maximizes the likelihood function or, equivalently, the log likelihood function Since the (log) likelihood function is nonlinear in the parameters , convergence to local maxima is possible, and good initial guesses are critical. We can use the estimates obtained from the peak picking method as initial guesses. Although the ML algorithm is nonlinear, our experience has shown that its convergence is fairly fast. The ML method is adopted in this paper to analyze the real data records.
Example 2: We simulated 216 samples of interval data according to our three-state model with the same parameters used in Example 1. Using the peak picking method, we obtained initial estimates , and for one particular realization. We then used them as initial guesses to start the ML algorithm. After 63 iterations, the ML algorithm converged and yielded final estimates and for the same realization. Fig. 7 illustrates how the ML algorithm converges to its final solution. To verify the accuracy of our ML procedure, we generated 100 independent realizations of the intervals and obtained the mean standard deviation of the estimates as summarized in Table II. Comparing with Table I , we see that both the mean and std of the parameter estimates have noticeably improved over the peak picking method.
IV. RESULTS ON REAL DATA
The model we have formulated for egg-laying in C. elegans has a number of important implications concerning the biological basis for this behavior and has important applications for future investigations of this process. Perhaps most importantly, the three state model implies the existence of discrete behavioral states for egg laying, including an inactive state, during which the animals are refractory to egg laying, and an active state, during which clusters of eggs are laid. Additionally, the finding that the intercluster and intracluster intervals are determined by coupled, independent Poisson processes suggests that induction of the "active state" and egg laying within the active state are caused by distinct biological processes whose occurrence is stochastic rather than periodic. Finally, application of our model to the analysis of real egglaying data has allowed us to characterize the roles of specific neurons and neurotransmitters in the nematode nervous system in generating patterns of egg-laying behavior. By extracting model parameters from egg-laying data obtained from wildtype animals, mutant animals, and animals containing precise neuronal ablations, we can identify which feature of the egg-laying pattern is controlled by a particular neuron or neurotransmitter. Although the specific conclusions drawn from such studies are described in detail elsewhere [10] , [11] , examples of how our parameter estimation methods can be applied to studies of this type are described below.
To gather data on the timing of egg-laying events, we followed individual nematodes using an automated tracking system and recorded their behavior on videotape. By replaying the recordings, we were able to determine the point in time that each egg was laid; this information was then analyzed in the context of our model to extract behavioral parameters.
To illustrate the use of our model in analyzing experimental data, we present two examples below. These and the results of other experiments are reported in more detail in [10] and [11] along with an interpretation of the mathematical model as it relates to the physiology of the nematode.
A. On Wild-Type Data
We first obtained from a common laboratory wild-type strain of C. elegans, N2 (Bristol), under constant conditions that were favorable to egg-laying (isotonic nematode growth medium in the presence of abundant food). A picture of the worm is shown in Fig. 8 . From 216 data points, the ML algorithm yielded parameter estimates and If we regard s [this is where the curve turned in Fig. 2(c) ] as a short interval, then out of the 216 intervals, 119 were classified as short yielding , and their average duration was s. On the other hand, the average duration of the other 97 long intervals was s. These results are corroborated by our theoretical expressions (24), (25), (28), and (29), where we found s, and s (or approximately 20 min), based on our ML parameter estimates.
B. Effect of the HSN Neurons
The model described here has also been useful in describing quantitatively the effects of anatomical or genetic lesions on the pattern of egg laying. For example, we were able to derive model parameters from animals in which a specific class of neurons [the hermaphrodite-specific neurons (HSN's)] had been ablated through laser microsurgery [10] . We used the ML method to obtain the parameter estimates. It is difficult to find a theoretical expression for the confidence intervals, so we obtained the standard deviations from numerical simulations (cf., Section III). The parameter estimates with their estimated standard deviations bounds are:
Comparing these estimates with those of nonablated animals, we observe that the value is increased, whereas the value is decreased. Thus, elimination of the HSN's altered the egglaying pattern by causing a substantial lengthening of the intercluster times (see Fig. 9 for comparison between the results obtained from the wildtype and HSN ablated worms).
Interestingly, the HSN's contain a neurotransmitter molecule called serotonin, which appears to induce egg-laying clusters [10] . Thus, the effects of HSN ablation on correlates with the activity of a specific neurotransmitter (serotonin) normally released by the HSN's.
V. CONCLUSIONS
We have proposed a new multistate point process model that is based on two coupled point processes. The model is capable of representing a wide range of conditions in neurobiology experiments that are aimed at discovering the relationships between neural and molecular mechanisms and their resulting manifestations in temporal patterns of behavior. Although it is significantly more complex than a single point process, the model is surprisingly amenable to analysis. We have derived closed-form expressions for the probability distribution of intervals between events, their th-order cumulants, and distributions for the log intervals. Furthermore, we have developed a maximum likelihood method for estimating the parameters of the model from interval data that can be measured by experiment.
The model has succeeded in providing a quantitative framework for a wide range of neuro-biology experiments on egg-laying behavior in nematodes [10] , [11] , and it also may be applicable to other investigations directed at linking cellularlevel phenomena to behavior in simple animals. Furthermore, the model should be adaptable to many other situations in which discrete events occur in clusters.
