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Abstract
Identiﬁcation of spatiotemporal interactions within/between neuron populations is critical for detection and characterization of large-scale neuronal
interactions underlying perception, cognition, and behavior. Univariate analysis has been employed successfully in many neuroimaging studies. However,
univariate analysis does not explicitly test for interactions between distributed areas of activity and is not sensitive to distributed responses across the brain.
Multivariate analysis can explicitly test for multiple statistical models, including the designed paradigm, and allows for spatial and temporal model
detection. Here, we investigate multivariate analysis approaches that take into consideration the 4D (time and space) covariance structure of the data.
Principal component analysis (PCA) and independent component analysis (ICA) are two popular multivariate approaches with distinct mathematical
constraints. Common difﬁculties in using these two different decompositions include the following: classiﬁcation of the revealed components (task-related
signal versus noise), overall signal-to-noise sensitivity, and the relatively low computational efﬁciency (multivariate analysis requires the entire raw data
set and more time for model identiﬁcation analysis). Using both Monte Carlo simulations and empirical data, we derived and tested the generalized partial
least squares (gPLS) framework, which can incorporate both PCA and ICA decompositions with computational efﬁciency. The gPLS method explicitly
incorporates the experimental design to simplify the identiﬁcation of characteristic spatiotemporal patterns. We performed parametric modeling studies of
ablocked-designexperimentundervariousconditions,includingbackgroundnoisedistribution,samplingrate,andhemodynamicresponsedelay.Weused
a randomized grouping approach to manipulate the degrees of freedom of PCA and ICA in gPLS to characterize both paradigm coherent and transient
brain responses. Simulation data suggest that in the gPLS framework, PCA mostly outperforms ICA as measured by the receiver operating curves (ROCs)
in SNR from 0.01 to 100, the hemodynamic response delays from 0 to 3 TR in fMRI, background noise models of Guassian, sub-Gaussian, and
super-Gaussian distributions and the number of observations from 5, 10, to 20 in each block of a six-block experiment. Further, due to selective averaging,
the gPLS method performs robustly in low signal-to-noise ratio (1) experiments. We also tested PCA and ICA using PLS in a simulated event-related
fMRI data to show their similar detection. Finally, we tested our gPLS approach on empirical fMRI motor data. Using the randomized grouping method,
weareabletoidentifybothtransientresponsesandconsistentparadigm/modelcoherentcomponentsinthe10-epochblockdesignmotorfMRIexperiment.
Overall, studies of synthetic and empirical data suggest that PLS analysis, using PCA decomposition, provides a stable and powerful tool for exploration
of fMRI/behavior data.
© 2003 Elsevier Inc. All rights reserved.
Introduction
The analysis of functional magnetic resonance imaging
(fMRI) data (Belliveau et al., 1990, 1991; Kwong et al.,
1992; Ogawa et al., 1990) is intended to reveal the under-
lying spatiotemporal interactions of neuronal populations.
This includes the identiﬁcation and characterization of or-
chestrated brain areas in both spatial and temporal domains.
Traditionally, univariate statistical methods (Bandettini et
al., 1993; Friston et al., 1995b, 1995c; Worsley and Friston,
1995), such as the t test or nonparametric Kolmogorov–
Smirnov test and their associated statistical parametric
maps, have been used quite often to detect cognitive task-
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usually is associated with the experiment stimulus para-
digm, is required for hypothesis testing. Such univariate
approaches test brain voxels distributed over the brain in-
dependently, and they ignore the anatomical connections
among brain loci. This lack of consideration of spatial
interactions inspired the utilization of multivariate methods
for detection and estimation of spatial activation and tem-
poral dynamics of the brain (Bullmore et al., 1996; Friston
et al., 1993, 1995a; McIntosh et al., 1996; McKeown et al.,
1998). Multivariate statistics regard the whole spatiotempo-
ral data as an entity during estimation of active brain areas.
We investigated two different approaches (PCA and ICA)
for data decomposition within our generalized Partial Least
Squares framework.
Principal component analysis (PCA) and associated
eigenimage (Bullmore et al., 1996; Friston, et al., 1993,
1995a) are examples of multivariate methods to decompose
the data into subspaces. These subspaces account for the
total spatiotemporal variance in the order of explained vari-
ance. The ﬁrst eigenimage in PCA represents the spatial
brain patterns and their associated timing, which explains
the most of the variance. The subsequent eigenimages ex-
plain the residual variance using the constraint of orthonor-
mality to the preceding eigenimages. PCA is thus a succes-
sive variance decomposition process with an orthonormality
constraint among eigenimages.
Independent component analysis (ICA) (Bell and
Sejnowski, 1995; McKeown et al., 1998) is an alternative
approach. Unlike PCA, which assumes an orthonormality
constraint, ICA assumes statistical independence among a
collection of spatial patterns. ICA uses a linear mixture
assumption to decompose the original data into spatially
statistically independent components. Both PCA and ICA
are model-free methods (independent of task paradigm de-
sign) to explore the structure of the data without a priori
information. This data-driven property excludes biases and
enables the detection of transient responses and artifacts
inside the data.
The difﬁculties of applying PCA and ICA to fMRI anal-
ysis include the need to identify separated components and
computational requirements. Owing to the size of collected
fMRI data, PCA and ICA both identify a large collection of
intrinsic structures, which makes it difﬁcult for researchers
to establish direct correspondence between the identiﬁed
components and the experiment hypotheses. Both PCA and
ICA require high computational power to decompose the
data matrix. ICA is especially computationally expensive
compared to PCA, even when utilizing an advanced algo-
rithm (Hyvarinen, 1999).
Regardless of the analysis approach used to explore the
data matrix, prior information about the design of the ex-
periment is valuable for detection and estimation of brain
activity. The univariate general linear model (GLM) frame-
work (Friston, et al., 1995c) utilizes experimental para-
digms and presumed basis functions to encode multiple null
hypotheses and confounds in the design matrix as regres-
sors. On the other hand, PCA and ICA make use of the
information about the experimental design after the decom-
position (Friston et al., 1995a; McKeown et al., 1998) in-
stead of incorporating such information before the decom-
position, like GLM. Thus, PCA and ICA are more data-
driven methods due to the post hoc identiﬁcation of
decomposed components.
Partial least squares (PLS) (McIntosh et al., 1996) is a
compromise between hypothesis-driven and data-driven ap-
proaches. PLS uses an intermediate step of selective aver-
aging of the experimental design to incorporate hypotheses
explicitly. PCA is then used to decompose the collapsed
data to reveal intrinsic structures. PLS provides advantages
of dimensional reduction of the data and signal-to-noise
enhancement due to the selective averaging. The dimension
reduction process relieves the difﬁculties of posterior inter-
pretation for numerous components resulting from direct
multivariate decomposition by PCA.
Traditionally PLS has utilized PCA for decomposition.
Here, we extended the original partial least square frame-
work (McIntosh et al., 1996) to incorporate both PCA and
ICA as data decomposition alternatives. Furthermore, a ran-
domized grouping/selective averaging approach was used to
generalize the a priori contrast matrix to investigate possible
transient and time-locked activities in both simulations and
empirical studies. To quantitatively evaluate the use of
either PCA or ICA in this generalized PLS (gPLS) frame-
work, we performed parametric simulations for a blocked-
design fMRI experiment at conditions of various SNR, time
of repetition (TR), background noise models, experimental
paradigms, and hemodynamic response delays. Also, we
presented the simulation results for an event-related fMRI
experiments to test the differences when PCA or ICA is
utilized as the decomposition in PLS. In addition to mod-
eling studies, we analyzed an empirical blocked-design
fMRI experiment of voluntary ﬁnger tapping. We examined
the capability of gPLS to detect consistently task-related
components and transient responses in both task-control
single-contrast and parametrically designed multiple-con-
trast experiments. Our generalized partial least squares ap-
proach proposed here takes advantage of the a priori task
paradigm design yet allows for detection of potential brain
activity unassociated with the a priori contrast matrix. The
pros and cons of using either PCA or ICA decomposition
schemes to optimize fMRI signal detection are discussed.
Theory
Multivariate approach to reveal the functional
connectivity: PCA
The collected data in functional brain imaging studies
can be collapsed into a two-dimensional matrix, D, which
includes both spatial and temporal information and is re-
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assume here that each row encodes one time-point/condition
acquisition for the whole brain and each column represents
one voxel’s time series or voxel’s recording across different
subjects and different conditions. For example, Dij repre-
sents the value of voxel j in time point i acquisition.
Different decomposition procedures can be applied to the
data matrix to reveal the internal structures. Here we refer to
total decomposition (TD) as the approach that directly de-
composes the spatiotemporal data matrix, D, by multivariate
tools. PCA decomposes the two-dimensional matrix into
orthogonal subspaces, which are termed latent variables
(LV) in the gPLS framework. The outer product of the left
singular vector and the right singular vector, weighted by
the corresponding singular value, results in each latent vari-
able expressed as:
D  PCAU  PCAS  PCAV
T (1)
PCAU
T
PCAU  PCAUPCAU
T  I (2a)
PCAV
T
PCAV  PCAVPCAV
T  I. (2b)
Here I denotes the identity matrix. Each LV consists of a
singular value (a diagonal entry of PCAS), one left singular
vector (a column of PCAU), and one right singular vector (a
row of PCAV
T). The left singular vector in each LV (PCAU),
which is termed the “design LV” in the following applica-
tion of PCA in gPLS, gives the loading of different time
points/conditions to maximize the explained variance in the
associated LV under the orthonormality constraint to the
remaining design LVs. In addition, the right singular vector
(PCAV), which is named “brain LV” in the following appli-
cation of PCA in gPLS, gives the loading of each voxel to
maximize the explained variance in the associated LV sub-
jected to the orthonormality constraint to other right singu-
lar vectors. Singular values, PCAS, are metrics to quantify
the signiﬁcance of each LV. Larger singular values repre-
sent a more dominant contribution from the corresponding
LV to the total variance in the data matrix. The proportion
of the square of one singular value over the sum of squares
of singular values provides the quantitative signiﬁcance of
the latent variable. Each design LV provides the physiolog-
ical inference of the latent variable, and the brain LV rep-
resents the spatial loading of the effect on different voxels.
The data matrix can be reconstructed from the latent
variables created by the outer product of the corresponding
left singular vector and the right singular vector, weighted
by the singular value. The sequential sum of all latent
variables constitutes the least squares ﬁt of the data matrix
in terms of minimizing the mean square error. The spectrum
theorem (ref. linear algebra) describes the reconstruction
procedure from the decomposed components as follows:
D 
i
PCASiiPCAU 
· i  PCAV 
i · (3)
where PCAU 
· i denotes the ith column of matrix PCAU and
PCAV 
i · denotes the ith row of matrix PCAV.
PCA is the mathematical process to reorganize the total
variance in the new coordinate system by orthogonal rota-
tion. PCA provides such a rotation subject to the constraints
on orthonormality among coordinate axes and maximal
variance of the projected raw data on the new coordinate
system after rotation.
Multivariate approach to reveal the functional
connectivity: ICA
Independent component analysis (ICA) is an alternative
multivariate brain-imaging data-analysis tool. Instead of
decomposing the data into orthogonal subspaces, ICA min-
imizes the mutual information among “channels,” which
refers to rows in the data matrix. The critical assumption of
ICA is that the recorded signal is the linear time-invariant
mixture of several statistically independent components.
The ICA algorithm estimates the mixture matrix and it
searches an “unmixing” linear operator to restore these
spatially independent components. This is formulated as
follows:
D  W  X. (4)
Each row of X represents one spatially independent com-
ponent (IC). Observed data matrix, D, is generated by the
linear mixture of these independent components via the
linear mixing operator, W.
Independent components are found by reversing the mix-
ture process as follows:
X ˆ  W ˆ 
1  D. (5)
The similarity between the independent components in
ICA and the latent variables in PCA can be compared by Eq.
(1) and Eq. (5). This generates the following analogy be-
tween PCA and ICA brain latent variables and design latent
variable:
ICAU 
· i 
W · i
W · i
(6a)
ICAV 
· i
T 
X ˆ
i ·
X ˆ
i ·
(6b)
ICASii  
W ˆ
· i  X ˆ
· i
ICAU 
· i  ICAV 
· i
T 
, (6c)
where the · operator denotes the root-mean-square of the
vector. The deﬁned design LV, ICAU , and brain LV, ICAV ,
are normalized to unit power as they are in PCA. A diagonal
singular matrix can also be constructed by placing deﬁned
ICA singular values in Eq. (6c) at diagonal entries. Similar
to the spectrum theorem in PCA, the derived design and
brain latent variables in ICA reconstruct the original data
matrix by summing up the subspaces by the cross-product
of the ICA design and the brain LV weighted by the ICA
singular value as follows:
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i
ICASiiICAU 
i  ICAV 
i
T. (7)
Functional connectivity analysis by generalized partial
least squares
PLS (McIntosh et al., 1996) is an alternative multivariate
approach for analyzing the functional neuroimaging matri-
ces within the new space of proposed contrasts (or hypoth-
eses) of interest. The goal here is to generalize the PLS
algorithm (gPLS) to use both PCA and ICA as decomposi-
tion tools. Like the original PLS approach, generalized PLS
constructs an effect space of reduced dimension via the
interaction of the data matrix, D, and the contrast matrix, C,
which encodes multiple comparisons mathematically.
For a data matrix D of n time points (or conditions) and
m voxels, a contrast matrix C of size c by n can be con-
structed to incorporate c contrasts, each of which represents
one null hypothesis. The cross-product of these two matri-
ces creates the effect space E as follows:
E  C
T  D. (8)
By use of the contrast matrix, the dimensionality of the
original spatiotemporal neuroimaging recordings is de-
creased dramatically compared to the total decomposition of
the data matrix in most fMRI experiment scenarios. This
leads to the advantages of gPLS for increased power for
signal detection and estimation, resulting from the weighted
averaging provided by the contrast matrix, and for de-
creased complexity in interpreting the revealed structures
within the data due to the reduction of dimension.
One would like to contrast effects in the temporal do-
main without temporal overlapping. In a task-control exper-
iment to detect baseline-activation differences or in para-
metrically designed experiments to reveal condition-related
effects, orthonormal Helmert contrasts (McIntosh et al.,
1996) can be used as the contrast matrix for multiple con-
ditions comparison. A Helmert contrast matrix of temporal
dimension n is written explicitly as follows:
Hij 
0, when i  j
1
1  1/n  j
, when i  j

1
n  j1  1/n  j
, when i  j.
(9)
Each column of the Helmert contrast matrix can be used
to represent one null hypothesis. Two properties of the
Helmert basis function are useful for detecting activation:
ﬁrst, the fact that each basis with sum of entries equal to
zero explicitly implements a matched ﬁlter by providing
weightings to various temporal observations. Each basis
tests one single null hypothesis in the selective averaging
process by correlating the contrast matrix and the data
matrix. Second, all Helmert bases are of unit variance and
orthogonal among each other such that no bias toward any
comparison encoded by an individual basis is generated in
the subsequent decomposition.
To perform multiple comparisons, observations are tem-
porally segregated into groups, and the associated Helmert
bases are created to encode the differences among them.
The following decomposition algorithm identiﬁes the coef-
ﬁcients for these bases by maximizing the total effect cre-
ated by individual comparison using either PCA or ICA. For
a blocked-design experiment, groups can be either different
epochs for a single subject experiment or different condi-
tion/subject indices for a cross-subject, parametrically de-
signed study.
In the case of testing a single hypothesis (e.g., detection
of baseline-activation contrast in blocked-design experi-
ment) only one associated contrast vector is created and
traditional PLS fails in this degenerated case, because of the
rank deﬁciency of the effect space. To resolve this problem,
we propose “randomized grouping,” which is essentially
making use of the repeated observations by posing multiple
null hypotheses to test differences between partitioned
groups. In practice, we may assume there are g groups in a
t-epoch blocked-design experiment, where g  t. A supple-
mentary contrast matrix encoding the difference of g groups
can be created by randomly partitioning epochs using
Helmert bases. The new contrast matrix, consisting of the
baseline-activation contrast vector as well as the epoch
difference encoded in the supplementary contrast matrix,
enriches the content of the effect space. The dimension of
the effect space after randomized grouping is still dramati-
cally smaller than that of the data matrix in conventional
experiment setups. This property can be exploited for iter-
ations of randomized grouping to estimate the errors in the
grouping process.
Using the total decomposition, the dimension of the
matrix fed into the multivariate decomposition is often the
number of temporal observations, because an fMRI exper-
iment generates many more spatial voxels than temporal
scans. In contrast, the PLS and gPLS frameworks create the
effect space with dimension equal to the number of con-
trasts to be tested. This reduction in dimension provides the
advantages of not only increased power for signal detection/
estimation (due to the explicit selective averaging by col-
umns of the contrast matrix) but also decreased computa-
tional complexity due to the reduced row dimension of the
effect space. Randomized grouping further provides the
ﬂexibility to manipulate the size and the rank of the effect
space. Various dimension-reduced effect spaces constitute
the sampling pool to estimate the robustness of the subse-
quent decomposition.
Either PCA or ICA can be applied to the effect space to
explore the intrinsic structures associated with the proposed
contrasts. In PCA, revealed latent variables sequentially
account for the total variances in the effect space E, subject
to the orthonormality constraint. In ICA, however, the mu-
tual information among spatial patterns of different effects
and comparisons is minimized among rows of E. Latent
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tion. Each design LV represents the loadings of the pro-
posed contrasts, and each brain LV summarizes the spatial
loading of different voxels in the associated LV, which
imply the characteristic brain activity patterns. For both
PCA and ICA, the loading at different time points/condi-
tions can be obtained by calculating the design score
(Sdesign), which is deﬁned as the product of the contrast
matrix and the design LV as follows:
Sdesign  C  U (10)
Design scores indicate the physiological implications of
the latent variables because the temporal loadings can be
covaried with either the experiment paradigm or the tem-
poral confounds. The loading of all voxels for each revealed
latent variable can be represented by the brain score (Sbrain),
which is deﬁned as the product of the data matrix and the
brain LV as follows:
Sbrain  D  V. (11)
Each column of the brain score constitutes the loading of
single brain LV’s at different time points/conditions.
The name generalized partial least squares (gPLS) is
derived from the process to decompose the effect space,
which is the temporal covariance between the contrast de-
signs and the observed data. In total decomposition, people
deal with the complete covariance matrix of data, and thus
it is computationally expensive. The effect space is a subset
of the complete covariance matrix, correlating all spatio-
temporal observations and null hypotheses encoded in the
contrast matrix. gPLS deals with only a fraction of the
complete covariance, enabling the fast computation of latent
variables by reducing the dimension of the matrix to be
decomposed. Note that the generalized partial least squares
and total decomposition are equivalent when the contrast
matrix is identity.
Methods
Quantifying results from PCA and ICA by receiver
operating curve analysis
Using simulation data, quantitative comparison of PCA
and ICA decomposition was performed by using receiver
operating curves (ROC) to access the detection-cost char-
acteristics of these two decomposition approaches in the
gPLS and TD framework. The ROC area index is deﬁned as
the area under each ROC. An ROC area around 0.5 repre-
sents an inferior separation of signal from noise by the
testing procedure, whereas an area close to 1 implies a good
differentiation. Figure 1 illustrates the ROCs and their un-
derlying areas when various thresholds are set to distinguish
two Gaussian distributions of identical unit variance and
separated at different means (D).
Given a single revealed brain latent variable and the
activated voxel indices, an ROC area metric (the ROC
index) can be obtained. To characterize all latent variables
for detection, a “weighted ROC index” for brain latent
variables is deﬁned as the weighted sum of all ROC areas
from all LVs. One possible choice of the weighting factor
for the latent variable i, Wi, is the latent variable speciﬁc
“power fraction” equal to the fraction of the sum-of-squares
of singular values.
Wi 
Sii
2
k Skk
2 . (12)
These two ROC area metrics enable the assessment of
detection power by either an individual latent variable or the
ensemble of LVs. Ideally, a perfect detection without either
Type I or Type II error makes both the ROC index and the
weighted ROC index equal to 1.
The brain LV from either PCA or ICA can be regarded
as a multidimensional vector. Due to the normalization in
Eq. (2) and Eq. (6), each brain LV has unit power, and we
propose an angle metric  to quantify the (dis-)similarity
between two brain LVs by the multidimensional inner-
product as follows:
V 
1,V 
2  V 
1
T · V 
2. (13)
Simulation
Using a blocked-design experiment, a data matrix of
dimension 120 rows and 10,000 columns was created to
simulate the spatiotemporal observations of 6 epochs, each
of which had a baseline of 10 time points and a stimuli of 10
time points. Values of the time series of each voxel consist
of foreground signal and background noise at different sig-
nal-to-noise ratio (SNR), which is deﬁned as the power ratio
of the artiﬁcially created signal patterns and the background
noise realizations. Two categories of signal patterns of ac-
tivations were created: orthogonal activation patterns and
nonorthogonal activation patterns. In a task-control
blocked-design experiment, orthogonal patterns arise from
the perfect alignment of a voxel’s activating response to the
timing of the experiment stimuli. Additionally, multiple
subjects and/or multiple conditions in the experiments also
create temporally, and individually, orthogonal time series
when there is no interaction among conditions and subjects.
Note that nonorthogonal activation delay (NOAD) can be
present in the realistic fMRI data due to the hemodynamic
delay of the onset of brain response to the stimuli. We
varied NOAD between 0 to 3 TR in fMRI acquisition to
simulate the delays of the activity relative to the orthogonal
activation due to experimental paradigms. In the conven-
tional TR  2 s setting, this is equivalent to accommodating
0–6 s hemodynamic response delay. The background noise
for each voxel was assumed to follow three probability
distribution functions (PDF): Gaussian distribution, super-
Gaussian distribution, and sub-Gaussian distribution. The
Gaussian background noise was created by the normal dis-
629 F.-H. Lin et al. / NeuroImage 20 (2003) 625–642630 F.-H. Lin et al. / NeuroImage 20 (2003) 625–642tribution with zero mean and 	i
2 variance, denoted by N(0,
	i
2), where the variance follows another normal distribution
	i
2  N(5,1). A super-Gaussian noise model was imple-
mented using an exponential distribution with zero mean,
which was equivalent to a kurtosis of 6. We also adjusted
the variance of each voxel’s time series to follow another
exponential distribution, with the mean equal to 5 and the
variance equal to 1. A sub-Gaussian noise model was cre-
ated by uniform distribution between 0.5 and 0.5, with the
variance of each voxel’s time series following another uni-
form distribution between 3 and 7.
The duration of activation for each activated pattern may
affect the signal detection. Thus, we varied the temporal
sampling rate (TSR), which is deﬁned as the number of
scans in a fMRI experiment within each epoch/condition, to
test the difference in the detection power. TSR changed
from 5, 10, and 20, in the six-block simulations with cor-
responding changes of the number of rows in the data
matrix. We performed iterative analyses by parametric vari-
ations over TSR, SNR, orthogonal and nonorthogonal pat-
terns, noise models, as well as decomposition schemes by
PCA or ICA. Each combination of simulation parameters
was repeated for 30 iterations to evaluate the averaged
performance. This also generated the error estimates for
each set of the simulation parameters. For each gPLS sim-
ulation, a contrast matrix used the Helmert basis Eq. (9) to
encode the orthogonal contrasts. Total decomposition of the
data matrix by either PCA or ICA at the same parameter
Fig. 1. The ROCs and their area metrics from varying thresholds to distinguish two Gaussian distributions with unit variance and various mean differences.
When the distance of the mean of two Gaussians is more than 1.8, the ROC area is higher than 0.9.
Fig. 2. (Top panel) The weighted ROC area by PCA and ICA using gPLS from Gaussian background noise at various SNRs. (Bottom panel) The ROC area
from the most correlated latent variable by PCA and ICA using gPLS from Gaussian background noise at various SNRs. Five orthogonal activation patterns
with six epochs and 10 samples in each epoch were simulated here.
Fig. 3. The weighted ROC area (upper panel) and the most correlated LV (lower panel) by PCA and ICA using gPLS and TD with Gaussian background
noise at various SNR. Five orthogonal activation patterns with six epochs and 10 samples in each epoch were simulated here.
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of gPLS.
We compared the outcome of applying PCA versus ICA
decompositions to a simulated event-related fMRI data set.
The data were created by the same methods as outlined in
Della-Maggiore et al. (2002). Brieﬂy, baseline fMRI time-
series data were extracted from actual EPI MRI. First, we
generated the baseline activity of the simulated data sets by
using a ﬁrst-order autoregressive plus white-noise model
derived empirically by (Purdon and Weisskoff, 1998).
Then, for deﬁned epoch in the time series for ﬁve “sub-
jects,” a 2% signal change was added to three voxel clusters
(3  3  2 voxels/cluster). This signal change was repre-
sented by a modeled hemodynamic response function (Co-
hen, 1997). Three tasks were modeled for each subject, one
without any change in activation (baseline) and two tasks
showing unique activation patterns.
These data were analyzed using the spatiotemporal vari-
ation of PLS (Lobaugh et al., 2001). Here the voxel time
series are expressed in the same dimension so that the
resulting data matrix has space and time extending along the
rows of the matrix and observations/subjects along the col-
umn dimension. This enables the same decomposition
method to be used on the data matrix as for PLS on block-
design fMRI, but identiﬁes both the timing and location of
task-related differences. The ﬁrst latent variables from both
ICA and PCA decompositions are rendered to illustrate the
most signiﬁcant activation.
Independent component analysis was implemented by
the FastICA algorithm (Hyva ¨rinen, 1999). We used the
Matlab R11 (Waltham, MA) built-in function to calculate
PCA. The Intel Pentium-III 450 MHz PC (Santa Clara, CA)
was used as the hardware platform for the simulation and
the data analysis.
fMRI experiments of voluntary ﬁnger movement
A right-handed subject executed a button press using the
left hand in response to a visual stimulus appearing at three
different frequencies: 0.3, 1, and 3 Hz during the task
conditions using a block design, which consisted of six task
time points (TR) and six baseline time points per epoch in
Fig. 4. The most correlated LV by PCA and ICA using gPLS and TD on super-Gaussian (top panel) and sub-Gaussian (bottom panel) background noise at
various SNR. Five orthogonal activation patterns with six epochs and 10 samples in each epoch were simulated here.
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center for visual ﬁxation. Multislice echoplanar image (EPI)
acquisition was used (1.5-tesla scanner, SIEMENS, Erlan-
gen Germany) (43-ms TE, 4.2-s TR, 64  64 matrix,
230-mm FOV, 46 axial slices, 3.6-mm cubic voxels, 128
time points per run). The time series were processed using
MEDx (Sensor Systems, Sterling, VA). To correct for with-
in-run interscan head motion, each EPI volume was regis-
tered to the mean of its time series using a linear six-
parameter rigid-body transformation model employing a
least squares cost function. Image volumes were resampled
using scanline chirp-z interpolation. Global intensity varia-
tions were corrected by global image intensity rescaling,
performed by computing the ratio that relates the mean
image intensity in a particular volume to an arbitrary value
of 1000. Low-frequency temporal signal ﬂuctuations were
removed by the application of a high-pass ﬁlter with a cutoff
of twice the period length. Next, a 3D Gaussian ﬁlter
(FWHM 6 mm in all dimensions) was applied to each
volume in the time series for spatial smoothing. Images
were then spatially normalized with a 3D warp to an EPI
template in Talairach space. The full-time series of the
subject’s tapping at the rate of 1 Hz was used to demonstrate
the capability of gPLS to identify task-related spatiotempo-
ral structures. To illustrate the power of multiple compari-
sons using gPLS, the data of the same subject tapping the
left hand at three different frequencies were analyzed to
highlight the frequency-dependent activities. All baseline
time points and all task time points in each tapping fre-
quency were averaged to generate a single ﬁxation mean
and a task mean, respectively, in order to reduce the dimen-
sion of the data and to minimize the variability of different
epochs.
Two gPLS analyses were separately computed to differ-
entiate the task-control contrast and ﬁnger ﬂexion rate-
dependent effects. The ﬁrst gPLS made use of a contrast
matrix, including a paradigm coherent vector representing
the “on” time points, when the subject tapped his ﬁngers at
the rate cued by the visual stimuli, and the “off” time points,
when the subject maintained visual ﬁxation only. Addition-
Fig. 5. The most correlated LV by PCA and ICA using gPLS on Gaussian background noise at various SNRs. Single (top panel) or ﬁve (bottom panel)
orthogonal activation patterns with six epochs and 10 samples in each epoch were simulated. Delays between the experimental paradigm and the onset of
the voxel activity varied between 0 to 3 time points (NOAD  0 and NOAD  3)
633 F.-H. Lin et al. / NeuroImage 20 (2003) 625–642634 F.-H. Lin et al. / NeuroImage 20 (2003) 625–642Fig. 7. The ﬁrst brain LV of PCA (top panel) and ICA (bottom panel) decomposition from an event-related fMRI simulation data.
Fig. 6. The total weighted ROC area in gPLS (top panel) and TD (bottom panel) using PCA and ICA for various temporal sampling rates (TSRs) at different
SNR in the Gaussian background with ﬁve orthogonal activations.
Fig. 8. The design scores of six random groupings on different epochs of the left-hand tapping data. They reveal the task-related components as well as
transient variation in these task-related components. Epoch 4 shows instability in identifying consistently task-related components.
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matrix by segregating different epochs of the experiment
paradigm into two to six groups to differentiate the epoch-
related effects. The second gPLS detected additional ﬁnger
ﬂexion rate-dependent effects by using Helmert basis to
construct a contrast matrix for comparing three ﬁnger tap-
ping frequencies. Also, we choose eight randomized groups
inside the contrast matrix to test the robustness of the
revealed eigenstructures. Both gPLS analyses used PCA
and ICA separately, using 100 iterations to generate error
estimates.
Results
Simulation studies
Signal-to-noise ratio
Figure 2 shows the weighted ROC indices for Gaussian
background noise with ﬁve orthogonal activations in gPLS.
Generally, as the SNR increases, the weighted ROC area
from all latent variables using either PCA or ICA increases
monotonically. Given the same SNR, PCA decomposition
always gives better detection than ICA in the simulation.
Note the high variability of the ICA results at low SNR
(0.1).
When the SNR is equal to 1, which corresponds to the
same level of paradigm-coherent activation signal and back-
ground noise, PCA has a weighted ROC area more than
0.82, whereas the weighted ROC area of ICA is only 0.73.
The discrepancy between PCA and ICA prevails across
various SNRs. When the SNR is higher than 10, PCA
always has weighted ROC areas of more than 0.95, and ICA
has values of around 0.81. The plateau of ICA detection is
about 0.8 when the SNR is greater than 3.16, whereas PCA
stabilizes the detection power around 0.95 as the SNR is
higher than 10.
Most correlated latent variable
The bottom panel of Fig. 2 also reports the ROC area
detection metric of the “most correlated” latent variable,
whose design score has the highest absolute value of cor-
relation coefﬁcient between the experimental paradigm and
the revealed design score. The observation that higher SNRs
correspond to higher ROC areas is still valid in the most
correlated LV metrics for either PCA or ICA in the gPLS
framework. When the SNR is higher than 10, the averaged
ROC area by PCA is over 0.95, whereas ICA has variable
ROC areas between 0.93 and 0.86. Low SNR decreases the
distinction between PCA and ICA decomposition. As the
error bars show, there is no signiﬁcant difference in the
ROC area metric from PCA and ICA when the SNR is
lower than 0.1. The similar detection power of the single
most correlated LV to that of weighted ROC areas from all
LVs at different SNR demonstrates that a single LV with the
most correlated design score and experimental paradigm is
capable of detecting underlying spatiotemporal patterns of
activation.
Total decomposition versus generalized partial least
squares
Figure 3 shows the comparison of the detection using
gPLS and TD using Gaussian background noise and ﬁve
synthetic orthogonal signals. The detection by the weighted
Fig. 9. t Test brain activity statistical maps and brain latent variables from
gPLS using PCA and ICA decomposition of the effect space with six
random groups in the contrast matrix. In these maps, the right hemisphere
is on the right.
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from 0.1 to 100. The gPLS approach performs better than
TD when using either PCA and ICA decompositions. Pre-
sumably this advantage comes from the selective averaging
step. When the SNR equals 1, TD using PCA has a maxi-
mally weighted ROC area of 0.58, whereas TD using ICA is
0.54. gPLS at the same SNR (SNR  1) has the weighted
ROC area of 0.82 and 0.73 by PCA and ICA, respectively.
This comparison quantitatively shows the advantage of
gPLS over TD for higher signal detection. For the ROC area
of the most correlated LV (bottom panel of Fig. 3), PCA is
of similar detection (ROC area over 0.95) using either gPLS
or TD at high SNR (	10). ICA in gPLS demonstrates
higher detection than in TD by a larger ROC area at high
SNR. When SNR is lower than 0.03, gPLS or TD provides
almost the same insufﬁcient detection, no matter whether
PCA or ICA is utilized. In general, the variability of the
reported ROC metrics from the most correlated LV is
smaller in PCA than ICA when SNR is higher than 1.
Background noise
In addition to the Gaussian distribution, super-Gaussian and
sub-Gaussian probability distribution functions were used to
simulate background noises, as shown in Fig. 4. With super-
Table 1
The inner product of the ﬁrst latent variable revealed by PCA and ICA at various numbers of randomized grouping
PCA (no. of groups) ICA (no. of groups)
2345623456
PCA (groups) 2 0.9992 0.9987 0.9982 0.9976 0.9973 0.8673 0.7589 0.7160 0.6749 0.6547
3 0.9984 0.9981 0.9978 0.9976 0.8678 0.7600 0.7168 0.6761 0.6557
4 0.9980 0.9979 0.9977 0.8675 0.7600 0.7163 0.6761 0.6547
5 0.9980 0.9979 0.8675 0.7605 0.7166 0.6768 0.6553
6 0.9979 0.8674 0.7602 0.7159 0.6756 0.6535
ICA (groups) 2 0.7736 0.6812 0.6482 0.6103 0.5984
3 0.6085 0.5826 0.5568 0.5493
4 0.5663 0.5413 0.5390
5 0.5404 0.5467
6 0.5774
Note. PCA shows consistent similarity at different randomized group numbers. ICA decomposition varies more greatly than PCA with a signiﬁcant difference between
two-group and six-group random grouping. Between PCA and ICA, the similarity is low and becomes lower when the number of random grouping increases.
Fig. 10. Design scores of the ﬁrst three latent variables in gPLS using PCA and ICA for multiple comparisons, including three different tapping frequencies
and task-control contrast. The ﬁrst three LVs account for the majority of the total variance in the effect space. And they represent the task-control contrast
and tapping frequency-dependent brain maps.
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tent variable metric, TD is slightly better than gPLS at high
SNR regions (SNR 	 10) when PCA is employed. In the
lower SNR (SNR  3) contexts, gPLS is superior to TD using
PCA. When ICA is adopted as the decomposition tool, gPLS
always outperforms TD at all SNRs. The sub-Gaussian back-
ground noise study (bottom panel of Fig. 4) shows the higher
detection using gPLS over TD and PCA over ICA when the
SNR is lower than 1. With the sub-Gaussian background noise,
the weighted ROC area metrics at SNR larger than 1 are
slightly higher than the most correlated LV ROC index (not
shown). This suggests that when the background noise follows
a sub-Gaussian distribution, such as uniform distribution, the
ensemble of multiple latent variables has higher detection
power than the single most correlated LV.
Effect of multiple contrasts and hemodynamic delays
The gPLS structure can be used for either multiple hy-
potheses/activations comparison/detection as well as a sin-
gle contrast identiﬁcation, as illustrated in Fig. 5. In this
Gaussian background test bed, when there is only one par-
adigm-related activation signal, detection using only the
most paradigm correlated latent variable is quite efﬁcient
(	0.99) when the SNR is greater than 1. PCA outperforms
ICA when the SNR is less than 1, except that ICA detects
slightly better when SNR equals 0.3 and the delayed acti-
vations exist (NOAD  3 TR). Simulation results show that
when the number of contrasts is low, a single latent variable
is adequate to examine the spatiotemporal structures asso-
ciated with the posed hull hypothesis encoded in the con-
trast matrix. Multiple contrasts detection by gPLS (bottom
panel of Fig. 5) is illustrated using ﬁve orthogonal activa-
tions and 0 to 3 TR delayed signals in the data (to model
hemodynamic delays) at various SNRs. PCA has better
detection than ICA for all SNR and time delays.
The hemodynamic responses in the realistic fMRI might
contain voxels with different delays. Thus, we parametrically
simulated the delayed activations between 0 and 3 time points,
which are 0 to 3 TR delays in fMRI acquisition for the epoch
length of 10 TR. If the data contain only a single paradigm-
coherent component, such delays decrease the detection by
PCA in low SNR contexts, but it enhances ICA detection at
two simulation SNRs (SNR  0.1 and SNR  0.32). How-
ever, PCA provides higher detection power than ICA with or
without hemodynamic delays in all conditions. In data con-
taining multiple hypothesis-related signals, the delays hinder
the PCA detection in low SNR regions (SNR 1), but they do
not change signiﬁcantly when SNR is greater than 10. ICA
degrades the detection signiﬁcantly when there are multiple
delayed activations in higher SNR contexts (SNR 	3). It is
worth noticing that ICA has lower detection when delays exist
in the multiple contrasts data. With sufﬁcient SNR, gPLS using
PCA is insensitive to the hemodynamic delays in the data,
providing a higher detection power compared to ICA decom-
position.
Temporal sampling rate
Various temporal sampling rates (TSR) were simulated
for 5, 10, and 20 scans for each epoch in a blocked-design
experiment. Results suggest that a higher TSR always has a
higher ROC area metric in PCA decomposition at different
SNRs, as shown in Fig. 6. ICA has a similar tendency to
have higher detection power as the TSR increases. When the
SNR is higher than 3, more temporal samplings produce
relatively fewer ROC increments. Increasing the TSR is
only advantageous for gPLS, not for TD. The increased
sampling does not enrich the content of data, and both PCA
and ICA suffer from the increased degrees of freedom in the
decomposition, as shown in the bottom panel of Fig. 6.
Event-related fMRI simulation
Figure 7 shows the most signiﬁcant 25% of the ﬁrst brain
latent variables in an event-related fMRI experiment when
PCA and ICA were used to decompose the PLS effect
space. Qualitatively, there was no appreciable difference in
the results using PCA vs ICA decomposition. Both show
similar within-voxel activation duration and the location of
the activation loci. This latent variable differentiated the two
conditions with the added activations from each other and
the “baseline” condition.
fMRI motor system study
Movement contrast detection
We found from the singular values that the ﬁrst LV using
PCA and ICA accounts for 90 and 81%, respectively, of the
total effect space variance. The variation of the singular
value from ICA (8.5%) is higher compared to the variation
from PCA (0.5%) in the 100 iterative analyses.
Figure 8 shows the design scores of the most dominant
(the ﬁrst) latent variable in gPLS using PCA and ICA. The
corresponding LVs are well correlated to the on/off exper-
iment paradigm. Either PCA or ICA decomposition can
robustly detect the contrast between the baseline and task
conditions in the gPLS framework. Multiple (100) iterations
were used to investigate the variability of the design scores
in different epochs. Comparing PCA and ICA, the design
scores show that gPLS is able to detect the consistently
task-related structures inside the data matrix, as well as the
transient responses. The fourth epoch of gPLS by both PCA
and ICA using six randomized groups demonstrated higher
variability, representing lower conﬁdence during task-re-
lated component identiﬁcation.
The spatial patterns of the ﬁrst latent variable are shown
in Fig. 9. For comparison, t test uncorrected P values are
also shown to contrast the detection by univariate and mul-
tivariate approaches. Thresholds are set to 3.5 for base 10
logarithm P values for t test and 40% of latent variable
maximum for gPLS. These values are chosen for optimal
visual comparison between approaches. The cerebellum,
visual cortex, primary motor area, cingulate gyrus, and the
medial superior parietal lobule are shown activated in PCA
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experiment paradigm to constitute the contrast matrix. A
large amount of similarity and overlapping between PCA
and ICA decompositions is observed. The differences be-
tween the t test statistical map and gPLS brain LVs are most
signiﬁcant in spatial extension and distribution of estimated
active areas in cerebellum, internal capsule, and superior
parietal lobule.
Different random groupings reveal similar signiﬁcant
latent variables in gPLS. Table 1 lists the angles between the
most dominant brain LVs as multidimensional vectors. The
inner product of two high-dimensional brain LVs quantiﬁes
the alignment and the similarity between them. PCA ran-
dom grouping is more robust than ICA for the ﬁrst LV
because of the high inner product (	0.999). Brain LVs from
ICA vary at different numbers of randomized grouping with
a maximal similarity of inner product of 0.77, which is
analogous to 39 degrees in two-dimensional space. In con-
trast, 0.992 inner product is equivalent to 2.9 degrees in
two-dimensional space.
Using total decomposition, PCA and ICA generate com-
plex time courses for different latent variables. The maxi-
mum of the correlation coefﬁcient between the design score
and the experiment paradigm is 0.5204 for PCA and 0.3441
for ICA. The associated spatial patterns are complicated by
ventricle false alarms, distributed local activities, and mo-
tion artifacts (not shown) and therefore further processing,
for example, canonical variance analysis (Fletcher et al.,
1996), is necessary to make use of these eigenstructures.
Multiple comparisons between ﬁnger tapping rates
The design score plots (Fig. 10) for the multiple com-
parisons of different tapping frequencies illustrate identiﬁ-
cation of both task-control contrast and tapping frequency
contrast. The distance between the individual mark and zero
is proportional to the contribution of that observation to the
contrast revealed by the latent variable. Note that a design
score may represent an interaction effects. For example, a
design score with “on/off” contrast (“on” positive and “off”
negative) and “off/on” contrast (“off” positive and “on”
negative) at different frequencies, characterizes the differ-
ential “on/off” contrasts due to distinct motor frequencies.
To contrast the “on/off,” the ﬁrst LV revealed by both
PCA and ICA using either no random groups or eight
random groups identiﬁes the contrast between task and
control states across three tapping frequencies. The second
LV of PCA decomposition represents the interaction of the
generalized high tapping rate versus low tapping rate con-
trast (weighted average of 3 and 1 Hz versus 0.3 Hz) and the
task-control contrast. Similar results from ICA decomposi-
tions are also present but appeared in the third LV. Inter-
estingly, the second LV from ICA also represents a contrast
between task and control, which is consistent with the in-
ference from the ﬁrst LV. Note that the tapping frequency
contrast is the interaction/modulation of task-control differ-
ences over blocks of different tapping frequencies.
The ﬁrst three LVs explain all variances in the effect
space when no random group is applied. And they account
for 76.5 and 58.3% of total variance in eight random group-
ing gPLS using PCA and ICA, respectively. Random group-
ing detects the transient responses and variations of differ-
ent epochs in three tapping frequencies, as shown in Fig. 11.
Examining spatial patterns of the brain LVs excludes
ventricle activations in the third LV in PCA and second LV
in ICA (not shown). The ﬁrst LVs using PCA and ICA
demonstrate the areas that are more active during task than
control conditions regardless of ﬁnger tapping rates. These
include the visual cortex, cerebellum hemispheres, and con-
tralateral primary motor cortex. The contrast between the
higher tapping rate and the lower rates revealed by the
second LV in PCA and the third LV in ICA in gPLS
suggests that the cerebellum hemisphere, visual cortex, and
medial superior parietal lobule are more activated at high-
frequency ﬁnger tapping. Because areas indicated by LVs
with PCA and ICA are visually similar, only PCA results
are illustrated.
Fig. 11. The ﬁrst brain latent variable from PCA decomposition of the
effect space, representing the areas that are more active during task than
control conditions across all three tapping frequencies. The second brain
latent variable from PCA (similar to the third LV from ICA) highlights the
areas that are more active during high-frequency tapping (weighted aver-
age of 3 and 1 Hz) than low-frequency tapping (0.1 Hz).
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Univariate approaches, such as correlation coefﬁcient
analysis and statistical parametric mapping (Bandettini et
al., 1993; Friston et al., 1995b, 1995c; Worsley and Friston,
1995), are model-driven. Reference functions are provided
to build models for the observed neuroimaging data. Be-
cause multiple null hypotheses have been explicitly con-
structed inside the model, identiﬁcation of components re-
lated to the questions of interest is straightforward.
However, the segregation of image voxels during estimation
is problematic because these methods ignore possible ana-
tomically interconnected neurons and associated activation.
It is also possible that voxels might correlate quite well to
the reference function, but they are not signiﬁcantly corre-
lated with each other.
We have presented the theory and algorithms to use
multivariate data analysis technique to explore brain map-
ping based on functional MRI data. Compared to univariate
approaches, multivariate techniques facilitate the identiﬁca-
tion of interaction among neuronal populations in the data
analysis. No additional clustering or corrected statistics for
the estimated active regions are necessary. The multivariate
approach has been veriﬁed and adopted for functional con-
nectivity analysis to investigate temporal interactions
among distributed regions in the brain during cognitive
tasks, such as the orchestration of human memory and
learning systems. A comparison study of the memory sys-
tem even supports the assertion that more information is
revealed by multivariate analysis than by univariate pro-
cessing streams (Fletcher et al., 1996).
The conventional multivariate technique is a data-driven
model subjected to different mathematical constraints. The
data-driven characteristics make the identiﬁcation of com-
ponents of interest in the revealed structures difﬁcult. This
is especially discussed in independent component analysis
(ICA) because of the high variability of the correlation
coefﬁcient between the provided reference function and the
temporal independent component, which is equivalent to the
design score in the generalized partial least squares (gPLS)
formulation. The proposed gPLS framework moderates the
difﬁculty of identifying task-related components by selec-
tive averaging to increase the SNR in the data. gPLS is an
extension of partial least squares in the sense of identical
utilization of the contrast matrix. The rank-reduced effect
space in gPLS has advantages of both increased SNR as
well as decreased computation time. The higher power of
detection in low SNR data derives from the construction of
an effect space by explicit incorporation of columns of the
contrast matrix as averaging factors. The subsequent PCA/
ICA decomposition allows the data itself to reorganize into
separate components under distinct mathematical con-
straints, which are either orthogonality constraint in PCA or
statistical independence in ICA. In gPLS, the size of effect
space is dramatically smaller than the original data matrix.
Dimension reduction in gPLS facilitates efﬁcient calcula-
tion for latent variables. Without gPLS, the size of the
matrix is huge for a multiple-subject multiple-task full-time
series analysis. In our simulation, even with the improved
fast algorithm (Hyvarinen, 1999), ICA is much slower than
PCA in the same computational environment. The differ-
ence in computational loading between PCA and ICA is
manyfold (PCA is about 10 to 30 s depending on the size of
the matrix; ICA takes more than 2 to 15 min for the data of
the same size). Thus, generalized partial least squares has
the combined advantages of being model-driven from uni-
variate statistical procedures by the essence of contrast
matrix correlation and data-driven characteristics via PCA/
ICA decomposition to explore the interactions inside these
data in an integrated way.
Another feature of gPLS is efﬁcient multiple compari-
sons, which have been reported in studies of the memory
system (McIntosh et al., 1996) and interactions of sensory
systems (McIntosh et al., 1999, 1998). In our simulations
and realistic fMRI data, we observe that gPLS is capable of
detecting effects of different conditions. This is essentially
accomplished by providing different “contrast basis func-
tions” in the contrast matrix. Subsequent PCA/ICA appli-
cation is then used to estimate the relative contributions of
these contrast bases. Without gPLS, multiple subjects and
multiple conditions comparison is difﬁcult, because of the
large data size and unconstrained decomposition. gPLS is
thus a convenient tool for experiments with parametric
designs and those reporting multiple-subjects commonality.
Yet another advantage of gPLS is the simpliﬁed identi-
ﬁcation of latent variables. Because the data are constructed
within hypotheses of interest, the revealed design latent
variable explicitly gives the weighting factors of different
hypotheses under the test. The associated design scores
immediately show the temporal representation of the corre-
sponding structure. A simple correlation coefﬁcient can be
applied to categorize latent variables as either task-related
or task-independent as shown in our simulation studies. The
associated singular values quantify the signiﬁcance of latent
variables in terms of variance partitioning. Conventional
total decomposition interpretation of the revealed latent
variables suffers because the correlation coefﬁcient between
the reference function and LV associated temporal compo-
nents is highly variable and small. A ﬁnal complication of
using total decomposition comes from the need to do an-
other canonical variate analysis following the ﬁrst multivar-
iate decomposition.
In a full-rank effect space, the number of latent variables
(or principal components in PCA and independent compo-
nents in ICA) is determined by the minimum of the dimen-
sion of the effect space. This ﬁxed-dimension property
poses another constraint in addition to the mathematical
requirements of the decomposition algorithm. The ﬁxed
number of decomposed components may consume the de-
grees of freedom by partitioning total variance in the data
into either hypothesis-related components or confounds.
Thus, the separation of confounds from pertinent contrasts
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of using either total decomposition or generalized partial
least squares. However, this problem can be partially alle-
viated by varying the number of groups, which collapses the
nonparadigm related data components together. For exam-
ple, we dealt with the single subject blocked-design fMRI
experiment by randomly partitioning different epochs in the
data into various numbers of groups. The ﬂexible manipu-
lation of randomized grouping in the construction of the
contrast matrix enables the identiﬁcation of not only con-
stantly task-related responses, but also transiently varying
responses, as shown in Figs. 7 and 9. This randomization
releases the constraint on the ﬁxed number of components
by either PCA or ICA. Various numbers of random groups
enable another statistical inference about the robustness of
the detected neural activity structures. This randomization
can be combined with the bootstrap and permutation tests in
the partial least squares approach to provide further conﬁ-
dence in the estimation of the revealed neuronal interaction.
Between PCA and ICA, it has been claimed that ICA is
superior for task-related components, especially transient
responses, and noise detection. And it is claimed that ICA
identiﬁes components following a super-Gaussian distribu-
tion more efﬁciently than PCA. Recently, it has been re-
ported that the BOLD fMRI follows a super-Gaussian dis-
tribution (Hanson and Bly, 2001), which suggests an
advantage of ICA over PCA. But in the gPLS framework,
the selective averaging implemented by the contrast matrix
over the raw data compromises such claims; because the
Central Limit Theorem suggests that the mixture of inde-
pendently identically distributed components appears to be
Gaussian. Although the number of averaged samples might
not be large enough to be Gaussian for all cases, and the
observations of fMRI time series are not temporally inde-
pendent, gPLS still generates a sufﬁcient amount of aver-
aging to increase detection power. This contributes to the
better performance of PCA over ICA in our generalized
partial least squares framework. Such a statement is valid
for blocked-design experiments and has been veriﬁed in our
simulations of both blocked-design and event-related fMRI.
From our fMRI data, it is evident that PCA is more robust
for the estimation. The revealed most-signiﬁcant latent vari-
ables at different numbers of random grouping are very
similar (inner product 	0.99). Our simulation also shows a
smaller standard deviation in PCA compared to ICA. ICA is
sensitive to the number of components to be decomposed,
which is equal to the minimum of the number of rows and
columns of the matrix. The observed high variability be-
tween the most signiﬁcant LVs at different numbers of
random grouping decreases the conﬁdence of estimated
spatial patterns derived by ICA.
Realistic hemodynamic responses of voxels have various
waveforms, including different delays and shapes, as iden-
tiﬁed by previous studies (Kruggel and von Cramon, 1999;
Rajapakse et al., 1998). Versatile waveforms deviating from
the boxcar reference paradigm in blocked-design fMRI ex-
periments have been modeled at different SNR in general-
ized partial least squares. Different onset delays have also
been simulated by assuming different numbers of NOADs.
We simulated that delays may be up to 3 TR in our test bed
of 10 TR, which is equivalent to 30% temporal incoherence.
The results suggest that in most SNR contexts, a single LV
from PCA has better detection power than one from ICA in
the gPLS framework. In addition, the most correlated LV
might be quite sufﬁcient to detect task-related components,
which include transient variations if random grouping is
employed. Multiple-subjects multiple-conditions compari-
son favors PCA over ICA.
The general conclusion that in the PLS framework, PCA
and ICA are comparable to reveal the signiﬁcant latent
variables is also validated in our event-related fMRI simu-
lations. This is entirely consistent with our ﬁndings in the
block design simulation for the similarity of PCA and ICA
detection power in the PLS framework. We suspect that part
of the reason for the agreement comes from the constraint of
the solution space to those spanned by task differences
rather than all dimensions in the data.
To evaluate the power of hypothesis testing under the
Neyman–Pearson framework (Casella and Berger, 2002),
we used receive operation curves (ROC) to assess the trade-
off between Type I and Type II error. ROC has been
adopted for assessment of fMRI signal detection (Constable
et al., 1995; Skudlarski et al., 1999). The ROC area and
weighted ROC area for all LVs in our simulations are
neither unique nor globally optimal methods for assessing
the power of detection. However, singular values are good
metrics for quantifying the amount of variance explained in
the model. And, ROC areas correspond conveniently to the
trade-off between Type I and Type II errors. However, if
people are more concerned about one hypothesis testing
error than the other, other metrics should be employed.
Here, we used a linear decomposition approach to reveal
the structures in the data. Nonlinear decomposition can also
be used in the gPLS framework as well. PCA has been
extended for identifying nonlinear interactions in brain sys-
tems. The same approach could be applied to the nonlinear
identiﬁcation of different functional areas when it is applied
on the effect space in the future.
In summary, adoption of the multivariate analysis tool
depends on the spatiotemporal structure of the data and the
experimental questions. We show gPLS provides computa-
tional efﬁciency and ﬂexibility for testing hypotheses at
different levels. And gPLS can be used for either single or
multiple hypotheses testing by two alternative decomposi-
tions: PCA and ICA. Although PCA seems to outperform
ICA in several of our scenarios, a conservative conclusion
would suggest that neither can be favored when applied in
the PLS framework.
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