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ABSTRACT: The amount of collected data is increasing all the time
in the world. More sophisticated measuring instruments and increase
in the computer processing power producemore andmore data, which
requires more capacity from the collection, transmission and storage.
Even though computers are faster, large databases need also good
and accurate methodologies for them to be useful in practice. Some
techniques are not feasible to be applied to very large databases or are
not able to provide the necessary accuracy.
As the title proclaims, this thesis focuses on two aspects encountered
with databases, time series prediction and missing value imputation.
The first one is a function approximation and regression problem, but
can, in some cases, be formulated also as a classification task. Accurate
prediction of future values is heavily dependent not only on a good
model, which is well trained and validated, but also preprocessing, in-
put variable selection or projection and output approximation strategy
selection. The importance of all these choices made in the approxima-
tion process increases when the prediction horizon is extended further
into the future.
The second focus area deals with missing values in a database. The
missing values can be a nuisance, but can be also be a prohibiting fac-
tor in the use of certain methodologies and degrade the performance
of others. Hence, missing value imputation is a very necessary part of
the preprocessing of a database. This imputation has to be done care-
fully in order to retain the integrity of the database and not to insert
any unwanted artifacts to aggravate the job of the final data analysis
methodology. Furthermore, even though the accuracy is always the
main requisite for a good methodology, computational time has to be
considered alongside the precision.
In this thesis, a large variety of different strategies for output approxi-
mation and variable processing for time series prediction are presented.
There is also a detailed presentation of new methodologies and tools
for solving the problem of missing values. The strategies and method-
ologies are compared against the state-of-the-art ones and shown to be
accurate and useful in practice.
KEYWORDS: Time Series Prediction, Missing Values, Large Data-
bases, Prediction Strategy, Variable Selection, Nonlinear Imputation,
EOF Pruning, Ensemble of SOMs

TIIVISTELMA¨: Maailmassa tuotetaan koko ajan enemmän ja enem-
män tietoa. Kehittyneemmät mittalaitteet, nopeammat tietokoneet se-
kä kasvaneet siirto- ja tallennuskapasiteetit mahdollistavat suurien tie-
tomassojen keräämisen, siirtämisen ja varastoinnin.
Vaikka tietokoneiden laskentateho kasvaa jatkuvasti, suurten tietoai-
neistojen käsittelyssä tarvitaan edelleen hyviä ja tarkkoja menetelmiä.
Kaikki menetelmät eivät sovellu valtavien aineistojen käsittelyyn tai ei-
vät tuota tarpeeksi tarkkoja tuloksia.
Tässä työssä keskitytään kahteen tärkeään osa-alueeseen tietokanto-
jen käsittelyssä: aikasarjaennustamiseen ja puuttuvien arvojen täyden-
tämiseen. Ensimmäinen näistä alueista on regressio-ongelma, jossa py-
ritään arvioimaan aikasarjan tulevaisuutta edeltävien näytteiden poh-
jalta. Joissain tapauksissa regressio-ongelma voidaan muotoilla myös
luokitteluongelmaksi.
Tarkka aikasarjan ennustaminen on riippuvainen hyvästä ja luotet-
tavasta ennustusmallista. Malli on opetettava oikein ja sen oikeellisuus
ja tarkkuus on varmistettava. Lisäksi aikasarjan esikäsittely, syötemuut-
tujien valinta- tai projektiotapa sekä ennustusstrategia täytyy valita huo-
lella ja niiden soveltuvuus mallin yhteyteen on varmistettava huolelli-
sesti. Tehtyjen valintojen tärkeys kasvaa entisestään mitä pidemmälle
tulevaisuuteen ennustetaan.
Toinen tämän työn osa-alue käsittelee puuttuvien arvojen ongelmaa.
Tietokannasta puuttuvat arvot voivat heikentää data-analyysimenetel-
män tuottamia tuloksia tai jopa estää joidenkin menetelmien käytön,
joten puuttuvien arvojen arviointi ja täydentäminen esikäsittelyn osa-
na on suositeltavaa. Täydentäminen on kuitenkin tehtävä harkiten, sil-
lä puutteellinen täydentäminen johtaa hyvin todennäköisesti epätark-
kuuksiin lopullisessa käyttökohteessa ja ei-toivottuihin rakenteisiin tie-
tokannan sisällä. Koska kyseessä on esikäsittely, eikä varsinainen datan
hyötykäyttö, puuttuvien arvojen täydentämiseen käytetty laskenta-aika
tulisi minimoida säilyttäen laskentatarkkuus.
Tässä väitöskirjassa on esitelty erilaisia tapoja ennustaa pitkän ajan
päähän tulevaisuuteen ja keinoja syötemuuttujien valintaan. Lisäksi
uusia menetelmiä puuttuvien arvojen täydentämiseen on kehitetty ja
niitä on vertailtu olemassa oleviin menetelmiin.
AVAINSANAT: Aikasarjaennustaminen, puuttuvien arvojen täyden-
täminen, suuret tietojoukot, ennustusstrategia, muuttujien valinta, Em-
piiristen ortogonaalifunktioiden valinta, Itseorganisoituvien karttojen
yhdistelmä.
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1 INTRODUCTION
1.1 SCOPE OF THE THESIS
Due to the constantly growing computing power and more and more
intelligent measurement systems, the amount and size of databases is
growing faster and faster. Measurement devices can measure multiple
things at the same time, more accurately than before and with higher
frequency. These devices require fast data collection, broad bandwidth
transmitting and large storage capacities to handle the enormous data
flow from the instruments to data analysts.
Since more and more data are measured, transported and stored,
especially with new and still unstable devices, the need for verifying
and handling the data in a smart way is also emphasized. One does not
want to apply a preprocessing on a huge dataset, just to find out later
that the result is not good and the processing needs to be corrected
and applied again. Even though the computing power increases all
the time, the methodological parts need to be improved as well.
In many cases, the collected databases include spatial and / or tem-
poral relativity in their values. These datasets can be called spatially-
and / or temporally-related databases and techniques, strategies and
methodologies invented to deal with this kind of databases can be used.
These methods are numerous with varying applicability to different
problems. Some strategies and methodologies are not able to handle
large datasets in a reasonable time and some just are not providing the
accuracy required.
The size of the databases also leads to the necessity of variable se-
lection. It is not advisable to try to use the whole database for a pro-
cess that would require only a small piece to be completed adequately.
Since larger databases require more memory and processing power,
not to mention the applicable methodologies to begin with, it is better
to select the necessary variables from the database before the process is
started.
On the other hand, since the data collection processes are not
perfect, the databases may contain missing values. These missing parts
can distort the results, create inaccuracies and even repudiate the usage
of several techniques. If the size of the database is large enough, one
could just discard the part of the database with missing values, but in
many cases this is not possible course of action. The accurate and
reliable usage of the database requires that the missing parts are filled
beforehand.
As an example of a recently collected database is the temperature
database of Lake Tanganyika. Lake Tanganyika is located in the African
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Rift in the center of the African continent. The extraordinary size and
shape of the lake make it really valuable for the climate research, but
the size and the shape of the lake make it hard to adequately measure
the bio-geo-physical parameters, such as surface temperature. Given
the current political and economical situation in Africa, the satellite is
the only valid option to conduct the measurements.
The data measured by satellite includes a vast number of missing
values, more than 60 percent of the database, due to clouds, technical
difficulties and even heavy smoke from forest fires. The missing
values make a posteriori modelling a difficult problem and the filling
procedure a mandatory preprocessing step before climate modelling.
From the modeling perspective, there are several mandatory settings
and parameters to be selected in order to get the optimal combination
for the task. The selection is needed for how to fill the missing values,
what other preprocessing is needed, which variables should be most
related to the problem at hand, which methodology to use and last,
but not least, how to train and validate the selected model. Since there
are many possibilities in each step, there is no way to test them all, and
hence, it is not possible to highlight the only combination to the best
of them all. Therefore, it is advisable to test as many combinations as
possible and select the best one among them.
What makes the selection problem even harder is that if one of the
selections is changed, the whole chain of determined choices have
to be re-evaluated. For example, if the preprocessing is changed, it
requires the re-evaluation of the selection of the variables, which again
implies the re-evaluation of the methodology selection and so on.
1.2 CONTRIBUTIONS PRESENTED IN THE THESIS
This thesis deals with two closely related problems; time series predic-
tion and missing values. Both fields share similarities, but have their
own peculiarities as well. A full collection of different strategies and
several output approximation methods for time series prediction and
for finding missing values in a temporally or spatially related databases
are presented in the thesis. Many of the presented methodologies can
be used in both fields, including variable selection strategies.
New prediction strategies are presented, namely DirRec, Multiple-
Outputs and Several Multiple-Outputs. Also new methodologies are
presented, namely EOF Pruning and Ensemble of SOMs. The strate-
gies are mainly used in time series prediction, but are also applicable
to some extent for finding missing values. The new methodologies are
for finding the missing values.
The above mentioned new strategies and methodologies have also
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been compared with the state-of-the-art as well as combined to achieve
even higher accuracy. There are two toolboxes, Lazy Learning toolbox
and SOM+EOF toolbox, created in the course of the research.
1.3 PUBLICATIONS OF THE THESIS
List of publications included:
1. Antti Sorjamaa, Jin Hao, Nima Reyhani, Yongnan Ji, and Amaury
Lendasse. Methodology for long-term prediction of time series.
Neurocomputing, Volume 70, Issues 16-18, October 2007, Pages
2861-2869.
2. Antti Sorjamaa, Yoan Miche, Robert Weiss, and Amaury Len-
dasse. Long-term prediction of time series using NNE-based pro-
jection and OP-ELM. In IEEE World Conference on Compu-
tational Intelligence, Hong Kong, Research Publishing Services,
Chennai, India, June 2008, Pages 2675-2681.
3. Antti Sorjamaa, and Amaury Lendasse. Time Series Predic-
tion using DirRec Strategy. In Michel Verleysen, editor, Pro-
ceedings of European Symposium on Artificial Neural Networks
- ESANN, d-side publications, Bruges, Belgium, April 26-28,
2006, Pages 143-148.
4. Souhaib Ben Taieb, Antti Sorjamaa, and Gianluca Bontempi,
Multiple-Output Modelling for Multi-Step-Ahead Forecasting,
Neurocomputing, Volume 73, Issues 10-12, June 2010, Pages
1950-1957.
5. Antti Sorjamaa, Amaury Lendasse, Yves Cornet, and Eric Deleer-
snijder. An improved methodology for filling missing values in
spatiotemporal climate data set. Computational Geosciences,
Volume 14, Issue 1, January 2010, Pages 55-64.
6. Antti Sorjamaa, PaulMerlin, BertrandMaillet, and Amaury Len-
dasse. A nonlinear approach for the determination of missing
values in temporal databases. European Journal of Economic
and Social Systems, Volume 22, Issue 1, November 2009, Pages
99-117.
7. Antti Sorjamaa, Elia Liitiäinen, and Amaury Lendasse. Time
series prediction as a problem of missing values: Application to
ESTSP2007 and NN3 competition benchmarks. In IJCNN, In-
ternational Joint Conference on Neural Networks, Documation
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LLC, Eau Claire, Wisconsin, USA, August 12-17, 2007, Pages
1770-1775.
8. Paul Merlin, Antti Sorjamaa, Bertrand Maillet, Amaury Len-
dasse, X-SOM and L-SOM: a Double Classification Approach
for Missing Value Imputation, Neurocomputing, Volume 73, Is-
sues 7-9, March 2010, Pages 1103-1108.
9. Antti Sorjamaa, Francesco Corona, Yoan Miche, Paul Merlin,
Bertrand Maillet, Eric Séverin, and Amaury Lendasse. Sparse
linear combination of SOMs for data imputation: Application
to financial database. In Risto Miikkulainen, Jose Principe,
editors, Lecture Notes in Computer Science - Advances in Self-
Organizing Maps - WSOM 2009, volume 5629/2009, Springer
Berlin / Heidelberg, June 2009, Pages 290-297.
10. Antti Sorjamaa and Amaury Lendasse. Fast Missing Value Im-
putation using Ensemble of SOMs. Technical Report in Aalto
University series of reports, June 2010.
In the text, these publications are referred using the numbering
above, for example the last one by Sorjamaa and Lendasse is referred
to as Publication 10.
1.4 CONTENTS OF THE PUBLICATIONS AND AUTHOR’S
CONTRIBUTIONS
• Publication 1. In this first journal paper, the Direct strategy
is introduced and compared against the prevailing state-of-the-
art Recursive strategy. Several variable selection strategies and
search criteria are compared using Poland Electricity dataset. In
order to verify the superior accuracy of Direct strategy, a state-
of-the-art nonlinear approximation method called Least Squares
Support Vector Machine is used. The author has carried out
part of the experiments and is responsible for the writing of the
article.
• Publication 2. Two projection methodologies used together
with new very fast development of MLP [55] is presented in
long-term time series prediction context. The prediction scheme
is applied to ESTSP 2007 Conference prediction competition
dataset, where it reaches to the second position. The author is
responsible for a part of the experimental design and computa-
tion and most of the writing of the article. The idea to combine
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two projection methodologies was developed jointly by the au-
thor, Lendasse and Miche.
• Publication 3. A new time series prediction strategy, called
DirRec, is presented. The DirRec strategy is a combination of
Direct and Recursive strategies, hence the name. It is compared
against the Direct and the Recursive strategies and the compar-
ison shows the supremacy of the DirRec strategy. The author is
responsible for the development of the strategy, experiments and
writing of the article.
• Publication 4. Several Multiple-Output strategies are devel-
oped, introduced and compared with Direct and Recursive stra-
tegies. The comparison is performed using NN3 competition
dataset, where the proposed methodology would obtain fourth
place. The approximation methodology used is local constant
model. The author suggested the idea of changing the number
of outputs, varying between one output at a time and all at once.
Ben Taieb was responsible for carrying out the experiments and
the article was written together.
• Publication 5. A new algorithm based on Singular Value De-
composition is proposed, called EOF Pruning, for missing value
imputation. The new algorithm is compared with the original
EOF as well as Objective Analysis, which is considered to be
the state-of-the art in the field of geosciences. The comparison
is performed using a difficult surface temperature dataset from
Tanganyika Lake, which has more than 60 percent of the values
missing. The author came up with the improvement, has car-
ried out all experiments and is responsible for the writing of the
article.
• Publication 6. A combination methodology is introduced, the
SOM + EOF. The accuracy of the combination is verified by
using three datasets related to finance, more specifically the
value of funds. The idea for combining the two methodologies is
originally from the author, the experimental design and carrying
out the experiments is joint work between the author andMerlin
and the author is mainly responsible for the writing of the paper.
• Publication 7. An application of SOM + EOF is tested on a
problem of time series prediction. The automatic selection of
hyperparameters for both SOM and EOF simplify the prediction
process. The presented combination achieved the sixth place
in the original competition. The author is responsible for most
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of the experimental design, carrying out the experiments and
writing the article.
• Publication 8. A new methodology for missing value imputa-
tion relying on Self-Organizing Maps is presented. This meth-
odology uses two different SOMs, which are trained on the orig-
inal dataset and on a transposed one. The results show that the
double imputation improves the accuracy. The author has as-
sisted Merlin in the experimental setup, the original idea for
using transposed data is from Merlin and the article was written
jointly.
• Publication 9. The article presents the first try on combining
several Self-organizing Maps using Hanna-Quinn Information
Criterion and MultiResponse Sparse Regression by Tikka and
Similä [65]. The results compared to the original SOM are
promising using a financial dataset with missing values. The idea
for combining several SOMs was jointly developed by the author
and Lendasse. Lendasse was responsible for the experiments
and the article was written jointly by the author, Lendasse and
Miche.
• Publication 10. A newmethodology, called Ensemble of SOMs,
is presented. Two very different datasets are used to demonstrate
the accuracy and speed of the Ensemble of SOMs. The meth-
odology is compared against Probabilistic Principal Component
Analysis. The author is partly responsible for the development
of the combination, design of the experiments and conducting
most of the experiments. The article was written by the author.
1.5 THESIS ORGANIZATION
This thesis is organized as follows: Chapter 2 is describing the prob-
lem areas dealt in the thesis, namely time series prediction and miss-
ing value imputation. Chapter 3 summarizes the time series predic-
tion strategies used and developed. Chapter 4 collects all new and im-
proved methodologies created in the course of the research for the pre-
diction as well as for the missing value imputation. A quick overview of
the two toolboxes created in the course of research is given in Section
5.
Finally, Chapter 6 summarizes the experimental results contained
in the publications and Chapter 7 summarizes the findings of the
thesis, presents the conclusions of the thesis and, finally, outlines the
further work inspired by the presented research results.
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2 PROBLEM AREAS
This is the description of problem areas, namely the division between
time series prediction and missing value imputation. Both of the areas
have their own specific problems, but are closely related. Similar
methodologies can be applied to both problem areas.
Naturally, time series prediction aims at predicting the future by
using the knowledge gathered from the past measurement values.
This is achieved by using clever input variable selection, finding and
validating the most suitable model and finally training the model by
obtaining the optimal parameters and hyperparameters using the past
data.
One can also think time series prediction as a problem of missing
values (see Publication 7). Whereas traditionally missing values are
located in the past, in time series prediction the missing values are the
ones located in the unknown future.
Both areas also face the same complexity of selecting the output
strategy, used methodology as well as variable selection scheme to be
used. In the following, the more detailed particulars of both fields are
described along with the current state-of-the-art.
2.1 TIME SERIES PREDICTION
Time series forecasting is a challenge in many fields. In finance, ex-
perts forecast stock exchange courses or stock market indices; data pro-
cessing specialists forecast the flow of information on their networks;
producers of electricity forecast the load of the following day. The
common point to their problems is the following: how can one ana-
lyze and use the past to predict the future?
Many techniques exist for the approximation of the underlying
process of a time series: Autoregressive Functions [49], Nonlinear
Autoregressive Functions [41], Artificial Neural Networks [83], Self-
Organizing Maps [6], Fuzzy Inference Systems [82] and Support
Vector Machines [72], in order to mention a few. The last one in the
previous list has been considered to be the state-of-the-art for several
years, but there are several good alternatives to be considered [55]. The
developed and improved methodologies are presented in more detail
in Chapter 4.
In general, all these methods try to build a model of the underlying
process, which created the series of observations. The created model
is then used on the last known values of the series to predict the future
values. The common difficulty to all the methods is the determination
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of sufficient and necessary information for an accurate prediction.
A new challenge in the field of time series prediction is the Long-
Term Prediction: several steps ahead have to be predicted. Long-
Term Prediction has to face growing uncertainties arising from various
sources, for instance, accumulation of errors and the lack of informa-
tion [83].
When predicting further into the future, the growing uncertainties
increase the necessity of reliable and accurate selection of prediction
strategy. Is it accurate enough to predict using one model one time
step after another and accept the accumulation of errors or is it better to
use separate model for each prediction? If multiple models are needed,
should one also select or project the variables separately for eachmodel
and for each time step?
Currently, the most used approach to deal with the challenges of
long-term prediction is the Recursive prediction strategy [25, 41, 59].
Recursive strategy is also known as rolling, iterative, one-step-ahead,
recurrent and continuous prediction strategy. When using Recursive
strategy, one is actually repeating one-step-ahead prediction several
times using the previous approximation as input. This kind of long-
term prediction is obviously not yielding very good results after certain
prediction steps, because of the increase in accumulated prediction
error.
To overcome the limitations of the Recursive prediction strategy,
is to use another existing possibility, the Direct strategy [46, 57, 75,
76]. This strategy is still much less used than the Recursive strategy,
even though several papers have shown its superior performance.
For instance, Publication 1 and [76] show comparisons of Recursive
against Direct strategy.
The Direct strategy might be still relatively unused, because for each
prediction step one needs to train separate model and optimize other
learning parameters, which in turn increase the need for computa-
tional time. On the other hand, rapid increase in computer power and
new fast techniques to parallelize computations make the Direct strat-
egy more reasonable and appealing choice for long-term time series
prediction.
In this thesis, three new prediction strategies are presented: DirRec
as a combination of Direct and Recursive, Multiple-Outputs and
Several Multiple-Outputs. More details about the more advanced
prediction strategies developed in this thesis are presented in Chapter
3.1.
Another problem arises when selecting a methodology and the
proper prediction strategy, is the selection of input variables to be
used in the approximation. Different models need different amount of
variables in order to be reliable and accurate and that reflects directly to
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the problem of validating the used model properly and to the selection
of inputs variables.
In the literature, the problem of having large amount of input vari-
ables is described as curse of dimensionality [11, 79, 34]. More vari-
ables, in theory, include more information of the underlying process
and enable the approximator to perform with a higher accuracy. On
the other hand, less variables, in practice, lead to more efficient usage
of the variables, easier interpretability of the chosen set and smaller
computational time.
Good selection of variables is heavily dependent on the chosenmeth-
odology and the variable selection scheme has to be carefully tested
and validated, especially if the selection process is done automatically.
The variable selection strategies along with a broader concept of vari-
able projection strategy are presented in Sections 3.2 and 3.3. Section
3.4 presents several Search Criteria, which can be used to perform the
variable selection or projection strategies.
The above mentioned numerous different selection problems create
very high-dimensional optimization problem. Each of the selections
needed to guarantee optimal results are not always straightforward, es-
pecially when computational time becomes an issue. Faster method-
ologies, which still retain the accuracy of the state-of-the-art methodol-
ogies, are not only very necessary, but even mandatory, when the sizes
of the databases increase all the time.
2.2 MISSING VALUES
The presence of missing values in the underlying databases is a recur-
rent problem in many different fields. For example, in meteorology
and climatology [74, 85], finance, process industry [62] and sosiology
[3] have to deal with missing values.
A great number of methods have been already developed for solving
the problem by filling the missing values, for example, Kriging [81]
and several other Optimal Interpolation methods, such as Objective
Analysis [35].
One of the emerging approaches for filling the missing values is
the Empirical Orthogonal Functions (EOF) methodology [10, 21, 58].
The EOF is a deterministic methodology, enabling a linear projection
to a high-dimensional space. Moreover, the EOF models allow con-
tinuous interpolation of missing values even when high percentage of
the data is missing.
The EOF is closely related to the Principal Component Analysis
(PCA), which was originally introduced by Pearson in [56]. The
PCA is closely related to the EOF methodology and it is computed
CHAPTER 2. PROBLEM AREAS 23
in a very similar way. Furthermore, the PCA methodology has been
lately improved by extending it using statistical formulation of the
computation, called generally Probabilistic PCA (PPCA) [17], which
can be used to fill the missing values in a database.
Another popular method for finding missing values, called Self-
Organizing Maps (SOM) [43], aim to ideally group homogeneous
individuals, highlighting a neighborhood structure between classes
in a chosen lattice. The SOM algorithm is based on unsupervised
learning principle where the training is entirely stochastic, data-driven.
No information about the input data is required. Furthermore, the
SOM algorithm allows projection of high-dimensional data to a low-
dimensional grid. Through this projection and focusing on its property
of topology preservation, SOM allows a non-linear interpolation for
filling the missing values.
Recently, several new applications, modifications, improvements
and combinations with other methods have been presented [7, 44, 52,
80]. The SOM is still an active part of machine learning community
and continues to gather new inventions around it.
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3 PREDICTION STRATEGIES
This chapter presents strategies for output approximation, variable
selection and parameter tuning. The first section presents five different
strategies for the output approximation, the second section reviews
shortly four approaches to variable selection and the third section
explains the projection scheme relevant to the thesis.
3.1 OUTPUT APPROXIMATION IN TIME SERIES PREDICTION
In order to approximate several outputs, one needs to have a strategy to
do that. For a single output, like in normal regression task where the
output of a sample to be modeled is a scalar value, the choice is easy.
But when there are several outputs to be approximated, one needs a
suitable strategy for it.
Each presented strategy has its own benefits and drawbacks, which
are discussed more deeply with each strategy. The strategies are
presented in time series prediction context, but they are applicable to
any approximation task, where several output need to be approximated
at the same time or separately.
From the five presented approaches, two first ones, Recursive and
Direct strategies, can be considered as the state-of-the-art in Time
Series Prediction field. The latter three approaches, DirRec, Multiple-
Outputs and Several Multiple-Outputs, are recently developed ones.
3.1.1 Recursive
The most intuitive and simple method to approximate several outputs
in time series prediction task, is the Recursive strategy. It is also known
as rolling, iterative, one-step-ahead, recurrent and continuous strategy,
since it uses the predicted values as known data to predict the next
ones. In more detail, the strategy can be explained by first making
one-step-ahead prediction:
yˆt+1 = f(yt, yt−1, . . . , yt−d+1,Θ), (3.1)
where d denotes the number of previous values of the series used, f is
the model used for the prediction and Θ denotes the set of parameters
needed for the model f . It is possible to use also exogenous variables
as inputs, but they are not considered here.
To predict the next value of the series, the same model and the same
set of parameters is used:
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yˆt+2 = f(yˆt+1, yt, yt−1, . . . , yt−d+2,Θ). (3.2)
In Equation 3.2, the predicted value of yˆt+1 is used instead of the
true value, which is unknown. Then, for theH -steps ahead prediction,
yˆt+2 to yˆt+H are predicted iteratively and each step the amount of
predicted values used as inputs increases. When the prediction horizon
is equal to the number of past values d in the model, the inputs are only
approximations and no original observations are used at all.
The benefit of the Recursive Strategy is the simplicity. One needs to
build only one model and obtain one set of parameters to predict the
series as far as needed. If the model would be perfect, the accumulated
prediction error would be zero and the prediction would be as accurate
as it can be for infinite-steps-ahead as for one-step-ahead, assuming
completely noiseless time series. In cases where the model is not
perfect or there is noise present in the series, the accumulation of the
errors deteriorates the approximation quality rather quickly, depending
on the model accuracy and the amount of noise in the data.
3.1.2 Direct
The Direct strategy (see Publications 1 and 2) approximates each
output individually with its own model and set of parameters. For
example, for the H -steps ahead prediction, the model is
yˆt+h = fh(yt, yt−1, . . . , yt−d+1,Θh) with 1 ≤ h ≤ H. (3.3)
This strategy estimates H direct models between the inputs, which
do not contain any predicted values, and the H outputs. Each model
also has its own set of model parameters Θh.
In this strategy, the errors in the approximated outputs are not
accumulated. Instead, only the single fold prediction error arising from
the model itself is present. The performance of the previous or the next
prediction steps have no influence on the performance of the current
step.
However, when all the values, from yˆt+1 to yˆt+H , need to be
predicted, H different models must be built. The Direct strategy
increases the complexity of the prediction, but for most of the cases,
it improves the performance compared to Recursive strategy. There
are cases, when the performance is the same compared to Recursive,
for example when the data is completely noiseless, but given that the
models are properly built and validated the performance should never
be worse.
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3.1.3 DirRec
The DirRec strategy (see Publication 3) combines aspects from both,
the DIRrect and the RECursive strategies. It uses a different model at
every time step and introduces the approximations from previous steps
into the input set. In the following example, four previous values of
the time series are used as inputs. Then, the DirRec Strategy can be
written as
yˆt+1 = f1(yt, yt−1, . . . , yt−d+1,Θ1),
yˆt+2 = f2(yˆt+1, yt, yt−1, . . . , yt−d+1,Θ2),
yˆt+3 = f3(yˆt+2, yˆt+1, yt, yt−1, . . . , yt−d+1,Θ3),
...
(3.4)
Every time step the input set in increased with one more input, the
approximation of the previous step, like in Recursive strategy. But each
step has its own model and model parameters, like in Direct strategy.
If no input selection is used, the complexity of the model increases
linearly and more and more inputs with prediction error are fed into
the model. Still, compared to the Recursive strategy, the original mea-
surements are kept as inputs to the model and, if the model is accurate
enough, the approximated values bring even more information to the
prediction.
In the case where input selection is used, the selection procedure
gives extra information of the accuracy of the predictions. If the
previous output approximations are selected to be used as inputs for
the next one, they are informative enough. If not, the accuracy of the
model is not good enough in previous steps and that information could
be used to finetune the model in the next step.
3.1.4 Multiple-Outputs
The three previous strategies, Recursive, Direct and DirRec, handled
the outputs independently from each other. However, since the
inputs are in many cases correlated, the outputs should have similar
properties among themselves. In order to remove the conditional
independence assumption, the notion of Multiple-Inputs Multiple-
Outputs (MIMO) strategy for multi-step-ahead prediction is presented
in [19].
The MIMO can be explained by the following formula:
(yˆt+H , . . . , yˆt+2, yˆt+1) = f(yt, yt−1, . . . , yt−M+1,Θ), (3.5)
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Note that in this case the returned prediction is not a scalar but a
time series itself. In case of large horizon H , the number of terms
could be enough to allow the use of specific operators of time series
analysis, for instance autocorrelation or partial autocorrelation [73].
Naturally, the used model f have to support multiple-outputs in
order to have difference between MIMO and Direct strategies. For
instance, when using pure linear model, there is no difference between
MIMO and Direct, but using some nonlinear method, like Local
Linear Models (presented in Section 4.2), the strategies are indeed
different and demonstrate different performance.
The MIMO strategy constrains all the horizons to be predicted
with the same model structure and the same set of inputs. This
constraint greatly reduces the flexibility and the variability compared to
the single-output approaches and it could produce the negative effect
of biasing the returned model. This happens especially in cases, where
the output values have no covariance between themselves. In practice,
when dealing with time series, the consecutive values almost always
are correlated. Seasonal time series even have correlations that extend
to several steps in the past and to the future, but might not have any
influence on the steps in between.
On a more global note, many methods designed to find the missing
values use the MIMO strategy. Especially for the cases, when there are
significant percentage of the values missing, it is advisable to estimate
them all at once.
3.1.5 Several Multiple-Outputs
Instead of forcing all H time steps to be predicted individually or
altogether, consider an adoption of an intermediate approach. In this
approach the constraint of the MIMO is relaxed by tuning an integer
parameter s, which calibrates the dimensionality of the output on the
basis of a validation criterion. This relaxed strategy is called Multiple-
Inputs Several Multiple-Outputs (MISMO) (see Publication 4) and it
was first introduced in [73] .
The aim of the MISMO strategy is to learn several multiple-output
models from the data, not just a single one as in the MIMO strategy
or one for each prediction horizon as in Direct strategy. The following
equations describe the MISMO principle:
(yˆt+ps, . . . , yˆt+(p−1)s+2, yˆt+(p−1)s+1) = fp(yt, yt−1, . . . , yt−M+1,Θp),
(3.6)
where
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n =
H
s
, p ∈ {1, . . . , n} (3.7)
In other words, s represents the number of consecutive outputs to
be predicted at the same time by the same multiple-output model and
p denotes the number of models, their parameters and sets of multiple-
outputs.
The MISMO approach addresses the multi-step-ahead problem by
taking into consideration two aspects: future predictions are expected
to be mutually dependent, because of the stochastic properties of the
series, but at the same time their degree of dependency is difficult to
set a priori and typically not related to the horizonH fixed by the user.
For example, taking a Nonlinear Autoregressive (NAR) process of
order d = 2 and that prediction of up toH = 50 steps is needed. In this
case the MIMO strategy is extremely biased, because the MIMO tries
to predict all 50 steps ahead at the same time and forces dependencies
in the output with an order much bigger than 2.
But in the MISMO strategy, selecting s which is smaller than H
mitigates the large difference between the order of the process and
the needed number of prediction steps. Selecting s = d retains the
same complexity as in the original process, but probably the optimal
choice is somewhere between d and H , due to the persistence of the
covariances of an autoregressive process.
Furthermore, since MISMO strategy groups some prediction hori-
zons together, it need less models to be built than the Direct strategy,
while still keeping some dependencies between the output variables.
The sets of s output variables are still independent from other sets,
which enables a straightforward implementation of parallel computa-
tion to speed up the calculation process.
3.2 VARIABLE SELECTION
Variable selection is an essential preprocessing stage to guarantee high
accuracy, efficiency and scalability [37] in problems such as machine
learning, especially when the number of observations is relatively
small compared to the number of inputs. It has been the subject
in many application domains like pattern recognition [61], process
identification [64], time series modeling [78] and econometrics [53].
Problems that occur due to poor selection of input variables are:
• Too large input dimensionality enforces the curse of dimension-
ality [78]
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• Large dimensionality increases the computational complexity,
need for computational resources and memory requirements of
the learning model
• Unrelated inputs disturb the learning process and lead to poor
models due to lack of generalization, whereas comparable per-
formance could be achieved with proper selection of inputs
• Understanding complex models with high number of inputs is
more difficult than simple models with less inputs
Usually, the input selection methods can be divided into two broad
classes: Filter andWrapper techniques, summarized in Figure 3.1.
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Figure 3.1: Two approaches of input variable subset selection
In Filter technique, the best subset of inputs is selected a priori
based only on the dataset. The input subset is chosen by a selection
criterion, which measures the relationship of each subset of input
variables with the output. In the literature, plenty of filter measure
methods of different natures [12] exist: distance metrics, dependence
measures, scores based on the information theory and so on.
In the case of the Wrapper technique, the best input subset is
selected according to the criterion, which is directly defined by the
learning algorithm. The Wrappers search for a good subset of inputs
using the learning model itself as a part of the evaluation function.
This evaluation function is also employed in building the final learning
model.
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Comparing these two types of input selection techniques, the Wrap-
per techniques solve the real problem. But it is potentially very time
consuming, as the final modeling algorithm has to be included in the
cost function. Therefore, thousands of evaluations of the model are
performed when searching for the best subset. But the benefit of the
Wrapper technique is the guarantee that the found set of variables is
proper and performing well with the chosen modeling algorithm.
On the other hand, the Filter technique can be made faster by using
a fast algorithm and criterion. Especially when using computationally
heavy methodology to model the data after input selection, it is ben-
eficial to select the variables with the Filter technique. Naturally, the
filter technique still requires a criterion for the estimation of the quality
of the variable sets, but that can be selected to be very fast one. The
downside of the filtering is the suitability of the selected set of variables
for the modeling algorithm. Since potentially completely different cri-
terion is used to select the best subset of variables, it is not guaranteed
that the subset is the best set for the modeling algorithm.
There are also ways to combine the two approaches, see for example
[25].
In the following subsections, four basic variable selection strategies
are briefly explained and their benefits and pitfalls are discussed. All
these strategies assume a predefined number of input variables to start
the selection from. Even though one needs to decide the maximum
amount of variables considered before starting the actual selection, it
is straightforward to add more variables in the course of the selection
process, but this is not considered here.
In practice, almost every variable selection strategy can be used as
a Filter or a Wrapper. The choice is usually done by estimating the
computational time of the final modeling scheme and determining
whether it is still reasonable to use Wrapper technique or should one
consider using the Filter technique with a fast search criterion.
There are no strict rules to select the starting dimensionality, but as
a "rule of thumb" the starting set should contain at least one full season
in case of seasonal datasets. In case of non-seasonal ones, the selection
is even harder, but it can be done using some kind of heuristics.
Naturally, one possibility is to try several choices and validate the best
one using a validation methodology [42, 48, 68].
3.2.1 Exhaustive
The optimal algorithm is to compute the criterion with all the possible
combinations of inputs, 2d − 1 combinations are tested, where d is
the number of input variables. Then, the one that gives the best result
according to the criterion is selected.
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This strategy guarantees to find the optimal subset of variables,
but when the amount of variables increases, the computational time
increases exponentially, and finally prohibits the use of this strategy.
For example, in the field of chemometrics [22] the normal input set is
a spectrum, which has hundreds of variables. Computing all possible
input subsets for 120 variables means computing the search criterion
for 2120 − 1 variable sets (roughly 1036) and that is not feasible in
practice.
3.2.2 Forward
Forward strategy belongs to the class of greedy algorithms. Essentially,
the algorithm takes the best choice at a time, without ever turning back
and goes on until the end, when the best variable set is selected among
the evaluated ones.
In this strategy, the procedure is started from an empty set S of input
variables and the best available variable is added to the set S one at a
time, until the size of S isM . Assuming we have a set of input variables
Xi, i = 1, 2, · · · ,M and output Y , the algorithm is summarized in
Figure 3.2.
1. (Initialization)
Set F to be the initial set of original d inputs, and S to be the
empty set which will contain the selected inputs.
2. (Forward)
Find:
Xs = argmax
Xi
{CRITERION({S,Xi}, Y )}, X i ∈ F.
Save CRITERION({S,Xs}, Y ) and move Xs from F to S.
Repeat until the size of S is d.
3. (Result)
Compare the saved criterion values of all sizes of set S. Then,
the selection result is the set S that maximizes the criterion.
Figure 3.2: Forward Selection Strategy.
Naturally, in in Figure 3.2, if an error criterion is used in the search,
one must replace argmax with argmin.
In Forward selection, only d(d+ 1)/2 different input sets are evalu-
ated. This is much less than the number of input sets evaluated with
the Exhaustive search. Using the same instance than before, if we
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have 120 input variables, the Forward strategy computes the criterion
on 120(120+1)/2 = 7140 subsets instead of 1036 with the Exhaustive
strategy. This is many orders of magnitude smaller computational load
and it enables the Forward strategy to use even larger input variable
sets.
On the other hand, optimality is not guaranteed. The selected set
may not be the global optimal one, but instead the search procedure
might get stuck to a local minimum.
3.2.3 Backward
Backward selection strategy, also called Pruning [51], is the opposite of
Forward selection process. It is also a greedy strategy and performs very
similarly to the previously presented Forward strategy.
In this strategy, the starting set S is initialized to contain all input
variables. Then, the input variable, removal of which maximizes the
criterion, is removed from set S one at a time, until the size of S is 1.
Basically, Backward strategy is the same procedure as Forward selec-
tion presented in the previous section, but reversed. It evaluates the
same amount of input sets as Forward selection, d(d+ 1)/2. Also, the
same restriction exists, optimality is not guaranteed.
3.2.4 Forward-Backward
Both Forward and Backward selection strategies suffer from an incom-
plete search and Forward-Backward strategy tries to alleviate the the
shortcoming by combining the two selection strategies. It offers the
flexibility to reconsider input variables previously discarded and vice
versa, to discard input variables previously selected. Even though it is
still considered as a greedy strategy, it is more flexible than the Forward
or the Backward alone.
It can start from any initial input set, including empty, full or ran-
domly initialized input set. Given a set of variablesXi, i = 1, 2, · · · , d
and an output Y , the Forward-Backward strategy is summarized in Fig-
ure 3.3.
Naturally, in Figure 3.3, if an error criterion is used in the search,
one must replace argmax with argmin and take the lowest values
instead of the highest.
It has to be noted that the selection result depends on the initializa-
tion of the input set and the nature of the problem. It is not guaranteed
that the selection will yield the optimal set of variables and it is still
possible to get stuck in a local minimum. However, the combination
of the Forward and Backward strategies reduces the risk of suboptimal
solutions, which can be even more enforced by redoing the Forward-
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1. (Initialization)
Let set S to be the selected variables set, which can contain
any input variables, and set F to be the unselected variables
set containing the inputs, which are not in set S. Compute
CRITERION(S, Y ).
2. (Forward-Backward)
Find:
Xs1 = argmax
Xi
{CRITERION({S,Xi}, Y )}, X i ∈ F
Xs2 = argmax
Xj
{CRITERION(S\Xj , Y )}, Xj ∈ S
If CRITERION(S, Y ) > CRITERION({S,Xs1}, Y )}
or CRITERION(S, Y ) > CRITERION({S\Xs2}, Y )},
go to step 3.
Otherwise, take the action with the higher Criterion value,
update set S and compute CRITERION(S, Y ).
Repeat step 2.
3. (Result)
The selection result is set S.
Figure 3.3: Forward-Backward Selection Strategy.
backward strategy several times from different initial starting points.
For example, starting from empty set and full set. It is also possible to
initialize the search with random selection of input variables.
3.2.5 Others
There are several other strategies available for variable selection. These
include ranking strategies [54, 55], different modifications of the For-
ward-backward [69] and information theoretical approaches [1, 63].
In order to have an optimal selection of variables, several different
approaches and criteria should be tested and the applicability verified
by the final approximation model. One approach does not guarantee
optimal solution for all models and some models are more sensitive to
the proper selection of variables.
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3.3 VARIABLE PROJECTION
3.3.1 Concept
Another way of decreasing the dimensionality of the input variable set
is to use variable projection. In variable projection, the original high-
dimensional input space is replaced by lower-dimensional latent space,
where the goal is to contain the original information in a smaller space.
In many cases, the projection is used as a preprocessing step before the
final approximator is utilized.
There are many different ways to project the input variable space
into lower dimensional one, for example Partial Least-Squares (PLS),
Principal Components Regression (PCR) and Independent Compo-
nent Analysis (ICA).
When performing regression, classification or other function ap-
proximation task, linear projection methods, such as PLS (see Pub-
lication 2) and PCR, are standard approaches based on the idea of
combining the original variables by projection. The methods project
the original input variables onto a latent space with reduced dimen-
sionality. In PCR, the projection is constructed using PCA and the
input variables are selected to keep the maximum amount of informa-
tion. In PLS new inputs are built that are maximize the suitability for
approximating the output [84].
But there are only few projection strategies, which allow the use
of arbitrary search criteria. This section presents one of them, called
Extended Forward-Backward (EFB). Another example of such strategy
is Genetic Algorithm (GA) [36], but that is not explained here (see for
example [70]).
3.3.2 Extended Forward-Backward
This projection strategy is derived from the similarly named variable
selection strategy, the Forward-Backward strategy 3.2.4 (see Publication
2). The goal is to decrease the dimensionality of the input variable set,
but it is not mandatory to set the final dimensionality of the projected
space beforehand. Also, any search criteria can be used to tune the
projection parameters.
For N input-output pairs, (x, y) ∈ Rd × R, a new set of inputs z is
given as:
z = xP, (3.8)
where P is the projection matrix with d × p elements, where p is the
projection dimension and d is the dimensionality where the projection
is started from, the dimension of the input variables. As in the variable
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selection strategy when dealing with time series, the dimensionality d
has to fixed before starting the procedure using some heuristics or one
can try out several different choices and select the one with the best
performance.
The elements of the projection matrix can be any real numbers, but
in practice the range of the values is bounded to interval from −1 to 1,
given that the input variables are normalized.
Before the EFB can be applied, a degree of discretization h has to
be decided. It means, that for each value, the interval has to be evenly
divided into parts, which can be selected by the EFB. For example, if
we divide the interval from−1 to 1 evenly and take h = 0.1, it gives us
21 different possibilities for each element in the projection matrix.
After that, the procedure is similar to the FB selection strategy.
Starting from a projection into one-dimensional space, all possibilities
for one element at a time are tested and the best one is selected. This
is repeated for all elements as long as there is no more improvement
obtained according to the search criteria used. When the projection
matrix has been optimized, next dimension is added and the process
is repeated. The earlier, already optimized projection dimensions, are
kept fixed. The procedure is summarized in Figure 3.4.
1. Initialize the first column of P
2. Optimize the first column of P by EFB using the selected
search criteria in the projected space
3. Initialize the next column of P
4. Optimize the intialized column ofP by EFB with the previous
columns unchanged
5. Repeat from step 3
Figure 3.4: Extended Forward-Backward projection strategy.
The process can be used to visualize the dataset by setting the
projection dimension to two and optimizing the projection. But for
an accurate input preprocessing, larger projection dimensions should
be used.
In order to have a meaningful projection matrix, the resulting P
has to be full rank. This is a simple constraint to fulfill, since the
search process can be stopped, if the resulting matrix is not full rank,
and the last projection dimension can be removed. Otherwise, there
are no clear limitations to the projection dimension p. One could
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argue, that the projection to as many or more dimensions as the
original dataset does not make much sense when we are speaking of
dimensionality reduction. Hence, an intuitive limit for maximum
projection dimension is d− 1.
As the selection strategy, this projection strategy is not guaranteeing
to find the optimal projection. Instead, it can be stuck into local min-
imum without predefined computational time. As an improvements,
the number of steps performed can be limited to control the calcu-
lation time and the projection can be started from several different
starting points to limit the problem of local minima. Also, the search
criteria should be fast and easily computable, since it has to computed
vast amount of times.
3.4 SEARCH CRITERIA
This section presents a few Search Criteria used in the methodologies
and strategies in the thesis. There are several other criteria available,
for example k-NN methodology, Section 4.3, can be used as a search
criteria.
3.4.1 Mutual Information
The Mutual Information (MI) can be used to evaluate the dependen-
cies between random variables. The MI between two variables,X and
Y , is the amount of information obtained from X in the presence of
Y and vice versa. In time series prediction problem, if Y is the output
and X is a subset of the input variables, the MI between X and Y is
one criterion for measuring the dependence between the inputs and
the output. Thus, the inputs subset Xi, which gives maximum MI, is
chosen to predict the output Y .
The definition of MI originates from the entropy in the informa-
tion theory. For continuous random variables (scalar or vector), let
µX,Y ,µX and µY represent the joint probability density function and
the two marginal density functions of the variables. The entropy of X
is defined by Shannon [8] as:
H(X) = −
∫ ∞
−∞
µX(x) logµX(x)dx, (3.9)
where log is the natural logarithm and then, the information is mea-
sured in natural units.
The remaining uncertainty of X is measured by the conditional
entropy as
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H(X|Y ) = −
∫ ∞
−∞
µY (y)
∫ ∞
−∞
µX(x|Y = y) logµX(x|Y = y)dxdy.
(3.10)
The joint entropy is defined as
H(X,Y ) = −
∫ ∞
−∞
µX,Y (x, y) logµX,Y (x, y)dxdy. (3.11)
The MI between variables X and Y is defined as [24]:
MI(X,Y ) = H(Y )−H(Y |X) = H(X)+H(Y )−H(X,Y ). (3.12)
From Equation 3.9, 3.10, 3.11 and 3.12, MI is computed as:
MI(X,Y ) =
∫ ∞
−∞
µX,Y (x, y) log
µX,Y (x, y)
µX(x)µY (y)
dxdy. (3.13)
For computing the MI, only the estimations of the probability den-
sity functions µX,Y ,µX and µY are required.
MI(X,Y ) is estimated by a k-Nearest Neighbors approach presented
in [45]. In order to distinguish the number of neighbors that used in
the MI and the one used in the k-NN, the number of neighbors is
denoted by l for the estimation of MI.
The novelty of this l-NN based MI estimator consists in its ability
to estimate the MI between two variables of any dimensional space.
Then, the estimation of MI depends on the predefined value l.
In [45], it is suggested to use a mid-range value l = 6. But it has been
shown (see Publication 1) that when applied to time series prediction
problems, l needs to be tuned for different datasets and different data
dimensions in order to obtain better performance.
3.4.2 Nonparametric Noise Estimator using Gamma Test
Gamma Test (GT) is a Nonparametric Noise Estimator (NNE) for
estimating the variance of the noise, or the mean square error (MSE),
that can be achieved without overfitting [40]. The evaluation of the
NNE is done using the GT estimation introduced by Stefansson in
[71].
Given N input-output pairs: (xi, yi) ∈ RM × R, the relationship
between xi and yi can be expressed as:
yi = f(xi) + ri, (3.14)
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where f is the unknown function and r is the noise. The Gamma
Test estimates the variance of the noise r.
The GT is useful for evaluating the nonlinear correlation between
two random variables, namely, input and output pairs. The GT has
been introduced for model selection but also for input selection: the
set of inputs that minimizes the GT is the one that is selected. Indeed,
according to the GT, the selected set of inputs is the one that represents
the relationship between inputs and output in the most deterministic
way.
GT is based on hypotheses coming from the continuity of the
regression function. If two points x and x′ are close in the input
space, the continuity of regression function implies the outputs f(x)
and f(x′) will be close enough in the output space. Alternatively,
if the corresponding output values are not close in the output space,
this is due to the influence of the noise. The average distance between
neighboring samples in the input space is denoted as σ and the average
distance between corresponding outputs as γ.
Two versions for evaluating the GT are suggested. The first
one evaluates the values of γ,σ in increasing sized sets of data. Then
the result for a particular parameter pair is obtained by averaging the
results from all set sizes. The new or refined version establishes the
estimation based on the k-Nearest Neighbors differences instead of in-
creasing the number of data points gradually. In order to distinguish
the k used in the NNE context from the conventional k in k-NN, the
number of nearest neighbors is denoted by p.
Let us denote the pth nearest neighbor of the point xi in the set
{x1, . . . ,xN} by xp(i). Then the following variables, γN and σN are
defined as:
γN (p) =
1
2N
N∑
i=1
∣∣yp(i) − yi∣∣2 , (3.15)
σN (p) =
1
2N
N∑
i=1
∣∣xp(i) − xi∣∣2 (3.16)
where |.| denotes the Euclidean metric and yp(i) is the output of
xp(i). For correctly selected p [40], the constant term of the linear
regression model between the pairs (γN (p),σN (p)) determines the
noise variance estimate. For the proof of the convergence of the
Gamma Test, see [40].
The GT assumes the existence of the first and second derivatives of
the regression function. Let us denote
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∇f(x) =
(
∂f
∂x(i)
)d
i=1
,Hf(x) =
(
∂2f
∂x(i)∂x(j)
)d
i,j=1
, (3.17)
where x(i) and x(j) are the ith and jth components of x respectively.
d is the number of variables. The GT requires that both |Hf(x)| and
|∇f(x)| are bounded.
These two conditions are general and are usually satisfied in practi-
cal problems. The GT requires no other assumption on the smooth-
ness property of the regression function. Consequently, the method is
able to deal with the regression functions of any degree of roughness.
The second assumption is about the noise distribution:
EΦ{r} = 0 and EΦ{r2} = var{ε} <∞ (3.18)
EΦ{r3} < ∞ and EΦ{r4} <∞, (3.19)
where Eφ{r} is the noise density function. Furthermore, it is re-
quired that the noisy variable should be independent and identically
distributed. In the case of heterogeneous noise, the GT provides the
average of noise variance extracted from the whole dataset.
As discussed above (see Equation 3.15), the GT depends on the
number of p used to evaluate the regression. It is suggested to use
a mid-range value p = 10 [40]. But, when applied to time series
prediction problems, p needs to be tuned for each dataset and for each
set of variables to obtain better performance (see Publication 1).
3.4.3 MultiResponse Sparse Regression
Multiresponse Sparse Regression, proposed by Timo Similä and Jarkko
Tikka in [65], is an extension of the Least Angle Regression (LARS)
algorithm [27] and hence, it is actually a variable ranking technique,
rather than a selection one. After the ranking, another method to
actually select the final number of ranked variables is needed. This can
performed by any validation method or, for instance, Hanna-Quinn
Information Criterion, presented in Section 3.4.4.
The main idea of the MRSR algorithm is the following: Denote
by X = [x1 . . .xm] the n × m input matrix. The MRSR adds each
column of the matrix one by one to the model Yˆk = XWk, where
Yˆk = [yˆk1 . . . yˆ
k
p ] is the target approximation of the model. TheWk
weight matrix has k nonzero rows at kth step of the MRSR. With each
new step a new nonzero row and a new column of the input matrix is
added to the model.
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More specific details of the MRSR algorithm can be found from the
original paper [65].
An important detail shared by the MRSR and the LARS is that the
ranking obtained is exact, if the problem is linear.
3.4.4 Hannan-Quinn Information Criterion
There are many possible criteria for complexity estimation used in
machine learning. Typical examples are Akaike’s information criterion
(AIC) [1] or the Bayesian Information Criterion (BIC) [63]. Their
expressions are usually based on the residual sum of squares (Res) of
the considered model (first term of the criterion) plus a penalty term
(second term of the criterion). Differences between criteria mostly
occur on this penalty term. AIC, Equation 3.20, penalizes only by
the number of parameters p of the model, so that not too many free
parameters are used to obtain a good fit by the model. On the other
hand, BIC, Equation 3.21, takes into account also the number of
samples N used for the model training.
AIC = N × log
(
Res
N
)
+ 2× p. (3.20)
BIC = N × log
(
Res
N
)
+ p× logN, (3.21)
The AIC is known to have consistency problems: while minimizing
the AIC, it is not guaranteed that the complexity selection will con-
verge toward an optima if the number of samples goes to infinity [13].
The main idea raised by this observation is about trying to balance
the underfitting and the overfitting when using such criteria. This is
achieved through the penalty term, for example, by having a logN
based term in the penalty (where N is the number of samples), which
the BIC has.
The Hannan-Quinn Information Criterion (HQ) [38] is defined as
HQ = N × log
(
Res
N
)
+ 2× p× log logN. (3.22)
The HQ is very close to the other two presented criteria, as can be
seen comparing the expressions of the AIC and BIC, Equations 3.20
and 3.21, with the definition of HQ, Equation 3.22.
The idea behind the design of the HQ criterion is to provide a
consistent criterion (regarding for example AIC which is not consistent
in its standard definition) in which the second term (the penalty)
2 × p × log logN grows but at a very slow rate, regarding the number
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of samples. Therefore, the HQ can be considered as a more consistent
compromise between the AIC and the BIC.
Examples of the HQ criterion usage can be found from Publication
7 and from [55].
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4 METHODOLOGIES FOR PREDICTION
AND IMPUTATION
This chapter describes the used and developed methodologies. The
methodologies are loosely arranged starting from linear models and
moving on to models including more and more nonlinear compo-
nents. First one is the standard linear model, then local linear models
and so on until the SOM [43] and its modifications and combinations
are presented.
The following table summarizes the presented methodologies.
Table 4.1: Summary of the presented methodologies. TSP and MV
denote that the methodology belongs mainly to time series prediction
or missing values context, respectively.
TSP MV
Linear Models x
Local Linear Models x
k-Nearest Neighbors x x
Empirical Orthogonal Functions x
EOF Pruning x
Self-Organizing Maps x x
Ensemble of SOMs x
SOM + EOF x x
All the above methodologies are used in the publications collected
into this thesis and they are also presented in the following sections.
This thesis proposes as original contribution three methodologies,
namely EOF Pruning, Ensemble of SOMs and SOM+EOF, which
are presented in this chapter. Other methodologies in the table are
considered to be state-of-the-art.
4.1 LINEAR MODELS
Linear models such as ARX and ARMA [49] are the most basic models.
They are very fast to compute, but unless the problem is almost
completely linear, the results are poor. The approximation of the
output yˆ is obtained by multiplying each input variable xi with a
variable specific constant weight αi
yˆ =
d∑
i=1
αixi = xα, (4.1)
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where d is the number of variables in the input sample. The weights
can be obtained by Ordinary Least Squares (OLS) meth-
od [60]. Denoting all input variables and samples by a matrix X, all
output variables by Y and the weights by α, the OLS solution is ob-
tained as
α = (X′X)−1X′Y. (4.2)
4.2 LOCAL LINEAR MODELS
Forecasting methods rely on learning procedures to estimate the tem-
poral stochastic dependencies from data. The use of local learning
approaches in forecasting literature dates back to the seminal work of
Lorenz [50] on chaotic series. Other classical references are [31, 32,
39].
Considering a local learning approach where the problem of ad-
justing the size of the neighborhood is solved by a Lazy Learning (LL)
algorithm [20]. This algorithm selects on a query-by-query basis and by
means of a local cross-validation scheme the best number of neighbors
to be used in the linear model.
The PREdiction Sum of Squares (PRESS) [2] gives the tools to
calculate the Leave-one-out Cross-Validation errors for linear models
without excessive computation. When we add this mathematical
derivation to the standard recursive least squares algorithm, introduced
by Biermann [14], we have a nice and fast way to validate and select
the LL structures.
The computation of the output of the LL model is identical to the
previously presented global linear model, Equation 4.1. The difference
is that not all samples are used to compute the parameters of the model
α, but instead only few nearest neighbors of the query point.
The optimization of the number of neighbors is crucial. When the
number of neighbors is small, local linearity assumption is valid. On
the contrary, if the number of neighbors is large, the local linearity
assumption is not valid anymore and the linear model fails to provide
good approximations. Of course the number of neighbors have to be
at least as large as the number of local linear model parameters to be
estimated. However, it may vary if local input variable selection is also
applied to the Lazy Learning model.
The main advantages of the LL models are the simplicity of the
model itself and the low computational load. Furthermore, the local
model can be built only around the sample for which the approxima-
tion is requested. This gives the name to the Lazy Learning: there’s no
need to do anything before the approximation is requested.
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It is also possible to use a global neighborhood, where the number
of neighbors is the same for all the data points. In order to use the
LL with the global neighborhood, the global size of the neighborhood
must be determined beforehand. Each neighborhood size for each
sample is evaluated and the size minimizing globally the estimation of
the generalization error is selected.
If the density of the training samples is fairly constant, the use
of global neighborhood really speeds up the calculation process and
makes the approximations more accurate. If the density varies, it is
wiser to use local neighborhood to get good approximations. More
experimental results and discussion on the Lazy Learning paradigm
can be found from [67] and Publication 4. There is also a toolbox
created for Lazy Learning modeling. More information can be found
from Section 5.1.
4.3 K-NEAREST NEIGHBORS
The k-Nearest Neighbors (k-NN) approximation method is a very
simple and powerful method. It has been used in many different
applications, particularly for classification tasks [16]. The key idea
behind the k-NN is that samples with similar inputs have similar
output values. Nearest neighbors are selected, according to Euclidean
distance, and their corresponding output values are used to obtain the
approximation of the desired output. The estimation of the output can
be calculated simply by averaging the outputs of the nearest neighbors
yˆi =
∑k
j=1 yj(i)
k
, (4.3)
where yˆi represents the estimate (approximation) of the output, yj(i)
is the output of the jth nearest neighbor of sample xi and k denotes
the number of neighbors used. Naturally, it is possible to weight closer
neighbors to be more influential than the further away neighbors, but
that is not considered here.
The distances between samples are influenced by the input selec-
tion. Then, the nearest neighbors and the approximation of the outputs
depend on the input selection.
The k-NN is a nonparametric method and only k, the number of
neighbors, has to be determined. The selection of k can be performed
by many different model structure selection techniques, for example
k-fold Cross-Validation [42], Leave-one-out [42], Bootstrap [29] and
Bootstrap 632 [28]. These methods estimate the generalization error
obtained for each value of k. The selected k is the one that minimizes
the generalization error.
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In [68] all methods, the Leave-one-out and Bootstraps, select the
same input sets. Moreover, the number of neighbors is more efficiently
selected by the Bootstraps [68].
Furthermore, the k-NN can be used with locally adaptable number
of neighbors. This can be achieved by using the Leave-One-out (LOO)
error in the neighborhood to select the optimal number of neighbors
for each query point separately. Query point in this case is each sample
for which the approximation is needed.
A computationally efficient way to perform LOO cross-validation
and to assess the generalization performance of local linear models
is the PRESS statistic, proposed in 1974 by Allen [2]. By assessing
the performance of each local model, alternative configurations can
be tested and compared in order to select the best one in terms of
expected prediction performance.
The formulation for constant model from the version for the linear
model is straightforward. The idea consists in associating a LOO error
eLOO(k) to the estimation
yˆk =
1
k
k∑
j=1
y[j] (4.4)
returned by k neighbors. In case of a constant model, the LOO term
can be derived as follows [18]:
eLOO(k) =
1
k
k∑
j=1
(ej(k))2, (4.5)
where
ej(k) = y[j] −
∑k
i=1(i6=j) y[i]
k − 1 = k
y[j] − yˆk
k − 1 . (4.6)
The best number of neighbors is then defined as the number
k∗ = arg mink∈{2,...,K} eLOO(k), (4.7)
which minimizes the LOO error.
Finally, due to the speed and simplicity of the k-NN, it can be used
as a search criteria for variable selection and projection. The usage of
the method remains very much the same and both, the local or global
selection of k, can be utilized.
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4.4 EMPIRICAL ORTHOGONAL FUNCTIONS
Empirical Orthogonal Functions (EOF) [58] is a deterministic method
allowing a linear, continuous projection to a high-dimensional space.
The EOF has been used in climate research for finding the missing
values as well as a denoising tool [5, 4, 9, 10, 21].
Here, the EOF is used as a denoising tool and for finding the missing
values at the same time. The method presented here is based on the
one presented in [10].
The EOF is calculated using the standard and well-known Singular
Value Decomposition (SVD),
X = UDV∗ =
K∑
k=1
ρkukvk, (4.8)
where X is a 2-dimensional data matrix, U and V are collections
of singular vectors u and v in each dimension, respectively, D is a
diagonal matrix with the singular values ρ in its diagonal and K is the
smaller dimension of X (or the number of nonzero singular values if
X is not full rank). The singular values and the respective vectors are
sorted to decreasing order.
When the EOF is used to remove the noise from the data, not all
singular values and vectors are used to reconstruct the data matrix.
Instead, it is assumed that the vectors corresponding to larger singular
values have larger signal-to-noise ratio than the ones corresponding
to smaller values [58]. Therefore, it is logical to select the q largest
singular values and the corresponding vectors and reconstruct the data
matrix using only them.
When q < K, the reconstructed data matrix is obviously not the
same than the original one. The larger q is selected, the more original
data, which also includes more noise, is preserved. The optimal q is
selected using validation methods; see for example [47, 48].
The EOF (or the SVD) cannot be directly used with databases
including missing values. The missing values must be replaced by
some initial values in order to use the EOF. This replacement can
be for example the mean value of the whole data matrix X, the row
or column mean, linear regression or polynomial fitting row wise or
column wise, depending on the structure of the data matrix.
After the initial value replacement the EOF process begins by per-
forming the SVD and the selected q singular values and vectors are
used to build the reconstruction. In order not to lose any information,
only the missing values of X are replaced with the values from the
reconstruction. After the replacement, the new data matrix is again
broken down to singular values and vectors with the SVD and recon-
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structed again. The procedure is repeated until the convergence crite-
rion is fulfilled. The procedure is summarized in Table 4.2.
Table 4.2: Summary of the EOF algorithm for finding the missing
values.
1. Initial values are substituted into missing values of the original
data matrixX
2. For each q from 1 toK
(a) q singular values and eigenvectors are calculated using
the SVD
(b) A number of values and vectors are used to make the
reconstruction
(c) The missing values from the original data are filled with
the values from the reconstruction
(d) If the convergence criterion is fulfilled, the validation
error is calculated and saved and the next q value is taken
under inspection. If not, then we continue from step a)
with the same q value
3. The q with the smallest validation error is selected and used to
reconstruct the final filling of the missing values in X starting
from the originally initialized data of step 1
4.5 EOF PRUNING
In some cases, some of the biggest singular values contain so large
noise levels that they disturb the selection process described in Table
4.2. For example, if the first n singular values are selected by the
validation procedure, but not the n + 1, it does not necessarily mean
that all the rest from n+ 2 toK are as noisy as the n+ 1. Some of the
smaller values can still hold some important information vital to the
accurate estimation of the missing values (see Publication 5).
Even the assumption of larger singular values holding more signal
than noise is still valid; it does not mean that all smaller values are
completely corrupted with noise. As described above, some smaller
values can hold vital information even the amount of noise is increas-
ing compared to the larger singular values.
If the purpose is to solely remove the noise from the dataset with the
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cost of accuracy, then the smaller values should not be used. But our
goal here is to approximate the missing values as accurately as possible
and the denoising is left as a secondary goal.
Therefore, instead of selecting a certain number of largest singular
values and vectors to perform the reconstruction, we propose an alter-
native approach; selecting the values and vectors in a non-continuous
fashion.
The selection can be done according to any of the schemes pre-
sented in the Section 3.2. In our application, the selection is done by
the Forward strategy, explained in Section 3.2.2.
The selection of singular values and vectors is done in each round
of the EOF procedure. It means that when the initialization of
the missing values is done and the singular values and vectors are
calculated, the selection algorithm is used to select the most optimal
values and vectors. Then, the initialized missing values are replaced
by the reconstruction obtained using the selected set of singular values
and vectors. In the next round, the new data matrix is again broken
down to singular values and vectors and the selection is performed
again.
The revised EOF Pruning algorithm is summarized in Table 4.3.
We have developed a toolbox for the Matlab software to perform the
EOF Pruning for the missing value imputation. For more information
see Section 5.2.
4.6 SOM
4.6.1 Traditional
The SOM algorithm is based on an unsupervised learning principle,
where training is entirely data-driven and no information about the in-
put data is required [43]. Here we use a 2-dimensional network, com-
posed of c units (or code vectors) shaped as a square lattice. Each unit
of a network has as many weights as the dimension d of the learning
data samples, xn, n = 1, 2, ..., N . All units of a network can be col-
lected to a weight matrix m (t) = [m1 (t) ,m2 (t) , ...,mc (t)] where
mi (t) is the d-dimensional weight vector of the unit i at time t and t
represents the steps of the learning process. Each unit is connected to
its neighboring units through a neighborhood function λ(mi,mj , t),
which defines the shape and the size of the neighborhood at time t.
The neighborhood can be constant through the entire learning pro-
cess or it can change in the course of learning.
The learning starts by initializing the network node weights ran-
domly. Then, for a randomly selected sample xt+1, we calculate the
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Table 4.3: The EOF Pruning algorithm for finding the missing values.
1. Initial values are substituted into missing values of the original
data matrixX
2. Loop until convergence
(a) K singular values and eigenvectors are calculated using
the SVD
(b) The selection process selects an optimal set of singular
values and vectors from the K candidates. The selected
set, qr, is saved, where r represents the number of the
current round.
(c) The values and vectors in the set qr are used to make the
reconstruction
(d) The missing values from the original data are filled with
the values from the reconstruction
(e) The validation error is calculated and saved. If the con-
vergence criterion is not fulfilled, we continue to the next
round from step (a).
3. The selected singular values and vectors in each round are
used to reconstruct the final filling of the missing values in
X. The final filling uses as many rounds as determined by
the validation error. In each round the corresponding set qr is
used.
Best Matching Unit (BMU), which is the neuron whose weights are
closest to the sample. The BMU calculation is defined as
mBMU(xt+1) = arg minmi,i∈I
{‖xt+1 −mi (t)‖} , (4.9)
where I = [1, 2, ..., c] is the set of network node indices, the BMU
denotes the index of the best matching node and ‖.‖ is a standard
Euclidean norm.
If the randomly selected sample includes missing values, the BMU
cannot be solved outright. Instead, an adapted SOM algorithm,
proposed by Cottrell and Letrémy [23], is used. The randomly drawn
sample xt+1 having missing value(s) is split into two subsets xTt+1 =
NMxt+1 ∪ Mxt+1 , where NMxt+1 is the subset where the values of
xt+1 are not missing andMxt+1 is the subset, where the values of xt+1
are missing. We define a norm on the subset NMxt+1 as
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‖xt+1 −mi (t)‖NMxt+1 =
∑
j∈NMxt+1
(xt+1,j −mi,j(t))2 , (4.10)
where xt+1,j for j = [1, ..., d] denotes the jth value of the chosen
vector and mi,j(t) for j = [1, ..., d] and for i = [1, ..., c] is the jth
value of the ith code vector.
Then the BMU is calculated with
mBMU(xt+1) = arg minmi,i∈I
{
‖xt+1 −mi (t)‖NMxt+1
}
. (4.11)
When the BMU is found the network weights are updated as
mi (t+ 1) =
mi (t)− ε(t)λ
(
mBMU(xt+1),mi, t
)
[mi (t)− xt+1] , (4.12)
∀i ∈ I,
where ε(t) is the adaptation gain parameter, which is ]0, 1[-valued, de-
creasing gradually with time. The number of neurons taken into ac-
count during the weight update depends on the neighborhood func-
tion λ(mi,mj , t). The number of neurons, which need the weight
update, usually decreases with time.
After the weight update the next sample is randomly drawn from the
data matrix and the procedure is started again by finding the BMU
of the sample. The learning procedure is stopped when the SOM
algorithm has converged.
Once the SOM algorithm has converged, we obtain some clusters
containing our data. Cottrell and Letrémy proposed to fill the missing
values of the dataset by the coordinates of the code vectors of each
BMU as natural first candidates for the missing value completion:
pi(Mx) (x) = pi(Mx)
(
mBMU(x)
)
, (4.13)
where pi(Mx) (.) replaces the missing values Mx of sample x with the
corresponding values of the BMU of the sample. The replacement is
done for every data sample and then the SOM has finished filling the
missing values in the data.
The procedure is summarized in Table 4.4. There is a toolbox
available for performing the SOM algorithm [26].
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Table 4.4: Summary of the SOM algorithm for finding the missing
values.
1. SOM node weights are initialized randomly
2. SOM learning process begins
(a) Input x is drawn from the learning data setX
i. If x does not contain missing values, BMU is found
according to Equation 4.9
ii. If x contains missing values, BMU is found accord-
ing to Equation 4.11
(b) Neuron weights are updated according to Equation 4.13
3. Once the learning process is done, for each observation con-
taining missing values, the weights of the BMU of the observa-
tion are substituted for the missing values
4.6.2 Two-Space-SOM
One can mention two main drawbacks arising from the traditional
SOM filling procedure. First, the rebuilding process is discrete, miss-
ing values of the sample are filled by the corresponding values of the
neurons to which the sample is closest to. Thus, for all samples closest
to the same node the estimations are the same.
Secondly, when dealing with spatio-temporal databases, where there
exists dependencies in two directions, using the data only in one
direction leaves some information unused. For example, a financial
database consists of separate funds from the same source with their
values taken from the same time instances. In this case, there clearly
are relationships between different funds at the same time instance as
well as between different time instances of the same fund. Hence, one
can think the samples as columns or rows in the data matrix. But in
both cases, the normalization of the data must be performed, in correct
direction, in order to have unbiased training of the SOMs.
Here, two different SOMs are trained in two different input spaces
(see Publication 8). Please note that in order not to confuse the
approach presented here with the earlier version of DoubleSOM [66],
the presented approach is called Two-Space-SOM.
As previously seen in [33], the first network; identified by its code
vector weightsm1 (each unit corresponding to a d-dimensional weight
vector), uses training samples in the original input space. Then,
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for each time series xi containing missing values, the weights of the
associated BMU are substituted for any missing values as traditional
SOM
xi,k =mBMUxi ,k, (4.14)
for k ∈Mx.
Simultaneously, we run another SOM classification m2, on the
transposed dataset x′, where each unit corresponds to an n-dimensional
weight vector, where n is the number of samples in X). Hence, the
second uses training samples in the transposed space. Estimation of
missing values operates exactly as in Equation 4.13.
We have now, two nonlinear estimations for each missing value xi,k
of the dataset. The first one is accurate when considering spatial
dependencies, whereas the second integrates temporal correlations
more efficiently. Then, we propose to linearly combine these two
candidates according to their distances to their respective BMUs. Let
d1 be the inverse of the distance from the sample xi to its associated
BMU inm1,
d1 =
(∥∥∥xi −m1BMUxi∥∥∥NMxi
)−1
. (4.15)
We define d2 equivalently as
d2 =
∥∥∥∥x′k −m2BMUx′
k
∥∥∥∥
NMx′
k
−1 . (4.16)
Then, for each missing value of xi,k, we estimate the missing values
contained in the sample through the Two-Space-SOM by
xi,k = d1/ (d1 + d2)m1BMUxi ,k + d2/ (d1 + d2)m
2
BMUx′
k
,i. (4.17)
For the Two-Space-SOM, we still have to select the optimal grid
sizes c1 and c2. This is done by using validation and the same
validation sets for all combinations of the parameters c1 and c2. The
Two-Space-SOM that gives the smallest validation error is used to
perform the final completion of the data.
This procedure is definitely not guaranteed to work for every dataset.
If there are clearly defined samples, which have no meaning or rela-
tionships in the transposed space, it is not clear whether one can get
any benefit on training SOM in the transposed direction. It is neither
clear whether the training on transposed space will deteriorate the re-
sults when there is no meaningful interpretation available.
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As a practical perspective, if the data matrix dimensions, the num-
bers of rows and columns, differ heavily, it might not even be possible
to train SOM properly. There are memory limitations, when samples
start having several tens of thousands variables. In any case, it is possi-
ble to test the training of SOMs in both directions of dataset, since it
is easy to see from the validation results whether both of the directions
make sense.
4.6.3 Ensemble of SOMs
Natural extension from the previous combination of two different
SOMs, is to combine several SOMs into a single ensemble. In this
case, however, the database is not used in its transposed form, even
though it would be possible to mix SOMs trained with the different
spaces.
Currently, there are two different ways implemented to create the
Ensemble of SOMs. The first is the one presented in Publication 9,
where the linear combination of SOMmaps is created using MultiRe-
sponse Sparse Regression and Hanna-Quinn Information Criterion.
Since the SOM nodes are combined linearly, the problem is com-
pletely linear and the ranking obtained by the MRSR is exact.
Later, the creation of the ensemble was simplified by using Nonneg-
ative Least-Squares algorithm (NNLS), presented in Publication 10.
Both ensembling techniques yield to linear combination using posi-
tive weights, but the NNLS is faster and has proven to be more reliable
in achieving good accuracy.
Both methodologies are summarized in the following figures, the
methodology from Publication 9 is summarized in Figure 4.1 and the
one from Publication 10 in Figure 4.2.
Figure 4.1: Ensemble of SOMs methodology from Publication 9.
Figure 4.2: Ensemble of SOMs methodology from Publication 10.
In both ensemble techniques, in order to compute the linear com-
bination weights, we have to remove a calibration set from the data
before any processing. Then, the SOM estimations of the removed
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calibration data are used as the variables of the linear equations and
the removed data itself as the outputs of the equations. The linear
system is summarized in the following formula:

sˆ1,1 sˆ1,2 · · · sˆ1,Q
sˆ2,1 sˆ2,2 · · · sˆ2,Q
...
...
. . .
...
sˆL,1 sˆL,2 · · · sˆL,Q
×

α1
α2
...
αQ
 =

s1
s2
...
sL
 , (4.18)
where si denotes the ith removed calibration sample, sˆi,j denotes
the ith calibration data sample estimated by jth SOM, L denotes the
number of calibration data points, Q the number of the best SOMs
used and, finally, the vector α denotes the linear system parameters.
When the α is solved, it can be used to estimate the originally
missing values of the dataset from the best SOM estimations selected.
Since the process is not depending on any validation scheme, it
is speeding up the traditional SOM imputation considerably. The
lengthy validation setup is replaced by a simple calibration, which
is orders on magnitude faster than validation, in both ensembling
schemes.
4.7 COMBINATION OF SOM AND EOF
The two methodologies presented before, the SOM and the EOF, can
be combined (see Publication 6 and 7). The SOM algorithm is first
ran through performing a nonlinear projection for finding the missing
values. Then, the result of the SOM estimation is used as initialization
for the EOFmethod. The global methodology is summarized in Table
4.3.
Figure 4.3: Summary of the SOM+EOF combination methodology.
For the SOM we must select the optimal grid size c and for the
EOF the optimal number of singular values and vectors q to be used.
This is done using the same validation set for all combinations of the
parameters c and q. Finally, the combination of SOM and EOF that
gives the smallest validation error is used to perform the final filling of
the data.
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Even the SOM as well as the EOF are able to fill the missing
values alone, the experimental results demonstrate that together the
accuracy is better. The fact that these two algorithms suit well together
is not surprising. Two approaches can be considered to understand the
complementarity of the algorithms.
Firstly, the SOM algorithm allows nonlinear projection. In this
sense, even for dataset with complex and nonlinear structure, the SOM
code vectors will succeed to capture the nonlinear characteristics of the
inputs. However, the projection is done on a low-dimensional grid (in
our case two-dimensional) with the possibility of losing the intrinsic
information of the data.
The EOF method is based on a linear transformation using the
Singular Value Decomposition. Because of the linearity of the EOF
approach, it will fail to reflect the nonlinear structures of the dataset,
but the projection space can be as high as the dimension of the input
data and remain continuous.
Furthermore, the choice of which of the SOMfilling methods to use
with the EOF or EOF Pruning is arbitrary. Any SOM methodology
can serve as initialization for whichever EOF methodology. There is
a toolbox available for performing the SOM + EOF Pruning and for
more information, see Section 5.2.
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5 TOOLBOXES
This chapter presents briefly the two toolboxes created in the course
of the thesis research work. Both toolboxes are available for download
in [30] and are freely distributable under the GNU General Public
License.
5.1 LAZY LEARNING TOOLBOX
Lazy Learning Toolbox for time series prediction is based on the
original principle [15], that there’s nothing to be done before the
actual prediction is needed. Once the query arrives, the local learning
procedure is started and all hyperparameters, variable selection as well
as model training and validation is performed. However, there are
situations where the laziness is not yielding the best performance and
some degree of learning is worthwhile to be done beforehand.
The toolbox includes several different models, both lazy and non-
lazy versions, several different model validation methods as well as
several input variable selection methods. The toolbox also includes
few different prediction strategies. Below is a comprehensive list of
methodologies included.
Table 5.1: List of methodologies included in the Lazy Learning tool-
box.
Model Input Variable Validation Neighbor
Selection Selection
Lazy Learning Continuous LOO Global
Global Backward Local
Local Backward
Global Linear Continuous LOO
Global Backward Bootstrap
Bootstrap 632
k-NN Exhaustive LOO Global
Global Backward Bootstrap
Bootstrap 632
LOO+Boot632
Each of the combinations of different methodologies can be applied
using Recursive or Direct prediction strategy up to 100 steps ahead.
Because the k-NN model is much faster to calculate than linear
models, it is possible to do an Exhaustive search for the optimal input
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variable set, given that the initial variable set size is reasonable.
5.2 SOM + EOF TOOLBOX
SOM+EOFToolbox for missing value imputation is based on themeth-
odologies presented in this thesis. It currently includes SOM, EOF,
EOF Pruning, SOM+EOF and SOM+EOF Pruning methodologies.
The SOM part of the toolbox takes advantage of the SOM Toolbox
[26], which is included in the SOM+EOF Toolbox package.
All methodologies are applied using simple validation procedure,
where certain set of data is removed to perform model parameter
selection. After the model parameters are selected, the removed
validation data is returned and final filling of the database is performed
using the trained and validated model.
At the moment, there is no graphical user interface implemented,
but all the scripts are well-documented and clearly explained within
the codes. Furthermore, the Ensemble of SOMs methodology will be
available in the toolbox shortly.
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6 RESULTS
This chapter summarizes the main results contained in the included
publications. The Publications from 1 to 4 present results related
to time series prediction field and Publications from 5 to 10 related
to imputation of missing values. Publication 7 shows an application
of missing value imputation methodology in time series prediction
context.
6.1 TIME SERIES PREDICTION
Publication 1 shows the superiority of Direct prediction strategy against
Recursive one in long-term prediction of time series. Figure 6.1 shows
the comparison using Poland Electricity dataset.
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Figure 6.1: MSE of the Direct and Recursive prediction strategies for
the test set of Poland Electricity Load data: solid line represents the
direct prediction error and dashed line is for the recursive prediction
error.
From Figure 6.1 it can be seen, that the Direct strategy gives smaller
error than the Recursive one. The error difference increases as the
horizon of prediction increases. The error of the Direct strategy is
almost linear with respect to the horizon of prediction. This is not
the case for the Recursive Strategy, since the accumulation of errors
gets worse the further the prediction horizon reaches and around
prediction step 13 the error leaps very high.
Publication 2 presents an application of the Direct strategy in a time
series prediction contest. The used methodology is a combination of
two projection strategies and a fast MLP network. Figure 6.2 shows
the accuracy in 50 steps ahead prediction task using ESTSP 2007
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Competition dataset.
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Figure 6.2: ESTSP 2007 Competition dataset, prediction of 50 values.
Solid line represents the real value and the dashed one the prediction.
Figure 6.2 shows that the prediction is good in terms of visual
inspection. For 15 steps ahead, the Mean Square Error (MSE) is 0.206
and for 50 steps ahead 0.686. The prediction performances are the 6th
and the 2nd places, respectively, according to the results of the ESTSP
2007 prediction competition at the time.
Publication 3 demonstrates the DirRec strategy over Direct and Re-
cursive using k-NN prediction methodology with Forward-Backward
variable selection strategy and Leave-One-Out validation scheme. Ta-
ble 6.1 shows test errors in Poland Electricity data and in Santa Fe laser
dataset in 100 steps ahead prediction task.
Table 6.1: Average test errors of both datasets. The error values are
averages of all 100 timesteps with each strategy through the entire test
set.
Average Test Errors
Santa Fe Electricity Load
Recursive 3379 0.0318
Direct 1057 0.0124
DirRec 850 0.0098
From the table it can clearly be seen that the DirRec strategy
performs better than the Direct or Recursive in this very difficult long
term prediction task. Also, it is easy to see that the Direct strategy
outperforms Recursive one.
Publication 4 presents the results comparing Multiple-Output stra-
tegies against Direct and Recursive using k-NN methodology in NN3
competition dataset. The results are summarized in Table 6.2 using
Symmetric Mean Absolute Percentage of Error (SMAPE) measure.
Table 6.2 shows that the methods based on the Multiple-Output
strategies outperform those based on the Single-Output strategies. The
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Table 6.2: Comparison of Multiple-Output and Single-Output predic-
tion strategies. MISMO-L and MISMO-G denote the local and global
selection of neighbors, respectively. Minimum, Mean and Combina-
tion refer to the selection criterion for the s parameter, value which
defines how many outputs are estimated at once.
Multiple-Output Strategy Single-Output Strategy
Strategy Criterion SMAPE Strategy SMAPE
MISMO-G Minimum 17.63% Direct 22.57%
Mean 18.06%
Combination 16.50%
MISMO-L Minimum 19.50% Recursive 21.17%
Mean 18.57%
Combination 16.57%
MIMO 18.19%
interesting result is that regardless of the amount of outputs approxi-
mated at once, the Multiple-Output strategies outperform clearly the
Single-Output ones.
Another interesting observation is that the Recursive Strategy seems
to be slightly better than the Direct one. The reason is the lack of input
selection. All previous publications, Publication 1, 2 and 3, included
input variable selection or projection in their experiments. Hence, this
definitely shows the importance of variable selection.
There are a few global notes to make from the time series prediction
strategies. The first one is that MISMO strategy is the most accurate
in long-term prediction. However, it requires selection of an extra
parameter, when comparing to other strategies. If one has the time and
computational resources to find the optimal parameter s, the MISMO
strategy is the best strategy to go with.
The second note is, that if one does not want to deal with the extra
parameter of MISMO strategy, the next best choice is DirRec. This
strategy however definitely needs variable selection to be performed,
before it can be reliably used.
The selection of variable selection strategy is not easy, since none of
the strategies are completely satisfactory alone. As noted in Publication
1, the best course of action is to combine the efforts of different strate-
gies and select the best from the results of all of them. Furthermore,
since the Forward-Backward strategy allows starting from an arbitrary
variable set, it should be repeated several times from different starting
sets.
Finally, k-NN search strategy is always a very good choice, because
of its simplicity, accuracy and fast computational time.
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6.2 IMPUTATION OF MISSING VALUES
Publication 5 reports the accuracy of the improvement EOF Prun-
ing with respect to the original EOF and an Optimal Interpolation
method. Table 6.3 shows the summary of validation and test errors of
all methods for the southern slice of the Tanganyika Lake dataset.
Table 6.3: Validation and Test Errors for the EOF, the EOF Pruning
and the OA using the southern slice of the Tanganyika dataset.
Validation MSE nEOF Test MSE
EOF 0,0839 13 0,0664
EOF Pruning 0,0543 0,0517
Objective Analysis 0,6210 0,6265
From the summary Table 6.3, it is quite clear that the Objective
Analysis is not able to fill in the missing values accurately. The error is
an order of magnitude larger than those of the EOF and EOF Pruning.
Furthermore, according to the table, the EOF Pruning outperforms
the original EOF reducing the validation error roughly by one third
and the test error by 23 percent.
Publication 6 demonstrates the need to select SOM grid size and
number of EOFs to use together, when the two methodologies are
combined. In the first database of the paper, the optimal SOM size
is validated to 26 × 26 and optimal number of EOFs to 6. But when
the two methodologies are combined, the optimal setting is 18 × 18
and 40.
The methodologies alone and the combination of them is compared
against the ECM, which is considered to be the state-of-the-art in
financial field for imputation of missing values. There are several
databases utilized and the results are similar with each of them. Table
6.4 shows the results of the comparison with one publicly available
database.
Table 6.4: Validation and test RMS errors for all the methods using a
publicly available financial dataset.
10−2 Validation Error Test Error
ECM 4.18 4.34
SOM 4.17 3.92
EOF 3.95 3.88
SOM + EOF 3.89 3.60
Comparing the validation and test errors in the Table 6.4, the
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SOM+EOF clearly outperforms the other methodologies. Since this
dataset is the hardest one, all the errors are rather close to each other.
Also it can be noted that the SOM, EOf and SOM + EOF have
lower test error than validation error. This is many times the case
since there is more data available for performing the test, because the
validation data is added to the training set when estimating the test
performance. However, this is not the case with ECM methodology,
the validation result is overoptimistic with respect to the obtained test
error. Perhaps the methodology suffers from overfitting to the training
data.
Publication 7 presents a cross field experiment, where time series
prediction is considered as missing value problem. There are two
competition datasets used in the experiments, ESTSP 2007 and NN3.
It is not mentioned in the publication, that the predictions achieved
6th place in ESTSP Competition and 4th place in NN3 competition.
The obtained predictions were submitted to the competition at the
same time than the publication.
According to the validation errors, the SOM + EOF methodology
outperforms the methods alone in two of the example cases, and in
one case achieves the same performance. Visual inspection of the
prediction results seem to verify the accuracy of the predictions. The
predictions of the three examples are shown in Figures 6.3, 6.4 and
6.5.
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Figure 6.3: Prediction of 50 next values of the ESTSP 2007 Compe-
tition dataset. The real values are presented by the solid line and the
dashed one presents the prediction.
Publication 8 introduces the Two-Space-SOM and the experiments
boil down to Table 6.5. The Two-Space-SOM is effectively a combina-
tion of two SOMs, the L-SOM and the X-SOM, and L-SOM denotes
the SOM in the original space and X-SOM in the transposed space.
From Table 6.5 we can see that the Two-Space-SOM outperforms
the L-SOM and the X-SOM reducing the validation error by 19 and
28 percent, respectively, and the test error by 23 and 31 percent.
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Figure 6.4: Prediction of the 3rd time series of the NN3 prediction
competition. Solid line represents the known time series and the
dashed one the prediction using the SOM+EOF method.
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Figure 6.5: Prediction of the 4th time series of the NN3 prediction
competition. Solid line represents the known time series and the
dashed one the prediction.
Table 6.5: Learning and Test Root Mean Squared Errors for the
Expectation Conditional Maximization (ECM), the L-SOM, the X-
SOM, the EOF, the SOM+EOF and the Two-Space-SOM using a
financial dataset.
10−3 Learning Error Test Error
ECM 2.8 3.7
L-SOM 1.6 1.7
X-SOM 1.8 1.9
EOF 1.6 1.7
SOM + EOF 1.4 1.6
Two-Space-SOM 1.3 1.4
It can also be seen that SOM + EOF is not as good as Two-Space-
SOM, but all individual methods are outpaced. Whether that is due to
the incorrect selection of SOM space to be combined with the EOF
or incorrect selection of parameters, is unclear.
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Inspired by the combination of two SOMs in Publication 8, Publi-
cation 9 shows the first try in combining several SOMs. This ensemble
is created using the MRSR and HQ criterion. First, Figure 6.6 shows
the Hannan-Quinn Information Criterion values with respect to the
number of SOMs in the combination.
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Figure 6.6: Hanna-Quinn Information Criterion values for the selec-
tion of SOMs in the combination.
From Figure 6.6 we can see that the most optimal value is reached
with 12 SOMs. The selected SOM sizes are 7, 9, 12, 16, 18, 20, 21, 22,
23, 24, 25 and 26. Here the maximum SOM grid size was 26. From
the previous list we can clearly see that most of the small SOMs are not
accurate enough to be included in the combination, but several larger
sizes are. Comparing this to Figure 6.6 it is also clear that after the 12
selected SOMs the HQ value is worse, which means that the rest of the
SOMs do not improve the results.
On the other hand, from the list of selected SOM sizes, the smallest
one is 7, corresponding to a SOM of 7× 7 = 49 nodes and maximum
size 26 × 26 = 676 nodes. The database used in the experiments has
120 samples, so the minimum sized SOM has much less nodes than
samples in the database and the largest one much more. The effect
of the ensembling can be verified from Table 6.6, where the errors are
summarized.
Table 6.6: Test Errors for the traditional SOM and the Ensemble of
SOMs.
10−3 Training Evaluation Error Test Error
Traditional SOM 1.8 1.6
Ensemble of SOMs 1.3
From Table 6.6 we can see that the Ensemble of SOMs clearly
outperforms the single SOM decreasing the test error by 18 percent.
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Publication 10 presents the other variant of the Ensemble of SOMs,
including imputation results using two very different databases. Table
6.7 shows one of the two sets of results and the first try on combination
of the Ensemble of SOMs + EOF Pruning. The combination is
not presented in Publication 10, but it is the start of testing further
combinations of methodologies.
Table 6.7: The results of all methods using Tanganyika dataset.
Validation Test Computational
MSE MSE Time
EOF 0.0553 0.0595 30.3 hours
EOF Pruning 0.0442 0.0426 23.3 hours
SOM 0.0393 0.0379 3.14 hours
Ensemble of SOMs 0.0280 0.65 hours
Ens.SOM+EOFPrun 0.0296 0.0259 1.57 hours
PPCA 0.0700 0.0818 > 8 days
From Table 6.7 we can see that according to the test error, Ensemble
of SOMs together with EOF Pruning is the best. The EOF Pruning
performed after the Ensemble of SOMs reduces the test error by 7.5
percent. Ensemble of SOMs is close to the combination performance
with computational time of just fractions compared to other method-
ologies.
The EOFmethodologies alone are not able to fill the missing values
as accurately as the methodologies related to the SOM.
Computational time is also the smallest when using the Ensemble
of SOMs, largely due to the lack of lengthy validation procedure.
Comparing the two methods of creating the Ensemble of SOMs,
in Table 6.8 there are both combination techniques compared using
two dataset, Anthrokids and one finance dataset. In both cases, the test
error is obtained as average of 10 different test sets.
Table 6.8: Comparing the two Ensembles of SOMs.
Dataset Method Test MSE Variance
Anthokids NNLS 0.3058 0.0002
MRSR+HQ 0.3085 0.0003
Finance NNLS 0.417 0.044
MRSR+HQ 0.423 0.046
From table 6.8, we can see that there seems to be small benefit
towards NNLS combination technique. However, the differences
between the 10-fold test errors are really small with both datasets.
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But the difference becomes more apparent when we compare each
test set individually and count the number of times when the NNLS
technique outperforms the MRSR+HQ combination. In Anthrokids
dataset the NNLS is better in 7 test sets and in finance dataset all sets
except one. This clearly shows the NNLS to be the better combination
technique in terms of the test error.
Furthermore, the testing also showed that the NNLS is faster than
the MRSR+HQ combination and that the NNLS selected generally
fewer SOMs in the combination than MRSR+HQ.
Considering the presented results, the Ensemble of SOMs is the
most viable option for imputation of missing values. That is, if only
one methodology has to be selected. The Ensemble of SOMs is very
accurate with respect to other compared methodologies and the speed
is superb, thanks to the removal of lengthy cross-validation procedure.
Furthermore, it is advisable to use the NNLS technique for creating
the ensemble, since it is accurate and fast at the same time.
On the other hand, the combination of two very different methodol-
ogies provides the best accuracy. Even though the computation takes
a little longer when using two consecutive imputation methodologies,
the computational time can be compensated by using faster ones, like
the Ensemble of SOMs. Therefore, the combination of the Ensemble
of SOMs and the EOF Pruning is a very good choice for solving the
imputation problem. These two methodologies complete each other.
The same applies to the earlier experiments with the SOM + EOF
combination methodology.
Still, considering that there are so many different databases avail-
able, it is not possible to guarantee that one imputation scheme would
always be the best one. So, the best course of action is to always try sev-
eral possibilities and validate the methodologies carefully, before per-
forming any final filling of the database, especially in the cases where
the imputation is a preprocessing method for some other analyzing
technique.
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7 SUMMARY, CONCLUSIONS AND FURTHER WORK
7.1 SUMMARY OF THE WORK
According to the results of the comparisons, it can be noted that
Direct strategy is more accurate in long-term prediction than Recursive
one. This is due to the accumulation of prediction errors, which is
nonexistent in Direct strategy.
Of course one has to remember that if the time series to be predicted
is completely noiseless, then, in theory, the Recursive strategy should
provide very good results, even in long-term prediction, given that the
trained model is not making prediction error. However, Direct strategy
should not be any worse than Recursive strategy in the case of noiseless
data, but the accumulation of prediction error is avoided and hence the
accuracy should be better.
The same observation can be done regarding the DirRec strategy,
which surpasses both previously mentioned ones in terms of accuracy
in the long run. However, DirRec strategy has a downside. The size of
the input variable set keeps growing the further to the prediction hori-
zon we go and this makes computational time rise. Furthermore, one
definitely needs a valid variable selection strategy and search criteria
to overcome the constantly increasing amount of input variables. This
increases the computational time and decreases the benefit received
in accuracy.
Moving to multiple-output strategies, MIMO and MISMO, the
results are convincing that considering the prediction horizon points
together is a valid choice. But considering all of them at once, is
not as good as selecting a portion of points at a time to be predicted
simultaneously. Therefore, MISMO strategy is more accurate than
MIMO, which still surpasses Direct and Recursive. Even though
MISMO strategy has an extra parameter to tune, it is the best option
for long-term prediction at the moment.
Depending on the amount of input variables to begin with, the
choice of variable selection strategy should be considered differently.
Naturally, if there are reasonable amount of variables, the Exhaustive
search provides the optimal selection, given the search criteria. The
amount of variables after which it is not reasonable to perform the Ex-
haustive search, depends greatly on the computational resources avail-
able, the amount of samples in the training dataset and the selected
search criteria. At this time, for a dataset with a thousand samples in
20 dimensional space, the Exhaustive search is still reasonable using a
fast search criteria.
If the amount of variables is very high, other variable selection
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strategies or projection strategy might come in handy. Since none of
the other strategies than the Exhaustive search guarantee the optimal
solution to be found, it is best to use a combination of them, even all,
if possible. It is also good to note that if the projection strategy is used,
the interpretability of the variables is lost in the mapping process.
With reliable prediction strategy, a clever variable selection or pro-
jection strategy and fast search criteria, linear models can achieve very
good performance, even in nonlinear problems. It can be thought that
the variable selection or projection transforms the nonlinear problem
to a more linear state and then even the linear model is able to perform
well.
Even though Local Linear Models are linear in the local space,
globally they are not anymore linear. That means that the problem
does not need to be globally linear, it suffices that the problem is
linear in a local neighborhood of the prediction point. Combining this
with variable selection or projection strategy, it is possible to enhance
the local linearity and obtain good performance by using local linear
models.
Moving to missing values, the EOF Pruning not only enhances the
accuracy of the original EOF, but also speeds up the process. This
is due to the heavy decrease in the number of rounds performed in
the methodology. Even though more time is spent each round, the
computational time is decreased.
Then, the improvements of SOM, Two-Space-SOM and the En-
semble of SOMs, increase the accuracy over the traditional one. The
Two-Space-SOM works with the original input space as well as with
the transposed one, which improves the accuracy. On the other hand,
it requires roughly the same amount of samples in both spaces, which
decreases the applicability of the methodology.
The Ensemble of SOMs not only increases accuracy over the tradi-
tional SOM, but also works much faster, since the lengthy validation
procedure is removed. The increase in accuracy is due to the coopera-
tion of SOMs with different amount of nodes, which makes each SOM
represent the input space differently.
The needed performance compared against the required response
time is also very relevant, especially when working with more online
type systems. Also, many industrial applications require fast response
time in order to be able to take advantage of the modern strategies
and computational models. This makes the Ensemble of SOMs even
more valuable and appealing choice for filling the missing values,
because the validation procedure is not slowing down the process and
the accuracy is very good.
If ultimate accuracy is required, a combination of the SOM and
the EOF methodologies is a valid option. Any of the SOM and
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EOF methodologies can be combined, but the best one in terms of
computational time as well as accuracy, is deemed to be the Ensemble
of SOMs + EOF Pruning. Both methodologies are faster and more
accurate versions of the original ones and even better when working
together.
7.2 CONCLUSIONS
As a main conclusion, the speed of any methodology has to be accept-
able, while providing reasonably accurate results. There is no point in
wasting time and resources by using slow or inaccurate methodologies.
If the computation of the needed outcome takes weeks, the methodol-
ogy responsible for the computation can be forgotten and the focus of
the researcher should be moved to faster methods. On the other hand,
inaccurate methodologies are irrelevant in practice, no matter how fast
they are. There is no place for compromises.
Secondly, even older methods should be kept available and in use.
There is no point in inventing new methodologies that cannot beat
the old ones. This makes it really valuable to compare the previous
versions with the current ones, in order to quantify the value of the
improvement.
Finally, simple methods are always the best. When using a simple
method, which is also fast and reasonably accurate, it is easy and
fast to try several preprocessing schemes, variable selection strategies
and prediction strategies. With a complex, hence slow, method one
needs to have a good knowledge of the most optimal selections before
applying the method, or otherwise the computational time is too long
to test all the possibilities.
With simpler models, it is straightforward to ensemble them into
more accurate modeling machine, even using parallel processing in
the obvious way. Furthermore, using one single model to solve all
problems is a thing of the past, ensembling several models into one is
the thing of the future.
7.3 FURTHER WORK
In the course of this thesis work, several new methodologies and
techniques have been developed and compared in real world test
cases. When combining the methodologies with, for example, variable
selection, scaling or projection techniques, there are very large number
of possible combinations to be tested. In many cases, the optimal
choice cannot be defined a priori, but several combinations have to
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searched through and validated in order to select a good one. This
procedure takes a vast amount of time and computational resources.
Regarding the developed methodology, the Ensemble of SOMs,
there is a clear need for further testing, since several open questions
remain: How much calibration data is needed with certain amount
of missing values present in the dataset? Is there strict lower limit to
the amount of calibration data other than the number of SOMs in the
ensemble? Is it beneficial to include SOMs trained with the transposed
data space? How about size of the SOMS, which ones to include? what
happens to the performance, if several same sized SOMs are included?
All these questions demand further investigation.
Another interesting challenge transpired in the course of the re-
search, is the creation of new intelligent parallel algorithms, which
are also scalable into large computing systems. Using smart way to
parallelize the computation would make it more easier to test more
combination, parameters values and different algorithms in less time.
There are more and more computing power available, why not take
the full advantage out of it?
At the same time, the already existing methodologies and techniques
need to be improved, not only to enable the intelligent parallel and
scalable computing possible, but also to speed up the computation
and make the achieved results more accurate and reliable. Which
combinations of methodologies are good in which sense, need to
be determined in order to select the most appropriate ones for each
problem.
Furthermore, the data collection processes are improving all the
time and larger and larger datasets are available in many fields. The
author of the thesis is currently in the process of moving to a field
of bioinformatics, where computational resources and the problem
complexity are not yet fully meeting each other in an optimal way. The
bioinformatics research affects the whole human kind with the endless
possibilities to make the life better for everyone. It is very important
and necessary research area and it is my feeling that machine learning
and intelligent parallelization can help the bioinformatics researchers
significantly.
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I have knitted myself together,
I have made myself whole and complete.
I shall renew my youth.
I am Osiris Himself, the Lord of Eternity
– Osiris Ani, The Book of The Dead [77]
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