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DE GIORGI TYPE RESULTS FOR EQUATIONS WITH NONLOCAL LOWER-ORDER
TERMS
MOSTAFA FAZLY
Abstract. It is known that the De Giorgi’s conjecture does not hold in two dimensions for semilinear
elliptic equations with a nonzero drift, in general,
∆u+ q · ∇u+ f(u) = 0 in R2,
when q = (0,−c) for c 6= 0. This equation arises in the modeling of Bunsen burner flames. Bunsen flames are
usually made of two flames: a diffusion flame and a premixed flame. In this article, we prove De Giorgi type
results, and stability conjecture, for the following local-nonlocal counterpart of the above equation (with a
nonlocal premixed flame) in two dimensions,
∆u+ cL[u] + f(u) = 0 in Rn,
when L is a nonlocal operator, f ∈ C1(R) and c ∈ R+. In addition, we provide a priori estimates for the
above equation, when n ≥ 1, with various jumping kernels. The operator ∆+cL is an infinitesimal generator
of jump-diffusion processes in the context of probability theory.
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1. Introduction
Bonnet and Hamel in [10] studied the existence of solutions of a reaction-diffusion equation in the plane
R
2. The model is the following semilinear equation with an advection term
(1.1) ∆u− c ∂u
∂x2
+ f(u) = 0 in R2,
where c is the speed constant and f is a C1(R) function. This problem arises in the modeling of Bunsen
burner flames. Bunsen flames are usually made of two flames: a diffusion flame and a premixed flame. The
authors in [10] constructed a solution u for c > 0 and for the ignition type nonlinearity f such that
(1.2) u(λk)→ −1 when λ→∞ for all k = (cosφ, sinφ) with − pi
2
− θ < φ < −pi
2
+ θ,
and
(1.3) u(λk)→ 1 when λ→∞ for all k = (cosφ, sinφ) with − pi
2
+ θ < φ <
3pi
2
− θ,
1
for an angle θ ∈ (0, π2 ). This solution does not have one-dimensional symmetry due to the fact that level
sets of solutions are parallel lines. In addition, the above solution u is monotone in the direction of x2-axis
that is
(1.4)
∂u
∂x2
> 0 in R2.
This implies that the celebrated De Giorgi’s conjecture does not hold for (1.1) when c 6= 0. In other words,
the De Giorgi’s conjecture does not hold for semilinear elliptic equations with an advection term in two
dimensions, that is
(1.5) ∆u+ q · ∇u+ f(u) = 0 in R2,
where q is a vector and q = (0,−c). We refer interested readers to [8] by Berestycki, Hamel and Monneau
and to [35] by the author for De Giorgi type results, called m-Liouville theorems, in this context. In 1978,
Ennio De Giorgi proposed a conjecture that reads;
Conjecture. Suppose that u is an entire solution of the Allen-Cahn equation
(1.6) ∆u+ u− u3 = 0 in Rn,
satisfying |u(x)| ≤ 1, ∂u∂xn (x) > 0 for x = (x′, xn) ∈ Rn. Then, at least in dimensions N ≤ 8 the level sets of
u must be hyperplanes, i.e. there exists g ∈ C2(R) such that u(x) = g(τ · x− c), for some fixed τ ∈ Rn when
τn > 0.
If monotonicity is replaced by stability, this is known as the stability conjecture. The De Giorgi’s conjecture
was established by Ghoussoub and Gui in [40] in two dimensions. In fact, the proof is valid for the stability
conjecture and for any f ∈ C1(R) that is
(1.7) ∆u+ f(u) = 0 in Rn,
as it is structured based on a linear Liouville-type theorem for elliptic equations in divergence form, see
([5, 40]). Ambrosio and Cabre´ in [2], and later with Alberti in [1], extended the result to dimension n = 3
by adjusting the linear Liouville theorem. Ghoussoub and Gui also showed in [41] that the conjecture holds
for n = 4 or n = 5 for solutions that satisfy certain antisymmetry conditions, and Savin in [47] established
its validity for 4 ≤ n ≤ 8 under the following additional natural hypothesis on the solution,
(1.8) lim
xn→±∞
u(x′, xn)→ ±1 for x′ ∈ Rn−1.
In dimension n ≥ 9, del Pino-Kowalczyk-Wei in [31] gave a counterexample to De Giorgi’s conjecture which
long believed to exist. Under a much stronger assumption that the limits in (1.8) are uniform in x′, the
conjecture is known as Gibbons’ conjecture. This conjecture was proved for all dimensions independently
with different methods by Barlow, Bass and Gui in [5], Berestycki, Hamel and Monneau in [8] and Farina in
[33].
In this article, we consider a nonlocal counterpart of (1.5) where the Bunsen fames are made of two fames:
a diffusion fame and a nonlocal premixed fame,
(1.9) ∆u+ cL[u] + f(u) = 0 in Rn,
when c is a positive constant and the operator L is defined by the nonlocal operator
(1.10) L[u(x)] := lim
ǫ→0
∫
{y∈Rn,|x−y|>ǫ}
[u(y)− u(x)]J(x, y)dy.
We suppose that f ∈ C1(R) and J is a nonnegative measurable symmetric even jump kernel, unless otherwise
is stated. We establish De Giorgi type results for bounded stable solutions and various energy estimates for
this equation. In probability theory, such operators have been studied extensively and they are known as
jump-diffusion processes and Brownian motions with Gaussian components, see [6, 25, 42]. A (rotationally)
symmetric α-stable process Y = (Yt, t ≥ 0,Px, x ∈ Rn) in Rn is a Le´vy process that
(1.11) Ex
[
eiζ·(Yt−Y0)
]
= e−t|ζ|
α
for every x, ζ ∈ Rn.
2
The infinitesimal generator of a symmetric α-stable process Y in Rn is the fractional Laplacian operator ∆
α
2
that is a prototype of nonlocal operators when 0 < α < 2. The fractional Laplacian operator is of the form
(1.12) ∆
α
2 u(x) := lim
ǫ→0
∫
{y∈Rn,|x−y|>ǫ}
[u(y)− u(x)] C(n, α)|x − y|n+α dy,
for C(n, α) := α2α−1pi−n/2Γ (n+α2 )Γ (1− α2 )−1, and the jumping kernel in (1.10) is
(1.13) J(x, y) = C(n, α)|x− y|−n−α.
The operator L = ∆
α
2 when 0 < α < 2 can be regarded as an interpolation of identity and Laplacian in the
sense that
(1.14) lim
α→0+
∆
α
2 u = u and lim
α→2−
∆
α
2 u = ∆u,
under certain conditions, see [32]. Note that the kernel (1.13) is a particular case of the following kernel,
known as ellipticity condition for operator L,
(1.15) J(x, z) = c(x− z)|x− z|−n−α,
where c(x − z) is bounded between two positive constants 0 < λ ≤ Λ. It is by now a well-known, see [16]
by Caffarelli and Silvestre, that the fractional Laplacian operator can be realized as the boundary operator
(more precisely the Dirichlet-to-Neumann operator) of a suitable extension function in the half-space. Now,
let X0 be a Brownian motion in Rn with generator ∆ Laplacian operator and Y be a symmetric α-stable
process in Rn. Assume that X0 and Y are independent. Consider the process Xa given by
(1.16) Xat := X
0
t + aYt,
that is the independent sum of the Brownian motion X0 and the symmetric α-stable process Y with weight
a > 0. The infinitesimal generator of Xa is the elliptic operator
(1.17) Ma,α := ∆ + c∆
α
2 for c := aα,
and the function Ja(x, y) = a
αJ(x, y), when J is given by (1.13), is the Le´vy intensity of Xa. Various aspects
of the processXa and the operatorMa,α, such as boundary Harnack principle (BHP), De Giorgi-Nash-Moser-
Aronson type theory and heat kernel and Green’s function estimates, are studied in the literature. In this
regard we refer interested readers to series of article by Chen et al. in [19–22, 26] and references therein. Let
Xˆa be a Le´vy process obtained from Xa by eliminating all its jumps of larger than δ0. Then, the infinitesimal
generator of Xˆ is
(1.18) Mˆa,α := ∆ + c∆ˆ
α
2 ,
where
(1.19) ∆ˆ
α
2 u(x) := lim
ǫ→0
∫
{y∈Rn,ǫ<|x−y|<δ0}
[u(y)− u(x)] C(n, α)|x− y|n+α dy.
Note that ∆ˆ
α
2 is associated to nonlocal operator L in (1.10) with the truncated jump kernel
(1.20) J(x, y) = C(n, α)|x− y|−n−α1{|x−y|≤δ0}.
It is also known in the probability theory that suitable estimates for the Le´vy process Xa can be obtained
from Xˆa by adding back the jumps of Xa of size larger than δ0, see [27] where Schramm-Lo¨wner evolutions
are studied in the light of one-dimensional symmetric stable processes. Stochastic processes with truncated
jump kernels, known also as finite range jump processes, and their associated infinitesimal generators are
studied in the literature, in regards to probability theory see [4, 6, 20, 23, 39] and in regards to elliptic partial
differential equations see [5, 29, 37, 38, 44] and references therein. In addition to above jumping kernels, the
following truncated kernels, which are locally comparable to (1.13) are of our interests
(1.21)
λ
|x− y|n+β 1{|x−y|≤δ1} ≤ J(x− y) ≤
Λ
|x− y|n+α1{|x−y|≤δ0},
3
when 0 < δ1 ≤ δ0, 0 < λ ≤ Λ and 0 < β ≤ α < 2. In the context of classical De Giorgi’s conjecture and in
order to establish Gibbons’ conjecture and to establish a linear Liouville theorem, Barlow, Bass and Gui in
[5] studied generators and Dirichlet forms of symmetric processes with truncated jump kernels of the form
(1.22) J0(x, y) = |x− y|−(n+1)1{|x−y|≤1} for all x, y ∈ Rn, x 6= y.
Note that this is a particular case of (1.21) that represents ∆ˆ
1
2 , as given in (1.19). In addition, they considered
kernels with decays of the form
c1
|x− y|n+1 ≤ J1(x, y) ≤
c2
|x− y|n+1 , for |x− y| ≤ 1 and(1.23) ∫
|x−y|>r
J1(x, y)dy ≤ c0e−α0r when r > 1,(1.24)
where ci for i = 0, 1, 2 and α0 are positive constant. In addition, Chen et al. in [19, 24] considered rotationally
symmetric Le´vy processes on Rn whose Le´vy measure decays exponentially near infinity at exponential rate
e−r
β
with β > 1. Inspired by the above, we study generators of Le´vy processes obtained from Xa by
eliminating all its jumps of larger than δ0 and replacing those with jumps with certain decay rates. More
precisely, we consider
λ
|x− y|n+β ≤ J(x− y) ≤
Λ
|x− y|n+α when |x− y| ≤ δ0 and(1.25) ∫
r<|x−y|<2r
J(x− y)dy ≤ CD(r) when r > δ0,(1.26)
for an appropriate algebraic decay function 0 ≤ D ∈ C(R+) with limr→∞D(r) = 0. We shall fix function
D later. The quadratic form (I,F), also called the Dirichlet form, associated with the generator −∆− cL
is given by F :=W 1,2(Rn) and for u, v ∈ F ,
(1.27) I(u, v) :=
∫
Rn
∇u(x) · ∇v(x)dx + c
2
∫∫
R2n
[u(x)− u(y)][v(x) − v(y)]J(x, y)dxdy.
The associated energy functional for solutions of (1.9) on Ω ⊂ Rn is
(1.28) E(u,Ω) := ESobJ (u,Ω) + EPot(u,Ω),
and functionals ESob and EPot are given by
(1.29) ESobJ (u,Ω) :=
1
2
∫
Ω
|∇u(x)|2dx+ c
2
∫∫
Rn×Rn\CΩ×CΩ
|u(x)− u(y)|2J(x− y)dydx,
when CΩ = Rn \ Ω and
(1.30) EPot(u,Ω) :=
∫
Ω
F (u(x))dx,
when F ∈ C1(R) is an antiderivative of −f .
Definition 1.1. A solution u of (1.9) is called stable if the second variation of E at u is nonnegative, that
is for any ζ ∈ C1c (Rn),
(1.31)
∫
Rn
f ′(u(x))ζ2(x)dx ≤ 1
2
∫
Rn
|∇ζ(x)|2dx+ c
2
∫∫
R2n
[ζ(x) − ζ(y)]2J(x− y)dydx.
Definition 1.2. We call Γ2R,R = ∪6i=1ΓiR a symmetric domain decomposition of Rn×Rn when every ΓiR is
given by
Γ1R := BR × (B2R \BR),Γ2R := (B2R \BR)× (B2R \BR),Γ3R := (Rn \B2R)× (B2R \BR),
Γ4R := BR × (Rn \B2R), Γ5R := BR × BR, Γ6R := (Rn \B2R)× (Rn \B2R).
The structure of the article as it follows. In Section 2, we provide our main results. In Section 3, we
prove a Poincare´ type inequality, a Liouville theorem and De Giorgi type results. In Section 4, we prove
energy estimates for jump-diffusion processes with various jump kernels. In Section 5, we prove a Modica
type pointwise estimate and a Hamiltonian identity in one dimension, and monotonicity formulae in higher
dimensions. Section 6 is devoted to summation of nonlocal operators.
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2. Main Results; Statements
In this section we present our main results of this article. We start with a linear Liouville theorem for
a local-nonlocal operator. This theorem is inspired by a classical one for the Laplacian operator that was
noted by Berestycki, Caffarelli and Nirenberg in [9] and by Barlow, Bass and Gui in [5], see also [3], used by
Ghoussoub and Gui [40] and later by Ambrosio and Cabre´ [2] to prove the De Giorgi conjecture in dimensions
two and three. For the case of fractional Laplacian, using the Caffarelli and Silvestre extension function in
[16], this type linear Liouville theorem is given by Cabre´ and Sola´-Morales in [17] and by Cabre´ and Sire in
[14, 15]. For more general nonlocal operators, we refer to Hamel et al. in [44] and to Sire and the author in
[38].
Theorem 2.1. Let φ ∈ L∞loc(Rn) and σ ∈ H1loc(Rn) such that φ2 > 0 a.e., and they satisfy
(2.1) div(φ2(x)∇σ(x)) + lim
ǫ→0
∫
{y∈Rn,|x−y|>ǫ}
(σ(y)− σ(x))φ(x)φ(y)J(x − y)dy = 0 in Rn,
when J is a nonnegative measurable symmetric even jumping kernel. Assume also that ΓR is a symmetric
domain decomposition, in Definition 1.2, and for R > 1
(2.2)
∫
Rn∩(B2R\BR)
φ2σ2dx+
∫∫
R2n∩{∪4k=1ΓkR}
[σ(x) + σ(y)]2φ(x)φ(y)|x − y|2J(x − y)dydx ≤ CR2,
where Γ2R,R = ∪6k=1ΓkR is a symmetric domain decomposition. Then, σ must be constant.
The next theorem is a Poincare´ type inequality for stable solutions of (1.9). For the case of local semilinear
equations, this inequality was established by Sternberg and Zumbrun in [51, 52]. The inequality was used
in [34] to prove certain De Giorgi type results for scalar equations and in [36] for multi-component systems.
For the case of nonlocal equations, such an inequality was derived in [28, 37, 38, 49] and references therein.
Theorem 2.2. Assume that n ≥ 1 and u is a stable solution of (1.9). Then, for any η ∈ C1c (Rn),∫
Rn∩{|∇xu|6=0}
(|∇u|2κ2 + |∇T |∇u||2) η2dx+ c
2
∫∫
R2n∩{|∇xu|6=0}
Ay(∇xu)[η2(x) + η2(x+ y)]J(y)dxdy(2.3)
≤
∫
Rn
|∇u|2|∇η|2dx + c
2
∫∫
R2n
By(∇xu)[η(x)− η(x + y)]2J(y)dxdy,
where ∇T stands for the tangential gradient along a given level set of u and κ2 for the sum of the squares of
the principal curvatures of such a level set, and
Ay(∇xu) := |∇xu(x)||∇xu(x+ y)| − ∇xu(x) · ∇xu(x+ y),(2.4)
By(∇xu) := |∇xu(x)||∇xu(x+ y)|.(2.5)
We now provide De Giorgi type results for stable solutions of (1.9) for truncated or finite range jump kernels
in two dimensions. This settles the stability conjecture for jump-diffusion operators. In order to establish
this theorem, we apply the Poincare´ type inequality (2.2). In addition, the linear Liouville theorem, that is
Theorem 2.1, can be applied to prove the following as well.
Theorem 2.3. Let u be a bounded stable solution of (1.9) in two dimensions when the jump kernel J is
truncated and satisfies (1.21) for 0 < α, β < 2. Then, u must be a one-dimensional function.
The next result is the counterpart of the above result for the case of jump kernels with an algebraic decay
rates at infinity.
Theorem 2.4. Let u be a bounded stable solution of (1.9) in two dimensions when the jump kernel J
satisfies (1.25) for 0 < α, β < 2 with a decay rate (1.26) when D(r) < Cr−θ for θ > 3. Then, u must be a
one-dimensional function.
We now provide energy estimates for monotone solution of (1.9) when the kernel is either truncated or
with decays at infinity. The remarkable point is that the upper bound for the energy is Rn−1, for any
0 < α < 2, that is the same as the one for the Laplacian operator. For the Laplacian operator, this energy
bound was established by Ambrosio and Cabre´ in [2].
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Theorem 2.5. Let u be a bounded monotone solution of (1.9) satisfying (1.8) and F (±1) = 0. Assume
also that the kernel J is truncated and satisfies (1.21) or the kernel J has decays as in (1.25)-(1.26) with
decay-rate D(r) < Cr−θ when θ > 2 for all r > δ0. Then,
(2.6) E(u,BR) ≤ CRn−1 for R > δ0,
where the positive constant C is independent from R but may depend on δ0, α, n.
In the following theorem, we provide a counterpart of the above estimate when the jump kernel J is
the fractional Laplacian or, in the more general context, it satisfies the ellipticity condition. The following
energy estimate is consistent with the fractional Laplacian operator for any 0 < α < 2. In this regard, we
refer interested readers to [11, 12, 29, 37, 38, 46] and references therein.
Theorem 2.6. Suppose that u is a bounded monotone solution of (1.9) with F (±1) = 0. Assume also that
the kernel J satisfies (1.15). Then, the following energy estimates hold for R > 1.
(i) If 0 < α < 1, then E(u,BR) ≤ CRn−α,
(ii) If α = 1, then E(u,BR) ≤ CRn−1 logR,
(iii) If α > 1, then E(u,BR) ≤ CRn−1,
where the positive constant C is independent from R but may depend on α, n, λ,Λ.
It is straightforward to generalize our main results in this section to the case when the jumping measure
is of the form
(2.7) J(x, y) =
1
|x− y|nφ(|x− y|) .
Here, φ is a positive increasing function in R+ satisfying certain conditions, see [19, 26] and references therein
in the context of stochastic processes.
One of the main difficulties in proving properties for operator −T = ∆ + cL is that it shows different
scales for the local and nonlocal parts. The diffusion part has Brownian scaling while the jump part has a
different type of scaling depending on the kernel. For the rest of this section, we provide statements of an
Hamiltonian identity and a Modica-type estimate in one dimension and a monotonicity formula for radial
solutions for the case of L = ∆
α
2 . Consider the fractional Laplacian operator
(2.8) (−∆)α2 u = g(x) in Rn,
when g ∈ C2,γ(Rn) for γ > max(0, 1−α). As it was mentioned in previous sections, the fractional laplacian
can be realized as the boundary operator (more precisely the Dirichlet-to-Neumann operator) of a suitable
extension in the half-space, see [16]. In the light of this, Caffarelli and Silvestre introduced an extension
function v(x, y) of the solution u(x) of (2.8) that satisfies{
div(ya∇v) = 0 in Rn+1+ = {x ∈ Rn, y > 0} ,
− limy→0 ya∂yv = dαg(x) in ∂Rn+1+ ,
(2.9)
when a = 1−α and dα is a constant. We use the above extension problem to establish a Hamiltonian identity
in one dimension, following ideas and methods established by Cabre´ and Sire in [14, 15] for the fractional
Laplacian operator.
Theorem 2.7. Let n = 1 and v(x, y) be the extension function of solution u(x) of (1.9) satisfying
(2.10) lim
x→∞
v(x, 0)→ τ ∈ R.
Then, the following identity holds for any x ∈ R
(2.11) dα(∂xv(x, 0))
2 + c
∫ ∞
0
ya
[
(∂xv)
2 − (∂yv)2
]
dy = 2dα [F (v(x, 0))− F (τ)] .
Note that if limx→±∞ v(x, 0) → τ± where τ± are constant, then F (τ+) = F (τ−). We now provide a
Modica-type pointwise estimate in one dimension.
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Theorem 2.8. Let n = 1 and v(x, y) be the extension function of solution u(x) of (1.9) satisfying monotonic-
ity condition vx(x, 0) > 0 and (2.10). Then, the following pointwise inequality holds for any (x, y) ∈ R×R+
(2.12) dα(∂xv(x, 0))
2 + c
∫ y
0
ta
[
(∂xv(x, t))
2 − (∂yv(x, t))2
]
dt < 2dα [F (v(x, 0))− F (τ)] .
Note that for pure local problem ∆u = f(u) in Rn, Modica in [45] established the celebrated inequality
|∇u|2 ≤ 2F (u) in Rn when u is bounded and F ≥ 0. Naturally, one may ask if this result for the local
problem could be used to prove a counterpart of (2.12) in higher dimensions n ≥ 2. This remains as an open
problem. We end this section with the following monotonicity formula for radial solutions.
Theorem 2.9. Let n ≥ 1 and v = v(|x|, y) be a bounded radial extension function for solution u(x) of (1.9).
Then, the following function I(r) is nonincreasing in terms of r,
(2.13) I(r) := dα(∂rv(r, 0))
2 + c
∫ ∞
0
ya
[
(∂rv)
2 − (∂yv)2
]
dy − 2dαF (v(r, 0)) for r ∈ R+.
For nonradial solutions, a (weak) monotonicity formula is provided in Section 5. Pointwise estimates and
monotonicity formulae are fundamental tools in proving rigidity results in this context.
3. De Giorgi type Results; Proofs of Theorem 2.1-2.4
We start this section with showing that monotone solutions are stable solutions that is inequality (1.31)
holds. We refer to this inequality as stability inequality.
Proposition 3.1. Let u be a monotone solution of (1.9). Then, for any ζ ∈ C1c (Rn),
(3.1)
∫
Rn
f ′(u(x))ζ2(x)dx ≤
∫
Rn
|∇ζ(x)|2dx+ c
2
∫∫
R2n
[ζ(x) − ζ(y)]2J(x − y)dxdy.
In order to prove the above inequality, we first provide a technical lemma. We omit its proof since it is
elementary.
Lemma 3.1. Let T = −∆ − cL and the jump kernel J be measurable, symmetric and even. Suppose that
f, g ∈ C1(Rn). Then,
(3.2)
∫
Rn
g(x)T (f(x))dx =
∫
Rn
∇f(x) · ∇g(x)dx + c
2
∫∫
R2n
[f(x)− f(y)] [g(x)− g(y)]J(x − y)dxdy,
where the right-hand side of the above is I(f, g).
Proof of Proposition 3.1. Let u denote a monotone solution of (1.9). Then, differentiating with respect to
xn and calling φ :=
∂u
∂xn
> 0 we have
(3.3) T [φ] = f ′(u)φ in Rn.
Now, multiply both sides with ζ
2
φ for ζ ∈ C1c (Rn) to get
T [φ]
ζ2
φ
= f ′(u)ζ2 in Rn.
From this and (3.3) we get
(3.4)
∫
Rn
f ′(u(x))ζ2(x)dx ≤
∫
Rn
T [φ(x)]
ζ2(x)
φ(x)
dx.
Applying Lemma 3.1 for the right-hand side of the above, we have∫
Rn
T [φ(x)]
ζ2(x)
φ(x)
dx =
∫
Rn
∇φ(x) · ∇ζ
2(x)
φ(x)
dx(3.5)
+
1
2
∫∫
R2n
[φ(x) − φ(y)]
[
ζ2(x)
φ(x)
− ζ
2(y)
φ(y)
]
J(x− y)dxdy.
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Note that for a, b, c, d ∈ R when ab < 0 we have
(a+ b)
[
c2
a
+
d2
b
]
≤ (c− d)2.
Since each φ is positive, we have φ(x)φ(z) > 0. Setting a = φ(x), b = −φ(y), c = ζ(x) and d = ζ(y) in the
above inequality and from the fact that ab = −φ(x)φ(y) < 0, we conclude
(3.6) [φ(x) − φ(y)]
[
ζ2(x)
φ(x)
− ζ
2(y)
φ(y)
]
≤ [ζ(x) − ζ(y)]2.
On the other hand, for a, b ∈ Rn we have 2a · b − |b|2 ≤ |a|2. Setting a = ∇ζ and b = ∇φ ζφ in the latter
inequality, we get
(3.7) 2∇ζ · ∇φζ
φ
− |∇φ|2 ζ
2
φ2
≤ |∇ζ|2.
From (3.5), (3.6) and (3.7) we conclude∫
Rn
T [φ(x)]
ζ2(x)
φ(x)
dx ≤
∫
Rn
|∇ζ(x)|2dx+ 1
2
∫
Rn
∫
Rn
[ζ(x) − ζ(y)]2J(y − x)dydx.
This and (3.4) complete the proof.
✷
We now provide proofs for our main results.
Proof of Theorem 2.2. Let u be a stable solution of (1.9). Set ζ(x) = |∇xu(x)|η(x) in the stability inequality
for η ∈ C1c (Rn),∫
Rn
f ′(u)|∇xu(x)|2η2(x)dx ≤
∫
Rn
|∇(|∇xu|η)|2dx
+
c
2
∫∫
R2n
[|∇xu(x)|η(x) − |∇xu(x+ y)|η(x + y)]2J(y)dydx =: I1 + I2.
We now compute I1 and I2 in the right-hand side of the above inequality
I1 =
∫
Rn
|∇|∇u||2η2 +
∫
Rn
|∇η|2|∇u|2 + 1
2
∫
Rn
∇|∇u|2 · ∇η2,
and
I2 =
c
2
∫∫
R2n
|∇xu(x)|2η2(x)J(y)dydx + c
2
∫∫
R2n
|∇xu(x+ y)|2η2(x+ y)J(y)dydx
−c
∫∫
R2n
|∇xu(x)||∇xu(x+ y)|η(x)η(x + y)J(y)dydx.
We now apply the equation (1.9). Note that for any index 1 ≤ k ≤ n we have
T [∂xku(x)] = −∆∂xku(x) + c
∫
Rn
[∂xku(x)− ∂xku(x+ y)]J(y)dy = f ′(u)∂xku(x).
Multiplying both sides of the above equation with ∂xku(x)η
2(x) and integrating we have∫
Rn
f ′(u)[∂xku(x)]
2η2(x)dx = −
∫
Rn
∆∂xku(x)[∂xku(x)η
2(x)]dx + c
∫
Rn
∂xku(x)η
2(x)L[∂xku(x)]dx.
We now simplify the right-hand side of the above, using Lemma 3.1, as∫
Rn
|∇∂xku|2η2dx+
1
2
∫
Rn
∇|∂xku|2 · ∇η2dx
+
c
2
∫∫
R2n
[
∂xku(x)η
2(x) − ∂xku(x+ y)η2(x+ y)
]
[∂xku(x)− ∂xku(x+ y)] J(y)dxdy
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Substituting the above in the latter equality, we obtain∫
Rn
f ′(u)|∇xu(x)|2η2(x)dx =
n∑
k=1
∫
Rn
|∇∂xku|2η2dx+
1
2
∫
Rn
∇|∇u|2 · ∇η2dx
+
c
2
∫∫
R2n
|∇xu(x)|2η2(x)J(y)dxdy + c
2
∫∫
R2n
|∇xu(x+ y)|2η2(x+ y)J(y)dxdy
− c
2
∫∫
R2n
∇xu(x) · ∇xu(x+ y)η2(x)J(y)dxdy − c
2
∫∫
R2n
∇xu(x) · ∇xu(x+ y)η2(x+ y)J(y)dxdy.
From this and (3.8), we conclude∫
Rn
[
n∑
k=1
|∇∂xku|2 − |∇|∇u||2
]
η2dx+ c
∫∫
R2n
|∇xu(x)||∇xu(x+ y)|η(x)η(x + y)J(y)dydx
≤ c
2
∫∫
R2n
∇xu(x) · ∇xu(x+ y)
[
η2(x) + η2(x+ y)
]
J(y)dxdy.
We now apply recompute the left-hand side of the above inequality. According to formula (2.1) given in
[51, 52], the following geometric identity between the tangential gradients and curvatures holds. For any
w ∈ C2(Ω)
n∑
k=1
|∇∂kw|2 − |∇|∇w||2 =
{
|∇w|2(∑n−1l=1 κ2l ) + |∇T |∇w||2 for x ∈ {|∇w| > 0 ∩ Ω},
0 for a.e. x ∈ {|∇w| = 0 ∩ Ω},
where κl are the principal curvatures of the level set of w at x and ∇T denotes the orthogonal projection of
the gradient along this level set. On the other hand, it is straightforward to notice that
η(x)η(x + y) =
1
2
[η2(x) + η2(x + y)]− 1
2
[η(x) − η(x + y)]2 .
Applying these arguments to the latter inequality completes the proof.
✷
Lemma 3.2. Consider a, b ∈ R+. Then,
(3.8) | log b− log a|2 ≤ 1
ab
|b− a|2.
Proof of Theorem 2.3. The proof is an application of Theorem 2.2. We test the Poincare´ inequality (2.3) on
the following standard test function
(3.9) η(x) :=


1
2 , if |x| ≤
√
R,
logR−log |x|
logR , if
√
R < |x| < R,
0, if |x| ≥ R.
From the boundedness of |∇xu|, we conclude that By(∇xu) is bounded and∫
Rn∩{|∇xu|6=0}
(|∇u|2κ2 + |∇T |∇u||2) η2dx+ c
2
∫∫
R2n∩{|∇xu|6=0}
Ay(∇xu)[η2(x) + η2(x+ y)]J(y)dxdy(3.10)
≤
∫
Rn
|∇u|2|∇η|2dx + C
∫∫
R2n
[η(x) − η(y)]2J(x− y)dxdy,
where C > 0. For the rest of the proof, we provide an estimate for the right-hand side of the above inequality.
First of all it is straightforward to compute
(3.11)
∫
BR\B√R
|∇u|2|∇η|2 ≤ C
{
1
logR , if n = 2,
Rn−2+R(n−2)/2
|n−2|| logR|2 , if n 6= 2.
Therefore, in two dimensions ClogR is an upper bound estimate when C > 0 is a constant independent from
R. Now, we provide an estimate for the second term in the right-hand side of (3.10). Due to the symmetry
in this term, we shall a symmetric domain decomposition
(3.12) ΓR,
√
R := ∪6i=1ΓiR,
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as in Definition 1.2. From the definition of test function η we have |η(x) − η(y)| = 0 on Γ5R and Γ6R. In
addition, if (x, y) ∈ Γ4R, then x ∈ B√R and y ∈ Rn \BR. This implies that |x− y| > R−
√
R. So, for large
enough R, we conclude that |x − y| > δ0. Therefore, I4(R) = 0 for large enough R. From this, (3.11) and
(3.10), we conclude∫
Rn∩B√R∩{|∇xu|6=0}
|∇u|2κ2 + |∇T |∇u||2dx+ c
∫∫
{Rn×B√R}∩{|∇xu|6=0}
Ay(∇xu)J(y)dxdy(3.13)
≤ C
logR
+ C
3∑
i=1
∫∫
ΓiR∩|x−y|≤δ0
[η(x)− η(y)]2 |x− y|−n−αdxdy =: C
logR
+ C
3∑
i=1
Ii(R).(3.14)
We now provide an upper-bound estimate for Ii(R) when 1 ≤ i ≤ 3 as follows.
Upper-Bound for I1(R). Assume that (x, y) ∈ Γ1R ∩ {|x − y| ≤ δ0} which implies, without loss of
generality,
x ∈ B√R \B√R−δ0 and y ∈ B√R+δ0 \B√R.
Therefore, η(x) = 12 and η(y) = 1− log |y|logR . From (3.8) and the fact that |x| <
√
R ≤ |y|, we get
|η(x)− η(y)|2 = 1
log2R
| log |y| − log
√
R|2 ≤ 1
log2R
1
|y|√R ||y| −
√
R|2 ≤ 1
R log2R
||y| − |x||2
≤ 1
R log2R
|y − x|2.
Therefore,
I1(R) ≤ C
R log2R
[∫
B√R\B√R−δ0
dx
][∫
Bδ0
|z|2−n−αdz
]
≤ C√
R log2R
,
where C = C(
δ2−α0
2−α ) is positive constant independent from R. Here, we have used the assumptions α < 2
and n = 2.
Upper-Bound for I2(R). Suppose that (x, y) ∈ Γ2R ∩ {|x − y| ≤ δ0} which implies, without loss of
generality, |x| ≤ |y|. From (3.8) and since x, y ∈ BR \B√R, we have
|η(x)− η(y)|2 = 1
log2R
| log |y| − log |x||2 ≤ 1
log2R
1
|x||y| ||y| − |x||
2 ≤ 1|x|2 log2R |y − x|
2.
Therefore,
I2(R) ≤ C
log2 R
[∫
BR\B√R
1
|x|2 dx
] [∫
Bδ0
|z|2−n−αdz
]
≤ C
log2R
[∫ R
√
R
rn−3dr
] [∫ δ0
0
r1−αdr
]
≤ C
logR
,
where again C = C(
δ2−α0
2−α ) is positive constant independent from R, and n = 2.
Upper-Bound for I3(R). Suppose that (x, y) ∈ Γ3R ∩ {|x − y| ≤ δ0}, which implies, without loss of
generality, x ∈ BR \ BR−δ0 and y ∈ BR+δ0 \ BR for large enough R. Therefore, η(x) = 1 − log |x|logR and
η(y) = 0. Applying (3.8) and the fact that |x| < R ≤ |y|, we have
|η(x) − η(y)|2 = 1
log2R
| log |x| − logR|2 ≤ 1
log2R
1
|x|R ||x| −R|
2 ≤ 1|x|2 log2R ||y| − |x||
2
≤ 1|x|2 log2R |y − x|
2.
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Therefore,
I3(R) ≤ C
log2R
[∫
BR\BR−δ0
1
|x|2 dx
] [∫
Bδ0
|z|2−n−αdz
]
≤ C
log2R
.
where again C = C(
δ2−α0
2−α ) is positive constant independent from R, and n = 2.
Combining the above upper-bounds and (3.13)-(3.17), we conclude that for large R
(3.15)
∫
R2∩B√R∩{|∇xu|6=0}
|∇u|2κ2 + |∇T |∇u||2dx+ c
∫∫
{R2×B√R}∩{|∇xu|6=0}
Ay(∇xu)J(y)dxdy ≤ C
logR
.
Note that for all x, y ∈ R2
Ay(∇xu) = |∇xu(x)||∇xu(x+ y)| − ∇xu(x) · ∇xu(x+ y) ≥ 0.
Sending R→∞, and assuming |∇xu| 6= 0, we get
|∇u|2κ2 = 0, |∇T |∇u||2 = 0 and Ay(∇xu)J(y) = 0 a.e. for all x, y ∈ R2.
Therefore, Ay(∇xu) = 0 for all x ∈ R2 and y ∈ Bδ1 ⊂ R2. This implies that
|∇xu(x)||∇xu(x+ y)| = ∇xu(x) · ∇xu(x+ y),
when |∇xu| 6= 0 that is equivalent to
ux1(x)ux2(x+ y) = ux1(x+ y)ux2(x),
and therefore,
∇xu(x) · ∇⊥x u(x+ y) = 0.
This completes the proof.
✷
Proof of Theorem 2.4. The proof is similar to the proof of Theorem 2.2. We apply the test function (3.9)
in (3.10). The jump kernel J satisfies (1.25) with a decay rate (1.26) when D(r) < Cr−θ for θ > 3. From
the definition of test function η we have |η(x) − η(y)| = 0 on Γ5R and Γ6R. From the estimate (3.11) and the
domain decomposition (3.12),∫
Rn∩B√R∩{|∇xu|6=0}
|∇u|2κ2 + |∇T |∇u||2dx+ c
∫∫
{Rn×B√R}∩{|∇xu|6=0}
Ay(∇xu)J(y)dxdy(3.16)
≤ C
logR
+ C
4∑
i=1
∫∫
ΓiR∩|x−y|≤δ0
[η(x)− η(y)]2 |x− y|−n−αdxdy(3.17)
+C
4∑
i=1
∫∫
ΓiR∩|x−y|>δ0
[η(x) − η(y)]2 J(x − y)dxdy =: C
logR
+ C
4∑
i=1
Ii(R) + C
4∑
i=1
I¯i(R).(3.18)
Note that upper-bound estimates for all Ii(R) are given in the proof of Theorem 2.3. We now establish
upper-bounds for I¯i(R) for 1 ≤ i ≤ 4 in various cases.
Upper-Bound for I¯1(R). Assume that (x, y) ∈ Γ1R ∩ {|x− y| > δ0}. In this case, we have
|η(x)− η(y)|2 ≤ 1
R log2R
|y − x|2.
For the algebraic decay D(r) < Cr−θ when θ > 3, and for two dimensions, we have
I¯1(R) ≤ C
R log2R
[∫
B√R
dx
] [ ∞∑
k=1
∫
kδ0<|z|<2kδ0
|z|2J(z)dz
]
(3.19)
≤ Cδ
2−θ
0
R log2R
[∫
B√R
dx
] [ ∞∑
k=1
k2−θ
]
≤ C
log2R
,
when C = C(δ2−θ0 ) is positive constant independent from R.
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Upper-Bound for I¯2(R). Suppose that (x, y) ∈ Γ2R ∩ {|x− y| > δ0}. In this case, assuming that |x| ≤ |y|,
we have
|η(x) − η(y)|2 ≤ 1|x|2 log2R |y − x|
2.
For the jump kernel satisfying (1.25) and (1.26) with the decay rate D(r) < Cr−θ when θ > 3, we have
I¯2(R) ≤ C
log2R
[∫
BR\B√R
dx
|x|2
] [ ∞∑
k=1
∫
kδ0<|z|<2kδ0
|z|2J(z)dz
]
(3.20)
≤ Cδ
2−θ
0
log2R
[∫ R
√
R
rn−3dr
] [ ∞∑
k=1
k2−θ
]
≤ C
logR
.
when C = C(δ2−θ0 ) is positive constant independent from R.
Upper-Bound for I¯3(R). Suppose that (x, y) ∈ Γ3R ∩ {|x − y| > δ0}. Since η(x) = 1 − log |x|logR and
η(y) = 0, for |x| < R ≤ |y|, we have
|η(x) − η(y)|2 ≤ 1|x|2 log2R |y − x|
2.
Since this is the same as the previous case, we get the same upper-bound that is
(3.21) I¯3(R) ≤ C
logR
.
Upper-Bound for I¯4(R). Suppose that (x, y) ∈ Γ4R ∩ {|x − y| > δ0}. In this case, we have η(x) = 12 and
η(y) = 0 and |x − y| > R − √R > δ0 for large enough R. For the jump kernel satisfying (1.25) and (1.26)
with the decay rate D(r) < Cr−θ when θ > 3, we have
I¯4(R) =
1
4
∫
B√R
dx
∞∑
k=1
∫
k(R−√R)<|z|<2k(R−√R)
J(z)dz ≤ CR
(R −
√
R)θ
∞∑
k=1
k−θ ≤ C
Rθ−1
.
Combining the above cases, we conclude that for large R
(3.22)
∫
R2∩B√R∩{|∇xu|6=0}
|∇u|2κ2 + |∇T |∇u||2dx+ c
∫∫
{R2×B√R}∩{|∇xu|6=0}
Ay(∇xu)J(y)dxdy ≤ C
logR
.
This completes the proof.
✷
Proof of Theorem 2.1. Let η ∈ C1c (Rn) be a test function. Multiply both sides of (2.1) with η2(x)σ(x) and
integrate to get
−
∫
Rn
div(φ2(x)∇σ(x))η2(x)σ(x)dx +
∫∫
R2n
(σ(x)− σ(y)) σ(x)φ(x)φ(y)J(x − y)η2(x)dxdy = 0.
This yields∫
Rn
φ2(x)∇σ(x) · ∇(η2(x)σ(x))dx +
∫∫
R2n
[η2(x)σ(x) − η2(y)σ(y)][σ(x) − σ(y)]φ(x)φ(y)J(x − y)dydx = 0.
Simplifying the above and using the following formula
(3.23) [η2(x)σ(x) − η2(y)σ(y)] = 1
2
[σ(x) − σ(y)][η2(x) + η2(y)] + 1
2
[σ(x) + σ(y)][η2(x) − η2(y)],
we conclude
0 = I2(Rn) +K2(R2n)
+2
∫
Rn
φ2ση∇σ · ∇ηdx+ 1
2
∫∫
R2n
[σ2(x)− σ2(y)]φ(x)φ(y)[η2(x)− η2(y)]J(x− y)dydx,
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for Ω1 ⊆ Rn and Ω2 ⊆ R2n, and
I2(Ω1) :=
∫
Ω1
φ2|∇σ|2η2dx,
K2(Ω2) :=
1
2
∫∫
Ω2
[σ(x) − σ(y)]2φ(x)φ(y)[η2(x) + η2(y)]J(x− y)dydx.
Applying the Cauchy-Schwarz inequality, one can see that
(3.24) I2(Rn) +K2(R2n) ≤ C[I(Rn)M(Rn) +K(R2n)N(R2n)],
when C is a nonnegative constant and
M(Ω1) :=
∫
Ω1
φ2σ2|∇η|2dx,
N(Ω2) :=
1
2
∫∫
Ω2
[σ(x) + σ(y)]2φ(x)φ(y)[η(x) − η(y)]2J(x − y)dydx.
Let η = 1 in BR and η = 0 in Rn \B2R with ||∇η||L∞(B2R\BR) ≤ CR−1. Then, for R > 1
(3.25) I2(Rn) +K2(R2n) ≤ C[I(Rn)M(B2R \BR) +K(R2n)N(∪4k=1ΓkR)].
From the fact that ||∇η||L∞(B2R\BR) ≤ CR−1 and the assumption (2.2) we get M(B2R \ BR) ≤ CR2. On
ther other hand, for (x, y) in {∪4k=1ΓkR} we have
(η(x) − η(y))2 ≤ CR−2|x− y|2.
From this and the assumption (2.2), we conclude
N(∪4k=1ΓkR) ≤ CR−2
∫∫
∪4k=1ΓkR
[σ(x) + σ(y)]2φ(x)φ(y)|x − y|2J(x− y)dydx ≤ C.
Therefore,
(3.26) I2(Rn)− CI(Rn) +K2(R2n)− CK(R2n) ≤ 0.
Since I,K ≥ 0, I,K are bounded. Therefore, 0 ≤ I(BR) ≤ C and 0 ≤ K(BR × BR) ≤ C when C is
independent from R. This implies that I,K ≡ 0. This implies σ must be a constant.
✷
Lemma 3.3. Let g, h ∈ C1(Rn), then
L[g(x)h(x)] = g(x)L[h(x)] + h(x)L[g(x)](3.27)
−
∫
Rn
[g(x)− g(y)] [h(x)− h(y)] J(x− y)dy.
Proposition 3.2. Let φ and ψ be classical solutions for the linearized equation (1.9) that is
∆φ+ cL[φ] = f ′(u)φ and ∆ψ + cL[ψ] = f ′(u)ψ in Rn.(3.28)
Let φ > 0 and define the quotient σ := ψφ . Then,
(3.29) div(φ2(x)∇σ(x)) + lim
ǫ→0
∫
{y∈Rn,|x−y|>ǫ}
(σ(y)− σ(x)) φ(x)φ(y)J(x − y)dy = 0 in Rn.
Proof. Since ψ = σφ, we have
(3.30) ∆(σ(x)φ(x)) + cL[σ(x)φ(x)] = f ′(u)σ(x)φ(x).
Multiplying (3.28) with σ and combining with (3.30) we get
(3.31) ∆(σ(x)φ(x)) − σ(x)∆(φ(x)) + c (L[σ(x)φ(x)] − σ(x)L[φ(x)]) = 0.
Applying formula (3.27) and
φ(x)∆(σ(x)) + 2∇σ(x) · ∇φ(x) + c lim
ǫ→0
∫
{y∈Rn,|x−y|>ǫ}
[σ(y) − σ(x)]φ(y)J(x − y)dy = 0.
Multiplying φ(x) completes the proof.
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Let u be a monotone solution of (1.9). Set φ := ∂u∂xn and ψ := ∇u · ν for ν(x) = ν(x′, 0) : Rn−1 → R.
Therefore, φ and ψ satisfy the linearized equation that is (3.28)-(3.28). Now, define the quotient σ := ψφ .
From Proposition 3.2, we have
(3.32) div(φ2(x)∇σ(x)) + lim
ǫ→0
∫
{y∈Rn,|x−y|>ǫ}
(σ(y)− σ(x)) φ(x)φ(y)J(x − y)dy = 0 in Rn.
Since |∇u| is globally bounded, we conclude that |σ| ≤ Cφ . This implies that
[σ(x) + σ(y)]2 ≤ C
(
1
φ2(x)
+
1
φ2(y)
)
.
Therefore,
[σ(x) + σ(y)]2φ(x)φ(y) ≤ C
(
φ(x)
φ(y)
+
φ(y)
φ(x)
)
.
Suppose now that the operator T satisfies the following Harnack inequality. More precisely, let χ is continuous
and positive in Rn and is a weak solution to Tχ+ a(x)χ = 0 in BR, when a ∈ L∞(B1) and ||a||L∞(BR) < K,
then
(3.33) sup
BR/2
χ ≤ C inf
BR/2
χ,
when C is a positive constant depending on operator T and K and independent from χ. Applying the above,
for φ we have
(3.34) sup
B1(x0)
φ ≤ C inf
B1(x0)
φ, for all x0 ∈ Rn.
This implies that
[σ(x) + σ(y)]2φ(x)φ(y) ≤ C.
From this, the assumption (2.2) in Theorem 2.1 is bounded by
(3.35) C
∫
B2R\BR
dx+ C
∫∫
{∪4k=1ΓkR}
|x− y|2J(x − y)dydx.
Applying similar arguments as in the proof of Theorem 2.3, one can conclude that the above term is bounded
by CR2 in two dimensions. So, Theorem 2.1 implies that σ must be a constant. This provides a second
proof for Theorem 2.3.
Definition 3.1. A solution u of (1.9) is called pointwise-stable if there exists χ > 0 such that solves the
linearized equation that is
(3.36) ∆χ+ cL[χ] + f ′(u)χ = 0 in Rn.
We now show that both notations of stability, the variational stability and the non-variational pointwise-
stability are equivalent for solutions of (1.9). We shall follow methods and ideas provided by Ghoussoub and
Gui in [40], by Berestycki, Caffarelli and Nirenberg in [9]) and by Hamel et al. in [44].
Theorem 3.1. A solution of (1.9) is pointwise-stable if and only if it is a stable solution.
Proof. If u is a pointwise-stable solution of (1.9), from Proposition 3.1, u is stable. We now assume that the
stability inequality (1.31) holds. Let the space HJ(R
n) be defined as the closure of C∞0 (R
n) with the norm
|| · ||2HJ (Rn) := I(·, ·) for I in (1.27). For R > 1 and for η ∈ C∞0 (Rn), define
(3.37) PR(η) = 1
2
∫
BR
|∇η(x)|2dx+ c
2
∫∫
Rn×Rn
|η(x) − η(y)|2J(x− y)dydx−
∫
BR
f ′(u)η2dx.
Assume that λ1(R) is the infimum of PR on the class of ΞR that is
(3.38) ΞR :=
{
η ∈ HJ(Rn) such that η = 0 in CBR and
∫
BR
η2 = 1
}
.
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Since u is a stable solution, we have that λ1(R) ≥ 0 and there exists eigenfunction ζR such that the infimum
is attained for a function ζR ∈ ΞR. Note that if ζR is minimizer then |ζR| is also a minimizer. Therefore,
ζR ≥ 0. The function ζR is nonzero and it satisfies
(3.39)
{
T [ζR] = f
′(u)ζR + λ1(R)ζR, if |x| < R,
ζR = 0, if |x| ≥ R,
where T = −∆ − cL. From the strong maximum principle for jump-diffusion processes, we conclude that
ζR > 0 in BR. In addition, for R2 > R1, from Lemma 3.1 and the fact that ζR1 = 0 in BR2 \BR1 we conclude
that
(3.40)
∫
BR2
ζR1T [ζR2 ] =
∫
BR2
ζR2T [ζR1 ] <
∫
BR1
ζR2T [ζR1 ].
Applying this argument to solutions ζR1 and ζR2 , we conclude that
(3.41) λ1(R2)
∫
BR1
ζR1ζR2 < λ1(R1)
∫
BR1
ζR1ζR2 .
This implies that λ1(R) is decreasing in R. Therefore, λ1(R) > 0 for any R > 1. We now consider the
elliptic problem
(3.42)
{
T [χR] = f
′(u)χR, if |x| < R,
χR = mR, if |x| ≥ R,
where mR is a fixed positive constant. Considering φR = χR −mR, the above problem is connected with
(3.43)
{
T [φR] = f
′(u)φR + f ′(u)mR, if |x| < R,
φR = 0, if |x| ≥ R.
This implies that χR and φR exist. Now, multiply (3.42) with χ
−
R and integrate to conclude∫
BR
∇χR(x) · ∇χ−R(x)dx +
c
2
∫∫
Rn×Rn
(χR(x)− χR(y))(χ−R(x) − χ−R(y))J(x − y)dydx(3.44)
=
∫
BR
f ′(u)χR(x)χ−R(x)dx = −
∫
BR
f ′(u)|χ−R(x)|2dx.(3.45)
Note that
(3.46) (χR(x)− χR(y))(χ−R(x)− χ−R(y)) ≤ −(χR(x)− χR(y))2 and ∇χR(x) · ∇χ−R(x) ≤ −|∇χR(x)|2.
This implies that
(3.47) PR(χ−R) =
1
2
∫
BR
|∇χ−R(x)|2dx+
c
2
∫∫
Rn×Rn
|χ−R(x)− χ−R(y)|2J(x− y)dydx−
∫
BR
f ′(u)|χ−R|2dx ≤ 0.
From this we conclude that χ−R ≡ 0 that is χR ≥ 0. From some standard elliptic estimates, there is a
subsequence {Rk}k going to infinity that χRk converges χ > 0 that satisfies the linearized equation (3.36).
This completes the proof.

4. Energy Estimates; Proofs of Theorem 2.5-2.6
In this section, we provide proofs for the energy estimates provided as main results.
Proof of Theorem 2.5. Set c = 1. Define the shift function ut(x) := u(x′, xn+ t) for (x′, xn) ∈ Rn−1×R and
t ∈ R. The energy functional for the shift function ut is
(4.1) E(ut, BR) = ESob(ut, BR) + EPot(ut, BR),
for R > δ0 and
ESob(ut, BR) = 1
2
∫
BR
|∇ut(x)|2dx+ 1
4
∫
BR
∫
BR
[ut(x) − ut(y)]2J(x− y)dydx(4.2)
+
1
2
∫
BR
∫
Rn\BR
[ut(x) − ut(y)]2J(x− y)dydx,(4.3)
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and
(4.4) EPot(ut, BR) =
∫
Ω
F (ut(x))dx.
We now differentiate the energy functional in terms of parameter t to get
∂tE(ut, BR) =
∫
BR
∇ut(x) · ∇∂tut(x)dx + 1
2
∫
BR
∫
BR
[ut(x) − ut(y)][∂tut(x) − ∂tut(y)]J(x− y)dydx
+
∫
BR
∫
Rn\BR
[ut(x)− ut(y)][∂tut(x) − ∂tut(y)]J(x− y)dydx−
∫
BR
f(ut)∂tu
tdx.
From Lemma 3.1 and performing integrating by parts, we conclude
∂tE(ut, BR) =
∫
∂BR
∂νu
t∂tu
tdx+
∫
Rn\BR
∫
BR
[ut(x) − ut(y)]∂tut(x)J(x − y)dydx
+
∫
BR
∂tu
t(x)
(−∆ut(x) − L[ut(x)]) dx− ∫
BR
f(ut)∂tu
tdx.
Since ut is a solution of (1.9), we can simplify the above as
(4.5) ∂tE(ut, BR) =
∫
∂BR
∂νu
t∂tu
tdx+
∫
Rn\BR
∫
BR
[ut(x)− ut(y)]∂tut(x)J(x − y)dydx.
Since |∂νut| ≤M and ∂tut > 0, we get
(4.6) ∂tE(ut, BR) ≥ −M
∫
∂BR
∂tu
tdx+
∫
Rn\BR
∫
BR
[ut(x)− ut(y)]∂tut(x)J(x − y)dydx.
Note that E(u,BR) = E(1, BR)−
∫∞
0
∂tE(ut, BR)dt. From the fact that E(1, BR) = 0, we obtain
E(u,BR) ≤ CRn−1 +
∫
Rn\BR
∫
BR
∫ ∞
0
|ut(x) − ut(y)|∂tut(x)J(x − y)dtdydx.
Note that |ut(x) − ut(y)| ≤ C|x− y|. From the boundedness of u and |∇u|, we have
(4.7) E(u,BR) ≤ CRn−1 + C
∫∫
[(Rn\BR)×BR]
|x− y|J(x− y)dydx.
We now apply a domain decomposition for ΩR := (R
n \BR)×BR that is ΩR = ∪3i=1ΩiR and
(4.8) Ω1R := (R
n \BR+δ0)×BR, Ω2R := (BR+δ0 \BR)×BR−δ0 , Ω3R := (BR+δ0 \BR)× (BR \BR−δ0).
Since the jumping kernel J is truncated, J is identically vanishes on Ω1R and Ω
2
R. Therefore, the above
estimate can be reformulated as
(4.9) E(u,BR) ≤ CRn−1 + C
∫∫
(BR+δ0\BR)×(BR\BR−δ0 )
|x− y|J(x− y)dydx.
Hence,
(4.10) E(u,BR) ≤ CRn−1 + C
∫
BR\BR−δ0
∫
BR+δ0\BR
|x− y|1−n−αdydx.
It is straightforward computations to show that
(4.11)
∫
BR\BR−δ0
∫
BR+δ0\BR
|x− y|1−n−αdydx ≤ C
{
δ0R
n−1 for α = 1,
(2δ0)
2−α
(1−α)(2−α)R
n−1 for α 6= 1.
Here, C is a positive constant it does not depend on R,α, δ0. Combining (4.11) and (4.10) finishes the proof
of (2.6) for the truncated kernels satisfying (1.21).
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Now, assume that the kernel J has decays as in (1.25)-(1.26) with decay-rate D(r) < Cr−θ for all
r > δ0. Considering (4.7) and the decomposition (4.8), we find an upper-bound for E(u,BR). We start with
subdomain Ω1. Note that on this subdomain we have |x− y| > δ0. From (1.26), we conclude∫∫
Ω1R
|x− y|J(x− y)dydx ≤
∫
BR
∫
|x−y|>R+δ0−|y|
|y − x|J(y − x)dxdy
=
∫
BR
∞∑
k=1
∫
k(R+δ0−|y|)<|x−y|<2k(R+δ0−|y|)
|y − x|J(y − x)dxdy
≤
∫
BR
(R+ δ0 − |y|)1−θdy
[ ∞∑
k=1
k1−θ
]
≤ CRn−1
∫ R
0
(R+ δ0 − r)1−θdr
= C
[
δ2−θ0
θ − 2 −
(R + δ0)
2−θ
θ − 2
]
Rn−1 ≤ C
[
δ2−θ0
θ − 2
]
Rn−1,
when θ > 2 and C is a positive constant that is independent from R. Similarly, for the subdomain Ω2R, we
have |x− y| > δ0. From (1.26), we conclude∫∫
Ω2R
|x− y|J(x− y)dydx ≤ C
[∫
BR+δ0\BR
dx
] [ ∞∑
k=1
∫
kδ0<|z|<2kδ0
|z|J(z)dz
]
≤ C
[ ∞∑
k=1
k1−θ
]
Rn−1 ≤ CRn−1.
Note that due to the structure of the domain Ω3R, a similar estimate as (4.11) holds for the estimate on Ω
3
R.
This completes the proof.
✷
Proof of Theorem 2.6. The proof is similar to the one of Theorem 2.5. We only provide an upper-bound
for the right-hand side of (4.7) with the domain decomposition ΩR = ∪3i=1ΩiR in (4.8). Consider a constant
δ0 > 0. From |ut(x) − ut(y)| ≤ Cmin{δ0, |x− y|} and the boundedness of u, we have
E(u,BR) ≤ CRn−1 + C
∫∫
(Rn\BR)×BR
[min{δ0, |x− y|}]J(x − y)dydx
≤ CRn−1 + C
∫∫
ΩR
[min{δ0, |x− y|}]J(x− y)dydx.(4.12)
An upper-bound for the integral on Ω3R is given by (4.11). We now compute the integral on Ω
1
R and will
provide an upper-bound for the integral
δ0
∫∫
Ω1R
|x− y|−n−αdydx = δ0
∫
BR
∫
Rn\BR+δ0(x)
|z|−n−αdzdx
≤ δ0
∫
BR
∫ ∞
R+δ0−|x|
r−1−αdrdx
≤ δ0
α
∫
BR
(R+ δ0 − |x|)−αdx
≤ δ0
α
Rn−1
∫ R
0
(R+ δ0 − r)−αdr.
Straightforward computations show that the latter integral is bounded by the following term,
(4.13) δ0
∫
BR
∫
Rn\BR+δ0
|x− y|−n−αdydx ≤ C
{
δ0 log
(
R+δ0
δ0
)
Rn−1 for α = 1,
δ0
α(1−α) [(R+ δ0)
1−α − δ1−α0 ]Rn−1 for α 6= 1.
Similar computations hold for subdomain Ω2R. From (4.11), (4.12) and (4.13) we get the desired result.
✷
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5. Pointwise Estimates and Monotonicity Formulas; Proofs of Theorem 2.7-2.9
In this section, we provide proofs for Theorem 2.7-2.9. In addition, we provide a monotonicity formula
at the end for nonradial solutions. The proofs of Theorem 2.7 and Theorem 2.8 motivated by the ideas and
methods provided in [14].
Proof of Theorem 2.7: Suppose that v is a solution of the extension problem. For any x ∈ R, define
(5.1) w(x) :=
1
2
∫ ∞
0
ya
[
(∂xv)
2 − (∂yv)2
]
dy.
Differentiating with respect to x, we get
(5.2) ∂xw(x) =
∫ ∞
0
ya [∂xv∂xxv − ∂yv∂xyv] dy.
From the first equation of (2.9), we have
ya∂xxv + ∂y (y
a∂yv) = 0.
This and (5.2) yields
(5.3) ∂xw(x) =
∫ ∞
0
[−∂xv∂y (ya∂yv)− ya∂yv∂xyv] dy.
From integration by parts, we obtain the following
(5.4) −
∫ ∞
0
∂xv∂y (y
a∂yv) dy =
∫ ∞
0
ya∂xyv∂yvdy + lim
y→0
ya∂xv∂yv.
From this and (5.3), we have
(5.5) ∂xw(x) = lim
y→0
ya∂xv∂yv.
From the boundary term in (1.9) we get
∂xw(x) = −dα∂xv[f(v(x, 0)) + ∆v(x, 0)] = dα∂x
[
F (v(x, 0))− 1
2
(∂xv(x, 0))
2
]
.
Hence,
∂x
[
w(x) − dαF (v(x, 0)) + dα
2
(∂xv(x, 0))
2
]
= 0.
From (2.10), we conclude for all x ∈ R,
(5.6) dαF (v(x, 0))− dαF (τ) = dα
2
(∂xv(x, 0))
2 + w(x).
✷
Sketch of Proof of Theorem 2.8: Define
(5.7) w1(x, y) :=
1
2
∫ y
0
ta
[
(∂xv(x, t))
2 − (∂yv(x, t))2
]
dt.
Now define w2(x, y) := F (v(x, 0)) − F (τ)− w1(x, y). Then, it is straightforward to notice that
(5.8) ∂yw2(x, y) = −y
a
2
[
(∂xv(x, y))
2 − (∂yv(x, y))2
]
,
and
(5.9) ∂xw2(x, y) = y
a∂xv(x, y)∂yv(x, y) + ∂xv(x, 0)∂xxv(x, 0).
Now, define w(x, y) := w2(x, y) − 12 (∂xv(x, 0))2. We need to show that w > 0 in R2+. The function w is
bounded and its derivative satisfy ∂yw = ∂yw2 and
(5.10) ∂xw(x, y) = y
a∂xv(x, y)∂yv(x, y).
From this and direct computations, for all y > 0, we conclude that
(5.11) div(ya∇w) = −ay2a−1(∂xv)2,
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and
(5.12) div(y−a∇w) = −ay−1(∂yv)2.
Test of the proof is by contradiction assuming that w does not attain its infimum in (x, y) ∈ R× [0,∞) and
we omit it here.
✷
Proof of Theorem 2.9: Assume that v = v(r, y) for r = |x| for r ∈ R+ and y ∈ R+. So,{
∂rrv +
n−1
r ∂rv + ∂yyv +
a
y∂yv = 0 in R
+ × R+,
− limy→0 ya∂yv = dα[f(v(r, 0))−∆v(r, 0)] in R+ × {y = 0}.(5.13)
For any r ∈ R+, define the following function,
(5.14) w(r) :=
∫ ∞
0
ya
2
[
(∂rv)
2 − (∂yv)2
]
dy.
Differentiating this with respect to r, we get
(5.15) ∂rw(r) =
∫ ∞
0
ya [∂rv∂rrv − ∂yv∂ryv] dy.
From the first equation in (5.13), we have
(5.16) ∂rrv = −n− 1
r
∂rv − ∂yyv − a
y
∂yv.
Combining this and (5.15), the term ∂rw(r) can be rewritten as
(5.17) ∂rw(r) = −n− 1
r
∫ ∞
0
ya(∂rv)
2dy −
∫ ∞
0
ya∂yyv∂rvdy − a
∫ ∞
0
ya−1∂rv∂yvdy −
∫ ∞
0
ya∂yv∂ryv.
Performing integration by parts yields∫ ∞
0
ya∂yv∂ryv = −
∫ ∞
0
∂y (y
a∂yv) ∂rvdy − lim
y→0
ya∂rv∂yv,
that implies
lim
y→0
ya∂rv∂yv = −
∫ ∞
0
ya∂yyv∂rvdy − a
∫ ∞
0
ya−1∂rv∂yvdy −
∫ ∞
0
ya∂yv∂ryv.
From this and (5.17), for r > 0, we get
(5.18) ∂rw(r) = −n− 1
r
∫ ∞
0
ya(∂rv)
2dy + lim
y→0
ya∂rv∂yv.
From the second equation in (5.13), in we have
− lim
y→0
ya∂yv∂rv = dα∂r [f(v(r, 0)) + ∆v(r, 0)] ∂rv
= dα∂r
(
−F (v(r, 0)) + 1
2
(∂rv(r, 0))
2
)
+
n− 1
r
(∂rv(r, 0))
2.
From this and (5.18), we conclude
∂r
(
w(r) − dαF (v(r, 0)) + dα
2
(vr(r, 0))
2
)
= −n− 1
r
∫ ∞
0
ya(∂rv)
2dy − n− 1
r
(∂rv(r, 0))
2 ≤ 0.
This completes the proof.
✷
Notation. We fix the following notations throughout the paper; B+R = {X = (x, y) ∈ Rn+1+ , |X | < R} and
∂+B+R = ∂B
+
R ∩ {y > 0}.
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Proposition 5.1. Let v be the extension function of solution u of
(5.19) −∆u+ c(−∆)α2 u+ f(u) = 0 in Rn.
For R > 1 and F ′ = f , define
(5.20) Iγ,α(R) :=
1
Rn−γ
[
c
∫
B+R
ya|∇v|2dxdy +
∫
BR
|∇xv(x, 0)|2dx+ 2
∫
BR
F (v(x, 0))dx
]
.
Then,
Rn−γ+1I ′γ,α(R) = c
(
γ − α
2
)∫
B+R
ya|∇v|2dxdy + cR
∫
∂+B+R
ya(∂νv)
2
+
(
γ − 2
2
)∫
BR
|∇xv(x, 0)|2dx+R
∫
∂BR
|∂rv(x, 0)|2dHn + γ
∫
∂BR
F (v(x, 0))dx.
Proof. Let c = 1. It is straightforward to show that for z ∈ Rn+1+ ,
(5.21) div
(
yaz · ∇v∇v − 1
2
ya|∇v|2z
)
+
n− α
2
ya|∇v|2 = 0.
Integrate over B+R , and from the fact that ∂
+B+R we have z = Rν, we conclude∫
B+R
div (ya∇vz · ∇v) = lim
y→0
∫
BR
ya(−∂yv)x · ∇xv +
∫
∂+B+R
ya(∂νv)
2,(5.22)
∫
B+R
div
(
yaz|∇v|2) = R ∫
∂+B+R
ya|∇v|2.(5.23)
From above, for (2.9), we have
(5.24) R
∫
∂+B+R
ya(∂νv)
2 +
∫
BR
g(x)x · ∇xv(x, 0)− R
2
∫
∂+B+R
ya|∇v|2 + n− α
2
∫
B+R
ya|∇v|2 = 0.
For g(x) = ∆xv(x, 0)− f(v(x, 0)), we conclude the following Pohozaev identity
R
∫
∂+B+R
ya(∂νv)
2 +
n− 2
2
∫
BR
|∇xv(x, 0)|2 − R
2
∫
∂BR
|∇xv(x, 0)|2 +R
∫
∂BR
|∂rv(x, 0)|2(5.25)
−R
∫
∂BR
F (v(x, 0)) + n
∫
BR
F (v(x, 0)) − R
2
∫
∂+B+R
ya|∇v|2 + n− α
2
∫
B+R
ya|∇v|2 = 0.(5.26)
Differentiating Iγ,α(R), we get
I ′γ,α(R) = −
(
n− γ
2
)
R−n+γ−1
∫
B+R
ya|∇v|2 + R
−n+γ
2
∫
∂+B+R
ya|∇v|2
−
(
n− γ
2
)
R−n+γ−1
∫
BR
|∇xv(x, 0)|2 + R
−n+γ
2
∫
∂BR
|∇xv(x, 0)|2
+(−n+ γ)R−n+γ−1
∫
BR
F (v(x, 0)) +R−n+γ
∫
∂BR
F (v(x, 0)).
Combining the above two equalities, completes the proof.

As a direct consequence of the above technical computations, we conclude that if the following inequality
holds for any γ, c, α
(5.27) 2γ
∫
BR
F (v(x, 0))dx ≥ c(α− γ)
∫
B+R
ya|∇v|2dxdy + (2− γ)
∫
BR
|∇xv(x, 0)|2dx.
Then, Iγ,α(R) is a nondecreasing function of R when F ≥ 0.
Theorem 5.1. If γ = 2, then Iγ,α(R) is a nondecreasing function of R when F ≥ 0.
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As a direct consequence of the above monotonicity formula, one can conclude that v(x, y) is constant for
n ≥ 2 and
c
∫
R
n+1
+
ya|∇v|2dxdy +
∫
Rn
|∇xv(x, 0)|2dx+ 2
∫
Rn
F (v(x, 0))dx <∞.
Note that for the case of local equations that is c = 0, Modica’s estimate in [45] implies that the above
inequality holds for γ = 1. This implies that for this case the monotonicity formula holds for γ = 1. This
raises the natural question that if (5.27) holds when c > 0, 0 < α < 2 and γ < 2. This remains as an open
problem.
6. Summation of Nonlocal Operators
In this section, we consider the sum of singular jump kernels of the form J = J1 + J2 where both J1 and
J2 are nonnegative measurable symmetric even jump kernels. The nonlocal equation, without the diffusion
component, associated with this kernel is
(6.1) lim
ǫ→0
∫
{y∈Rn,|x−y|>ǫ}
[u(y)− u(x)] (J1(x, y) + J2(x, y)) dy + f(u) = 0 in Rn.
Inspired by the fractional Laplacian operator, naturally, we consider
(6.2) J(x, z) =
c1(x− z)
|x− z|n+α1 +
c2(x − z)
|x− z|n+α2 ,
where 0 < α1, α2 < 2 and c1 and c2 are bounded between two positive constants 0 < λ ≤ Λ. When c1 and c2
are constant, then the above operator is the sum of two fractional Laplacian operator ∆
α1
2 +∆
α2
2 . The sum
of fractional powers of Laplacian operators have been studied in the literature. The authors in [25, 39, 50]
and references therein studied such operators and established Harnack inequalities and heat kernel estimates.
In addition, Silvestre in [48] studied Ho¨lder estimates and regularity properties, and Cabre´ and Serra in [13]
provided symmetry results, among other interesting results, via proving and applying the extension problem
for such operators. The associated energy functional for solutions of (6.1) is given by E(u,Ω), in (1.28) for
Ω ⊂ Rn, when the functional ESobJ is
(6.3) ESobJ (u,Ω) :=
1
2
∫∫
Rn×Rn\CΩ×CΩ
|u(x)− u(y)|2 (J1(x − y) + J2(x − y)) dydx,
and EPot is given by (4.2). For this energy functional, one can mimic the proofs in previous sections to
establish the following estimate.
Theorem 6.1. Suppose that u is a bounded monotone solution of (6.1) with F (±1) = 0. Assume also that
the kernel J satisfies (6.2). Then, the following energy estimates hold for R > 1.
(i) If 0 < min{α1, α2} < 1, then E(u,BR) ≤ CRn−min{α1,α2},
(ii) If min{α1, α2} = 1, then E(u,BR) ≤ CRn−1 logR,
(iii) If min{α1, α2} > 1, then E(u,BR) ≤ CRn−1,
where the positive constant C is independent from R but may depend on α1, α2, n, λ,Λ.
Applying Pohozaev-type arguments, one can see that the following monotonicity formula holds for the
extension function.
Proposition 6.1. Let v be the extension function of solution of (6.1) when the kernel J is given by (6.2)
when c1 and c2 are constant. For R > 1 and ai = 1− 2αi, define
(6.4) Iγ,α1,α2(R) :=
1
Rn−γ
[∫
B+R
(ya1 + ya2)|∇v|2dxdy + 2
∫
BR
F (v(x, 0))dx
]
.
Then,
Rn−γ+1I ′γ,α1,α2(R) =
(
γ − α1
2
)∫
B+R
ya1 |∇v|2dxdy +R
∫
∂+B+R
ya1(∂νv)
2
+
(
γ − α2
2
)∫
B+R
ya2 |∇v|2dxdy +R
∫
∂+B+R
ya2(∂νv)
2 + γ
∫
∂BR
F (v(x, 0))dx.
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Corollary 6.1. If γ = max{α1, α2}, then Iγ,α1,α2(R) is a nondecreasing function of R when F ≥ 0.
Since the Poincare´ type inequality in Theorem 2.2 holds for a general kernel, we can establish De Giorgi
type results in two dimensions when J = J1 + J2 where for i = 1, 2,
(6.5)
λ
|x− y|n+βi 1{|x−y|≤δ1} ≤ Ji(x− y) ≤
Λ
|x− y|n+αi 1{|x−y|≤δ0}.
Theorem 6.2. Let u be a bounded stable solution of (6.1) in two dimensions when the jump kernel J = J1+J2
is truncated and satisfies (6.5). Then, u must be a one-dimensional function.
The proofs of above results are eliminated due to the similarity to the ones in Section 2. We end this
section with pointing out that our main results can be easily generalized to the case when the jumping
measure is of the form J =
∑m
i=1 Ji for any m ∈ N.
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