Bound-constrained minimization is a subject of active research. To assess the performance of existent solvers, numerical evaluations and comparisons are carried on. Arbitrary decisions that may have a crucial effect on the conclusions of numerical experiments are highlighted in the present work. As a result, an evaluation framework based on performance profiles is developed and applied to the comparison of bound-constrained minimization solvers. Extensive numerical results are presented and analyzed.
Introduction
The development of nonlinear optimization software is a very active field of research. On one hand, many solvers have achieved a maturity stage and are being used for tackling a wide range of applied problems in areas such as Chemistry, Economy, Engineering, Medicine, and Physics, just to name a few. On the other hand, new methods are frequently proposed and their effectiveness and efficiency need to be assessed. In any case, testing and comparing solvers and proposals is required, and coming to conclusions is as tricky as developing fair testing environments. Performance profiles [16] and data profiles have become standards for presenting numerical comparisons in the last years. However, their usage requires several arbitrary decisions to be made, which may influence the obtained conclusions.
In the present work, we focus on bound-constrained minimization software. A numerical evaluation of the most well-known open-source solvers plus fmincon [10, 11] is conducted. fmincon was included in the comparison due to its popularity among the huge number of Matlab users. Open-source solvers comprised Algencan [1, 2] , ASA [19] , Ipopt [20] , Lancelot B [14, 18] , L-BFGS-B [9, 21] , and SPG [6, 7] . ASA and L-BFGS-B are solvers developed for bound-constrained minimization. fmincon calls different methods (SQP, active-set strategies, interior-point methods and trust-region reflective) depending on the problem at hand. SPG targets convex-constrained minimization. Algencan, Ipopt and Lancelot B are nonlinear programming (NLP) solvers. In this study we are interested in the application of the former methods to bound-constrained minimization assuming that, in some way, their performances on this simpler case may have some relation to their performances in the harder NLP case. This is certainly true for Augmented Lagrangian methods like Algencan and Lancelot B. Algencan makes use a bound-constrained minimization solver named Gencan [3, 4, 5] in order to solve the Augmented Lagrangian subproblems, 1 while Lancelot B employs SBMIN [12, 13] for the same purpose. Should a numerical evaluation reveal, for example, that ASA is "better" than Gencan for solving bound-constrained minimization problems (see [19] ), it could imply that Algencan using ASA for solving the Augmented Lagrangian subproblems would perform better than the current version of Algencan for solving NLP problems. To check this possibility was, in fact, the motivation of the present work.
Summing up, the issue of whether to use performance profiles or data profiles for comparing solvers is debated in the present work. Some decisions that have to be taken for building the performance profiles are tackled. An evaluation framework based on performance profiles was developed and applied to the comparison of the aforementioned bound-constrained minimization solvers. The remainder of the paper is organized as follows. In Section 2, the evaluation framework will be described. Section 3 is devoted to the numerical experiments. Conclusions are drawn in Section 4.
Comparison framework 2.1 Performance profiles or data profiles?
Consider m methods M 1 , . . . , M m and p problems P 1 , . . . , P p and let t ij be a metric of the effort that method M i made in problem P j in order to arrive to a point with functional value f ij . Moreover, let t min j denote the smallest among all the performance measurements required by each method that "found a solution" for problem P j . In performance profiles, each method M i is related to a curve Γ i (τ ) = #{j ∈ {1, . . . , p} | M i found a solution for P j with t ij ≤ τ t
Performance profiles are useful to graphically represent a comparison between several methods on a large set of test problems. They show the fraction Γ i (τ ) of problems a method M i solved within a prescribed limit on its performance measurement (like, for example, CPU time). For each problem, the imposed limit is a proportion τ ≥ 1 of the performance measurement of the most efficient method for this particular problem. It means that, for a method M i , Γ i (τ ≡ 1) represents the fraction of problems for which the method was the most efficient over all the methods. On the other hand, Γ i (τ ≡ ∞) represents the fraction of problems solved by method M i , irrespective of the required effort. Therefore, the fraction Γ i (τ ≡ 1) is usually associated with the efficiency of method M i , while Γ i (τ ≡ ∞) is associated with its robustness. Performance profiles were designed to give "easy" and "hard" problems the same importance within the test set, where by "easy" it should be understood that the problem can be rapidly or effortlessly solved. This decision may, as a matter of fact, strongly affect the conclusions of a comparison. If, on the other hand, it is assumed that hard-to-solve, or, equivalently, time-consuming problems should be more relevant in the comparison, performance profiles (1) might be replaced by data profiles
Are time-consuming problems more important than rapidly-solved problems when analyzing the behavior of two or more methods? There is no clear answer to that question and, hence, any assumption that shall be made must be clearly stated in every numerical evaluation.
Meaning of "to solve a problem"
When comparing methods theoretically capable of finding stationary points, how should we deal with problems in which the methods found different local minimizers? For sure, comparing the effort made by the methods to converge to different points should not be an option. Therefore, the question is whether those problems should be removed from the performance comparison or not. Although doing this is, in fact, a common practice, removing those problems with no further consideration leads to a loss of information. The elimination of the problems in which the methods arrived at qualitatively different solutions is commonly justified by the claim that a method theoretically capable of finding stationary points cannot be penalized for having found poor quality local minimizers. If on one hand it seems to be a fair reasoning, on the other hand it ignores the fact that well-designed methods accomplish more than what is guaranteed by their convergence theory.
Most box-constrained optimization methods are guaranteed to find stationary points. In practice, good methods do more than that, such as "magical steps" in the sense of [15] (pp. 387-391), which happen to be effective to increase the probability of convergence to global minimizers. The line-search procedures of Gencan [5] , for example, include extrapolation steps that are not necessary from the point of view of KKT convergence. This extra job may deteriorate the efficiency of the method as it increases the number of objective function evaluations, but it enhances the probability of convergence to global minimizers. This is an example of a design choice of the developers of Gencan that aims robustness in detriment of efficiency.
If, in an hypothetical situation, two well designed methods found solutions of different quality in 20% of the test set problems and each method found solutions of better quality in half of those cases, including those problems will not affect the relative comparison among the methods -it will only reduce in 10% the robustness of each method, preserving the fact that both methods are equally robust. However, if, due to design reasons, one of the methods has a tendency to find better quality minimizers than the other and, let's say, it found better solutions in 14% of the cases (while the opposite situation occurred in 6% of the cases), including those problems will reflect this fact by attributing a greater robustness to the first method, as it deserves. This will not affect the comparison if there are no main robustness differences in the methods, while it will highlight the advantages of a method over the others should some substantial differences exist in the quality of the solutions found.
The statement above brings us to the point where we need to determine whether two solutions are of equivalent quality or not. In the present work we are dealing with bound-constrained minimization problems, for which it is a trivial task to preserve feasibility of the solutions. The precise satisfaction of the bound constraints leads us to the simple case where solutions can be evaluated by comparing the objective functional value only. Since we are dealing with floating-point arithmetic, we cannot simply ask whether two functional values are equal, and a comparison considering relative errors is in order.
Let f 1 , . . . , f m be the objective function values found by methods M 1 , . . . , M m when applied to a given problem. Let f min = min{f 1 , . . . , f m } and consider
For a given tolerance ε f > 0, we say that method M i found a solution if
i.e. we are considering "small" absolute errors whenever |f min | ≤ 1 and "small" relative errors otherwise. In addition, we also say that method M i found a solution if f i ≤ −f ∞ , where f ∞ is a very large positive number. In this case, we assume the objective function is unbounded from below within the feasible region and any value of f i ≤ −f ∞ is considered a solution. Needless to say, arbitrary choices of the threshold parameter ε f may exert a great influence in the comparison process. Postponing the discussions related to the determination of ε f and the choice and measurement of an appropriate performance metric, we finish this subsection with an illustrative example.
Let us assume that we have methods M 1 and M 2 and a test set with 293 problems. Assume that we used certain performance metric and some value of the threshold parameter ε f to decide, according to (3) (4) , whether two solutions are equivalent or not. Figure 1a shows the performance profiles ignoring those problems in which the methods found solutions of different quality, while Figure 1b shows the performance profiles using the whole set of problems. Figure 1a says that method M 1 is more efficient than method M 2 , but it gives no clue about the robustness of the methods (or, even worse, it may suggest to an unadvised reader that both methods are equally robust). On the other hand, Figure 1b , which provides very similar knowledge with respect to the efficiency of the methods, presents an extra information: M 1 is approximately 8% more robust than M 2 .
The missing information in Figure 1a is the following: according to (3) (4) , both methods found equivalent solutions in 234 problems (the ones used to build Figure 1a ) and different quality solutions in the remaining 59 problems. Among these 59 problems, method M 1 found better quality solutions in 41, while the opposite situation occurred in the other 18 problems. Summing up, using the convention introduced in (3-4), method M 1 found a solution in 275 problems, while method M 2 found a solution in 252 problems. Figure 1b shows this information on the right hand side of the graphic, saying that method M 1 has a robustness of 0.94 ≈ 275/293, while method M 2 has a robustness of 0.86 ≈ 252/293. Whether Figure 1a or Figure 1b is preferable is a matter of taste, but if Figure 1a is chosen, the information related to the disregarded problems, accompanied by every applicable warning, should be provided to the reader.
Performance metric
Whenever different versions of a certain method are subject to evaluation, the comparison of the number of iterations executed by each of them is usually enough to provide a reasonably accurate figure of their relative performance. In the derivative-free optimization case, it is well accepted that the most timeconsuming task for any method is the evaluation of the objective function and, under this hypothesis, the number of functional evaluations is used as a metric to assess the performance of the methods. In any other scenario, such as that of the evaluation of distinct methods, the only metric whose comparison carries any significance is the CPU time required for task completion. In some fields other than that of nonlinear programming, comparisons of CPU times consumed by methods running in completely diverse computational environments is recurrent. Should a little extra care be taken, one can establish equivalence ratios between the different machines employed (see, for example, http://www.spec.org). Thankfully, that is not the case in nonlinear programming, since most of the state-of-the-art software is open source and can be freely downloaded, compiled and run.
Even in such an ideal scenario, some special care is called for. That is because outward factors such as programming languages, compilers and compilation directives do exert some influence on the machine code generated and, thus, on the measured CPU time. Moreover, other environment aspects at runtime can also interfere with the solver's algorithmic choices -Gencan may dynamically opt to use CG instead of trust-regions or Newton in order to compute some "inner-to-the-face steps" if there is not enough memory for a direct linear-systems solver such as MA27 or MA57 to complete a matrix factorization. Another example of a factor that may have an influence in numerical evaluations including Lancelot B is related to the use of the widely accepted Cuter collection [8, 17] of test problems. In [8] , p. 136, when describing the interfaces between Cuter and several solvers, it is written "Of course, LANCELOT also solves problems in SIF, but it does not require an interface using the CUTE tools. Note that LANCELOT exploits much more structure than that provided by the interface tools.". The efficiency gains obtained by Lancelot B by exploiting the structure of a problem coded in SIF (like the ones in the Cuter collection) over a competitor method that uses an interface remains to be elucidated. Nevertheless, even though the exact effects of the aforementioned conditions on a method's performance are not fully understood, programming languages, compiler options, software versions, operating system and platform description details should be meticulously reported when presenting numerical experiments in order to at least increase the chance of reproducibility.
Some considerations about measurement of the CPU time spent by a method during a problem's resolution are in order. On one hand, timing small intervals became a matter of growing importance with the introduction of performance profiles, which were designed to give "easy" and "hard" problems the same importance. On the other hand, it is known that tools traditionally used for measuring CPU time do not provide accuracy superior to one hundredth of a second [22] . With the aim of improving the accuracy of the measured time interval, the timing of a single execution of a method may be obtained by the timing of a sufficiently large number η of runs without interruption. Denoting by T (η) the CPU time actually measured, the CPU time t(η) that corresponds to the execution of a single instance of the problem can be easily computed as
One might ask how long the interval T (η) must be in order to guarantee that the underlying t(η) will carry enough accuracy. Aiming at providing an answer to this question, the following experiment was conducted. For a random sample of six problems, the value of t(η) was computed for increasingly longer time intervals T (η) and, for each one of them, a relative error was obtained as follows:
where t * corresponds to the CPU time attained for the largest number of uninterrupted runs performed. From this data, it was possible to establish that, for values of T (η) longer than 10 seconds, the associated relative error ε(t(η)) would be no greater than 2% (see Figure 2 ). Performance profiles in Figures 1a and 1b were built using CPU time as the performance metric, which was measured as described in previous paragraphs.
Unfortunately, it is not always possible to modify a given method to measure the CPU time as described above. Considert ij the CPU time of a single measurement (thereby, prone to error) of method M i applied to problem P j , and lett min j be the shortest among all the times required by each method that found a solution for problem P j according to (3) (4) . Error measurements int ij may lead to two different inconveniences: (a) comparing small and error-prone metric measurements may lead to wrong conclusions, and (b) ift min j = 0 for some problem P j then, by (1), problem P j will never be considered in the curve of a method M i that found a solution for problem P j witht ij > 0.
At least three trivial and arbitrary decisions to overcome (a) and (b) may be considered:
(i) disregard problems P j such thatt min j ≤ 0.01 seconds and use t ij ≡t ij as a performance metric for the remaining problems;
(ii) disregard problems P j such that all methods being considered found equivalent solutions int ij ≤ 0.01 seconds and use t ij ≡ max{0.01 seconds,t ij } ∀i as a performance metric for the remaining problems; or (iii) do not disregard any problem and use t ij ≡ max{0.01 seconds,t ij } as a performance metric.
We dismissed option (i) since it may eliminate a problem P j witht Figure 3a shows a nice property of the test set of problems: the efficiency rates of the methods are mostly preserved even when, following alternative (ii), the 79 problems in which both methods found a solution in no more than one hundredth of a second are disregarded. It is worth noting that, for the remaining 214 = 293 − 79 problems, 29 intervals shorter than one hundredth of a second corresponding to method M 1 were overestimated when substituted by 0.01 seconds, while the same situation occurred for method M 2 in only 7 problems. Since in these 36 problems one method took more than one hundredth of a second (otherwise the problem would have been disregarded), such Figure 3b is to be used to illustrate a comparison, the efficiency rates of the methods computed ignoring the artificially introduced ties (0.67 and 0.33 for methods M 1 and M 2 , respectively) should be reported. None of the graphics seem to be completely satisfactory, but any of them may be used, accompanied by the due clarifications, to present the results of a numerical comparison.
Numerical experiments
In the numerical experiments, we considered 293 problems from the Cuter collection [17] (version.date: 'CUTEr: Mon Jan 8 15:36:20 EST 2007'). It corresponds to all the unconstrained and bound-constrained problems from the Cuter collection with the exception of problem WALL100, for which we were not able to run the interface subroutines. Test problems are of the form
where Ω = {x ∈ R n | ℓ ≤ x ≤ u}, ℓ, u ∈ R n , ℓ ≤ u, and f : R n → R is continuously differentiable. A few figures related to the test set are shown in Table 1 . The stopping criterion associated with successful convergence, common to all the considered methods, was
where P Ω (·) represents the Euclidean projection onto Ω.
In the numerical experiments we considered Algencan 2. In Algencan, Ipopt and Lancelot B, we provided every HSL subroutine required to improve their performance, but not Metis. In all cases we preserved software's default parameters. Software was compiled with GNU Fortran (gfortran) and GCC version 4.3.3. The compiler optimization option -O4 was adopted. All the experiments were executed on a 2.4GHz Intel Core 2 Quad Q6600 with 4.0GB of RAM memory running the GNU/Linux Operating System.
We opted for using performance profiles to present the results of the numerical experiments. Dealing with a large set of mostly academic test problems, we believe that easy-to-solve instances have the same importance as the harder ones. This is because similar easy-to-solve bound-constrained problems may have to be processed a huge number of times when nonlinear programming tools are employed as subalgorithms in the context of Global Optimization or Mixed-Integer Nonlinear Programming.
In the performance profiles, we relied on CPU time as the performance measurement. The CPU time of each pair method/problem was limited to thirty minutes. This limitation should be taken into account in the global performance analysis. Note that, according to the concepts of efficiency and robustness applied in the present work, a short time limit may depict an inefficiency case as a failure, affecting the robustness of a method.
Because we understand that providing a robustness analysis of the methods being tested is one of the main features of the present comparison, we decided to build the performance profiles using the whole set of test problems, i.e., including those for which the methods found different quality solutions as well. With regard to considering or not problems for which all methods found equivalent solutions in at most one hundredth of a second, the numerical experiments will show that it makes no difference in the present analysis -fmincon never finished running in one hundredth of a second or less. It is worth noting that the present performance study refers to a comparative analysis between the seven methods being considered, and that the exclusion or inclusion of a method may modify the relative comparison among the methods.
In order to run the tested methods, a value for the threshold parameter ε g in the stopping criterion (5) has to be determined. This is a dimensional parameter and there is no clear rule to establish its value. Moreover, the difficulty in achieving small values of the sup-norm of the projected gradient might vary according to whether a method makes use of second-order information or not. To cope with this situation, we performed five different runs of each pair method/problem for ε g ∈ {10 −4 , 10 −5 , . . . , 10 −8 }. With all this data at hand, we needed to determine a value for the threshold parameter ε f in (4), as well as for −f ∞ . Once again, since there is no easy way to select an arbitrary value for ε f , for each possible choice of ε g we present the results for every ε f ∈ {10 −4 , 10 −5 , . . . , 10 −8 } such that ε f ≥ ε g . We also arbitrarily set f ∞ = 10 20 . Considering all possible combinations of ε g and ε f , we arrived at fifteen different performance profiles. It is a common practice in most of the published papers that make use of performance profiles to only present one of those combinations. Table 2 shows the efficiency and the robustness rates of each of the seven methods in all fifteen possible performance profiles. Roughly speaking, Table 2 makes it clear that Lancelot B appears as the most robust method for almost any combination of ε g and ε f . The second place in the robustness ranking is disputed between Ipopt for loose values of the tolerance ε f and Algencan for tight values of the tolerance ε f . The third place is occupied by Algencan in the former case and by L-BFGS-B in the later one. The first three places in the ranking of efficiency rates are shared between Algencan, ASA, Ipopt and Lancelot B. Figures 4a and 4b show the performance profiles for the extreme cases ε g = ε f = 10 −8 and ε g = ε f = 10 −4 , respectively. Note that the relative positions of the methods when ranked in order of their robustness rates are preserved for all the methods in both graphics with the exception of Ipopt, which ascended from the fifth position in the former to the first one in later case. This variation in the efficiency and robutness rates as a function of the threshold parameter ε f is illustrated in Figure 5 .
The distinct performances of Ipopt when one asks for medium or high accuracy in the determination of whether a solution was found or not can be easily explained by a design choice made by its developers. Seeking efficiency, Ipopt has some stopping criteria associated with "lack of progress" that halt the execution of the method when it seems that no further progress can be made. In cases in which the Table 2 : Efficiency and robustness rates for each combination of ε g ∈ {10 −4 , . . . , 10 −8 }, ε f ∈ {10 −4 , . . . , 10 −8 } and ε f ≥ ε g . In case the reader is able to see the table in colours, first, second and third places in the efficiency and robustness rankings are shown in blue, green and red, respectively. 8 function value found is considered a solution by the comparison procedure, this premature stop favors Ipopt, presenting it as an efficient method. Note that other methods may struggle through hundreds of iterations with slow progress, trying to satisfy the required stopping criterion associated with convergence, but without making any significant improvement in the objective function. On the other hand, if Ipopt stops its execution (due to a supposed lack of progress) and the objective function value found is not considered a solution by the comparison procedure, the premature stop makes the method appear to be less robust than its competitors. This whole situation is neither bad nor good, it is just the reflection of a design choice made by the developers of Ipopt. Of course, Ipopt allows the user to inhibit those alternative stopping criteria related to lack of progress and any experienced user is able to bypass them if desired. However, in the present work we opted to run all the methods with their default parameters and to attempt to explain the results.
A similar remark applies to fmincon. For bound-constrained minimization, fmincon consists in the Trust Region Reflective Algorithm [10, 11] due to historical reasons. Development policies that can be loosely described as "do not modify the current behavior of the method in a given problem" prevent its developers from updating their code. At its current state, similarly to what has already been explained about Ipopt, fmincon features a large number of alternative stopping criteria related to lack of progress, which cause the method to stop prematurely with respect to the final objective functional value.
An explanation connecting the results being reported in the present work and the ones presented in [19] is in order. We consider the result of a method M 1 more satisfactory than the result of a method M 2 in two situations: when M 1 finds a feasible point and M 2 does not, and when both find feasible points and the objective function value attained by M 1 is sufficiently smaller than the one obtained by M 2 . In any of these two situations, we consider M 1 more robust than M 2 . If both methods arrive at feasible points with similar functional values, we consider the method that consumed less CPU time the most efficient one. In the context of bound-constrained minimization, returning a feasible point is a trivial task. Therefore, we claim that a comparison should be centered around the objective function values obtained by the methods (the picture is far more complicated in the presence of nonlinear constraints). The whole comparison procedure elaborated on the present work is based on that foundation. A different perspective was taken in [19] . From the originally considered set of test problems, those for which different local minimizers were found by the methods were discarded, as were those in which all methods stopped in no more than one hundredth of a second. The stopping criterion adopted was (5) with ε g = 10 −6 . The specific test used to determine whether local minimizers were equivalent or not, as well as a possible preference of a certain solver for better quality local minimizers, were not reported. Note that a comparison based only on problems for which all the methods found equivalent solutions can only arrive at conclusions related to the efficiency of the methods, but not to their robustness.
Irrespective of the different methodologies used for comparison, there are two other possible sources of discrepancies: the test sets of problems are different and the methods being compared themselves were updated since the publication of [19] . One of the main changes in the active-sets-based method Gencan is that it was originally developed [5] as a first-order method that estimated Hessian-vector products by means of incremental quotients to compute truncated-Newton directions using CG within the faces. Nowadays, Gencan incorporates second-order information in several ways: (i) the true Hessian-vector product can be used in CG, (ii) the Newton direction can be computed using a direct solver, and (iii) Gencan has embedded the trust-region approach of Betra [3] in the computation of an inner-to-the-face step. HSL direct solvers MA27 and MA57 can now be linked to Gencan in order to solve linear systems. In connection with MA27, either MC30 or MC77 can be used to scale such linear systems. One among the four possible options for taking inner-to-the-face steps is automatically chosen in Gencan depending on the dimension of the problem being solved. Naturally, the user has also the option of setting the strategy of their choice. Summing up, we believe that the differences in the comparison procedure, the set of test problems and the updates in ASA and Gencan justify the discrepancies between the numerical experiments presented in [19] and the ones being reported here.
Returning to the matter of our comparison itself, there is a missing piece of information with respect to the performance profiles presented in Table 2 , Figures 4a and 4b and 5a that affects the computed efficiency of the methods. As we have already mentioned, none of the problems were excluded from the performance profiles by reason of being solved by all the methods in no more than one hundredth of a second. However, most of the methods had several short time intervals overestimated due to being replaced by 0.01 seconds, as suggested in Subsection 2.3. The number of times an overestimated CPU time was considered to build the fifteen performance profiles was, on average, 105 for Algencan, 84 for ASA, 0 for fmincon, 82 for Ipopt, 95 for Lancelot B, 109 for L-BFGS-B and 81 for SPG. If we exclude fmincon from the comparison, then, on average, 61 problems are excluded from the performance profile calculation for being solved by all the remaining methods in at most one hundredth of a second. Considering the remaining problems (232 on average), Table 3 shows the efficiency and robustness rates of the fifteen performance profiles for each combination of ε g and ε f . The efficiency rates presented in Table 3 , which does not include artificially added ties, are more realistic than the ones presented in Table 2 . However, it is worth noting that the efficiency ranking induced by Table 3 is mostly identical to the one suggested by Table 2 . On the other hand, the robustness rates appear to be smaller than they really are by the exclusion of, on average, 61 problems solved by all the methods in at most hundredth of a second. The true robustness rates can be easily computed (as already shown in Section 2) and are presented on Table 4 . These robustness rates are almost identical to the ones shown in Table 2 and the slight differences are justified by the exclusion of fmincon.
While performance profiles present each method in comparison to the other ones being tested and analyzed, Table 5 shows absolute information related to each method. In particular, for each method and each value of ε g ∈ {10 −4 , . . . , 10 −8 }, Table 5 provides: Convergence -the number of problems in which a method satisfied the convergence stopping criterion (5); Unbounded -the number of problems in which the method declared the objective function to be unbounded from below within the feasible region; CPU Time -the number of problems in which the method exhausted the thirty-minutes time limit without fulfilling any other criteria; and Other -the number of times a method stopped due to an alternative stopping criteria. The last column of the table shows the "Individual robustness rate", computed as the fraction of problems in which a given method satisfied the stopping criterion (5) asked by the user or identified the objective function as unbounded. We say this rate is "individual" because it corresponds to the case in which a sole method being run by a user returns an unequivocal positive answer, without utilizing any additional information to check the quality of that solution. Algencan occupies the first place in the ranking of individual robustness rates irrespective of the value of ε g . The second place in the ranking belongs to ASA, while all the other methods share second and third places depending on the value of ε g .
Conclusions
We employed performance profiles in a robust way to evaluate the performance of some of the most wellknown open-source software for bound-constrained minimization. When "high accuracy" is required, Lancelot B, Algencan and L-BFGS-B are the three most robust methods, while Algencan, Lancelot B and ASA are the three most efficient ones. All those four methods have in fact similar performances. Ipopt comes close to them, but it is a little less efficient and robust. SPG comes behind Ipopt and fmincon is not competitive at all. When "low accuracy" is required, Ipopt presents itself as the most efficient and robust among all the methods, followed by Algencan and Lancelot B in efficiency and by Lancelot B and Algencan in robustness. All of them, in addition to L-BFGS-B, exhibit similar performances. Then comes ASA, followed by SPG and then by fmincon that, once again, is not competitive. Whether one of them "is better" than the others depends on the required accuracy and on which of efficiency or robustness is being sought.
It is important to note that second-order derivatives were available and used by the methods capable Table 4 : Robustness rates for each combination of ε g ∈ {10 −4 , . . . , 10 −8 }, ε f ∈ {10 −4 , . . . , 10 −8 } and ε f ≥ ε g disregarding fmincon. This robustness rates correspond to the ones in Table 3 with the inclusion of those problems that were solved by all the six methods in at most one hundredth of a second. In fact, they are almost identical to the robustness rates in Table 2 and the very small differences are justified by the exclusion of fmincon. In case the reader is able to see the table in colours, first, second and third places in the efficiency and robustness rankings are shown in blue, green and red, respectively. Table 5 : Absolute information related to each method. The "Individual robustness rate" is computed as the fraction of problems in which a given method satisfied the stopping criterion (5) asked by the user or identified the objective function as unbounded. In case the reader is able to see the table in colours, first, second and third places in the ranking of individual robustness rate are shown in blue, green and red, respectively. 13 of making use of second-order information. Conclusions of the numerical experiments do not apply for the case in which only first-order information is available, where ASA and L-BFGS-B may appear as preferable choices. On the same line of reasoning, while SPG did not present itself as a preferable choice for bound-constrained minimization, numerical experiments in [7] showed that it may be the most adequate method for interesting classes of convex-constrained minimization problems. Finally, it should be noted that the underlying algorithm evaluated in fmincon was trust-region-reflective, which is fmincon's default choice for bound-constrained minimization because of historical reasons. Other options within fmincon, like active-set, interior-point and sqp, which would very likely outperform trust-region-reflective, were not tested due to not being the default one. The present conclusions apply to the software being tested and are not necessarily extensible to the underlying optimization methods. Some of the software under consideration (Algencan, Ipopt and Lancelot B) lend themselves to solving NLP problems. Whether the conclusions of the present work about the similarity among their performance can be extrapolated to the NLP case or not still remains to be determined. Moreover, in order to tackle the NLP case, the present evaluation procedure needs to be extended in order to deal with the case of comparing solutions with different degrees of feasibility.
Regarding the comparison framework, many details were meticulously worked and analyzed. In the end, the impression is that while most of the possible decisions are reasonable choices, it is important to clearly state the exact calculations being made. On the other hand, it became clear that arbitrary choices on the stopping criteria of the methods and on the decision of whether a method found a solution or not may lead to partial conclusions, which do not provide an entirely truthful description of the whole picture. Figure 2 : Problem BQP1VAR from the Cuter collection was solved η consecutive times using Gencan. The CPU time T (η) for the η runs was measured and the time of a single run was computed as t(η) = T (η)/η. The experiment was repeated for increasing values of η. The real time of a single run was assumed to be t * = t(η max ) = T (η max )/η max . The graphic shows the relative error ε(t(η)) = (t(η) − t * )/t * . The larger the measured time interval, the more accurate was the computed CPU time for a single run of the method. When T (η) ≥ 10 seconds, the relative error of t(η) is smaller than 2%. . They correspond to the extremes of the fifteen combinations of ε g and ε f presented in Table 2 . As expected, the efficiency remains almost constant, while the robustness rates decrease when ε f becomes smaller. All methods show a similar behavior with the exception of Ipopt -due to its "alternative stopping criteria", many final iterates of Ipopt are not considered solutions according to (3) (4) when ε f is small, causing a larger deterioration in its robustness. The curves representing the efficiency and robustness rates of fmincon are missing in these graphics because they are not visible in the scale adopted.
