We study the matrix ansatz in the quantum group framework, applying integrable systems techniques to statistical physics models. We start by reviewing the two approaches, and then show how one can use the former to get new insight on the latter. We illustrate our method by solving a model of reaction-diffusion. An eigenvector for the transfer matrix for the XXZ spin chain with non-diagonal boundary is also obtained using a matrix ansatz.
Introduction
In statistical physics, one-dimensional models of particles with hard-core interactions and nearestneighbor hopping, called asymmetric exclusion process (ASEP), provide basic example of outof-equilibrium systems. These models, despite their simplicity, behave non trivially and exhibit interesting physical phenomena such as phase transitions induced by the boundaries [1] . The matrix ansatz (or DEHP method) has been developed to find their stationary state in [2, 3] and to obtain analytically the phase diagram in term of the injection/extraction rates at the boundaries. This method has been intensively studied and generalized for different models (see e.g. [4] for a review).
For integrable models, the notion of integrable boundaries has been introduced in [5] . It was a starting point for the development of the algebraic Bethe ansatz that allows one to compute the eigenvectors and eigenvalues of integrable models with boundaries and, in particular, of the XXZ spin chain (see section 5.3 for a state of the art). It is now well established that the underlying mathematical structure for integrability are Hopf algebras and their coideals. It led to the development of the so-called quantum groups and reflection algebras.
In this paper, we intend to study the relations between quantum groups and matrix ansatz, connecting a statistical physics approach to integrable techniques. Of course, the first step consists in proving that a given out-of-equilibrium model is integrable: one must find its R-matrix, solution to the Yang-Baxter equation, and the K-matrix, solution to the reflection equation. They allow one to construct a transfer matrix that commutes with the Markov matrix [5] . This R-matrix can be also used to define a quantum group, thanks to the so-called FRT relation [6] . Then, using a supplementary property of the R-matrix, called Markovian property (2.6), we succeed in proving that the so-called Zamolodchikov algebra is a subalgebra of this quantum group. Let us emphasize that this point was not known previously since the R-matrix associated to a spin chain does not satisfy in general the Markovian property. Finally, from the Zamolodchikov algebra, one gets the bulk part of the matrix ansatz. This connection has been already noticed in [7] . As a consequence, we can express the generators of the matrix ansatz in terms of quantum group generators. These connections are summarized in figure 1.
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For the boundary part of the matrix ansatz, the same connection exists, but it is based on the Ghoshal-Zamolodchikov relations, defined with the K-matrix, see figure 2. This relation has been introduced previously in the context of integrable quantum field with boundaries [8] . These relations allows us to compute one eigenvector and eigenvalue of the inhomogeneous transfer matrix, which is a complicate task for non-diagonal boundaries, see e.g. [9, 10, 11, 12] . 
Reflection equation
R 12 K 1 R 21 K 2 = K 2 R 12 K 1 R 21
G.Z. relation Ω|K(x)A(

Markov matrix and matrix ansatz
We review here the notion of a one-dimensional Markov process and its associated master equation as well as the matrix ansatz allowing one to compute its stationary state.
Markov process
Let us consider a one-dimensional lattice with L sites where each site can be empty or occupied by a particle. Hence, a configuration of the system is a L-tuple C = (τ 1 , τ 2 , . . . , τ L ) where τ i = 0 if the site i is empty and τ i = 1 if a particle 4 is on site i. The dynamics of the particles is stochastic and M (C, C ) denotes the transition rate from the configuration C to C: if the system is in the state C , it has a probability M (C, C ) × δt to jump to the state C during the time interval δt. One considers only Markovian models i.e. the rates M (C, C ) depends only on C and C and not on the history of the system. If P t (C) is the probability to find the system in the configuration C at time t, its time evolution is then governed by the following master equation
A useful presentation of the previous equation consists in gathering all the probabilities in a vector as follows
P t ( (0, . . . , 0, 0, 0) ) P t ( (0, . . . , 0, 0, 1) ) P t ( (0, . . . , 0, 1, 0) ) . . . where the j th space C 2 corresponds to the j th site of the lattice. This space is called the configuration space. We define also M (C, C) = − C =C M (C , C) which allows us to introduce the Markov matrix M whose entries are M (C, C ). With these notations, the master equation (1.1) can be rewritten in a more concise way
In addition, we assume that the configuration can change only between two adjacent sites at the same time and that there is a translation invariance in the bulk i.e. the rate of this change is independent of the site. We assume also that the boundaries (the sites 1 and L) are in contact with reservoirs and that supplementary changes of configuration can take place at these sites. With these hypotheses, the Markov matrix M can be written in terms of a sum of local jump operators as follows
where the subscribed index (1, L or , + 1) in (1.4) indicate on which component of the tensor space C 2 ⊗L the local operators B, B and w act non trivially.
Example: the Asymmetric Simple Exclusion Process
To illustrate the different concepts discussed in this paper, we use well-known Markov process called the Asymmetric Simple Exclusion Process (ASEP) with open boundaries as well as two different limits: the Symmetric Simple Exclusion Process (SSEP) and the Totally Asymmetric Simple Exclusion Process (TASEP). We introduce another example in section 6. This explicit form of M allows one to link this model with the quantum spin chain called XXZ [3] . Indeed, by a gauge transformation (not necessarily unitary), one can map the Markov matrix M to the Hamiltonian of the XXZ model.
SSEP model (q = 1). The limit q → 1 gives the SSEP model where
and the boundary matrices are still given by (1.6). In this limit, we have a vanishing external field: in the bulk the particles can go to the left or to the right with the same probability. The system is put out-of-equilibrium only by the reservoirs at the two boundaries. This model is linked to the quantum spin chain called XXX or Heisenberg model. At first glance, the limit q → 1 seems trivial. However, in numerous cases, it requires a careful rescaling of the parameters before performing the limit. Therefore, this model is often studied on its own.
TASEP model (q = 0). The limit q → 0 gives the TASEP model where
(1.8) In this case the particles can only move to the right, the jumps to the left being now forbidden. The gauge transformation to get a quantum Hamiltonian related to a limit of the XXZ model is not invertible anymore. Therefore, there is no quantum Hermitian Hamiltonian associated to this model.
Matrix ansatz
In this section, we recall the matrix ansatz (or DEHP method) introduced in [2] (see also [4] for a review) to compute the stationary state of the process i.e. the probability distribution which
where S(C) is the probability for the system to be in the configuration C for the stationary state. Gathering all the probabilities S(C) in the vector |S , one sees that the stationary property is equivalent to find an eigenvector of M with vanishing eigenvalue: M |S = 0. Before presenting the matrix ansatz, let us first recall few information concerning the stationary state. The Perron-Frobenius theorem tells us that this stationary state is unique since the Markov matrix M has a non degenerate zero eigenvalue (because the process is irreducible: one can go from any configuration C to any other configuration C in a finite number of jumps with a non zero probability). Moreover all the other eigenvalues of M have a negative real part, so that the probability vector |P t will converge (for t → ∞) to the stationary state |S . Let us also remark that the right eigenvector corresponding to |S is easy to compute: all the column of M sum up to 0, so the vector 1| with all entries 1 is the left eigenvector associated to the 0 eigenvalue: 1|M = 0.
The general ansatz
The matrix ansatz consists in looking for the probability of the stationary state configuration C = (τ 1 , τ 2 , . . . , τ L ) in the following form 10) where E and D are elements of a non commutative algebra A and the product must be understood as ordered from 1 on the left to L on the right. The factor Z L is a normalization such that C S(C) = 1 and can be written as follows
At this stage, let us stress that |V and W | belong to an additional space that is different from the configuration space (C 2 ) ⊗L . This additional space is in fact a representation space for the algebra A. To make this distinction clear enough, we use different notations for vectors belonging to these two spaces: |. stands for vectors in the configuration space while |. refers to vectors in the additional space used for the matrix ansatz. The additional space is sometimes called auxiliary space but, in this paper, this term will be used for another type of space when we will consider the so-called transfer matrix coming from integrable systems framework.
The commutation relation between E and D and their action on W | and |V encode all the information needed to describe the steady state |S and depend on the considered model. Indeed,and E, D are in general two new non-commuting elements. It is easy to show that |S given by (1.10), when (1.12) and (1.13) hold, satisfies M |S = 0 (see section 1.3.2) . The difficult part of the theorem in [13] consisted in proving that |S = 0.
The matrix ansatz is often used when the operators E, D are scalars because it leads to simpler calculations. It was done for the TASEP and ASEP models with open boundary [2, 3] , where explicit representations were constructed for the E, D operators and the vectors |V and W |. We give a brief review of these results in section 1.3.3. A classification of the models solvable by matrix ansatz with scalar E and D, and the study of the corresponding quadratic algebras, was done in [14] . In particular it was shown that the associativity of the algebra put strong constraints on the parameters of the model. In some cases, non scalar operators E and D are necessary. For example, a reaction-diffusion model has been solved with this method in [15] . More recently a matrix ansatz involving non scalar overlined operators for the multispecies TASEP and ASEP models on the ring was built recursively in [16, 17, 18] . In [19] , an explicit construction using finite matrices of these operators for small system size is proposed.
As explained previously, the construction of the stationary state from the matrix ansatz is always possible but may be as hard as a brute force diagonalization of M [13] . One goal of this paper is to provide a general framework where, once the integrability of the model is established, we are able to construct an efficient matrix ansatz. Indeed the relations (1.12) and (1.13) are not sufficient to compute any word in E and D when E and D are not scalars. The framework proposed in this paper (in particular the Zamolodchikov algebra and the Ghoshal-Zamolodchikov relations) allows us to obtain the necessary and sufficient conditions between the generators of the algebra to compute all the words.
Proof of the stationary state
We give here the well-known proof that M |S = 0. We use notations borrowed from the quantum inverse scattering method [20] that allow one to treat objects (vectors, matrices,...) living in different tensor spaces. It allows us to illustrate these notations and show how powerful they are. Let us introduce
(1.14)
Remark that s ands belong to the tensor product C 2 ⊗ A and should be noted more precisely as, e.g. s = e 0 ⊗ E + e 1 ⊗ D. The stationary state can be written as follows 15) where the subscript j on s indicates the C 2 -space (among (C 2 ) ⊗L ) the corresponding s belongs to. Note that the entries of all the s j belong to the same algebra A. Hence Then, the proof of M |S = 0 is given by
The second equality in (1.17) follows from the fact that the Markov matrix M acts on the configuration space only, independently from the vector W | which lies in the additional space. Then one uses the explicit form (1.4) of M to get (1.18). The equality (1.19) is obtained by moving B L through all the s 1 ,..., s L−1 operators (respectively w , +1 through the s 1 ,..., s −1 operators) because it acts trivially on these components of the tensor space. Using (1.16), one finally gets a telescopic sum which vanishes.
Examples
In this section, we give the different matrix ansatz for the different Markov processes introduced in Section 1.2. In this case, it can be simplified tremendously because the elements E and D can be chosen proportional to identity.
ASEP model. E and D are elements of a quadratic algebra A defined by the following relation 22) where w is given by (1.6) and we chose E = q − 1 and D = 1 − q. Equality (1.22) is written in C 2 ⊗ C 2 ⊗ A: once projected on a basis of C 2 ⊗ C 2 , it gives four relations. Writing the four components of (1.22) , one can show that they are in fact equivalent to the well-known DEHP algebra relation [2, 3] :
On the boundaries, the relations become
which are equivalent to the boundary relations [2, 3] 
It remains to check the existence of non zero operators E and D and non zero vectors W | and |V with W |V = 0 which satisfy (1.23) and (1.25) . One way to prove this existence is to construct an explicit representation of E and D as well as W | and |V (see for example [2] ).
TASEP model. One can take the limit q → 0, γ = 0, δ = 0 in the relations (1.22) and (1.25) to obtain the relations defining the algebra and boundary conditions for TASEP. These relations are equivalent to the well known relations [2]
in the bulk, and for the boundaries
SSEP model. The limit q → 1 is not as straightforward as for TASEP. One has to modify the relations (1.22) and (1.25):
which is equivalent to
For the boundaries, one gets 30) which are equivalent to
2 Integrability: Yang-Baxter equation and reflection equation
In this section, we review the main ingredients, the R-matrix and the K-matrix, that are needed to prove the integrability of models with open boundaries. These notions are well-known in the context of quantum integrable models but we present them in the language of out-of-equilibrium statistical physics. We provide also the explicit forms of the R-matrices and the K-matrices in the cases of the ASEP, SSEP and TASEP models.
Yang-Baxter equation and R-matrix
The main object to deal with the bulk of an integrable model is called the R-matrix: it is a solution of the well-known Yang-Baxter equation [21, 22 ]
where the subscripts indicate in which space the R-matrix acts non trivially:
is a function of a parameter x called the spectral parameter. The R-matrix allows one to construct the transfer matrix for the model with periodic boundary conditions. We do not recall here this construction for the periodic case but, in section 2.3, we construct the transfer matrix for the open case. The Yang-Baxter equation has a nice pictorial representation (see figure 3 ) coming from integrable quantum field theory: the R-matrix R(x 1 /x 2 ) is the diffusion matrix between two particles with rapidities x 1 and x 2 , the integrability in this context is the fact that the diffusion matrix of 3 particles factorizes in this R-matrix and the Yang-Baxter equation is the consistency relation of this factorization. Figure 3 : Schematic representation of the Yang-Baxter equation: the 3 particle scattering matrix is built out of 2 particle scattering matrices and should not depend on the initial position of the particles (only on their relative order). The product of the 2 particle scattering matrices is ordered by time.
Usually, one requires also that the R-matrix satisfies supplementary conditions:
• Unitarity property
• Regularity property
where P is the permutation operator. This property is important since it allows one to get local Markov matrix when one takes the derivative of the transfer matrix (which will be defined in subsection 2.3). Remark that once the Yang-Baxter equation is enssured, unitarity is implied by the regularity relation.
• Crossing unitarity property
where t 2 is the transposition in the second component of the tensor space. This is a key relation to show that the transfer matrices introduced in [5] commute. However this property is not always satisfied: the R-matrix associated to TASEP model does not satisfy the crossing unitarity property.
• Local jump operator property P R (1) = ρ w (2.5)
where . stands for the derivative with respect to the spectral parameter, ρ is a constant and w is the local jump operator appearing in the Markov matrix (1.4).
• Markovian property: there exists a vector v(x) such that
This relation is unusual in the context of integrable systems but it seems natural to add it when studying Markovian process: it ensures that the Markovian matrix obtained from the R-matrix has a vanishing eigenvalue. Indeed, deriving relation (2.7) with respect to x and taking x = 1, we get
Therefore, the probability is conserved. To get a Markov matrix, one must still check that the off-diagonal entries are positive. This Markovian property replaces the property R † R = 1 appearing in the context of quantum field theory.
To end this subsection, let us emphasize that solving the Yang-Baxter equation is a difficult task since it is a cubic equation in the entries of the R-matrix. The first examples have been obtained by C.N.Yang [21] and R.J.Baxter [22] . A brute-force computation to get the solutions is still an open problem and is an active domain of research (see e.g. [23, 24, 25, 26, 27] ). In this context, the use of the quantum group can be very fruitful since it gives an algebraic framework to the Yang-Baxter equation. Instead of solving the Yang-Baxter equation, one can use the intertwiner relation which is linear in R to get the solution of the Yang-Baxter equation [28] or one can represent the universal Yang-Baxter equation to get a new solution for each representation of the quantum group [29] . Nevertheless, to use these methods, one must know and study the underlying quantum groups.
Reflection equation
To deal with boundary conditions which preserve the integrability of the model, a supplementary equation, called reflection equation is needed [30, 5] . It is a compatibility equation between the bulk, encoded in the R-matrix, and the boundary, encoded in the so-called boundary matrices or K-matrices. The reflection equation is written as follows
As for the Yang-Baxter equation, there exists a nice graphical interpretation for the reflection equation coming from quantum field theory (see figure 4 ): the K-matrix K(x) is the scattering matrix of a particle with rapidity x on the boundary and the reflection equation is the compatibility for the factorization of the scattering of two particles on the boundary. Here we will only be interested in the solutions satisfying
• Boundary jump operator property
where B is the boundary jump operator, ρ is the same coefficient as the one appearing in (2.5) and = ±1. For the K-matrix associated to the left (respectively right) boundary, B is the left (respectively the right) boundary jump operator and = 1 (respectively = −1).
• Markovian property: there exists a vector u(x) and 1| = (1 , 1) such that
, and 1|K(x) = 1|. (2.13)
As for the Yang-Baxter equation, the first task consists in finding the solution of the reflection equation for a given R-matrix and, when possible, to give a classification of these solutions. The first solutions to the reflection equation have been found in [30, 5] . Then, a classification has been done in [31] for the R-matrix associated to the SSEP model and in [31, 8] for the ASEP model (see section 2.4 for their explicit form). For more complicated R-matrices, there exist also some solutions but the complete classification is still an open problem and the subject of many researches [32, 33, 34, 35, 36] .
Even though we do not give detail here, we would like also to mention that the reflection equation is very useful in the context of the quantum group. Indeed, it allows one to obtain subalgebras (in fact Hopf coideals) of quantum groups, see e.g. [37, 38, 39, 40, 41] . When the algebraic structure of these coideals is known, the use an intertwiner relation (linear in K) provides solutions of the reflection equation [42, 43, 44] .
Transfer matrix
In this section, we recall why the reflection equation is sufficient to get boundaries which preserve the integrability and how to construct the corresponding transfer matrix [5] . Indeed, in order to prove the integrability of the Markov matrix M , one must construct a more general operator, called the transfer matrix t(x), that depends on a spectral parameter x. The transfer matrix t(x) commutes for different values of the spectral parameter (i.e. [t(x), t(x )] = 0) and its first derivative is proportional to M (i.e. t (1) ∝ M ). Hence the transfer matrix is a generating function for the conserved charges of the model.
For the case with boundaries, the transfer matrix is given in terms of the R-matrix and two K-matrices (one for each boundary) [5] :
where K(x) is a solution of the reflection equation (2.9) and K(x) is a solution of the so-called dual reflection equation
Using the crossing unitarity property (2.4) it can be rewritten as follows
(2.16) Let us mention that there exist several bijective maps between the solutions of the reflection equation and the solutions of the dual reflection equation. In the following we will often make use of the following one. IfK is a solution to the reflection equation (2.9) associated to the R-matrix
then the matrix K(x) defined by 
The transfer matrix (2.14) has a nice graphical interpretation (see figure 5 ): a test particle with rapidity x runs in the lattice from site L to site 1 (scattering with each site), reflects on the boundary closed to site 1, comes back from site 1 to L and reflects on the boundary closed to L. As mentioned previously, we can get a Markov matrix from this transfer matrix 1 2ρ
It was also shown in [5] that if K satisfies the reflection equation (2.9) and K satisfies the dual reflection equation (2.15), then the transfer matrix commutes for different values of the spectral parameter
Then the transfer matrix is the generating function of operators commuting with M which proves the integrability 6 of M . Let us emphasize that the crossing unitarity of the R-matrix is crucial in [5] to prove the commutativity of the transfer matrix. We come back to this point in section 2.4.2. Then, a natural question arises: whether the stationary state |S of the Markov matrix given by the matrix ansatz (1.15) is also an eigenvector for the transfer matrix t(x) and what is the associated eigenvalue. We answer this question in section 5 for the different models we have presented.
Examples
In this section, we provide the explicit forms of the R-matrices associated to the ASEP, TASEP and SSEP models. We give also the K-matrices which leads to integrable markovian boundaries.
ASEP model
The R-matrix associated to the ASEP model is given by
It satisfies the Yang-Baxter equation, the unitarity, the regularity, the local jump properties (with ρ = 1/(q − 1) and w given in (1.6)) and the crossing unitarity property with
The Markovian property is verified for the vector
where a, b are arbitrary constants and f is an arbitrary function. We introduce a solution K(x) of the reflection equation (2.9) 25) and a solutionK(x) of the reflection equation (2.17)
These matrices satisfy the unitarity and regularity relations. As explained previously, they encode the boundaries (1.6) through their derivatives (boundary jump operator property) 27) with ρ = 1/(q − 1). The matrix K(x) corresponding to the matrixK(x) given in (2.26) is
Let us mention that there exists a more general K-matrix given by [31] K 29) which gives the boundary matrix
This general matrix does not satisfy the Markovian property. However, it is very useful in the context of out-equilibrium statistical physics since the eigenvalues of this matrix provide the full distribution of the total current and its large deviation behavior. Although the model stays integrable with this general boundary, the computation of the spectrum and of these eigenvectors is still an active domain of research. We discuss this point in detail in section 5.3.
TASEP model
The R-matrix associated to the TASEP model is obtained by taking the limit q = 0 in the previous expression:
It satisfies the Yang-Baxter equation, the unitarity, the regularity, local jump operator property (with ρ = −1 and w given by (1.8)) and the Markovian property for the vector
where a, b are arbitrary constants and f is an arbitrary function. However R 12 (x) t 2 is not invertible anymore so it does not satisfy the crossing unitarity property.
One can take also the limit q = 0, γ = 0, δ = 0 in the expressions (2.25), (2.26) to get the reflection matrices for TASEP
The unitarity and the regularity properties still hold for K andK and one has the boundary jump operator property (2.12) with ρ = −1 and the left/right boundary jump operator given by (1.8).
We would like to take the limit q → 0 of the ASEP case to construct the transfer matrix for TASEP. One has to be very careful because for q = 0, the formula (2.19) is not invertible anymore and the dual reflection equation (2.15) is not defined. However, one can check that the expression (2.28) of K is regular and well-defined if we set δ = 0 before taking the limit q → 0. It gives
Using this K matrix and the K matrix in (2.33), we can construct the transfer matrix (2.14). The commutation of this transfer matrix for two different spectral parameters is ensured by the fact that the transfer matrix of the ASEP model for δ = 0 and γ = 0 goes to these of TASEP model as q goes to 0. This is to the best of our knowledge the first proof of the integrability (in the sense that there exists a family of commuting transfer matrices) of the open TASEP model since it does not fit directly in the theory developed in [5] . Let us mention [45, 46] where there are attempts to study integrable models with boundaries based on a R-matrix without crossing unitarity. However, they are case-by-case methods and, as far as we know, there is no general method.
SSEP model
The SSEP R-matrix is given by
It can be obtained from the ASEP R-matrix through a scaling limit q → 1. Let us set q = e λ and z = e xλ . Then one has the following result
Let us remark that in this limit, we switch from a multiplicative spectral parameter z (in ASEP) to an additive one x (in SSEP).
The SSEP R-matrix satisfies the Yang-Baxter equation, the unitarity, regularity, local jump operator, the crossing unitarity and Markovian properties but with additive arguments:
where w is given by (1.7) and
with a, b arbitrary constants and f an arbitrary function. One has the extra relation R 12 (x) = R 21 (x). For SSEP models, the reflection equation has also additive arguments
In the context of Markovian process, the solutions are given by
for equation (2.41) and
for equation (2.17) with additive arguments. As in the previous cases, K andK satisfy the unitarity property K(x)K(−x) = 1, the regularity property K(0) = 1 and are related to the boundaries through their derivatives (boundary jump operator property)
The matrix K(x) corresponding to the matrixK(x) given in (2.43) is
3 Quantum group
FRT formalism for quantum group
There exist various presentations of quantum groups. Here, we use the one given in [6] and so-called FRT presentation, in reference to the authors of [6] (or RTT presentation). It is based on the R-matrix and is suitable for the link with the matrix ansatz we present in section 4. We provide in this section the general definitions and gives the examples related to ASEP models in the next subsections.
The general idea consists in giving the generators of the considered algebra as formal series 7 A(x), B(x), C(x) and D(x) gathered in a two by two matrix
Then, the commutation relations are encoded in the following relation
where R is a R-matrix and the subscript on the T's indicates in which space the two by two matrix acts. The R-matrix may be seen as the constant structures for the algebra and the Yang-Baxter equation is sufficient to guarantee the associativity for the algebra.
We would like to mention that there exists some realisation of this infinite dimensional algebra by a finite dimensional one, when we replace the series A(x),... by some finite sum (i.e. we set an infinite number of generators to zero). This realisation is called an evaluation map (see section 3.4 for examples). Let us remark that this operation can lead to a trivial representation since the commutation relations and the fact that some generators are put to 0 may imply that the other generators vanish too. Then, when we say that there exists an evaluation map, it is understood implicitly that some of the generators are not zero.
Let us also mention the simple representation given by the so-called monodromy matrix
The RTT presentation is important in the context of integrable systems since it gives the commutation relations between the operators needed for the algebraic Bethe ansatz. This method allows one to compute the eigenvalues and the eigenvectors for periodic integrable systems [20] (see [47] for a review).
From this algebra, we can construct a subalgebra, called reflection algebra and based on the reflection equation. Indeed, let us define
where K(x) is a solution of the reflection equation (2.9). Then, one gets
The reflection algebra is the cornerstone to generalize the algebraic Bethe ansatz to open integrable models [5] . Up to recently, this method worked only for diagonal boundary matrices and could not be applied for Markov matrix with open boundaries. However, in [48, 49] , the algebraic Bethe ansatz for triangular boundaries has been developed and in [50] , it has been developed for the SSEP model (i.e. XXX model) with general boundaries. A direct comparison with the matrix ansatz solution would be very interesting.
Zamolodchikov algebra
Another type of subalgebra of the previous quantum groups is interesting for us. The generators of this subalgebra X 1 (x) and X 2 (x) are gather in a vector A(x) and are linear combinations of the previous generators A(x), B(x), C(x) and D(x). They read
where v(x) is the scalar vector appearing in the Markovian property (2.6). Explicitly if we write
, one gets
The exchange relations for A(x) are obtained easily from the RTT relation (3.2). Indeed, if we act with v 1 (x 1 )v 2 (x 2 ) on the RTT relation and use the Markovian property, we get
This relation introduced in [51] (and generalized in [52] ) is well-known in the context of integrable quantum field theory and is called the Zamolodchikov relation. It is a generalization of the commutation of bosons (obtained for R(x) = 1) or the anticommutation of fermions (obtained for R(x) = −1). The associativity of the Zamolodchikov algebra is ensured by the Yang-Baxter equation. There are two ways of reversing the order of the product A 3 (x 3 )A 2 (x 2 )A 1 (x 1 ):
Another consistency relation is ensured by the unitarity property (2.2) of the R-matrix: if one applies the Zamolodchikov relation twice
Let us conclude by emphasizing that expression (3.6) of the Zamolodchikov algebra generators as linear combinations of quantum group generators is, to the best of our knowledge, a new result. The existence of this relation crucially depends on the Markovian property (2.6). Other relations between Zamoldchikov algebra and quantum groups have been previously established 8 : in [53, 54] the Zamolodchikov generators are quadratic expressions in the quantum group generators and in [55] , the quantum group generators are expressed as series in the Zamolodchikov ones.
Ghoshal-Zamolodchikov relations
The Zamolodchikov relation (3.8) allows one to deal with the bulk part of an integrable quantum field theory. To include boundaries which preserve integrability, an additional relation, called Ghoshal-Zamolodchikov (or GZ to shorten), is needed [8] . It is given by
where |Ω is the vacuum state of the quantum field theory. The consistency of these conditions is given by the reflection equation (2.9) for the GZ relation on the left vector Ω| and by the reflection equation (2.17) for the GZ relation on the right vector |Ω . There are for instance two ways of computing Ω|A 2 (x 2 )A 1 (x 1 )
Therefore the reflection equation (2.9) is a sufficient condition to ensure the consistency of the GZ relation for K(x). A similar result holds forK(x). Another consistency relation is ensured by the unitarity property (2.10): if one applies the GZ relation twice
Due to relation (3.6) linking A(x) satisfying Zamolodchikov algebra and T (x) satisfying the FRT relation, there exists a nice way to write the GZ relation (3.12)
(3.17)
Examples
As explained previously, the RTT relation (3.2) allows one to provide in a compact form all the defining relations of a quantum group. Therefore, for each explicit R-matrix, one gets a different quantum group. In this section, we define the different quantum groups associated to the Rmatrices introduced in section 2.4. To be brief and clear, we will overlook some subtleties in the presentation, focusing on the the main ideas.
Quantum affine algebra associated to ASEP. We study here the quantum group associated to the R-matrix (2.22) of the ASEP: it is called the quantum enveloping algebra of the affine Lie algebra gl 2 (or quantum affine algebra) and denoted U q ( gl 2 ) [29, 28] . The algebra U q ( gl 2 ) is defined by 9
where R is given by (2.22). The generators are gathered as follows
.. We emphasize that the R-matrix (2.22) used here is not the one used usually to define U q ( gl 2 ). However, there exists an isomorphism between the algebra defined by (3.18) and U q ( gl 2 ). As explained above, the generating series (A(z), ..., D(z)) can be truncated i.e. an infinite number of generators can be put to 0. The simplest evaluation map in the case considered here is given by
The four generators present in the previous relation generate the finite quantum algebra U q (gl 2 ).
Yangian associated to SSEP. We study here the quantum group associated to the R-matrix (2.35) of the SSEP: it is called the Yangian of gl 2 and denoted Y (gl 2 ) (for a review see [38, 56] ). It is defined by the relations
where R is given by (2.35) and
For the Yangian, there exists also an evaluation map given by The four generators present in (3.23) generate the Lie algebra gl 2 .
Quantum group and Matrix ansatz 4.1 Zamolodchikov algebra and matrix ansatz
The main result of this section is to show that the algebra elements E, D, E, D used in the matrix ansatz (section 1.3) can be generated with a vector A(x) depending on a spectral parameter x and satisfying the Zamolodchikov algebra (3.8). The relations between these objects are in fact very simple:
where . stands for the derivation with respect to the spectral parameter x and ρ appears in (2.5). Indeed, derivating the Zamolodchikov relation (3.8) w.r.t. x 1 and putting x 1 = x 2 = 1, we get
Then, multiplying on the right by P (the permutation operator) and using regularity (2.3) and local jump operator (2.5) properties, the previous relation may be written as follows
Finally, using the identification (4.1), we recover exactly relation (1.22) which is the central relation for the matrix ansatz. Let us emphasize that the Zamolodchikov algebra may contain more relations than relation (1.22). These supplementary relations can be crucial when one wants to compute explicitly the steady state using uniquely the algebra.
At this point, let us summarize what we achieved: starting from the RTT presentation of the quantum group (section 3.1), we use the Markovian property (2.6) of the R-matrix to get a Zamolodchikov algebra (section 3.2) and, derivating this relation, we get finally the cornerstone relation (1.22) for the matrix ansatz (section 1.3). Therefore, we provide a precise link between the algebra necessary for the matrix ansatz and the quantum group underlying the model and used previously to prove its integrability (section 2) and in the context of the algebraic Bethe Ansatz. Let us mention [7] where a first attempt to link Zamolodchikov algebra and matrix ansatz has been made.
GZ relation and action on boundaries
The other relations needed for the matrix ansatz concern the actions of the operators E, D, E, D on |V and W |, as given in (1.13). Again there exists a nice link between these relations and the GZ relations introduced in the context of integrable quantum field theory (section 3.3).
Indeed, derivating relations (3.12) w.r.t. x and taking x = 1, one gets
Then, by identifying Ω| = W | and |Ω = |V and by using regularity (2.11) and local jump operator (2.12) properties for the K-matrix, we obtain the following relations
With the identification (4.1), we recover exactly relations (1.13). Therefore, the GZ relation implies the relations (1.13) and may contain more relations.
At this stage we can make the following observation: let us introduce C(x) := 1|A(x) = X 1 (x) + X 2 (x) which allows us to define
This function is a generalisation of the normalization factor Z L of the probability distribution since
Using the R-matrix Markovian property on the ZF relation (3.8) one can show that [C(x 1 ), C(x 2 )] = 0. In the same way using the K-matrix Markovian property on the GZ relations (3.12) we get W |C(x) = W |C(1/x) and C(x)|V = C(1/x)|V . Remark that in particular W |C (1) = 0 and C (1)|V = 0. These relations imply that Z L (x 1 , . . . , x L ) is a symmetric polynomial in the variables
We also have that ∂Z L /∂x i (1, . . . , 1) = 0.
The last step to obtain the matrix ansatz stationary state (1.15), in the context of Zamolodchikov relation and GZ condition, is to prove the existence of |V and W | such that W |V = 0. For such a purpose, it is enough to give an explicit representation for all the generators and for |V and W |. This task must be done case by case, and we illustrate it in section 6.
Examples
ASEP model. From the evaluation map (3.20) for the quantum affine algebra U q ( gl 2 ) and using relation (3.6), we get the Zamolodchikov generators
Through the identification (4.1), and choosing a = b = 1 and f (x) = 1 x , one gets
We recover the values of the operators E and D given in section 1.3.3 and obtain a realisation of the generators E and D in terms of the U q (gl 2 ) generators.
SSEP model. The relation (3.6) applied in the Yangian case, with the evaluation map (3.23), leads to
.
(4.10)
Choosing a = −1, b = 1 and f (x) = x and using the identification (4.1), one gets
We recover again the values of the operators E and D given in section 1.3.3 and obtain this time a realisation of the generators E and D in terms of the gl 2 ones. We recover also the realisation of the Zamolodchikov algebra found in [7] .
Inhomogeneous transfer matrix
For the well-known ASEP, SSEP and TASEP models presented in this paper, the matrix ansatz allows one to obtain an eigenvector of M . In the context of integrable models, one usually computes the transfer matrix eigenvectors. In this section, we show that the Zamolodchikov algebra allows us to construct a transfer matrix eigenvector which is a generalization of the stationary state. This transfer matrix eigenvector depends on L parameters θ j (called inhomogeneities), and reduces to the steady state when all inhomogeneities are set to 1. Let us add that to find an eigenvector for a transfer matrix with non-diagonal boundary is a difficult task (see section (5.3) for a more detailed discussion) and is the first step to use the usual Bethe ansatz approaches.
Eigenvector of the transfer matrix
A generalization of the transfer matrix introduced in section 2.3 can be obtained by adding inhomogeneity parameters θ 1 , . . . , θ L in the following way
This inhomogeneous transfer matrix (5.1) still commutes for different spectral parameters. We show below that the following vector
is an eigenvector of this inhomogeneous transfer matrix when x = θ i or x = 1/θ i with the eigenvalue equal to 1. As already mentionned, the vector (5.2) is a generalisation of the stationary state (1.15) given by the matrix ansatz
One can get a nice expression for t(x) by evaluating it at the particular points x = θ 1 , . . . , θ L and x = 1/θ 1 , . . . , 1/θ L . For instance one has
The first equality uses the regularity property (2.3). The second equality is obtained by pushing P 0i to the right (which permutes 0 and i in all the indices in the R-matrices and K-matrix P 0i went trough). Then one remarks that the R-matrices and K-matrix whose indices are between 1 and i can be moved out of the trace to the left because they commute with the operators with indices between i + 1 and L or 0. One then get the third equality using L − i times the Yang-Baxter equation 8) with j = i + 1, . . . , L. The last relation is obtained using definition (2.19) ofK. Using expression (5.7) of t(θ i ), one shows that
To prove it, one picks up the generator A i (θ i ) and moves it completely to the right using the Zamolodchikov relation (3.8). Then one can reflect A i (θ i ) against the left vector |V using equation (3.12) . After this reflection, one can push A i (1/θ i ) completely to the left using L − 1 times equation (3.8) and reflect it against W | with (3.12). Finally, one can complete the cycle by moving back A i (θ i ) to its initial position. One can show using the same arguments that
Similar results have been obtained in [7] but for a different transfer matrix. Let us emphasize that relations (5.9) and (5.10) have been obtained without assuming a specific form for the R-matrix. Thus, they are valid for any model, provided the R-matrix and the K-matrices obey the relations depicted in sections 2.1, 3.2 and 3.3. Moreover, one can always normalize the R-matrix in such a way that the corresponding transfer matrix becomes a polynomial in the spectral parameter x. Then, knowing relations (5.9) and (5.10), plus some crossing symmetry for t(x) and its x → ∞ behavior, is enough to deduce (through interpolation) that the vector (5.2) is an eigenvector of t(x). However, to do this final step, one needs to know the precise form of R(x). Thus it can be done case by case only: below, we illustrate this final step for the case of ASEP and SSEP models.
Examples
We show that, for the SSEP and ASEP models, one gets
where the eigenvalue λ(x; θ 1 , . . . , θ L ) is given by
for the SSEP model, while for the ASEP model, one has
The proof is given below, first for the SSEP model, and then for the ASEP one.
SSEP model. To prove relation (5.11), we use firstly the following properties of the R and K matrices
• PT-symmetry: R
14)
15)
• Duality relation:
to show the relation (following the method developed in [57, 58, 59] )
It is easy to check that the entries of t are polynomials in x of degree less than 2L + 3. Then, using (5.9), (5.10) and (5.16) we see that
ASEP model. Similarly to the SSEP case, to prove relation (5.13), one needs the following symmetry properties of the R and K matrices:
where
Using these symmetry properties, we can show the following relation
As we did previously for the SSEP model, relation (5.20) allows us to prove that |S(θ 1 , . . . , θ L ) is eigenvector for the inhomogeneous ASEP transfer matrix with the eigenvalue (5.13). The eigenvalue of the homogeneous transfer matrix is easily obtained by taking the limit θ i = 0 in (5.12) for the SSEP model and θ i = 1 in (5.13) for the ASEP model.
Discrete time Markov process
For the SSEP and ASEP models, one can show in the same way that the row vector 1| with all entries equal to 1 is a left eigenvector of t(x) associated to the eigenvalue λ(x; θ 1 , . . . , θ L ). Hence the matrix t(x) should describe, up to a normalization, a discrete time Markov process. It would be very interesting to understand precisely what this process is. It has been done for the transfer matrix of the periodic TASEP model in [60] .
Comparison with the Bethe ansatz approaches
The computation of the eigenvectors and eigenvalues of the inhomogeneous transfer matrix (5.1) for non-diagonal K-matrices has attracted a lot of attentions since a direct use of the usual methods based on the Bethe ansatz fails. We summarize here the results obtained previously and compare them with the results obtained by matrix ansatz.
SSEP model. For the SSEP (or XXX) model, one can conjugate the transfer matrix to simplify the K-matrices:
To get (5.22), we have used the invariance property of the R-matrix
valid for any Γ and in the XXX case, and the cyclicity of the trace (see [36, 61] for a detailed proof). For the Markovian boundaries (2.42) and (2.45), we get for Γ =
Remark that we did not impose any constraint on the boundary parameters (but the Markovian property). When αβ − δγ = 0, both boundaries can be diagonalized simultaneously and we recover the case already solved by the algebraic Bethe ansatz in [5] . Remark that this last relation just corresponds to the case where the matrix ansatz does not work (see e.g. [62] ).
The case when one boundary is diagonal and the other one is triangular has been also solved by the algebraic Bethe ansatz in [63] (or it can be seen as a limit of the case with both boundaries triangular treated in [48] ). This method provides the eigenvalues and the eigenvectors of t s (x). The eigenvalues are not modified in comparison to the diagonal case. Although they are wellknown, we give them in the SSEP notations (with the normalisations of the R and K matrices used in the present paper) to easily compare them with the matrix ansatz
where f (x, y) = (x−y−1)(x+y) (x+y+1)(x−y) and h(x, y) = (x−y+1)(x+y+2) (x−y)(x+y+1) . As usual, one has introduced the integer M chosen between 0 and L which corresponds to the maximum number of spin down in the eigenvectors. The parameters x 1 , x 2 , . . . , x M are called Bethe roots and must satisfied the Bethe equations
Let us remark that λ s (x) satisfies the symmetry relation
that can be deduced from (5.16).
The usual claim in the Bethe ansatz approach is that one gets all the eigenvalues of the transfer matrix t s (x) and then of t(x) (since they share the same spectrum). Therefore, the eigenvalue (5.12) obtained by the matrix ansatz must be a particular solution of the Bethe ansatz approach. By a direct computation, we can show that ASEP model. Let us first remind what is known for the XXZ model, where the situation is more complicated than for the XXX one. Indeed, in this case, the R-matrix is not invariant anymore, so that we cannot transform the transfer matrix as in the XXX case. However, a more complicated transformation can be performed on the transfer matrix. Then, the algebraic Bethe ansatz can be used if there is a constraint between the parameters of both boundaries [9] . For the generic boundaries (2.30), this constraint reads (see also [64] 10 and [65])
where M = 0, 1, . . . , L − 1 is the number of Bethe roots. These constraints appeared already in [66, 67] where the eigenvalues and the Bethe equations are computed by functional methods. Let us also mention that functional methods have been also developed when q is a root of unity [68, 69] . The coordinate Bethe ansatz has been also generalized in [70, 65] to get the eigenvectors and eigenvalues and give a nice interpretation of M . Indeed, for a given M and if the constraint (5.30) is satisfied, a basis is constructed in [70, 65] where the Markov matrix can be written as the following tridiagonal bloc K-matrix
In the matrix (5.31), the value of n is the number of excitations in the corresponding square sub-matrices of dimension L n × L n , * stands for non-vanishing submatrices and all the other non-displayed submatrices are 0. Because of the vanishing of the submatrix on the left of the block "n = M + 1", the action of W on states with n ≤ M provides again states with n ≤ M . Therefore, M is interpreted as the maximum number of excitations for the eigenvectors obtained in [9, 65] . With this interpretation, we conclude immediately that some eigenvectors are missing. Numerical evidences of this fact have been given in [71] . Therefore, to complete the spectrum, a second set of Bethe equations has been found [71, 72] . The left eigenvectors corresponding to these eigenvalues are easily computed for example by the generalized coordinate Bethe ansatz introduced in [70, 65] using the canonical dual of the bases where W takes the form (5.31). This time the states contain at least M + 1 excitations (it easy to check that this sector with at least M + 1 excitations is stable by the action of W on left vector) and we use the symmetry holeparticle. The corresponding right eigenvectors are given by a generalisation of the matrix ansatz using the idea of the coordinate Bethe ansatz [73] . For this case, the algebraic Bethe ansatz has been studied in [10] : a comparison with the matrix ansatz would be interesting.
Let us come back to the ASEP case. In this case, the integrable boundaries must be markovian (i.e. e s = 1) and the constraint (5.30) is satisfied for M = L−1. Therefore, the Bethe approaches provide all the eigenvalues and eigenvectors except one, the steady state given by the matrix ansatz [2, 3] . In [64] , the Bethe equations were used to compute the spectral gap and determine how states approach the steady state.
As explained in section 2.4.1, it can be also interesting to study the more general integrable boundary with e s = 1 to get the current fluctuations. One can use the above results when the constraint (5.30) is satisfied. For the generic case, progress has been made recently. The matrix ansatz has been developed in [74, 75] . The algebraic Bethe ansatz in the case of the SSEP has been generalized in [50] based on the eigenvalues and Bethe equations found in [76, 77] . A lot of other methods have been also introduced: the Onsager's approach [78] , the functional method [79] , the separation of variables method for SSEP model [80] and for ASEP model [81, 11, 12] , the TQ relation [82] and the inhomogeneous TQ relation [83, 84] .
6 Example: a reaction-diffusion model
The aim of this section is to illustrate the use of relations (3.8) and (3.12) to find the stationary state, on a model for which one needs an algebra more involved than in the previous cases. As we will see, this algebra will be generated by three elements (instead of two in the previous cases) and the entries of A (1) will not be central in the algebra anymore.
The model
The stochastic process we want to study is a reaction-diffusion model. The particles move to the left and to the right with rate κ 2 and with a simple exclusion principle. They are injected and extracted on the boundaries with the same rates than the ASEP model. Moreover, two particles can be annihilated ("evaporate from the lattice") when they are neighbours or created ("condensate" on the lattice) on two adjacent empty sites with rate 1 in both cases. The dynamics is summarized in figure 6 . For this process, the local jump operators are given explicitly by
The use of relations (1.12) and (1.13) to compute the stationary state shows that E and D cannot be scalar. Indeed, if E and D were scalars, the words of two letters would vanish (for instance). Therefore, we propose in the following a more complicated algebra deduced from the Zamolodchikov algebra that allows us to compute any word.
The R and K matrices
The first step is again to compute the R-matrix and the K-matrix associated to the considered model. The R-matrix associated to the reaction-diffusion model is given by
It satisfies the Yang-Baxter equation, the unitarity, regularity, local jump (with ρ = 1/(2κ) and w given in (6.1)) and crossing unitarity properties with
We introduce a solution of the reflection equation (2.9) associated to this R-matrix:
3) and a solution of the reflection equation (2.17)
(6.4) These matrices satisfy the unitarity and regularity relations. As explained previously, they encode the boundaries (6.1) through their derivatives (boundary jump operator property) κ K (1) = B and − κK (1) = B .
(6.5)
Using these matrices and the transfer matrix (2.14), we prove that this model is integrable.
Construction of the algebra
We take the following expansion for the vector A(x) satisfying the Zamolodchikov relation (3.8):
We get the exchange relations between G 1 , G 2 and G 3 using the relation (3.8). These exchange relations read
Using the GZ relation (3.12), we get the relations on the boundaries
(6.8)
Relations (6.7) and (6.8) can be rewritten in the more usual form
where E, D and H are the usual DEHP generators with the identification
deduced from relation (4.1). In the following, we will use the natural basis {G 1 , G 2 , G 3 } because it leads to simpler computations. In particular, relations (6.7) imply that G 1 G 3 is central.
Calculation of physical observables
Densities. The average density on the site i is given by
with C = E+D = 2 G 2 . We see that we need to compute only two quantities:
2 |V . For the first one, one gets
The first equality is obtained by pushing G 1 to the left using the commutation relations (6.7). We then get the second equality using the relation on the left boundary (6.8). To complete the computation, we have to deal with the last term W |G 3 G
where we pushed G 3 to the right using (6.7) and applied it against the right boundary using (6.8). The last term can be rewritten in the following way
Putting (6.12), (6.13) and (6.14) all together we get a closed formula for W |G
In the same way we can compute
We finally get the expression of the density
The markov process (6.1) is invariant under the transformation κ → −κ. Therefore, all the physical quantities must be also invariant under this transformation. Remarking that the parameters are transformed as follows φ → 1/φ, a → 1/a, b → 1/b, c → −c/a and d → −d/b, we deduce easily that density (6.17) is indeed invariant.
Currents. The situation is here different from the previous ASEP and SSEP models, because the number of particles is not conserved in the bulk. We can define different kinds of currents: the usual current on the lattice between site i and i + 1 but also the evaporation current at the sites i and i + 1. Let us first compute the usual current on the lattice from the site i to i + 1
We can also compute the evaporation current (the evaporation is counted positively whereas the condensation is counted negatively)
Again, it is straightforward to show that these currents are invariant under the transformation κ → −κ. We can also compute the variation of the density at the site i which vanishes at the stationary state
This last relation can be verified algebraically with the forms (6.18) and (6.20) or directly with (6.19) and (6.21) .
Expressions in the large L limit. Due to the symmetry φ → 1/φ, we can choose |φ| ≤ 1. Then, from the expressions of the densities, we can deduce the following forms in the large L limit where is small. For 0 < φ < 1 (i.e. 1 < κ), it shows that depending on the sign of the difference α − γ (resp. δ − β), the density closed to the left (resp. right) boundary is larger or smaller than the average density in the bulk.
For −1 < φ < 0 (i.e. 0 < κ < 1) and close to the boundaries, the density shows Friedel oscillations (see figure 7 ). As for densities, when 0 < φ < 1, the sign of the current close to the left (resp. right) boundary depends on the sign of the difference α − γ (resp. δ − β), while for φ < 0 it oscillates.
Representation of the algebra and the boundary vectors
In this section we give an explicit representation of the generators G 1 , G 2 , G 3 and of the boundary vectors |V and W |. It proves the existence of these objects and the fact that the normalization factor W |G L 2 |V appearing in the previous algebraic computations is not equal to zero. Let us set Using the Stolz-Cesaro criteria [85] , one can show that the series is convergent when
Remark that to thanks to the symmetry κ → −κ, we can choose |φ| < 1. Then, when L is large enough, the conditions (6.35) are always fulfilled (when c, d = 0).
Conclusion
In this paper we analyzed the matrix ansatz in the integrable systems framework. We showed that the quadratic algebra arising with the matrix ansatz can be linked in some cases to quantum groups. This connection is made in two steps. First, when the R-matrix of the model satisfies the Markovian property, it is possible to express linearly generators of the Zamolodchikov algebra in terms of generators of the quantum group. Second the ZF relation gives back, through a derivation, to the bulk relation of the matrix ansatz. We gave the explicit expression, in the out-of-equilibrium statistical physics language, of the key objects (R and K matrices) needed for the integrable techniques. As a byproduct, we proved the integrability of the open TASEP model. We constructed the transfer matrix and proved, for the SSEP and ASEP models, that the vector given by the matrix ansatz is an eigenvector of the transfer matrix. We computed the associated eigenvalue and connected it to the algebraic Bethe ansatz framework. It would be interesting to push further this investigation and understand if this eigenvector could be used as a reference state (i.e. a highest/lowest weight for the monodromy matrix) for the algebraic Bethe ansatz. Another fruitful way to tackle this problem would be to generalize the coordinate matrix ansatz developed in [73] allowing one to get other eigenvalues and eigenvectors.
In order to show the efficiency of the method, we constructed an algebra that allows us to write in a matrix product form the stationary state of a reaction-diffusion model. We computed physical observables using the algebraic relations in the bulk and on the boundaries. We believe that this approach is quite general: once the R-matrix of an integrable system is known, it is possible to compute the K matrices by solving the reflection equation. Then the ZF relation gives the exchange relations of the generators in the bulk and the GZ relation gives the action of the generators on the boundaries. This method can be for instance used to construct the quadratic algebra which allows to compute the weight of the stationary state of a 2-species TASEP model with open boundaries. This algebra contains more than three generators and gives non scalars overlined operators in the matrix ansatz. We will come back on this case in a forthcoming publication.
The choice of an evaluation map for a given problem is also an open question. Indeed, the level of truncation of the series A(x) was found case by case and through tries and errors for the models we presented. A better understanding of the optimal number of generators to describe a stationary state in a given model is a crucial point in the method.
Another interesting development would be to prove the existence of non zero boundary vectors W | and |V satisfying the GZ relations without constructing case by case explicit representations. We believe that the ZF and GZ relations should offer efficient ways to compute physical observables. Finally the matrix ansatz only works for a Markovian Hamiltonian, it could be interesting to generalize it to a current counting deformation of the Hamiltonian (this deformation is still integrable in the SSEP, ASEP and TASEP models). Works have already be done in this direction [74, 75, 82] .
