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ABSTRACT
Kang, Jisun M.S., Purdue University, December 2016. Improving a Mesh
Segmentation Algorithm Based on Non-Negative Matrix Factorization. Major
Professor: Tim McGraw.
3D Mesh segmentation is used in various applications such as object recognition,
reconstruction, and analyzing structure of meshes. The method for 3D mesh
segmentation based on sparse non-negative matrix factorization (NMF) was
previously proposed. It represents a novel, and conceptually simpler, method than
other comparable algorithms. However, this method still has potential to improve
performance, results could have better consistency and uniqueness with faster
computation time than the prior proposed algorithm.
This study introduced several approaches to enhance the performance of the
algorithm comprehensively: applying different update rule and initialization of
factor matrices, and imposing sparseness to the factor matrices and the distance
matrix. In addition, we introduced how to measure the performances of the results.
1CHAPTER 1. INTRODUCTION
In computer graphics, a 3D mesh is used in various areas such as animations,
games, simulations, and modeling. Mesh segmentation methods decompose meshes
into parts for various purposes like image segmentation does. It is used for diverse
applications such as digital shape reconstruction Va´rady, Facello, and Tere´k (2007),
mesh compression Cheng, Kuo, and Wu (2010), object recognition Shotton et al.
(2013), collision detection X. Li, Woon, Tan, and Huang (2001), and skeleton
extraction Katz and Tal (2003).
Non-negative matrix factorization was first introduced by Lee and Seung
(1999). According to the definition by Sra and Dhillon (2005), Non-negative matrix
Factorization (NMF) is a technique used in machine learning areas such as
dimensionality reduction, data analysis, and data mining.
An approach to mesh segmentation based on NMF was presented by McGraw
et al. (2016). There are several approaches for mesh segmentation such as region
growing, hierarchical clustering, iterative clustering, and spectral analysis (Shamir,
2008). This study focuses on sparse NMF for mesh segmentation by McGraw et al.
(2016) because of its simplicity and novelty. In this study, several different methods
to improve the performance of the method of McGraw et al. (2016) are proposed.
1.1 Significance
There are several reasons we focus on the sparse NMF method for mesh
segmentation: automatic segmentation, parts-based decomposition, and simplicity.
An automatic segmentation reduces human effort and time dramatically on
clustering a mesh. Sometimes automatic method reveals implicit parts that have
not been spotted by the human perception. For example, when we have a mesh
2hard to divide into parts such as organs, tumors, or abstract objects, automatic
segmentation can give initial ideas on clustering.
NMF results in part-based segments by locality of a nature of the NMF and
it provides an intuitive representation because a process of NMF to learn parts is
related to a perception mechanism (Wang & Zhang, 2013).
The simplicity of NMF gives the chance to adapt different sub algorithms
easily and improve performance of algorithm. A spectral mesh clustering is highest
comparable algorithm (Liu & Zhang, 2004) to NMF mesh segmentation since both
use a matrix decomposition for a same data matrix which is expressed as a distance
matrix, it requires eigenvector computation, eigenvalues sorting, and k-means
clustering steps, which tends to be complicated and consume more time than NMF
method. NMF does not require it because segments are represented in the matrix of
basis functions.
These reasons support the significance of idea which is improving the NMF
mesh segmentation.
1.2 Purpose of the Study
There are several possible enhancements on NMF algorithm for mesh
segmentation in terms of computing time, consistency, and uniqueness of the results.
This study aims to improve performance on the results obtained by McGraw et al.
(2016). Detail definition of the performances is given in the following section. We
focused on several ideas to improve the performances as follows:
• Imposing sparseness constraints to factor matrices and making the distance
matrix sparse.
• Using a different initialization for factor matrices rather than a basic random
initialization.
3• Using a different update rule. We suggested three different update rules: the
multiplicative update rule, the alternating least square, and the projected
gradient descent. We concluded the result section by recommending specific
update rules for particular situations.
• Providing measurement methods: the performances are measured using a
number of iterations of convergence, time costs, the adjusted mutual
information, and the entropy.
1.3 Definition of performance
There are four performance factors in this study:
• Time(Iteration): computing time performance. Time is closely relevant to the
iteration number. When the number of iterations is decreasing, the algorithm
convergence rate is increasing. We can inference that an algorithm converges
faster, consumption time is shorter.
• Uniqueness: in terms of mathematics, uniqueness means that only one
solution exists. In NMF, the solution is not unique. Improving uniqueness is
defined as making the algorithm have a smaller solution space.
• Consistency: High consistency of the results means that each result on each
algorithm running is similar to other results. In this study, adjusted mutual
information is the metric to measure consistency.
Specific measurements of performance are introduced in Measurements
section 3.5 later in this study.
1.4 Limitations
The Limitations for this study include:
4• Entire experiments are conducted in Matlab to control environment. Other
tools could result in different time performance.
• A range of using algorithms are limited to NMF.
• We explored the effects of different k values, however, we do not address about
the choosing proper k of a mesh. See Liu and Zhang (2004) to know a way to
determine k clusters using the affinity matrix.
• Large mesh data which have more than 30,000 number of faces are not
subjects in this study. We do not cover to improve time performance for large
matrices.
1.5 Summary
This chapter provided the related background and the next chapter provides
a review of the literature relevant to this study.
5CHAPTER 2. REVIEW OF RELEVANT LITERATURE
This chapter provides a review of the literature relevant to the improvement
of sparse NMF for mesh segmentation.
2.1 Overview of Non-negative Matrix Factorization
The NMF is a matrix factorization framework, which finds feature vectors
from a given data matrix. Let a given data vector x ∈ Rm such that x ≥ 0, which is
composed of n observations, data matrix L is L = [x1, ..., xn] ∈ Rmxn ≥ 0. NMF
decompose L into a basis matrix W ∈ Rmxk ≥ 0 and an encoding matrix
H ∈ Rkxn ≥ 0 such that L = WH. Thus, each column of W is a basis vector, each
column of H is an encoding vector. The encoding vector consists of the coefficients
which are combined with basis vector in a linear combination. k is a dimension of
feature vector we seek, it should be much smaller than n and m. Thus, k represents
the number of clusters, L consists of a mesh information, and the feature vector is
the final segmentation labeling result in our mesh segmentation application.
However, the results are not unique. If the matrix A is invertible, and WA−1 and
AH are positive then (WA−1)(AH) is an NMF of L. It shows that plenty of
arbitrary invertible matrices can be matrix A, there could be many possible
solutions. NMF is considered as ill-posed problem since the solution is not unique.
NMF can be found by solving a minimization problem between a given
matrix L and an estimate solution L′ = WH.
min
W,H
||L−WH||2F s.t. W ≥ 0 and H ≥ 0 (2.1)
6Explicitly, iterative algorithm is achieved following multiplicative update
rules:
W = W ⊗ LHT WHHT , H = H ⊗W TLW TWH (2.2)
as provided by Z. Li, Wu, and Peng (2010); Lin (2007). Denote, ⊗ is element-wise
multiplication,  is element-wise division.
In the basic NMF algorithm (Lee & Seung, 1999), first we need to initialize
W0 and H0 with small random values. Then, use gradient descent method until we
find the WH that are close enough to L. Finally, we can use a lower rank matrix H
for mesh segmentation.
As a novel method for dimensionality reduction, many NMF algorithms have
been developed aside from the basic NMF algorithm. Wang and Zhang (2013)
investigated NMF algorithms to categorize into four sections: Basic NMF,
constrained NMF, structured NMF, and generalized NMF. Constrained NMF
imposes additional constraints such as sparseness, orthogonality, using information
for discrimination, and preserving the local topological properties.
Definition of topological properties excerpted from Wang and Zhang (2013)
is that the local relationship between a point and its neighboring points. Among the
constrained NMF approaches, this approach to preserve the local topological
properties is called ’NMF on manifold’. Graph regularized NMF is one of the NMF
on manifold methods, it incorporates with the local invariant properties and
corresponds manifold learning method, while the standard NMF optimizes data in
the euclidean space.
Structured NMF transforms basic formulations through imposing different
weights to matrix W , considering time-frequency domain, and decomposing the
matrix into three-factor matrices rather than two. Generalized NMF tries new ways
of conventional methods, for example, it imposes non-negativity constraint only on
the particular factor matrix.
7In our study, we focused on the sparseness or orthogonal constrained NMF
and projected gradient method. More detail about these approaches was covered in
the later section 2.6.
2.2 Affinity matrices
The affinity matrix is a similarity matrix, there are various affinity matrices
starting from adjacency matrix to Euclidean distance, Laplacian, geodesic distance,
and angular distance matrix. The given example in Lee and Seung (1999) includes a
facial image database shown in Figure 2.1, which can be expressed as Ln×m with m
face images of n pixels, and it generates parts of the face as features of W columns.
Figure 2.1.: A facial image database of m = 2, 429 images with n = 19 × 19 pixels
from the original NMF method of Lee and Seung (1999).
In the previous study of McGraw et al. (2016), affinity matrix used a
normalized all-pairs shortest paths algorithm using the distance matrix based on
geodesic distance and angular distance to compute the matrix L. Angular distance
uses dihedral angle, which imposes high affinity for same normal direction on faces
to consider the local concavity and convexity. Dihedral angle d is given by following
equation (Katz & Tal, 2003; Liu & Zhang, 2004; Zhang, Zheng, Wu, & Cai, 2012).
dij = η(1− ni · nj) (2.3)
, where ni and nj are unit normal vectors of face, and η is a parameter for tuning
sensitivity about the local concavity.
8Geodesic distance is a shortest path along the surface between two vertices in
a graph. Both angular and geodesic distance matrices are formed by dual graphs
from original mesh vertices and faces. After we get angular and geodesic distances,
we will combine these two as a weighted average using a parameter δ where dgeo is
geodesic distance and dang is angular distance.
d = δdgeo + (1− δ)dang s.t. 0 ≤ δ ≤ 1 (2.4)
The final distance matrix d is run in the all-pairs shortest paths algorithm.
The all shortest paths algorithm chooses Floyd-Warshall algorithm when the matrix
is more than 10% dense, or it uses Johnson’s algorithm if the matrix is sparse.
At the end, several kernels can be applied to the affinity matrix such as
Gaussian kernel e
−d2
2σ2 where σ is the standard deviation, which affects the size of the
clusters, and d is distance. As a result, we can tune δ, η and σ to fit a given mesh
data. Applying kernel is optional, the previous study used the Gaussian kernel to
regulate the size of the clusters with a tunable parameter σ.
2.3 Sparse Non-negative Matrix Factorization for Mesh Segmentation
In mesh segmentation using NMF, a mesh can be represented by multiple
bases, intuitively accounting for parts combining. In an excerpt from McGraw et al.
(2016), the NMF naturally produces parts-based decompositions due to the locality
of the NMF basis functions. This provides an intuitive representation results with
local parts on clustering problems. In other words, it provides visually
distinguishable parts interpretation. The reason is that, a nature of NMF from
nonnegative component and additive combination, which prevent cancellations
occur.
The main purpose of this study is improving the previous mesh segmentation
algorithm using sparse NMF, which is a novel method for mesh segmentation.
Following Algorithm 1 is the proposed by McGraw et al. (2016) in the
journal paper.
9Algorithm 1 sparse NMF segmentation
1: procedure NMF mesh segmentation(V, F, n, k)
2: Compute the dual graph of the mesh to obtain the adjacency matrix A from
V and F .
3: Compute the distance matrix d based on a combination of geodesic distance
and dihedral angle distance.
4: Compute the all-pairs shortest path matrix L, from d.
5: Normalize rows of matrix L.
6: Compute the rank-k sparse NMF of L to obtain W and H.
7: Normalize W and H.
8: Compute the label for each face i by finding maxj(Hij)
9: end procedure
In the Algorithm 1, V is vertices, F is faces, n is a number of faces, and k is
a number of clusters, which implies a number of bases in the NMF. The algorithm
computes the dual graph to be used for computing the geodesic distance, which
clusters faces. d is a distance matrix based on a combination of geodesic distance
and dihedral angle using Equation (2.3). By row normalizing L, L implies the
stochastic matrix, as known as a Markov matrix or a transition matrix, can be
described a random walk on the mesh. Thus, each element Sij represents the
probability of a random walk going from the face i to the face j. At the end, for
labeling, the sparse NMF algorithm takes maximum basis function by simply
choosing the highest value of each column of H.
2.4 Initialization of NMF
Since NMF includes optimization algorithm, it is also hard to avoid
converging to local minima, and it may be slow to converge in some cases. One
possible approach solving this issue is using initialization strategy that the start
point affects the performance of the algorithm. The basic method of initialization is
10
Figure 2.2.: NMF basis functions (k = 12) excerpted from McGraw et al. (2016).
White denotes high values, and black denotes low values. It shows local parts such
as eyes, ears and nose apparently.
Figure 2.3.: Other segmentation results from McGraw et al. (2016). From top left,
flamingo, dragon, armadillo, skeleton, pawn, hand, Lucy, and happy Buddha.
assigning random values to the start point. The NMF mesh segmentation uses
random values to initialize W0 and H0. However, random start point yields the
inconsistent results. If we can fix the initial point, it is possible to converge to the
specific minima at least, so that we can achieve better consistency, although we
cannot get perfectly consistent results because NMF is an ill-posed problem.
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Furthermore, with this constraint, the algorithm would converge much faster than
the basic random assignment method, since a basic concept of initialization is that
reducing error quickly and converging fast rather than reducing overall error at
convergence.
There are several initialization techniques to make the algorithm converge
steadily to local minima within a small range. The multi-start random initialization
chooses initial values that have the steepest slides and averaging of randomly
selected data columns and initializes each column of the matrix W by the average of
random rows of L (Langville, Meyer, Albright, Cox, & Duling, 2006). But both of
these still do not produce consistent results. The centroid decomposition proposed
by Wild, Curry, and Dougherty (2004) suggests that using k centroid vectors as the
columns of W could reduce the converging speed and could impose consistency.
However, it is computationally very expensive (Langville, Meyer, Albright, Cox, &
Duling, 2014).
A Singular Value Decomposition (SVD) based initialization could be a
suitable method for the NMF since SVD is constrained to low rank matrix
approximation as same as NMF does. Most well-known approach is the
non-negative double singular value decomposition (NNDSVD) introduced by
Boutsidis and Gallopoulos (2008).
NNDSVD is compatible to most NMF algorithms regardless of the sparseness
is desired or not, it is more suitable with sparse NMF than other methods. Because
it is based on approximations of positive sections of the partial SVD factors of the
data matrix utilizing an algebraic property of unit rank matrices. This algebraic
property represents two things: First, a resulting matrix will have rank two or less
by making all negative values of a unit rank matrix to zero, such that matrices that
have rank greater than one are not similar. Second, non-negativity for all singular
vectors corresponds to non-trivial singular values of the resulting matrices, which is
directly connected to the concept of non-negative rank. Thus, it is guarantee that
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an exact non-negative factorization exists if matrix L ≥ 0, which has a non-negative
rank, and W,H ≥ 0 have that number as rank.
The NNDSVD algorithm is based on two SVD processes, the first SVD
process approximates the data matrix, and the second one approximates positive
sections of the partial SVD factors. The NNDSVD in this study used the random
SVD for the first SVD process, although basic NNDSVD has no randomization. The
random SVD is a fast computation of the truncated Singular Value Decomposition
using randomization as introduced in Halko, Martinsson, and Tropp (2011).
2.5 Sparseness constraints
NMF is constrained to have only non-negative factors, sparseness is naturally
induced because the NMF representation contains both naturally sparse basis (W )
and encoding (H) (Lee & Seung, 1999). Thus, sparseness of matrices W and H is
important property for the segmentation based on NMF.
To impose sparseness to matrices, we use the plain version of the Iterative
Hard Thresholding (IHT) method first. The IHT is introduced by Blumensath and
Davies (2009) for compressed sensing. Basic idea is to reduce approximation error of
recovered signal by giving certain sparseness to compressed signal. When given
problem is Y = ΦX − e where Y ∈ Rm, X ∈ Rn, Φ ∈ Rm×n, m << n, e is
observation noise, and X has s-sparse, the solution is iteration of algorithm using
X i+1 = Ps(X
i + Φ(Y − ΦX i)), where Ps is a hard thresholding operator. We
applied this to the NMF where given problem L = WH − e, given solution
H i+1 = Ps(H
i) and W i+1 = Ps(W
i), when Ps simply sets all values under specific
threshold value to zeros.
The IHT is simple to impose sparseness; however, it is hard to define as a
specific parameter. Hoyer (2004) introduces comprehensive concept of the
sparseness constraint on the NMF to make sparseness as a explicit control of the
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statistical properties of the representation, and to improve the uniqueness of the
decomposition.
The algorithm can impose sparseness to both matrix W , which contatins
basis vectors, and matrix H, which contains coefficients of W . This is regarded as a
regularization such that the sparseness on W affects only small parts of data, and
the sparseness on H tends to make the result more dependent on basis vectors. If
we impose sparsenesses on both factor matrices, algorithm can focus on smaller
parts of data with more dependence of basis vectors.
With a given non-negative data matrix Ln×m, find the non-negative matrices
Wn×k and Hk×m such that satisfy minW,H ||L−WH||2F , under optional constraints
sparseness(wi) = SW , sparseness(hi) = SH . (wi is the i-th column of W and hi is
the i-th row of H). Thus, under these conditions when a user defines k, which is a
number of clusters, and desired sparsenesses SW and SH , the problem becomes a
non-negative least squares subproblem(NNLS), which is to find the closest
non-negative vector y to a given vector x.
In Kim and Park (2008), researchers offer a specific idea to impose





















i ||hi||21 terms as regularization of each W and H, λ > 0 is a constant
trade-off value between better approximation and strong sparsity on H, because
high λ reduces magnitude of H, which gives strong sparsity on H. µ controls
magnitude of the elements of W so that make balance between W and H through
regularizing. These parameters should be tuned through the sparse constraints
algorithm to ensure convergence.
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where 11×k is a row of ones, 01×n is a row of zeros, Ik is a k × k identity
matrix, and 0k×m is a matrix of zeros.
Figure 2.4.: Excerpted from Hoyer (2004). Increasing the sparseness of the basis
images, the results turn into a local one from a global one. Sparseness levels were set
to (a) 0.5 (b) 0.6 (c) 0.75.
2.6 Orthogonality constraints
Since the NMF has a broad range of solutions, numerous approaches have
been developed to reduce the solution space. Sparseness constraint is one of these
methods and also orthogonality constraint is considered to minimize the redundancy
of bases.
Orthogonality can eliminate the degrees of freedom and produce much
sparser factor matrices (Choi, 2008; Ding, Li, Peng, & Park, 2006). The result of
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Orthogonal NMF is produced from a specific smaller range of the solution space, it
can be seen the most distinct result compared to other methods (Z. Li et al., 2010).
Oja and Yang (2010) stated:
”The primary reason for combining orthogonality and nonnegativity is
that two nonnegative vectors are orthogonal if and only if their nonzero
parts are non-overlapping. A typical example is binary vectors whose
ones appear in different places. An orthogonal and nonnegative matrix is
thus generally sparse with lots of zero entries, which may be
advantageous in feature extraction.”
ONMF can be seen as k-means clustering the rows or columns of a given data
matrix L. The k-means method minimizes distances between centroids and data
points, it is same to minimize to centroid in the feature space in ONMF with
respect to cluster indicator matrices, which are W for clustering rows, and H for
clustering columns. For more in detail, see Theorem 2 in Ding et al. (2006). This
k-means interpretation means that ONMF is may be useful for clustering.
The difference between the sparse NMF and the orthogonal NMF on the
optimization step, which follows multiplicative update rules. In orthogonal NMF
(ONMF), it is constrained by W TW = I when to impose orthogonality on W only,




||L−WH||2F s.t. W TW = I,HTH = I. (2.8)
In ONMF optimization step of Ding et al. (2006), they use the Lagrange multiplier,
which is a method for finding the local minima, on multiplicative update rules. It is
shown to impose W orthogonality as follow:
W = W ⊗
√
LHT WW TLHT , H = H ⊗W TLW TWH. (2.9)
To impose H orthogonality:
W = W ⊗ LHT WW TLHT , H = H ⊗
√
W TLW TLHTH. (2.10)
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Consequently, if bases, columns of W, are orthogonal by W TW = I, results can be
considered the distinct parts. If rows of H are orthogonal by HTH = I, it improves
an accuracy of segmentation results. But in most cases, poor low-rank
approximation results are generated when both W and H are orthogonal. Ding also
introduce two-sided orthogonal NMF imposing orthogonality on both W and H,
called bi-orthogonal three factor NMF. Thus, Ding add another matrix factor S for
degree of freedom, L ≈ WSH. Consequently, iteration algorithm follows:
W = W ⊗ LHST WW TLHST , H = H ⊗ LTWS HHTLTWS
S = S ⊗W TLH W TWSHTH
(2.11)
However, Ding’s method requires heavy computation due to matrix
multiplication on each iteration. Z. Li et al. (2010) provide orthogonal subspace
method to incorporate orthogonal factor matrices into the objective function.
Moreover, Yoo and Choi (2008) suggested a simpler approach of Ding’s method. By
converting ONMF into Stiefel manifold with non-negative constraint, we can get a
parameter space containing the orthogonality itself.
2.7 Projected gradient methods for NMF
The common NMF algorithm uses the multiplicative update method, but its
convergence speed is slower than other update methods. Hoyer (2004) have devised
a basic concept of a projected gradient descent algorithm to constrain NMF with
sparseness. It uses a flexible step, which is small enough for projecting onto the
constraint space in the gradient descent, rather than a fixed step in the
multiplicative update rules, which yields slower convergence.
Projected gradient method has been developed by several studies such as Lin
(2007), Dai and Fletcher (2005), and Narkiss and Zibulevsky (2005) to improve
performance of the basic projected NMF.
Mohammadiha and Leijon (2009) experiment five different projected gradient
methods with sparseness constraint on NMF including oblique projected Landweber
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Method, Lin-projected gradient (Lin, 2007), Barzilai-Borwein gradient projection
(Dai & Fletcher, 2005), and projected sequential subspace optimization (Narkiss &
Zibulevsky, 2005).
2.8 Methods for measurement of performance
Clustering problems are sometimes hard to interpret to explicit semantic
results. Main goal of segmentation problems is to find meaningful interpretation
from segmented results, it does not matter data is labeled into specific cluster. For
example, a head of human bodies from segmented results could be assign to any
label from 0 to k, still the results are same in terms of intuitively meaningful parts.
Result of NMF is not unique, it has various slightly different results
whenever you perform the same algorithm again, so we need to define terms and
methods to measure performances of the NMF algorithm. Chen, Golovinskiy, and
Funkhouser (2009) choose several evaluation metrics to show how well
computer-generated segmentations correspond the human-generated segmentations
such as cut discrepancy, Hamming distance (Huang & Dom, 1995), the Rand index
(Rand, 1971), and consistency error (Martin, Fowlkes, Tal, & Malik, 2001). In
Manning, Raghavan, Schu¨tze, et al. (2008), additionally purity, normalized mutual
information, and the F measure are mentioned.
1. Cut discrepancy: This metric approaches boundary-based measure, it
compares total distances of points along the cuts between the computed
segmentation and the closest ground truth segmentation.
2. Hamming distance: Commonly, Hamming distance is used to compare strings
of equal length, basically it measures the minimum number of errors between
two strings. If we assumes a labeling vector Yn×1 where n is a number of faces
as a string, we can calculate the error using the Hamming distance.
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3. Rand index (RI): It measures the accuracy when class labels are not specified,
so it is mostly suitable for clustering problems. Rand index measures the
probabilities that a pair of faces in the same segment or not.
RI =
a+ b
a+ b+ c+ d
, (2.12)
where a is a number of agreement pairs both are same (true positive), b is a
number of agreement pairs both are different (true negative), c is a number of
error pairs both would same (false positive), d is a number of error pairs both
would different (false negative).
4. F measure: The Rand index assigns equal weight to false positives and false
negatives. Sometimes it does not work to separate by similarity rather than
dissimilarity. F measure penalizes false negatives strongly than false positives.
F measure uses precision and recall. Precision P = a
a+c






, where constant parameter β > 1.
5. Consistency error: This metric accounts for nested, hierarchical similarities in
segmentations. Consistency error E(U, V ) is ||ui\vi||||ui|| , where \ denotes a
difference, U is a set of segments ui ∈ U , and V is a set of segments vi ∈ V
such that i ∈ [1, k]. There are two consistency error, one is Global Consistency
Error (GCE), other one is Local Consistency Error (LCE):







LCE(U, V ) = 1
n
∑
min(E(U, V ), E(U, V )).
6. Purity: It is related to a proportion of the majority class in each segment.
Purity(U, V ) = 1
n
∑
i maxj |ui ∩ vi|. Purity tends to increase when the number
of clusters is large.
7. Mutual Information (MI): It is one of information theoretic measurement.





P (si)log(P (si)) (2.13)
where P (si) is a probability of a face being in a segment si.
The entropy of the variable measures the expected uncertainty in the variable.
For example, if all data belong to the same cluster, then entropy is zero, which
indicates no uncertainty. On the other hand, if data is distributed uniformly,
entropy is 1, which indicates most uncertainty. Cover and Thomas (1991)
stated, the relative entropy is a measure of the distance between two
distributions as known as Kullback-Leibler distance, which mutual
information MI(U, V ) is drawn from:









where P (ui) is a probability of a face being in a class ui, and P (ui, vi) is a
intersection of ui and vi.
Thus, mutual information measures the amount of information that one
variable has another variable. High MI implies low uncertainty of ui with
respect to the information of vi, which means better consistency than when
MI is low.
8. Normalized mutual information (NMI): An normalization of the MI to scale
the results between zero and one. Zero means no mutual information, while
one is a perfect correlation:




2.8.1 Adjusted rand index and adjusted mutual information
Measurement of the performance of a clustering result is somewhat difficult
to define with absolute values, clustering evaluation mostly follows some similarity
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metric. In this study, we focus on the adjusted rand index (ARI), which is suggested
by Hubert and Arabie (1985), and the adjusted mutual information (AMI)
presented by Vinh and Epps (2009) as a metric of the consistency performance.
These two methods are used in Python sklearn.cluster module (Pedregosa et al.,
2011) for evaluating clustering algorithm as well.
Both ARI and AMI measures the similarity of the two results, ignoring
permutations and with chance normalization. Aforementioned methods the basic
RI, MI, or NMI has a problem that its expected value of two random partitions does
not take a constant value. The average value of the NMI and RI tend to increase as
the number of clusters increases. In the other hand, both ARI and AMI have a
score close to 0.0 for any number of clusters k and the number of samples n.
ARI ranges from -1 to 1, and AMI is from 0 to 1. Higher value means





MI(U, V )− E[MI(U, V )]
max(H(U), H(V ))− E[MI(U, V )] , (2.17)
where E[RI] is an expected RI, E[MI] is an expected MI.
2.9 Summary
This chapter provided a review of the literature relevant to our study. NMF
is the main approach for mesh segmentation of our study, we adapted the NMF
with the different data matrix which is the affinity matrix suggested in the spectral
mesh clustering. We also provided the overview of our previous study: the Sparse
NMF for mesh segmentation, since all algorithms of this study based on it. We
considered to apply aforementioned studies such as different initialization methods,
imposing additional constraints for sparseness or orthogonality, using various
affinity matrix, and different update rules. Moreover, to compare our method with
previous and other conventional methods, we introduced several measurements of
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the segmentation results such as the Rand index, the Mutual information, and the F
measure.




This chapter provides the framework and methodology to be used in the
study. The first is the definition of the hypotheses. Second is to list procedures of
the experiments in order. Third is to introduce measurement methods of
performance. Forth, it offers a description of the dataset. Last, it describes the
environment of experiment and control variables.
3.1 Hypotheses
The main goal of this study is to improve overall performance, which is
characterized by computing time, consistency, and uniqueness, of an existing mesh
segmentation based on sparse NMF (McGraw et al., 2016).
There are several hypotheses for this study as below:
1. Initialization of NMF factor matrices based on SVD will produce better
consistency and faster convergence of the result than the previous study.
2. Applying different constraints such as sparseness or orthogonality will make
the result tend to be unique, which means having smaller solution space, and
also consistent.
3. Projected gradient methods will help to converge faster, which leads to time
performance improvement.
3.2 Procedures of the experiments
Each experiment was designed with independent variables, dependent
variables, and control variables. All experiments conduct our NMF mesh
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segmentation algorithm through Matlab scripts. There are many independent
variables such as mesh size, and sparseness values, or a number of clusters k.
Dependent variables are related to the performance metric such as AMI value, time
costs, and entropy.
We performed total 11 experiments in the following order.
Figure 3.1.: Overview of the experiments flow.
1. Compared different mesh simplification methods to get simplified meshes
properly which have a similar mesh structure with the original object.
2. Measured the time costs of sub-algorithms, which defined in the section 4.2.1,
for different mesh sizes to explore trends between the mesh size and the time
performance.
3. Explored differences in segmentation results between simplified meshes and
original meshes to observe the effect of simplified meshes on the NMF mesh
segmentation.
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4. Observed time performance per a number of clusters k with various mesh sizes
to see an influence of the k.
5. Compared time cost, convergence, and consistency of progress of different
update rules. (Another purpose of this test is to decide the direction of next
experiments, so it used a small set of samples and trials.)
6. Compared time cost, convergence, consistency of algorithm, and uniqueness of
different update rules with various sized objects, and compared the effects of
the fixed iterations versus the converged iterations of update rules as well.
7. Observed differences between the converged point and the maximum iteration
point of update rule to evaluate a trade-off between performances.
8. Compared the performances between the random assignment initialization and
the NNDSVD initialization.
9. Applied various setting of sparseness, and explored trends in sparseness and
the performances, also compared the performances between non-constrained
NMF and sparseness constrained NMF algorithm.
10. Applied thresholding L matrix to impose sparseness prior the NMF execution,
and compare the performance differences between non-sparse L and sparse L
on the NMF.
11. Applied both various setting of sparseness on factor matrices and thresholding
L, and compare the performance between different combination of approaches.
12. Compared the previous NMF mesh segmentation (McGraw et al., 2016) and
the advanced NMF mesh segmentation proposed in this study.
3.2.1 Diagram notation of the experiments
Experimental designs are represented by diagram notation like below.
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Figure 3.2.: Diagram notation of the experiments.
3.3 Procedures of the algorithm
The basic algorithm is suggested by McGraw et al. (2016), detail algorithm
was covered in the section 2.3. Figure 3.3 shows the procedure of the Algorithm 1 in
a diagram. Blue texting indicates our new approaches to improve the performances.
Figure 3.3.: Procedures of the mesh segmentation algorithm.
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3.4 Independent variables
This section introduces independent variables, control factors, and latent
factors in our experiments.
3.4.1 Mesh simplification
Subjects are limited to the meshes which have less than 30,000 faces to
conduct experiments effectively because of the limitation of the computational
environment. Also, some experiments have the number of faces as an independent
variable. Thus, mesh simplification is unavoidable to reduce the mesh size.
Three different mesh simplification methods were examined: Lindstrom’s
method (Lindstrom & Turk, 1998), Garland’s method (Garland & Heckbert, 1997),
and a polygon reduction provided by The MathWorks, Inc. (2014). According to
Lindstrom, mesh simplification is categorized into three classes: vertex decimation,
vertex clustering, and edge contraction (vertex pair contraction). Both methods of
Garland and Lindstrom are assumed as the edge contraction. They use the same
approach, but a constraint on vertex placement and edge costs are different. The
Mathworks ’s polygon reduction reduces faces and vertices with a given number of
reduced faces while attempting to preserve the overall shape of the original object.
3.4.2 Mesh size
A mesh is expressed by Cartesian coordinate information of vertices and
faces. Since faces are the parameter for NMF mesh segmentation, mesh size is
considered as the number of faces of the mesh.
The largest mesh limited to 30,000 faces and the smallest mesh is 1,000 faces.
Mesh size in the experiments is a discrete value, which is ranged from 1,000 to
30,000 faces with interval of a thousand.
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Original mesh is also used to see results regardless of mesh simplification. In
this case, mesh sizes vary rather than thousands, for example, the apple object in
our dataset has 1,704 faces we used as it is.
3.4.3 Number of clusters
Fixed arbitrary number of clusters k are given depending on the type of a
sample mesh (See 4.3 in the later chapter). It is basically assigned by the number of
distinctive salient parts the mesh has. However, NMF produces situational results
with any given clustering number so that it can be an independent variable with the
range from two to tens.
3.4.4 Update rules
We explored three update rules as an experimental variable to watch
influence to the performance of the algorithm. The basic multiplicative update rule,
the alternating least square (ALS), and the projected gradient method (PG) are
selected.
Multiplicative update rule is basic method what Lee and Seung (1999) used.
ALS provides faster convergence and better performance than the multiplicative
update method, but it cannot be applied sparseness constraints. The projected
gradient descent method gives fast and good performance, and it is available to
impose sparseness to matrices at the same time.
3.4.5 Fixed iteration vs. convergence criteria
Update rules stop iteration when it meets a convergence criterion or reaches
a given maximum iteration. To control the time performance affected by iteration
number due to the fact that more iteration is more time consuming, fixed number of
28
maximum iteration is given and the convergence criteria is removed in some
experiments.
Number 50 is the given fixed number because it is large enough to obtain the
desired results for all different update rules, and higher than most number of
iteration when the criteria exists.
Several different convergence criteria could be defined, we used two
conditions on all three updates methods in most of exams.
1. |Di+1 −Di| 5 tol s.t. D = ||L−WH||2||L||0
2. max(dW, dH) 5 tol s.t. dA = max |Ai+1−Ai|
max |Ai| tol is a tolerance value, we
used 0.00001. Smaller tol value makes more iteration of the algorithm leading
results more precisely, doing trade-off of time costs.
Additional convergence criterion only for the PG was applied. Above
conditions make the PG give us sufficient results, but not the best one. To get a
precise result, the PG could check the criterion with the norm from a non-negative
least squares (NLS) subproblem solver using the projected gradient descent
algorithm.
3. pnorm 5 tol s.t. pnorm = ||dW ′ dH ′||F .
dA′ consists of dA elements located in same indices with dA < 0 or A > 0
when dH = W TWH −W TL, dW = WHHT − LHT . Both dH and dW are
obtained by NLS solver. Default tol value of this criterion is 0.0001.
Most of the experiments applied the criteria first and second, some
experiments had been conducted with third one with a notification of use.
3.4.6 Initialization methods
Initialization method is preprocessing for assigning factor matrices value
before NMF is conducted, it helps the NMF mesh segmentation algorithm has
better performance than before. We introduced the non-negative double singular
value decomposition (NNDSVD) initialization in the literature review section 2.4,
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there are two ways to initialize W and H in this study. One is the NNDSVD, The
other one is the small random value assignment. The previous study McGraw et al.
(2016) used this simple method.
As we show in the results section, NNDSVD provides a large performance
improvement, most experiments were conducted with NNDSVD initialization by
default except the experiment for observing the effects of NNDSVD.
3.4.7 Sparseness constraints
We used two different approaches to imposing sparseness on the factor
matrices: the iterative hard thresholding (IHT), and giving sparsity parameter by
projected gradient descent. We inspected changes by the factor matrices W and H,
the different update rule, and the two approaches for sparseness. The PG is devised
for imposing sparseness in the first place, we do not apply IHT on the PG.
Only the PG can parameterize the sparseness with a numeric value,
sparseness values ranged from 0.0 to 0.95 were used. IHT method iterates ten times




We examine time performance of each sub-algorithm by Matlab tic and toc
function. Sub algorithms are divided into five parts: compute a dual graph,
calculate an angular distance, obtain a geodesic distance, compute all shortest
paths, and perform NMF.
Additionally, we also see iteration numbers on update rules in NMF to get
the information of convergence. Objective function value is also observed in some
tests to inspect the convergence.
3.5.2 Consistency
We used AMI since it ignores permutations and with chance normalization,
which is explained in the section 2.8.1. According to Vinh and Epps (2009), ARI
and AMI show quite concordant results in the consensus index values, consequently,
we have been calculating AMI only.
With given equation AMI(U, V ), U is a set of the ground truth segments,
and V is a set of the result segments. However, the knowledge of the ground truth
labeling is quite difficult to be available in practice or requires manual assignment
by a human. Thus, we replace the ground truth U to the former result and V to the
later result on each iteration, or on each trial of running entire algorithm.
There are two kinds of usage of AMI in this study:
First, AMI values on each iteration illustrate how much the algorithm was
consistent through each update during one execution. If its graph seems smooth, we
can say it is consistent in its progress. In other words, high consistency makes early
termination safer. If the graph keeps showing bumpy line, it is not consistent so
that the final result is irresolute. To present the AMI values in iterations into one






where Ui is a former iteration result, Vj is a later one, n is the total number of
iterations.
Second, AMI in trials of the algorithm measures consistency of algorithm,
while aforementioned AMI between iterations is for consistency of progress.






where Ui is a former trial result, Vj is a later one, C
n
2 is a number of n choose 2, n is
the total number of trials. Briefly, it sums entire AMI values in all choosable pairs
and get the mean value of it. This consistency could be highly related to the
uniqueness.
3.5.3 Uniqueness
For uniqueness, mutual information is still credible since it measures
similarity. By assigning the former and the later result label to U and V on each
running algorithm, we can measure how many time same result appears in solution
space, which has 1.0 value of AMI. We took some permitted level of AMI by
conditioning of AMI check decreased to 0.98 from 1.0. Because it is hard to get
exact same results have 1.0 AMI since the NMF naturally produces slightly different
solution every running.
By doing this so, we can obtain the frequency of the results. We used the




P (si)log(P (si)), (3.3)
where P (si) is a frequency of the result i. The entropy illustrates uncertainty in the
set, so zero entropy indicates no uncertainty, which means all results of trials are
same. We assumed that low entropy means high uniqueness.
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A number of trials could affect the entropy, we performed 15 trials by default
to get unbiased results. More trials make the entropy value more reliable. We also
normalize entropy to have value range [0.0, 1.0].
3.6 Dataset
By selecting proper 3D models, we can expect to compare our results to the
results of other methods more easily. We consider several conditions to find proper
dataset of the mesh segmentation. First, the number of samples is equal in each
category. Second, each sample has various sizes (a number of faces). Third, it
provides diverse topologies. Last, all samples have sufficiently separable salient
parts in human visual system.
As a result, this study takes dataset from SHREC 2012 Sketch-Based 3D
Shape Retrieval Contest (B. Li et al., 2012). SHREC official website stated, the
general objective of the 3D Shape Retrieval Contest is to evaluate the effectiveness
of 3D-shape retrieval algorithms. The dataset can be used for research purposes.
SHREC 2012 dataset comprises 20 classes with each 20 models, totally it has
400 models. Example meshes are shown in Figure 3.1. A minimum number of
vertices is 771, a maximum is 27,824, a minimum number of faces is 1,538, a
maximum is 55,644. We normalized our entire dataset value ranged [0.0, 1.0].
Figure 3.4.: SHREC 2012 20 relevant 3D watertight models classes
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There are two reasons of normalizing dataset to [0.0, 1.0] rather than [-1.0,
1.0]. First, elimination negative values could be helpful in the future study when the
NMF references the sample raw data values. Second, wide value range makes valid
sparseness value range narrow on the projected gradient algorithm. Too large
sparseness constraint produces wrong clustering results, so we need to limit the
maximum of the sparseness constraint. For example, the maximum of the valid
sparseness value of normalized data is 1.5, the one of original data is 0.9. A wide
range of sparseness constraint is more convenient to illustrate our results.
Among these all 400 meshes, 20 meshes are selected with consideration of
various in category, shape, and size. These eclectic data are shown in Figure 3.5.
Additionally, four more 3D models (Figure 3.6) are included in our dataset,
these are small enough so that we do not need to be simplified.
Figure 3.5.: Selected 20 meshes from SHREC dataset to be observed.
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Figure 3.6.: Selected general four simple meshes not from SHREC dataset.
3.7 Environment
• Experimental computer: MacBook Pro version 10.11.3, processor 2.5 GHz
Intel Core i7, memory 16 GB 1600 MHz DDR3, graphics NVIDIA GeForce
GT 750M 2048 MB.
• All mesh data values are normalized into 0.0 - 1.0.
• Applications: Matlab R2014a (64bit).




4.1 Influence of mesh simplification on NMF
Purpose of this procedure is to see the effect of mesh structure of simplified
meshes to the NMF mesh segmentation, and choose proper mesh simplification
methods.
Three mesh simplification methods were conducted: Lindstrom’s edge
contraction (Lindstrom & Turk, 1998), Garland’s edge contraction (Garland &
Heckbert, 1997), and Matlab polygon reduction (The MathWorks, Inc., 2014). We
examined an experiment designed as below.
Figure 4.1.: Diagram of the experiment for mesh simplification.
• Samples: a cup, a human, a table, and a bear.
• Inputs
- Faces #: from 2,000 to 7,000 with interval 1,000.
• Observations
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- Mesh structure: original vs. small sized mesh.
- Segmentation results: original vs. small sized mesh.
Mesh structures were obtained as shown in Figure 4.2 and the NMF
segmentation results are shown in Figure 4.3. Four small sized meshes were added
to execute the mesh segmentation with original size only (Figure 4.4).
The Lindstrom’s simplification method performed segmenting correctly and
the simplified mesh of it has a similar structure with the original mesh visually.
Both original and the result meshes are manifold meshes, the NMF mesh
segmentation requires a manifold mesh for a desired result.
Consequently, all data conducted in the later experiments used Lindstrom’s
method to control the mesh size.
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Figure 4.2.: Mesh structures in each simplification method.
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Figure 4.3.: Segmentation results in each simplification method.
Figure 4.4.: Segmentation results and mesh structure of original meshes.
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4.2 Influence of mesh size on the algorithm
4.2.1 Time costs of sub algorithms
Time costs in each sub-algorithm are useful information to spot latent
problems which could be improved. We observed time consumption on each
sub-algorithm to see which parts affect most to the time performance of entire mesh
segmentation process. Experimental design is as follows.
Figure 4.5.: Diagram of the experiment for time costs of sub algorithms
• Samples: a human, a cup, a table, a hand, a beast, and a horse.
• Inputs
- Faces #: from 2,000 to 23,000 with interval 3,000, and 25,000, 26,000.
• Observations: time performance of sub algorithms for different mesh size.
Figure 4.6.: Time costs of sub algorithms.
face# dual ang. geo. allpaths NMF
2,000 0.05 0.19 1.17 1.10 1.06
5,000 0.21 0.46 2.78 7.39 4.86
8,000 0.44 0.73 4.36 19.46 11.72
11,000 0.76 1.01 6.02 37.62 21.57
14,000 1.25 1.37 8.11 65.48 36.47
17,000 1.83 1.73 9.93 102.74 55.32
20,000 2.52 2.07 11.71 152.38 87.83
23,000 3.27 2.38 13.50 235.80 118.97
25,000 4.15 2.65 15.13 336.88 451.85
26,000 4.23 2.71 15.32 382.45 591.17
Table 4.1: Average time costs of
sub algorithms.
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Figure 4.6 shows time costs on each sub-algorithm out of total five
sub-algorithms: Dual graph, angular distance, geodesic distance, all shortest paths,
and NMF. All six samples have very similar time performance on each
sub-algorithms. These six meshes are different each other in terms of a number of
faces, a number of clusters, and category. All shortest pairs and NMF algorithms
are the largest part affecting to the time performance. Both algorithms’ time
consumption increase quadratically with respect to the mesh size, NMF takes time
more rapidly than the all shortest pairs.
Therefore, two conclusions are achieved: the form and shape of a mesh does
not affect to the time performance, and calculating all shortest paths is a heaviest
sub algorithm in relatively small meshes, NMF is the heaviest in large meshes.
Table 4.2: Time costs of sub algorithms.
face# mesh k dual ang. geo. allpair NMF face# mesh k dual ang. geo. allpair NMF
2,000
human 6 0.06 0.19 1.19 1.13 1.09
17,000
human 6 1.79 1.61 9.86 100.06 55.80
cup 3 0.06 0.18 1.16 1.08 1.00 cup 3 1.85 1.60 9.99 100.49 53.66
table 6 0.04 0.18 1.19 1.13 1.03 table 6 1.81 2.22 9.99 107.33 55.59
hand 6 0.05 0.19 1.18 1.09 1.07 hand 6 1.80 1.66 9.82 98.68 55.24
beast 9 0.05 0.18 1.15 1.12 1.09 beast 9 1.87 1.68 10.01 110.41 56.07
horse 6 0.05 0.19 1.13 1.05 1.10 horse 6 1.84 1.58 9.89 99.49 55.55
5,000
human 6 0.20 0.46 2.84 7.44 4.88
20,000
human 6 2.48 1.90 11.64 151.27 80.62
cup 3 0.22 0.47 2.82 7.49 4.80 cup 3 2.50 1.93 11.78 146.84 90.35
table 6 0.21 0.51 2.81 7.62 4.89 table 6 2.53 2.76 11.76 158.03 90.62
hand 6 0.22 0.46 2.75 7.19 4.85 hand 6 2.54 1.91 11.71 147.62 90.85
beast 9 0.20 0.44 2.72 7.55 4.94 beast 9 2.51 2.01 11.67 162.78 84.71
horse 6 0.21 0.44 2.73 7.04 4.78 horse 6 2.55 1.92 11.69 147.76 89.85
8,000
human 6 0.45 0.69 4.30 19.00 11.98
23,000
human 6 3.27 2.19 13.42 231.22 118.77
cup 3 0.44 0.72 4.39 18.99 11.59 cup 3 3.27 2.20 13.51 233.11 117.14
table 6 0.43 0.84 4.31 20.30 11.90 table 6 3.27 3.24 13.63 244.10 119.09
hand 6 0.44 0.71 4.44 18.84 11.64 hand 6 3.27 2.30 13.50 229.75 119.36
beast 9 0.45 0.70 4.38 20.66 11.56 beast 9 3.26 2.21 13.40 250.96 119.90
horse 6 0.42 0.71 4.34 18.96 11.63 horse 6 3.28 2.14 13.53 225.64 119.53
11,000
human 6 0.78 0.96 5.95 36.60 21.51
25,000
human 6 4.32 2.66 15.72 300.31 478.82
cup 3 0.74 0.96 5.96 36.51 21.16 cup 3 3.9 2.38 14.67 338.65 474.65
table 6 0.76 1.20 6.06 39.46 21.52 table 6 4.04 3.42 14.78 364.22 465.38
hand 6 0.75 0.97 6.10 36.56 21.71 hand 6 4.11 2.55 15.1 340.76 412.47
beast 9 0.79 0.98 5.96 40.17 21.81 beast 9 4.2 2.39 15.3 353.16 439.37
horse 6 0.74 0.96 6.07 36.44 21.70 horse 6 4.31 2.52 15.18 324.16 440.39
14,000
human 6 1.17 1.24 7.63 59.84 35.22
26,000
human 6 4.15 2.47 15.26 345.61 587.68
cup 3 1.23 1.23 7.69 60.48 35.98 cup 3 4.19 2.45 15.35 366.83 596.98
table 6 1.32 1.79 8.77 70.33 36.69 table 6 4.30 3.81 15.33 404.80 591.09
hand 6 1.24 1.30 8.17 65.33 36.91 hand 6 4.22 2.62 15.13 382.89 590.55
beast 9 1.26 1.31 8.22 72.73 37.30 beast 9 4.22 2.48 15.31 413.43 578.72
horse 6 1.25 1.32 8.16 64.16 36.74 horse 6 4.31 2.45 15.51 381.11 601.97
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4.2.2 Original vs. simplified mesh
After choosing a mesh simplification algorithm, we had interesting changes in
mesh structure with respect to the simplified mesh size and original size.
Simplified meshes produce different segmentation results depending on its
size (See Figure A.1 in the appendix), however, we do not know what is the result of
the original mesh. To make sure simplification methods do not affect the
segmentation results, we executed the NMF mesh segmentation on the original
samples and the simplified samples as following experimental design. Simplified
meshes have a fixed number of faces smaller than the original number of faces.
Figure 4.7.: Diagram of the experiment for an original vs. a simplified mesh.
• Samples: a human, a hand, a bear, a horse, and a dog.
• Inputs
- Faces #: 2,000, 4,000, 6,000, 8,000.
• Observations
- Differences in segmentation results between simplified meshes and original
meshes.
As shown in Figure 4.8, there is no obvious difference between the original
size of the mesh and the simplified meshes. Even some simplified meshes are more
likely to produce rational segmentation results. Therefore, it seems to be allowed to
use proper simplified meshes to obtain desirable results in subsequent experiments.
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Figure 4.8.: Segmentation results for different mesh size.
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4.3 Effects of the number of clusters k
The number of clusters k is important parameter for the NMF algorithm.
We observed the time performance of the NMF algorithm with respect to k in
various mesh size. Experimental design is as follows.
Figure 4.9.: Diagram of the experiment for effects of k.
• Samples: a cup, a bear, and a spider.
• Inputs
- Faces #: from 8,000 to 20,000 with interval 4,000.
- Number of clusters k: from two to 12.
• Observations
- Time performance for different k on different sized meshes.
NMF time costs per k has a strong pattern regardless of sample object type
and the object size as shown in Figure 4.10 (See Table 4.4 for raw data). The k with
minimum time cost is four, and maximum time cost is eleven. The gap between
minimum and maximum time spent is linearly increased as the mesh size increases,
it takes around 10% ((max−min)/avg.) of time in the NMF algorithm.
The graph has two peaks, one is seven and another one is eleven. Both
numbers are prime numbers, however, relationship between k in prime number and
NMF time performance is out of the discussion in this study.
To reduce the effect from k in NMF, we avoid to use the number seven and
eleven as k. Table 4.3 shows default k values with respect to the mesh category.
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Figure 4.10.: NMF time costs per k in diffrent mesh size.
Table 4.3: Default k value depending on mesh categories
k k k k k
human 6 spider 9 beast 6 cup 3 table 6
nail 6 plane 4 bear 8 vase 4 ant 10
hand 6 quadruped 6 chair 6 spring 5 apple 4
Table 4.4: NMF time costs per k
8,000 12,000 16,000 20,000
k bear cup spider bear cup spider bear cup spider bear cup spider
2 11.82 11.86 12.05 27.08 27.18 28.08 48.03 48.47 47.37 74.14 71.77 73.49
3 11.84 11.86 12.05 27.32 27.69 27.46 47.87 47.85 47.65 73.69 74.88 73.25
4 11.88 11.93 11.98 27.33 27.10 27.20 47.24 47.17 47.10 72.61 72.57 72.58
5 12.16 12.07 12.18 27.52 27.74 27.65 47.90 48.12 47.90 75.55 74.03 74.12
6 12.28 12.25 12.26 27.81 27.80 27.87 48.28 48.58 48.53 76.77 75.45 75.88
7 12.53 12.53 12.52 28.38 28.39 28.51 51.34 49.52 50.27 77.35 77.88 77.79
8 12.11 12.21 12.19 27.55 27.58 27.66 48.77 48.60 48.86 75.58 75.39 75.05
9 12.42 12.39 12.37 28.36 28.32 28.16 49.97 50.87 49.97 76.54 76.17 76.70
10 12.50 12.51 12.54 28.40 28.56 28.57 51.05 50.79 50.84 77.70 77.05 78.46
11 12.81 12.76 12.82 29.39 29.41 29.21 51.54 52.33 52.00 80.24 80.05 80.14
12 12.48 12.46 12.59 28.38 28.29 28.21 49.98 50.47 49.28 75.60 77.20 77.93
max-min 1.00 2.33 5.23 8.47
avg. 12.28 28.00 49.23 75.87
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4.4 Influence of update rules on NMF
Update rule on NMF works to update the matrices H and W through
iterations with a specified formula. The iteration is stopped when the algorithm has
converged or reached the max iteration number.
We observed three different update rules of the NMF: multiplicative update
rule, alternating least square (ALS), and projected gradient descent (PG). Basic
multiplicative update rule is used in Lee and Seung (1999), which proposed the
NMF for the first time. Former study of McGraw et al. (2016) used ALS. PG is
suggested in this study to improve performance and impose sparseness constraints
as a parameter.
The test, described below, was performed for taking an overview of the
effectiveness of the update rules in terms of the time and the consistency. Elaborate
experiments on the performance were conducted in later.
Figure 4.11.: Diagram of the experiment for effects of the update rules.
• Samples: a hand, and two different horses.
• Observations
- Comparison of time performance, convergence, and consistency of progress
for different update rules.
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(a) Sample 1. hand
(b) Sample 2. horse
(c) Sample 3. another horse
Figure 4.12.: Objective history and AMI on each iteration.
Figure 4.13.: NMF time cost and AMI in iterations.
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The objective history graphs are located left side in Figure 4.12. PG and
ALS tend to converge faster than the multiplicative update rule, PG is slightly more
rapid than ALS to converge, in terms of objective function values.
The graphs on the right side of Figure 4.12 plot AMI on each iteration,
which is the consistency of progress by measuring AMI between previous iteration
result and the next one. The AMI graphs show that PG is smoothest, the basic
method and ALS similarly have some bumpy line. However, there are no significant
differences between all of them.
The bar charts (Figure 4.13) shows the average of five trials of NMF time
costs and AMI values in iterations.
AMI values in iterations resembled each other for different update rules and
meshes, we can say that the consistency in the progress of all update rules is good
enough. Thus, the major consistency is from the AMI in trials in later parts we are
discussing.
Time performance varies depending on a mesh. On the hand mesh, the basic
method is the slowest, PG is the slowest on the horse mesh, and the ALS is the one
on the another horse mesh.
To explain these divergent results, we observed the relationship between
mesh size and time performance in update rules because the only difference between
objects is their mesh size. We already discovered that the form and shape of the
mesh do not affect the NMF algorithm on the same control condition such as update
rule, and initialization method, mesh size was the only independent variable here.
We also obtained the AMI values in trials and entropies as well to discuss the
other performance factors in a later part.
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Figure 4.14.: Segmentation results changes in iterations on different update rules.
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The test for comparing the performances between update rules is like below.
Figure 4.15.: Diagram of the experiment for fixed vs. converged iteration.
• Samples: a human, and a hand.
• Inputs
- Faces #: from 2,000 to 13,000 with interval 1,000.
- Convergence criterion: L2 norm criterion to evaluate a convergence.
• Observations
- Differences in time performance between update rules with various sized
samples.
- Differences in consistency of algorithm, and uniqueness between update rules.
- The performances between the fixed iterations and the converged iterations
on the NMF.
50
(a) a human (b) a hand
Figure 4.16.: Average NMF time costs with 50 fixed iterations.
Figure 4.16 displays that the time costs in total 15 trials of the NMF over
different mesh sizes and update rules.
The basic algorithm is the fastest to perform NMF, and time costs of both
basic and ALS methods increase almost linearly. However, PG is controversial. PG
is slower than others in small meshes of the sample under about 4,000 faces, which
depends on each sample, it is hard to predict in larger meshes. Mostly PG is faster
than ALS, but sometimes it has an irregular pattern. For example, on the point of
8,000 faces of a human object, half results of PG are higher than ALS and the other
half are not, a major difference between former results and later one is a first
iteration result from initial values. In other words, two group take different
direction on the gradient descent algorithm of PG, and it is not predictable
depending on the mesh structure.
We hitherto focused only the time consumption regardless convergence of the
update rules by fixed iteration number. Next experiment is for observing the
convergence of the algorithms with respect to the time performance. It has the same
condition as the previous test except it used the convergence criteria rather than a
fixed number of iterations.
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(a) a human (b) a hand
Figure 4.17.: Average NMF converged time costs.
(a) a human (b) a hand
Figure 4.18.: Average converged number of iterations.
Convergence criterion stops the iteration when the algorithm converged
enough, it runs much less number of iterations than 50 the number we fixed to the
previous tests. See Figure 4.18 drew average number of iterations of all trials with
convergence criteria on each update rule.
We could not find a relationship between the mesh size and the convergence
speed, and between the update rule and the convergence speed as well. It is hard to
find a distinguishable pattern between mesh objects, all numbers of iterations are
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similar as lesser than 20 and are uneven. Time costs of NMF are quite a similar
pattern with Figure 4.16 since there is no startling difference among the iteration
numbers.
The AMI values in trials and entropies are obtained to explore the other
performances beyond the time performance. Figure 4.19 is a comparison of AMI in
trials, which is the consistency in the algorithm, between when a fixed iteration
number was given and a convergence criterion was given. Likewise, Figure 4.20 is a
comparison of the entropies, which is the uniqueness.
We could not find a significant correlation between the update rule and the
consistency in the algorithm (AMI in trials). In addition, there is no distinct
pattern on the uniqueness in the different update rules as well.
(a) a human with 50 fixed iter. (b) a hand with 50 fixed iter.
(c) a human with converging. (d) a hand with converging.
Figure 4.19.: AMI in trials.
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(a) a human with 50 fixed iter. (b) a hand with 50 fixed iter.
(c) a human with converging. (d) a hand with converging.
Figure 4.20.: entropy.
Several conclusions in this subsection are drawn like below.
• The time performance in terms of the NMF time spent shows that it is fastest
in order the basic > ALS ≥ PG in small meshes, the basic > PG > ALS in
large meshes.
• The convergence in terms of objective function, it is converged fast in order of
PG ≥ ALS > basic. But actual convergence in terms of a number of
iterations, update rules are not comparable each other.
• Mesh size does not affect to the convergence speed.
• All update rules are sufficiently consistent in iterations with given conditions
such as NNDSVD initialization, it makes early termination safer.
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• No update rule is clearly superior. Result depend on data. Time performance
is shown same increasing pattern for mesh size on each update rule, while
consistency and uniqueness are vary.
• From the above conclusions, it does not require the higher number of
iterations than the number of the iteration when it converges, because the
results are very similar to both conditions. Applying convergence criterion is a
benefit for the time performance in terms of time efficiency.
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Figure 4.21.: Segmentation results of all trials of the tests for comparing performances
of update rules. It shows that the results of full iterations and the results of converged
iterations are similar.
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4.4.1 Trade-off of the number of iterations
Three update rules have different time performance in terms of time costs of
the NMF, however, it could spend less time if it is converged fast by giving a
convergence criterion rather than running a specified number of times. One issue
arises whether a converged result is sufficiently good as much as a result of a certain
large number of iterations. Experimental design is as follows.
Figure 4.22.: Diagram of the experiment for the number of iterations.
• Samples: a hand.
• Observations
- Differences in consistency between the result of converged point and the
result of each iteration.
- Differences in segmentation results between the converged point and the
maximum iteration point (100).
57
Figure 4.23.: Performance of each update rule
Figure 4.23 shows that performance graphs on the left side, and NMF
segmentation results through iteration on the right side of each update rule. On the
graphs, dotted lines are the points when the algorithm met the convergence criteria.
AMI in iteration (a) is a same general metric we have used so far, which is AMI
between a previous iteration result and a current iteration result. On the other
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hand, AMI in iteration (b) is a new designed metric for this test, which is AMI
value between the result on converged point and every result over iterations. You
can see AMI (b) is 1.0 on the convergence point. Grey area show that the gap
between the labeling result of the converged point and the result of each iteration
after converged. The AMI gap is lesser then 0.15.
It implies that we can assume the result is good enough when the algorithm
is converged, however, it also means the result can have better consistency if it runs
more iterations.
Gray boxes on segmentation results are pointing which is the converged
result. It is not different largely with the result on the last iteration.
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4.5 Applying initialization method
NNDSVD is introduced in the literature review section 2.4, we compared the
performance between when NNDSVD is applied and when it is not. Note that
NNDSVD takes time from 0.00001 to 3.0 seconds by mesh size from 1,000 to 30,000
faces. It is ignorable amount follow the entire proportions of the time of the
algorithm.
Figure 4.24.: Diagram of the experiment for initialization.
• Samples: a hand, a spider, a bear sized 4,000 faces, a bear sized 9,000 faces,
and a cup.
• Observations
- Differences in time costs, convergence, consistency, and uniqueness between
the random initialization and the NNDSVD initialization.
As the results shown in following graphs and figures, the NNDSVD improve
the overall performance in terms of the time, consistency, and uniqueness. Note that
shorter NMF time cost and lesser iteration number mean better time performance,
higher AMI value is better consistency, and lower entropy implies better uniqueness.
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(a) a cup (4,000 faces).
(b) a hand (623 faces).
(c) a bear (4,000 faces).
(d) a bear (9,000 faces).
(e) a spider (2,000 faces).
Figure 4.25.: Performance comparison in initialization methods.
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Figure 4.26.: Segmentation results of the test in the section 4.5. It shows all different
results of 15 trials.
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Figure 4.27.: Segmentation results of the section 4.5 (Continued).
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Figure 4.28.: Segmentation results of the section 4.5 (Continued).
One exception is the time performance of the PG that the NNDSVD has
worse time cost than the basic random assignment, although NNDSVD mostly
makes the PG converges faster than when it uses the random assignment. However,
this fact is arguable as following. The result of the PG with the random
initialization is very poor, we increased the tolerance of criteria to 5e-7 from 1e-5
(default tolerance) to get the same consistency of the NMF with the NNDSVD
when we used the random initialization. Figure 4.29 displays that performances of
the PG with different initialization setting: the random assignment on NMF with
1e-5 tolerance, the one with 5e-7, and the NNDSVD method. In this setting, the
NNDSVD still helps to converge faster and have better uniqueness than a random
assignment, albeit the time costs and consistency are same.
In a conclusion, NNDSVD improved the performances of the NMF mesh
segmentation comprehensively regardless what kind of update rule we are using.
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Figure 4.29.: Performance of the PG for different initialization setting.
Figure 4.30.: Segmentation results of the PG for different initialization setting.
In addition, Figure 4.31 is the labeling results from W0 and H0 after the
NNDSVD initialization before the NMF. NNDSVD results already interpreted a
mesh into some part based clusters slightly, while a random assignment is a total
disorder.
Figure 4.31.: Labeling results from initial factor matrices W0 and H0 by the NNDSVD
and the basic random method.
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4.6 Imposing sparseness
We examined the effectiveness of sparseness constraints on all combination of
a different setting of our algorithm. We used two sparseness imposing methods: the
IHT and the projected gradient descent. We designed the examination as below.
Figure 4.32.: Diagram of the experiment for sparseness on the factors.
• Samples: a horse.
• Inputs for the multiplicative update rule
- Part A. thresholds: from 0.00001 to 0.19 with interval 0.01.
- Part B. thresholds: single value 0.13 on H, 0.14 on W, 0.07 on both.
- constraints: W, H, or both.
• Inputs for the ALS
- Part A. thresholds: from 0.00001 to 0.19 with interval 0.01
- Part B. thresholds: single value 0.02 on H, 0.02 on W, 0.02 on both.
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- constraints: W, H, or both.
• Inputs for the PG
- PG uses the projected norm criterion, while other use general L2 norm
distance.
- Part A. sparse values: from 0.00001 to 0.95 with interval 0.05.
- Part B. sparse values: single value 0.35 on H, 0.05 on W.
- constraints: W, or H
• Observations
- Changes in the time costs and segmentation results according to the increase
in sparseness. Sparseness of matrix x is calculated as follow:
sparseness(x) = (
√
n−∑ |xi|/√∑x2i )/(√n− 1)
- Performance differences between non-sparse constrained and sparseness
constrained algorithm.
Each algorithm was observed by its sparseness result of factor matrices,
NMF time costs, AMI in trials, entropy, and segmentation results. Some condition
of algorithms produced wrong clustering result (lesser number of k clustering.) we
marked as a gray area.
The bar chart is given per update rule to compare overall performance
between non-constrained and sparseness constrained NMF, we normalized NMF
time cost to put in the same scale so that it is viewed at a time. Result sparsity of
H (sp. H) and sparsity of W (sp. W) are also shown in the graph to provide the
changes in sparseness visually between the control data and the result data
sparseness constrained. Detail raw data is provided in an appendix section.
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Figure 4.33.: Imposing sparseness on the basic multiplicative update rule. Results of
imposing sparseness.
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Figure 4.34.: Imposing sparseness on the basic multiplicative update rule.
Comparison none vs. sparse.
Figure 4.33 and 4.34 are a comparison of the performance of sparseness
constrained basic update rule. We can not see a clear improvement on the
multiplicative update rule when sparseness is imposed on only one side of factor
matrices. Constraints on both sides were slightly better than one-sided constraint in
uniqueness, although it took time a bit more. One thing we can see clearly in the
segmentation results is that sparseness on H makes the small parts of the object
smaller, the major part bigger, contrary sparseness on W extends the small parts.
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Figure 4.35.: Imposing sparseness on ALS. Results of imposing sparseness.
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Figure 4.36.: Imposing sparseness on ALS. Comparison none vs. sparse.
Figure 4.35 and 4.36 are the comparison of the performance of sparseness
constrained ALS. We found that constrained on H keep the same sparseness
regardless the amount of IHT thresholds. Sparseness makes the uniqueness and the
consistency better, but time cost is too high on W and both sides. Sparseness
constrained on H is considerable, since it improved uniqueness 40% more with a
slightly higher time cost.
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Figure 4.37.: Imposing sparseness on PG. Results of imposing sparseness.
Figure 4.37 and 4.38 are the comparison of the performance of sparseness
constrained PG. The projected gradient update rule is improved by sparseness
constraints. The time cost is reduced to more than a half, the uniqueness increased
around 30% more, albeit the consistency is almost same, or a bit better.
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Figure 4.38.: Imposing sparseness on PG. Comparison none vs. sparse.
Figure 4.39.: Effects of sparseness on different update rules.
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4.6.1 Thresholding L to impose sparseness
Matrix L is a given data matrix what we factorize into matrices W and H
using NMF. In mesh segmentation, we form L by all shortest path algorithm with
angular and geodesic distances. Basic idea is that the NMF naturally induces W and
H sparsely, giving sparse L affects the NMF process because L is a dense matrix.
The approach we choose to make L sparse is that simply set 70% of elements
of L to zero prior the NMF process. Experimental design is as follows.
Figure 4.40.: Diagram of the experiment for sparseness on L.
• Samples: a hand, and two different horses.
• Inputs
- Sparse L: set 70% elements of L to zero.
• Observations
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- Performance differences of each update rule between non-sparse L and sparse




Figure 4.41.: Performance comparison: normal L vs. sparse L
As shown in Figure 4.41, sparse L reduce time costs greatly. However, there
is a trade-off with consistency or uniqueness depending on different objects. Mostly
AMI value differences are lesser than 0.1 so that it seems good enough to trade for
the time performance, but sometimes it loses big uniqueness depending on the
different object and what kind of update rule you use.
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Figure 4.42.: Segmentation results of basic update rule: normal L vs. sparse L
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Figure 4.43.: Segmentation results of basic update rule: normal L vs. sparse L
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Figure 4.44.: Segmentation results of basic update rule: normal L vs. sparse L
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We executed exactly same experiment but giving sparse L additionally with
the previous test part B, which imposes specific sparseness depending on an update
rule and repeats 15 times to obtain consistency, uniqueness, and time performance.
Figure 4.45.: Diagram of the experiment for sparseness on factors and L.
Figure 4.46 illustrates performance differences between the sparseness
constrained NMF with dense L, which contained from previous test part B, and the
sparseness constrained NMF with sparse L. This experiment showed if sparseness
constrained NMF works better with sparse L. Left side bar graphs and right side
graphs are same results, right side graphs are sorted by time costs. We marked
considerable most efficient sparseness condition setting as a primary blue color.
The effeteness of sparse L on the sparseness constrained NMF is:
• In the basic update rule, sparse L makes time performance much better than
dense L. But uniqueness and consistency are worse. Sparse L works well
without sparsenesses constraints on the multiplicative update rule.
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• In the ALS, uniqueness and consistency is same or worse than the constrained
NMF without sparse L. But time performance is improved including W and
both sides constraints. Sparsity constrained on W and sparse L combination
drew balanced performance improvement in the ALS.
• In the PG, uniqueness and time performance are enhanced than without using
sparse L on the constrained NMF. Consistency is similar. Among the
combination of the setting, Sparseness constrained on H with sparse L
increased the comprehensive NMF performance sufficiently.
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Figure 4.46.: Performance comparison in various sparseness setting.
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4.7 Previous algorithm vs. improved algorithm overall
In this part, we combined all factors to improve the previously proposed
approach of NMF mesh segmentation by (McGraw et al., 2016) and applied the
current improved approach based on the results and conclusions we discussed so far.
Experimental design is as follows.
Figure 4.47.: Diagram of the experiment for basic vs. improved algorithm.
• Samples: a hand
• Observations
- Performance differences of various combination of improving factors.
Since McGraw et al. (2016) used the ALS update rule with random
assignment, ALS and random assignment initialization are the control variables.
Multiplicative update rule was not considered because our improving factors such as
sparse L, sparseness constraints, work better with other update rules with a given
sample in this test.
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Some test case, such as NNDSVD with sparse L or smaller or bigger IHT
threshold values, were excluded because there are other alternative approaches with
better performances.
Table 4.5: Performances data in various combination of effect factors on NMF.
Alg. Combined approaches Index NMF time AMI in trials Entropy
ALS Control Control 0.091 0.721 1.000
ALS IHT on both (<0.1) McGraw et al. 0.474 0.804 0.969
ALS NNDSVD A 0.062 0.960 0.382
ALS NNDSVD + IHT on both (<0.1) B 0.456 0.968 0.281
ALS NNDSVD + IHT on both (<0.1) + sparse L C 0.222 0.896 0.339
ALS NNDSVD + IHT on W (<0.1) + sparse L D 0.225 0.897 0.288
PG NNDSVD + PG on H (0.35) L2 criterion + sparse L E 0.247 0.963 0.368
PG NNDSVD + PG on H (0.35) PG criterion + sparse L F 0.985 1.000 0.000
Figure 4.48.: Performance comparison in various combination of effect factors on
NMF.
As shown in Figure 4.48, all proposed approaches improved the several
performances of the previous study. Every methods enhanced the consistency and
uniqueness by a trade-off with the time performance in some cases. McGraw’s
approach used IHT either, it showed better consistency and uniqueness than the
control group, but it consumed more time. The time performance can be improved
by approaches from A to E accompanying the better consistency and uniqueness
than the control group. There is no absolute best approach among all of these
options, we can choose different setting depending on our purpose of mesh
segmentation.
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For example, approach F is a method combined of NNDSVD initialization,
the projected gradient rule with sparseness constraints on H using its PG criterion,
and sparse L matrix. It is the most suitable approach when we need very stable
consistent results regardless of the time performance, since it produced zero entropy
which means that strong high uniqueness that made all same results over 100 trials.
AMI in trials, consistency, is 1.0 as well. If we need fastest approach with
acceptable performances, simply applying NNDSVD on ALS could be the best
solution. Approach A reduced entropy significantly and increase consistency than
control method or McGraw’s method.
Figure 4.49.: Segmentation results in detail on control, McGraw’s, A, and F.
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Figure 4.50.: Segmentation results
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CHAPTER 5. CONCLUSIONS
Prior proposed mesh segmentation based on NMF (McGraw et al., 2016) is a
simple and fast approach to segment a mesh automatically in part-based clusters.
Using NMF in a mesh segmentation is a new method, several research potential
were existed to enhance the performance of the algorithm: time performance,
consistency, and uniqueness.
To eliminate the hidden variables to affect the algorithm, we extracted few
variables to observe: sample mesh’s feature such as size and shape, and number of
clusters k. Different objects varied in their mesh shape and size, which were
obtained by mesh simplification method. We compared three different mesh
simplification methods, Lindstrom’s method, Garland’s method, and Matlab
polygon reduction, to make objects smaller keeping their original mesh structure as
much as possible for minimizing the effects of the mesh form. The Lindstrom’s edge
contraction shows a similar manifold triangle structure even when the size of an
object decreased 90%. So we used Lindstrom’s algorithm to control the experiment
mesh size variable.
As different mesh shapes and sizes were obtained, we observed the effects of
those on the NMF. The form and shape do not influence the time performance of
the NMF, while the time costs increase quadratically according to the size of the
sample mesh. For instance, a table and a human mesh have the same size and
consume NMF time similarly.
Entire NMF mesh segmentation process was divided into five sub-algorithms:
calculation of the dual graph, the dihedral angular distance, the geodesic distance,
the all-pairs shortest paths, and the NMF. All shortest paths algorithm and NMF
are a major part to affect the time performance of our algorithm. All shortest paths
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is a heaviest sub-algorithm in relatively small meshes, NMF is the heaviest in large
meshes.
The number of clusters k assigned manually depending on the category of
the sample objects belong to, the NMF time performance of different k had a
unique trend. Regardless of sample shape or size, a constant number four was the
number to minimize the NMF time, while a number eleven was to maximize. We
avoided these numbers to prevent their effects to the algorithm.
The update rule is one of the major factors effecting the algorithm, we
examined three update rules, the basic multiplicative update rules, the alternating
least square, and the projected gradient method, and compared the performances.
However, update rules are not comparable each other because each algorithm shows
irregular patterns on different samples. Thus, there is no best solution for choosing
an update rule, we can choose a different update rule depending on a situation.
Despite that update rules are not comparable, several conclusions still can be drawn:
without convergence criteria, the time performance on NMF is good as basic > ALS
≥ PG in small meshes, basic > PG ≥ ALS in large meshes. The convergence in
terms of objective function, it is converged fast in order of PG ¿ ALS ¿ basic. But
actual convergence is measured by a number of iterations, which shows irregular
pattern in the graph, these facts are not much meaningful. On each iteration of the
update rule, the data matrix L is factorized into factor matrices W and H through
optimizing objective function process. Thus, results were changed how many
iterations the NMF ran. Convergence criteria and their tolerance value decide when
the algorithm updates stop, we explored the differences between the result reached
at the specific large number of iteration and the result when it converged. As a
result, if the NMF meets the convergence criterion, the performance of the algorithm
in terms of consistency and uniqueness, is satisfied. So, making the algorithm run
more iteration forcefully is not helpful to obtain better results. However, we can
adjust the sensitivity of the algorithm convergence with different convergence
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criteria or tolerance value, finding a good convergence condition improves the
algorithm by balancing between the time costs and the other performances.
One of the other improvement factors is the initialization method. This is a
pre-process of the NMF to initialize the factor matrices, the random assignment was
used in the proposed study. The NNDSVD is a suggested approach in this study,
conclusively, NNDSVD improved the performances of the NMF mesh segmentation
comprehensively regardless what kind of update rule the NMF uses.
Sparseness is also a major factor that can influence the NMF. It can be
imposed by two different kinds of approaches: the IHT and the projected gradient
descent. Mostly sparseness constraints helped to improve one of the performances.
PG works better with the sparseness constraint. Most of our experiments applied
the NNDSVD by default because NNDSVD initialization improves algorithm
significantly than random assignment, we wanted to more improvement beyond this
factor. With random assignment initialization, sparseness constraints produce
better performance in all different update rules. With NNDSVD, sparseness affects
the basic and the ALS algorithms trivial. Imposing too small or too large value of
sparseness occurs worse time performance or wrong clustering result. Proper
sparseness value is vary depending on the object.
We made factor matrices sparse, and also we made the distance matrix L
sparse either by simply setting a certain amount of elements to zero. This approach
does not help to improve consistency or uniqueness, however, small trade-off of
these performances, the time performance enhanced greatly.
Finally, we compared the algorithm proposed by McGraw et al. (2016) and
the current advanced algorithm using our approaches. The result shows that
combination of improvement factors, which are sparse L, NNDSVD initialization,
and sparseness constraints, improves the NMF mesh segmentation algorithm in
terms of the consistency, uniqueness and time performance.
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CHAPTER 6. DISCUSSION
We had limited computational resources, we did not use a larger mesh than
30,000 faces. This is one of the reasons the mesh simplification is required besides it
controls the mesh size variable. However, mesh simplification is not our coverage,
we used Lindstrom’s edge contraction, which is not a state-of-art method. We did
not examine deeply the relationship between the mesh simplification and the NMF
mesh segmentation. Mesh simplification can be considerable as a preprocessing of
the mesh segmentation in the future research and study.
We mentioned about a correlation between a number of clusters k and the
time performance of the NMF. Interesting fact on the time cost per k graph has
noticeable local peaks on only prime numbers of k such as 3, 7, and 11. If we can
find out mathematical meaningful relationship between these, it could be a stepping
stone to improve the NMF in theoretical way.
We already illustrated that imposing sparseness on the distance matrix L
improve the time performance significantly. Distance matrix still has a great
potential to improve the performance, besides the sparsity on L. In addition, we did
not research on the relationship between the uniqueness and sparseness of L, Figure
4.41 shows that the entropy is changed in various objects. In addition, sparseness
values need to be assigned in heuristic way, auto-adjustable sparseness using
performance metrics or other methods could be considerable. In this study, there
are many factors we can observe more in detail, those are possible ideas leading to
the next study.
Orthogonality is high possible consideration to improve the algorithm by
imposing clear sparseness on the bases, we did not apply this method in this study
because we focused more on the sparseness constraints. We discussed the orthogonal
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AMI in trials entropy
faces basic ALS PG crit faces basic ALS PG
2000 0.8700 0.9939 0.9946 0.96 2000 1.45 0.00 0.00
3000 0.9727 0.9994 0.9873 0.96 3000 0.24 0.00 0.00
4000 0.9411 0.9940 0.9893 0.96 4000 1.20 0.00 0.00
5000 0.9718 0.9977 0.9530 0.96 5000 0.24 0.00 0.49
6000 0.8976 0.9990 0.9314 0.96 6000 0.99 0.00 0.73
7000 0.8244 0.9969 0.9377 0.96 7000 1.68 0.00 0.93
8000 0.8353 0.9958 0.9199 0.96 8000 1.62 0.00 1.14
9000 0.9269 0.9961 0.9222 0.96 9000 1.43 0.00 1.49
10000 0.9683 0.9965 0.9712 0.96 10000 0.50 0.00 0.64
11000 0.9724 0.9946 0.9666 0.96 11000 0.24 0.00 0.63
12000 0.9538 0.9976 0.9453 0.96 12000 1.08 0.00 1.06
13000 0.9608 0.9932 0.9587 0.96 13000 0.80 0.00 0.58
0.98 2000 2.40 0.24 0.00
0.98 3000 1.20 0.00 0.50
0.98 4000 2.62 0.00 0.24
0.98 5000 1.96 0.00 0.49
0.98 6000 2.40 0.00 0.73
0.98 7000 2.43 0.00 1.14
0.98 8000 2.40 0.00 1.62
0.98 9000 2.62 0.00 1.93
0.98 10000 2.08 0.00 1.27
0.98 11000 1.71 0.00 1.08
0.98 12000 2.43 0.00 2.08
0.98 13000 2.06 0.00 1.41
1.00 2000 2.71 1.80 1.71
1.00 3000 2.71 0.50 2.52
1.00 4000 2.71 1.55 2.71
1.00 5000 2.71 1.02 2.17
1.00 6000 2.71 1.39 2.71
1.00 7000 2.71 1.24 2.71
1.00 8000 2.71 2.62 2.71
1.00 9000 2.71 2.40 2.71
1.00 10000 2.71 2.34 2.71
1.00 11000 2.71 2.71 2.71
1.00 12000 2.71 2.40 2.71
1.00 13000 2.71 2.71 2.71
With converged iterations
AMI in trials entropy
face basic ALS PG crit face basic ALS PG
2000 0.9398 0.9914 0.9907 0.96 2000 1.02 0.00 0.00
3000 0.9798 0.9926 0.9895 0.96 3000 0.00 0.00 0.00
4000 0.9676 0.8728 0.9619 0.96 4000 0.00 1.08 0.24
5000 0.8794 0.9406 0.9546 0.96 5000 0.72 0.72 0.49
6000 0.8504 0.9567 0.9491 0.96 6000 1.17 0.73 0.39
7000 0.8534 0.9247 0.8502 0.96 7000 0.99 0.67 1.45
8000 0.7581 0.8813 0.8622 0.96 8000 1.86 1.30 1.17
9000 0.9218 0.9815 0.9395 0.96 9000 1.21 0.00 1.30
10000 0.9570 0.9887 0.9760 0.96 10000 0.49 0.00 0.50
11000 0.9699 0.9900 0.9859 0.96 11000 0.39 0.00 0.00
12000 0.9428 0.9815 0.9498 0.96 12000 1.08 0.00 0.88
13000 0.9622 0.9073 0.9464 0.96 13000 0.67 0.85 0.89
0.98 2000 2.21 0.00 0.00
0.98 3000 0.72 0.00 0.24
0.98 4000 2.30 1.93 0.49
0.98 5000 2.52 0.72 0.72
0.98 6000 2.49 0.73 0.39
0.98 7000 1.62 1.06 1.45
0.98 8000 2.40 1.71 1.51
0.98 9000 1.89 0.50 1.81
0.98 10000 1.64 0.00 1.08
0.98 11000 1.17 0.24 0.39
0.98 12000 1.64 0.86 1.27
0.98 13000 1.08 1.02 1.36
1.00 2000 2.71 2.43 2.34
1.00 3000 2.71 2.62 1.99
1.00 4000 2.71 2.71 2.71
1.00 5000 2.71 2.49 2.71
1.00 6000 2.71 2.62 2.71
1.00 7000 2.71 2.71 2.71
1.00 8000 2.71 2.71 2.71
1.00 9000 2.71 2.71 2.71
1.00 10000 2.71 2.71 2.71
1.00 11000 2.71 2.71 2.71
1.00 12000 2.71 2.71 2.71
1.00 13000 2.71 2.71 2.71
Table A.1: Raw data from the test in the section 4.4.
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NMF time costs AMI in iterations
try faces basic ALS PG faces basic ALS PG faces basic ALS PG faces basic ALS PG
1 2000 1.88 5.50 6.75 8000 20.60 116.10 216.43 2000 0.9791 0.9902 0.9857 8000 0.9781 0.9771 0.9929
2 2000 1.87 5.57 6.71 8000 21.13 115.61 221.70 2000 0.9793 0.9901 0.9858 8000 0.9767 0.9790 0.9931
3 2000 1.88 5.61 6.46 8000 21.10 116.07 116.79 2000 0.9786 0.9913 0.9859 8000 0.9773 0.9780 0.9903
4 2000 1.88 5.56 6.50 8000 21.37 116.32 111.46 2000 0.9790 0.9543 0.9856 8000 0.9789 0.9775 0.9857
5 2000 1.87 5.63 6.47 8000 21.40 116.36 259.56 2000 0.9783 0.9909 0.9858 8000 0.9776 0.9875 0.9926
6 2000 1.95 5.53 6.73 8000 21.45 116.19 107.78 2000 0.9793 0.9907 0.9859 8000 0.9790 0.9779 0.9902
7 2000 1.96 5.64 6.48 8000 21.36 116.30 103.48 2000 0.9796 0.9910 0.9859 8000 0.9797 0.9769 0.9933
8 2000 2.00 5.61 6.55 8000 21.47 116.55 193.13 2000 0.9782 0.9909 0.9860 8000 0.9772 0.9775 0.9934
9 2000 2.02 5.57 6.57 8000 21.49 116.33 98.74 2000 0.9789 0.9912 0.9858 8000 0.9782 0.9851 0.9934
10 2000 2.07 5.61 7.70 8000 21.46 116.73 238.55 2000 0.9784 0.9910 0.9854 8000 0.9771 0.9782 0.9929
11 2000 2.07 5.61 6.51 8000 21.51 116.87 232.35 2000 0.9783 0.9915 0.9860 8000 0.9790 0.9772 0.9931
12 2000 2.12 5.54 6.55 8000 21.39 116.64 95.24 2000 0.9787 0.9907 0.9858 8000 0.9775 0.9775 0.9936
13 2000 2.16 5.62 6.82 8000 21.43 116.90 168.13 2000 0.9783 0.9904 0.9859 8000 0.9764 0.9780 0.9927
14 2000 2.07 5.57 6.41 8000 21.43 116.74 101.63 2000 0.9793 0.9907 0.9859 8000 0.9777 0.9874 0.9941
15 2000 2.13 5.61 6.55 8000 21.50 116.80 140.86 2000 0.9787 0.9909 0.9859 8000 0.9755 0.9771 0.9936
1 3000 4.71 13.88 17.20 9000 25.49 146.12 88.97 3000 0.9804 0.9897 0.9921 9000 0.9800 0.9816 0.9944
2 3000 4.69 13.98 16.00 9000 26.66 146.47 93.67 3000 0.9814 0.9896 0.9919 9000 0.9802 0.9813 0.9943
3 3000 4.73 14.01 16.09 9000 26.78 147.12 143.40 3000 0.9813 0.9897 0.9920 9000 0.9804 0.9815 0.9897
4 3000 4.87 13.91 16.82 9000 26.39 146.52 104.48 3000 0.9807 0.9898 0.9919 9000 0.9796 0.9817 0.9946
5 3000 4.91 14.20 18.33 9000 26.81 146.87 94.22 3000 0.9805 0.9899 0.9920 9000 0.9793 0.9819 0.9941
6 3000 4.84 14.02 16.81 9000 26.70 146.32 96.43 3000 0.9807 0.9898 0.9921 9000 0.9810 0.9826 0.9943
7 3000 4.77 13.98 16.61 9000 26.67 146.49 97.38 3000 0.9813 0.9897 0.9921 9000 0.9779 0.9813 0.9942
8 3000 4.83 14.02 19.24 9000 26.76 146.43 101.59 3000 0.9808 0.9901 0.9921 9000 0.9796 0.9818 0.9949
9 3000 4.86 13.83 16.44 9000 26.74 146.77 103.75 3000 0.9812 0.9894 0.9916 9000 0.9805 0.9802 0.9943
10 3000 4.76 13.92 17.57 9000 26.79 146.29 99.55 3000 0.9808 0.9898 0.9919 9000 0.9812 0.9824 0.9941
11 3000 4.73 13.92 17.09 9000 27.16 146.67 100.61 3000 0.9808 0.9896 0.9920 9000 0.9812 0.9811 0.9944
12 3000 4.82 13.98 17.04 9000 26.82 147.60 111.13 3000 0.9813 0.9899 0.9920 9000 0.9799 0.9811 0.9949
13 3000 4.80 14.46 19.81 9000 26.93 147.88 96.91 3000 0.9818 0.9900 0.9917 9000 0.9798 0.9814 0.9943
14 3000 4.79 14.71 17.26 9000 26.74 147.72 104.24 3000 0.9806 0.9896 0.9920 9000 0.9807 0.9817 0.9944
15 3000 4.87 14.89 17.03 9000 26.67 148.08 111.71 3000 0.9818 0.9895 0.9921 9000 0.9808 0.9820 0.9948
1 4000 9.26 24.55 22.44 10000 31.55 181.56 97.42 4000 0.9760 0.9696 0.9857 10000 0.9802 0.9803 0.9948
2 4000 9.12 24.81 23.11 10000 32.58 181.03 109.01 4000 0.9789 0.9749 0.9847 10000 0.9794 0.9822 0.9948
3 4000 9.21 24.92 23.93 10000 32.75 180.91 113.05 4000 0.9765 0.9805 0.9839 10000 0.9801 0.9805 0.9947
4 4000 9.20 24.75 22.97 10000 32.95 181.07 142.99 4000 0.9753 0.9744 0.9853 10000 0.9784 0.9818 0.9944
5 4000 9.16 24.62 23.19 10000 32.97 180.81 118.97 4000 0.9754 0.9836 0.9854 10000 0.9797 0.9801 0.9947
6 4000 9.24 24.89 23.21 10000 33.07 180.86 107.31 4000 0.9775 0.9689 0.9852 10000 0.9787 0.9803 0.9946
7 4000 9.18 25.02 24.33 10000 33.07 181.27 115.68 4000 0.9753 0.9802 0.9850 10000 0.9799 0.9801 0.9946
8 4000 9.19 24.82 25.49 10000 32.95 181.72 114.49 4000 0.9773 0.9824 0.9851 10000 0.9801 0.9811 0.9948
9 4000 9.02 24.81 25.71 10000 33.26 182.15 118.73 4000 0.9775 0.9775 0.9856 10000 0.9804 0.9818 0.9947
10 4000 9.28 24.98 25.26 10000 33.43 182.23 137.07 4000 0.9769 0.9833 0.9857 10000 0.9803 0.9815 0.9946
11 4000 9.20 25.09 26.31 10000 33.11 181.42 114.87 4000 0.9765 0.9782 0.9858 10000 0.9809 0.9821 0.9947
12 4000 9.14 24.88 26.33 10000 33.30 180.34 112.48 4000 0.9765 0.9750 0.9856 10000 0.9784 0.9826 0.9949
13 4000 8.43 24.93 27.71 10000 33.28 180.70 118.26 4000 0.9759 0.9761 0.9838 10000 0.9799 0.9821 0.9947
14 4000 7.04 24.96 27.20 10000 33.38 180.06 118.27 4000 0.9779 0.9769 0.9856 10000 0.9803 0.9820 0.9946
15 4000 7.04 25.07 27.89 10000 33.39 180.98 127.90 4000 0.9816 0.9843 0.9852 10000 0.9797 0.9822 0.9946
1 5000 8.73 47.02 33.62 11000 38.00 220.82 120.51 5000 0.9766 0.9869 0.9860 11000 0.9810 0.9807 0.9938
2 5000 8.63 47.22 34.29 11000 39.48 220.20 129.22 5000 0.9763 0.9862 0.9862 11000 0.9806 0.9812 0.9946
3 5000 8.54 47.04 34.41 11000 39.65 220.90 130.99 5000 0.9762 0.9872 0.9859 11000 0.9812 0.9813 0.9947
4 5000 8.47 47.08 36.78 11000 40.13 220.51 128.41 5000 0.9763 0.9762 0.9859 11000 0.9828 0.9809 0.9945
5 5000 8.47 47.02 37.61 11000 40.13 220.67 130.66 5000 0.9758 0.9863 0.9860 11000 0.9812 0.9795 0.9944
6 5000 8.35 47.11 38.76 11000 41.06 220.32 141.98 5000 0.9773 0.9871 0.9861 11000 0.9812 0.9798 0.9947
7 5000 8.37 47.13 40.30 11000 41.48 220.21 134.95 5000 0.9769 0.9872 0.9859 11000 0.9819 0.9806 0.9948
8 5000 8.44 47.13 40.23 11000 40.83 219.71 131.78 5000 0.9784 0.9868 0.9861 11000 0.9803 0.9810 0.9946
9 5000 8.38 46.96 80.80 11000 41.00 218.47 160.07 5000 0.9758 0.9864 0.9628 11000 0.9806 0.9810 0.9946
10 5000 8.36 46.93 40.33 11000 40.99 220.54 132.38 5000 0.9763 0.9852 0.9860 11000 0.9810 0.9808 0.9946
11 5000 8.35 47.12 47.00 11000 40.95 220.68 139.31 5000 0.9771 0.9806 0.9866 11000 0.9807 0.9809 0.9946
12 5000 8.35 47.13 39.56 11000 40.99 219.99 141.81 5000 0.9744 0.9857 0.9862 11000 0.9817 0.9805 0.9946
13 5000 8.37 47.04 39.30 11000 40.77 218.72 145.33 5000 0.9764 0.9838 0.9860 11000 0.9809 0.9806 0.9944
14 5000 8.36 47.14 38.99 11000 40.91 219.88 128.24 5000 0.9761 0.9850 0.9861 11000 0.9815 0.9811 0.9947
15 5000 8.37 47.04 39.07 11000 40.82 221.32 134.72 5000 0.9762 0.9846 0.9858 11000 0.9800 0.9810 0.9944
1 6000 12.36 69.00 55.55 12000 45.22 264.93 168.91 6000 0.9763 0.9846 0.9869 12000 0.9820 0.9833 0.9944
2 6000 12.06 69.35 56.06 12000 46.66 264.33 149.14 6000 0.9764 0.9873 0.9867 12000 0.9831 0.9835 0.9952
3 6000 11.99 69.06 57.46 12000 47.09 262.91 167.12 6000 0.9768 0.9840 0.9870 12000 0.9827 0.9833 0.9950
4 6000 11.90 69.02 54.86 12000 47.06 262.22 165.83 6000 0.9766 0.9868 0.9871 12000 0.9829 0.9827 0.9947
5 6000 11.79 68.08 59.28 12000 47.46 264.78 220.57 6000 0.9756 0.9873 0.9866 12000 0.9836 0.9831 0.9939
6 6000 11.81 68.97 60.00 12000 47.49 264.26 197.78 6000 0.9757 0.9868 0.9868 12000 0.9816 0.9826 0.9943
7 6000 11.75 69.18 60.09 12000 47.54 263.94 154.76 6000 0.9766 0.9854 0.9868 12000 0.9810 0.9828 0.9952
8 6000 11.75 68.06 50.81 12000 47.73 264.96 157.38 6000 0.9772 0.9872 0.9925 12000 0.9819 0.9833 0.9947
9 6000 11.70 66.83 49.84 12000 47.75 262.72 223.94 6000 0.9751 0.9874 0.9873 12000 0.9830 0.9837 0.9941
10 6000 11.61 66.73 49.83 12000 47.98 264.11 165.71 6000 0.9758 0.9867 0.9875 12000 0.9802 0.9833 0.9944
11 6000 11.65 66.68 60.76 12000 48.08 263.80 186.68 6000 0.9772 0.9857 0.9865 12000 0.9835 0.9835 0.9939
12 6000 11.61 66.58 59.81 12000 47.84 262.43 180.85 6000 0.9761 0.9861 0.9870 12000 0.9810 0.9826 0.9944
13 6000 11.59 66.57 59.93 12000 47.80 264.08 200.18 6000 0.9789 0.9880 0.9869 12000 0.9809 0.9828 0.9943
14 6000 11.58 66.59 53.80 12000 47.98 265.47 206.95 6000 0.9748 0.9856 0.9876 12000 0.9801 0.9833 0.9942
15 6000 11.59 66.47 60.42 12000 48.08 266.10 168.59 6000 0.9758 0.9870 0.9868 12000 0.9811 0.9833 0.9942
1 7000 14.89 91.41 70.89 13000 52.99 313.86 209.21 7000 0.9811 0.9853 0.9878 13000 0.9834 0.9835 0.9938
2 7000 15.44 89.73 78.91 13000 54.64 314.44 211.45 7000 0.9786 0.9852 0.9878 13000 0.9826 0.9832 0.9940
3 7000 15.85 92.26 76.79 13000 55.43 314.35 188.05 7000 0.9792 0.9866 0.9871 13000 0.9823 0.9819 0.9935
4 7000 15.90 89.84 81.40 13000 55.81 314.99 222.21 7000 0.9799 0.9864 0.9877 13000 0.9823 0.9825 0.9936
5 7000 15.86 89.42 75.26 13000 56.17 314.67 173.93 7000 0.9786 0.9867 0.9871 13000 0.9822 0.9834 0.9947
6 7000 15.73 89.15 76.11 13000 55.97 313.43 170.73 7000 0.9792 0.9868 0.9872 13000 0.9806 0.9812 0.9937
7 7000 15.69 89.16 87.17 13000 56.19 314.10 181.91 7000 0.9810 0.9855 0.9866 13000 0.9823 0.9833 0.9934
8 7000 16.05 89.26 80.46 13000 56.39 313.76 231.58 7000 0.9768 0.9866 0.9877 13000 0.9825 0.9829 0.9936
9 7000 17.03 89.35 76.88 13000 56.01 314.02 172.84 7000 0.9789 0.9858 0.9872 13000 0.9831 0.9824 0.9937
10 7000 16.47 89.31 79.20 13000 56.20 314.03 231.09 7000 0.9793 0.9862 0.9872 13000 0.9824 0.9832 0.9934
11 7000 16.57 89.29 78.11 13000 56.05 315.02 207.06 7000 0.9802 0.9855 0.9873 13000 0.9836 0.9822 0.9940
12 7000 16.81 89.36 76.65 13000 56.40 313.31 226.36 7000 0.9796 0.9860 0.9860 13000 0.9831 0.9829 0.9937
13 7000 16.67 89.37 77.02 13000 56.24 313.61 183.68 7000 0.9797 0.9854 0.9859 13000 0.9808 0.9828 0.9943
14 7000 16.78 89.07 77.70 13000 56.41 312.76 203.07 7000 0.9807 0.9866 0.9872 13000 0.9820 0.9822 0.9940
15 7000 17.76 88.94 78.04 13000 56.51 312.34 181.01 7000 0.9784 0.9858 0.9869 13000 0.9809 0.9828 0.9942
Table A.2: Raw data of a human with fixed iterations in the section 4.4.
95
NMF time costs AMI in iterations
try faces basic ALS PG faces basic ALS PG faces basic ALS PG faces basic ALS PG
1 2000 0.91 1.15 2.70 8000 11.31 27.18 49.10 2000 0.9351 0.9518 0.9376 8000 0.9304 0.9291 0.9568
2 2000 0.90 1.12 2.50 8000 10.68 51.62 31.11 2000 0.9395 0.9498 0.9406 8000 0.9256 0.9411 0.9405
3 2000 0.95 1.10 2.41 8000 11.45 49.72 46.92 2000 0.9453 0.9513 0.9392 8000 0.9310 0.9429 0.9624
4 2000 0.98 1.10 2.57 8000 10.29 19.09 41.65 2000 0.9395 0.9525 0.9403 8000 0.9289 0.9007 0.9547
5 2000 0.95 1.13 2.43 8000 10.35 18.94 55.09 2000 0.9413 0.9536 0.9374 8000 0.9262 0.8979 0.9541
6 2000 0.99 1.16 2.52 8000 11.91 21.64 46.65 2000 0.9433 0.9469 0.9403 8000 0.9317 0.9240 0.9459
7 2000 0.91 1.10 2.60 8000 12.45 19.09 36.10 2000 0.9392 0.9504 0.9385 8000 0.9293 0.9016 0.9397
8 2000 0.89 1.16 2.73 8000 10.92 48.85 61.90 2000 0.9407 0.9505 0.9385 8000 0.9313 0.9472 0.9539
9 2000 1.14 1.15 2.71 8000 12.22 48.65 62.44 2000 0.9477 0.9516 0.9363 8000 0.9346 0.9431 0.9602
10 2000 0.95 1.20 2.62 8000 11.43 48.80 76.79 2000 0.9388 0.9530 0.9387 8000 0.9276 0.9399 0.9601
11 2000 0.90 1.10 2.59 8000 15.48 24.58 66.42 2000 0.9389 0.9492 0.9371 8000 0.9319 0.9382 0.9558
12 2000 0.95 1.12 2.76 8000 14.76 49.22 32.05 2000 0.9406 0.9502 0.9371 8000 0.9277 0.9422 0.9503
13 2000 0.91 1.11 3.08 8000 12.55 49.10 48.50 2000 0.9402 0.9467 0.9358 8000 0.9300 0.9432 0.9542
14 2000 0.98 1.10 2.58 8000 12.88 49.04 60.39 2000 0.9439 0.9483 0.9398 8000 0.9297 0.9439 0.9573
15 2000 0.96 1.11 2.57 8000 11.20 51.44 32.39 2000 0.9434 0.9489 0.9380 8000 0.9250 0.9432 0.9403
1 3000 2.17 2.46 5.33 9000 12.89 57.57 45.33 3000 0.9446 0.9520 0.9641 9000 0.9324 0.9500 0.9634
2 3000 2.06 2.49 5.83 9000 14.33 57.45 30.32 3000 0.9401 0.9529 0.9624 9000 0.9322 0.9519 0.9646
3 3000 2.21 2.46 5.48 9000 13.59 54.13 33.97 3000 0.9468 0.9526 0.9644 9000 0.9319 0.9425 0.9679
4 3000 2.61 2.47 5.90 9000 13.60 57.52 41.48 3000 0.9451 0.9520 0.9639 9000 0.9312 0.9520 0.9629
5 3000 2.31 2.48 6.05 9000 13.58 54.46 46.80 3000 0.9457 0.9537 0.9638 9000 0.9326 0.9486 0.9654
6 3000 2.19 2.42 5.53 9000 13.74 57.90 42.93 3000 0.9408 0.9544 0.9629 9000 0.9347 0.9521 0.9657
7 3000 2.18 2.38 4.98 9000 14.57 57.96 37.66 3000 0.9435 0.9524 0.9643 9000 0.9344 0.9501 0.9639
8 3000 2.15 2.42 6.04 9000 14.60 57.88 40.77 3000 0.9428 0.9529 0.9631 9000 0.9333 0.9507 0.9629
9 3000 2.29 2.39 6.23 9000 13.79 58.01 48.94 3000 0.9443 0.9509 0.9643 9000 0.9340 0.9488 0.9621
10 3000 2.09 2.44 5.86 9000 14.71 55.00 39.98 3000 0.9419 0.9522 0.9642 9000 0.9364 0.9483 0.9634
11 3000 2.05 2.41 5.87 9000 14.81 58.86 42.02 3000 0.9416 0.9528 0.9638 9000 0.9359 0.9515 0.9633
12 3000 2.27 2.48 5.68 9000 13.87 59.23 38.49 3000 0.9450 0.9533 0.9641 9000 0.9325 0.9499 0.9648
13 3000 2.30 2.41 4.39 9000 13.83 59.15 50.48 3000 0.9412 0.9531 0.9634 9000 0.9325 0.9463 0.9622
14 3000 2.30 2.45 5.99 9000 14.78 58.87 48.67 3000 0.9427 0.9539 0.9649 9000 0.9303 0.9481 0.9634
15 3000 2.05 2.48 6.90 9000 14.81 59.21 40.26 3000 0.9410 0.9523 0.9616 9000 0.9324 0.9508 0.9636
1 4000 3.96 6.20 10.06 10000 16.37 71.78 30.54 4000 0.9290 0.9027 0.9349 10000 0.9293 0.9483 0.9665
2 4000 3.93 5.10 10.86 10000 18.36 72.10 47.56 4000 0.9314 0.9020 0.9350 10000 0.9297 0.9452 0.9662
3 4000 3.79 5.46 10.03 10000 19.53 67.51 43.09 4000 0.9267 0.9143 0.9345 10000 0.9292 0.9471 0.9676
4 4000 4.16 5.54 10.04 10000 17.60 68.36 53.17 4000 0.9377 0.9123 0.9403 10000 0.9321 0.9494 0.9673
5 4000 3.91 5.56 10.89 10000 17.40 68.29 34.15 4000 0.9362 0.9138 0.9352 10000 0.9286 0.9455 0.9692
6 4000 4.13 5.60 9.79 10000 18.55 68.77 48.56 4000 0.9339 0.9003 0.9399 10000 0.9318 0.9469 0.9663
7 4000 4.07 5.57 10.89 10000 18.78 67.67 50.16 4000 0.9327 0.9119 0.9345 10000 0.9293 0.9467 0.9677
8 4000 4.25 5.53 13.93 10000 18.77 67.82 42.08 4000 0.9278 0.9010 0.9350 10000 0.9294 0.9481 0.9673
9 4000 3.98 6.17 13.32 10000 18.55 69.10 49.04 4000 0.9239 0.9220 0.9387 10000 0.9245 0.9468 0.9684
10 4000 3.95 4.97 11.12 10000 17.88 67.58 42.67 4000 0.9305 0.9119 0.9375 10000 0.9319 0.9478 0.9666
11 4000 4.12 5.57 11.93 10000 19.21 67.91 41.45 4000 0.9296 0.9141 0.9362 10000 0.9331 0.9481 0.9669
12 4000 4.11 5.63 7.26 10000 17.17 67.20 44.82 4000 0.9297 0.9239 0.9646 10000 0.9315 0.9470 0.9672
13 4000 4.28 5.54 10.82 10000 18.61 67.19 41.18 4000 0.9326 0.8980 0.9370 10000 0.9293 0.9477 0.9672
14 4000 4.12 5.57 10.94 10000 17.11 67.45 41.99 4000 0.9315 0.9059 0.9389 10000 0.9281 0.9478 0.9683
15 4000 3.99 6.15 10.38 10000 17.00 71.39 42.85 4000 0.9295 0.9270 0.9392 10000 0.9267 0.9469 0.9672
1 5000 4.77 10.49 20.23 11000 19.08 75.93 42.73 5000 0.9308 0.9446 0.9488 11000 0.9262 0.9424 0.9678
2 5000 4.90 10.36 17.50 11000 17.89 80.65 42.57 5000 0.9321 0.9398 0.9495 11000 0.9256 0.9428 0.9688
3 5000 5.11 10.44 17.05 11000 19.08 75.43 47.57 5000 0.9355 0.9344 0.9496 11000 0.9337 0.9432 0.9672
4 5000 5.40 10.49 15.25 11000 19.77 75.58 44.79 5000 0.9337 0.9440 0.9513 11000 0.9337 0.9424 0.9683
5 5000 5.14 10.36 17.51 11000 20.23 75.81 48.44 5000 0.9291 0.9427 0.9497 11000 0.9315 0.9427 0.9669
6 5000 5.18 9.34 20.91 11000 18.41 75.82 46.03 5000 0.9268 0.9147 0.9519 11000 0.9297 0.9421 0.9676
7 5000 5.29 10.44 18.15 11000 19.48 76.37 41.38 5000 0.9276 0.9409 0.9496 11000 0.9288 0.9433 0.9675
8 5000 5.42 10.88 19.14 11000 19.12 81.56 49.39 5000 0.9330 0.9451 0.9484 11000 0.9239 0.9431 0.9677
9 5000 5.22 11.67 19.37 11000 19.57 76.32 53.72 5000 0.9334 0.9473 0.9485 11000 0.9298 0.9408 0.9674
10 5000 5.77 8.38 16.71 11000 21.66 76.52 51.91 5000 0.9347 0.9126 0.9491 11000 0.9337 0.9424 0.9677
11 5000 5.27 10.84 14.91 11000 19.42 76.47 48.06 5000 0.9354 0.9468 0.9443 11000 0.9262 0.9420 0.9675
12 5000 4.95 10.36 17.18 11000 18.87 76.47 47.92 5000 0.9326 0.9529 0.9490 11000 0.9254 0.9424 0.9682
13 5000 4.63 10.36 16.89 11000 20.45 76.53 53.64 5000 0.9264 0.9495 0.9489 11000 0.9345 0.9387 0.9670
14 5000 4.82 10.67 17.49 11000 20.50 76.60 51.84 5000 0.9282 0.9418 0.9497 11000 0.9328 0.9410 0.9668
15 5000 5.03 11.32 18.36 11000 20.34 76.37 49.08 5000 0.9341 0.9475 0.9491 11000 0.9361 0.9426 0.9674
1 6000 5.98 15.66 20.12 12000 22.64 85.44 76.89 6000 0.9277 0.9176 0.9465 12000 0.9335 0.9432 0.9647
2 6000 7.63 15.43 21.18 12000 21.80 85.71 64.03 6000 0.9311 0.9236 0.9468 12000 0.9336 0.9482 0.9664
3 6000 7.58 15.21 21.13 12000 23.69 85.39 81.06 6000 0.9404 0.9380 0.9521 12000 0.9351 0.9448 0.9667
4 6000 7.51 15.30 21.56 12000 22.26 85.39 63.89 6000 0.9336 0.9369 0.9475 12000 0.9338 0.9488 0.9670
5 6000 7.63 15.27 21.23 12000 24.07 85.70 85.62 6000 0.9341 0.9468 0.9469 12000 0.9363 0.9491 0.9674
6 6000 7.69 15.28 21.46 12000 22.81 85.66 74.34 6000 0.9351 0.9216 0.9468 12000 0.9302 0.9487 0.9649
7 6000 7.07 15.22 21.53 12000 22.86 86.87 81.68 6000 0.9286 0.9231 0.9469 12000 0.9339 0.9492 0.9646
8 6000 7.30 15.44 21.37 12000 22.98 79.99 75.32 6000 0.9317 0.9352 0.9469 12000 0.9339 0.9490 0.9658
9 6000 7.13 15.59 22.01 12000 24.49 94.78 95.11 6000 0.9336 0.9355 0.9463 12000 0.9327 0.9487 0.9653
10 6000 6.87 15.61 21.97 12000 22.78 91.73 80.11 6000 0.9302 0.9383 0.9463 12000 0.9329 0.9488 0.9663
11 6000 7.04 15.32 23.02 12000 25.82 95.66 79.40 6000 0.9349 0.8911 0.9456 12000 0.9333 0.9477 0.9661
12 6000 6.92 15.25 22.63 12000 24.71 94.06 80.87 6000 0.9353 0.9456 0.9474 12000 0.9358 0.9476 0.9643
13 6000 7.92 15.52 24.22 12000 23.77 100.17 88.68 6000 0.9426 0.9309 0.9466 12000 0.9344 0.9489 0.9672
14 6000 6.81 15.25 24.18 12000 23.95 100.19 66.24 6000 0.9276 0.9292 0.9443 12000 0.9282 0.9500 0.9672
15 6000 6.98 15.25 23.07 12000 23.93 94.42 75.19 6000 0.9271 0.9337 0.9513 12000 0.9269 0.9493 0.9675
1 7000 8.15 20.94 26.06 13000 34.83 49.06 77.51 7000 0.9455 0.9364 0.9502 13000 0.9359 0.9138 0.9662
2 7000 8.74 21.19 31.36 13000 34.70 113.55 90.38 7000 0.9370 0.9353 0.9476 13000 0.9343 0.9488 0.9580
3 7000 8.42 21.55 25.84 13000 35.88 55.66 81.86 7000 0.9279 0.9393 0.9510 13000 0.9248 0.9265 0.9672
4 7000 9.41 21.45 27.86 13000 36.21 111.62 82.04 7000 0.9336 0.9369 0.9502 13000 0.9353 0.9475 0.9639
5 7000 9.41 21.02 27.72 13000 34.87 108.65 112.31 7000 0.9339 0.9366 0.9387 13000 0.9355 0.9463 0.9647
6 7000 9.26 20.49 41.61 13000 33.50 104.32 75.41 7000 0.9334 0.9366 0.9572 13000 0.9287 0.9471 0.9661
7 7000 8.52 20.70 25.40 13000 34.38 124.24 84.98 7000 0.9294 0.9411 0.9508 13000 0.9240 0.9494 0.9597
8 7000 9.21 21.01 37.46 13000 35.42 124.87 84.02 7000 0.9313 0.9400 0.9426 13000 0.9374 0.9478 0.9606
9 7000 8.48 20.68 26.73 13000 35.48 63.72 73.95 7000 0.9245 0.9412 0.9481 13000 0.9324 0.9216 0.9639
10 7000 9.31 18.65 25.57 13000 34.73 62.69 80.38 7000 0.9341 0.9281 0.9486 13000 0.9364 0.9236 0.9590
11 7000 8.65 21.45 27.00 13000 35.59 129.63 106.54 7000 0.9263 0.9374 0.9472 13000 0.9337 0.9490 0.9587
12 7000 8.32 21.09 26.81 13000 34.10 67.25 81.50 7000 0.9290 0.9413 0.9478 13000 0.9377 0.9249 0.9652
13 7000 8.44 20.96 27.40 13000 33.46 126.93 90.94 7000 0.9308 0.9380 0.9483 13000 0.9313 0.9487 0.9667
14 7000 9.20 21.27 28.18 13000 35.00 63.68 89.22 7000 0.9334 0.9362 0.9500 13000 0.9351 0.9226 0.9586
15 7000 8.57 20.96 25.42 13000 35.47 126.17 79.99 7000 0.9308 0.9391 0.9441 13000 0.9298 0.9480 0.9663
Table A.3: Raw data of a human with converged iterations in the section 4.4.
96
NMF time costs AMI in iterations
try faces basic ALS PG faces basic ALS PG faces basic ALS PG faces basic ALS PG
1 2000 1.65 4.93 9.62 8000 19.74 118.96 76.59 2000 0.9861 0.9612 0.9592 8000 0.9871 0.9674 0.9770
2 2000 1.63 4.89 7.17 8000 20.18 118.65 78.72 2000 0.9771 0.9610 0.9760 8000 0.9836 0.9744 0.9770
3 2000 1.62 4.92 7.17 8000 20.49 118.45 78.68 2000 0.9752 0.9543 0.9761 8000 0.9856 0.9747 0.9763
4 2000 1.64 4.91 9.24 8000 20.54 118.67 78.16 2000 0.9767 0.9583 0.9656 8000 0.9860 0.9745 0.9770
5 2000 1.64 4.91 7.08 8000 20.80 119.20 79.23 2000 0.9748 0.9638 0.9761 8000 0.9860 0.9736 0.9768
6 2000 1.67 4.91 9.60 8000 20.92 119.63 79.27 2000 0.9768 0.9601 0.9555 8000 0.9851 0.9724 0.9768
7 2000 1.65 4.91 7.20 8000 20.60 119.26 76.99 2000 0.9763 0.9571 0.9759 8000 0.9840 0.9745 0.9715
8 2000 1.65 4.89 7.18 8000 20.89 119.39 79.25 2000 0.9763 0.9534 0.9752 8000 0.9861 0.9744 0.9766
9 2000 1.64 4.92 7.19 8000 20.96 118.02 78.88 2000 0.9758 0.9616 0.9758 8000 0.9855 0.9738 0.9770
10 2000 1.64 4.90 10.32 8000 21.00 118.44 79.01 2000 0.9755 0.9609 0.9530 8000 0.9855 0.9735 0.9767
11 2000 1.69 4.92 7.25 8000 21.09 118.20 80.74 2000 0.9771 0.9609 0.9758 8000 0.9860 0.9702 0.9678
12 2000 1.65 4.92 9.76 8000 21.16 118.32 78.37 2000 0.9775 0.9605 0.9632 8000 0.9860 0.9745 0.9765
13 2000 1.62 4.91 7.36 8000 21.18 118.24 78.80 2000 0.9761 0.9500 0.9760 8000 0.9852 0.9740 0.9767
14 2000 1.63 4.89 7.25 8000 21.42 118.43 78.03 2000 0.9777 0.9615 0.9761 8000 0.9854 0.9736 0.9770
15 2000 1.62 4.93 9.72 8000 21.42 118.47 78.66 2000 0.9763 0.9631 0.9554 8000 0.9856 0.9744 0.9767
1 3000 3.86 12.16 14.90 9000 24.61 149.70 96.58 3000 0.9800 0.9755 0.9753 9000 0.9854 0.9747 0.9761
2 3000 3.91 12.22 15.37 9000 25.21 149.34 99.44 3000 0.9805 0.9759 0.9770 9000 0.9845 0.9753 0.9759
3 3000 3.89 12.18 15.54 9000 25.47 149.67 100.41 3000 0.9799 0.9750 0.9763 9000 0.9847 0.9744 0.9759
4 3000 4.07 12.16 15.24 9000 25.66 149.03 99.84 3000 0.9810 0.9755 0.9756 9000 0.9845 0.9735 0.9762
5 3000 3.97 12.18 15.31 9000 26.06 149.76 99.59 3000 0.9773 0.9760 0.9760 9000 0.9844 0.9727 0.9761
6 3000 4.16 12.17 15.37 9000 26.02 149.18 99.89 3000 0.9809 0.9720 0.9774 9000 0.9848 0.9750 0.9760
7 3000 3.85 12.15 15.49 9000 26.11 149.88 101.20 3000 0.9805 0.9729 0.9765 9000 0.9849 0.9747 0.9760
8 3000 3.93 12.12 15.48 9000 26.09 149.04 99.47 3000 0.9808 0.9740 0.9765 9000 0.9845 0.9712 0.9762
9 3000 3.95 12.16 17.42 9000 26.52 149.66 99.42 3000 0.9816 0.9743 0.9771 9000 0.9849 0.9746 0.9760
10 3000 4.05 12.15 15.50 9000 26.28 149.10 99.75 3000 0.9802 0.9754 0.9778 9000 0.9848 0.9745 0.9761
11 3000 3.93 12.14 15.51 9000 26.12 149.22 99.26 3000 0.9794 0.9758 0.9766 9000 0.9850 0.9735 0.9761
12 3000 4.04 12.16 15.44 9000 26.32 148.93 99.57 3000 0.9806 0.9758 0.9761 9000 0.9816 0.9744 0.9761
13 3000 3.85 12.15 15.72 9000 26.27 149.46 100.32 3000 0.9795 0.9751 0.9757 9000 0.9853 0.9749 0.9762
14 3000 3.89 12.14 15.66 9000 26.65 149.34 100.64 3000 0.9807 0.9745 0.9772 9000 0.9852 0.9742 0.9761
15 3000 3.88 12.14 15.49 9000 26.30 149.59 100.10 3000 0.9802 0.9742 0.9770 9000 0.9849 0.9742 0.9761
1 4000 7.12 23.89 26.00 10000 30.70 183.39 120.49 4000 0.9847 0.9666 0.9754 10000 0.9840 0.9760 0.9792
2 4000 7.12 24.05 26.56 10000 31.44 183.87 119.03 4000 0.9831 0.9739 0.9767 10000 0.9838 0.9764 0.9799
3 4000 7.19 24.14 26.59 10000 31.61 184.29 121.31 4000 0.9831 0.9655 0.9760 10000 0.9786 0.9763 0.9793
4 4000 7.29 24.11 25.29 10000 31.97 184.29 121.64 4000 0.9839 0.9658 0.9729 10000 0.9848 0.9759 0.9792
5 4000 7.12 24.07 27.35 10000 32.03 184.20 122.12 4000 0.9853 0.9691 0.9772 10000 0.9857 0.9763 0.9794
6 4000 7.19 24.11 22.79 10000 31.95 184.07 119.92 4000 0.9848 0.9743 0.9756 10000 0.9842 0.9769 0.9792
7 4000 7.14 24.11 24.43 10000 32.12 183.78 121.23 4000 0.9856 0.9733 0.9750 10000 0.9828 0.9755 0.9794
8 4000 7.18 24.14 25.16 10000 32.36 183.72 120.01 4000 0.9821 0.9749 0.9774 10000 0.9836 0.9766 0.9790
9 4000 7.12 24.11 23.95 10000 32.75 183.72 122.84 4000 0.9848 0.9701 0.9728 10000 0.9832 0.9762 0.9792
10 4000 7.20 24.21 27.46 10000 32.58 184.39 120.58 4000 0.9807 0.9648 0.9698 10000 0.9842 0.9764 0.9793
11 4000 7.14 24.06 25.39 10000 32.82 184.64 120.82 4000 0.9806 0.9652 0.9758 10000 0.9821 0.9768 0.9792
12 4000 7.07 24.05 23.25 10000 32.74 183.95 122.99 4000 0.9853 0.9652 0.9770 10000 0.9847 0.9763 0.9792
13 4000 7.23 24.07 22.94 10000 32.86 183.48 122.17 4000 0.9834 0.9644 0.9749 10000 0.9843 0.9764 0.9794
14 4000 7.11 24.11 23.31 10000 32.88 183.90 121.52 4000 0.9825 0.9651 0.9718 10000 0.9835 0.9764 0.9791
15 4000 7.09 24.11 23.84 10000 32.62 183.84 122.46 4000 0.9847 0.9597 0.9747 10000 0.9843 0.9745 0.9793
1 5000 8.12 44.99 33.46 11000 37.05 222.75 145.95 5000 0.9872 0.9724 0.9798 11000 0.9855 0.9761 0.9780
2 5000 8.32 45.10 32.86 11000 37.87 222.22 147.07 5000 0.9867 0.9722 0.9810 11000 0.9845 0.9765 0.9781
3 5000 8.41 45.09 34.48 11000 38.15 222.94 147.53 5000 0.9855 0.9728 0.9794 11000 0.9875 0.9766 0.9781
4 5000 8.38 45.05 34.62 11000 38.74 223.86 147.08 5000 0.9858 0.9721 0.9799 11000 0.9871 0.9759 0.9780
5 5000 8.36 44.86 35.41 11000 38.53 222.97 147.52 5000 0.9863 0.9722 0.9795 11000 0.9869 0.9767 0.9790
6 5000 8.47 45.03 33.64 11000 38.76 223.08 146.54 5000 0.9865 0.9726 0.9814 11000 0.9850 0.9769 0.9788
7 5000 8.38 45.18 34.68 11000 39.24 223.06 146.52 5000 0.9861 0.9722 0.9800 11000 0.9872 0.9757 0.9781
8 5000 8.50 45.17 34.44 11000 38.80 222.90 146.98 5000 0.9864 0.9747 0.9811 11000 0.9854 0.9768 0.9787
9 5000 8.49 45.03 34.61 11000 38.91 223.93 146.04 5000 0.9863 0.9718 0.9809 11000 0.9846 0.9769 0.9787
10 5000 8.48 45.04 34.61 11000 38.84 223.46 147.35 5000 0.9859 0.9723 0.9807 11000 0.9867 0.9766 0.9788
11 5000 8.51 45.20 34.82 11000 38.78 222.88 146.80 5000 0.9860 0.9717 0.9810 11000 0.9869 0.9761 0.9781
12 5000 8.43 44.83 33.84 11000 39.07 223.11 147.00 5000 0.9841 0.9721 0.9816 11000 0.9857 0.9763 0.9788
13 5000 8.48 44.95 34.10 11000 38.93 223.33 148.29 5000 0.9862 0.9711 0.9831 11000 0.9847 0.9761 0.9782
14 5000 8.50 44.92 34.84 11000 39.15 222.03 147.19 5000 0.9860 0.9725 0.9808 11000 0.9871 0.9760 0.9788
15 5000 8.50 44.88 34.93 11000 39.02 222.65 145.64 5000 0.9857 0.9700 0.9802 11000 0.9837 0.9760 0.9787
1 6000 11.23 66.57 47.82 12000 45.06 274.32 162.23 6000 0.9876 0.9733 0.9767 12000 0.9845 0.9778 0.9807
2 6000 11.42 66.31 48.53 12000 46.41 275.05 162.20 6000 0.9864 0.9553 0.9767 12000 0.9843 0.9776 0.9804
3 6000 11.48 66.61 47.36 12000 46.31 275.14 160.43 6000 0.9870 0.9732 0.9829 12000 0.9849 0.9777 0.9805
4 6000 11.53 66.53 50.25 12000 46.63 273.64 164.25 6000 0.9876 0.9651 0.9767 12000 0.9852 0.9778 0.9806
5 6000 11.61 66.39 49.01 12000 47.40 274.07 163.42 6000 0.9870 0.9730 0.9832 12000 0.9807 0.9778 0.9805
6 6000 11.55 66.60 48.20 12000 47.70 274.44 162.91 6000 0.9874 0.9731 0.9766 12000 0.9842 0.9775 0.9804
7 6000 11.63 66.59 48.71 12000 48.02 274.86 164.13 6000 0.9863 0.9710 0.9766 12000 0.9850 0.9782 0.9807
8 6000 11.64 66.30 48.54 12000 47.84 275.00 163.72 6000 0.9863 0.9716 0.9767 12000 0.9847 0.9779 0.9804
9 6000 11.61 66.52 47.62 12000 48.25 273.55 161.70 6000 0.9871 0.9737 0.9830 12000 0.9829 0.9779 0.9803
10 6000 11.67 66.36 47.79 12000 47.93 272.75 160.85 6000 0.9873 0.9719 0.9765 12000 0.9852 0.9697 0.9806
11 6000 11.70 66.45 48.06 12000 47.77 272.83 163.18 6000 0.9874 0.9729 0.9766 12000 0.9844 0.9776 0.9792
12 6000 11.72 66.43 48.23 12000 47.31 273.44 164.22 6000 0.9870 0.9734 0.9766 12000 0.9850 0.9779 0.9805
13 6000 11.78 66.56 48.25 12000 47.28 274.18 164.33 6000 0.9867 0.9734 0.9754 12000 0.9845 0.9769 0.9804
14 6000 11.70 66.40 47.85 12000 47.16 275.27 164.54 6000 0.9870 0.9740 0.9767 12000 0.9850 0.9776 0.9805
15 6000 11.70 66.54 47.62 12000 47.07 275.92 164.37 6000 0.9870 0.9731 0.9765 12000 0.9850 0.9780 0.9805
1 7000 15.17 90.22 58.24 13000 53.85 322.38 182.43 7000 0.9861 0.9734 0.9770 13000 0.9827 0.9772 0.9766
2 7000 15.51 90.32 59.61 13000 55.64 322.38 190.67 7000 0.9870 0.9738 0.9732 13000 0.9828 0.9772 0.9749
3 7000 15.68 90.34 63.75 13000 56.99 323.64 187.66 7000 0.9859 0.9728 0.9761 13000 0.9827 0.9768 0.9765
4 7000 15.78 90.52 63.80 13000 57.65 322.97 187.80 7000 0.9864 0.9738 0.9760 13000 0.9817 0.9779 0.9769
5 7000 15.77 90.40 65.08 13000 57.98 324.23 186.49 7000 0.9851 0.9736 0.9760 13000 0.9813 0.9774 0.9770
6 7000 15.77 90.41 65.08 13000 57.91 324.77 186.65 7000 0.9865 0.9690 0.9760 13000 0.9826 0.9770 0.9782
7 7000 15.88 90.39 65.05 13000 58.60 325.24 185.37 7000 0.9859 0.9737 0.9760 13000 0.9827 0.9771 0.9787
8 7000 16.00 90.51 65.27 13000 58.57 324.93 186.21 7000 0.9868 0.9740 0.9760 13000 0.9823 0.9768 0.9761
9 7000 16.02 90.51 64.80 13000 58.40 325.78 186.78 7000 0.9861 0.9738 0.9761 13000 0.9819 0.9777 0.9762
10 7000 15.93 91.46 66.12 13000 58.68 324.22 187.26 7000 0.9865 0.9708 0.9761 13000 0.9818 0.9771 0.9774
11 7000 15.95 91.34 65.31 13000 58.90 325.21 189.97 7000 0.9863 0.9739 0.9761 13000 0.9822 0.9770 0.9757
12 7000 16.03 91.45 64.43 13000 58.79 322.89 188.04 7000 0.9868 0.9739 0.9753 13000 0.9821 0.9777 0.9780
13 7000 16.04 91.51 64.78 13000 58.62 316.26 220.11 7000 0.9863 0.9738 0.9761 13000 0.9828 0.9773 0.9688
14 7000 16.15 91.22 64.20 13000 58.69 315.61 185.67 7000 0.9869 0.9737 0.9761 13000 0.9780 0.9722 0.9781
15 7000 16.09 90.84 64.43 13000 58.48 317.41 186.65 7000 0.9869 0.9737 0.9761 13000 0.9821 0.9774 0.9772
Table A.4: Raw data of a hand with fixed iterations in the section 4.4.
97
NMF time costs AMI in iterations
try faces basic ALS PG faces basic ALS PG faces basic ALS PG faces basic ALS PG
1 2000 1.24 0.61 3.58 8000 9.28 26.98 36.45 2000 0.9488 0.8047 0.9354 8000 0.9430 0.8976 0.9413
2 2000 1.42 0.73 3.61 8000 9.87 26.96 37.44 2000 0.9412 0.8258 0.9348 8000 0.9509 0.8940 0.9410
3 2000 1.29 0.61 3.84 8000 9.96 26.84 39.29 2000 0.9495 0.8033 0.9358 8000 0.9515 0.8916 0.9423
4 2000 1.35 0.60 4.63 8000 10.06 40.16 39.05 2000 0.9477 0.8073 0.9436 8000 0.9502 0.8901 0.9387
5 2000 1.24 0.60 4.02 8000 10.04 26.66 37.39 2000 0.9503 0.8125 0.9360 8000 0.9516 0.9007 0.9392
6 2000 1.41 1.94 4.09 8000 10.14 26.89 40.20 2000 0.9348 0.8737 0.9361 8000 0.9531 0.8980 0.9414
7 2000 1.29 0.60 4.08 8000 10.21 26.86 40.58 2000 0.9286 0.7976 0.9358 8000 0.9521 0.9006 0.9417
8 2000 1.39 1.94 4.10 8000 9.37 29.56 40.46 2000 0.9499 0.8938 0.9450 8000 0.9499 0.8936 0.9416
9 2000 1.14 0.62 3.94 8000 10.26 26.80 40.49 2000 0.9485 0.7865 0.9360 8000 0.9519 0.8996 0.9414
10 2000 1.28 0.61 4.00 8000 10.32 26.82 40.43 2000 0.9436 0.8085 0.9340 8000 0.9512 0.8955 0.9419
11 2000 2.42 0.61 7.06 8000 10.13 26.76 40.11 2000 0.9552 0.7914 0.9030 8000 0.9514 0.8965 0.9399
12 2000 1.23 2.17 7.85 8000 9.48 26.94 40.13 2000 0.9339 0.9083 0.9502 8000 0.9464 0.9013 0.9406
13 2000 1.25 1.45 6.96 8000 10.29 29.48 40.04 2000 0.9511 0.9105 0.9064 8000 0.9523 0.8975 0.9417
14 2000 1.23 0.60 3.99 8000 10.20 26.87 39.77 2000 0.9528 0.7998 0.9372 8000 0.9512 0.8957 0.9416
15 2000 1.86 0.60 3.98 8000 9.49 26.73 39.68 2000 0.9466 0.8211 0.9376 8000 0.9498 0.9011 0.9416
1 3000 2.45 3.32 8.14 9000 11.55 34.07 50.93 3000 0.9518 0.9029 0.9405 9000 0.9521 0.8964 0.9397
2 3000 2.45 3.27 8.26 9000 10.67 34.29 51.84 3000 0.9407 0.9012 0.9433 9000 0.9472 0.8987 0.9395
3 3000 2.31 3.30 8.01 9000 10.79 34.06 51.95 3000 0.9493 0.9027 0.9451 9000 0.9468 0.8990 0.9397
4 3000 2.47 3.57 8.24 9000 12.66 37.69 52.67 3000 0.9520 0.9061 0.9429 9000 0.9519 0.8983 0.9395
5 3000 2.57 3.58 8.29 9000 11.85 34.24 52.16 3000 0.9463 0.9035 0.9446 9000 0.9530 0.8977 0.9395
6 3000 2.31 3.30 8.18 9000 11.86 33.90 52.28 3000 0.9506 0.9018 0.9433 9000 0.9527 0.8979 0.9396
7 3000 2.48 3.27 8.27 9000 11.87 33.99 53.07 3000 0.9440 0.9035 0.9434 9000 0.9488 0.8962 0.9404
8 3000 2.48 3.59 8.25 9000 11.98 33.66 55.58 3000 0.9453 0.9015 0.9438 9000 0.9514 0.8979 0.9420
9 3000 2.44 3.31 8.45 9000 11.16 33.83 52.73 3000 0.9482 0.9014 0.9421 9000 0.9471 0.9004 0.9397
10 3000 2.51 3.27 8.35 9000 12.30 33.93 52.50 3000 0.9512 0.9015 0.9453 9000 0.9505 0.8970 0.9398
11 3000 2.59 3.26 8.39 9000 12.20 33.90 52.49 3000 0.9513 0.8984 0.9433 9000 0.9529 0.8953 0.9395
12 3000 2.59 3.29 8.41 9000 11.20 33.85 53.51 3000 0.9470 0.9035 0.9435 9000 0.9474 0.8954 0.9398
13 3000 2.66 3.28 8.41 9000 13.20 33.99 52.92 3000 0.9521 0.9017 0.9440 9000 0.9520 0.8978 0.9397
14 3000 2.48 3.57 8.38 9000 12.32 33.93 53.65 3000 0.9450 0.9023 0.9450 9000 0.9500 0.8933 0.9401
15 3000 2.58 3.57 8.13 9000 12.35 34.04 53.13 3000 0.9385 0.9037 0.9412 9000 0.9512 0.8923 0.9395
1 4000 5.82 6.54 13.51 10000 14.20 41.62 58.66 4000 0.9633 0.9089 0.9486 10000 0.9517 0.9047 0.9468
2 4000 6.29 10.08 10.91 10000 14.32 41.66 59.41 4000 0.9631 0.9183 0.9120 10000 0.9516 0.9063 0.9466
3 4000 3.24 10.69 14.16 10000 13.46 41.72 58.81 4000 0.9509 0.9110 0.9503 10000 0.9489 0.9049 0.9467
4 4000 3.77 8.88 10.32 10000 13.45 41.61 59.93 4000 0.9612 0.9154 0.9080 10000 0.9499 0.9058 0.9463
5 4000 5.54 7.70 14.00 10000 14.71 41.89 60.74 4000 0.9605 0.9080 0.9464 10000 0.9501 0.9066 0.9462
6 4000 5.23 10.72 14.25 10000 14.69 42.02 61.32 4000 0.9611 0.9120 0.9502 10000 0.9525 0.9044 0.9458
7 4000 6.05 6.48 14.22 10000 13.73 42.01 60.99 4000 0.9667 0.8991 0.9444 10000 0.9489 0.9063 0.9466
8 4000 4.59 6.55 14.29 10000 13.63 41.97 60.34 4000 0.9603 0.9059 0.9493 10000 0.9489 0.9057 0.9462
9 4000 5.32 8.90 14.23 10000 14.79 42.05 61.37 4000 0.9597 0.9156 0.9487 10000 0.9519 0.9055 0.9465
10 4000 5.32 8.34 10.24 10000 13.70 42.08 61.04 4000 0.9623 0.9132 0.9031 10000 0.9495 0.9075 0.9457
11 4000 4.60 10.69 14.33 10000 15.01 42.12 60.89 4000 0.9607 0.9105 0.9487 10000 0.9511 0.9045 0.9469
12 4000 5.18 6.51 13.61 10000 14.11 42.11 60.79 4000 0.9602 0.8858 0.9347 10000 0.9506 0.9068 0.9472
13 4000 4.92 12.48 14.29 10000 16.57 41.95 61.10 4000 0.9579 0.9247 0.9488 10000 0.9528 0.9058 0.9460
14 4000 5.02 11.26 15.58 10000 15.42 42.07 61.27 4000 0.9605 0.9121 0.9275 10000 0.9530 0.9039 0.9463
15 4000 5.49 10.71 14.41 10000 15.46 42.06 61.34 4000 0.9603 0.9128 0.9454 10000 0.9520 0.9039 0.9467
1 5000 4.06 10.31 10.76 11000 14.75 50.41 64.75 5000 0.9519 0.9047 0.9189 11000 0.9479 0.9085 0.9441
2 5000 3.78 11.32 14.84 11000 14.92 50.53 66.76 5000 0.9526 0.9103 0.9485 11000 0.9482 0.9102 0.9419
3 5000 4.12 10.31 15.08 11000 14.99 50.75 67.69 5000 0.9569 0.9065 0.9478 11000 0.9521 0.9088 0.9442
4 5000 4.13 11.31 10.18 11000 15.17 51.13 68.09 5000 0.9580 0.9090 0.9132 11000 0.9490 0.9082 0.9439
5 5000 4.19 10.30 14.71 11000 16.54 50.83 67.51 5000 0.9541 0.9040 0.9300 11000 0.9488 0.8997 0.9432
6 5000 4.20 11.37 11.27 11000 15.23 51.03 68.07 5000 0.9563 0.9068 0.9174 11000 0.9481 0.9074 0.9423
7 5000 3.92 10.33 9.85 11000 16.79 61.43 67.70 5000 0.9526 0.9060 0.9145 11000 0.9492 0.8995 0.9440
8 5000 4.21 10.32 14.90 11000 15.25 51.04 68.83 5000 0.9553 0.9050 0.9480 11000 0.9485 0.9081 0.9440
9 5000 4.23 11.32 9.76 11000 15.35 50.98 67.66 5000 0.9567 0.9109 0.9151 11000 0.9465 0.9060 0.9435
10 5000 4.30 10.23 13.82 11000 15.42 51.20 68.40 5000 0.9568 0.9047 0.9257 11000 0.9485 0.9040 0.9418
11 5000 4.00 11.27 12.80 11000 15.35 51.13 67.66 5000 0.9539 0.9087 0.9209 11000 0.9487 0.9083 0.9432
12 5000 3.95 10.42 9.03 11000 16.89 51.00 68.11 5000 0.9535 0.9061 0.9111 11000 0.9476 0.9073 0.9440
13 5000 4.23 9.30 15.15 11000 15.46 51.02 68.10 5000 0.9541 0.9108 0.9490 11000 0.9505 0.9104 0.9440
14 5000 4.27 11.28 11.42 11000 15.88 40.83 67.17 5000 0.9523 0.9097 0.9158 11000 0.9490 0.8427 0.9437
15 5000 4.49 11.31 15.13 11000 17.33 51.04 67.30 5000 0.9535 0.9082 0.9478 11000 0.9475 0.9035 0.9438
1 6000 5.17 16.54 21.24 12000 17.37 54.97 58.90 6000 0.9554 0.9013 0.9415 12000 0.9478 0.9028 0.9400
2 6000 5.26 16.49 21.92 12000 17.63 55.04 60.18 6000 0.9548 0.9019 0.9418 12000 0.9509 0.9049 0.9395
3 6000 5.22 18.22 22.24 12000 17.74 54.62 60.34 6000 0.9562 0.9040 0.9415 12000 0.9526 0.9040 0.9396
4 6000 5.35 16.60 21.93 12000 17.93 54.72 60.06 6000 0.9558 0.9020 0.9418 12000 0.9486 0.9051 0.9369
5 6000 5.44 16.56 30.86 12000 19.49 54.85 59.76 6000 0.9577 0.9030 0.9212 12000 0.9415 0.9071 0.9393
6 6000 5.46 16.54 22.10 12000 18.00 54.64 59.83 6000 0.9582 0.9005 0.9423 12000 0.9470 0.9039 0.9396
7 6000 5.37 16.57 22.15 12000 18.03 54.56 59.94 6000 0.9551 0.9005 0.9418 12000 0.9513 0.9033 0.9397
8 6000 5.42 16.67 22.18 12000 18.42 54.71 59.46 6000 0.9566 0.9018 0.9416 12000 0.9515 0.9051 0.9400
9 6000 5.44 16.65 22.10 12000 18.47 55.04 60.19 6000 0.9561 0.9027 0.9419 12000 0.9477 0.9055 0.9392
10 6000 5.85 16.59 22.12 12000 18.63 54.74 60.64 6000 0.9571 0.9012 0.9419 12000 0.9450 0.9049 0.9361
11 6000 5.46 16.46 26.05 12000 18.44 54.37 59.19 6000 0.9570 0.9021 0.9147 12000 0.9510 0.9041 0.9398
12 6000 5.49 16.50 22.33 12000 18.47 54.95 59.93 6000 0.9560 0.9007 0.9417 12000 0.9499 0.9039 0.9338
13 6000 5.55 16.56 22.83 12000 18.41 54.71 59.92 6000 0.9562 0.9029 0.9416 12000 0.9463 0.9044 0.9393
14 6000 5.52 16.54 22.34 12000 18.44 54.87 60.09 6000 0.9546 0.9019 0.9416 12000 0.9522 0.9057 0.9395
15 6000 5.54 16.54 23.86 12000 18.41 54.62 59.67 6000 0.9578 0.9022 0.9436 12000 0.9519 0.9034 0.9403
1 7000 6.56 22.44 30.28 13000 22.34 57.86 55.41 7000 0.9512 0.8982 0.9398 13000 0.9432 0.8946 0.9227
2 7000 6.51 22.50 31.13 13000 22.73 57.94 57.22 7000 0.9537 0.8996 0.9397 13000 0.9541 0.8932 0.9211
3 7000 6.63 10.23 31.38 13000 23.16 57.27 58.27 7000 0.9483 0.8210 0.9394 13000 0.9506 0.8965 0.9236
4 7000 6.78 22.64 31.98 13000 21.10 57.24 52.60 7000 0.9506 0.8993 0.9395 13000 0.9462 0.8966 0.9104
5 7000 6.85 26.70 32.29 13000 25.11 57.61 59.38 7000 0.9518 0.8873 0.9394 13000 0.9543 0.8976 0.9270
6 7000 6.91 22.53 31.72 13000 23.31 64.75 64.77 7000 0.9491 0.8981 0.9396 13000 0.9522 0.9051 0.9234
7 7000 6.95 22.61 31.62 13000 23.72 57.48 64.74 7000 0.9543 0.8986 0.9401 13000 0.9491 0.8945 0.9237
8 7000 6.91 22.51 31.58 13000 23.89 57.43 45.45 7000 0.9518 0.8986 0.9395 13000 0.9491 0.9000 0.9103
9 7000 7.05 22.54 31.57 13000 24.23 57.39 58.85 7000 0.9508 0.8958 0.9396 13000 0.9480 0.8941 0.9267
10 7000 7.16 22.53 31.65 13000 24.27 57.09 59.37 7000 0.9507 0.8977 0.9394 13000 0.9541 0.8947 0.9209
11 7000 7.09 22.55 29.77 13000 22.40 64.44 59.63 7000 0.9505 0.8998 0.9363 13000 0.9431 0.9000 0.9214
12 7000 7.04 22.50 31.85 13000 24.61 57.50 65.40 7000 0.9498 0.8996 0.9394 13000 0.9531 0.8970 0.9280
13 7000 7.15 22.54 31.60 13000 24.38 64.32 59.50 7000 0.9515 0.8985 0.9394 13000 0.9498 0.9057 0.9196
14 7000 7.19 22.60 42.91 13000 24.59 57.32 59.99 7000 0.9521 0.8994 0.9254 13000 0.9517 0.8955 0.9283
15 7000 7.15 22.61 26.00 13000 24.62 57.57 59.88 7000 0.9498 0.8995 0.9246 13000 0.9510 0.8976 0.9271
Table A.5: Raw data of a hand with converged iterations in the section 4.4.
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Table A.6: Raw data from the test in the section 4.5.
cup hand bear1 bear2 spider
rand. NNDSVD rand. nndsvd rand. nndsvd rand. nndsvd rand. nndsvd
Avg. NMF
time
basic 7.701 3.297 0.763 0.189 20.355 4.809 52.465 14.105 6.111 1.176
ALS 6.749 3.946 0.278 0.171 10.104 9.813 49.874 35.465 2.643 1.512
PG 6.304 5.792 0.287 0.817 4.547 10.157 21.633 44.933 2.065 12.017
Avg.
iterations
basic 28.800 12.533 102.133 29.067 76.067 18.067 56.067 15.333 99.333 19.267
ALS 13.400 7.867 23.200 19.400 14.800 14.333 12.600 8.933 17.733 10.000
PG 16.667 9.000 19.400 14.467 10.867 11.000 9.467 9.467 8.200 17.867
Avg. AMI
in iter.
basic 0.882 0.952 0.950 0.938 0.927 0.969 0.920 0.974 0.940 0.984
ALS 0.858 0.974 0.857 0.928 0.829 0.935 0.759 0.943 0.862 0.963
PG 0.884 0.988 0.838 0.929 0.732 0.948 0.690 0.934 0.757 0.976
AMI
in trials
basic 0.736 0.972 0.712 0.724 0.611 0.961 0.406 0.979 0.783 0.999
ALS 0.739 0.931 0.718 0.851 0.625 0.922 0.570 0.874 0.712 0.999
PG 0.760 1.000 0.719 0.794 0.559 0.927 0.499 0.916 0.623 0.997
Entropy
basic 1.000 0.089 1.000 0.967 1.000 0.668 1.000 0.351 1.000 0.000
ALS 0.931 0.144 1.000 0.443 1.000 0.735 1.000 0.735 1.000 0.000
PG 0.931 0.000 1.000 0.654 1.000 0.931 1.000 0.931 1.000 0.000
Table A.7: Raw data of the PG in the section 4.6.
Impose sparseness on H
try NMF time iter. itAMI impose sp.H impose sp.W result sp.H result sp.W Result k
1 295.08 1000 0.998 0.00 0.00 0.025 0.020 6
2 163.42 718 0.999 0.05 0.00 0.151 0.085 6
3 121.33 476 0.999 0.10 0.00 0.168 0.095 6
4 113.62 428 0.998 0.15 0.00 0.179 0.102 6
5 118.22 446 0.999 0.20 0.00 0.187 0.107 6
6 99.38 344 0.998 0.25 0.00 0.193 0.111 6
7 96.23 339 0.998 0.30 0.00 0.199 0.115 6
8 65.13 219 0.997 0.35 0.00 0.205 0.118 6
9 86.18 317 0.998 0.40 0.00 0.207 0.121 6
10 88.50 327 0.998 0.45 0.00 0.211 0.124 6
11 91.22 342 0.998 0.50 0.00 0.215 0.127 6
12 114.16 371 0.998 0.55 0.00 0.218 0.129 6
13 107.57 353 0.998 0.60 0.00 0.221 0.132 6
14 102.52 339 0.998 0.65 0.00 0.224 0.134 6
15 97.34 318 0.998 0.70 0.00 0.226 0.136 6
16 92.58 297 0.998 0.75 0.00 0.229 0.138 6
17 90.32 283 0.998 0.80 0.00 0.231 0.141 6
18 87.05 266 0.998 0.85 0.00 0.234 0.143 6
19 84.33 256 0.997 0.90 0.00 0.236 0.145 6
20 79.87 236 0.997 0.95 0.00 0.238 0.147 6
Impose sparseness on W
try NMF time iter. itAMI impose sp.H impose sp.W result sp.H result sp.W Result k
1 289.23 1000 0.998 0.00 0.00 0.028 0.005 6
2 44.64 149 0.995 0.00 0.05 0.092 0.145 6
3 64.04 259 0.998 0.00 0.10 0.100 0.170 6
4 71.43 284 0.998 0.00 0.15 0.107 0.181 6
5 86.17 335 0.998 0.00 0.20 0.113 0.188 6
6 71.28 260 0.998 0.00 0.25 0.117 0.196 6
7 76.67 276 0.998 0.00 0.30 0.122 0.202 6
8 71.44 272 0.998 0.00 0.35 0.125 0.207 6
9 67.13 255 0.998 0.00 0.40 0.129 0.211 6
10 61.94 227 0.997 0.00 0.45 0.131 0.216 6
11 55.84 194 0.997 0.00 0.50 0.134 0.220 6
12 57.17 177 0.997 0.00 0.55 0.136 0.223 6
13 50.77 151 0.996 0.00 0.60 0.138 0.227 6
14 59.35 164 0.996 0.00 0.65 0.141 0.229 6
15 69.51 197 0.997 0.00 0.70 0.143 0.231 6
16 74.00 206 0.996 0.00 0.75 0.145 0.234 6
17 57.65 155 0.994 0.00 0.80 0.148 0.203 5
18 55.49 148 0.993 0.00 0.85 0.149 0.206 5
19 54.45 147 0.993 0.00 0.90 0.150 0.208 5
20 54.89 145 0.993 0.00 0.95 0.152 0.210 5
Avg. time Avg. iter. Avg. itAMI AMI in trials entropy Avg. sp. H Avg. sp. W
None 148.723 645 0.998 0.980 0.232 0.174 0.051
PG on H 55.736 230 0.997 0.990 0.090 0.205 0.118
PG on W 46.736 171 0.995 0.991 0.090 0.092 0.145
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Table A.8: Raw data of the basic update rule in the section 4.6.
Impose sparseness on H
try NMF time iter. itAMI impose sp.H impose sp.W result sp.H result sp.W Result k
1 3.229 22 0.946 0.00 0.00 0.263 0.269 6
2 3.208 22 0.946 0.01 0.00 0.269 0.269 6
3 3.160 22 0.945 0.02 0.00 0.277 0.270 6
4 3.169 22 0.944 0.03 0.00 0.288 0.271 6
5 3.631 25 0.947 0.04 0.00 0.300 0.272 6
6 3.589 25 0.945 0.05 0.00 0.309 0.271 6
7 3.733 26 0.946 0.06 0.00 0.323 0.268 6
8 3.959 27 0.946 0.07 0.00 0.333 0.260 6
9 4.021 27 0.944 0.08 0.00 0.337 0.250 6
10 3.857 26 0.941 0.09 0.00 0.347 0.239 6
11 4.104 27 0.940 0.10 0.00 0.334 0.218 6
12 3.935 26 0.939 0.11 0.00 0.348 0.195 6
13 3.399 22 0.928 0.12 0.00 0.428 0.187 6
14 3.328 22 0.922 0.13 0.00 0.513 0.193 6
15 3.715 22 0.914 0.14 0.00 0.646 0.204 6
16 3.755 22 0.909 0.15 0.00 0.775 0.382 4
17 3.514 22 0.903 0.16 0.00 0.903 0.458 3
18 3.396 22 NaN 0.17 0.00 NaN NaN 1
19 3.556 22 NaN 0.18 0.00 NaN NaN 1
20 3.353 22 NaN 0.19 0.00 NaN NaN 1
Impose sparseness on W
try NMF time iter. itAMI impose sp.H impose sp.W result sp.H result sp.W Result k
1 3.245 22 0.947 0.00 0.00 0.267 0.268 6
2 3.235 22 0.947 0.00 0.01 0.267 0.273 6
3 3.261 22 0.947 0.00 0.02 0.268 0.280 6
4 3.246 22 0.947 0.00 0.03 0.269 0.295 6
5 3.231 22 0.945 0.00 0.04 0.270 0.306 6
6 3.736 25 0.95 0.00 0.05 0.275 0.325 6
7 3.916 26 0.951 0.00 0.06 0.277 0.342 6
8 3.852 26 0.951 0.00 0.07 0.274 0.352 6
9 4.192 27 0.95 0.00 0.08 0.266 0.373 6
10 4.191 27 0.947 0.00 0.09 0.251 0.394 6
11 3.988 26 0.942 0.00 0.10 0.230 0.424 6
12 3.737 25 0.94 0.00 0.11 0.215 0.441 6
13 4.236 28 0.943 0.00 0.12 0.163 0.494 6
14 3.807 25 0.936 0.00 0.13 0.129 0.525 6
15 3.291 22 0.93 0.00 0.14 0.104 0.568 6
16 3.318 22 0.93 0.00 0.15 0.104 0.608 6
17 3.470 22 0.925 0.00 0.16 0.175 0.737 5
18 3.548 22 0.924 0.00 0.17 0.177 0.757 5
19 3.362 22 0.924 0.00 0.18 0.179 0.804 5
20 3.508 22 0.925 0.00 0.19 0.173 0.836 5
Impose sparseness on both
try NMF time iter. itAMI impose sp.H impose sp.W result sp.H result sp.W Result k
1 3.285 22 0.948 0.00 0.00 0.266 0.266 6
2 3.269 22 0.948 0.01 0.01 0.272 0.273 6
3 3.221 22 0.947 0.02 0.02 0.280 0.281 6
4 3.259 22 0.945 0.03 0.03 0.293 0.296 6
5 3.675 25 0.949 0.04 0.04 0.309 0.312 6
6 3.777 25 0.947 0.05 0.05 0.323 0.327 6
7 3.779 25 0.945 0.06 0.06 0.338 0.338 6
8 3.297 22 0.939 0.07 0.07 0.343 0.344 6
9 3.356 22 0.94 0.08 0.08 0.353 0.367 6
10 3.384 22 0.94 0.09 0.09 0.368 0.383 6
11 3.430 22 0.939 0.10 0.10 0.378 0.405 6
12 3.625 22 0.934 0.11 0.11 0.397 0.436 6
13 3.462 22 0.928 0.12 0.12 0.471 0.475 6
14 3.683 22 0.923 0.13 0.13 0.550 0.519 6
15 3.576 22 0.916 0.14 0.14 0.653 0.604 5
16 3.321 22 0.91 0.15 0.15 0.785 0.734 4
17 3.347 22 NaN 0.16 0.16 0.969 0.953 1
18 3.595 22 NaN 0.17 0.17 NaN NaN 1
19 3.385 22 NaN 0.18 0.18 NaN NaN 1
20 3.411 22 NaN 0.19 0.19 NaN NaN 1
Avg. time Avg. iter. Avg. itAMI AMI in trials entropy Avg. sp. H Avg. sp. W
None 2.974 20 0.942 0.967 0.701 0.266 0.270
IHT on W 3.413 22 0.922 0.849 1.000 0.536 0.202
IHT on H 3.346 23 0.931 0.930 0.885 0.102 0.574
IHT on both 3.377 23 0.940 0.950 0.584 0.343 0.345
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Table A.9: Raw data of the ALS in the section 4.6.
Impose sparseness on H
try NMF time iter. itAMI impose sp.H impose sp.W result sp.H result sp.W Result k
1 5.07 16 0.946 0.00 0.00 0.125 0.238 6
2 5.06 16 0.946 0.01 0.00 0.125 0.238 6
3 5.04 16 0.946 0.02 0.00 0.125 0.238 6
4 5.04 16 0.946 0.03 0.00 0.125 0.238 6
5 5.02 16 0.946 0.04 0.00 0.125 0.238 6
6 5.04 16 0.946 0.05 0.00 0.125 0.238 6
7 4.98 16 0.946 0.06 0.00 0.125 0.238 6
8 5.02 16 0.946 0.07 0.00 0.125 0.238 6
9 5.03 16 0.946 0.08 0.00 0.125 0.238 6
10 5.02 16 0.946 0.09 0.00 0.125 0.238 6
11 5.04 16 0.946 0.10 0.00 0.125 0.238 6
12 5.05 16 0.946 0.11 0.00 0.125 0.238 6
13 5.02 16 0.946 0.12 0.00 0.125 0.238 6
14 5.05 16 0.946 0.13 0.00 0.125 0.238 6
15 5.11 16 0.946 0.14 0.00 0.125 0.238 6
16 5.05 16 0.946 0.15 0.00 0.125 0.238 6
17 5.03 16 0.946 0.16 0.00 0.125 0.238 6
18 5.05 16 0.946 0.17 0.00 0.125 0.238 6
19 5.05 16 0.946 0.18 0.00 0.125 0.238 6
20 5.07 16 0.946 0.19 0.00 0.125 0.238 6
Impose sparseness on W
try NMF time iter. itAMI impose sp.H impose sp.W result sp.H result sp.W Result k
1 5.04 16 0.938 0.00 0.00 0.122 0.225 6
2 18.50 59 0.975 0.00 0.01 0.125 0.204 6
3 27.83 89 0.966 0.00 0.02 0.198 0.210 6
4 5.04 16 0.946 0.00 0.03 NaN NaN 6
5 5.02 16 0.946 0.00 0.04 NaN NaN 6
6 5.04 16 0.946 0.00 0.05 NaN NaN 6
7 4.98 16 0.946 0.00 0.06 NaN NaN 6
8 5.02 16 0.946 0.00 0.07 NaN NaN 6
9 5.03 16 0.946 0.00 0.08 NaN NaN 6
10 5.02 16 0.946 0.00 0.09 NaN NaN 6
11 5.04 16 0.946 0.00 0.10 NaN NaN 6
12 5.05 16 0.946 0.00 0.11 NaN NaN 6
13 5.02 16 0.946 0.00 0.12 NaN NaN 6
14 5.05 16 0.946 0.00 0.13 NaN NaN 6
15 5.11 16 0.946 0.00 0.14 NaN NaN 6
16 5.05 16 0.946 0.00 0.15 NaN NaN 6
17 5.03 16 0.946 0.00 0.16 NaN NaN 6
18 5.05 16 0.946 0.00 0.17 NaN NaN 6
19 5.05 16 0.946 0.00 0.18 NaN NaN 6
20 5.07 16 0.946 0.00 0.19 NaN NaN 6
Impose sparseness on W
try NMF time iter. itAMI impose sp.H impose sp.W result sp.H result sp.W Result k
1 5.192 16 0.945 0.00 0.00 0.116 0.238 6
2 19.431 60 0.977 0.01 0.01 0.119 0.216 6
3 30.812 93 0.967 0.02 0.02 0.219 0.222 6
4 38.495 117 0.959 0.03 0.03 0.455 0.244 6
5 5.015 16 0.946 0.04 0.04 NaN NaN 6
6 5.036 16 0.946 0.05 0.05 NaN NaN 6
7 4.978 16 0.946 0.06 0.06 NaN NaN 6
8 5.024 16 0.946 0.07 0.07 NaN NaN 6
9 5.029 16 0.946 0.08 0.08 NaN NaN 6
10 5.017 16 0.946 0.09 0.09 NaN NaN 6
11 5.037 16 0.946 0.10 0.10 NaN NaN 6
12 5.046 16 0.946 0.11 0.11 NaN NaN 6
13 5.017 16 0.946 0.12 0.12 NaN NaN 6
14 5.046 16 0.946 0.13 0.13 NaN NaN 6
15 5.109 16 0.946 0.14 0.14 NaN NaN 6
16 5.047 16 0.946 0.15 0.15 NaN NaN 6
17 5.025 16 0.946 0.16 0.16 NaN NaN 6
18 5.047 16 0.946 0.17 0.17 NaN NaN 6
19 5.047 16 0.946 0.18 0.18 NaN NaN 6
20 5.067 16 0.946 0.19 0.19 NaN NaN 6
Avg. time Avg. iter. Avg. itAMI AMI in trials entropy Avg. sp. H Avg. sp. W
None 4.442 14 0.937 0.954 0.467 0.127 0.235
IHT on H 4.989 16 0.947 0.982 0.270 0.122 0.234
IHT on W 29.083 91 0.966 0.973 0.399 0.209 0.215
IHT on both 28.744 90 0.967 0.981 0.179 0.208 0.213
