ABSTRACT. -We consider a ramified Cauchy problem for Fuchsian operators of the form a(x, D) = x 0 (D 0 + qx 
Introduction
0 D 1 )D 0 + lower order terms, the ramified Cauchy problem has been studied by Wagschal [9] . He gave an integral representation of the solution by using results of Kobayashi [4] . Their techniques are employed after some modification in the present paper.
Ramified Cauchy problems for Fuchsian operators have been studied by Urabe [8] , Ouchi [6] and Fujiié [3] . They treated cases where characteristic hypersurfaces are mutually transversal or tangent with an contact of order 1.
Main theorem
In an open neighborhood of 0 ∈ C n+1
x , x = (x 0 , x ) = (x 0 , x 1 , . . . , x n ), we consider the following second order partial differential operator with holomorphic coefficients:
Here q is an integer 2 and D j denotes the differentiation with respect to x j (0 j n). It is a Fuchsian operator along S: x 0 = 0 of weight 1 and its characteristic exponents are 0 and 1. Hence it induces the following isomorphism:
where C{x} denotes the stalk at the origin of the sheaf of holomorphic functions. Indeed, x
0 is a Fuchsian operator of weight 0 and its characteristic exponents are −1 and −2. So by the results of [1] , it induces an automorphisms of C{x}.
Following [9] , we put
It is easy to see that K 0 and K 1 are characteristic hypersurfaces of a(x, D) and that Notice that the point y can be assumed to be arbitrarily close to the origin by [1] . Moreover in Section 7, we assume, without loss of generality by [1] again, that y ∈ {x 0 = 0, x 1 < 0}.
Remark. -The above theorem means that u(x) extends holomorphically along any path γ : I → O with γ (0) = y and γ (t) ∈ A j for t > 0. Here I is the closed interval [0, 1].
Consider, for example, a path γ 0 with γ 0 (0) = y such that h • γ 0 (t) = 4t (0 t 1/2) and that h • γ 0 (t) ∈ C rotates many times along the circle |z| = 2 as t increases from 1/2 to 1. This is a situation where γ 0 (t) moves around K 0 \ T . So the theorem (j = 0) implies the ramification of the solution u(x) around K 0 \ T .
Next, let ε > 0 be sufficiently small and consider a path γ 1 : I → O with γ 1 (0) = y such that h • γ 1 (t) = −2(1 − ε)t (0 t 1/2) and that h • γ 1 (t) rotates many times along |z + 1| = ε for t 1/2. This is a situation where γ 1 (t) moves around K 1 \ T . So the theorem (j = 1) implies the ramification of u(x) around K 1 \ T .
Integral representation
Following [9] , we will give an integral representation of the solution u(x). It will be given in the form of a series whose m-th term is defined by using an integral on a singular m-simplex.
Let ∆ m (m 1) be the standard m-dimensional simplex ⊂ R m :
The system of coordinates of C m is σ = (σ 1 , σ 2 , . . . , σ m ) and the singular m-simplex S m = S m (x 0 ), depending on the parameter x 0 ∈ C, is defined by:
Later we will extend this definition to some meromorphic functions. We have
This is valid for any m ∈ Z if we set by convention:
We introduce multiphase functions following [9] .
and for m 1,
where k m = k 0 if m is even and k m = k 1 if m is odd. They satisfy the eikonal equation for a(x, D) and we have:
We will also use the functions:
We fix some notation. The space C n−1
x , x = (x 2 , . . . , x n ), is equipped with the norm ||x || = max 2 j n |x j | and its subset
Moreover we will need C 2 ζ , ζ = (ζ 0 , ζ 1 ). We put ||ζ || = max(|ζ 0 |, |ζ 1 |) and D 2 a = {ζ ∈ C 2 ; ||ζ || < a}, a > 0. We consider the hypersurfaces:
LetX andX a be their universal covering space respectively. We will give the solution u(x) to (1) near the point y in the form of a series of the type
with
where u m = u m (ζ, σ , x ) are meromorphic functions which will be constructed later. As a matter of fact, if m is odd, then u m ≡ 0 and I m (x) ≡ 0.
In the next section, we will prove: 
Let us prove that the series in (3) is uniformly and absolutely convergent in a neighborhood of y. As is shown in [9] , there exist a neighborhood V of y and a compact set K ⊂ X a such that for all x ∈ V , all m and all t ∈ ∆ m , we have:
Here K can be made arbitrarily small and can be regarded as a compact subset ofX a . This implies that
Hence we have: 
Proof. -We perform the change of variables t 1 = t 3 s 1 , t 2 = t 3 s 2 (here t 3 is fixed) to obtain: 
By using (4) and (6), we find that I m (x) is holomorphic in V and that
Therefore the series in (3) converges and determines a holomorphic function in V . In the proof of (32), we will need the following: 
Proof. -We prove this estimate by induction on m. First we have: 
Here I is defined by:
By putting t j = t m−1 s j (1 j m − 2), we get
Therefore we obtain:
Proof of Theorem 2
We will present sufficient conditions on the functions u m for the series (3) to give the solution u(x) to (1).
We can prove the following lemma easily:
we have:
where
. Differentiation with respect to ζ 1 is denoted by ∂ 1 . Then we can show the following two lemmas:
where For m = 0, we obtain
. ., the recurrence relation (7) can be written in the form
, where Q is a first order operator independent of m.
Notice that the following conditions (a) and (b) are equivalent:
is a first order operator with holomorphic coefficients in a neighborhood of the origin of
Choose positive constants R and R with 0 < R < R such that all the coefficients of
R , where ∆ 2 R is the polydisk defined by:
There exists a constant c 0 > 0 such that if r(α, β, ζ, x ) is anyone of these coefficients, we have
for all q 0 and all (α, β, ζ ) ∈ ∆ 2 R × D 2 R . This estimate means that the right-hand side is a majorant power series in x = (x 2 , . . . , x n ): that is, the variables α, β and ζ are parameters.
Let R > 0 be so small that 0 < R b and put a = R . Then we have
Choose a constant R with 0 < R < R and set
It is known that for all l ∈ N = {0, 1, 2, . . .}, we have
Then we obtain the following lemma:
, we have:
Proof. -Use the method of the proof of [9] , Lemme 3.5.
Choose a constant r 0 with 0
Since i!j ! (m/2)!, the proof of Theorem 2 is completed if we set r = r 0 /(n − 1).
Preliminary construction
Let f : C → C be the function f (z) = z q + 1 and set K = f −1 (2S 1 ) = {z; |z q + 1| = 2} ⊂ C * . The curve K is a smooth simple closed curve because f is locally a diffeomorphism in C * ⊃ K.
Define a smooth curve α p : I → K (0 p q − 1) by:
Here we set β(t) = exp(2πit). We see that
In addition, we set α p±nq = α p (n ∈ Z) and hence α p is defined for any integer p. We put
Let ω 0 , . . . , ω q−1 be the q-th roots of −1 defined by ω p = β((2p + 1)/2q), 0 p q − 1, and L p be the (closed) segment joining 0 and ω p : that is,
In polar coordinates, it is written in the form
and |R(z, ·)| is monotone.
There exists a continuous mapping R :
(The mappings R and R are defined in a different way in [9] .) If z ∈ C \ L is in the locally closed sector
Since f is locally a diffeomorphism, we can write, locally:
That is, R is obtained from R by a change of coordinates. This fact implies the smoothness of
Let us consider a path γ :
for some ε > 0 and some branch of arg. The latter condition means that
We say that two paths γ and γ satisfying ( * ) with γ (1) = γ (1) are ( * )-homotopic and write γ ∼ γ if there exists a continuous mapping H (s, t) : I × I → C such that:
It is easy to see that ∼ is an equivalence relation. A path γ satisfying ( * ) is ( * )-homotopic to the path γ 1 γ 2 γ 3 , where
Here
. It is easy to see that |f • γ 1 (t)| increases from 1 to 2 and that |f • γ 2 (t)| ≡ 2. In addition, |f • γ 3 (t)| is monotone and its value changes from 2 to |f (γ (1))|.
Consider the set of all paths satisfying ( * ) and let R(C \ L) be its quotient space by the relation
We can identify R(C \ L) with the universal covering space of C \ L as is defined in the usual way. One way to construct the universal covering space is taking the quotient by homotopy of the set of all paths ⊂ C \ L issuing from the point 1. Let (C \ L) ∼ be the one defined in this way. Then R(C \ L) is identified with (C \ L) ∼ by the following correspondence: set l(t) = 1 − t, t ∈ I , and if γ satisfies ( * ), then associate to it a suitable deformation of lγ , where:
Since γ 1 γ 2 γ 3 depends only on the ( * )-homotopy class of γ , we can define a continuous function
by using the above process. Obviously we have:
We see that forẑ ∈ R(C \ L),
We define a continuous function G : R(C \ L) × I → C * by:
It is easy to see that • r(ẑ, ·) is non-decreasing in 0 t 1/2 and its value changes from 1 to 2 1/q , • r(ẑ, ·) is monotone in 1/2 t 1 and its value changes from 2 1/q to |f (z)| 1/q . Let θ : R(C \ L) × I → R be a continuous function with G = re iθ . The function θ(ẑ, ·) is piecewise affine and its total variation
Later we will need the continuous function
The simplex S m (ẑ, ·)
Let m be an even positive integer. We define the mapping 
Proof. -It can be proved in the same way as [9] , (6.3), (6.7) and (6.8).
Next we will establish some estimates. Set r j = r(ẑ, t j ) = |G(ẑ, t j )|, s j = |η j | for 1 j m. It is trivial that s j = r j if j is even and s j = 1/r j if j is odd. (ii-a) Assume that l is odd. First the estimate from above is proved by using (15) in the following way: 
(ii-b) Assume that l is even. 
Remark. -We can improve Lemma 10 by the method used in the proof of Lemma 9. We do not present such an improvement because Lemma 10 is good enough to prove Proposition 1 below.
LEMMA 11. -We have Proof. -By Lemma 9, we have
On the other hand, since we have ξ j (ẑ, t) = F (ẑ, t j ) or (F /G)(ẑ, t j ) and |G(ẑ, t j )| = r j max(2 1/q , |f (z)| 1/q ), we obtain
By using (19) and (20), we get:
Then the lemma follows from the fact that there exists a positive constant
We will derive an estimate related to S m . The Jacobian matrix ∂S m /∂t = (∂σ i /∂t j ) 1 i,j m is upper-triangular and its determinant is:
It is clear that:
Proof. -By the same calculation as in [9] , we obtain
Lemma 10 implies that there exists a positive constant
So the proposition follows from Lemma 12 and Lemma 1, (6).
The simplex T m (x, ·)
Let O be the open neighborhood of the origin of C n+1 defined by:
be its universal covering space. It is the quotient by homotopy of the set of all paths γ : I → X with γ (0) = y. Lety ∈X be the class of γ y (t) ≡ y (t ∈ I ). Then we have π X (y) = y.
Let us choose a branch of (−k 0 (x)) −1/q onX. The choice will be specified later. Its value ať x ∈X is denoted by (−k 0 (x)) −1/q . Recall that Z = {z ∈ C; z q + 1 = 0} and letẐ → Z,ẑ → z = π Z (ẑ) be its universal covering space. The spaceẐ is the quotient by homotopy of the set of all paths γ : I → Z with γ (0) = 0 ∈ Z. We have a well-defined injective mapping R(C \ L) →Ẑ. Let0 ∈Ẑ be the class of the path γ 0 defined by γ 0 (t) ≡ 0, t ∈ I .
We introduce a holomorphic function
Obviously we have h(x) = g(x) q . Letĝ :X →Ẑ be the holomorphic function satisfying
Let us consider paths γ : I → O with
We say that two paths γ and γ satisfying ( * * ) with γ (1) = γ (1) are ( * * )-homotopic and write γ γ if there exists a continuous mapping H (s, t) : I × I → O such that:
Consider the set of all paths satisfying ( * * ). Let U be its quotient space by the relation and
We have a well-defined mapping U →X,x →x. It induces a holomorphic mappinĝ
We have:
We find that U is the universal covering space of O \ A 0 . To see this, let (O \ A 0 ) ∼ be the universal covering space constructed in the usual way with the base pointx = ((−y 1 ) 1/q , y 1 , 0) ∈ O \ A 0 . Notice that h(x) = 1. Letγ be defined byγ (t) = (1 − t)x + ty, t ∈ I . Then, to γ satisfying ( * * ) we associate a suitable deformation ofγ γ . In this way we have constructed a homeomorphism U → (O \ A 0 ) ∼ and we can equip U with a complex structure.
We define a mapping
Its components are denoted by σ j (x, t) (1 j m). (Caution: It differs from σ j (ẑ, t) by the factor (−k
Notice that we have
as in [9] , (7.2). PROPOSITION 2. -For all (x, t) ∈ U × ∆ m , we have:
Proof. -The argument in [9] , §7 shows that (22) and (23) follow from (13) and (14) respectively.
On the other hand, we have by (21), (17), (12) and Lemma 9,
where 0 < b < a, and
Hence we can use Theorem 2.
Next we will define a lift of C 1 m up to the universal covering space of X . It is obvious that γ −1 (t) = tx + (1 − t)y is a path satisfying ( * * ) withγ −1 (0) = y andγ −1 (1) =x. Letx ∈ U be its ( * * )-homotopy class. Then we have
We construct the universal covering space π X :X → X of X with the base point (0, y 1 ). Consider a path γ y 1 (t) ≡ (0, y 1 ) and denote byŷ 1 its homotopy class inX . Obviously we have π X (ŷ 1 ) = (0, y 1 ).
Since U × ∆ m is simply connected, there exists a unique continuous mappinĝ
-We introduce the following three mappings:
Then we have C 1 m = Λ • (P , Q m ). Notice that P is independent of m. Let R(C * ) be the universal covering space of C * andQ m : U × ∆ m → R(C * ) be a lift of Q m .
It is enough to prove thatQ m (K × ∆ m ) is included in a compact subset of R(C * ) independent of m.
By using Lemma 9 and the fact that
we can show that:
Next, let arg Q m : U × ∆ m → R and ϑ : U → R be a continuous determination of the argument of Q m and (−k 0 ) 1/q respectively. Then we have
Set:
The following proposition is a consequence of Lemma 12 and Proposition 1. 
Analytic continuation
For a fixed m = 2, 4, 6, . . . , put
Recall that I m (x) = S m (x 0 ) ω(σ, x) exists and is holomorphic in x. We can show that T (x,·) ω(σ, x) exists by using (30), Lemma 6 and (6) . We may assume by [1] that y ∈ {x 0 = 0, x 1 < 0}. Ifx ∈ U is represented by a path which is in a sufficiently small neighborhood of y, thenx is identified with x = π U (x) ∈ O \ A 0 near y.
Assume that x 0 > 0,
(This assumption is a technical one and we will discuss its removal later.) It implies that g(x) > 0 and that any component of S m and T m is non-negative. In this situation we have:
Proof. -We assume that m 4. If m = 2, the proof is easier because u 2 has no singularity.
By the assumption there exists a positive constant C which can be taken locally uniformly with respect to x such that we have Ct j σ j for any (r, t), where R = (σ 1 , . . . , σ m ) . In particular σ j = 0 if and only if t j = 0.
For ε > 0, let ϕ(s) be a smooth function on R + = {s ∈ R; s 0} satisfying:
and set Φ ε = ϕ(|σ 3 |/ε). We find that Φ ε ≡ 0 near {σ By Stokes' formula, we have (x is fixed)
The second equality holds because dω = 0 on suppΦ ε . In terms of (r, t), the support of dΦ ε is contained in I r × (∆ m ∩ {Ct 3 2ε}). Therefore by (30), there exists a positive constant C which can be taken locally uniformly with respect to x such that:
Lemma 2 shows that the right-hand side tends to 0 as ε → +0. Hence we obtain lim ε→+0
In the preceding lemma, we imposed a technical assumption that x 0 > 0, x 1 < 0 and (32) is proved to hold only in a (partially real) domain of R 2 × C n−1 . As a matter of fact, however, if the right-hand side is holomorphic in U , then (32) holds there by analytic continuation. In particular this means that I m (x) extends holomorphically to U . In Lemma 15 below, we will prove that this is exactly the case.
So (32) holds without the assumption that x 0 > 0, x 1 < 0. Direct proof not relying on analytic continuation seems possible, but the definition of R(x, t, r) must be replaced by a much more complicated one.
LEMMA 15. -The function I m (x) extends holomorphically to U and it is represented by
Proof. -By the method of [4] , we show that the right-hand side is holomorphic in U . Since this claim is of local nature, we use x as a system of local coordinates of U and denotex by x for simplicity. Set
Here x is fixed and z ∈ C is a constant with sufficiently small modulus. It is trivial that U(0, t) = (x, T m (x, t)) and that U(r, t) converges to (x, T m (x, t)) uniformly by the order O(|z|) as |z| → 0. Stokes' formula and (23) imply that: Hence our version of Stokes' formula has finally been justified. We calculate the left-hand side of (33). We have:
By using U * dx 0 = z dr and U * dx j = 0 (j 1), we obtain In the same way we can prove that J (x) is holomorphic in x j (j 1) and that
∂J ∂x j = T m (x,·)
∂F ∂x j dσ (m) , j 1.
Proof of Theorem 1
First we prove the case j = 0. Lemma 13 and (27) show that for any compact subset K ⊂ U , In other words, the transformation ϕ exchanges A 0 and A 1 . The proof of Theorem 1 is now complete.
