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Abstract
We consider primal-dual pairs of semidefinite programs and assume that they are ill-
posed, i.e., both primal and dual are either weakly feasible or weakly infeasible. Under
such circumstances, strong duality may break down and the primal and dual might
have a nonzero duality gap. Nevertheless, there are arbitrary small perturbations to the
problem data which makes the perturbed primal-dual pair strongly feasible thus zeroing
the duality gap. In this paper, we conduct an asymptotic analysis of the optimal value
as the perturbation is driven to zero. Specifically, we fix two positive definite matrices
(typically the identity matrices), and shift the associated affine spaces of the primal and
dual slightly in the direction of the two positive definite matrices possibly in a different
proportion so that the perturbed problems have interior feasible solutions, and analyze
the behavior of the optimal value of the perturbed problem when the perturbation is
reduced to zero keeping the proportion. A key feature of our analysis is that no further
assumptions such as compactness or constraint qualifications are ever made. It will be
shown that the optimal value of the perturbed problem converges to a value between the
primal and dual optimal values of the original problem. Finally, the analysis leads us
to the relatively surprising consequence that the infeasible interior-point algorithms for
SDP generates a sequence converging to a number between the primal and dual optimal
values, even in the presence of a nonzero duality gap. We expect that this property
might be particularly useful in solving mixed integer SDPs with infeasible interior-point
methods.
Key words: Semidefinite programs, perturbation, regularization, infeasible interior-
point algorithms
1 Introduction
Strong feasibility of primal and dual problems is a standard regularity condition in convex
optimization [25]. Once this condition is satisfied, powerful algorithms such as interior-point
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methods and the ellipsoid algorithm can be applied to solve them efficiently. On the other
hand, if a problem at hand does not satisfy this condition, it can be much harder to solve.
Due to the advance of techniques of optimization modeling, there are many problems that
are not well-conditioned or, in other words, ill-posed by nature.
A standard method to deal with ill-posedness in semidefinite programming (SDP) and
general convex programming is facial reduction [3, 4, 5, 6, 23, 24, 29, 32]. The approach
recovers strong feasibility by finding a precise description of the minimal face of the feasible
region, but its implementation is subtle and not easy, being vulnerable to rounding errors.
Nevertheless, it is worth mentioning that are several recent works focused on implementa-
tional issues regarding facial reduction [20, 19, 7, 35].
In this paper, we will focus on an alternative approach for dealing with ill-posedness:
perturbation. The idea is to perturb the problem slightly to recover strong feasibility on
both primal and dual sides. Once strong feasibility is recovered we may, say, apply interior-
point algorithms to the perturbed problems. However, the problem with this approach is
that resulting approximate optimal solution is not guaranteed to be close to the optimal
solution to the original problem, though intuitively we might expect or hope so. In order
to illustrate this difficulty, consider an ill-posed SDP problem with a finite and nonzero
duality gap. The primal and dual optimal values of this problem are different, but it is
possible to perturb the problem in order to zero the duality gap. Nevertheless, it is not
clear what happens with the optimal value and optimal solutions of the perturbed problem
as functions of the perturbation.
Analyzing this problem is one of the main topics of the current paper. We consider
the primal and dual pair of semidefinite programs and assume that they are ill-posed,
i.e., they are either weakly feasible or weakly infeasible. Under these circumstances, there
are arbitrarily small perturbations which makes the perturbed pair primal-dual strongly
feasible. Then, we fix two positive definite matrices, and then we shift the associated affine
spaces of the primal and dual slightly in the direction of these matrix possibly in a different
proportion, so that the perturbed problems have interior feasible solutions, and analyze the
behavior of the optimal value of the perturbed problem when the perturbation is reduced
to zero while keeping the proportion.
It is known, for instance, that if one perturbs only the primal (dual), then the opti-
mal value approaches the dual (primal) optimal value, i.e., the optimal value of the dual
counterpart, even in the presence of a nonzero duality gap, see [2, 14, 15], Chapter 2 of
[28]. This is a counter-intuitive, interesting result. But in general we need to perturb both
primal and dual to recover primal-dual strong feasibility, and this is the problem we will
analyze in this paper. Specifically, we will show that the optimal value of the perturbed
problem converges to a value between the primal and dual optimal values of the original
problem. The limiting optimal value is a function of the relative weight of primal and dual
perturbation, and reduces monotonically from the primal optimal value to the dual optimal
value as the relative weight shifts from dual side to primal side.
The result provides an interesting implication to the behavior of infeasible interior-
point algorithms applied to ill-conditioned SDPs [8, 9, 16, 18, 30, 34] under the presence
of a finite nonzero duality gap as follows. The sequence of appropriately modified (primal
and dual) objective values of the infeasible interior-point algorithms converges to a number
between the primal optimal value and the dual optimal value, and all accumulation points
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are strongly infeasible to at least one of the primal and/or dual problems. This is good
news if one wants to solve mixed-integer SDP (MISDP), since the appropriately modified
optimal values obtained by the infeasible interior-point algorithms can be used as a lower
bound of the optimal values of relaxation regardless of regularity assumptions or constraint
qualifications.
This paper is organized as follows. In Section 2, we describe our main results. In Section
3, we consider the case where just only one of the primal or dual problems are perturbed
in detail. In Section 4, we develop a new analysis when the both primal and dual problems
are perturbed. In Section 5, we apply the developed result to an analysis of the infeasible
primal-dual algorithms. In Section 6, illustrative instances will be presented.
2 Main Results
In this section, we introduce our main results after providing setup and preliminaries. We
also review the existing related results.
2.1 Setup and Preliminaries
To start with, we introduce some notations. For two real symmetric matrices U and V ,
we define the inner product U • V as ∑UijVij , and we use the notations U  0 and
U  0 to denote that U is symmetric positive semidefinite and symmetric positive definite,
respectively. The n× n identity matrix is denoted by I. The space of n× n real symmetric
matrices will be denoted by Sn. We denote the cone of n×n symmetric positive semidefinite
matrices by Sn+.
In this paper, we deal with the following standard form semidefinite program
P min C •X, s.t. Ai •X = bi, i = 1, . . . ,m,X  0
and its dual
D max bT y, s.t. C −
m∑
i=1
Aiyi = S, S  0,
where C, Ai, i = 1, . . . ,m, X, S are real symmetric n× n matrices and y ∈ Rm. Let
V ≡ {X ∈ Sn | Ai •X = bi, i = 1, . . . ,m}.
As a minimal assumption, we impose that V is not empty, namely, the linear equality
constraints define an affine space. We denote by v(P) and v(D) the optimal values of
P and D, respectively. We use analogous notation throughout the paper to denote the
optimal value of an optimization problem. For a maximization problem, the optimal value
+∞ means that the optimal value is unbounded above and the optimal value −∞ means
that the problem is infeasible. For a minimization problem, the optimal value −∞ means
that the optimal value is unbounded below and the optimal value +∞ means that the the
problem is infeasible.
It is well-known that v(P) = v(D) under suitable regularity conditions holds. However,
in general, P and D have their own optimal values which could be different, namely, the
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problem can have a nonzero duality gap. We also note that the either optimal value may
not be attainable.
In general, P is known to be in one of the following four different mutually exclusive
statuses.
1. Strong feasible: there exists a positive definite matrix X satisfying the constraints of
P, i.e., V ∩ intSn+ 6= ∅, where intSn+ denotes the interior of Sn+. This is equivalent to
Slater’s condition.
2. Weak feasible: P is feasible but not strongly feasible, i.e., V∩intSn+ = ∅ but V∩Sn+ 6= ∅.
3. Weak infeasible: P is infeasible but the distance between Sn+ and the affine space V
is zero, i.e., V ∩ Sn+ = ∅ but the zero matrix belongs to the closure of Sn+ − V.
4. Strong infeasible: P is infeasible but not weakly infeasible.
The possible feasible statuses for D are defined analogously by replacing V by the affine set
{S ∈ Sn | ∃y ∈ Rm, C −
m∑
i=1
Aiyi = S}.
A direction D satisfying
C •D < 0, Ai •D = 0, i = 1, . . . ,m, D  0
is referred to as a recession direction of P. A direction u satisfying
bTu > 0, −
m∑
i=1
Aiui  0
is a recession direction of D. These directions are defined regardless to whether P or D are
feasible or not.
2.2 Main Result
Now we introduce the main results of this paper. The analysis will be conducted under the
following assumption:
Assumption PD-NSI : Neither P nor D is strongly infeasible. In other words, P is
feasible or weakly infeasible, and so is D.
Note that this condition is rather weak. All nasty ill-posed situations such as finite nonzero
duality gaps and weak infeasibility of both P and D are covered with this assumption.
Furthermore, the assumption PD-NSI can be checked by solving a well-posed SDP, since
whether a given SDP is strongly infeasible or not can be checked by finding an a recession
direction of its dual counter-part. Finding a recession direction can be formulated as a
well-conditioned (primal-dual strongly feasible) SDP [11].
We consider the following primal-dual pair P(ε, η) and D(ε, η) obtained by perturbing
P and D with two positive definite matrices Ip and Id and two nonnegative parameters ε
and η:
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P(ε, η) min (C + εId) •X, s.t. Ai •X = bi + ηAi • Ip, i = 1, . . . ,m, X  0, (1)
and
D(ε, η) max
m∑
i=1
(bi + ηAi • Ip)yi, s.t. C −
m∑
i=1
Aiyi + εId = S, S  0. (2)
While Ip and Id represent the direction of perturbation, ε and η represent the amount of
perturbation. Typically, we may assume that Ip = Id = I, i.e., the n × n identity matrix.
(This is why we use this notation.) But we conduct the analysis under positive definiteness
of Ip and Id.
Under the assumption PD-NSI, D(ε, η) is strongly feasible if ε > 0 and P(ε, η) is
strongly feasible if η > 0. To see the strong feasibility of P(ε, η), we observe that there
always exists X˜  −ηIp/2 satisfying Ai • X˜ = bi, i = 1, . . . ,m, since P is weakly infeasible
or feasible. Then it is easy to confirm that a positive definite matrix X = X˜ + ηIp is a
strongly feasible solution to P(ε, η). We emphasize that the primal-dual pair P(ε, η) and
D(ε, η) is a natural and possibly one of the simplest regularizations of P and D which
ensures primal-dual strong feasibility under perturbation.
Let v(ε, η) be the common optimal value of P(ε, η) and D(ε, η). Due to the duality
theory of convex programs, the function v(ε, η) has the following properties:
1. v(ε, η) is finite if ε > 0 and η > 0.
2. v(ε, 0) is well-defined as long as ε > 0 and it takes the value +∞ if P is infeasible.
(Strong duality under the Slater condition.)
3. v(0, η) is well-defined as long as η > 0 and it takes the value −∞ if D is infeasible.
(Strong duality under the Slater condition.)
4. v(ε, η) is not defined at v(0, 0). This is because P=P(0,0) and D=D(0,0) may have
different optimal values, i.e., P and D may have a nonzero finite or an infinite duality
gap.
Therefore, though the regularized pair P(ε, η) and D(ε, η) satisfies primal-dual strong fea-
sibility if ε > 0 and η > 0, it is not clear whether this is actually useful in solving SDP
under nasty situations. This is precisely one of the main topics of this paper: an analysis
on the behavior of the regularized problems without imposing any restrictive assumption.
In this context, it is worth mentioning that the following strong duality results
(i) lim
ε↓0
v(ε, 0) = v(P) and (ii) lim
η↓0
v(0, η) = v(D), (3)
have already been established, see, for instance, [2, 14, 15] and Chapter 2 of [28] (more
precisely, while (i) is a direct consequence of these results, we need to work a bit more to
derive (ii) from them, see item 1-(ii) of Proposition 4.1.) The result says that the limiting
optimal value of the dual (only) perturbed problem D(ε, 0) converges to v(P) and the
limiting optimal value of the primal (only) perturbed problem P(0, η) converges to v(D).
The left hand sides of (i) and (ii) are called primal and dual subvalues, respectively. In fact,
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under the assumption PD-NSI that the both problems are feasible or weakly infeasible, if
we adopt the subvalues instead of the optimal values on the side of either primal or dual, we
have no duality gap. This subvalue strong duality result is summarized in Tables 1(a) and
1(b). For the sake of completeness, we provide a full description and self-contained proof
of (3) in the next section.
Now we are ready to describe the main results in this paper. The first result is the
following theorem.
Theorem 2.1 Let α ≥ 0, β ≥ 0 and (α, β) 6= (0, 0). Then, under the assumption PD-NSI,
limt↓0 v(tα, tβ) exists.
This theorem implies that the optimal value of the perturbed system in the limit exists but
it is a function of the direction used to approach (0, 0). For θ ∈ [0, pi/2], let us consider the
function
vˆ(θ) ≡ lim
t↓0
v(t cos θ, t sin θ),
which is the limiting optimal value of v(·) when it approaches zero along the direction
making the angle θ with ε axis. Below is our second main result.
Theorem 2.2 Under the assumption PD-NSI, the followings hold.
1. vˆ(0) = v(P) and vˆ(pi/2) = v(D), and hence vˆ(0) ≥ vˆ(pi/2).
2. vˆ(θ) is a monotone decreasing function in θ. Therefore, the optimal value v(tα, tβ)
of the perturbed problems P(tα, tβ) and D(tα, tβ) converges to a value between v(P)
and v(D) as t ↓ 0 and the limiting optimal value gets close to v(P) and v(D) if the
direction approaching 0 gets closer to ε-axis and η-axis, respectively.
Thus, interestingly, the behavior of v(ε, η) is relatively sound in the vicinity of the origin
(0,0). Table 1(c) is an “intuitive” summary of this result in comparison with the dual-only
perturbation case (Table 1(a)) and the primal-only perturbation case (Table 1(b)).
The result further implies the following strong implication on asymptotic convergence
of primal-dual infeasible interior-point algorithm as stated below. In short, the algorithm
generates a sequence converging to a value between primal and dual optimal values even in
the presence of a nonzero duality gap.
Theorem 5.1 (Summary)
Let (X0, S0, y0) = (Xˆ + t0 sin θI, C + t0 cos θI, 0), where Xˆ ∈ V, θ ∈ (0, pi/2), and
t0 > 0 is taken sufficiently large to satisfy positive definiteness constraints X
0  0 and
S0  0. The sequences of appropriately modified primal and dual objective values generated
by the primal-dual infeasible interior-point algorithm initiated at (X0, S0, y0) converges to a
common value vˆ(θ) ∈ [v(D), v(P)] if it takes the same step size in the primal and dual space
at each iteration. The limiting modified objective value gets closer to v(P) as θ gets closer
to zero, whereas, the limiting modified objective value gets close to v(D) as θ gets closer
to pi/2. If the algorithm takes different step size in the primal and dual space, yet every
accumulation point of the limiting modified objective values is between v(D) and v(P).
Theorem 5.2 (Summary)
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Table 1: The limiting optimal values of various types perturbations under various feasibility
statuses. (c) is a main result of this paper.
(a) The limiting optimal values of dual (only) perturbation.
(b) The limiting objective values of primal (only) perturbation.
(c) The limiting objective values of primal-dual perturbation.
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If the initial value is set to (X,S, y) = (t0I, t0I, 0) with t0 > 0 sufficiently large, then
every accumulation point of the sequence of the modified primal and dual objective values
generated by the algorithm is between v(D) and v(P).
The (appropriately) modified primal and dual objective value mentioned in the statements
can be computed easily just based on the current iterate and does not require any extra
knowledge. We will explain in detail the result in Section 5. We also note that Theorems 5.1
and 5.2 have interesting implication when solving MISDP by using the infeasible interior-
point algorithms. The theorems guarantees that the modified objective function value
converges to a value between primal and dual optimal values. Therefore, the limiting
modified objective value can be always used as a lower or upper bound of the optimal value
of the subproblem in solving MISDP.
2.3 Related Works
There are a number of results on perturbation of semidefinite programs in the literature
including [2, 14, 15, 28] which were mentioned in the introduction. The book by Bonnans
and Shapiro [2], for instance, have many results on general conic programs that are also
applicable to SDPs. However, many of those results require that some sort of constraint
qualification hold.
In particular, on Chapter 4 of [2] there is a discussion on a family of optimization
problems having the format
min
x∈X
f(x, u) subject to G(x, u) ∈ K, (4)
where f and G are functions depending on the parameter u and K is a closed convex set
in some Banach space. Denote by v(u), the optimal value of (4). For some fixed u0, many
results are proved about the continuity of v(·) ([2, Proposition 4.4]), or the directional
derivatives of v(·) in a neighborhood of u0 ([2, Theorem 4.24]).
However, these existing results do not cover the situations we will deal in this paper. [2,
Proposition 4.4], for example, requires a condition called inf-compactness, which implies, in
particular, that the set of optimal solutions of the problem associated to v(u0) be compact.
[2, Theorem 4.24], on the other hand, requires that the set of optimal solutions associated
to v(u0) be non-empty. In contrast, neither compactness nor non-emptiness is assumed in
this paper.
The perturbation we consider is closely related to the infeasible central trajectories
appearing in the primal-dual infeaseible interior-point algorithms. In fact, we use some
properties of the infeasible central trajectories in our proof. The papers [12, ?] showed
the analyciticy of the entire trajecory including the end point at the optimal set under the
existence of primal-dual optimal solutions satisfying strict complementarity conditions. A
very recent paper [27] analyzes the limiting behavior of ill-conditioned infeasible central
trajectories taking into account the singularity degree. Therein, the authors analyze the
speed of convergence under the assumption that the feasible region exists and is bounded.
No strong feasibility assumption is made. While their analysis conducts a detailed limiting
analysis on the asymptotic behavior of the central trajectory, our analysis deals with the
limiting behavior of the optimal value of the perturbed system under weaker assumptions.
In this regard, our analysis is more general.
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In reality, it may be necessary to estimate the error of an approximate optimal solution to
a problem with a finite perturbation. In this regard, an interesting and closely related topic
to the limiting perturbation analysis is error bounds. The error bound analysis is relatively
easy under primal-dual strong feasibility, but it becomes much harder for ill-posed SDP.
See [13, 29] for SDP and SOCP, and [10] for a more general class of convex programs.
The relationship between forward and backward errors of a semidefinite feasibility system
is closely related to its singular degree, which, roughly, is defined as the number of facial
reduction steps necessary for regularizing the problem. Recently, some analysis of limiting
behaviors of the external (or infeasible) central trajectory involving singularity degree is
developed in [27]. Finally, we mention [26] which conducted a sensitivity analysis of SDP
under perturbation of the coefficient matrices “Ai”.
3 Strong Duality based on Perturbation
In this section, we deal with the simplest two cases where only side of the problem is
perturbed, and analyze the asymptotic optimal value to establish that a certain kind of
strong duality holds. This result is already known as strong duality based on subvalue
[2, 15, 14, 28], but it is not written in terms of the standard primal-dual pair of SDP and
may take some effort in translation. Since the necessary result can be presented compactly
in our context, for the sake of completeness, we present our version of strong duality results
here. We note that the quantity vPL(·) introduced below corresponds to the subvalue
mentioned above (PL is abbreviation for “Perturbation Limit”). The result in this section
is just used for proving the item 1 of Proposition 4.1 (subvalue strong duality) and the item
3 of the same proposition. If the reader is familiar with the subvalue strong duality, then
he/she may follow this section up to a remark before Theorem 3.2 and then go directly to
Section 4 for the proof of the main result.
Let ε ≥ 0, and let D(ε) be D(ε, 0), i.e., the relaxed dual problem
max bT y, s.t. C −
m∑
i=1
Aiyi + εId = S, S  0.
The associated primal problem P(ε) is P(ε, 0), i.e.,
min (C + εId) •X, s.t. Ai •X = bi, i = 1, . . . ,m, X  0.
Note that the feasible region of P(ε) remains the same as P. This implies that P(ε) is
feasible if and only if P is feasible.
We denote by vPL(D) the limiting optimal value of D(ε) when ε ↓ 0, i.e.,
vPL(D) ≡ inf
ε↓0
v(D(ε)).
Note that vPL(D) = −∞ if the problem is strongly infeasible.
Now we turn our attention to the analogous relaxation for the primal. Since the re-
laxation is obtained by shifting the semidefinite cone by −εIp in the dual problem, the
corresponding relaxation of the primal problem is
min C • X˜, s.t. Ai • X˜ = bi, i = 1, . . . ,m, X˜  −ηIp, (5)
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here η ≥ 0 is a positive perturbation parameter. If η = 0, we have the original primal, but
by taking η > 0, we obtain a relaxation. By introducing a new variable X = X˜ + ηIp, we
obtain
min C •X − ηC • Ip, s.t. Ai •X = bi + ηAi • Ip, i = 1, . . . ,m, X  0. (6)
Observe that the optimal value of this problem is monotone decreasing in η, because the
feasible region enlarges as η is increased. Based on this relaxation, we define
vPL(P) ≡ lim
η↓0
{The optimal value of (6)}
in an analogous manner.
Theorem 3.1 The following strong duality results hold.
1. (a) If D and P are feasible, then vPL(D) = v(P) holds. (The value is finite and is
the primal optimal value.)
(b) If D is either feasible or weakly infeasible and P is infeasible, then, vPL(D) =
+∞.
(c) If D is weakly infeasible and P is feasible, then, vPL(D) = v(P) if the objective
function of P is bounded below, and vPL(D) = −∞ if the objective function of
P is unbounded below.
2. (a) If P and D are feasible, then vPL(P) = v(D) holds. (The value is finite and is
the primal optimal value.)
(b) If P is either feasible or weakly infeasible and D is infeasible, then, vPL(P) =
+∞.
(c) If P is weakly infeasible and D is either feasible or weakly infeasible, then,
vPL(P) = v(D) if the objective function of D is bounded above, and vPL(P) =
+∞ if the objective function of D is unbounded above.
(The results are summarized in Tables 2 and 3. Tables 1(a) and 1(b) are the first three
columns and rows of Tables 2 and 3, respectively.)
Proof. We just prove 1(a), (b) and (c). A proof of 2(a),(b) and (c) goes analogously.
(Proof of (a))
Since P is feasible by assumption, P(ε) is feasible. On the other hand, for any ε > 0,
D(ε) is strongly feasible. Then due to the duality theorem we obtain that v(D(ε)) = v(P) <
+∞ and P(ε) has an optimal solution X̂ such that (C + εId) • X̂ = v(D(ε)). This holds
for any ε > 0.
Let X(ε) be an optimal solution of P(ε) (If we have multiple optimal solutions, we pick
one of them arbitrarily.) Since X(ε) is a feasible solution to P and Id •X(ε) ≥ 0, we have
v(D(ε)) = v(P(ε)) = (C + εId) •X(ε) ≥ C •X(ε) ≥ v(P).
This implies that vPL(D) ≥ v(P). Note that vPL(D) is finite, since v(D(ε)) = v(P(ε)) is
finite for any ε > 0 and monotonically decreasing as ε ↓ 0 (the feasible region of D(ε) gets
smaller).
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Table 2: The value of vPL(D) (consistent except for the case of “dual: strongly infeasible
and primal: infeasible.”)
Table 3: The value of vPL(P) (consistent except for the case of “primal: strongly infeasible
and dual: infeasible.”)
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We show that vPL(D) = v(P). First, we observe that vPL(D) = v(P) holds if the feasible
region of P is a single point X̂, say. vPL(D) = v(P) holds in this special case because the
feasible region of P is identical to P(ε) and (C + εId) • X̂ = v(P(ε)) = v(D(ε)) holds for
any ε > 0 due to strong feasibility of D(ε). This implies that v(P) = C • X̂ = vPL(D).
Now, we assume that the feasible region of P is not {0}, and show vPL(D) = v(P).
(If the feasible region of P is {0}, then we have vPL(D) = v(P) as discussed above.) By
contradiction, let vPL(D) > v(P). Let {Xk} be a sequence of nonzero feasible solutions
to P whose objective value C •Xk converges to v(P) monotonically. Constructing such a
sequence is always possible because the feasible set is not {0}.
We define
εk ≡ vPL(D)− C •X
k
2Id •Xk .
Since Id •Xk > 0, the sequence {εk} is well-defined.
Since Xk(ε) and Xk are an optimal solution and a feasible solution to P(ε), respectively,
we have
v(D(εk))− C •Xk = (C + εkId) •X(εk)− C •Xk ≤ (C + εkId) •Xk − C •Xk
=
1
2
(vPL(D)− C •Xk) ≤ 1
2
(vPL(D)− v(P)),
where we used the definition of εk to obtain the second equality. But this inequality cannot
hold for sufficiently large k, because vPL(D(ε
k)) → v(D), C • Xk → v(P) and vPL(D) −
v(P) > 0, leading to a contradiction. Thus, vPL(D) = v(P) must hold.
(Proof of (b))
We show that if P is infeasible and D is either feasible or weakly infeasible, then
vPL(D) = v(P) = +∞. Since D is either feasible or weakly infeasible, D(ε) is strongly
feasible for any ε > 0. We observe that if P is infeasible, then v(D(ε)) cannot be finite for
any ε > 0. Indeed, if there exists ε > 0 such that v(D(ε)) takes a finite value, then v(P(ε))
is bounded as well, because D(ε) is strongly feasible and hence v(D(ε)) = v(P(ε)) holds
due to Slater strong duality. This implies that P(ε) and hence P is feasible, leading to a
contradiction. Therefore, limε↓0 v(D(ε)) = vPL(D) = +∞.
(Proof of (c))
The proof is almost identical to that of (a), but the difference is that we need to consider
the possibility that v(P) can be −∞, since D is infeasible. (If D is feasible, then C •X is
bounded below due to the weak duality theorem.) Note that it can be possible that v(P)
can be finite in spite of that D is infeasible, namely, P and D have an infinite nonzero
duality gap. We will show vPL(D) = v(P) holds even in such a case.
Recall that the feasible set of P(ε) is identical to that of P. Since P is feasible by
assumption, P(ε) is feasible. On the other hand, for any ε > 0, D(ε) is strongly feasible.
Then due to the duality theorem we obtain that v(D(ε)) < ∞ and P(ε) has an optimal
solution such that (C + εId) • X̂ = v(D(ε)). This holds for any ε > 0.
Let X(ε) be an optimal solution of P(ε) (If we have multiple optimal solutions, we pick
one of them arbitrarily.) Since X(ε) is a feasible solution to P and Id •X(ε) ≥ 0, we have
v(D(ε)) = v(P(ε)) = (C + εId) •X(ε) ≥ C •X(ε) ≥ v(P).
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This implies that vPL(D) ≥ v(P).
We show that vPL(D) = v(P). First, we observe that vPL(D) = v(P) holds if the
feasible region is a single point X̂, say. This is because the feasible region of P is identical
to P(ε) and (C + εId) • X̂ = v(P(ε)) = vD(ε) holds for any ε > 0. This implies that
v(P) = C • X̂ = vPL(D).
Now, we assume that the feasible region of P is not {0}, and show that vPL(D) = v(P).
(If P is {0}, then we have vPL(D) = v(P) as discussed above.) By contradiction, let
vPL(D) > v(P). This enables us to pick a real number p such that vPL(D) > p ≥ v(P).
Let {Xk} be a sequence of nonzero feasible solutions to P whose objective value C •Xk
converges to p monotonically. Constructing such a sequence is always possible, since the
feasible region of P is not {0}.
We define
εk ≡ vPL(D)− C •X
k
2Id •Xk .
Since Xk 6= 0, the sequence {εk} is well-defined.
By the definition of εk, we have
v(D(εk))− C •Xk = (C + εkId) •X(εk)− C •Xk ≤ (C + εkId) •Xk − C •Xk
=
1
2
(vPL(D)− C •Xk) ≤ 1
2
(vPL(D)− p)).
But this inequality cannot hold for sufficiently large k, because vPL(D(ε
k)) → v(D), C •
Xk → v(P) and vPL(D)−v(P) > 0, But this inequality cannot hold for sufficiently large k,
because C •Xk → p and vPL(D)− p > 0, leading to a contradiction. Thus, vPL(D) = v(P)
must hold.
4 Proof of the Main Results
This section is devoted to prove the main results described in Section 2. We start with
some basic properties of v(ε, η).
Proposition 4.1 Under the assumption PD-NSI (See Section 2 for the definition), the
following statements hold.
1. v(ε, η) is well-defined for all (ε, η) ≥ 0 except for (0, 0). Furthermore,
(i) lim
ε↓0
v(ε, 0) = v(P), and (ii) lim
η↓0
v(0, η) = v(D)
hold including the cases where v(P) = ±∞ and v(D) = ±∞.
2. v(ε, η) is a monotone increasing function in ε.
3. vP (ε, η) ≡ v(ε, η)− ηC • Ip − ηεId • Ip is a monotone decreasing function in η.
13
Proof. Item 1-(i) follows directly from Theorem 3.2. To derive item 1-(ii), we compare
the optimal value of the problem (6), which is ensured to be v(D) by Theorem 3.2 as η ↓ 0,
and the optimal value of
min C •X, s.t. Ai •X = bi + ηAi • Ip, i = 1, . . . ,m, X  0.
The objective values of these problems differ by ηC •Ip, but the difference converges to zero
when we take the limit η → 0. This completes the proof of the item 1-(ii).
The item 2 is easy to see, because the feasible region becomes larger as ε is increased.
To see the item 3, observe that the optimal value of (6) (or, equivalently, (5)) is monotone
decreasing in η. Letting C := C + εId in (6), we obtain
min (C + εId) •X − η(C + εId) • Ip, s.t. Ai •X = bi + ηAi • Ip, i = 1, . . . ,m, X  0.
The optimal value of this problem is monotone decreasing in η. Since this problem is
different from P(ε, η) just by a constant (η(C • Ip) + ηεId • Ip) in the objective function,
the statement immediately follows.
In the following, we prove one of the main results of this paper. The result claims that,
even though v(0, 0) is not well-defined, the limiting value exists when approaching (0, 0)
along a straight line emanating from the origin to any direction of the first orthant.
(Proof of Theorem 2.1.)
First we assume that A1, . . . , Am are linearly independent. In the end of the proof,
we remove this assumption. In the following, we abbreviate v(tα, tβ) as v(t). We also
assume that α > 0 and β > 0, since the proof for the case where either of α and β is 0
(but (α, β) 6= 0) has already been established in Proposition 4.1. Now, in order to make
the problem more tractable, we invoke the well-known concept of central trajectory in the
interior-point algorithm. We fix ν to be a positive number, and write the solution of the
following system as wν(t) ≡ (Xν(t), Sν(t), yν(t)).
XS − νI = 0, C + tαId −
∑
i
Aiyi − S = 0, Ai • (X − tβIp)− bi = 0 (i = 1, . . . ,m),
X  0, S  0, t > 0. (7)
Under the assumption PD-NSI that P and D are not strongly infeasible, the solution of
this system of equations defines a point on the central trajectory of the primal-dual pair of
strongly feasible SDP:
min (C + tαId) •X s.t. Ai • (X − tβIp) = bi (i = 1, . . . ,m), X  0 (8)
and
max
∑
i
(bi + tβAi • Ip)yi s.t. C + tαId −
∑
i
Aiyi = S, S  0. (9)
Therefore, wν(t) is ensured to exist and is uniquely determined for all t ∈ (0,∞). Moreover,
the set
C ≡ {wν(t) | t ∈ (0,∞)}
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forms an analytic path running through the interior of the primal-dual positive semidefinite
cones. The existence and analyticity of C is folklore (e.g., [12, 22]), but we outline a proof
in the Appendix based on a result in [17]1.
Since (bi+ tβAi • Ip) = Ai •Xν(t), C+ tαId−
∑
iAiyν(t)i = Sν(t), and Xν(t)Sν(t) = νI
hold, the relation
0 ≤ (C+tαId)•Xν(t)−
m∑
i=1
(bi+tβAi•Ip)yνi(t) = Sν(t)•Xν(t) = Tr(Xν(t)Sν(t)) = Tr(νI) = nν
holds where n is the number of columns or rows of X and S. Since the common optimal
value v(t) of (8) and (9) is between (C + tαId) • Xν(t) and
∑m
i=1(bi + tβAi • Ip)yνi(t) by
weak duality, we have
0 ≤ (C + tαId) •Xν(t)− v(t) ≤ nν (10)
holds for each t > 0.
By differentiating the three equations in (7) with respect to t, we see that the following
system of equations in (t,X, S, y, δX, δS, δy) (with semidefinite constraints on X and S)
has a unique solution
(t,X, S, y, δX, δS, δy) =
(
t,Xν(t), Sν(t), yν(t),
dXν(t)
dt
,
dSν(t)
dt
,
dyν(t)
dt
)
for each t ∈ (0,∞):
XδS + δXS = 0,
αId −
∑
iAiδyi = δS,
Ai • δX − βIp = 0,
XS = νI,
C + tαI −∑iAiyi = S,
Ai • (X − tβIp) = bi, (i = 1, . . . ,m),
X  0, S  0, t > 0,
(11)
that is, (11) is a system of equations with semidefinite constraints which determines the
point (Xν(t), Sν(t), yν(t)) and its tangent
(
dXν(t)
dt ,
dSν(t)
dt ,
dyν(t)
dt
)
.
Let us denote by S the set of solutions to (11). Each element of S can be seen as a
pair consisting of a point in C and its tangent. Since the semidefinite conditions S  0 and
X  0 can be written as the solution set of finitely many polynomial inequalities, S is a
semi-algebraic set.
Now we are ready to proceed, and claim that (C + tαId) •Xν(t) is either monotonically
increasing or monotonically decreasing for sufficiently small t. To this end, we analyze the
set of local minimum points and local maximum points of (C + tαId) •Xν(t) over (0,∞).
For every tˆ > 0, (dXνdt (tˆ),
dSν
dt (tˆ),
dyν
dt (tˆ)) is written as the tangent part of the unique solution
to (11) with t = tˆ. Therefore, (C + tαId) •Xν(t) takes a local minimum or maximum value
only if t is in the set
T1 ≡ {t | (t,X, S, y, δX, δS, δy) ∈ T },
1Essentially the existence and analyticity of the path just relies on local conditions, so, the existence of
optimal solutions of P and D is not necessary.
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where
T ≡ {(t,X, S, y, δX, δS, δy) ∈ S | (C + tαId) • δX + αId •X = 0}.
Since S is a semi-algebraic set, so is T . Since T1 is a projection of T onto t coordinate, by
applying the Tarski-Seidenberg principle which states that if a set is semi-algebraic, then
its linear projection is also semi-algebraic (e.g. Theorem 2.2.1 of [1]), we see that T1 is a
semi-algebraic set.
Thus, T1 is a one-dimensional semi-algebraic set. All one-dimensional semi-algebraic
sets can be expressed as a union of finitely many points and intervals over R. If T1 contains
an interval, then, this implies that (C + tαId) •Xν(t) is a constant at an open set in (0,∞].
Since (C + tαId) •Xν(t) is an analytic function in t, (C + tαId) •Xν(t) is constant for all
t > 0. Thus, (C + tαId) • Xν(t) is a monotonically increasing/decreasing function in this
case.
Now we deal with the case where T1 consists of a finite number of points only. Since
(C + tαId) • Xν(t) is an analytic function, it takes its extreme value at t only if t ∈ T1.
This implies that the number of extreme points of (C + tαId) • Xν(t) is finite and hence
(C + tαId) •Xν(t) is monotonically increasing or monotonically decreasing for sufficiently
small t.
It follows that there are three possibilities.
(i) limt↓0(C + tαId) •Xν(t) =∞,
(ii) limt↓0(C + tαId) •Xν(t) = −∞,
(iii) limt↓0(C + tαId) •Xν(t) is a finite value.
Since |(C + tαId) •Xν(t) − v(t)| ≤ nν, in the first and second cases, v(t) diverges to +∞
and −∞, respectively.
Now we deal with the third case to show that indeed limt↓0 v(t) exists and is finite. In
this case, v(t) is bounded for sufficiently small t > 0 because |v(t)−(C+ tαId)•Xν(t)| ≤ nν
and (C + αId) •Xν(t) is bounded as t→ 0. Therefore, v(t) is bounded for sufficently small
t > 0, namely, there exist three constants M1,M2, and t¯ such that M1 < M2 and t¯ > 0 for
which
v(t) ∈ [M1,M2] if t ∈ (0, t¯].
Next, we show the existence of limt↓0 v(t) by contradiction. Assume that v(t) does not have
a limit as t → 0. Then, there exists an infinite sequence {tk} with limk→∞ tk → 0 where
{v(tk)} has two accumulation points, v1 and v2, say. Without loss of generality, we let
v1 > v2, and w = v1 − v2.
Let ν˜ = w/(6n), and repeat exactly the same argument as above just replacing ν with
ν˜. Then it follows that (C+ tαId)•Xν˜(t) is a monotone function for sufficiently small t > 0.
Furthermore, since v(t) is bounded, (10) implies that (C + tαId) •Xν˜(t) does not diverge
and has a limit as t ↓ 0. Let us denote by c∗ν˜ the limit value. Then, for any t > 0 sufficiently
small, we have
c∗ν˜ −
1
3
w ≤ v(t) ≤ c∗ν˜ +
1
3
w,
which, together with the fact that v1 > v2 are accumulation points of {v(t)}, yields
c∗ν˜ −
1
3
w ≤ v2 < v1 ≤ c∗ν˜ +
1
3
w.
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This implies w = v1 − v2 ≤ 2/3w and hence w ≤ 0, which, however, contradicts w > 0.
Therefore, the accumulation point of v(t) is unique and the limit of v(t) exists as t ↓ 0 exists.
This completes the proof under the assumption of linear independence of A1, . . . , Am.
WhenA1, . . . , Am are not linearly independent, we pick a subsetAi1 , . . . , Aip ofA1, . . . , Am
which constitutes a set of basis of the linear space spanned by A1, . . . , Am, and then consider
the semidefinite program
minC •X, s.t. Aij •X = bij , j = 1, . . . , p, X  0.
Let v′(ε, η) be the optimal value of the problem
min(C + εId) •X s.t. Aij •X = (bij + tηAij • Ip), j = 1, . . . , p, X  0.
Since Ai1 , . . . , Aip forms a basis and the system Ai •Xi = bi (i = 1, . . . ,m) has a solution,
it follows that
{X| Ai •Xi = bi + ηAi • Ip (i = 1, . . . ,m)} = {X| Aij •Xij = bij + ηAij • Ip (j = 1, . . . , p.)}
Then, it is easy to see that v(ε, η) = v′(ε, η) and we may apply the result with independent
A1, . . . , Am developed so far to establish that the same result holds when A1, . . . , Am is not
linearly independent. This completes the proof. 
Now we are ready to prove Theorem 2.2. Let
v˜(β) ≡ lim
t↓0
v(t, tβ) for β ∈ [0,∞), v˜(∞) ≡ lim
t↓0
v(0, t).
and
vˆ(θ) ≡ lim
t↓0
v(t cos θ, t sin θ) = v˜(tan θ).
Theorem 2.2 is a direct consequence of the following theorem.
Theorem 4.2 Under the assumption PD-NSI, v˜(β) is a monotone decreasing function in
β in the interval [0,+∞], and the following relation holds.
v(D) = v˜(∞) ≤ v˜(β) ≤ v˜(0) = v(P).
Proof. We first show that v˜ is a monotone decreasing function in [0,∞). Suppose that,
by contradiction, monotonicity is violated, namely, there exists β1 and β2 such that β1 < β2
and v˜(β1) < v˜(β2). Let u = v˜(β2)− v˜(β1) > 0. Recall that
v˜(β) = lim
t→0
v(t, tβ).
We show that for sufficiently small t
v(t, tβ2)− v(t, tβ1) ≤ u/2.
In fact, since vP (ε, η) = v(ε, η) − η(C • Ip + εId • Ip) is a monotone decreasing function in
η (see item 3 of Proposition 4.1 above),
v(t, tβ)− tβ(C • Ip + tId • Ip)
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is a monotone decreasing function in β. Therefore,
v(t, tβ2)− tβ2(C • Ip + tId • Ip) ≤ v(t, tβ1)− tβ1(C • Ip + tId • Ip)
holds. This implies that, for sufficiently small t > 0,
v(t, tβ2)− v(t, tβ1) ≤ t(β2 − β1)(C • Ip + tId • Ip) ≤ u
2
and hence letting t→ 0, we obtain
0 < u = v˜(β2)− v˜(β1) ≤ u
2
,
contradiction. This completes the proof of the theorem.
(Proof of Theorem 2.2)
Recall that vˆ(θ) = limt↓0 v(t cos θ, t sin θ). We have, for θ ∈ [0, pi/2],
vˆ(θ) = lim
t↓0
v(t cos θ, t sin θ) = lim
t↓0
v(t, t tan θ) = v˜(tan θ),
Since vˆ(θ) = v˜(tan θ) and tan is a monotone increasing function in θ, Theorem 2.2 readily
follows.
5 Application to Infeasible Interior-point Algorithms
The analysis in the previous section indicates that the limiting optimal value of P(tα, tβ)
D(tα, tβ) as t → 0 exists and is between v(D) and v(P). This result has a remarkable
implication to the analysis of the infeasible primal-dual interior-point algorithm.
While the efficiency of the infeasible interior-point algorithm is supported by a powerful
polynomial-convergence analysis when applied to a primal-dual strongly feasible problem,
its behavior when applied to singular problems was not clear. Our analysis leads to a clear
picture about what will happen when the infeasible interior-point algorithm is applied to a
problem with a nonzero duality gap.
Suppose that Xˆ is a solution to Ai • X = bi (i = 1, . . . ,m), (Sˆ, yˆ) is a solution to
S = C −∑iAiyi, and let
(X0, S0, y0) = (Xˆ + t0 sin θIp, Sˆ + t0 cos θId, 0),
where θ ∈ (0, pi/2) and t0 > 0 is sufficiently large so that X0  0 and S0  0 hold. This is
an interior feasible point to the primal-dual pair P(t0 sin θ, t0 cos θ) and D(t0 sin θ, t0 cos θ).
In the following, we analyze the infeasible primal-dual interior-point algorithm started from
this point.
For simplicity of notation, we let α = cos θ and β = sin θ. The infeasible primal-dual
interior-point algorithm generates a sequence (Xk, Sk, yk) of strongly feasible solutions to
the perturbed system
C + tkdαId −
∑
i
Aiyi = S
k, Ai • (X − tkpβIp) = bi (i = 1, . . . ,m), X  0, S  0,
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where tkp and t
k
d tend to zero as k →∞. At the same time, the complementarity condition
XkSk = 0 is gradually satisfied as k →∞, i.e., XkSk → 0 as k →∞. We define
(C + tkdαId) •X and
∑
i
(bi + t
k
pβAi • Ip)yi (12)
as a modified primal objective function and a modified dual objective function, respectively.
Here we consider the following two types of the algorithms.
(A) Algorithm which satisfies tkp = t
k
d for all k, limk→∞ t
k
p = limk→∞ tkd = 0, and limk→∞X
kSk =
0.
(B) Algorithm which may not satisfy tkp = t
k
d, but satisfies limk→∞ t
k
p = limk→∞ tkd = 0, and
limk→∞XkSk = 0.
An infeasile interior-point algorithm falls into (Category A) if it takes the same stepsize
in the primal and dual space at each iteration, whereas it falls into (Category B) if it takes
different stepsize in the primal and dual space. While many of the infeasible interior-point
algorithms with theoretical complexity analysis belong to (Category A) including [34, 21],
many of the implemented algorithms belong to (Category B) [33, 31]. Note that we do not
consider homogeneous self-dual algorithms in our analysis.
Observe that for each k,
(C + tkdαId) •Xk −
∑
i
(bi + t
k
pβAi • Ip)yki
= ((C + tkdαId) •Xk − v(tkdα, tkpβ)) + (v(tkdα, tkpβ)−
∑
i
(bi + tpβAi • Ip)yki )
= Xk • Sk. (13)
Since v(tkdα, t
k
dβ) is the common optimal value of the perturbed primal and perturbed dual,
we have
(C + tkdαId) •Xk − v(tkdα, tkpβ) ≥ 0, v(tkdα, tkpβ)−
∑
i
(bi + tpβAi • Ip)yki ≥ 0. (14)
Then it follows from (13), (14) and the assumption that Xk • Sk → 0 holds, we have
(C + αtkdId) •Xk − v(tkdα, tkpβ)→ 0,
∑
i
(bi + tpβAi • Ip)yki − v(tkdα, tkpβ)→ 0
as k → ∞. This implies that the sets of accumulation points of {(C + tkpαId) • Xk},
{v(tkdα, tkpβ)}, and {
∑
(bi + t
k
pβAi • Ip)yki } coincide.
In the case of (Category A), since the same step-size is taken in the primal and dual
space, tkp = t
k
d holds. This, together with the assumption that t
k
p → 0 and tkd → 0, implies
that v(tkdα, t
k
pβ) converges to vˆ(θ). Note that this implies that the sequences of the modified
objective functions (12) converge to vˆ(θ).
We show that every accumulation point of {v(tkdα, tkpβ)} is in [v(D), v(P)] in the case of
(Category B). Note that this implies that every accumulation point of the modified objective
functions (12) is also between v(D) and v(P).
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Let us denote by v∞ an accumulation point. It is enough to show that v∞ < v(D) and
v∞ > v(P) cannot occur. In the following, we show v∞ ≤ v(P). By contradiction, assume
that v∞ > v(P) holds. Then, whether v∞ is infinite or not, there exists a finite L such that
v∞ ≥ L and u ≡ L − v(P) ≥ 0. For simplicity, we denote v(tkdα, tkpβ) by vk. Then there
exists a convergent subsequence {vki} of {vk} such that limi→∞ vki = v∞. Consider the
square region
Ωδ ≡ {(ε, η)| 0 ≤ ε ≤ δ, 0 ≤ η ≤ δ, (ε, η) 6= 0}.
Recall that vP (ε, η) = v(ε, η)− ηC • Ip − εηId • Ip is a monotone decreasing function in η,
see Proposition 4.1. Therefore, we have, for any (ε, η) ∈ Ωδ,
v(ε, η) ≤ vP (ε, η) + η|C • Ip|+ ηε|Id • Ip| ≤ vP (ε, 0) + η|C • Ip|+ ηε|Id • Ip|
= v(ε, 0) + η|C • Ip|+ ηε|Id • Ip| ≤ v(δ, 0) + δ|C • Ip|+ δ2|Id • Ip|, (15)
where the last inequality follows from item 2 of Proposition 4.1. Now, we choose δ sufficiently
small so that
v(δ, 0) + δ|C • Ip|+ δ2|Id • Ip| ≤ 1
2
(v(P) + L) = v(P) +
u
2
= L− u
2
.
This is possible because v(δ, 0) → v(P) as δ ↓ 0. Then it follows from (15) that the value
of v(ε, η) is smaller than L at least by a finite positive amount u/2 if (ε, η) ∈ Ωδ. Because
(tkid α, t
ki
p β) is contained in Ωδ for sufficiently large i, we conclude that
vki ≡ v(tkid α, tkip β) ≤ v(P) +
u
2
< L
holds for sufficiently large i. On the other hand, vki converges to v∞, which is a contra-
diction. Thus, v∞ ≤ v(P). A proof that v∞ ≥ v(D) holds goes in a similar manner by
contradiction using v(ε, η) instead of vP (ε, η).
Wrapping up the arguments and results developed so far, we obtain the following theo-
rem.
Theorem 5.1. Suppose that Xˆ is a solution to Ai • X = bi (i = 1, . . . ,m), (Sˆ, yˆ) is a
solution to C −∑iAiyi = S, and let (X0, S0, y0) = (Xˆ + t0 sin θIp, Sˆ + t0 cos θId, 0), where
θ ∈ (0, pi/2) and t0 > 0 is sufficiently large so that X0  0 and S0  0 hold. The following
holds for the iteration sequence {(Xk, Sk, yk)} of the infeasible primal-dual interior-point
algorithm initiated at (X0, S0, y0):
1. If the algorithm is in (Category A), then, the generated sequence of the modified primal
and objective values (12) converges to a value vˆ(θ) ∈ [v(D), v(P)]. Here, we include
the possibility that vˆ(θ) = +∞ and vˆ(θ) = −∞, interpreting them as divergence to
+∞ and −∞, respectively.
2. If the algorithm belongs to (Category A) and θ is close to 0, this implies that the
limiting modified objective values of the infeasible primal-dual algorithm gets closer
to the primal optimal value v(P) of the original problem, and the limiting modified
objective value approaches the dual optimal value v(D) as θ gets closer to pi/2.
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3. If the algorithm is in (Category B), any accumulation point v∞ of the modified primal
and dual objective values (12) is between the dual optimal value v(D) and the primal
optimal value v(P), so that v∞ ∈ [v(D), v(P)]. (Note that accumulation points may
not exist if v(D) = ±∞ or v(P) = ±∞.)
A typical choice of the initial point (X0, S0, y0) for the primal-dual infeasible interior-
point algorithm is (X0, S0, y0) = (t0I, t1I, 0) with t0 > 0 and t1 > 0 sufficiently large. This
is different from the one adopted in Theorem 5.1. In concluding this section, we discuss
how our results can be adapted to this case.
Let Xˆ be a solution to Ai•X = bi, (i = 1, . . . ,m). If we set Ip = t0I−Xˆ and Id = t1I−C
with t0 and t1 sufficiently large so that Ip  0 and Id  0 hold, (X0, S0, y0) is a feasible
solution to P(1, 1) and D(1, 1). Now, we are ready to apply an argument analogous to the
one we developed earlier to derive Theorem 5.1 with this choice of Ip and Id to obtain the
following theorem.
Theorem 5.2. Suppose that Xˆ is a solution to Ai • X = bi (i = 1, . . . ,m), and let
(X0, S0, y0) = (t0I, t1I, 0), where t0 > 0 and t1 > 0 are sufficiently large so that Ip =
t0I − Xˆ  0 and Id = t1I − C  0 hold. The followings holds for the iteration sequence
{(Xk, Sk, yk)} of the infeasible primal-dual interior-point algorithm initiated at (X0, S0, y0):
1. If the algorithm is in (Category A), then, the generated sequence of the modified primal
and objective values (12) converges to the value vˆ(pi/4) ∈ [v(D), v(P)]. Here, we
include the possibility that vˆ(pi/4) = +∞ and vˆ(pi/4) = −∞, interpreting them as
divergence to +∞ and −∞, respectively.
2. If the algorithm is in (Category B), any accumulation point v∞ of the modified primal
and dual objective values (12) is between the dual optimal value v(D) and the primal
optimal value v(P), so that v∞ ∈ [v(D), v(P)]. (Note that accumulation points may
not exist if v(D) = ±∞ or v(P) = ±∞.)
We note that the items 1 and 2 of Theorem 5.2 corresponds to the items 1 and 3 of Theorem
5.1, respectively, and the item 2 of Theorem 5.1 is not generalized to Theorem 5.2 because
of the difference in parametrization of the initial iterate (X0, S0, y0).
Finally, we point out that these results developed in this section have an important
implication to solving mixed-integer SDP. Suppose we deal with minimization. When we
solve the relaxation problem, it can happen that a subproblem to be solved by the infeasible
interior-point algorithm has a finite (or infinite) duality gap. Yet our result ensures the
limiting modified objective value of the infeasible interior-point algorithm can be used as a
lower bound.
6 Examples
Example 1
We start with a simple instance with a finite nonzero duality gap taken from Ramana’s
famous paper [23]. The following problem has a duality gap of one.
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The problem D is
max y0 s.t.
 1− y0 0 00 −y1 −y0
0 −y0 0
  0.
With that, we have
C =
 1 0 00 0 0
0 0 0
 , A0 =
 1 0 00 0 1
0 1 0
 , A1 =
 0 0 00 1 0
0 0 0
 , b0 = 1.
The optimal value v(D) = 0 for this problem, since y0 = 0 is the only possible value for the
lower-right 2× 2 submatrix to be positive semidefinite.
The associated primal P is
min x11, s.t. x11 + 2x23 = 1, x22 = 0,
 x11 x12 x13x12 x22 x23
x13 x23 x33
  0.
The optimal value v(P) = 1 for this problem, since x23 = 0 must hold for positive semidef-
initeness of the lower-right 2× 2 submatrix, which drives x11 to be 1.
Now we consider the problem D(ε, η)
max (1 + η)y0 + ηy1 s.t.
 1 + ε− y0 0 00 ε− y1 −y0
0 −y0 ε
  0.
This is equivalent to
max (1 + η)y0 + ηy1 s.t. 1 + ε− y0 ≥ 0, ε(ε− y1)− y20 ≥ 0.
Since the objective is linear, either one of the two inequality constraints should be active
at the optimal. Taking into account that the second constraint is quadratic, we analyze the
following three subproblems, and take the maximum of them.
(Case 1) max (1 + η)y0 + ηy1 s.t. 1 + ε− y0 = 0, ε(ε− y1)− y20 ≥ 0.
(Case 2) max (1 + η)y0 + ηy1 s.t. 1 + ε− y0 ≥ 0, y0 =
√
ε(ε− y1).
(Case 3) max (1 + η)y0 + ηy1 s.t. 1 + ε− y0 ≥ 0, y0 = −
√
ε(ε− y1).
(Case 1)
In this case, the second constraint yields
ε− (1 + ε)
2
ε
≥ y1.
Together with y0 = 1 + ε, the problem reduces to a very simple linear program, and it
follows that the maximum is
v1(ε, η) ≡ (1 + η)(1 + ε) + ηε− η(1 + ε)
2
ε
.
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(Case 2)
Under this condition, the objective function is written as
f(y1) ≡ (1 + η)
√
ε(ε− y1) + ηy1.
By computing the derivative, we see that the function takes the unique maximum at
y1 = ε− ε(1 + ε)
2
4η2
(16)
and √
ε(ε− y1) = ε(1 + η)
2η
. (17)
Then, we see that
f(y1) = εη +
ε
4η
(1 + η)2. (18)
But we should recall that this maximum is obtained by ignoring the constraint
1 + ε− y0 = 1 + ε−
√
ε(ε− y1) ≥ 0.
By substituting (16) and (17) into this constraint, (18) is the maximum only if
1 + ε− ε(1 + η)
2η
≥ 0, or, equivalently, 2η
1− η ≥ ε (19)
is satisfied.
If (19) does not hold, then, the maximum of f(y1) is taken at the boundary of the
constraint 1 + ε− y0 ≥ 0, i.e., y1 satisfying the condition
1 + ε =
√
ε(ε− y1).
Solving this equation with respect to y1, we obtain
y1 = −2− 1
ε
, y0 = 1 + ε, f(y1) = (1 + η)(1 + ε)− η(2 + 1
ε
).
In summary, the maximum value in (Case 2) is as follows:
v2(ε, η) ≡ εη + ε
4η
(1 + η)2 if
2η
1− η ≥ ε, (20)
v2(ε, η) ≡ (1 + η)(1 + ε)− η(2 + 1
ε
) if
2η
1− η ≤ ε (21)
(Case 3)
In this case, 1 + ε− y0 ≥ 0 holds trivially. Therefore, the maximization problem in this
case is
max−(1 + η)
√
ε(ε− y1) + ηy1.
under the condition that y1 ≤ ε. The function is monotone increasing, so that the maximum
is attained when y1 = ε and the maximum value is
v3(ε, η) ≡ ηε.
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Now we are ready to combine the three results to complete the evaluation of v˜ and vˆ. By
letting ε = tα, η = tβ with t > 0 and letting t ↓ 0, we see that
(Case 1) limt↓0 v1(tα, tβ) = 0.
(Case 2) limt↓0 v2(tα, tβ) = α4β if
β
α ≥ 12 , limt↓0 v2(tα, tβ) = 1− βα if βα ≤ 12
(Case 3) limt↓0 v3(tα, tβ) = 0.
The maximum among the three corresponds to v˜. Comparing the three, we see that
(Case 2) always is the maximum. This means
v˜(β) = 1− β (β ∈ [0, 1
2
]), v˜(β) =
1
4β
(β ∈ [1
2
,∞)), v˜(∞) = 0.
Example 2
The next example is the one such that D is weakly infeasible but P is weakly feasible
and has a finite optimal value.
The problem D is
max −y0 s.t.
 y1 0 10 y0 0
1 0 0
  0.
C =
 0 0 10 0 0
1 0 0
 , A0 =
 0 0 00 −1 0
0 0 0
 , A1 =
 −1 0 00 0 0
0 0 0
 , b0 = −1.
This system is weakly infeasible, so v(D) = −∞.
The associated primal P is
min 2x13, s.t. x11 = 0, x22 = 1,
 x11 x12 x13x12 x22 x23
x13 x23 x33
  0.
The optimal value v(P) = 0 for this problem, since x13 = 0 must hold for feasibility.
Now we consider the problem D(ε, η)
max −(1 + η)y0 − ηy1 s.t.
 y1 + ε 0 10 y0 + ε 0
1 0 ε
  0.
It follows that
y0 ≥ −ε, y1 ≥ 1− ε
2
ε
.
Therefore, we see the maximum value is
v(ε, η) = (1 + η)ε− 1− ε
2
ε
η.
Now we are ready to evaluate v˜ and vˆ. By letting ε = tα, η = tβ with t > 0 and letting
t ↓ 0, we see that
lim
t↓0
v(tα, tβ) = −β
α
.
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and
v˜(β) = −β (β ∈ [0,∞]).
Finally, we deal with a pathological case where the both of primal and dual are weakly
infeasible.
Example 3
The problem D is
max y0 s.t.
 y1 0 1 + 12y00 1 + y0 0
1 + 12y0 0 0
  0.
C =
 0 0 10 1 0
1 0 0
 , A0 =
 0 0 −120 −1 0
−12 0 0
 , A1 =
 −1 0 00 0 0
0 0 0
 , b0 = 1.
The optimal value v(D) = −∞ for this problem, since y0 = −2 should hold for feasibility,
but then the (2,2) element becomes −1 and cannot be possible. By letting y1 large and
y0 = 0, we confirm the problem is weakly infeasible.
The associated primal P is
min 2x13 + x22, s.t. x13 + x22 = −1, x11 = 0,
 x11 x12 x13x12 x22 x23
x13 x23 x33
  0.
This problem is weakly infeasible.
Now we consider the problem D(ε, η)
max (1− η)y1 − ηy1 s.t.
 ε+ y0 0 1 + 12y00 1 + ε+ y0 0
1 + 12y0 0 ε
  0.
This is equivalent to
max (1− η)y0 − ηy1 s.t. ε+ y1 ≥ 0, ε(ε+ y1)− (1 + 1
2
y0)
2 ≥ 0, 1 + ε+ y0 ≥ 0.
Since the objective is linear, either one of the two inequality constraints should hold tight
at the optimal. Taking into account that the second constraint is quadratic, we analyze the
following three subproblems, and take the maximum of them.
(Case 1) max (1− η)y0 − ηy1 s.t. ε+ y1 ≥ 0, ε(ε+ y1)− (1 + 1
2
y0)
2 ≥ 0, 1 + ε+ y0 ≥ 0.
(Case 2) max (1− η)y0 − ηy1 s.t. ε+ y1 ≥ 0, ε(ε+ y1)− (1 + 1
2
y0)
2 = 0, 1 + ε+ y0 ≥ 0.
(Case 3) max (1− η)y0 − ηy1 s.t. ε+ y1 ≥ 0, ε(ε+ y1)− (1 + 1
2
y0)
2 ≥ 0, 1 + ε+ y0 = 0.
(Case 1)
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In this case, we have y1 = −ε, y0 = −2. Then the third constraint becomes ε − 1 ≥ 0.
Since we are interested in the situation where ε is approaching zero, we may exclude this
case.
(Case 2)
In this case, we have
ε(ε+ y1) = (1 +
1
2
y0)
2.
This implies that
y0 = 2(−1±
√
ε(ε+ y1)).
Since the condition 1 + ε+ y0 yields
±
√
ε(ε+ y1) ≥ 1− ε,
choosing ‘-’ sign does not compatible with our analysis since we are interested in the case
where ε is close to zero. Therefore, we pick ‘+’ sign, and seek for the maximum of the
objective function
2(1− η)(−1 +
√
ε(ε+ y1)− ηy1.
By differentiation, we see that the function attains its maximum at
y0 = 2(−1 + ε(1− η)
η
), y1 =
ε
η2
(1− 2η).
We see that the first constraint is always satisfied at the maximum. The third constraint
1 + y0 + ε ≥ 0 is satisfied if
ε
η
≥ 1 + ε
2
.
If this condition is not satisfied, then 1 + y0 + ε = 0 holds at the maximum, so, we can
leave the analysis to the third case. Substituting y0, y1 to the objective, we conclude that,
if ε/η ≥ 1, then, the maximum is
v2(ε, η) ≡ 2(1− η)(−1− ε+ ε
η
)− ε
η
+ 2ε,
and if the aforementioned condition is not satisfied, then, we can leave the analysis to the
third case below.
(Case 3)
We have y0 = −1− ε. After simple manipulation, we see that other two inequalities are
satisfied iff
y1 ≥ 1
ε
(
1− ε
2
)2
− ε.
Therefore, the maximum is
v3(ε, η) ≡ −(1− η)(1 + ε)− η
ε
(
1− ε
2
)2
+ εη.
Now we are ready to combine the three results to complete evaluation of v˜ and vˆ. By
letting ε = tα, η = tβ with t > 0 and letting t ↓ 0, we see that
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(Case 1) Cannot occur.
(Case 2) limt↓0 v2(tα, tβ) = −2 + αβ if αβ ≥ 12 .
(Case 3) limt↓0 v3(tα, tβ) = −1− 14 βα .
The maximum between the latter two corresponds to v˜. Thus, we obtain that
v˜(β) = −2 + 1
β
(β ∈ [0, 2]), v˜(β) = −1− β
4
(β ∈ [2,∞]),
where we used the convention 1/0 =∞.
7 Concluding Discussion
In this paper, we developed a perturbation analysis on singular primal-dual semidefinite
programs. We assumed that primal and dual problems are either feasible or weakly in-
feasible, and shifted the associated affine spaces slightly in the direction of some positive
definite matrix possibly in a different proportion, so that the perturbed problems have in-
terior feasible solutions, and analyzed the behavior of the optimal value of the perturbed
problem when the perturbation is reduced to zero while keeping the proportion. It was
shown that the limiting optimal value exists on the perturbed problems and is a function of
weights, or, in other words, the direction of approach to zero. Representing the direction of
approach with an angle θ between 0 and pi/2, where the former and latter corresponds to
the dual-only perturbation and the primal-only perturbation, respectively, we demonstrated
that the limiting objective value is a monotone decreasing function in θ which takes the
primal optimal value v(P) at θ = 0 and the dual optimal value v(D) at θ = pi/2. Based on
this result, we could show that every accumulation point of the modified objective values
of the infeasible primal-dual interior-point algorithm lies between the optimal values of P
and D. The modified primal and dual objective functions are easily computed from the
current iterate. Though we analyzed the infeasible interior-point algorithms here, it would
not be difficult to extend this result to interior-point algorithms based on homogeneous
self-dual embeddings. An interesting further research topic would be to show smoothness
of the limiting objective value function vˆ(θ). It would be also interesting to design a robust
primal-dual interior-point algorithm based on the theory developed in this paper.
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Appendix
Outline of a Proof of the Existence and Analycity of the Path C = {wν(t)| 0 <
t <∞}.
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Let
φ1(X,S, y) = X
1/2SX1/2 − νI, φ2(X,S, y) = C −
∑
i
Aiyi − S,
φ3(X,S, y) =
 A1 •X − b1...
Am •X − bm
 .
Then, wν(t) is a unique solution to
Φ(X,S, y, t) ≡
 φ1(X,S, y)φ2(X,S, y) + tαI
φ3(X,S, y)− tβI
 = 0.
Φ is an analytic mapping from {(X,S, y, t) ∈ Sn++ × Sn++ × R(m+1)} to Sn++ × Sn × Rm,
where S++ is the set of symmetric positive definite matrices. Therefore, in order to show the
existence and analyticity of the path with the help of the analytic version of the implicit
function theorem, it is enough to confirm that the rank of the Jacobian matrix of Φ is
n(n+ 1) +m. To this end, we show that the Jacobian matrix of the mapping φ1(X,S, y)φ2(X,S, y)
φ3(X,S, y)

is nonsingular. Indeed it is essentially shown in Theorem 2.4 of [17] that the Jacobian
matrix is nonsingular if φ1 = 0, i.e., XS = νI. (See also the note following the theorem.)
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