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Abstract 
In the paper, support vector machine is proposed in IR target recognition. Grid method is used to select the 
appropriate parameters of SVM to avoid over-fitting due to the choice of inappropriate parameters. We employ coal 
mine IR monitoring images to testify the IR target recognition ability of SVM. And features and category of the coal 
mine IR monitoring images are given. The experimental results illustrate that the IR target recognition accuracy of 
SVM is 100%.Thus, SVM is an excellent IR target recognition method. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
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1. Introduction 
IR target recognition has a wide application with the development of IR imaging technology[1]. 
Recently, several recognition methods are applied in the IR target recognition, such as BP neural network, 
RBF neural network[2-5]. Support vector machine(SVM) is a novel learning method[6], which has a 
widespread application prospects in IR target recognition. In the paper, support vector machine is 
proposed in IR target recognition. Grid method is used to select the appropriate parameters of SVM to 
avoid over-fitting due to the choice of inappropriate parameters. Coal mine IR monitoring images are 
applied to testify the IR target recognition ability of SVM[7].Two categories of the IR images including 
smashed-coal-image and block-coal-image are recognized by SVM. The experimental results illustrate 
that the IR target recognition accuracy of SVM is 100%.Therefore, SVM is an excellent IR target 
recognition method. 
2. The Theory of Svm  
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Consider a set of training data ,),,(,),,{( 11 "" ii yxyx )},( nn yx , where ix  represents the input 
vector and ∈iy {+1,-1} represents the output target. +1,-1 are the two categories.  
The classification function of SVM is defined as follows: 
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where β  is the weight and b is the bias. 
   By solving the following constrained optimization problem, the optimal hyperplane can be gained. 
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The non-negative slack variables are introduced to transform the above constrained optimization 
problem into the following optimization problem  
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where ρ  is called the penalty parameter. 
Lagrange multipliers ia ( ρ≤≤ ia0 ) are introduced to compute the dual more convenient. 
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where )( ji xxk ⋅ is called the kernel function, which is used to map the input data into a 
higher-dimensional feature space. 
Finally, the classification function of SVM is written as followings: 
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Grid method is used to select the appropriate parameters of SVM to avoid over-fitting due to the 
choice of inappropriate parameters in the paper. The method searches the optimal values of the 
parameters in a certain scope of the parameters which is set in advance. 
3. Application and Analysis of Ir Target Recogniztion Based on SVM 
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In the study, coal mine IR monitoring images are applied to testify the IR target recognition ability of 
SVM. Features and category of the coal mine IR monitoring images are given in Tab.1, where the second 
moment, gray unevenness, domain unevenness, entropy are the four features of the IR images and 
category of the IR images include smashed-coal-image and block-coal- image, smashed-coal-image is 
denoted as “1” and block-coal-image is denoted as “2”.The features and category of the coal mine IR 
monitoring images are normalized to make the dimension of the four features unify, the normalized 
results are given in Tab.2.  
TABLE I. The features and category of 30 images 
No. the second moment gray unevenness domain unevenness entropy category 
1 108.133 228.473 6278.0 - 6.3762 1 
2 206.924 373.412 5757.4 - 5.6870 1 
3 185.620 481.308 4586.7 -8.9573 1 
4 90.451 550.600 6434.2 - 5.6474 1 
5 145.770 337.925 5151.3 - 5.5813 1 
6 96.513 398.297 5112.5 - 6.1547 1 
7 64.877 427.164 5194.6 - 6.2974 1 
8 77.679 331.421 5014.5 - 5.9599 1 
9 101.866 433.367 4995.8 - 6.3204 1 
10 8.578 24.512 1835.3 - 4.1351 2 
11 17.526 73.242 2581.5 - 3.3125 2 
12 14.543 60.007 1209.3 - 3.7459 2 
13 24.408 59.746 1297.9 - 4.1178 2 
14 9.030 28.403 1616.5 - 2.7151 2 
15 31.655 24.019 2310.8 - 4.3110 2 
16 26.978 76.006 1911.7 - 3.5151 2 
17 20.068 67.140 2565.8 - 3.7537 2 
18 11.924 50.989 1813.8 - 3.9973 2 
19 139.894 480.072 6084.4 - 5.7349 1 
20 91.443 494.750 4014.5 - 6.5257 1 
21 75.589 272.057 3917.6 - 8.7759 1 
22 108.859 269.654 5413.8 - 8.1602 1 
23 83.139 322.456 4064.2 - 5.9277 1 
24 161.756 275.110 4642.3 - 7.5322 1 
25 10.879 31.731 2608.1 - 2.6396 2 
26 24.957 56.399 1915.6 - 4.5923 2 
27 8.502 86.098 1776.4 - 2.8790 2 
28 28.237 81.177 2415.9 - 4.8729 2 
29 18.498 25.666 2527.4 - 3.1082 2 
30 14.313 41.591 1118.4 - 3.9036 2 
Some of the experimental data are used as the training data and others are used as the testing data. 
“+1” which is the output of SVM represents that the image is smashed-coal-image, “-1” which is the 
output of SVM represents that the image is block-coal-image.Tab.3 shows the testing data. Testing results 
of SVM is [+1 +1 +1 +1 +1 +1 +1 -1 -1 -1 -1 -1 -1 -1],which means that the front 7 images in Tab.3 are 
smashed-coal-images and others are block-coal-images. The results illustrate that the IR target 
recognition accuracy of SVM is 100%.Therefore, SVM is an excellent IR target recognition method. 
TABLE II. Normalization of above experimental data 
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No. the second moment gray unevenness domain unevenness entropy category 
1 0.5226 0.4150 1.0000 0.7118 1 
2 1.0000 0.6782 0.9171 0.6349 1 
3 0.8970 0.8742 0.7306 1.0000 1 
4 0.4371 1.0000 1.0249 0.6305 1 
5 0.7045 0.6137 0.8205 0.6231 1 
6 0.4664 0.7234 0.8144 0.6871 1 
7 0.3135 0.7758 0.8274 0.7030 1 
8 0.3754 0.6019 0.7987 0.6654 1 
9 0.4923 0.7871 0.7958 0.7056 1 
10 0.0415 0.0445 0.2923 0.4616 2 
11 0.0847 0.1330 0.4112 0.3698 2 
12 0.0703 0.1090 0.1926 0.4182 2 
13 0.1180 0.1085 0.2067 0.4597 2 
14 0.0436 0.0516 0.2575 0.3031 2 
15 0.1530 0.0436 0.3681 0.4813 2 
16 0.1304 0.1380 0.3045 0.3924 2 
17 0.0970 0.1219 0.4087 0.4191 2 
18 0.0576 0.0926 0.2889 0.4463 2 
19 0.6761 0.8719 0.9692 0.6402 1 
20 0.4419 0.8986 0.6395 0.7285 1 
21 0.3653 0.4941 0.6240 0.9797 1 
22 0.5261 0.4897 0.8623 0.9110 1 
23 0.4018 0.5856 0.6474 0.6618 1 
24 0.7817 0.4997 0.7395 0.8409 1 
25 0.0526 0.0576 0.4154 0.2947 2 
26 0.1206 0.1024 0.3051 0.5127 2 
27 0.0411 0.1564 0.2830 0.3214 2 
28 0.1365 0.1474 0.3848 0.5440 2 
29 0.0894 0.0466 0.4026 0.3470 2 
30 0.0692 0.0755 0.1781 0.4358 2 
TABLE III. The testing results of SVM 
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the second 
moment 
gray
unevenness 
domain 
unevenness entropy 
actual 
category SVM
64.877 427.164 5194.6 - 6.2974 1 1 
139.894 480.072 6084.4 - 5.7349 1 1 
91.443 494.750 4014.5 - 6.5257 1 1 
75.589 272.057 3917.6 - 8.7759 1 1 
108.859 269.654 5413.8 - 8.1602 1 1 
83.139 322.456 4064.2 - 5.9277 1 1 
161.756 275.110 4642.3 - 7.5322 1 1 
10.879 31.731 2608.1 - 2.6396 2 2 
24.957 56.399 1915.6 - 4.5923 2 2 
8.502 86.098 1776.4 - 2.8790 2 2 
28.237 81.177 2415.9 - 4.8729 2 2 
11.924 50.989 1813.8 - 3.9973 2 2 
18.498 25.666 2527.4 - 3.1082 2 2 
14.313 41.591 1118.4 - 3.9036 2 2 
4. Conclusion 
In the paper, support vector machine is proposed in IR target recognition. Grid method is used to select 
the appropriate parameters of SVM to avoid over-fitting due to the choice of inappropriate parameters.
Coal mine IR monitoring images are applied to testify the IR target recognition ability of SVM, where 
two categories of the IR images including smashed-coal-image and block-coal- image need to be 
recognized. The experimental results illustrate that the IR target recognition accuracy of SVM is 
100%.Therefore, SVM has a widespread application prospects in IR target recognition. 
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