Abstract-In the multiterminal source model of Csiszár and Narayan, the communication complexity, R SK , for secret key (SK) generation is the minimum rate of communication required to achieve SK capacity. An obvious upper bound to R SK is given by R CO , which is the minimum rate of communication required for omniscience. In this paper we derive a better upper bound to R SK for the hypergraphical source model, which is a special instance of the multiterminal source model. The upper bound is based on the idea of fractional removal of hyperedges. It is further shown that this upper bound can be computed in polynomial time. We conjecture that our upper bound is tight. For the special case of a graphical source model, we also give an explicit lower bound on R SK . This bound, however, is not tight, as demonstrated by a counterexample.
I. INTRODUCTION
The problem of secret key (SK) generation for multiple terminals observing i.i.d. sequences of correlated random variables was first studied by Csiszár and Narayan in [1] . The terminals are allowed to communicate interactively over a public noiseless channel. After the communication the terminals must agree upon an SK, secured from any eavesdropper having access to the public channel. The SK capacity, i.e., the maximum rate of secret key that can be generated was derived in [1] . A quantity of interest in the SK generation problem is the communication complexity 1 , R SK , which is the minimum rate of communication required to generate an SK of maximum rate.
Tyagi in [2, Theorem 3] has given a complete characterization of R SK for the case of two terminals. Tyagi's arguments have been extended by [3, Theorem 2] to give a lower bound to R SK for the general multiterminal setting. This lower bound was computed and was shown to be tight for a special class of sources in [4, Theorem 4] . However, computing this lower bound for a general multiterminal source remains an open problem. Also, [3] did not provide any discussion on the tightness of this lower bound. Hence, it is useful to derive upper bounds on R SK . The SK generation protocol in [1] goes through omniscience, i.e., all the terminals recovering the entire information of all the other terminals. Thus, the minimum rate of communication for omniscience, R CO , is a valid upper bound on R SK .
In this paper, we consider a special case of the multiterminal source model, namely the hypergraphical source model studied previously in [6] and [4] . The hypergraphical source model is inspired by the coded co-operative data exchange (CCDE) problem introduced in [7] , and has been studied in the context of the "one-shot" SK generation problem, in [8] - [10] . One can also view the hypergraphical source model as a generalization of the pairwise independent network (PIN) model of [11] and [12] . The main contribution of this paper is an upper bound on R SK for the hypergraphical source model. The proof of this upper bound is based on the idea of decremental SK agreement studied in [13] . The idea is to keep on removing "randomness" from the hyperedges as long as the SK capacity does not decrease, and then use the R CO of the resulting hypergraph as an upper bound on R SK of the original hypergraph. We further show that the upper bound on R SK thus derived is at least as good as R CO . Computation of this upper bound requires the solution of a linear program, whose separation oracle performs submodular function minimization. As a result the bound is computable in polynomial time. In fact, for the special case when the underlying hypergraph of the source model is a graph, the upper bound reduces to a simple expression. We believe that the upper bound is actually tight. Unfortunately, we do not have a proof of this yet, and therefore we state it as a conjecture. We also give a simple expression for the lower bound on R SK derived in [3, Theorem 2], for sources defined on graphs. Using this expression we are able to construct an example and show that the lower bound in [3] is not tight in general.
We would like to compare and contrast our work with those of Courtade et al. in [9] and [10] . Courtade The paper is organized as follows. The basic definitions and concepts are introduced in Section II. Section III presents our main result, an upper bound to R SK . In Section IV, we evaluate the lower bound to R SK stated in [3, Theorem 2] , for the special case of graphical source models. The paper concludes with Section V.
II. PRELIMINARIES
In this section we will introduce the major concepts and definitions used in this paper. Throughout, we use N to denote the set of positive integers. A hypergraphical source is defined by the pair H = (M, w) with M = {1, 2, . . . , m} denoting the set of terminals and a weight function w : 2 M → R + ∪{0}. Define the set of hyperedges by E {e ∈ 2 M : w(e) > 0}. Define random variables ξ e satisfying H(ξ e ) = w(e). For n ∈ N, associate with each hyperedge e ∈ E, n i.i.d. copies of the random variable ξ e denoted by ξ n e ; the ξ n e s are all mutually independent across e ∈ E. Whenever E consists only of subsets e of size 2, we refer to the source as a graphical source, and refer to the hyperedges as edges.
Each terminal i ∈ M observes n i.i.d. repetitions of a random variable X i . The n i.i.d. copies of the random variable are denoted by X n i and are defined as X n i = (ξ n e : e ∈ E and i ∈ e).
2 For any subset A ⊆ M, X A and X n A denote the collections of random variables (X i : i ∈ A) and (X n i : i ∈ A), respectively. It is easy to check that H(X A ) = e∈E:e∩A =∅ w(e) and H(X A |X A c ) = e∈E:e⊆A w(e). We point out here that the hypergraphical source model is a special case of the multiterminal source model of [1] , which is defined for an arbitrary joint distribution of X M over a finite support size. Note that the hypergraphical models studied in [6] and [4] are but a special case of the model studied here, obtained by restricting w to be integer-valued. If we further restrict w(e) to take non-zero values only for subsets e ⊆ M 2 Each i.i.d. sequence of random variables ξ n e , e ∈ E, should be thought of as SK initially shared among the terminals in e. By choosing H(ξe) = w(e), we allow the initial amount of SK shared within one subset of terminals (i.e., one hyperedge) to be different from that shared within another subset (hyperedge).
of size 2, we obtain the pairwise independent network (PIN) model of [12] .
The terminals communicate through a noiseless public channel, any communication sent through which is accessible to all terminals and to potential eavesdroppers as well. An interactive communication is a communication f = (f 1 , f 2 , · · · , f r ) with finitely many transmissions f j , in which any transmission sent by the ith terminal is a deterministic function of X n i and all the previous communication, i.e., if terminal i transmits f j , then f j is a function only of X n i and f 1 , . . . , f j−1 . We denote the random variable associated with f by F; the support of F is a finite set F . The rate of the communication F is defined as 1 n log|F |. Note that f, F and F implicitly depend on n.
Definition 1. A common randomness (CR) obtained from an interactive communication F is a sequence of random variables J
(n) , n ∈ N, which are functions of X n M , such that for any 0 < ǫ < 1 and for all sufficiently large n, there exist 
R i , where the region R CO is given by
(1) Henceforth, we will refer to R CO as the "minimum rate of communication for omniscience". Further, it can be seen from the description of R CO that R CO < ∞. More precisely, note that the point (R 1 , R 2 , . . . , R m ) defined by R i = H(X i ) for all i lies in R CO , and hence
interactive communication F satisfying, for any ǫ > 0 and for all sufficiently large n, I(K (n) ; F) ≤ ǫ and
The SK capacity is defined to be the supremum among all achievable rates. The CR K (n) is called a secret key (SK).
From now on, we will drop the superscript (n) from both J (n) and K (n) to keep the notation simple.
The SK capacity can be expressed as [1, Theorem 1]
Other equivalent characterizations of C(M) exist in the literature. One such characterization of SK capacity can be given via the notion of multivariate mutual information defined as follows:
with
The quantity I(X M ) is a generalization of the mutual information to a multiterminal setting; indeed, for m = 2, we have I(X 1 , X 2 ) = I(X 1 ; X 2 ). It was shown in Theorem 1.1 of [6] and Theorem 4.1 of [14] that
For the rest of this paper we shall use C(M) and I(X M ) interchangeably.
We will denote by P * the finest partition that achieves the minimum in (3). Theorem 5.2 of [14] guarantees that P * exists and is unique, and will henceforth be referred to as the fundamental partition. In particular, we call the partition {{1}, {2}, . . . , {m}} consisting of m singleton cells as the singleton partition and denote it by S. The sources satisfying P * = S will be referred to as Type S sources.
We are now in a position to make the notion of communication complexity rigorous.
Definition 3.
A real number R ≥ 0 is said to be an achievable rate of interactive communication for maximal-rate SK if for all ǫ > 0 and for all sufficiently large n, there exist
The infimum among all such achievable rates is called the communication complexity of achieving SK capacity, denoted by R SK .
The proof of Theorem 1 in [1] shows that there exists an interactive communication F that enables omniscience at all terminals and from which a maximal-rate SK can be obtained. Therefore, we have R SK ≤ R CO < ∞. Hence, in terms of communication complexity, the sources that satisfy R SK = R CO are the worst-case sources. We will henceforth refer to them as R SK -maximal sources. Such sources do exist as shown in Section III of [4] .
III. UPPER BOUND ON R SK
In this section we derive an upper bound on R SK based on the problem of decremental SK agreement in [13] . The idea is to "fractionally remove" hyperedges from the original hypergraph. To be precise, consider a hypergraphical source X M defined on the hypergraph H = (M, w). A non-negative vector x satisfying x ≤ w is called a fractional packing of the hypergraph H. For any fractional packing x, define a new hypergraphical source on the hypergraph H x = (M, x). Observe that since x ≤ w, the hypergraphical model on H x is obtained by "removing" some randomness from H.
We denote the relevant quantities for the source defined on H x by adding a superscript x to the original notation. For example, we use X To proceed, we need to introduce a few notations. Define the set of constraints
Note that Γ is non-empty since w ∈ Γ. This follows immediately by choosing (r 1 , r 2 , . . . , r m ) ∈ R CO that achieves R CO and by noting (2) and the fact that H(X M ) = e∈E w(e).
Denote by Γ * the set of fractional packings x satisfying I(X x M ) = I(X M ), i.e., the fractional packing x does not decrease the SK capacity. It is easy to see that w ∈ Γ * , and hence it is non-empty.
We now state the upper bound to R SK in the following theorem.
Theorem 1.
For a hypergraphical source model X M defined on the hypergraph H = (M, w) we have
where x * is an optimal solution for the linear program min e∈E x(e) subject to the constraints x ∈ Γ.
Since, x * ≤ w, by (2) we have that the upper bound in Theorem 1 is at least as good as R CO . We will need the following lemma in order to prove Theorem 1. Proof: To begin with note that H(X x M ) = e∈E x(e). It is straightforward to see that the constraints in (6) are nothing but the R CO constraints of (1) for the source defined on H x . Therefore, the constraint (7) along with (2) shows that a fractional packing x ∈ Γ does not decrease the SK capacity, and so x ∈ Γ * . Therefore, Γ ⊆ Γ * . On the other hand, any fractional packing x ∈ Γ * does not decrease the SK capacity. Hence, by (2), there exists a rate point r satisfying the R CO constraints, i.e., the constraints in (6), as well as the constraint (7). So, x ∈ Γ and hence Γ * ⊆ Γ, which completes the proof.
We are now in a position to prove Theorem 1.
Proof of Theorem 1: To begin with, consider any x ∈ Γ. By Lemma 2, we also have that x ∈ Γ * . Since any SK generation protocol for H x is also a valid SK generation protocol for H, the fact that I(X
. Therefore, combining the above results we have for any x ∈ Γ, R SK ≤ e∈E x(e) − I(X M ). In order to get the best upper bound we simply choose x * which minimizes e∈E x(e) among all possible x ∈ Γ.
Before proceeding, we provide an example where we explicitly evaluate the upper bound in Theorem 1.
Example III.1. Consider the hypergraph H = (M, w), with m = 4, and the weight vector w given as follows:
w(e) = 1, e = {1, 4}, {2, 3}, {3, 4} = 2, e = {1, 2} = 0, otherwise.
One can easily check that P * = {{1, 2}, {3}, {4}}, I(X M ) = 1.5 and R CO = 3.5. Solving the linear program in Theorem 1, we see that the optimal fractional packing x * is given by x * ({1, 2}) = 1.5 and x * (e) = w(e) for all e = {1, 2}. Thus, Theorem 1 gives the upper bound R SK ≤ 3 < R CO .
Now, supposed we had considered only complete or integer removal of hyperedges. It is not difficult to check that no such integer removal is possible without decreasing the SK capacity. Thus even if w is integer-valued, removing a hyperedge completely need not be optimal, and fractional removal is a better thing to do.
We now turn our attention to evaluating the upper bound in Theorem 1. It should be noted that evaluating the upper bound in Theorem 1 requires the knowledge of I(X M ). The results in [14] show that I(X M ) can be calculated in strongly polynomial time. Knowing I(X M ), we can also compute the upper bound in Theorem 1 can also be computed in polynomial time. This is because the separation oracle for the constraints in (6) reduces to submodular function minimization. To be precise, the constraints i∈B r i ≥ e∈E:e⊆B x(e) = H(X It turns out that for the special case of graphical models, i.e., when E consists only of sets of size 2, the upper bound in Theorem 1 reduces to a very simple expression.
Theorem 3. For a source X M defined on a graph G = (M, w) we have
Before proceeding, observe that for a graphical model, we have
where E P denotes the set of edges e ∈ E which are not contained in any parts of the partition P. We require the following lemma to prove Theorem 1.
Lemma 4. For a source
Proof: We shall prove by contradiction. Suppose that Γ = {w} but P * = S. We will show that there exists a fractional packing x = w which lies in Γ, thereby contradicting the assumption P * = S.
We first prove that for every A ∈ P * with |A|≥ 2, there exists at least one edge of G contained in A. Otherwise, any refinement of P * to someP by arbitrarily splitting A into two parts will satisfy EP = E P * , and hence, e∈EP w(e) = e∈EP w(e). That would imply I P * (X M ) > IP (X M ), violating the optimality of P * in (3). Hence, we can fix aẽ ⊆ A. Next we now obtain a fractional packing x = w by removing randomness fromẽ. Let ǫ = min P (I P (X M )−I P * (X M )), the minimum being taken over all partitions P = P * which are not coarser versions of P * . P * being the fundamental partition (and P * = S) we have ǫ > 0; choose 0 < δ < ǫ. We claim that the fractional packing x, defined by x(ẽ) = w(ẽ) − δ, and x(e) = w(e), for all e =ẽ, lies in Γ. This will violate the fact that Γ = {w} and hence we will have the result by contradiction. To complete the proof we require to show that x ∈ Γ(= Γ * ).
To proceed, consider the graph G x . Observe that by (8),
For any partitionP which is a coarser version of P * , we have (8) . On the other hand, consider any partition P ′ which is not P * or a coarser version of it. By the choice of x we have,
Thus, using (8) we have,
always holds, the result follows.
We now prove Theorem 3.
Proof of Theorem 3:
We first show that the graph G x * is Type S. If not, Lemma 4 will imply that there exists a fractional packing
. This in turn implies that x ′ ∈ Γ * = Γ, thereby violating the optimality of x * . Hence, G x * is Type S. As a result we have, I(X M ) = I(X
. Therefore, the bound in Theorem 1 reduces
We would like to remark here that for the special case of PIN models on graphs, which is obtained by restricting w in the graphical model to be integer valued, the same upper bound was also derived in Lemma 9 of [16] , using protocols for SK generation developed in [12] based on spanning tree packing.
It was shown in the proof of Theorem 3 that the graph G x * is Type S. Therefore, Theorem 4 of [4] shows that the source X x * M is R SK -maximal. As a result, we have using Theorem 3
and (2) that R x * SK = (m − 2)I(X M ). Since G x * was obtained by throwing away additional randomness which did not afect SK capacity, we believe that it should not affect R SK as well. Hence, we would like to claim that the upper bound in Theorem 3 is tight. In fact, this leads us to believe that the upper bound in Theorem 1 is tight. Unfortunately we do not have a proof of these facts yet and we conclude this section by stating them as a conjecture. 1 and 3 are tight.
Conjecture. The upper bounds in Theorems

IV. LOWER BOUNDS ON R SK
We do not have a guarantee that the upper bound to R SK derived in Theorem 1 is tight in general. Hence, it makes sense to derive computable lower bounds to R SK . In the current section we make an attempt to do precisely that. We will restrict our attention to source models defined on graphs only. For the hypergraphical model in its full generality, the only known lower bound to R SK appears in [3, Theorem 2] . It is very difficult to compute that bound for the general multiterminal source. Theorem 4 of [4] was able to compute the lower bound on R SK for the special case of Type S sources on t-uniform hypergraphs.In the current section, we show that the lower bound derived in Theorem 2 of [3] reduces to a very simple expression for sources on graphs.
Theorem 5. For a source
where E P * denotes the set of edges not contained in any parts of the partition P * .
To prove this theorem we need to introduce some definitions and results from [3] , [4] and [16] . We begin by introducing the definition of conditional multivariate mutual information, which is a generalization of conditional mutual information to the multiterminal setting. The conditional multivariate mutual information of X M given a random variable L is defined as
The definition of I(X M |L) applies to any collection of jointly distributed random variables X M ; in particular it applies to the collection X n M . To be clear,
We use this definition of I(X n M |L) to extend to the multiterminal setting, an asymptotic version of two-terminal Wyner 3 It should be noted that the definition of conditional multivariate information used here is slightly different from the other versions present in [3] , [4] , [16] . However, the main results of all of these works continue to hold even with the current definition.
common information (see [17] ) appearing in [2] . 4 
Definition 4. A (multiterminal) Wyner common information (CI
With these definitions in hand we summarize some of the results of [3] needed for this section in the following theorem.
Theorem 6. For a source X M , we have
and
To proceed, we will need a variant of the Lemma 6 of [4] for graphs. The proof follows on the lines of Lemma 6 of [4] and we omit it due to space constraints.
Lemma 7.
For any function L of a source X n M defined on a graph G = (M, w), we have
The following lemma determines the minimum rate of interactive common information CI(X M ) for graphical models.
Lemma 8.
For the source X M defined on a graph G = (M, w) with P * being the fundamental partition, we have
Proof: To begin with, we observe that it suffices to prove that CI W (X M ) = e∈E P * w(e). Indeed, consider F to be a broadcast of all the random variables ξ n e associated with the edges in e ∈ E P * . Let J = (ξ n e : e ∈ E P * ). It is straightforward to verify that
∈E P * w(e). Therefore, the pair (J, F) constitutes a CI whose rate is e∈E P * w(e). Hence, we would have CI(X M ) ≤ e∈E P * w(e) = CI W (X M ), which along with Theorem 6 would give the result.
The proof of CI W (X M ) = e∈E P * w(e) follows along the lines of the proof of Theorem 4 of [4] . At first choosing L = (ξ n e : e ∈ E P * ), it follows immediately that I(X n M |L) = 0. Thus, L is a CI W for X n M , and so CI W (X M ) ≤ e∈E P * w(e). Next, we prove CI W (X M ) ≥ e∈E P * w(e). To proceed, let L be any function of X n M . Then, we have
where (10) and (11) follow from the fact that L is a function of X n M ; (12) follows from the fact that H(X n M ) = n e∈E w(e) and A∈P * H(X n A ) = n e∈E w(e) + e∈E P * w(e) ; and (13) is due to Lemma 7. Now, consider L to be any CI W so that for any ǫ > 0, we have 1 n I(X n M |L) < ǫ (|P * |−1) for all sufficiently large n. The bound in (13) thus yields 1 n H(L) > e∈E P * w(e) − ǫ for all sufficiently large n. Hence, it follows that CI W (X M ) ≥ e∈E P * w(e). Therefore, we obtain CI W (X M ) = e∈E P * w(e).
We now prove Theorem 5.
Proof of Theorem 5:
For the source X M we have
= e∈E P * w(e) − 1 |P * |−1 e∈E P * w(e)
= |P * |−2
where, (14) follows from Theorem 6 and (15) follows from Lemma 8. Unfortunately, it turns out that the lower bound in Theorem 5 is not tight in general as illustrated by the following example.
Example IV.1. Consider the source X M defined on the graph G = (M, w) with m = 4. The weight vector w is given by w(e) = 1 for e = {1, 2}, {1, 3}, {2, 3} and {3, 4}, and w(e) = 0 otherwise. Thus, E = {{1, 2}, {1, 3}, {2, 3}, {3, 4}}. It is straightforward to verify that P * = {{1, 2, 3}, {4}} and I(X M ) = 1. 
V. CONCLUDING REMARKS
The upper bound in Theorem 1 is the first reported upper bound on R SK for any instance of the multiterminal source model of [1] . We showed that this bound is at least as good as the obvious upper bound of R CO , and can in fact be stronger as illustrated by Example III.1. We further show that this upper bound can be computed in polynomial time. We believe that this upper bound is tight. Due to the lack of a proof we have left it as a conjecture. We have also evaluated the lower bound on R SK stated in [3, Theorem 2] for the special case of graphical source models. The evaluation enabled us to construct an example showing that the lower bound is not tight in general.
