Introduction
Conceptual models provide a representation, often graphical, of some features of a real-world domain. Frequently, information system professionals (e.g., system analysts) prepare these models to achieve two outcomes (e.g., Fettke, 2009) . First, during the system development process, conceptual models facilitate communications among stakeholders. For instance, they may be used by analysts to check their understanding of the domain to be supported by the system being developed with likely users of the system. Second, after a system has been implemented, conceptual models assist users of the system or information systems professionals who must maintain and operate the system to undertake their work. For instance, they may be employed by managers to help formulate queries to interrogate the system's database or programmers to understand the system so they can undertake maintenance work.
Conceptual models are generated using some kind of conceptual modeling technique. For instance, an early technique was entity-relationship modeling (Chen, 1976) , which provided its users with three constructs-entities, relationships, and attributes-to represent real-world phenomena that were of interest to them. When entity-relationship modeling is used, any real-world phenomenon of interest has to be mapped to one of these three constructs. 
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The so-called data or semantic modeling techniques developed first, perhaps because early designers of conceptual modeling techniques found the real-world semantics of substance and form easier to understand and thus simpler to model. Process modeling techniques developed somewhat later, perhaps because designers of conceptual modeling techniques found the real-world semantics of possibility and change harder to understand and thus more difficult to model. Moreover, historically data and semantic modeling techniques have been linked with database development, whereas process modeling techniques have been linked with application development. A recent trend is to advocate using collections of techniques to overcome the limitations of individual techniques. For instance, the unified modeling language (UML) includes some techniques more focused on substance and form (such as class diagrams) and other techniques more focused on possibilities and change (such as activity diagrams and statecharts) (Rumbaugh et al., 1999) .
Motivated by the importance of conceptual modeling and the lack of theory and evidence to inform conceptual modeling practice, in the late 1980s, Wand and Weber began to develop an approach to evaluating conceptual modeling techniques that relied on the philosophical field of ontology* (e.g., Weber, 1993, 1995) . This approach was an innovation at that time because previously conceptual modeling researchers and practitioners had not relied on theories of ontology. Wand and Weber noted that ontological researchers are concerned with building theories about the nature of existencethat is, theories about the nature of the fundamental types of phenomena that occur in the real world. Furthermore, they noted that, in essence, conceptual modelers are also concerned with building models of some subset of phenomena in the real world. Specifically, their work can be conceived as developing specialized ontologies-models of a particular domain in the real world.
Given that philosophical researchers had been working on theories of ontology for many hundreds of years, Wand and Weber believed these theories could be used to inform evaluations of the quality of both conceptual modeling grammars and conceptual modeling scripts. Specifically, they argued that ontological theories could be used to make predictions about the strengths and weaknesses of conceptual modeling grammars and scripts. These predictions could then be tested empirically.
Wand and Weber's proposed approach differed substantially from previous approaches used to evaluate conceptual modeling grammars and scripts. These prior approaches had relied primarily on case studies in which different conceptual modeling techniques were used to model some domain (e.g., Floyd, 1986) . The strengths and weaknesses of the resulting models were then compared. Unfortunately, the case study approach often proved unsatisfactory as a way of resolving disputes. For instance, one group of protagonists inevitably made allegations that the case study chosen had been selected deliberately to downplay the strengths and highlight the weaknesses of the particular technique they favored. In the absence of theory, it was difficult to see how disputes might be resolved.
Building conceptual modeling on the foundation of ontology is now an accepted approach in the conceptual modeling field (Siau and Rossi, 2011) . The purpose of this chapter, therefore, is to provide an overview of this approach, describe two theories used by researchers that are based on ontology, and illustrate the kinds of the results that have emerged from empirical investigations of these theories. We first discuss the underlying principles that have motivated theoretical analyses of and empirical research on conceptual modeling practice. Next, we describe some examples of the research done (based on these principles) and how the findings have implications for conceptual modeling practice. Subsequently, we consider some significant research opportunities that exist in the application of ontological principles to conceptual modeling practice. Finally, we present a brief summary of our analyses and some conclusions. * Unfortunately, the term "ontology" now has multiple meanings in the information technology literature. It is sometimes used as the generic term that refers to the branch of philosophy that deals with the nature of existence in the real world. It is also used to refer to a particular scholar's theory about the nature of existence in the real world (e.g., Bunge's, 1977 Bunge's, , 1979 . More recently, it is sometimes used to refer to a description of a particular domain.
Underlying Principles
The idea that conceptual modelers in essence are building specialized ontologies motivates the conclusion that the modeling grammars they use must therefore be capable of representing the major types of phenomena that exist in the real world. This conclusion has underpinned the development of two theories about conceptual modeling grammars-one to account for the strengths and weaknesses of individual grammars and the other to account for how multiple grammars might be selected for conceptual modeling purposes. The following two subsections explain the nature and uses of both theories.
theory of Ontological Expressiveness
The foundation for much ontologically based work on conceptual modeling is Wand and Weber's (1993) theory of ontological expressiveness (TOE). The TOE was formulated to address the question of how well conceptual modeling grammars are able to model real-world phenomena. TOE is based upon a mapping between two sets of constructs: (1) a set of ontological constructs developed to describe various phenomena in the real world and (2) a set of grammatical constructs developed to generate "scripts" that describe various phenomena in the real world. The ontological constructs should be derived from a coherent theory about the nature and form of phenomena in the real world. The grammatical constructs should be derived from a careful specification of the grammar's capabilities.
Wand and Weber propose a conceptual modeling grammar that is ontologically expressive when the mapping between ontological constructs and grammatical constructs is one-to-one and onto (isomorphic)-that is, each and every ontological construct maps to one and only one grammatical construct, and each and every grammatical construct is the "image" (or representation) of one and only one ontological construct. Effective visual reasoning with software engineering notations also seems to depend on having an isomorphic mapping between semantic constructs and visual symbols (syntax) (Moody, 2009, pp. 762-763) .
In TOE, an isomorphic pattern exists when four conditions hold (Figure 15. 3):
1. Each ontological construct maps to one and only one grammatical construct. 2. Each grammatical construct maps to one and only one ontological construct.
Ontological constructs Grammatical constructs FIGURE 15.3 An ontologically expressive conceptual modeling grammar.
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3. All ontological constructs are "covered" by a grammatical construct-in other words, every ontological construct maps to a grammatical construct. 4. All grammatical constructs are "covered" by an ontological construct-in other words, every grammatical construct maps to an ontological construct.
When a mapping is undertaken between the two sets of constructs, four situations can arise that Wand and Weber argue undermine the ontological expressiveness of a conceptual modeling grammar ( Figure 15 .4). The first situation-construct deficit-undermines the ontological completeness of a modeling grammar. The next three situations-construct redundancy, construct overload, and construct excess-undermine the ontological clarity of a grammar. The four situations are defined as follows:
1. Construct deficit: Construct deficit arises when no grammatical construct exists that maps to a particular ontological construct. The consequence is that some aspect of the real world cannot be represented in scripts generated using the grammar. 2. Construct redundancy: Construct redundancy arises when two or more grammatical constructs map to a single ontological construct (m:1 mapping). The consequence is that different grammatical constructs can be used to represent the same real-world phenomenon. As a result, users of a script may become confused about what instances of the grammatical constructs represent when they try to interpret a script. They may try to interpret a script using the assumption that instances of different grammatical constructs are meant to represent different types of real-world phenomena. 3. Construct overload: Construct overload arises when a grammatical construct maps to two or more ontological constructs (1:m mapping). The consequence is that users of a script may be unable to understand the meaning of a real-world phenomenon represented by an instance of the construct. 4. Construct excess: Construct excess arises when a grammatical construct exists that does not correspond to any ontological construct. The consequence is that users of a script may be unable to understand what an instance of the construct is intended to represent. Figure 15 .5 provides an overview of TOE. It shows that user task effectiveness and efficiency will be higher when a modeling grammar has higher levels of ontological expressiveness. The level of a grammar's ontological expressiveness will be higher when it has lower levels of ontological deficit and higher levels of ontological clarity. Its ontological clarity will be undermined when it has higher levels of construct redundancy, overload, and excess. Ontological completeness and clarity are relative concepts. In other words, whether a conceptual modeling grammar is deemed ontologically complete and/or clear depends on the particular ontology used to undertake the evaluation (the "reference" ontology). For instance, some ontologies make a distinction between "things" and "properties of things" (e.g., Bunge, 1977) . Others make no such distinction and have only the concept of an "entity" or "thing" (e.g., Cocchiarella, 1972) . A conceptual modeling grammar that provides only a single construct to model both "things" and "properties of things" will be ontologically unclear under the former ontology. (It will possess ontological overload because a single grammatical construct maps to two ontological constructs.) It will be ontologically clear, however, under the latter ontology.
Similarly, an ontology may have a single construct to represent the real-world phenomenon of an event. A conceptual modeling grammar may have several constructs, however, to represent different types of events (e.g., initial events, intermediate events, and final events). Providing the real-world meanings of the different event constructs in the modeling grammar do not overlap, the grammar does not have construct redundancy. Rather, it is based on a more specialized ontology than the ontology used to undertake the evaluation for completeness and clarity.
Whether ontological completeness and clarity (or lack thereof) have any practical impact is an empirical issue (Gemino and Wand, 2005, p. 307) . Predictions about the effects of an ontologically complete and clear grammar or an ontologically incomplete or unclear grammar need to be tested in the context of users' performance with scripts generated via the grammar. For instance, a conceptual modeling grammar might be deemed ontologically unclear because it provides only a single construct to represent "things" and "properties of things." Nonetheless, lack of ontological clarity has no import unless the performance of stakeholders who engage with the grammar or scripts generated via the grammar is undermined in some way. Similarly, the performance of stakeholders who engage with an ontologically clear conceptual modeling grammar might be poor because the ontology used to evaluate ontological clarity is deficient.
theory of Multiple Grammar Selection
Because stakeholders often engage with conceptual modeling grammars that have construct deficit, they may conclude they must use multiple grammars to meet their modeling needs. Based on TOE, Green (1996) proposed a theory to account for how stakeholders will select the grammars to use from a set of 
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alternatives-the theory of multiple grammar selection (TMGS) (Figure 15 .6). He proposed that stakeholders will seek to satisfy two objectives:
1. Maximum ontological coverage (MOC): Stakeholders will choose a combination of grammars to afford them maximum coverage of the phenomena they wish to model. In other words, they will seek to minimize problems caused by construct deficit.
Minimum ontological overlap (MOO):
Stakeholders will choose a combination of grammars to afford them minimum ontological redundancy. In other words, they will seek to mitigate problems arising from having multiple grammatical constructs covering the same ontological construct.
Green argued the primary objective in selecting a combination of modeling grammars is to achieve MOC. This objective has to be moderated, however, by problems that might arise as the level of ontological overlap among the grammars increases. Moreover, he argued stakeholders will seek to achieve parsimony in their selection of grammars. They will select the smallest number of grammars that allow them to achieve their MOC and MOO objectives satisfactorily. Mindful of the MOC and MOO objectives, Green et al. (2007) and zur Muehlen and Indulska (2010) have proposed five metrics to evaluate when selecting a combination of modeling grammars to use. In the context of two grammars, G 1 and G 2 , these metrics are based on the following sets:
• Union of ontological constructs in G 1 and G 2 :
The number of elements in this set is the number of ontological constructs that can be represented by using both modeling grammars. Ideally, this number will equal the number of constructs in the reference ontology.
• Symmetric difference of ontological constructs covered in G 1 and G 2 :
The number of elements in this set is the number of constructs in the reference ontology that G 1 and G 2 represent distinctly (i.e., free from overlap). Relative to the number of constructs in the reference ontology, ideally the number in the symmetric difference will be large (thereby indicating little overlap exists in the ontological constructs covered by the two grammars).
• Intersection of ontological constructs covered in G 1 and G 2 :
The number of elements in this set is the number of ontological constructs that can be represented in both modeling grammars. Relative to the number of constructs in the reference ontology, ideally the number in the intersection will be small (thereby indicating little overlap exists in the ontological constructs covered by the two grammars).
• Difference of ontological constructs covered in G 1 and G 2 :
The number of elements in this set is the number of additional (nonoverlapping) ontological constructs that can be represented in modeling grammar G 1 (i.e., the constructs cannot be represented in 
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Data, Information, and Knowledge Management modeling grammar G 2 ). Ideally, this number will be large, thereby indicating G 1 adds substantially to G 2 's ontological coverage.
• Difference in ontological constructs covered in G 2 and G 1 :
The number of elements in this set is the number of additional (nonoverlapping) ontological constructs that can be represented in modeling grammar G 2 (i.e., the constructs cannot be represented in modeling grammar G 1 ). Ideally, this number will be large, thereby indicating G 2 adds substantially to G 1 's ontological coverage.
Note the last four metrics all provide a slightly different perspective on the extent to which ontological overlap exists between the two grammars. The different perspectives may prove helpful, however, in appraising the merits of using two grammars in combination.
Impact on Practice
The two theories we have outlined (TOE and TMGS) essentially stem from the same general argument, which is that the ontological "quality" of a grammar or grammars affects the use of, or consequences of using, the grammar or grammars. While the outcome construct in TOE concerns the consequences of using grammars (see Figure 15 .5), second-order consequences might arise (e.g., poor system design). Likewise, while the outcome construct in TMGS concerns the selection of grammars (see Figure 15 .6), the guiding logic is that people will choose to use grammars that yield beneficial consequences. Some of the literature we review in this section makes precisely such predictions. According to Moody (2005) , most conceptual modeling techniques have had little impact on practice. As a result, the purpose of developing theories such as TOE and TMGS is to help stakeholders in the conceptual modeling community explain and predict the use and consequences of using conceptual modeling techniques in practice. In this vein, we subscribe to a view, often attributed to Lewin (1945) , that "nothing is quite so practical as a good theory." Lewin's [view] …is as important today as it was in Lewin's time. Good theory is practical precisely because it advances knowledge in a scientific discipline, guides research toward crucial questions, and enlightens the profession… ( Van de Ven, 1989, p. 486 ).
As noted earlier, TOE and TMGS are ontology-agnostic. Nevertheless, in this section, we examine how both theories have been used with a particular theory of ontology-namely, Bunge's (1977) theory of ontology-to derive predictions about and recommendations for conceptual modeling practice. We have chosen Bunge's theory of ontology because for two reasons it has informed much ontologically based conceptual modeling research*: (a) it has been articulated carefully and formally; and (b) it uses constructs employed widely within the information technology field.
To show how Bunge's theory of ontology can be used in conjunction with TOE and TMGS to inform conceptual modeling practice, we describe examples of research studies that have first derived analytical results and then evaluated these results empirically. We have chosen these studies because, like Moody (2005) and Siau and Rossi (2011) , we believe empirical results add weight to analytical results. Nonetheless, the results obtained from the combined analytical and empirical studies mirror those obtained from the purely analytical studies-for instance, analytical studies of the ontological expressiveness of the entity-relationship grammar (Wand and Weber, 1993) , UML grammar (Evermann and Wand, 2005a,b) , NIAM grammar (Weber and Zhang, 1996) , object-modeling grammar (Opdahl and Henderson-Sellers, 2004) , and ARIS grammar (Fettke and Loos, 2007) , and the ways in which various process modeling and rule modeling grammars should be used in conjunction with one another (zur Muehlen and Indulska, 2010).
* We reference some of this research in the sections and subsections that follow.
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In the following two subsections, note we have not sought to provide a comprehensive review of prior studies. Rather, our goal is to illustrate how Bunge's theory of ontology, TOE, and TMGS have been employed in prior research to derive outcomes that can be used to inform practice.
Conceptual Modeling Practice and the tOE
Several research studies have now been conducted that use TOE and Bunge's theory of ontology as the reference ontology to make predictions about the strengths and weaknesses of different conceptual modeling grammars and to test these predictions empirically. Based on the results obtained, some conclusions can be drawn for conceptual modeling practice.
Construct Deficit
Recall, construct deficit arises in a conceptual modeling grammar when a construct exists in the reference ontology for which no corresponding construct exists in the grammar. In the presence of construct deficit, TOE motivates a prediction that instances of real-world phenomena represented by instances of the ontological construct cannot be represented in scripts generated via the grammar. The outcome is that the scripts provide an incomplete description of the real-world domain of interest.
Recker et al. (2009) studied 12 process modeling grammars (ANSI flowcharts, data flow diagrams, IDEF method 3 process description capture method, ISO/TC97, Merise, EPC, BPML, WSCI, ebXML, WS-BPEL, Petri nets, and BPMN) from the perspective of ontological completeness and clarity. As their reference ontology, they used the so-called Bunge-Wand-Weber (BWW) ontology, which is an extension and adaptation of Bunge's theory of ontology by Wand and Weber (1990) .* In terms of ontological completeness, they found all the grammars had construct deficit according to the BWW ontology. As a measure of construct deficit, for each grammar, they counted the number of constructs in the BWW ontology that were not covered by a grammatical construct and divided this number by the total number of constructs defined in the BWW ontology. The average measure of construct deficit across the 12 grammars was 59.21% (the range was 9.10%-81.80%). In other words, on average, approximately 59% of the constructs in the BWW ontology could not be represented via constructs in the grammars.
In light of their analysis, Recker et al. (2009) predicted users of the grammars they studied would encounter a number of difficulties. For instance, they concluded
• Good process decompositions could not always be achieved because some of the grammars had no constructs to model phenomena such as things, classes of things, and properties of things, which are needed to design good decompositions (Burton-Jones and Meso, 2006). • Some of the grammars had no constructs to model lawful and conceivable state spaces. As a result, they provided limited support for the identification of unlawful states and the design of exception handling processes.
• The ability to define and refine business rules was limited because some of the grammars had no constructs to model the history of things (and thus the sequence of states things traversed).
• Most of the grammars had no constructs to model the environment of a system. As a result, the process models they could represent were decoupled from their environment. The design of context-aware process models became difficult, if not impossible. Recker et al. (2011) then undertook a web-based survey of users' experiences with one of the grammars they analyzed-namely, BPMN. They chose BPMN because it is used extensively to undertake business process modeling. In their survey instrument, they asked BPMN users about the extent to which they perceived BPMN has certain kinds of construct deficit (e.g., "BPMN does not provide sufficient symbols to represent business rules in process models"). Recker et al. (2011) obtained 528 usable responses from BPMN users around the world. They found a negative association between the extent to which these users perceived BPMN had certain kinds of construct deficit (based on their experience with BPMN) and the extent to which they perceived BPMN was useful in achieving their modeling objectives. Moreover, Recker et al. (2011) found these users' perceptions of BPMN's usefulness declined as a function of the number of different types of construct deficit they had encountered. Recker et al. (2010) also interviewed 19 business process modeling practitioners in six Australian organizations about their experiences with BPMN. Again, they tested the extent to which construct deficit in BPMN undermined these practitioners' work. As with their survey results, for the most part they found the forms of construct deficit they investigated caused difficulties for the practitioners in the work they undertook.
When considering the acquisition of a grammar for conceptual modeling purposes, practitioners can use Bunge's theory of ontology and TOE to analyze the grammar for construct deficit. To the extent egregious instances of construct deficit exist in the candidate grammar, other grammars should be considered as alternatives. In some cases, practitioners may be unable to find a single grammar that covers the ontological constructs important to their modeling needs. As a result, multiple grammars might be chosen that provide complementary capabilities. In other words, the grammars are selected so that constructs that are missing in one grammar will be present (covered by) in another grammar. The recognition that multiple modeling grammars are needed to address construct deficit problems that practitioners confront motivated the articulation of the TMGS (which we discuss further in the subsequent sections).
Construct redundancy
Recall, construct redundancy arises in a conceptual modeling grammar when two or more constructs in the grammar map to a single construct in the reference ontology. In the presence of construct redundancy, TOE motivates a prediction that users of the grammar will encounter difficulties when they have to make decisions about which of the redundant constructs to choose in modeling an instance of the ontological phenomenon in the real world. Moreover, stakeholders who have to interpret scripts that contain instances of the redundant constructs will encounter difficulties interpreting the meaning of instances of the constructs.
In their study of 12 process modeling grammars (see preceding text), Recker et al. (2009) were able to assess the level of construct redundancy in seven of the grammars they examined-namely, EPC, BPML, WSCI, ebXML, WS-BPEL, Petri nets, and BPMN. They measured construct redundancy by counting the number of redundant grammatical constructs (based on the BWW ontology) and dividing this number by the total number of constructs in the grammar. The average measure of construct redundancy across the seven grammars was 26.93% (the range was 0%-51.30%). In other words, on average, approximately 27% of the constructs in the grammars were redundant.
• For some of the grammars, the high level of construct redundancy that existed in relation to several ontological constructs was likely to cause confusion among users of the grammars.
• Construct redundancy in the grammars sometimes seemed to have occurred because of specialization (subtyping) of a BWW ontological construct. The motivation for the specialization appeared to have been particular objectives that designers of the grammars were seeking to achieve (e.g., assisting users to undertake validation of scripts generated using the grammar).
Whether such specializations were likely to be successful was unclear.
• Some types of construct redundancy appeared to represent variations on the same ontological construct with the goal of better meeting the needs of different user communities who have different process modeling purposes (e.g., compliance management versus enterprise systems configuration).
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In data obtained from their web-based survey of global BPMN users (see preceding text), Recker et al. (2011) found a negative association between the extent to which these users perceived BPMN had certain kinds of construct redundancy (e.g., "I often have to choose between a number of BPMN symbols to represent one kind of real-world object in a process model") and the extent to which they perceived BPMN was easy to use. They also found these users' perceptions of BPMN's ease of use declined as a function of the number of different types of construct redundancy they had encountered.
Based on interview responses obtained from 19 business process modeling practitioners in six Australian organizations (see preceding text), however, Recker et al. (2010) found the existence of construct redundancy in BPMN for the most part did not undermine the practitioners' work. While the practitioners recognized construct redundancy existed in BPMN, they found ways to mitigate its effects. For instance, one way in which users of process modeling grammars cope with construct redundancy is to confine their use of the grammar to certain constructs and not others (zur Muehlen and Recker, 2008) .
In short, based on Recker et al.'s (2009) study, the evidence about the impact of construct redundancy on the users of conceptual modeling grammars is mixed. Nonetheless, there is a straightforward way in which stakeholders might seek to cope with problems that might arise from construct redundancy in a conceptual modeling grammar. Specifically, they can choose to use only one of the redundant constructs associated with a particular ontological construct and proscribe use of the other redundant construct(s).
Construct Overload
Recall, construct overload arises in a conceptual modeling grammar when a grammatical construct maps to two or more constructs in the reference ontology. In the presence of construct overload, TOE motivates a prediction that users of the grammar will encounter difficulties when they have to make decisions about how to model instances of the different ontological constructs. Moreover, stakeholders who have to interpret scripts that contain instances of the overloaded construct may fail to notice important differences in the meaning of different instances of the overloaded construct. They may also encounter difficulties interpreting the meaning of different instances of the overloaded construct.
Not all conceptual modeling grammars provide separate constructs to model classes of things (entities) and properties (attributes) in general of these classes of things. For instance, the object role modeling (ORM) grammar uses only a single construct (an entity, shown graphically via a named ellipse or rounded rectangle) to represent both things and properties (Halpin, 2008) . Interestingly, users of ORM are told to focus on "facts," which are stated in terms of objects having properties or multiple objects participating in a relationship. In the scripts generated via ORM, however, objects and properties are both represented using the same grammatical construct. For instance, Figure 15 .7 shows an ORM script in which two entities (warehouse and inventory) and two attributes of these entities (inventory item name and retail price of inventory item) are all represented by named ellipses.
Bunge's theory of ontology sustains a clear distinction between "things" and "properties of things." In the context of TOE, therefore, ORM has construct overload because a single grammatical construct (an ellipse) is used to represent two ontological constructs-namely, classes of things and properties in general of classes of things. As a result, the theory motivates a prediction that users of ORM scripts will become confused when they have to interpret instances of ellipse constructs in the scripts. Weber (1996) provides evidence to suggest the organization of human memory relies on a distinction being sustained between "things" and "properties of things." He undertook a multi-trial free-recall experiment in which participants where first shown NIAM diagrams (NIAM is an earlier version of ORM). Participants were then asked to recall the diagrams once the diagrams were removed. Across multiple trials of the experiment, participants' recall protocols indicated they had a propensity to recall ellipses that designated "things" first followed by ellipses that designated "properties of things." Moreover, having recalled a "thing" ellipse, they then recalled ellipses that designated "properties of things" in clusters where the clusters related to the thing they had first recalled. In light of his experimental results,
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Data, Information, and Knowledge Management Weber (1996) concluded users of NIAM diagrams imposed a structure of "things" and "properties of things" on the diagrams even though this structure was not represented explicitly in the diagrams. In short, his results supported the proposition that the object construct in ORM was overloaded because it represented both a class of things and a property in general of a class of things. In subsequent research, Shanks et al. (2010) conducted an experiment in which the participants were 80 individuals who had work experience but little or no experience with conceptual models. The participants were presented with four different versions of an entity-relationship model of a sales order domain. Based on Bunge's (1977) ontology, the first version used three different grammatical constructs to represent classes of things, mutual properties in general, and intrinsic properties in general. The second version represented classes of things and mutual properties in general via the same grammatical construct (an entity), but it still represented intrinsic properties in general via a different grammatical construct (an attribute). The third version represented classes of things, mutual properties in general, and some intrinsic properties in general (but not all) via the same grammatical construct (an entity). The fourth version represented all classes of things, mutual properties in general, and intrinsic properties in general via a single grammatical construct (an entity). Thus, the four versions of the conceptual model contained increasing levels of construct overload. Shanks et al. (2010) had four different groups of participants perform three tasks: answer comprehension questions about the domain; solve problems relating to the domain; and check the correspondence of the conceptual model to a textual description of the domain. They found performance differences for the comprehension task but not the problem-solving and discrepancy-testing tasks. In particular, participants who received the conceptual model that showed a clear distinction between classes of things, mutual properties in general, and intrinsic properties in general outperformed participants who received the conceptual model that did not maintain a distinction among these three constructs. Similar results were then obtained in a protocol study that Shanks et al. (2010) undertook with 12 participants, all of whom had at least 3 years' industry experience. Again, the entity construct caused problems for participants when it was overloaded.
In their study of 12 process modeling grammars (see preceding text), Recker et al. (2009) were able to assess the level of construct overload in seven of the grammars they examined-namely, EPC, BPML, WSCI, ebXML, WS-BPEL, Petri nets, and BPMN. They measured construct overload by counting the number of grammatical constructs that mapped to more than one BWW construct and dividing this number by the total number of constructs in the grammar. The average measure of construct overload across the seven grammars was 15.04% (the range was 0%-42.90%). In other words, on average, approximately 15% of the constructs in the grammars mapped to more than one ontological construct. 
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In light of their analysis of construct overload, Recker et al. (2009) predicted users of the grammars they studied would encounter a number of difficulties. For instance, they concluded • Some grammars achieve higher levels of ontological completeness only by allowing their constructs to be overloaded. Prior research on process models suggests, however, that the benefits of ontological completeness are quickly undermined when the meaning of instances of overloaded constructs is difficult to interpret.
• Use of an overloaded construct often requires process modelers to provide additional explanations to assist readers of process models to interpret the meaning of instances of the construct. As a result, any benefits from allowing more modeling flexibility via overloaded constructs dissipate quickly.
In data obtained from their web-based survey of global BPMN users (see preceding text), Recker et al. (2011) found a negative association between the extent to which these users perceived BPMN had certain kinds of construct overload (e.g., "I often have to provide additional information to clarify the context in which I want to use the Pool symbol in a process model") and the extent to which they perceived BPMN was easy to use. They also found these users' perceptions of BPMN's ease of use declined as a function of the number of different types of construct overload they encountered.
In their interviews with 19 business process modeling practitioners in six Australian organizations (see preceding text), Recker et al. (2010) also found the existence of construct overload in BPMN undermined the work on these practitioners. The practitioners confirmed the real-world meaning of the overloaded constructs was unclear. As a result, the overloaded constructs were often used inconsistently in the business process models they encountered.
One way in which stakeholders might seek to cope with problems that arise from construct overload in a conceptual modeling grammar is to create variations of the overloaded construct so that a one-to-one mapping exists between each variation and one of the reference ontological constructs. For instance, instances of the grammatical construct might be annotated, shaded, or colored in some way to indicate the particular ontological construct they represent.
Construct Excess
Recall, construct excess arises in a conceptual modeling grammar when a grammatical construct does not map to any construct in the reference ontology. In the presence of construct excess, TOE motivates a prediction that users of the grammar may become confused about the nature and purposes of the excess construct (at least from a conceptual modeling perspective). Moreover, stakeholders who have to interpret scripts containing instances of the excess construct may be confused about the real-world meaning to be ascribed to instances of the construct.
At first glance, the notion of construct excess might seem curious. After all, surely each construct in a conceptual modeling grammar must refer to something. As with construct deficit, overload, and redundancy, however, construct excess is determined relative to a particular ontological benchmark. In this light, a grammar may have construct excess according to one ontological benchmark but not another one. For any given benchmark, instances of excess may occur because the ontology is silent on its capacity to represent a particular type of phenomenon or because it expressly states a particular type of phenomenon does not exist in the real world.
Consider the case of optional attributes. Many conceptual modeling grammars have a construct that can be used to show whether an attribute of an entity is mandatory or optional. For instance, the closed (shaded) circle on the arc between the entity "PhD student" and the attribute "advisor's name" in Figure 15 .8 indicates all PhD students must have an advisor. The open (unshaded) circle on the arc between the entity PhD student and the attribute "thesis title," however, indicates not all PhD students have finalized a thesis title.
When optional attributes are used in a conceptual model, the meaning intended is that only some instances of things (entities or objects) in a type or class of things possess the attribute. Conversely, some
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Data, Information, and Knowledge Management instances of things in the type or class possess a "negative" or "null" attribute-an attribute they do not have. For instance, in Figure 15 .8, some instances of PhD student possess an attribute "does not have a thesis title." In Bunge's theory of ontology, all properties of things must be mandatory-he brooks no notion of an optional or "negative" property (a property a thing does not possess). Specifically, he argues: "We certainly need negation to understand reality and argue about it or anything else, but external reality wears only positive traits" (Bunge, 1977, p. 60) . We might conclude logically that something does not possess a property, but this conclusion does not mean the thing possesses the property of not possessing the property. The "negation" falls within the domain of logic and not the domain of ontology.
In the context of TOE, the optional attribute construct constitutes an example of construct excess. It is a grammatical construct that maps to no ontological construct. As a result, based on Bunge's theory of ontology, TOE motivates a prediction that users of scripts containing optional attributes will become confused when they have to interpret the scripts.
At first glance, it may not be clear why this outcome will occur. Problems become apparent, however, when having to reason about a thing that has two or more optional attributes. For instance, in Figure 15 .9, two optional attributes of PhD students are "has a confirmed thesis title" and "has passed comprehensive examinations." Consider, now, the following question: Must all PhD students who have a confirmed thesis title also have passed their comprehensive examinations? The information contained in the conceptual model in Figure 15 .9 does not allow us to answer this question. Figure 15 .9's unclear semantics can be resolved, however, by using a subclass that has mandatory properties only. In this regard, Figure 15 .10 shows PhD students who have a confirmed thesis title must also have passed their comprehensive examinations.
In three experiments, Bodart et al. (2001) investigated the impact of using optional attributes on users' understanding of conceptual models. Based on two theories of human memory-semantic network theory (Collins and Quillian, 1969) 
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Pirolli, 1984)-Bodart et al. predicted optional attributes would assist users to undertake tasks where only a surface-level understanding of a conceptual model was needed. For instance, conceptual models with optional attributes might be satisfactory for senior management who are interested in obtaining only a broad understanding of a domain. Subclasses that have mandatory attributes only might clarify the semantics of a conceptual model, but this outcome is attained often at the cost of the model being more complex. Where users of conceptual models have to undertake tasks that require a deep-level understanding of a domain, however, Bodart et al. (2001) predicted use of subclasses with mandatory attributes only would be beneficial. For instance, database designers need to have a precise understanding of a domain's semantics when they design the normal-form relations to be used in a database. The experimental results obtained by Bodart et al. (2001) for the most part supported their predictions. Gemino and Wand (2005) also investigated the impact of using optional versus mandatory attributes in conceptual models on users' understanding of a domain. Based on Mayer's (2001) cognitive theory of multimedia learning, they predicted users who were given a conceptual model that had subclasses with mandatory attributes only would have greater comprehension and understanding of the domain represented by the conceptual model than users who were given a conceptual model that had optional attributes. They found support for their predictions in the results obtained from a laboratory experiment they conducted. Bowen et al. (2006) studied the impact of using optional versus mandatory attributes in conceptual models on users' performance in formulating SQL queries. On the one hand, they hypothesized use of mandatory attributes only in a conceptual model would assist users to formulate more accurate and more complete SQL queries because the domain's semantics were clearer. On the other hand, they hypothesized use of mandatory attributes only in a conceptual model would undermine users' query performance because they had to deal with a greater number of entities in the conceptual model (because more subclasses were present). In an experimental test of their hypotheses, overall they found users who received conceptual models with mandatory attributes only showed the highest levels of query performance. Nonetheless, detailed analyses of errors that their participants made revealed those who received conceptual models with mandatory attributes only made a greater number of certain types of errorsspecifically, those where they had to use JOIN operations to assemble data from different relations (an outcome of the need for more subclasses in conceptual models with mandatory attributes only).
In their study of 12 process modeling grammars (see preceding text), Recker et al. (2009) were able to assess the level of construct excess in seven of the grammars they examined-namely, EPC, BPML, WSCI, ebXML, WS-BPEL, Petri nets, and BPMN. They measured construct excess by counting the number of grammatical constructs that did not map to any BWW construct and dividing this number by the total number of constructs in the grammar. The average measure of construct excess across the seven grammars was 22.09% (the range was 0%-42.90%). In other words, on average, approximately 22% of the constructs in the grammars did not represent an ontological construct.
In light of their analysis of construct excess, Recker et al. (2009) predicted users of the grammars they studied would encounter a number of difficulties. For instance, they concluded
• Some instances of construct excess arose because the grammars contained a mixture of conceptual, logical, and physical process modeling constructs. For instance, constructs such as "parameters" and "activity instance state" supported process implementation and execution rather than conceptual modeling of processes in a domain. As a result, the grammars were unnecessarily complex. Moreover, they confused the functions of analysis, design, implementation, and execution in process modeling.
• Some instances of construct excess arose because the grammars contained constructs to support the mechanics or "act" of modeling. For instance, constructs such as "off-page connector" or "text annotation" had the purpose of linking different parts of a model or providing supplementary descriptions for different components of the model. These constructs made the grammars more complex and would be better provided by tools developed to support use of the grammars.
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In data obtained from their web-based survey of global BPMN users (see preceding text), Recker et al. (2011) found a negative association between the extent to which these users perceived BPMN had certain kinds of construct excess (e.g., " [t] he Basis Event symbol does not have any real-world meaning in a process model") and the extent to which they perceived BPMN was easy to use. They also found these users' perceptions of BPMN's ease of use declined as a function of the number of different types of construct excess the users had encountered. Based on interview responses obtained from 19 business process modeling practitioners in six Australian organizations (see preceding text), however, Recker et al. (2010) found the impact of construct excess in BPMN on the practitioners' work was somewhat mixed. Certain excess constructs in BPMN were simply ignored by the practitioners, while others were deemed important to the "act of modeling" even though they have no real-world correspondence.
One way in which stakeholders might seek to cope with problems arising from construct excess in a grammar is to proscribe use of the excess constructs for conceptual modeling purposes. In some cases (e.g., optional attributes), the merits of the excess construct for any kind of purpose are debatable. In other cases (e.g., activity instance state), the excess construct might be useful for logical (design) and/or implementation modeling purposes. In these latter cases, proscribing their use during conceptual modeling will force modelers to clearly differentiate conceptual modeling activities from logical (design) and implementation modeling activities. The outcome should be that higher-quality work is done for each of the three kinds of modeling activities.
Conceptual Modeling Practice and the tMGS
Relative to TOE, only a small number of research studies have so far been conducted using TMGS. Moreover, most have used TMGS for analytical purposes (e.g., Green et al., 2007 ). Few studies have tested their analytical results empirically.
In an extensive study of stakeholders' use of a computer-aided software engineering tool, Green (1996) found the stakeholders acted strategically in the ways they chose from the set of modeling grammars provided in the tool to address problems caused by construct deficit in individual modeling grammars. First, they chose grammars to achieve MOC. Green found that, either consciously or subconsciously the stakeholders selected a set of grammars to try to ensure all constructs in the reference ontology he used (the BWW ontology) were covered by at least one of the grammars. Second, the stakeholders chose grammars to achieve MOO. Either consciously or unconsciously they selected a set of grammars to try to minimize construct redundancy. They seemed to recognize that having redundant grammatical constructs would cause them difficulties. Green's (1996) research shows the MOC and MOO strategies are a good way for practitioners to deal with problems caused by construct deficit. Practitioners first need to select a reference ontology-one they feel is congruent with the ways they would like to model domains of interest to them. They then need to select a set of conceptual modeling grammars that appear capable of modeling these domains.
Next, they need to analyze the ontological expressiveness of these grammars and examine alternative combinations of them to see how well they meet the MOC and MOO objectives. To achieve parsimony, they should choose the combination that includes the smallest number of grammars that achieves the MOC and MOO objectives.
research Issues
The use of ontology as a theoretical underpinning for conceptual modeling phenomena is still a new field of research. Much work remains to be done before the merits of this approach as a means of improving our knowledge of conceptual modeling practice can be better understood. In this section, therefore, we briefly discuss some research opportunities that might be pursued.
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refining the tOE
The TOE (Wand and Weber, 1993) needs to be refined if its explanatory and predictive powers are to be improved. Several types of refinement might be undertaken:
• TOE motivates a prediction that construct deficit, redundancy, overload, and excess undermine stakeholders' ability to effectively and efficiently use conceptual modeling grammars and the scripts generated via these grammars. The ways in which stakeholders' performance will be undermined, however, are unclear. A taxonomy of stakeholders and the tasks they perform through engaging with conceptual modeling grammars and scripts needs to be articulated. The impact of grammar and scripts that lack ontological expressiveness on the different types of stakeholders and the different tasks they perform then needs to be enunciated. As noted earlier, for example, Bodart et al. (2001) predicted construct excess would be more problematical when readers had to engage in tasks that required them to have a deep rather than a shallow understanding of scripts. Depth of understanding required is just one way to differentiate tasks, however, and a more detailed taxonomy would assist future research.
• The nature of the associations between the four types of factors that undermine ontological expressiveness (construct deficit, redundancy, overload, and excess) and different outcome factors needs to be articulated more precisely. Currently, TOE simply indicates a negative effect on stakeholder performance will occur. A refined form of TOE would indicate the functional form of this effect. For instance, does the impact of increasing levels of construct overload have a negative exponential effect on stakeholder performance (i.e., increasing sharply and then leveling off)? Or, does the impact of increasing levels of construct overload follow a sigmoid shape (i.e., initially a slow increase, then a sharp increase, then a leveling off)? Stronger tests of theories are possible when the functional form of associations between their constructs are specified more precisely (Edwards and Berry, 2010; Weber, 2012 ).
• The relative strength of the effects of construct deficit, redundancy, overload, and excess on different types of stakeholders and different types of tasks has not been articulated. Moreover, the ways in which these factors interact is unknown. For instance, do higher levels of construct excess exacerbate the effects of construct overload because instances of excess constructs that seemingly have no real-world domain meaning compound the ambiguity surrounding instances of overloaded constructs in a script?
To some extent, refinements of TOE depend upon obtaining more empirical evidence from tests of TOE. For instance, evidence from such tests might indicate the relative weightings that should be assigned to different factors that undermine ontological expressiveness in terms of their impact on users of modeling grammars and the tasks in which they engage.
refining the tMGS
Several types of refinement might be undertaken to the TMGS (Green, 1996) :
• TMGS motivates a prediction that a higher level of ontological completeness among a set of conceptual modeling grammars is associated with a higher likelihood that the grammars will be used together for modeling purposes. The level of ontological completeness is measured in terms of the number of constructs in the reference ontology covered by constructs in the modeling grammars. For particular stakeholders and particular tasks, however, certain ontological constructs and thus certain grammatical constructs may be more important than others. A more refined measure of ontological completeness would therefore involve more than a simple count of the number of ontological constructs covered by the modeling grammars. Instead, it would incorporate a weighting of individual ontological constructs to reflect their relative importance for different stakeholders and different tasks.
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• TMGS motivates a prediction that a higher level of ontological overlap among a set of conceptual modeling grammars will be associated with a lower likelihood that the grammars will be used together. The level of ontological overlap is measured in terms of the number of constructs in the reference ontology covered by more than one construct in the modeling grammars. As with the level of ontological completeness among a set of grammars, however, certain kinds of construct overlap may undermine stakeholder performance in different ways (perhaps as a function of the type of stakeholder and the type of task). A more refined measure of ontological overlap would take into account that certain kinds of overlap are more problematic than others.
• As TMGS currently stands, the likelihood of certain grammars being selected together for modeling purposes is not impacted by an interaction effect between the grammars' level of ontological completeness and level of ontological overlap. Such an interaction effect might be important, however, in the selection of grammars to use together. For instance, if ontological completeness can be achieved only with more ontological overlap, the benefits of ontological completeness may be diminished.
As with TOE, to some extent, refinements to TMGS depend on obtaining further empirical evidence from tests of TMGS. For instance, the results of such tests might provide insights into the relative weightings that should be assigned to different types of ontological completeness, and overlap in terms of their impact on the likelihood grammars will be used together for modeling purposes.
testing alternative Ontologies
Recall, TOE and TMGS are not tied to a particular theory of ontology. Nonetheless, as we have discussed earlier, many scholars have selected the BWW ontology as the reference ontology because it has been articulated rigorously and it contains constructs that seem especially relevant to the information technology field. Moreover, the BWW ontology has provided the basis for a number of predictions about conceptual modeling practice that have been supported empirically. Nonetheless, some scholars believe that the BWW ontology provides a flawed foundation for evaluating conceptual modeling grammars and scripts (e.g., Guizzardi et al., 2006; Wyssusek, 2006) . Unfortunately, while criticisms have been made of the BWW ontology, little work has been done to articulate alternative reference ontologies, adapt these ontologies to the information technology domain, evaluate the ontological expressiveness of conceptual modeling grammars using these ontologies, and empirically test the conclusions generated on the basis of such evaluations. Until such work is undertaken, the merits of alternative reference ontologies remain uncertain.
Comparative analytic evaluations of alternative ontologies (e.g., Chisholm, 1996) that could be used as a reference ontology for TOE or TMGS are likely to have merits. We believe, however, that better research outcomes will occur if predictions based upon the alternatives chosen are made and tested empirically. In particular, the most interesting predictions are likely to be those that contradict each other. By testing competing predictions empirically, the relative merits of alternative reference ontologies will become more apparent.
Improving the Design and Execution of Empirical tests
Historically, for two reasons, undertaking valid and reliable empirical tests of conceptual modeling grammars and scripts has proved challenging. First, it is often difficult to mitigate threats to construct validity, internal validity, and external validity (Burton-Jones et al., 2009) . Second, as discussed earlier, the theory that underpins the tests is imprecise and thus the ways the tests should be designed and the constructs measured are unclear.
To illustrate some of the difficulties encountered, consider Figures 15.5 and 15.6, which show two outcome constructs: user task effectiveness and efficiency and the likelihood of grammars being used
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together. It is unlikely that these two constructs cover the full set of outcomes that might arise from having greater ontological expressiveness in a single grammar or combination of grammars. For instance, in a group setting, one outcome of interest might be the development of a shared understanding among users of a grammar (or set of grammars). Intuitively, clear conceptual models should help users reach a shared understanding. To the best of our knowledge, however, this outcome construct-shared understanding-has never been examined.
Even if we focus only on the outcome constructs shown in Figures 15.5 and 15 .6, the best way to measure them is unclear. For instance, as a measure of task effectiveness and efficiency, researchers have used recall time, recall accuracy, comprehension scores, problem-solving scores, scores on fill-in-theblank tests, cognitive breakdowns, and perceptual variables indicating users' ease of understanding conceptual models. The results have varied considerably depending on the particular measure chosen (Bodart et al., 2001; Burton-Jones and Meso, 2008; Gemino, 1998) . More research is needed, therefore, to discern the best measures to use.
action research to assist the Designers of Conceptual Modeling Grammars
There is little evidence to suggest the design of conceptual modeling grammars is informed by highquality theory. Rather, the design of many current grammars seems to have been based on earlier grammars that were developed, perceptions about stakeholders' experiences with these grammars, the beliefs of influential individuals about appropriate features for a grammar, and the deliberations of and compromises reached by committees (Siau and Rossi, 2011) . Through action research (e.g., Davison et al., 2004) , TOE could be used as the basis for designing new conceptual modeling grammars or refining and enhancing existing grammars. For new grammars, a set of constructs should be chosen so a one-to-one mapping exists between each construct and each construct in the reference ontology. For existing grammars, their constructs should be modified and/or enhanced to achieve a one-to-one mapping with ontological constructs. Moreover, for existing grammars, through the identification of construct excess (grammatical constructs for which no corresponding ontological construct exists), TOE may help clarify which, if any, grammatical constructs are focused on logical (design) modeling or implementation (physical) modeling. The grammatical constructs can then be partitioned and advice provided to users of the grammar about which constructs to employ for conceptual modeling and which constructs to employ for logical and implementation modeling. Such work hopefully would lead to better conceptual modeling practice as well as refinement and enhancement of TOE.
action research to assist the Users of Conceptual Modeling Grammars
Through action research, TOE and TMGS could be used as the basis for assisting stakeholders to select conceptual modeling grammars best suited to their needs. Stakeholders first must choose a reference ontology. They then must identify which ontological constructs are important for their modeling needs (possibly all will be deemed necessary). Using TOE and the ontological constructs they have chosen, they can then evaluate the relative levels of ontological expressiveness possessed by the grammars they are considering. If the goal is to select only a single grammar for use, stakeholders will have to compare the costs of construct deficit, redundancy, overload, and excess among the grammars they are evaluating. If stakeholders are willing to engage with multiple grammars, a choice might be made by seeking to achieve the goals of MOC and MOO. TOE might also be used as a basis for deciding how a conceptual modeling grammar (or grammars) should be used. For instance, in communicating the semantics of a domain to senior managers, some ontological constructs might not be deemed important. Senior managers might be interested in the
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Building Conceptual Modeling on the Foundation of Ontology to be done. For instance, existing theories that rely on ontological theories, such as TOE and TMGS, need refinement and enhancement. Moreover, additional empirical research needs to be undertaken to evaluate these theories. Based on work done already, it is also clear that improved measures and procedures are needed to increase the validity and reliability of empirical work. Opportunities also exist to develop new, innovative ways in which ontological theories can be used to study conceptual modeling phenomena.
Glossary
Conceptual model: A representation, often graphical, of some features of a real-world domain; assists with the design, implementation, maintenance, and use of an information system. Conceptual modeling grammar: Comprises a set of constructs to represent specific types of phenomena in a domain and a set of rules for combining the constructs to show how phenomena in the domain are related. Conceptual modeling script: A string of instances of constructs in a conceptual modeling grammar that provides a representation of a specific domain. Construct deficit: An attribute of a conceptual modeling grammar that arises when a construct in a theory of ontology cannot be represented by a construct in the conceptual modeling grammar. Construct excess: An attribute of a conceptual modeling grammar that arises when a construct in the conceptual modeling grammar has no counterpart in a theory of ontology. Construct overload: An attribute of a conceptual modeling grammar that arises when a construct in the conceptual modeling grammar is used to represent two or more constructs in a theory of ontology. Construct redundancy: An attribute of a conceptual modeling grammar that arises when a construct in a theory of ontology can be represented by two or more constructs in the conceptual modeling grammar. Grammatical construct: A component in a conceptual modeling grammar that is used to represent a specific type of phenomenon in the real world. Ontology: A theory about the nature of and types of phenomena that exist in the real world. Ontologically clear: An attribute of a conceptual modeling grammar that arises when the grammar has no instances of construct redundancy, overload, and excess. Ontologically complete: An attribute of a conceptual modeling grammar that arises when the grammar has no instances of construct deficit. Ontological construct: A component in an ontological theory that is used to represent a specific type of phenomenon in the real world. Ontological coverage: The extent to which two or more conceptual modeling grammars have constructs that cover all constructs in a theory of ontology; analogous to ontological completeness for a single conceptual modeling grammar. Ontologically expressive: An attribute of a conceptual modeling grammar that describes the extent to which the grammar represents the constructs in a theory of ontology in a complete and clear way. Ontological overlap: The extent to which two or more conceptual modeling grammars have constructs that represent the same construct in a theory of ontology; analogous to construct redundancy for a single conceptual modeling grammar.
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