We describe all knot diagrams of genus two and give applications to positive, alternating and homogeneous knots.
Introduction
The notion of a Seifert surface of a knot is classical [Se] . As classical as this notion is an algorithm of Seifert how to construct such a surface out of some diagram of the knot. Briefly, the procedure is as follows (see [Ad, x4.3] ): smooth out all crossings of the diagram, plug in discs into the resulting set of disjoint (Seifert) circles and connect the circles along the crossings by half-twisted bands. We will call the resulting surface canonical Seifert surface (of this diagram) and its genus the genus of the diagram. The canonical (or weak) genus of a knot we call the minimal genus of all its diagrams.
The weak genus appears in previous work of several authors, mainly in the context of showing it being equal to the classical Seifert genus for large classes of knots, see [Cr] and loc. cit. However, in [Mo] , Morton showed that this is not true in general.
Motivated by Morton's striking observation, in [St4] we started the study of the weak genus in its own right. We gave a description of knot diagrams of genus one and made some statements about the general case.
The present paper is a continuation of our work in [St4] . It relies on similar ideas as [St4], but, while [St4] is of entirely theoretical nature, it has several rather experimental and computational aspects. Its motivation was the quest for more interesting phenomena happening with knot diagrams of (canonical) Seifert genus higher than one. The genus one case, examined in [St4], did not reveal (to me) very interesting. Here we discuss genus 2 and partially genus 3. All methods should work for higher genera, but this seems hardly motivated, as the little qualitative renewment I expect from it is contraposed to an extremely rapid increase of quantitative effort.
The attractivity of diagrams of genus two consists in their variety, sufficient to exhibit interesting phenomena and allowing to apply different types of combinatorial arguments to prove properties of them, but not too great to make impossible complete argumentation by hand and to force to refer to heavy computer calculations.
After giving a proof of the classification of diagrams of genus two in x2, which bases on a combination of computational and mathematical arguments, the rest of the paper in mainly devoted to applications of this classification.
In x3 we give asymptotical estimates for the number of alternating and positive knots of genus two and given crossing number and classify the achiral alternating ones.
In x4 we show non-homogenuity of 2 of the undecided cases in [Cr, appendix] , following from the more general fact that homogeneous genus two knots are positive or alternating. (How to show non-homogenuity of the remaining 3 knots is shown in the discussion of genus three diagrams in x12.) In x5 and x6 we use the Gauß sum inequalities of [St2] in a combination with the result of x2 to show how to classify all positive diagrams of a positive genus two knot, on the simplest non-trivial examples 7 3 and 7 5 and classify all 2-almost positive unknot diagrams, recovering a result announced by Przytycki and Taniyama in [PT] , that the only non-trivial achiral (resp. slice) 2-almost positive knot is 4 1 (resp. 6 1 ).
On the non-experimental part, there are two theoretical aspects considered here, applying to the general (weak genus) case, which have not been discussed in [St4] -an asymptotical estimate for the quality of the Seifert algorithm in giving a minimal (genus) surface in x11, and the behaviour of the Jones and HOMFLY polynomial on knots of given weak genus in x9. We show how unity root evaluations of these polynomials give information on the weak genus, and use this to exhibit the first examples of knots on which the weak genus inequality of Morton is not sharp. We also give, as an aside, generalizations of some denseness theorems of Jones in [J2] .
Although a considerable part of the material presented here partially bases on computer calculations, we hope that it has been obtained (and hence is verifiable) with reasonable effort. To facilitate this, I include some details about the calculations.
Notation. For a knot K and a (knot) diagram D, c(D) denotes the crossing number of D, c(K) the crossing number of K (the minimal crossing number of all its diagrams), w(D) the writhe of D, w(K) the writhe of an alternating diagram of K, if K is alternating (this is an invariant of K, see [Ka] ), and n(D) the number of Seifert circles of D. σ denotes the signature of a knot, u denotes its unknotting number,g denotes its weak genus and g its classical (Seifert) genus. !K denotes the obverse (mirror image) of a knot K. Often we will assume a diagram to be reduced without each time pointing it out. I hope it will be always clear from the context, where this is the case. v 2 denotes the Vassiliev knot invariant of degree 2 normalized to be zero on the unknot and one on the trefoil (s) . v 3 denotes the primitive Vassiliev invariant of degree 3 normalized to be 4 on the positive (right-hand) trefoil. As usual, V denotes the Jones [J] , ∆ the Alexander [Al] , ∇ the Conway [Co] and P the HOMFLY [H] polynomial. For the HOMFLY polynomial, we use the variable convention of [LM] .
For some polynomial P and some integer k by P(x)] x k we denote the coefficient of x k in P(x). The minimal (resp. maximal) degree of P we call the minimal (resp. maximal) k with P(x)] x k 6 = 0 and denote it by mindeg x P (resp. maxdeg x P). The span of P is the difference between its maximal and minimal degrees. In case P has only one variable its indication in the notation will be omitted. The encoded notation for polynomials we use is the one of [St] .
We use the notation of [Ro] for knots with up to 10 crossings, renumbering 10 163 :::10 166 by eliminating 10 162 , the Perko duplication of 10 161 , and the notation of [HT] for knots from 11 crossings on (note, that for 11 crossing knots this notation differs from this of [Co] and [Pe] ). We use the convention of the Rolfsen pictures to distinguish between the knot and its obverse whenever necessary.
For two sequences of positive integers (a n ) ∞ n=1 and (b n ) ∞ n=1 we say that a n is O(b n ) iff lim sup
Z, N, N + and C denote the integer, natural, positive natural and complex numbers respectively.
For a set S, the expressions jSj and #S are equivalent and both denote the cardinality of S.
Knot diagrams of canonical genus 2
It is known that a Seifert surface obtained by applying Seifert's algorithm on a knot diagram D has genus g(D) = c(D) ?s(D)+1 2 : This is shown by homotopy retracting the surface to a graph and determining its Euler characteristic by a simple vertex and edge count. The weak genusg(K) of a knot K is defined as g(K) := minf g(D) : D is a diagram of K g:
In the following we will describe all knot diagrams of genus 2 and deduce consequences for knots of weak genus two from this classification.
As a preparation, we (re)introduce some terminology, recalling inter alia some of the definitions and facts of [St4]; more details may be found there.
First we need to introduce some transformations of diagrams which we will crucially need later.
In 1992, Menasco and Thistlethwaite [MT] proved the (previously long conjectured) statement, that reduced alternating diagrams of the same knot (or link) must be transformable by flypes, where a flype is shown of figure 1.
The tangle P on figure 1 we call flypable, and we say that the crossing p admits a flype or that the diagram admits a flype at (or near) p.
According to the orientation near p we distinguish two types of flypes, see figure 2. A flype of type A never creates or destroys a fragment obtained from a crossing by at 0 2 move and commutes with type B flypes, hence the applicability of a reducingt 0 2 move after type B flypes is independent of type A flypes. In terms of the associated Gauß diagram a knot diagram is (modulo crossing changes)t 0 2 reducible after type B flypes iff it has three chords, which do not mutually intersect and intersect all the same set of other chords.
In order to discard uninteresting cases, we will consider mainly only prime diagrams. Definition 2.2 A diagram D is called composite, if there is a closed curve γ intersecting (transversely) the curve of D in two points, such that both in-and exterior of γ contain crossings of D. Else D is called prime.
It is a simple observation that c 0 = 0. Two results of [St4] were c 1 = 4 (independently observed by Lee Rudolph) and c n 8c n?1 + 6. The starting point for almost everything that follows is to obtain for n = 2 a more precise description.
Theorem 2.1 Let G be a weak genus 2 knot. Then any prime genus 2 diagram of G is transformable by type B flypes into one which can be obtained by crossing changes andt 0 2 moves from an alternating diagram of one of the 24 knots in figure 5.
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Proof. By [St4, theorem 3.1] any genus 2 diagram of a weak genus 2 knot can be obtained modulo type B flypes by crossing changes andt 0 2 moves from an alternating diagram with at most 38 crossings. Now the 24 knots in figure   5 have been obtained by checking Thistlethwaite's tables of 15 crossing knots fort 0 2 irreducible alternating genus 2 diagrams. It would be in principle possible to deal with the crossing numbers 16 to 38 by computer, but in the following lines I would prefer to show how to save this fair bit of currency. Let us give the following Lemma 2.1 If there is at 0 2 reduced alternating genus 2 diagram D of c crossings with a matched crossing pair (clusp), then there is at 0 2 irreducible genus 2 diagram of c ?2 crossings or c 12.
For the proof we need to make some definitions. Definition 2.3 A region of a knot diagram is a connected component of the complement of its underlying curve in the plane. Every crossing p is bordered to four (not necessarily distinct) regions. We call two of them α and β opposite at p, notationally a ) ? * p β, if they do not bound a common line segment in a neighborhood of p. p β α
One can see that if two of the four regions bordering a crossing are equal, then they are opposite. In this case we call the crossing reducible. It is an exercise to check that -equivalence and -equivalence are indeed equivalence relations and that two crossings are -(resp. -) equivalent if and only if after a sequence of flypes they can be made to form a reverse (resp. parallel) clusp (we call a clusp alternatively also a matched crossing pair).
reverse clusp parallel clusp
Proof of lemma 2.1. Distinguish 2 cases for the matched crossing pair in D.
(i) Strands are reverse and belong to distinct Seifert circles. Then annihelating the matched crossing pair gives a c ? 2 crossing alternating diagram D 0 of genus 2. It has not 0 2 reducible crossings. The reason for this is that creating a situation of being able to perform at 0 2 move after elimination of the matched pair always forces the strands in the matched pair to belong to the same Seifert circle (see figure 3 ).
Namely, if after resolving 3 crossings a, b and c become -equivalent, then there are two regions α and β of D, such that α ) ? * p β for an p 2 fa;b;cg. Resolving the clusp joins two regions β 1 and β 2 of D to one region β of D 0 :
Therefore, as a, b, and c are not all -equivalent in D, w.l.o.g. α ) ? * a β 1 and α ) ? * b β 2 in D. But then there exists in D a dashed arc γ as in figure 3. Then all Seifert circles on D different form k, the Seifert circle in the clusp, only totally twice intersect the dashed curve γ. So both these crossings must belong to the same Seifert circle, and hence resolving the clusp would be genus reducing.
Moreover, D 0 has no reducible crossings. Assume that p were such. Then for some region α of D 0 we have α ) ? * p α. But then either p is reducible in D, or α = β and β 1 ) ? * p β 2 . Then you have a dashed curve γ like
Then consider the Seifert circle in D intersecting γ and apply exactly the same argument as before to see that the clusp resolution must be genus reducing.
(ii) Strands are parallel or belong to the same Seifert circle and are reverse. Then annihelating the matched crossing pair reduces the canonical genus of the diagram and we obtain a genus 1 diagram D 0 . Byt 0 2 reducedness of D, D 0 has at most 4t 0 2 reducible crossings. So D 0 has at most 8 crossings and D has at most 12.
We explain this again in more detail but we first need some definitions.
Definition 2.5 If (a 1 ;:::;a n ) is a finite sequence of objects, then (a k 1 ;:::;a k l ) is a subsequence if k i k i?1 + 1, k 1 1 and k l n, that is, the a k l s do not need to appear immediately one after the other in (a 1 ;:::;a n ).
Definition 2.6 Let α be a region of D, i.e. a connected component of the complement of the plane curve of D in the plane. Then consider the sequence of regions opposite to α at the crossings α borders in counterclockwise order modulo cyclic permutation and call this bordering sequence for α in D.
β γ γ δ ε α ?! (βγγδε) Note, that by connecting crossings with the same region γ opposite to α by arcs in γ we see that the bordering sequence for α has no subsequence of the kind βγβγ.
Definition 2.7 Call a set of crossings α 1 ;:::;α n mutually enclosed w.r.t α, if α 1 ;:::;α n belong to the bordering sequence for α and this bordering sequence can be cyclically permuted so that the sequence α 1 α 2 :::α n α n :::α 2 α 1 is a subsequence of it.
The enclosing index ε α;D of α in D is the maximal size of a mutually enclosed set of crossings w.r.t α. The enclosing index ε D of D is the maximal enclosing index of all its regions. whereD is a diagram obtained by flypes from D.
Proof. The absolute term '4', 2 come from the clusp, and 2 from the (Reidemeister I) reducible crossings in D 0 .
If there were three reducible crossings a; b; c in D 0 not reducible in D, then β 1 ) ? * p β 2 in D for any p 2 fa;b;cg, and a b c in D (and not a b c, as you can see form (1)), a contradiction to itst 0 2 irreducibility (see the remark after definition 2.4).
Separating β in D 0 into β 1 and β 2 in D by reversing the clusp resolution, enables us to add onet 0 2 twist to crossing participating to two mutually enclosed sets w.r.t. β in D 0 , whence the term with εD.
2
Now, for any genus one diagram D 0 , ε D 0 = 1, and using c(D 00 ) < 4 we obtain from lemma 2.2 c(D) 12, concluding the second case of the proof of lemma 2.1.
To show that there are not 0 2 irreducible genus two diagrams with > 13 crossings we proceed by induction on the crossing number.
The cases of 14 and 15 crossings I excluded using Thistlethwaite's tables (as I mentioned above). Then the cases of 16 and 17 crossings can be (significantly) reduced (again by lemma 2.1) to the cases with no matched pair.
These cases we exclude as follows. Let D be such a diagram (that is, a genus 2 diagram with no matched pair). A smoothing out of a crossing augments the number of 2-gon components of the diagram complement in the plane (or equivalently the number of matched crossing pairs) by at most 2. So after smoothing out a linked pair of crossings in D we obtain a diagram D 0 of genus 1 with at most 4 matched pairs. Then D 0 is modulo its reducible crossings either a diagram obtained from 3 1 by a most 2t 0 2 moves or one diagram obtained from 4 1 by a most 1t 0 2 move. We know from the proof of [St4, theorem 3.1] that D 0 cannot have more than 4 reducible crossings, and we conclude that it must have at most 11 crossings, so D has at most 13 crossings.
The same argument inductively excludes all higher crossing numbers.
2 Using the work in [St4, x3], we obtain:
Corollary 2.1 Let c n be the maximal crossing number of a irreducible genus n diagram. Then we have c 2 = 13. More generally for n 2, we have c n 97 8 n?2 ?6 7 .
2 Note, that some of the 24 knots may have alternating diagrams differing by a type A flype and twisting at them gives mutated diagrams (the mutations being type A "flypes" at at 0 2 twisted crossing as shown on figure 4 ). However, for simplicity in sections 5 and 6 we consider only the one diagram for each of the 24 knots given in the figure. All knots we are going to deal with there are the unknot or rational and hence have no mutants [HR] . So we make the diagram classifications up to (this kind of) mutations. P ?! P Figure 4 : A "flype" near at 0 2 twisted crossing is an iterated mutation.
Remark 2.1
It is important to note, that for each alternating knot either all or no alternating diagrams aret 0 2 irreducible modulo flypes. This follows from the Menasco-Thistlethwaite flyping theorem [MT] , the fact that the applicability of a reducingt 0 2 move is preserved by type A flypes and that type A flypes and type B flypes commute (i.e., if you can apply a type A flype and then a type B flype, you can do so vice versa with the same result). Hence it suffices to check the one specific diagram included in the tables to figure out whether the knot has at 0 2 irreducible diagram.
Remark 2.2
The present classification could, theoretically, be used to prove non-existence of minimal canonical Seifert surfaces for some knots of genus 2 when the obstruction of Morton [Mo] fails. Yet, I do not know of such cases (see, however, the examples on figure 9 which may be good candidates). An explicit computer check gave minimal canonical Seifert surfaces for all knots up to 12 crossings (not only those of genus 2), although not always minimal crossing number diagrams suffice to give such a surface (among the Rolfsen knots examples are the genus 3 knots 10 155 , 10 157 and 10 159 and the genus 2 knots 10 162 and 10 164 , where I found only 11 crossing diagrams doing the job;
more such examples will be given in x10).
In [St4] I showed that the number of knot diagrams of given genus g is polynomially bounded in the crossing number.
One sees that the maximal exponent in this polynomial is d g ?1, where d g is the maximal number of equivalence classes in all diagrams of genus g. For genus one we had d 1 ?1 = 2 and for genus 2 we obtain d 2 ?1 = 8 for this maximal exponent. The numbers d n seem not less important then c n and will occur several times later.
Corollary 2.2
The number of diagrams of genus 2 and crossing number n is O (n 8 ). Hence there are O (n 8 ) alternating genus 2 knots of crossing number n and O(n 9 ) positive knots of genus 2 or unknotting number 2 and crossing number at most n.
Proof sketch. For the alternating case the only non-obvious point is to show that there are O (n 8 ) alternating knots and not only O(n 8 ). I will give an argument for this at the end of x3.
The positive case is somewhat more tricky as you do not have the result of [Ka2, Mu, Th] of minimality of alternating diagrams. Therefore we have a result only for bounded but not fixed crossing number. You also need to use that a positive genus 2 knot has a positive diagram of minimal crossing number. This is again not straightforward and will be proved in theorem 8.1. The result for the unknotting number and positive knots follows from the inequality u g [St2, corollary 4.3].
2
We conclude this section by some additional remarks on this corollary. First note, that from it one cannot immediately deduce the bound O(n 8 ) for the number of positive genus (or unknotting number) two knots of fixed crossing number, as for a sequence with a subsequence growing faster than n 8 the partial sum sequence may still be O(n 9 ). Of course, such an exotic behaviour of the sequence of numbers of such knots is very unlikely, but there is no a priori argument to exclude it.
Thus the lack of good control on the crossing number of a(ny) positive diagram from the crossing number of the knot is an obvious defect of the positive case. Hence it is not clear (and would be very interesting to find out) whether there are O (n 8 ), less, or bizarrely, in a subsequence even more positive genus 2 knots with n crossings. On the other hand, a bonus in the positive case is that we have the inequality u g [St2, corollary 4.3] and hence (using the same genus argument for genus one) obtain "for free" the statement also for the unknotting number. This in turn seems very unlikely for the alternating knots. Note, that for unknotting number one there are already exponentially many 2-bridge knots of bounded crossing number (to see this, consider the 2-bridge knots with representations of the form (2; x 1 ;:::;x n ;2;?x n ;:::;?x 1 ) , which clearly have unknotting number one and choose x 1 ;:::;x n to be any composition of some even number into even positive parts, using that the representations with all numbers even are unique).
Of course, contrarily to unknotting number one (see [St4, corollary 2.5] and [PT]), certainly an explicit classification of positive unknotting number two knots is yet far beyond the horizon as already show the undecided single cases 9 10 , 9 35 and 9 38 [Kr, Note, that in all our arguments it would be necessary to consider also the composite cases, but, at least here, they do not give any significant contribution. It is an interesting question, whether this changes at higher genera (that is, for example, the number of composite alternating knots of given genus dominates the number of prime ones as the crossing number goes to infinity). There is some evidence that this indeed happens, see x12.2.
Alternating genus two knots
Thet 0 2 twist sequences of some of the 24 knots contain those of some others as a subfamily. This happens when resolving a clusp. The relations are given in figure 6. Therein the knots are encircled, whose twist sequences are not contained in any other (we will call them "main") and for the others not all (but at least one) containing super-twist sequences are indicated. Remark 3.1 It is striking and suggested by the figure that inclusions of series occur only between generators of the same parity of the crossing number. This will be so for higher genera diagrams, too. As already remarked, whenever resolving a clusp simplifies the diagram by more than the two crossings (by removing nugatory crossings), the resulting diagram must have already smaller genus.
We record two small consequences. First note that 6 3 is simple but main. Some reason for this is that it is the only knot of the 24 where the numbers of positive and negative crossings in the alternating diagram are both odd. Therefore, we have Proposition 3.1 Let K be an alternating genus 2 knot with fc(K);w(K)g mod 4 = f0;2g. Then K is an arborescent knot with Conway notation (p; q)rs(t; u) with p; q; r; s;t; u > 0 all odd.
2
Another interesting aspect is to consider the achiral knots among the alternating genus 2 knots. First we obtain Proposition 3.2 Let K be a prime alternating genus 2 knot of zero signature. Then (and only then) a diagram of K can be obtained from a diagram of 6 3 , 7 7 , 8 12 , 9 41 , 10 58 or 12 1202 byt 0 2 moves near a crossing.
Proof. The one direction follows from computing the signatures of the 24 knots and the fact, that at 0 2 move in an alternating diagram does not change the signature (which follows from the Traczyk-Murasugi formula, see [Tr] or [Ka, p 437] ). For the reverse direction note that by a result of Menasco [Me] the primeness of an alternating knot is equivalent to the primeness of (any)one of its alternating diagrams. Proof. This follows from the preceding proposition by excluding the odd crossing number knots.
It would be, however, much more interesting to have an exact classification of all such knots. This is obtained by applying the flyping theorem of Menasco and Thistlethwaite. (Here I for completeness include the composite case.) Theorem 3.1 Let K be an achiral alternating genus 2 knot. Then a diagram of K is either 1. a composite diagram (a) C(q; q)#C(p; p) with p; q > 0 even or (b) K#!K with K 2 fC(p;q)j p; q > 0 eveng fP(p;q;r)j p; q; r > 0 odd g; 2. an arborescent diagram with Conway notation (a; b)cc(a 0 ;b 0 ) with a; b; c; a 0 ;b 0 > 0 odd and fa;bg = fa 0 ;b 0 g (in which case the knot is +achiral if a = a 0 and ?achiral if a = b 0 ), 3. a rational diagram C(a; b; b; a) with a; b > 0 even (which is invertible so the knot is +?achiral) or 4. a diagram in thet 0 2 twist sequence of 12 1202 with a; b; ct 0 2 twists at the three positive clusps and a 0 ;b 0 ;c 0 twists at the three negative clusps, such that a; b; c 0 and fa;b;cg = fa 0 ;b 0 ;c 0 g (in which case the knot is +achiral or ?achiral depending on whether the cyclic orderings of (a; b; c) and (a 0 ;b 0 ;c 0 ) along the knot are the same or reverse).
Proof. In the case the knot K is composite it must have two prime factors of genus one and by a result of Menasco [Me] both are alternating. By the uniqueness of the decomposition into prime factors, if K is achiral both factors must be so or mutually obverse. Using the classification of alternating genus 1 knots in [St4] (and its easy consequence that the only achiral knots among them are the rational knots C(q; q) with q > 0 even) one obtains the above characterization.
In the case the knot K is prime, using the previous corollary we need to discuss 4 cases. 12 1202 : It is easy to see (e.g., by looking at the Gauß diagram shown of figure 7 (a)) that the diagram of 12 1202 and any other diagram in itst 0 2 twist sequence does not admit a flype. Hence the knot is achiral if and only if the Gauß diagram is isomorphic to itself (or its mirror image) with the signs of the crossings switched, which happens exactly in the cases recorded above. Then the number of -equivalence classes of positive and negative crossings in each such diagram is 2 and 3 and hence there cannot be an automorphism of the desired kind. 8 12 : Use again the intersection graph. Looking at the number of positive and negative arrows intersecting only one -equivalence class of arrows, we find that in the form C(a; b; c; d) we must have a = d and then b = c follows from looking at the number of positive and negative arrows at all (or the writhe). This also follows from general rational knot theory arguments. Then counting the number of intersections between arrows of the same sign we find ab = a 0 b 0 , whence fa;bg = fa 0 ;b 0 g. 2 Remark 3.2 As far as orientation goes for the composite case, the non-invertible genus 1 alternating knots are P(p; q; r) with 3 p < q < r [T] . So, taking one of these knots K, the knot K#!K is +achiral and K#?!K is ?achiral.
The rest of the knots are invertible and so +?achiral.
Using the intersection graph arguments we can now easily complete the proof of corollary 2.2.
Proof of corollary 2.2 (continued). The only point is to convince yourself that the O (n 8 ) alternating diagrams remain at that quantity after modding out by flypes. For this consider just diagrams, where the number oft 0 2 moves applied to any equivalence class of crossings in the diagram generating the series is different and then there cannot be isomorphism of any two of the intersection graphs (just because the sets of cardinalities of the equivalence classes are never the same). But the number of compositions of length k of some number n into strictly ascending parts is the same as the number of compositions of n ? k 2 into k non-strictly ascending parts (or the number of partitions of
Considering the signature, we mention a final consequence of theorem 2.1 for positive knots, which also follows from [PT] . 
Homogeneous genus two knots
In [Cr] , Cromwell introduced a certain class of link diagrams he called homogeneous, which possess minimal (genus) canonical Seifert surfaces. Roughly, a diagram is homogeneous, if the connected components of the complement of its Seifert picture contain only crossings of the same sign. Letting this sign always remain the same or always change when passing through a Seifert circle, we obtain the positive (or negative) and alternating diagrams as special cases. For five 10 crossing knots Cromwell could not decide about the existence of such a diagram -10 144 , 10 151 , 10 158 , 10 160 and 10 165 . Two of them have genus 2 -10 144 and 10 165 . The present discussion enables us to handle these cases. I will discuss just the two examples, hoping to provide to the reader an idea how to make up his mind about a generalization, if he wishes, namely, that any homogeneous genus 2 knot is alternating or positive (note, that this is no longer true for genus three, as shows Cromwell's example 9 43 ).
Theorem 4.1 The knots 10 144 and 10 165 are non-homogeneous.
Before we start with the proof, we need one more definition.
Definition 4.1
The interior of a Seifert circle is the bounded component of its complement in the plane, and its exterior is the unbounded one. The Seifert circle is called separating, if both its in-and exterior contain at least one other Seifert circle, and non-separating otherwise.
First we record a statement we will use later to reduce the number of cases to discuss.
Lemma 4.1 Let D be an alternating diagram with exactly three negative crossings all connecting a non-separating Seifert circle or with exactly two negative crossings, such that at no one of these two or three crossings a flype can be performed. Then any homogeneous diagram in the series of all its diagrams is either positive or alternating.
Proof. Assume a knot has in (all) its alternating diagram(s) at most 3 negative (or positive) crossings. Then the fact that alternating diagrams are homogeneous shows that any Seifert circle must be connected from the same side by crossings of the same sign and then by the non-existence of isthmus crossings any Seifert circle is connected by either no or at least two negative crossings. So, if they are at most three, all the negative crossings connect the same pair of Seifert circles (there cannot be three Seifert circles, each one connected with the other two, because of orientation reasons) and that they belong to the same block.
If the crossings are three, one of the two Seifert circles to which they connect has an empty interior (or exterior) and the diagram does not admit a flype near one of these crossings, then (e.g. by looking at the chords of the three crossings in the Gauß diagram) one convinces himself that the triple of crossings is preserved by flypes and so the Seifert circle stays empty after any flype. So any alternating diagram of the knot has at most one separating Seifert circle and then each homogeneous diagram in the series of this diagram is either positive or alternating.
If the negative crossings are two and the diagram has two separating Seifert circles, then these are exactly the Seifert circles connected by the two negative crossings and both inside the inner one and outside the outer one (or inside both if the one does not contain the other) there are crossings. But then these negative crossings admit a flype.
2 Proof of theorem. g(10 165 ) = 2, so a homogeneous diagram of 10 165 , if it exists, must lie in one of the 24 series.
The series of 5 1 :::9 25 and 10 58 one excludes by arborescence of an alternating diagram of them (you need to check that any alternating diagram of them is arborescent, and arborescence is preserved by crossing changes andt 0 2 moves). Or you use the top degree coefficient of the Brandt-Lickorish-Millett-Ho polynomial. Assume 10 165 occurs in some of the series of (a diagram of) these 12 knots. Then 10 165 would be arborescent (or would have an arborescent iterated mutant). But then by a result of Kidwell [Ki] the top degree coefficient of its Brandt-Lickorish-Millett-Ho polynomial would be 2, whereas it is 4 [St] . 9 38 , 10 101 , 10 120 , 11 123 , 11 329 , 12 1097 and 13 4233 one excludes by positivity (their alternating diagrams are positive and hence so is any homogeneous diagram in their series, but 10 165 is not positive).
There remain 9 39 , 9 41 , 10 97 , 11 148 , 12 1202 . The diagram of 12 1202 does not admit a flype (hence it is the only alternating diagram of 12 1202 ) and it has exactly one separating Seifert circle. 9 39 , 10 97 and 11 148 have two negative crossings which do not admit a flype and 9 41 has three negative crossings bounding an empty Seifert circle, all of which do not admit a flype. Then by the lemma each homogeneous diagram in the series of all 5 knots is either positive or alternating. But the knot 10 165 violates obstructions to being positive (e.g. [Cr, theorem 4(b) ] or [St2]) or alternating (one edge coefficient of its Jones polynomial is not 1, see [Ka2, Mu, Th] ), hence it cannot occur in homogeneous diagrams in these series. This finishes 10 165 .
For 10 144 the trick with the Brandt-Lickorish-Millett-Ho polynomial does not work, in fact, 10 144 is arborescent. But for the 12 arborescent knots use the 3 negative (or positive) crossing argument. It works except for 6 3 , 7 6 , 7 7 , 8 12 and 10 58 . (Note, that in most cases of two negative crossings they form a flypable clusp and hence cannot admit a flype themselves.) 6 3 one excludes because it has only three Seifert circles, hence it cannot have two separating ones. 8 12 one excludes because it admits only type B flypes and so the series of all its diagrams are equivalent, but the one of C(2; 2; 2; 2) contains only rational knots and 10 144 is clearly not rational. Now 10 58 has an alternating diagram with 5 clusps, two of them negative (say, modulo mirroring). You find out that the only possibility to flype is to flype the tangles of these clusps, giving you (modulo symmetries) a total of 4 alternating diagrams of 10 58 . The only way to make them homogeneous, but not positive and not alternating, is to switch exactly one of the clusps in 3 of these diagrams and then possibly to performt 0 2 moves. As 10 58 's alternating diagrams differ only by type B flypes, it suffices to consider one of these 3 diagrams. Now the edge coefficient of ∆(10 144 ) is ?3.
Hence the proof of theorem 4 of [Cr] shows that you cannot perform more than 2t 0 2 moves. Now, at least one onet 0 2 move needs to be done at one of the crossings of the switched clusp, else the diagram can be simplified to an alternating one. This leaves you with 6 diagrams (one with thist 0 2 move applied and 5 with an additionalt 0 2 move). But using the Polyak-Viro Gauß sum, one can see that in any one of these diagrams v 2 2, whereas v 2 (10 144 ) = ?2 [St] . But in both cases one can see that after performing any series oft 0 2 moves the diagram can be simplified to an alternating one, and hence we cannot find 10 144 here. 7 7 one excludes the same way. The only way to obtain a homogeneous non-positive and non-alternating diagram is to switch exactly one of the two positive flypable clusps, but all diagrams in this series simplify to an alternating one.
In fact, one should be even a little more careful. Theorem 2.1 just said that one obtains a diagram in the series modulo type B flypes (and a type B flype may change the homogenuity of the diagram). But one can find out that the only cases where the flype is necessary are to have 2 and 2 (for 7 6 and 10 58 ) and 2 and 1 (for 7 7 ) flypable crossings on both sides of the flypable negative clusp(s), and these cases one handles exactly as above. The strict increase of v 2 and v 3 undert 0 2 moves at a positive diagram enables us to classify with reasonable effort all positive diagrams of positive knots of genus 2 (or higher genera, if an analogue of theorem 2.1 is worked out), if they are not too complicated. We describe this procedure for the examples 7 3 and 7 5 . The result is not self-contained enough to be nicely formulable in a closed statement, but the discussion is aimed to describe how in principle such a task can be solved.
We have v 2 (7 5 ) = 4, v 2 (7 3 ) = 5 and v 3 (7 5 ) = 32, v 3 (7 3 ) = 44. Let D be a positive diagram of 7 3 or 7 5 . Then D belongs to the twist sequence of one of the 24 knots above. In case of 8 15 , 9 23 , 9 38 , 10 101 , 10 120 , 11 123 , 11 329 , 12 1097 and 13 4233 the alternating diagrams are positive and as doingt 0 2 moves does not spoil alternation, all positive diagrams of their twist sequence are alternating diagrams with at least 8 crossings and hence by [Ka2, Mu, Th] never belong to 7 3 or 7 5 . The same is true for the twist sequence of 7 5 with the exception that in it exactly the diagram of 7 5 belongs to itself and no one belongs to 7 3 .
By an analogous argument the only diagram in the twist sequence of 5 1 belonging to 7 3 or 7 5 is 7 3 's usual (1; 1; 1; 1; 3) pretzel diagram and no diagram belongs to 7 5 .
In the cases 9 39 , 9 41 , 10 97 , 11 148 , 12 1202 the positive diagram obtained by crossing changes from the alternating one has v 2 > 5 and as v 2 is (strictly) augmented by applyingt 0 2 moves to a positive diagram (by Polyak-Viro formula, see [St2, exercise 4.3]), 7 3 and 7 5 do not occur here.
We are left with 9 25 , 10 58 , 8 14 , 8 12 , 7 7 , 7 6 , 6 3 and 6 2 . We discuss these series separately in brief phrases. 6 2 : Making 6 2 's diagram positive by crossing changes we obtain 5 1 . The (positive) diagram has Dowker notation 4 ?8 10 12 ?2 6, the alternating one the same notation only without minus signs. twisting at we obtain crossing 1 7 5 v 2 = 4 11 9 7 v 2 = 5 2 7 3 g P(1; ?4;3) and v 3 44. These values are attained already by onet 0 2 move except at crossing one and so we can exclude any diagram with more than onet 0 2 move at some crossing different from crossing 1, whereas onet 0 2 move at each one of these crossings gives two diagrams of 7 3 -the P(1; ?4;3) and P(1; ?2;5) pretzel diagrams. Now ā t 0 2 move at crossing 1 gives 7 5 , and as after 2t 0 This a diagram of 5 1 and the alternating one has two negative clusps cl 1 = (2; 5) (meaning crossings 2 and 5) and cl 2 = (6; 8).
one twist not at cl 1 and cl 2 and crossing 4 ?! diagram transforms into an alternating 8 crossing diagram at cl 2 ?! 7 5
at 4 ?! 7 3 two twists not at cl 1 and cl 2 and crossing 4 ?! diagram transforms into an alternating 10 crossing diagram at 4 and another one ?! v 2 > 5 at cl 1 and another one ?! v 2 > 5 cl 2 and 3 or 7 ?! 9 13 v 2 > 5 cl 2 and 4 ?! 9 23 v 2 > 5 cl 2 and 1 ?! 9 23 v 2 > 5 More twists do not work.
6 Classifying all 2-almost positive diagrams of a slice or achiral knot 8 14 : 4 ?8 10 14 ?2 16 6 12.
Without a twist this is a diagram of 7 5 . The alternating diagram has a negative clusp (2; 5). Not affecting a crossing there by at 0 2 move gives a diagram of an alternating knot of 9 crossings which is excluded. So consider twists at a crossing in the clusp (both crossings are equivalent with respect to twists). A twist gives 9 18 with v 2 > 5 which is excluded, so there are no more diagrams of 7 3 and 7 5 . 9 25 : 4 8 12 2 ?16 6 18 ?10 14.
Again a negative clusp (5; 8). Use the above argument (for 8 14 ). Without twists it is 8 15 and with one twist near a crossing in the clusp 9 18 with v 2 > 5, so there are no diagrams. 10 58 : 4 ?8 14 10 ?2 ?18 6 20 ?12 16.
We have two clusps cl 1 = (2; 5) and cl 2 = (6; 9). Withoutt 0 2 moves at any of cl 1;2 ?! 8 15 or alternating 10 crossing diagram t 0 2 at cl 1 ?! 10 53 o v 2 = 5 ; t 0 2 at cl 2 ?! 10 53 so there are no diagrams.
By this exhaustive case distinction we have the desired description. Beside the diagrams we were interested in, we came across many others used to exclude futhrer possiblilities. We leave it to the reader to collect the relevant cases from the above tables. Instead we conclude by the following It is then obviously almost positive as shows its Rolfsen diagram [Ro, appendix] . This is the reason for the difficulties to show its non-positivity by obstructions based on skein arguments (see e.g. [CM] ), as skein arguments apply for almost positive knots in the same way as for positive ones. The first non-positivity proof is due to Cromwell [Cr, corollary 5 .1] using the monicness of the Alexander polynomial. In our context the fact follows from the above discussion: v 2 (!10 145 ) = 5 and g(!10 145 ) = 2, hence if !10 145 were positive, it would appear in the above tables, but it did not.
Classifying all 2-almost positive diagrams of a slice or achiral knot
The procedure for this task is similar to the one in the previous section, with the difference that it is better here to use the signature instead of Vassiliev invariants.
Such diagrams have canonical genusg 2 and σ = 0. For simplicity we content ourselves only to the (interesting) case, where the diagram is connected, as the disconnected case reduces to it and to the almost positive diagram case. g = 0: A connected diagram of canonical genus zero has one crossing and is hence not 2-almost positive. g = 1: If we have a subdiagram like then the diagram D reduces to a connected almost positive diagram and so D belongs to a positive or almost positive knot. If such a knot is slice or achiral then it is the unknot. Let p and q be odd and even positive integers. All connected almost positive diagrams of the unknot are unknotted twist knot diagrams [St3] (that is a twist knot diagram with one of the crossings in the clusp changed), hence D is either an unknotted twist knot diagram with one of the crossings in the twist changed, a pretzel diagram P(3; ?1; p) with of the crossings in the 3-crossing group changed, or a rational diagram C(4; ?q) with two of the crossings in the 4-crossing group changed.
If we do not have a subdiagram like the one above, then the classification of diagrams of canonical genus one
[St3] shows that we have either a C(?2; q) or P(p; ?1;?1) diagram, which are the even and odd crossing number diagrams of the (negative clusp) even crossing number twist knots. The only achiral twist knot is 4 1 (a fact, which is almost trivial to prove using knot polynomials) and the only slice twist knot is 6 1 (a fact, which is less trivial to prove, and it was done by Casson and Gordon [CG] , see [Ka5, p. 215 bottom] ), which therefore and after discussing the caseg = 2 below have only these two 2-almost positive diagrams. g = 2: Again we discuss the 24 cases separately. Consider all diagrams obtained by switching 2 positive crossings in the positive diagrams of x5. Using the fact that σ does not decrease when at 0 2 move is applied to a positive crossing in any diagram we can exclude any diagrams obtained byt 0 2 moves (at positive crossings) from D, if σ(D) > 0. 5 1 Using the signature argument we see that the only diagrams with σ = 0 are P(?1; ?1;1;1; p) modulo permutation of the entries, which are all unknotted.
Considering the remaining 23 series, by explicite computation of σ we find that σ > 0 except for the choices of negative crossings given in the tables below. Here "6 2 1 3" means: the diagram obtained from this of 6 2 (given by its Dowker notation specified in x2) by switching crossings so that all crossings are positive except 1 and 3. It turns out that in all cases of σ = 0 the diagram is unknotted. Then we start applyingt 0 2 moves at the remaining positive crossings noticing that either all these moves do not change σ or until somet 0 2 move gives a knot diagram with σ > 0, in which case we exclude any furthert 0 2 moves at that crossing. The notation 6 2 1 3 4 ?!3 1 2 5 ?!0 1 means: the diagram (6 2 1 3) (described above) with one twist at crossing number 4 gives the trefoil (with σ = 2, so we cannot have twists at crossing 4) and arbitrarily many twists at crossings 2 and 5 give the unknot.
Some symmetries reduce the number of cases to be checked. Definition 6.1 For two crossings a and b say that a b if (a; b) is a matched pair (clusp) of reversely oriented strands (i.e., crossings a and b are not linked) and that a b if (a; b) is a matched pair of parallelly oriented strands (i.e., a and b are linked) and then expand these two relations transitively to give an equivalence relation.
Whenever fixing the crossings to be switched to the negative only one choice of crossing(s) in each and equivalence class needs to be considered, the rest is obtained by flypes from this case. Also, when applying twists it needs to be done only at one choice of crossing(s) in a equivalence class (but possibly not only for one choice of crossings in a equivalence class if more than one crossing in the equivalence class is involved in the twisting and we would like to take care of mutations).
A complete distinction of the cases was done using KnotScape and is given in the tables on the following pages.
It appears unpleasant to list up again all the diagrams for the unknot, but instead I record what we obtained for the two knotted cases. Looking more carefully at our arguments, we see that we only needed the knot to be slice or achiral to ensure that the diagram has genus at most two, then we only used that the signature is zero. We could therefore hope to eliminate completely the condition of achirality or sliceness by the condition of zero signature (which would reprove the result of Przytycki and Taniyama [PT] that the only 2-almost positive zero signature knots are twist and additionally show that they have only the two obvious 2-almost positive diagrams). For this we would basically need a version of the "slice Bennequin inequality" of [Ru] with signature replacing the slice genus. But the inequality σ(D) jw(D)j?n(D) is not true for arbitrary diagrams. Lee Rudolph disappointed my hopes in this regard, quoting the braid representation of the untwisted Whitehead double of the trefoil in Bennequin's paper [Be, fig p. 121 bottom] . It a is 7-string braid (so n(D) = 7) consisting of 8 positive bands (so w(D) = 8), but clearly σ = 0. 6 2 1 3 2 ?! 0 1 4 ?! 3 1 2 5 ?! 0 1 5 ?! 0 1 6 ?! 3 1 2 5 3 4 6 2 3 1 ?! 0 1 4 6; ?! 3 1 4 ?! 0 1 6 ?! 0 1 1 4 ?! 0 1 1 6 ?! 0 1 3 4 1 ?! 3 1 2 ?! 0 1 2 ?! 0 1 6 ?! 0 1 6 ?! 0 1 2 6 ?! 3 1
Almost positive knots
Almost positive knots, although very intuitively defined, are rather exotic -the simplest example !10 145 has 10 crossings. Therefore, non-surprisingly, several properties of such knots have been proved. Proof. Assume there is an almost positive knot K of genus one. By the Bennequin-Vogel inequality (or "slice Bennequin inequality" of [Ru] ) an almost positive diagram D of K has genus at most 2. The classification of genus one diagrams relatively easily excludes tha cases whereg(D) = 1 or D is composite. So again we need to consider the 24 series.
To have an almost positive diagram of an almost positive knot we need to switch (exactly) one crossing in the generator diagram to the negative, all other to the positive and possibly applyt 0 2 moves at the positive crossings.
First note, that the negative crossing must have no -equivalent one and at any -equivalent crossing at least onet 0 2 move must be done, else (after a flype) the negative crossing can be cancelled by a Reidemeister II move to a positive diagram.
Moreover, as a negative crossing in a equivalence class admits flypes, we can choose just one of the crossings of the equivalence class to be switched to the negative.
Then note, that thet 0 2 move at a positive crossing p in an almost positive diagram D changes ∇ (the Conway polynomial) by a multiple of ∇ L , where L is the link resulting by smoothing out the crossing p in D. Now, by Cromwell [Cr, corollary 2.2, p. 539] , ∇ L has only non-negative coefficients, hence such at 0 2 move never reduces a coefficient in ∇, in particular not ∇] z 4 . Hence if at some point ∇] z 4 > 0, any furthert 0 2 moves cannot produce a genus one knot.
In many cases ∇] z 4 > 0 already after the crossing switch (withoutt 0 2 moves) and such cases we can exclude a priori. Finally note, that D must have at least 11 crossings, as the only almost positive knot of at most 10 crossings is 10 145 , which has genus two.
There arguments exclude after some check all but 7 of the series. We discuss these cases in more detail.
The argument we apply for these cases basically repeats itself 7 times and consists mainly in drawing and looking more carefully at the corresponding pictures to see how to eliminate the negative crossing by Reidemeister moves in most of the cases, and to check that in the remaining cases maxdeg ∆ = 2. I list up the cases, leaving the drawing of the pictures to the reader. 6 2 : 3 4 6 and 2 5. The negative crossing may be chosen to be 1 or 3. If it is 1, the diagram simplifies to a positive diagram unless at 3 is twisted. However, if at any of 3, 4 and 6 it is not twisted, then by flypes this crossing can be got to be 3, hence at all these 3 crossings there must bet 0 2 moves. The resulting 12 crossing diagram has maxdeg ∆ = 2.
Similarly changing 3 to the negative leaves only over the cases of twists at 1, 4 and 6, again with maxdeg∆ = 2. 7 6 : 3 6, 5 7, 2 4. This reduces to checking the negative crossings to be 1 or 2. In case it is 1, the diagram can be transformed into a positive one unless at both 2 and 4 is twisted, in which case maxdeg∆ = 2. If 2 is switched to the negative, then the diagram simplifies always to a positive one. 7 7 : 2 5, 4 7 and inversion symmetry leave you with the negative crossing being 1 or 3. Former case simplifies to a positive diagram unless at crossings 3 and 6 is twisted, and so does latter unless at crossings 1 and 6 is twisted, in which cases maxdeg∆ = 2. 8 14 : 2 5, 4 7 and 6 8 leave you with crossing 1, 3 or 4. 1 simplifies unless 3 is twisted, in which case maxdeg∆ = 2, 3 simplifies unless 1 and 4 and hence (by flypes) also 7 are twisted, in which case again maxdeg∆ = 2. 4 simplifies always.
9 39 : 1 4, 2 6, 3 8 leave you with crossings 5, 7 and 9 negative. When 5 is negative, then already maxdeg∆ = 2.
When one of 7 and 9 are negative, the diagram simplifies unless at the other there is at 0 2 move, in which case maxdeg∆ = 2.
And finally, 7 6 1 3 2 ?! 0 1 2 2 ?! 0 1 4 ?! 0 1 2 4 ?! 3 1 2 5 ?! 0 1 5 ?! 0 1 2 5 ?! 0 1 4 5 ?! 0 1 4 4 ?! 0 1 4 5 ?! 0 1 5 5 ?! 0 1 5 7 3 6 2 3 1 ?! 0 1 1 1 ?! 0 1 4 ?! 0 1 1 4 ?! 3 1 1 5 ?! 0 1 5 ?! 0 1 4 4; 1 5; 4 5; 5 5 ?! 0 1 4 5 ?! 0 1 2 4 1 ?! 6 2 3 ?! 0 1 3 ?! 0 1 5 ?! 3 1 2 5 1 ?! 0 1 3 ?! 0 1 1 3 ?! 0 1 4 ?! 3 1 3 4 1 ?! 0 1 1 5 ?! 0 1 2 ?! 0 1 1 2 ?! 3 1 2 5 ?! 0 1 5 ?! 0 1 4 5 1 ?! 0 1 2 ?! 3 1 1 3 ?! 0 1 3 ?! 0 1 9 41 : 5 9, 2 6, 3 8 leave 1, 4 and 7 to be negative. However, the diagram has (modulo S 2 moves) a Z 3 -symmetry (rotation around 2π=3), hence we need to deal just with crossing 1 switched to the negative. This simplifies to a positive diagram unless at both 4 and 7 is twisted, in which case maxdeg ∆ = 2. I expect a negative answer to both (note that in this case the answer to the second part of the question is a consequence of the answer to the first part). To give a negative answer, one could try to apply the argument excluding 10 145namely that it has an almost positive genus three diagram -to the other knots occurring in our proof whose diagrams are not straightforwardly transformable into positive ones (instead of showing maxdeg∆ = 2 for them), but this can turn into hard labour.
Unique and minimal positive diagrams
One of the achievements of the revolution initiated by the Jones polynomial was the proof of the fact that an alternating knot has an alternating diagram of minimal crossing number [Mu] . Unfortunately, such a sharp tool is yet missing to answer the problem in the positive case. Hence the question whether there is a positive knot with no positive minimal diagram is unanswered. In [St5] I managed to give the negative answer to this question in the case the positive knot is alternating, and subsequently I received a paper [N] , where this result was proved independently. Moreover, it follows from [St4] that the answer is the same for (positive) knots of genus one (in fact, a positive genus one knot is an alternating pretzel knot). Here we extend this result to genus two. The main tool we use to prove this theorem is the Q polynomial of Brandt-Lickorish-Millett [BLM] and Ho [Ho] (sometimes also called absolute polynomial) and some results about its (maximal) degree obtained by Kidwell [Ki] (and also more generally by Thistlethwaite for the Kauffman polynomial).
Recall, that the Q polynomial is a Laurent polynomial in one variable z for links without orientation, defined by being 1 on the unknot and the relation
where A i are the Q polynomials of links K i and K i (i 2 Z f∞g) possess diagrams equal except in one room, where an i-tangle (in the Conway sense) is inserted, see figure 8 (here any orientation is unimportant).
The following is the subsequently applied result on max degQ. 2 Lemma 8.1 With the above notation the Q polynomial satisfies the following property:
A n = (z 2 ?1)(A n?2 ?A n?4 ) + A n?6 :
(3)
Proof. You have from (2)
A n + A n?2 = z(A n?1 + A ∞ ) :
Now, adding two copies of (4) for n and n ?2 we get A n + 2A n?2 + A n?4 = 2zA ∞ + z(A n?1 + A n?3 ) = (z 2 + 2z)A ∞ + z 2 A n?2 :
So A n = (z 2 + 2z)A ∞ + (z 2 ?2)A n?2 ?A n?4 : Therefore A n ?(z 2 ?2)A n?2 + A n?4 = A n?2 ?(z 2 ?2)A n?4 + A n?6 ;
which is equivalent to the assertion.
2 Proof of theorem 8.1. Take a positive diagram D of a positive genus 2 knot K. If D is composite, the genus one case shows that K is the connected sum of two alternating pretzel knots, hence K is alternating. So consider the prime case. The series of 12 1097 and 13 4233 and their progeny contain only positive diagrams which are alternating, so these cases are trivial. Considering 11 148 , the diagram is made positive by switching the negative clusp. But all diagrams arising byt 0 2 moves from this diagram can be simplified near the switched (and possibly twisted) clusp by one crossing, so as to become alternating. The same argument excludes (the series of) 10 97 , 9 25 and 8 14 . The case of 8 12 is trivial, because it contains only rational knots, which are alternating. For 10 58 and 7 7 apply the clusp argument separately to the two negative clusps. For 7 6 the two negative clusps cannot be reduced independently, but still drawing a picture one convinces himself, that a reducing to an alternating diagram by 1 crossing is always possible no matter how manȳ t 0 2 moves have been performed to the diagram. Here is a typical example:
This leaves us with 12 1202 , 9 41 , 9 39 and 6 3 . By corollary 8.1 is suffices the check that for any positive diagram D in their series maxdeg Q(D) = c(D) ? 2. By the lemma 8.1 and theorem 8.2 this reduces to calculating Q for at most onet 0 2 move applied near a crossing and a (reverse) clusp being positive or resolved. However, when the clusp is resolved, the diagram reduces to one in the series of some specialization, for which maxdeg Q(D) = c(D) ? 2 or maxdegQ(D) = c(D) ?3 by the above discussion. The formula in the lemma 8.1 then shows that we need to consider just positive clusps withoutt 0 2 moves. This leaves a small number of diagrams. E.g., the diagram of 12 1202 consists only of clusps, hence only one diagram needs to be checked. Switching all crossings in the diagram of 12 1202 to the positive, we obtain a diagram of the knot 12 2169 , for which maxdeg Q = 10 is directly verified. 9 39 and 9 41 have 3 nonclusp crossings, hence there are 8 diagrams to be checked, and for 6 3 we have 64 diagrams. Using various symmetries one can further reduce the work, but even that far I had no longer serious trouble checking the 8 + 8 + 64 = 80 relevant diagrams by computer.
2
The method used in the proof can also be used further. In [St4] I exhibited the (p; q; r)-pretzel knots with p; q; r > 1 odd as positive knots with a unique positive diagram (up to inversion and moves in S 2 ) and asked whether these are the only examples. The reason behind this question was that (as I already expected at that point) the number of series generators grows rapidly with the genus and hence so does the number of diagram candidates for a positive knot of that genus. Here we observe that at least for genus 2 the variety on generators is not sufficiently large, so that such examples still exist. We take one of our generators.
Example 8.1
The knot !10 120 has a unique positive diagram. To see this, first use that 10 120 is non-arborescent (maxcf Q = 6). This excludes the series of the knots up to 9 25 , and 10 58 . The series of 9 38 , 10 101 , 11 123 , 11 329 , 12 1097 and 13 4233 are excluded because all positive diagrams in these series are alternating (and the onlyt 0 2 irreducible diagrams they contain are the generators themselves andt 0 2 (ir)reducibility is preserved by flypes). 10 97 is excluded, because by the above discussion the maximal degree of Q on positive diagrams in its series is equal to the crossing number minus 2, and hence all maximal degrees are even (whereas clearly maxdeg Q(10 120 ) = 9). The same argument excludes 12 1202 and recudes checking positive diagrams in the series of 11 148 only to the one with not 0 2 moves applied, which belongs to 10 101 , and the diagrams of 9 39 and 9 41 made positive by crossing changes and with exactly onet 0 2 move applied. In all the latter cases maxdegV = 11, whereas maxdegV (!10 120 ) = 12, hence to finish the argument, it remains only to notice that the alternating diagram of 10 120 does not admit a flype itself and because of the crossing number, anyt 0 9. Some evaluations of the Jones and HOMFLY polynomial
Roots of unity
The first obstruction to particular values ofg is an inequality of Morton [Mo] : maxdeg m P=2 g, which shows that g > g for the untwisted Whitehead double of the trefoil [Mo, remark 2] and also for one of the two 11 crossing knots with trivial Alexander polynomial, which according to [Ga, fig. 5 ] has genus 2 (I cannot identify which one). In this section we will discuss an alternative approach to such an obstruction, and apply it to exhibit the first examples of knots on which the weak genus inequality of Morton is not sharp.
The present classification opens the question for simple criteria which can be applied to exclude a knot from belonging to a givent 0 2 twist sequence. We noted that some of thet 0 2 twist sequences contain others, so we need to consider only maint 0 2 twist sequences. Such a criterion is the following fact, which is a direct consequence of the skein relations for the Jones [J] and HOMFLY [H] polynomial and has been probably first noted by Przytycki [Pr] .
Theorem 9.1 (Przytycki) Let a 2k = 1, a 6 = 1. Then V (a) 2 C and P(ia; m) 2 C m 2 ] aret 2k invariant.
Corollary 9.1 The sets
are finite for any k and g 2 N. 2
The finiteness of the first family of sets can be thought of as a refinement of Morton's obstruction. More precisely spoken, the finiteness condition for a single evaluation at a root of unity may not always be a refinement as it may happen that maxdeg m P(ia; m) < maxdeg m P, but any infinite series of roots of unity will give a condition, which is stronger than Morton's criterium (although yet a general method to compute an infinite family of these sets is lacking.)
In particular the remarkable property of the value V ? 2 Now, an idea would be to compute these sets for some k in all 24 series and to hope not to find the value of some knot therein. Note, that the polynomials are preserved by mutations, so we need to consider just one diagram for any generating knot.
Although these sets are very large, they promise to give a good obstruction in view of Jones' results [J2, x14] that evaluations of the Jones polynomial at some roots of unity are already infinitely many for (closed) braids of low strand number. In a way, this is no surprise because of the result of Birman and Menasco [BM, theorem 2] that there exist only finitely many knots of given genus and given braid index. I hoped, however, to apply the obstruction to knots of fixed genus but without regard of the braid index. Therefore it appeared tempting to me to compute the sets forg = 2 in some simple cases.
The cases k = 2 and k = 3 did not suggest themselves as particularly interesting at least for V , because the corresponding evaluations can be well controlled [LM2, Li] . So I started with k = 4. In case of V , this is mainly the information given by its evaluations at e πi=4 and e 3πi=4 (modulo conjugation and the value at i, which is equivalent to the Arf in- It would clearly be helpful to find some nice properties of these sets but such seem unlikely to exist or at least are obscured by the electronic way of obtaining them.
Here is some more special example. A check of the evaluation of V mod t 10 ?1 t 2 ?1 shows that the polynomial modulus is not realized in any main series of even crossing number. So these knots do not have a genus 2 diagram of even crossing number (though clearly they have some in the series of 5 1 ). 15 184486 15 184487 Figure 10 : The two 15 crossing pretzel mutants, for which we can show at least that they have no diagram of even crossing number of genus 2, but which have max deg m P = 4.
The Jones polynomial on the unit circle
While the unity root values of V have been useful in a practical purpose, we can continue the discussion of the polynomial evaluations in a more theoretical direction.
More generally than just in roots of unity, it is possible to say something about the evaluations of the polynomials on the unit circle. Here are two slightly weaker but hopefully also useful modifications of corollary 9.1. They are also possible for P, but I content myself to V for simplicity.
Proposition 9.1 Let z 2 C with jzj = 1 and z 6 = ?1. Then the set fV K (z) jg(K) = g g C is bounded for any g 2 N.
Proof. Use the Jones skein relation to expand the Jones polynomial of a knot in thet 0 2 twist sequence of a diagram in terms of the Jones polynomials of the diagram and all its crossing-changed versions. You obtain a messy expression of partial sums of the Neumann series for z 2 and z ?2 . Now use the boundedness of these partial sums if jzj = 1 and z 6 = ?1. (The value V (1) is of little interest.) 2 Proposition 9.2 Let z 2 C with jzj 1 and z 6 = ?1. Then the set fV K (z) jK is positive and g(K) = g g C is bounded for any g 2 N.
Proof. In case of positivet 0 2 twists only, the Neumann series for z ?2 do not occur and you are done as before.
2
This result seems similar to the boundedness of some other sets of evaluations of V on closed braids of given strand number considered by Jones [J2, x14] . But the nature of our sets is quite different. Note, for example, that their closure is countable (so in particular its set of norms has empty interior) for jzj < 1, while Jones showed that for the evaluations he considered, the closure is an interval.
Jones's theorem holds taking the closures of the whole 3-strand braid group, including two and three component links.
In x9.3, I decided to give a modified version of Jones's theorem for knots, both because of its interest as a contrast to corollary 9.1, and the elegance of its argument of proof.
Here is a small application of the first boundedness criterion, which, while not terribly exciting, at least demonstrates some control ong from V . First we need the following definition.
Definition 9.1 Define the squared norm of a Laurent polynomial V as its squared norm in L 2 (S 1 ) (the space of quadratically integrable functions on S 1 ), which is equal to the sum of the squares of its coefficients. So
To see the equivalence of these formulas, note that R 1 0 e 2kπui du = 0 for k 2 Z, unless k = 0, and that jV(t)j 2 = V (t)V (1=t) for t 2 S 1 . Note, that here we do not mean the integral in the usual complex analytic sense, where the integrand is multiplied by the derivative of the parametrization u 7 ! t := e 2πiu and the residuum, its coefficient of 1 = t , becomes relevant.
Example 9.2 Let K be a knot with V K 6 = 1 and fK n g ∞ n=1 be a series of knots with V K n = V n K . Then lim inf n!∞g
This is evident for K n := # n K (because of the additivity of the genus under connected sum and the inequalityg g), but it is non-obvious to prove it entirely from the Jones polynomial, which for itself hardly offers any reasonable general control on the genus (although it does so very well in special cases, see [St5]).
Proof. If maxjV K j S 1 >1 then apply proposition 9.1 to some z 2 S 1 nf?1g, where jV K (z)j >1. Else if min jV K j S 1 <1 then jjVjj 2 < 1, hence V = 0, which is impossible. So V = V K leaves invariant S 1 . But as V has real coefficients, this means V (1=t) = 1=V (t) for t 2 S 1 . By holomorphy arguments this implies V (t)V (1=t) 1 on C n f0g, so V K is a monomial, and as V K (1) = 1 and V 0 K (1) = 0, it must be 1.
It becomes evident, that the "determinant" (the value of V at ?1, see [J2, (12. 3)]) fails fitting into the picture in a way which is unclear to me. Here another phenomenon occurring with this value, whose proof goes along similar lines (whose details I leave to the reader), but for which I have no explanation. Corollary 9.3 Let fK n g be a series of knots withg(K n ) fixed and jjV K n jj ! ∞ (a n ! ∞ denotes lim inf n!∞ a n = ∞). Then
is bounded in n for any ε > 0 (where B (?1; ε) denotes the ball around ?1 with radius ε). Or, if fV K n (?1)g is bounded, but jjV K n jj ! ∞, theng(K n ) ! ∞. 2 Proof sketch. Consider a converging subsequence of maximal points of jV K n j S 1 and use that its limit is not ?1, together with proposiiton 9.1.
2 Thus, for knots of fixedg the main part of the norm of their Jones polynomial concentrates near ?1.
Remark 9.1 The various expressions for jjVjj show, that if V is a Laurent polynomial with integral coefficients, or more generally an analytic function with one possible singularity at zero, such that its analytic Laurent series expansion around zero has radius of convergence > 1 (so it converges absolutely on S 1 ) and all non-zero coefficients in it are of norm at least ε for some ε > 0, then for a sequence fV n g of such V 's the properties jjV n jj ! ∞ and maxjV n j S 1 ! ∞ are equivalent, so the definition of jjVjj could (for our purpose) be given as well this way. However, the various ways of looking at jjVjj (defined in our way) are more elucidative.
As a small consequence we can note the following Corollary 9.4 Among the Jones polynomials of knots of giveng, only finitely many polynomials of given V (?1) and given span occur.
Proof. Use the previous corollary: fixed weak genus and fixed determinant mean bounded norm. Bounded norm and given span imply finite number of coefficient lists between minimal and maximal degree, so the only infinite degree of freedom you appear to have is the (say, minimal) degree. But (for knots, unlike for links) the coefficient list recovers the minimal degree, because V (1) = 1 and V 0 (1) = 0.
2 Note, that I do not claim that only finitely many knots with such a polynomial occur. In fact, a polynomial may be realized infinitely many times among knots with giveng, as show the series constructed by Kanenobu [Kn, Kn2] , which are easily seen to have boundedg.
Again in the last corollary the determinant poses an extra condition. But it is possible that the condition of the determinant is obsolete, although yet I have no way to get rid of it. So there is some evidence for Conjecture 9.1 Among the Jones polynomials of knots of giveng, only finitely many polynomials of given span occur.
On the other hand, if we do not waive on the determinant, the span condition can be further weakened.
Definition 9.2 Define the inner span of a Laurent polynomial V 2 Z t ?1 ;t] as maxf u ?vj V(t)] t u 6 = 0 6 = V (t)] t v ; 8w 2 (v; u) : V (t)] t w = 0 g:
It is, informally spoken, the biggest gap length in the coefficient list of V .
Corollary 9.5 Among the Jones polynomials of knots of giveng, only finitely many polynomials of given V (?1) and bounded inner span occur.
2 Now Jones polynomials of very high inner span are easily exhibited (use for example Jones' formula for torus knots [J2, proposition 11.9]). But the situation is different among alternating knots.
Theorem 9.2 Jones polynomials of alternating knots (and links) have inner span at most two. More precisely, this inner span is one, unless the knot (or link) is a (connected sum of) (2; n) torus link(s).
This fact is proved by Thistlethwaite [Th, theorem 1 (iv) ], but I roughly recall an argument using the Kauffman bracket.
Proof sketch. Use the Kauffman state model (see [Ad, Ka3, Ka4] ), induction on the crossing number, and assume the bracket coefficients are nonnegative (resp. nonpositive) when the exponent of A has rest 0 (resp. 2) modulo 4. Observe that resolving a crossing (in both ways) in an alternating diagram D preserves alternation, so that the contributions of both resolved diagrams D 1 and D 2 to each coefficient of the bracket of D have the same sign.
Moreover, if both resolved diagrams D 1 and D 2 are irreducible, the difference of their minimal and maximal degrees of the bracket is at most four. And if, say, D 2 is reducible, but D 1 is not, then the bracket degrees of D 2 lie within those of D 1 with a possible correction of 4. Finally, if both D 1 and D 2 are reducible, then the connected component of the resolved crossing in D must have been a Hopf link.
So by induction to obtain a zero coefficient in the Jones polynomial of D inbetween the minimal and maximal degree, you must have either such one in both polynomials of D 1 and D 2 , or the one diagram is reducible and the other one has a zero coefficient inbetween minimal and maximal degree in the Jones polynomial, or you have a Hopf link. Then inductively by a case discussion you conclude (excluding e.g. twist knots) that the connected component of D with the resolved crossing is a diagram of a (2; n) torus link.
The reason for quoting this theorem and the last definition and corollary is the following real goal.
Corollary 9.6 There are only finitely many alternating knots of given genus and given determinant.
Proof. It follows from corollary 9.5, theorem 9.2 and the fact that any Jones polynomial is realized only finitely many (possibly no) times by an alternating knot.
But looking more carefully on the last proof we see that the result can be proven even in the stronger version without the genus condition entirely from the state model. It is not too hard for example to see that it implies Proposition 9.3 The absolute value of the determinant jV(?1)j of an alternating knot or link is not less than its crossing number.
Therefore, yet a good motivation for considering the norm of V , at least for alternating knots, seems missing.
Note also, that the absolute value of the determinant of an alternating knot has a nice lower bound coming from the state model -the number of leaves in the binary resolution tree of computing the bracket using the resolving relation to non-isthmus crossings, and stopping each time a (not necessarily zero crossing) diagram of an unlink is reached. Hence generically the determinant of an alternating knot will grow with the crossing number at least as strong as the complexity of this tree, which is apparently exponential.
Finally, I summarize the main observations in this paragraph in the following form.
Theorem 9.3 The map f = f g : S 1 ! R defined for g 2 N + by f g (q) := sup V K (q) g(K) = g has the following properties:
where bar denotes complex conjugation;
2) f (1) = 1, f (?1) = ∞;
3) f is upper-half-continuous on S 1 nf?1g (that is, for q 2 S 1 and q 6 = ?1 we have lim sup q n 6 =q;q n !q f g (q n ) f g (q)) and lim q!?1
where the maximum is taken over L being a(n alternating) link diagram obtained by smoothing out some sets of crossings in an alternatingt 0 2 irreducible diagram of genus g. In particular, the order of the singularity of f g at ?1 is at most d g .
The same properties hold if we modify the definition of f g by taking the supremum only over positive or alternating knots.
Proof. The explicit estimate follows from the same argument as in the proof of proposition 9.1. If V n denote the Jones polynomials of L n , where L n are links with diagrams equal except in one room, where n antiparallel half-twist crossings are inserted, then from the skein relation for the Jones polynomial we have
with V ∞ denoting the Jones polynomial of L ∞ and L ∞ being the link obtained by smoothing out a(ny) crossing in the room.
Expand this relation with respect to any of the d k crossings, at whicht 0 2 moves can be applied, obtaining 2 d k terms to the right, and take the norm, applying the triangle inequality and using jqj = 1.
So the only fact remaining to prove is f g (?1) = lim q!?1 f (q) = ∞. Because of the continuity of V it suffices to prove f g (?1) = ∞. For this first one easily observes that the determinant (even the whole Alexander polynomial) depends linearly on the number oft 0 2 twists. So we could achieve arbitrarily high and low determinant (and at least one of them in alternating or positive diagrams) in thet 0 2 twist sequence, unless all linear coefficients in this dependency are zero. But the fact that the determinant never changes sign by at 0 2 twist implies that all knots in the series have the same signature, and as any diagram can be unknotted by crossing changes, it must be 0. But forg > 0 for example the (2; 2g + 1) torus knot has signature 2g > 0, sog = 0, which is a contradiction. 2
Jones's denseness result for knots
This subsection is unrelated to our discussion as far as weak genus two knots are considered. However, it is interesting in connection (or rather contrast) with the properties of their Jones polynomial unity root evaluations.
In [J2, proposition 14.6], Jones exhibited the denseness of the norms of V ? e 2πi=k on closed 3-braids in 0; 4 cos 2 π=k],
if k 2 N nf1;2;3;4;6;10g.
Here we modify this result restricting our attention to knots, which are closed 3-braids. Proof. We follow closely Jones's proof. The second inclusion is due to him. The essential is the first inclusion.
By Jones's proof you have for β 2 B 3 with even exponent sum β] (in particular when β's closureβ is a knot), that 1 4 cos 2 π=k
Vβ e 2πi=k = f (tr(ψ β )) := 1 ? 1 2 cos 2 π=k + 1 4 cos 2 π=k tr(ψ β ) ; (6) with ψ being the reduced Burau representation of B 3 . Now by [Sq] , up to a conjugation (not affecting the trace), ψ(β) 2 U(2), and hence, if additionally k divides β], then ψ β e 2πi=k fβ2B 3 : kj β] g SU(2) ; in particular tr(ψ(β)) is real. Now Γ 0 := fβ 2 B 3 :β is a knot and kj β] g is a coset in B 3 =Γ, where Γ is the kernel of β 7 ! ? σ(β); e 2πi β]=k 2 S 3 Z k (σ is the induced permutation homomorphism B 3 ! S 3 ). Again Γ B 3 is normal and of finite index, hence the closure of ψ(Γ) SU(2) has non-trivial connected sets. In particular the connected component of 1 contains an S 1 3 ?1. Therefore, ψ(Γ 0 ) with each ψ 0 also contains a copy we call G ψ 0 of S 1 (not necessarily as subgroup) with G ψ 0 3 ?ψ 0 . If now for some ψ 0 2 ψ(Γ 0 ) we had tr(ψ 0 ) = τ (where τ 2 R), then jfj G ψ 0 would be a continuous function on G ψ 0
admitting the values f (?τ) and f (τ), and for τ 6 = 0 we would apply Jones's argument. Therefore, we are interested in some ψ 0 where jτj is maximal. Now if ξ 1;2 are the eigenvalues of ψ 0 (with jξ 1;2 j = 1), then because of Γ 0k := fγ k : γ 2 Γ 0 g Γ 0 for any 3 -k, we consider the maximal trace of ψ 0k with 3 -k, which is µ(ξ) := sup 3-k 1 + ξ k with ξ := ξ 1 =ξ 2 . One sees that µ is minimized by ξ = e 2πi=3 , where it is 1. Therefore, f ranges at least between f (?1) and f (1) on one of the G ψ 0k , which implies the assertion.
2
While this is likely not the maximum we can get in our restricted situation for 3-braids, Jones's corollary specializes completely to knots. Corollary 9.7 If k 2 N nf1;2;3;4;6;10g, then V K ? e 2πi=k : K is a knot = 0; ∞) .
Proof.
Use that 1 is always in the interior of the interval to the left of (5) and apply connected sums.
2
Now we attempt to generalize corollary 9.7 to the case k = 10. According to Jones [J3, p. 263 top] , by the work of Coxeter and Moser [CM] , the image of B 3 in the Hecke algebra is finite, so we need to start with 4-braids, which makes the situation somewhat more subtle.
Proposition 9.5 V K ? e πi=5 : K is a knot = 0; ∞) .
Proof. First we show that V K ? e πi=5 : K is a 4-braid knot contains an interval. This goes along similar lines as the proof of proposition 9.4.
Consider Γ B 4 , which is the kernel of B 4 3 β 7 ! ? β] mod 10; σ(β); ψ(β) 2 Z 10 S 4 H(e πi=5 ;3); where H(e πi=5 ;3) denotes the 3-strand Hecke algebra of parameter e πi=5 , is the homomorphism B 4 ! B 3 with σ 1;3 = σ 1 , σ 2 = σ 2 , and all other notations are as before. Again Γ B 3 is normal and of finite index, hence the closure of ψ(Γ) SU(3) has non-trivial connected sets.
All subgroups S 1 of SU(3) can be conjugated to subgroups of the standard maximal toral subgroup, which are of the form u 2 0; 1] 7 ! 0 @ e 2kπiu 0 0 0 e 2lπiu 0 0 0 e ?2(k+l)πiu 1 A for some k; l 2 Z with (k; l) = 1. We will refer to these S 1 s as standard S 1 s. Therefore, ψ(Γ) contains some AS 1 A ?1 for some A 2 SU(3). Now, consider some β 2 B 4 with σ(β) a 4-cycle, and write down the weighted trace sum for 4-braids. The result is with c := cos π=10 (note, that the two ψs denote Burau representations of different braid groups).
If jπ 0 j βΓ is not constant, we would find the desired interval. Therefore, assume that in particular jπ 0 j βψ ?1 (AS 1 A ?1 )
is constant. Now, on any coset of B 4= Γ , ψ(β) is constant, and AS 1 A ?1 acts by multiplying by unit norm complex numbers the columns, so in particular the diagonal entries ξ i of Aψ(β)A ?1 (i = 1; 2; 3). Therefore, e 2πiku ξ 1 + e 2πilu ξ 2 + e ?2πi(k+l)u ξ 3 must lie in some sphere (boundary of some ball) in C for all u 2 0; 1]. Moreover, the center of this sphere is non-zero, as tr(ψ(β)) is a real multiple of an odd power of e πi=5 and has norm 1. By holomorphy arguments this is only possible if ξ i λ i = 0 for i = 1; 2; 3, with λ 1 := k, λ 2 := l, λ 3 := ?(k+l). Therefore, we have Aψ(β)A ?1 2 M , where M is the subset of U(3) of matrices with at least two zero diagonal entries. But if σ(β) is a 4-cycle, so is σ(β 2k+1 ) for any k 2 Z, so that in particular any odd power of Aψ(β)A ?1 must lie in M . Taking β = σ 1 σ 2 σ ?1 3 and setting U := e ?πi=5 Aψ(β)A ?1 we obtain an element of infinite order in SU (3), with all its odd powers lying in M . But now, U Z SU(3) is an Abelian closed non-discrete subgroup, and hence U Z contains some S 1 . But U Z contains the dense subset U 2Z+1 , which is also a subset of M , and hence U Z is contained itself in M . Therefore, M \SU(3) contains an S 1 .
To show that this is impossible, consider again the trace. Because of the at least two zero entries and Cauchy-Schwarz for the third, jtrj 1 on the whole M . But intergrating the squared trace norm on the standard S 1 we obtain Z 1 0 e 2πiku + e 2πilu + e ?2(k+l)πiu 2 du = ( 3 fk; l; ?k ?lg = 3 5 fk; l; ?k ?lg = 2 ; so we must have jtrj > 1 somewhere on the standard S 1 , providing us with the desired contradiction.
In summary, we showed that V K ? e πi=5 is dense in some interval when taking knots K ranging over closed 4braids. From this the proposition follows by taking connected sums once we can show that there are knots K 1;2 with V K 1 ? e πi=5 > 1 and V K 2 ? e πi=5 < 1. Luckily, already K 1 = 3 1 (trefoil) and K 2 = 4 1 (figure eight knot) do the job, and we are done.
2 Remark 9.2 V. Jones pointed out, that the proof can be simplified by using that V ? e πi=5 is invariant under a 5move. Using this, it would suffice to show that jπ 0 j is not constant on Γ (instead of some non-trivial coset in B 4 =Γ) and we could waive on considering M . Another way would be to show directly that ln V K 1 ? e πi=5 ln V K 2 ? e πi=5 is irrational for some K 1;2 as above.
10. k-moves and the Brandt-Lickorish-Millett-Ho polynomial 10.1. The minimal coefficients of Q It becomes clear from the previous discussion that the polynomial evaluations for themselves will unlikely give some significantly more powerful criteria for showingg > 2 than Morton's inequality, so it is interesting to find additional methods that sometimes manage to do some piece of work left over by the unity root evaluations. One such method are the low degree coefficients of Q. This is where the effort in examining the 8th roots of unity of V came to use.
We have the following (fairly weak) criterium.
Proposition 10.1 Let k be a prime. Then Q mod (k; z k ) ist 4k invariant.
Proof. As in the proof of lemma 8.1, adding two copies of (4) for n and n ?2 we get
Now we iterate this procedure and obtain
Noting that K n?k is a knot when orienting K n the twists are antiparallel, even if k is odd (so that mindegA n?k = 0), and using the primality of k, so that modulo k the left hand-side collapses to two terms, we get modulo k and z k
Subtracting two copies of this equality for n and n ?2k instead of n gives the assertion. 2
Remark 10.1 The proof also shows that Q mod (k; z k?1 ) is invariant under a t 4k move.
Working with unity roots of V of order 8 and 10 it turns out useful to consider the criterium for k = 5. This criterium has some chance to give partial information as long as the number of cases left over by the unity root evaluations is sufficiently less than the total number of values of Q mod (5; z 5 ), which is very likely 5 5 = 3125.
Another criterium follows again from Przytycki's work [Pr, corollary 1.17, p. 629 ].
Theorem 10.1 (Przytycki) Let F be the Kauffman polynomial [Ka] . Then F(a; z + 1=z) is invariant undert 2k moves, when z 2k = 1 (z 6 = 1; i) and z k = a k (a 6 = z 1 ).
The Kauffman polynomial is a powerful invariant, but, especially when dealing with many and/or high crossing number diagrams, too complex for practical computations. Hence, to make this result more computationally manageable, we set again a = 1 and obtain
In the following we decide to use the second property for k = 5. (One could also take k = 10 for the first property.) Clearly, Przytycki's criterion is more powerful, already because the number of values of the invariant is infinite. But our first criterion is easier to compute, and at least it is not a consequence of Przytycki's one, as shows the following Example 10.1 Consider k = 5. The knots 11 368 and 13 387 on figure 11 have Q polynomials that leave the same rest ( ?3] 0 0 4 4 6 4 4) modulo z 10 ?1 z 2 ?1 . But modulo 5 they differ already in the absolute term, so 11 368 and 13 387 are not t 20 equivalent, and by remark 10.1 nor even t 20 equivalent. Remark 10.2 It is striking that if we take the rest Q(z + 1=z) mod z 10 ?1 z 2 ?1 to be an honest polynomial P in z of degree 7, then always P] 1 = P] 2 = P] 4 ? P] 6 = P] 3 ? P] 7 = 0 (with P] i = P] z i ). This is in fact true whatever polynomial Q 2 Z z] may be, because the subalgebra of Z z; 1=z] z 10 ?1 z 2 ?1 generated by z+1=z = ?z 3 ?z 5 ?z 7 is the Z-module with basis 1; z 5 ;z 4 + z 6 and z 3 + z 7 , and hence is a rank 4 subalgebra of an algebra of rank 8 over Z. Therefore, Przytycki's criterion loses on power whenever this subalgebra (considered also with 10 replaced by other values n) is small.
For n divisible by 5 an additional restriction comes from Jones' result [J4] showing that Q(z + 1=z) mod z 5 ?1 z ?1 is always either of the form 5 k or 5 k (2z 3 + 2z 2 + 1) (depending on the parity of dim Z 5 H 1 (D K ;Z 5 )) for some natural number k. So in view of these restrictions the existence of a pair like in example 10.1 is not a big surprise.
The original intention for these criteria was to exclude further knots from the set of 2010 from havingg = 2. So I was fairly surprised that all my most promising candidates (that is, the knots, whose V moduli appeared the least number of times in the series) showed up in (at least one of) the series of 12 1097 and 13 4233 . So in practice the above criteria have been useful to me to reduce the number of diagrams in the series to be considered to identify these knots. The identification was done using KnotScape.
Indeed, considering diagrams in the series of 13 4233 and 12 1097 (and all their special cases) obtained by switching crossings and performing at most onet 0 2 move at each crossing/clusp (that is, with 4 crossings in each -equivalence class), and then those diagrams of at most 17, resp. 18, crossings, selecting diagram candidates for any knot by calculating the Jones polynomial, and finally applying Thistlethwaite's diagram transformation tool knotfind, I managed to identify all the other knots in genus two diagrams expect the two shown on figure 12. It would clearly be helpful to find some nice properties of these sets but such seem unlikely to exist or at least are obscured by the electronic way of obtaining them. Four of these vectors (with the numbers as they are) give diagrams of 123 crossings, which are hardly of interest, and all the other 16 indeed identify to a diagram of our knot, but these diagrams still have at least 19 crossings.
There are, however, simpler diagrams of this knot of genus 2. One in the series of 12 1097 with 16 crossings is shown on the figure to the right. But because of the parity, any diagram in this series cannot be minimal.
Finally, the series of 11 148 I checked in the same way, where the Q polynomial excluded all 12 possibilities left over by V .
The same argument applies for 15 176702 , excluding the series of 10 97 by the same argument as 12 1097 . In the series of 11 148 the Q polynomial check leaves 4 diagrams, two of 79 crossings and two others identifying to 15 176702 , but just of 19 crossings. Then there are further the knots 15 177538 , 15 183000 and 15 125027 , where in these three examples, considering 11 148 is not necessary, as 13 4233 is the only odd crossing number generator in whose series both V moduli (for k = 4 and k = 5) of these knots occur.
Remark 10.3 One should note, that (using a similar argument as in the proof of theorem 8.1 for the maximal degree of the Q polynomial on the non-alternating pretzel knots) one can show that forg = 1 any (weak genus one) knot has a genus one minimal diagram.
Remark 10.4
These examples were accidental and probably simpler examples exist. Simply the variety of knots does not allow to me to design my quest to be optimal with respect to any potentially interesting phenomenon.
Unknotting numbers and the 3-move conjecture
3-moves remain of particular interest because of their relation to unknotting numbers. From lemma 8.1 it readily follows that Q(?1) is 6-invariant (that is, invariant under 6-moves). Now, taking (7) for k = 3 and applying (2) to the middle two terms on the left therein, we get
Setting z = ?1, we get A n (?1) + A n?6 (?1) = 2A n?3 (?1) ; so that the 3-invariance of Q(?1) now follows from its 6-invariance.
Theorem 10.2 Q(?1) is 3-invariant.
Prof. Yasutaka Nakanishi informed me that this is a result found simultaneously by Prof. Makoto Sakuma, Prof.
Hitoshi Murakami and himself. Nakanishi introduced 3-moves in 1979 for the study of H 1 (D K ;Z 3 ), which is known to be preserved by such moves. When the knot polynomials appeared, dim H 1 (D K ;Z 3 ) was identified as the logarithm with base ?3 of Q(?1) (see Theorem 8.4.8 (2) of [Kw] ) and of V ? e πi=3 2 (as mentioned above).
It is worth summarizing some consequences, though most of them are reformulations of these results.
Corollary 10.2 Two different unlinks (that is, unlinks with different number of components) are not 3-equivalent. If a link K is 3-equivalent to a n component unlink, then Q K (?1) = (?3) n?1 and n ?
1, where u is the unlinking number of K (the minimal number of crossing changes necessary to create an unlink out of K) and s is its component number.
2
The unlinking number inequality follows from the fact, that because of the Jones skein relation, the exponents of ?3 in V ? e πi=3 2 of two diagrams differing just by a crossing change cannot differ by more than one (as observed in [Tr2]). It gives in some cases a rapid visual lower bound for the unknotting number. The statement for the simplest such case, namely, that a diagram with a (3; 3)-tangle is knotted, is due to David Krebes and was demonstrated by Lou Kauffman in one of his talks on the "Knots in Hellas '98" conference in Delphi.
An important conjecture of Nakanishi [Na] is Conjecture 10.1 (Nakanishi's 3-move conjecture) Any link is 3-unlinked, that is, 3-equivalent to some (unique) unlink.
This conjecture is by trivial means true for rational and arborescent links and by non-trivial work of Coxeter checked for closures of braids of at most 5 strands, as he showed that B n = < σ 3 i > is finite for n 5, so proving the conjecture reduced to verifying finitely many cases.
As for our context, we get a finite case simplification for the conjecture for knots of any given weak genus. The weak genus one case is arborescent and hence trivial and the proof of the 3-move conjecture for weak genus two knots we can now do by hand.
Corollary 10.3 Any weak genus two knot is 3-unlinked.
Proof. Applying 3-moves near thet 0 2 twisted crossings in the 24 generators we can simplify any genus 2 knot diagram to one of the generators with possibly a crossing smoothed out or switched and a clusp resolved or reduced to one crossing. You obtain this way a link diagram of at most 9 crossings. Now connected sum and split union reduces checking 3-unlinkedness to the factors or split components and by straightforward arguments the only prime nonsplit links of at most 9 crossings and at least 3 components are at least one of both arborescent (even Montesinos) or (after proper choice of orientation of each component) closed 5-braids. The knot case is dealt with by the inequality c(K) 2(b(K) ? 1) of Ohyama [Oh] , exhibiting anything as a closed 5-braid, so consider 2 component links. By induction on the (minimal) crossing number it suffices to consider just links without a minimal diagram with a (reverse or parallel) clusp. But the Rolfsen [Ro] diagrams of 2 component links always have a clusp, and so you are done. 2 10.3 On the 4-move conjecture
On the 4-move conjecture
Similar arguments as for the 3-move conjecture allow us to give a proof of Przytycki's 4-move conjecture for weak genus two knots.
Conjecture 10.2 (Przytycki [Pr] ) Any knot is 4-equivalent to the unknot.
So we have
Corollary 10.4 Any weak genus two knot is 4-equivalent to the unknot.
Proof. By 4-moves we can simplify any genus 2 knot diagram to one of the generators of the 24 series with possibly crossings switched. As the conjecture is verified by Nakanishi for knots of up to 10 crossings, we need to consider just the diagrams of the 6 last generators (with possibly crossings switched). In their diagrams we still have the freedom to change clusps.
The 11 crossing diagrams have one of the tangles and :
It is easily observed that, in which way ever the non-clusp crossings are changed, the clusps can be adjusted so as the diagram to simplify by one crossing.
Switching the lower clusp in the diagram of 12 1097 one simplifies the diagram by 2 crossings independently of how the remaining crossings are switched:
?! ?!
The same trick works for 13 4233 : switching 2 of the clusps we obtain a knot bounding a ribbon disc with two singularities and can resolve four of its 5 half-twist crossings to a 9 crossing diagram.
Finally, the procedure for 12 1202 is shown below:
?! ?! ?! ?! 2
11. An asymptotical estimate for the Seifert algorithm
The Seifert algorithm gives us the possibility to construct a lot of Seifert surfaces for a knot, and although there is not always a minimal one, we may hope that these cases are rather exceptional. Theorem 3.1 of [St4] together with a result of Gabai give us the tools to confirm this in a way we make precise followingly.
Theorem 11.1 Fix g 2 N + . Then 
where D is a knot diagram and here exceptionally (unlike anywhere else in the paper)g(D) denotes its genus and g(D) the genus of the knot it represents.
This theorem says that for an arbitrary genus g diagram with many crossings, the probability the canonical Seifert surface to be of minimal genus is very high.
Although the theorem has an easier proof using the Alexander polynomial, I felt it would be interesting this time to start from a purely topological result. So the crucial ingredient of our proof beside theorem 3.1 of [St4] is the following result of Gabai (see theorem 1.7 of [Ga2]).
Theorem 11.2 (Gabai) In a 1-parametert 0 2 twist sequence all knots have the same genus with maximally one possible exception, where the genus is lower the this of the rest of the sequence.
The proof of our theorem bases on the following lemma.
Lemma 11.1 Let S be s subset of Z n with the following property: if (x 1 ;:::;x k?1 ; a; x k+1 :::;x n ) 2 S and (x 1 ;:::;x k?1 ; b; x k+1 :::;x n ) 2 S for some a 6 = b, then (x 1 ;:::;x k?1 ;x k ;x k+1 :::;x n ) 2 S for all x k 2 Z. Then 8n9ε n ; k n 8k k n : S \ ?k;k] n (2k + 1) n ε n =) S ?k;k] n :
Proof. Fix some parameter p 2 N and use induction on n. For n = 1 the claim is evident: set ε 1 = 1 2p and k 1 = p.
Assume now the assertion holds for n ?1. Let S Z n and set n i;k := #(S \ ?k;k] n?1 fig); jij k : Set ε n := 1 ?(1?ε n?1 ) 2 . If now 8k 0 9k k 0 with maximally one i 0 such that n i 0 ;k (2k + 1) n?1 ε n?1 then for each such k k ∑ i=?k n i;k (2k + 1) n < 1 2k + 1 + ε n?1 ????! k ! ∞ < ε n ; so that 9fk i g ! ∞ : S \ ?k i ;k i ] n (2k i + 1) n < ε n ;
and there is nothing to prove (as the premise does not hold). Therefore, assume that 9k 0 n : 8k k 0 n 9i 0 6 = i 1 : n i 0 ;k (2k + 1) n?1 ε n?1 ; n i 1 ;k (2k + 1) n?1 ε n?1 :
Set k n := max(k n?1 ;k 0 n ). Then for k k n : S ?k;k] n?1 fi 0 ;i 1 g, so S ?k;k] n .
2
Note, that yet we have the freedom to vary the parameter p. This we need now.
Lemma 11.2 Lemma 11.1 can be modified by replacing "Then 8n9ε n ;k n : :::" by "Then 8n8ε9k n;ε : :::".
Proof. Let p ! ∞ in the proof of lemma 11.1. 2 Proof of theorem 11.1. Clearly (even taking care of possible flypes) it suffices to prove the assertion for thet 0 2 twist sequence of one fixed diagram D, which we parametrize by fD(x 1 ;:::;x n )g ∞ x i =?∞ (so that a positive parameter corresponds to at 0 2 twisted positive crossing). Apply the previous lemma to
S := f(x 1 ;:::;x n ) :g(D(x 1 ;:::;x n )) > g(D(x 1 ;:::;x n )) g:
The property needed for S is established by Gabai's theorem.
Denoting c g;n the fraction on the left of (8), assume lim inf n!∞ c g;n < 1. It is equivalent to use the k-ball around 0 in the jj:jj 1 or jj:jj ∞ norm, so this means to assume 9ε > 0 : 8k 0 9k k 0 : S \ ?k;k] n > ε(2k + 1) n . Then by the lemma S ?k;k] n for k k n;ε , hence S = Z n . But this is clearly impossible as for example by the canonical Seifert surface minimality of positive diagrams S \N n + = ?. Hence lim inf n!∞ c g;n = 1. Therefore lim n!∞ c g;n exists and it is 1. After having some success withg = 2, I was encouraged to face the combinatorial explosion and to try to obtain at least some partial results aboutg = 3. One motivation for this were the 3 undecided genus 3 knots in [Cr, appendix] .
They all have monic Alexander polynomial and hence a homogeneous diagram must be a genus 3 diagram of at most 12 crossings [Cr, corollary 5 .1] with not 0 2 move applied (see proof of [Cr, theorem 4] ). As crossing changes commute with flypes, deciding about homogenuity reduces to looking for homogeneous diagrams obtained by flypes and crossing changes from at 0 2 -irreducible alternating diagram of 12 crossings. Unfortunately, (non-)homogenuity of a diagram, unlike alternation and positivity, is a condition, which is not necessarily preserved by flypes. However, there are several fragments in a diagram which either render it non-homogeneous in such a way that non-homogenuity is preserved by flypes, or reveal a simpler homogeneous diagram. See figure  15 . In all three cases the only way to destroy the fragment by a flype is to flype at one of the crossings involved, but then one sees that (if the fragment is non-homogeneous) after the flype(s) the crossings (of different sign) belonging in the fragment to the same block still do so in the flyped diagram. So it suffices to consider diagrams without such fragments.
Putting this all into a computer, I obtained for each of the three knots a list of diagrams to check modulo flypes for homogenuity -10 for 10 151 , 11 for 10 158 and 13 for 10 160 . More exactly, first I excluded positive alternating series generators and at the end checked just the Alexander polynomials of the diagrams I obtained. For 10 151 and 10 160 five of the diagrams I obtained belonged to different knots, so excluding them I arrived to the list given below. The diagrams are listed in their Dowker notation. I leave it to an interested reader to discuss in detail these cases and to show that (even up to flypes) they are non-homogeneous. Figure 15 : Fragments to exclude, togehter with their obverses, in a homogenuity test. Unoriented lines may have both orientations. The first and third fragments above make the diagram non-homogeneous even after flypes. The second one may or may not do so (depending on the orientation) but if the diagram is homogeneous, then this is not spoiled by reducing the fragment to a clusp (so there is a simpler homogeneous diagram).
The complete classification
Thus, these three knots were a motivation to find thet 0 2 irreducible alternating genus 3 knots at least up to 12 crossings.
However, a complete classification of thet 0 2 irreducible genus three alternating knots is nothing but simple. The number of such knots is shown below for the (yet to me) feasible crossing numbers. crossing number 7 8 9 10 11 12 13 14 15 16 total number oft 0 2 irreducible genus 3 alternating knots 1 8 19 47 91 168 266 377 511 ? > 1489 So, even that far, there is a huge number of cases which render discussions by hand as forg = 2 impossible. Theorem 3.1 of [St4] shows that at least at c 3 8c 2 + 6 = 110 crossings the series will terminate. However, the situation is likely much more optimistic and even completely feasible. One can rerun the discussion at the end of x3 for at 0 2 irreducible alternating genus 3 diagram, and this leads to the expectation that c 3 should be about 23. In every case it is not less than 21.
The achiral alternating knots
As the condition a knot to be achiral is relatively restrictive, I tried, similarly as for genus 2, to consider the achiral alternating knots of genus three, hoping to reduce significantly the number of cases. As we saw, a knot to generate a series with an achiral alternating knot, it must be in particular of even crossing number, zero signature and even number of -equivalence classes of crossings (in fact, among these classes there must be equally many of both signs for the same number 1 or 2 of elements). From the knots of up to 14 crossings enumerated above, 46 passed these tests.
To deal with these 46 cases more conveniently, it is worth mentioning a further simple criterion which can be often useful. It uses Gauß sums (see for the definitions [St2, FS, PV] ).
Proposition 12.1 Let K be the alternating generator of a series containing an alternating achiral knot K 0 . Then the following Gauß sums vanish on an(y) alternating diagram of K: w p (writhe) ; w p +w q 2 ; w p w q w r ; w p + w q + w r ; w p w q w r ; w p + w q + w r ; p q w p +w q 2 : Proof. The the intersection graph of the Gauß diagram (IGGD) of K 0 has an automorphism taking each vertex to one with the opposite sign. But building K out of K 0 means reducing the number of elements in a -equivalence class in the IGGD to 1 or 2 according to their parity and hence the above automorphism carries over to (the IGGD of) K. But the above Gauß sums are clearly invariants of the intersection graph (and not only of the Gauß diagram) which change sign under mirroring the diagram, and hence the result follows.
2 Remark 12.1 From the assertion for the first two Gauß sums and the invariance of the Fiedler formula for v 3 (see [St2]) also the assertion holds for the Gauß sum w p w q w r if it is true that all Gauß diagrams with the same intersection graph have the same v 3 (see the following conjecture).
The proof suggests that more is likely.
Questions
Question 13.1 Are there any composite (other than the obvious ones) or satellite knots ofg = 2?
A positive answer to the first part of the question would be simultaneously a counterexample to a conjecture of Cromwell
Conjecture 13.1 (Cromwell [Cr2] ) If D is a diagram of a composite knot K = K 1 #K 2 and g(D) =g(K), then D is composite.
The conjecture is true by Cromwell's work if D is a diagram of a closed positive braid and my Menasco's work [Me] if D is alternating. However, the conjecture in general turns out wrong, as shows the example of figure 16. The observation in the proof of corollary 10.4 shows that there are infinitely many slice knots ofg = 2.
Question 13.2 Can one decide more exactly which weak genus two knots are slice?
Finally, a general problem:
