We propose a decentralized space-time multiuser detection scheme based on a xed canonical space-time coordinate (CSTC) system that captures the essential degrees of freedom in the received signal. The CSTC system is de ned by a xed set of basis signals and eliminates the need for estimating direction of arrivals (DOAs) and delays encountered during propagation, thereby signi cantly reducing receiver complexity. The CSTC system provides a natural framework for decentralized multi-access interference (MAI) suppression and diversity processing in a lower dimensional subspace. The signal of the desired user is concentrated in a small subset of coordinates, termed active coordinates, while MAI generally occupies a larger set of coordinates. This fact is exploited to develop a framework for designing decentralized coherent detectors based on the linearly-constrained minimum variance (LCMV) criterion. While active coordinates of the desired user are su cient for maximal diversity exploitation, they only provide limited MAI suppression. It is shown that MAI suppression can be signicantly improved by progressively incorporating a subset of coordinates, termed inactive coordinates, where the desired user signal is absent. We characterize the set of inactive coordinates and analyze the performance of the decentralized detector under various channel conditions. Channel estimation and detector sensitivity to channel estimation errors is also discussed.
Introduction
The use of antenna arrays for enhancing the capacity and quality of wireless communications has spurred signi cant interest in space-time signal processing techniques 1]. Most existing receivers employ \ideal" front-end processing matched to all the dominant multipaths and corresponding DOAs. In addition to su ering from high computational complexity in dense multipath environments, such receivers rely on accurate nonlinear estimation of the delay and DOA parameters of dominant scatterers. In 2, 3], we introduced the canonical space-time coordinate (CSTC) system, which provides a parsimonious characterization of the received signal in terms of xed basis corresponding to certain discrete multipath delays and DOAs of the signaling waveform. These xed space-time basis waveform de ne a canonical spacetime coordinate (CSTC) system that captures the essential degrees of freedom in the received signal. The front-end computation of CSTCs corresponding to mapping the received signal onto this basis set inherently eliminates the need for estimating arbitrary delays and DOAs. Instead, only estimates of the channel coe cients, which appear linearly in the received signal, are required.
The CSTC system provides a natural framework for MAI suppression and diversity processing. The desired user's signal is concentrated in a subset of coordinates that depend on its delay and angle spreads, termed \active" coordinates. The coordinates outside the channel spread of the user do not contain the desired signal and are termed \inactive" coordinates. Multi-access interference (MAI) occupies both active and a subset of inactive coordinates. Centralized receivers that jointly process CSTCs of all active users are implementable at the base station 1 . On the other hand, decentralized receivers are attractive for mobile units since they require only the desired user's signaling waveform. The CSTC framework is exploited in 5] to design a decentralized linear MAI-resistant detector that does not require the interfering users' signaling waveforms or channel characteristics { all processing is done in CSTCs of the desired user. While the active coordinates capture the essential diversity and energy of the desired user signal, they only provide limited MAI suppression. Additional MAI suppression can be obtained by progressively incorporating inactive coordinates. In this paper, we fully develop a CSTC-based framework for decentralized multiuser detection.
Considerable research has been performed on decentralized multiuser detectors (see for instance 6, 7, 8, 9, 10, 11] ). However, most of these assume a at fading temporal channel. channel estimation techniques and sensitivity to channel estimation error. Extension to general binary signaling, including non-coherent detection is given in Section 7. Concluding remarks are provided in Section 8.
The following notation is used throughout the paper. Superscript T and H indicate matrix transpose and conjugate transpose, respectively. Uppercase boldface letters denote matrices while lowercase boldface letters indicate column vectors. I N denotes the N N identity matrix. A complex circular Gaussian vector x with mean m and covariance matrix R is denoted as x N C m;R]. Statistical expectation operator is written as E :] and Euclidean norm of vector x is denoted as kxk. For a given full column rank matrix X, X y def = X H X ?1 X H denotes its Moore-Penrose pseudo-inverse of matrix X 22].
The CSTC Representation for Multiuser Systems
Consider a frequency-selective, slow fading channel with K users. 4 The R?dimensional baseband signal r(t) received at a R-element array within one signaling interval 0; T) can be written as
where b k ; k and k are the symbol, power, and delay of the k-th user. a( ) is the array response vector for direction-of-arrival (DOA) , and H k ( ; ) is the angle-dependent impulse response of the fading channel. q k (t), S ? k ; S + k ], and 0; T k ] are signaling waveform, angular, and delay spread for the k-th user, respectively. For now, we assume binary antipodal signaling with b k 2 f 1g independent and identically distributed Bernoulli random variables. n(t) is a zero-mean complex Gaussian noise vector with E n(t)n H (t 0 )] = 2 I R (t ? t 0 ), independent of fb k g. Due to the essentially bandlimited nature of q k (t), the k-th user signal admits a representation 2, 3] s k (t ? k )
q (k) pl (t) = a(' p )q k t ? l B ! ; 0 t < T (4) where B is the e ective bandwidth, f' p g R p=1 , ' 1 < ' 2 < < ' R are chosen such that fa(' p )g R p=1 are linearly independent. 
The columns of B k def = Q k A k form the basis for the received signal for user k with dimension N k = (P + k ? P ? k + 1) (L k + 1) < RM. Note that RM = RbTBc is the total number of available degrees of freedom in the space-time signal. We choose Q k and A k to be full column rank. 5 MAI-resistant timing acquisition is discussed in 24].
Active and Inactive Canonical Coordinates
The CSTC representation in (3) provides a parsimonious and xed-basis representation of signals from all the users that is linear with respect to the unknown channel coe cients.
Since the dimensionality of each user signal is N k < RM, the CSTC representation o ers a natural dimensionality reduction framework in which the dimensionality is determined from channel spread information. That is, the signal from user k is concentrated within a subset of the k?th user CSTC, termed the k?th user active coordinates. The basis signals generated by the k?th user active coordinates span an N k ?dimensional subspace of I C RM .
By jointly processing the active coordinates of all K users, maximal diversity exploitation and user separation can be performed in a centralized fashion 4]. Centralized multiuser detectors require the knowledge of signaling waveform of all users, which may not be feasible in downlink applications.
The focus in this paper is on decentralized detection when only the signaling waveform of the desired user is available at the receiver. The mapping of the received signal r in (9) # : (15) By using the block matrix inverse formula and the matrix inversion lemma 22] 6 , it can be shown from (9) and (14) 
The mapping of r onto the active and inactive canonical coordinates is illustrated in Figure  1 . The absence of desired signal in inactive coordinates B I is evident from (17 Since choosing B I from the CSTCs of the desired user outside its channel spread is more natural, we will assume from now on that inactive coordinates are chosen from these signalfree coordinates of the desired user.
Interference Structure Within the Desired User CSTC
\Useful" inactive coordinates must contain some MAI components. Hence, it is useful to investigate how MAI is distributed throughout the desired user's canonical coordinates.
Consider the noise-free received signal vector r as in (9). We denote the full RM?dimensional 
Some insight about the MAI distribution throughout the desired user coordinates can be gained from (20) . The distribution along the delay axis is dictated by the correlation properties of the desired and interfering user spreading codes (as measured by Q ?1 Q k ). Due to the pseudorandom characteristics of the spreading codes, Q ?1 Q k is not sparse, in general.
Hence, the MAI component is generally non-zero along the entire delay axis. While the spreading codes are di erent for di erent users, the same array response vector a( ) applies to all users. This implies that A k is a sub-matrix of A, and by the orthonormality condition, the components of y i are zero outside 2 sin ? (21) contain MAI. The columns of A can be viewed as beamformers, so the only angular components containing signi cant MAI correspond to beams pointed within the angular spread of the interferers. When the number of interfering users is reasonably large and users are widely distributed spatially, most of the angular components usually contains MAI. In a downlink application, the signals from all users share the same channel spread and coe cients. The desired and interfering users have the same angular spread, so inactive coordinates containing MAI share the same angles as the active coordinates, but correspond to di erent time delays. We illustrate the distribution of MAI throughout the desired user angle-delay plane in Figure 2 3 Decentralized MAI-Resistant Coherent Detector
In this section, we discuss decentralized detectors for antipodal signaling. For simplicity, 
At present we assume that the desired user channel coe cient vector h 1 is deterministic. This assumption is valid when h 1 is approximately constant within the duration in which the data covariance matrix R yy is estimated, which is on the order of channel coherence time. Estimation of R yy is implemented either directly as a sample covariance matrix, or indirectly as a part of an adaptive algorithm. Then, it follows from (16) (27) where c 1 is de ned in (24) . We term this the parallel structure, as depicted in Figure 3 (a).
The second expression in (27) is obtained by applying matrix inversion lemma to (22 The solution in (29) can be easily derived using the Lagrangian of (28) with respect to w A and w I . Notice that g H = g H A I N A ? C]. This implies that the parallel structure can also be interpreted as a serial structure depicted in Figure 3 As discussed later, the serial structure is appropriate for blind channel estimation and non-coherent detection. Note that the equivalence between serial and parallel structures applies even when the true covariance matrices are replaced by estimated covariance matrices. Hence, the adaptive convergence properties of serial and parallel structures are identical for any adaptive algorithm based on estimated covariance matrices. The combiner g A in (27) can be formulated as a classic Generalized Sidelobe Canceller (GSC) structure 20] for adaptive implementation. The GSC converts the linearly constrained optimization into an unconstrained one by decomposing g A into 2 components: a xed component that lies within the constraint space, i.e. range(h 1 ), and an adaptive component in the orthogonal complement of the constraint.
Performance Analysis
In this section, we analyze the performance of the coherent detector in Section 3. We assume that the channel coe cient vector h 1 is perfectly known and g is given in (29). As for R yy in De ne D to be the e ective rank of the interference covariance matrix ? , is the SINR when MAI is absent. The second term, in the bracket, represents a loss factor arising due to the presence of MAI. This loss factor depends on the overlap between the desired signal and MAI subspaces within the active coordinates, as well as the interference and noise power. Use of inactive coordinates suppresses some components of MAI within the active coordinates and thus improves SINR. In fact, as the number of inactive coordinates is progressively increased, MAI suppression is progressively improved as stated in the following proposition. The asymptotic behavior of the detector is an indicator of the robustness of the detector. For example, the combiner g o reduces to a single-user maximal ratio combiner (MRC) detector when MAI is absent. This follows since in this case, R ?1 nn = . Two asymptotic cases are of interest. In the rst case, the background noise vanishes ( 2 # 0). We de ne 
In the second case, the interferer powers increase without bound. We let all interferer powers increase at the same rate ( 2 = = K = " 1). De ne ? u def = ?= p , which is the MAI matrix with the common interfering user power term factored out, and note that P ? ?u = P ? ? .
In this case, we have 
where the upper-bound is the SINR in the absence of MAI. 8 Note (38) 
Note that G I is the gain in near-far resistance due to the use of inactive coordinates. This geometrical interpretation in terms of the angle between the desired signal vector and the interference subspace also holds for K > 2.
Examples
We consider a DS-CDMA system with 8 users communicating over multipath slow fading Figure 4 . Note that Inactive 1-2 in Figure 4 is the union of do not a ect the performance since they contain no MAI component.
Channel Estimation
To suppress MAI within the active coordinates while preserving the desired signal component, the desired user channel h 1 needs to be estimated. Various interference-resistant pilot-based and blind channel estimation techniques described in the literature can be applied within the CSTC framework. In this paper, we present a blind technique that exploits the serial structure in Figure 3 24, 19 ]. An estimate of h 1 can be obtained the eigenvector of R rr corresponding to the largest eigenvalue. . In our case, the constraint takes the form of x H Aĥ 1 = 1. Channel estimation errors result in desired user signal cancellation since the constraint no longer ensures that the desired user experiences unit gain. This phenomena is also observed in 7] due to the presence of multipath. The serial structure o ers a solution to this problem: simply choose g A =ĥ 1 . That is, g A is only used for MRC without performing any MAI suppression. We term this structure MRC with canceller (C-MRC). In this case, only the inactive coordinates are utilized for MAI suppression. Since C = R H AI R ?1 II is independent ofĥ 1 , desired signal cancellation does not occur. However, N I D is required to achieve near-far resistance.
It is clear that when the channel estimation error is su ciently small, selecting g A as in (29) increases is a result of desired signal cancellation due to channel estimation error. The SINR of the C-MRC approach is largely invariant to 2 " because it does not useĥ 1 for MAI suppression. It is clearly superior for relatively large 2 " . However, when 2 " is small, it is inferior to LCMV and PLS-LCMV as it utilizes fewer degrees of freedom to suppress MAI.
Extension to General Binary Signaling
While the above results are obtained for binary antipodal signaling, it is straightforward to extend them for general binary signaling, i.e. q 1 (t) 2 f (0) (t); (1) After MAI suppression, y (0) r and y (1) r as shown in Figure 7 are processed to detect b 1 , 
where T c is a threshold. The combiners g
A and g (1) A are chosen as discussed previously. If the desired user channel is fast fading and a reliable estimate of h 1 is di cult to obtain, one may resort to non-coherent detection as follows.
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