This paper describes HERD, a multilingual named entity recognizer and linker. HERD is based on the links in Wikipedia to resolve mappings between the entities and their different names, and Wikidata as a language-agnostic reference of entity identifiers.
Introduction
Named entity recognition (NER) refers to the process of finding mentions of persons, locations, and organizations in text, while entity linking (or disambiguation) associates these mentions with unique identifiers. Figure 1 shows an example of entity linking with the mention Michael Jackson, an ambiguous name that may refer to thousands of people and where 21 are famous enough to have a Wikipedia page (Wikipedia, 2016) . In Fig. 1 , the search engine selected the most popular entity (top) and used the cue word footballer (bottom) to link the phrase Michael Jackson footballer to the English defender born in 1973.
Entity recognition and linking has become a crucial component to many language processing applications: Search engines (Singhal, 2012) , question answering (Ferrucci, 2012) , or dialogue agents. This importance is reflected by a growing number of available systems; see TAC-KBP2015 (Ji et al., 2015) , for instance, with 10 participating teams.
Although many applications include entity linkers, the diversity of the input texts, which can include tweets, search queries, news wires, or encyclopedic articles, makes their evaluation problematic. While some evaluations consider entity linking in isolation and mark the mentions in the input, end-to-end pipelines, where the input consists of raw text, need to combine entity recognition and linking. The ERD'14 challenge (Carmel et al., 2014) is an example of the latter.
Previous Work
Entity linking has spurred a considerable amount of work over the last 10 years. Bunescu and Pasca (2006) , Mihalcea and Csomai (2007) , and Cucerzan (2007) used Wikipedia as a knowledge source and its articles to define the entities, its hyperlinks to find the mentions, and semantic knowledge from redirect pages and categories, to carry out disambiguation. Milne and Witten (2008) used the likelihood of an entity given a mention M, P(E|M), and a relatedness metric between two entities computed from the links to their corresponding pages to improve both recall and precision. Ferragina and Scaiella (2010) addressed shorter pieces of text with the idea to use a collective agreement between all the entities.
The Entity Recognition and Disambiguation Challenge (ERD'14) (Carmel et al., 2014 ) is a recent evaluation, where competitors were given a set of entities to recognize and link in a corpus of unlabelled text. This setting is closer to real world application than TAC (Ji et al., 2015) , where participants have to link already bracketed mentions. The evaluation included two tracks: one with long documents of an average size of 600 words and a short track consisting of search query.
Finally, the CoNLL-2003 shared task (Tjong Kim Sang and De Meulder, 2003) is an influen- tial evaluation of language independent named entity recognition, with a focus on German and English. Hoffart et al. (2011) linked the names in the English corpus to Wikipedia pages making this dataset a useful corpus for entity linking.
In this paper, we used the ERD'14 development set as well as the CoNLL-2003 dataset with Wikidata links.
3 Building the Entity Knowledge Base
Mention-Entity Pairs
Following Mihalcea and Csomai (2007) and Bunescu and Pasca (2006) , we collected the mention-entity pairs from the Wikipedia links (wikilinks). We built the entity base from the from three versions of Wikipedia: English, French, and Swedish, and the frequency of the wikilinks in each version. Figure 2 shows an example of a pair with the mention Swedish Parliament. This gives suggestions of how an entity is commonly referred to: i.e. its name or aliases. 
Entity Nomenclature
As nomenclature for the entities, we used Wikidata, the linked database of Wikimedia. Wikidata connects the different language versions of each article in Wikipedia with a unique identifier called the Q-number. In addition to being a cross-lingual repository, Wikidata also links a large number of entities to structured information such as the dates of birth and death for persons.
In order to use a language-agnostic identifier, we translated the wikilinks into Q-numbers. We extracted the pairs of Q-numbers and article names from a Wikidata dump for each language. Since the dump does not contain any URL, the algo-rithm must recreate the address from the titles. We could reach a coverage of about 90%. The remaining 10% corresponds to redirect pages that act as alternative names or to cover common misspellings. We used the Wikipedia dump to identify these redirects and we improved the coverage rate to 99.1%.
Annotating the Mentions
We annotated the mention-entity pairs in our knowledge base with a set of features that we used in the subsequent processing:
1. The Frequency of the mention-entity pairs. Table 1 shows an example for the city of Honolulu.
2. We used dictionaries of common nouns, verb, and adjectives for each language. If a mention only consists of words in the dictionary, we mark it as only-dictionary. An example of this is the artist Prince in English and French.
3. We computed a list of the most frequent words (stop words) from Wikipedia for each language. They include the, in, and, and a, in English. If all the words in a mention are stop words, we mark it as only-stop-words.
4. The system marks the mentions with a high number of links as highly-ambiguous, such as John or details with almost 5,000 different entities linked to each.
5. Mentions without uppercase letters are marked as lower-case.
6. Family names and surnames. If the most common mention of a person has more than two words, we mark each mention of one word as generic, such as the mention Bush referring to the former president George W. Bush.
7. We also annotate the entities with their frequency (total-frequency). It corresponds to the sum of all their mentions frequencies.
Pruning the Knowledge Base
Although Wikipedia is reviewed by scores of volunteers, there are plenty of misleading mentions in the collected knowledge base. We removed a part of them using the following rules:
1. The mention is marked as lower-case and either only-dictionary or only-stop-words 2. The frequency of the entity-mention is exactly 1, while the total-frequency of that entity is above a threshold parameter that was empirically obtained.
3. The mention consists of two or more words, and starts with a lower-case stop word, that is not a definite article. This will filter out anchors of the type a city in Sweden.
We also clustered the mentions with a normalized Levenshtein distance (Levenshtein, 1966) . If the distance was less than 0.2 to any element, they were considered to be in the same group. We applied the clustering to all the surface forms and we discarded the mentions without a group.
System Components and Pipeline
The system consists of three main components: a spotter that identifies the mentions, a set of rules that prunes the results, and an improver that uses contextual clues for entity recognition (Fig. 3) .
The spotter outputs a match for every conceivable mention of an entity, leaving us with a document where almost every word is tagged as an entity. This output has a very high recall, but a very low precision.
The filtering that comes after that tries to remove the most unlikely of the alternatives from the spotter and raises the precision to a modest level while trying to have a minimal impact on the recall. If the input data to the next step is completely unfiltered the Contextual Improver is unable to affect the results in a positive way.
The Contextual Improver is the final step and uses contextual clues, such as which categories the entities belong to and which entities are commonly seen together, to improve the result.
Mention Spotting
We use the mention-entity knowledge base to spot the mentions in raw text and associate them with all their possible entities. Following Lipczak et al. (2014) Lucene open-source software and its implementation of finite-state transducers.
As a preprocessing step, Solr Text Tagger compiles all the mentions in the knowledge base, where the input labels are the letters and symbols of mentions and the output labels are the entity identifiers. Then, given an untagged text, the tagger marks all the occurrences, possibly overlapping, of all the names in the database. See Fig. 4 .
Filtering and Expansion
The output of the Spotter is usually very noisy as most words can match some mention in the knowledge base. Examples include It, a novel by Stephen King, or Is This It, an album by The Strokes. The result is a high mention recall, but a low precision. We applied filters to remove some matches and improve the precision while preserving the recall.
The system uses a set of manually-written rules and empirically obtained hyper parameters to improve precision with a minimal effect on recall. We describe them in the sections below. The complete list of parameter values is provided in the HERD source code available from GitHub 1 .
Mention Probability
We computed the probability for a term or a phrase to be a link over the whole Wikipedia (Eckhardt et al., 2014 ) using the formula: Mention probability = link(mention) f req(mention) . This gives a hint at whether a word sequence is more commonly used as a mention of entities or just as words.
Medical Center, for example, is linked 1.0% of the times used, while Medical Center of Central Georgia has a mention probability of 73.7%.
Any candidate that had less than 0.5% mention probability was immediately pruned.
Filters to Improve Precision
Filters are rules based on syntactical clues and the flags defined in Sect. 3.3. Each matching rule returns a suspicion score and we compute the sum of the scores. The most significant rules are:
1. Capitalization: Add suspicion to any mention that does not contain a capital letter. This loses some recall, but increases the precision dramatically. We improved it with a function that takes into consideration the number of capital letters, whether the mention is the start of a new sentence and whether the mention has the only-dictionary tag. Headlines also use capitalized words. We recognize fully capitalized sentences with regular expressions. Mentions in headlines with the only-dictionary, or only-stop-words tags, generate suspicion.
Generic names:
We apply a two-pass analysis for generic mentions. We remove them from the first pass. In a second pass, the generic names are restored if a mention of the same entity that is not generic shows in the text i.e. the Bush mention is kept only when there is a full mention of George W. Bush in the text. This is to avoid the tagging of the mention Bush with every entity having this name as a generic name.
3. Colliding names: If two tags are immediate neighbors, with the exception of a space, they generate suspicion. The system considers all the candidate entities for a surface form, and only triggers suspicion if at least one of the entities is a generic name. This is a method to detect and avoid tagging a multiword name which does not exist in our knowledge base with multiple other candidates.
Extender to Improve Recall
We extended the detected mentions following the work of Eckhardt et al. (2014) . Once we recognize a mention consisting of two words or more that passed the filter, we create new mentions with acronyms and generic version of the item by splitting it into multiple parts.
Given the text a division of First Citizens BancShares Inc. of Raleigh, N.C., where the system recognizes the mention First Citizens BancShares Inc, the extender creates possible acronyms, such as FCBI and F.C.B.I. It also looks for parentheses, immediately following a mention, giving a suggestion of how it is meant to be abbreviated.
The extender also splits the mention into parts of 1, 2, and 3 words. The mention above generates First, Citizens, BankShares and Inc., as well as First Citizens, Citizens BankShares, BankShares Inc, and so forth. We associate the generated mentions with the set of entities of the original mention. The tagged extensions are filtered in the same manner as all the other tags.
Contextual Improver
For each document, the Improver uses PageRank to determine which candidates commonly occur together, and prunes the unseen combinations. This produces a result with a very high precision. We use this high precision output as the modelled context of the document. A weighted category graph is calculated for this modelled context. The named entity recognition is then widened by considering the similarity of all the candidates to the modelled context.
Once the improver has been applied, we carry out a final clean-up step, where we eliminate all the overlap and rank the remaining candidates for each mention.
PageRank
We apply a modified version of PageRank (Brin and Page, 1998) to the tagged mentions. Following Eckhardt et al. (2014) , we create a node for every mention-entity pair that is detected in the text, and run three iterations of PageRank. We analyze the internal links of Wikipedia to determine which entities appear in the same context. Two entities are considered linked if the article of Entity A links to the article of Entity B or a link to both the article of Entity A and the article of Entity B occurs in the same paragraph.
The links calculated on Wikipedia are transferred to the tagged document and produce a graph of linked entities. Unlike the work of Eckhardt et al. (2014) , we initialize each node with the standard value 1/N, and the ratio between the initial value and the final value is used to modify the suspicion for a candidate.
After applying PageRank, some entities will be higher ranked than others which we take as an input to another round of filtering. The candidates with high suspicion are removed. This produces a high precision output, with a slight drop of the recall.
Weighted Category Graph
We use a weighted category graph (WCG) derived from the user-annotated categories of Wikipedia articles (Lipczak et al., 2014) . For each article, we created this graph from all the languages in which the article is available. If an article has the same category in all the languages, this category is as- signed the maximum weight of 1.0. The weight is then decreased as a linear function of the number of languages. The categories need to be weighted to avoid rare or incorrect categories assigned to articles.
Wikipedia categories are themselves categorized into parent categories. The category of Sweden has a parent category of Countries in Europe for example. A tree of categories is derived from each article by getting the top k categories of an article, and expanding those categories with the top k parents for each category. This process is repeated d times. This generalizes the categories of the article, which makes them easier to compare to adjacent articles.
The value k is set to 5, and the value d is set to 3, as proposed by Lipczak et al. (2014) . Table 2 shows an example of the categories we obtain from the article about Sweden.
The weighted category graph is used in the following way:
1. We input a set of core entities with high precision. The improver calculates a weighted category vector for each entity and creates a topic centroid as the linear combination of these vectors. This is meant to function as the general topic of the analyzed document.
2. We improve the precision of the core entities by comparing each of the high-precision entities to the topic centroid with a cosine similarity. If the score of an entity is under a threshold value of 0.6, it is removed. Finally, the topic centroid is recalculated.
3. We then compare each entity in the unfiltered output of Solr Text Tagger to the topic centroid with a cosine similarity. We keep the entities that are above a threshold value of 0.2. This procedure widens the scope of the entity selection and improves the recall in a context aware manner. Since the output of the weighted category graphs is similar to the input constraints of PageRank, and the output of PageRank is similar to the input requirements of the weighted category graph, we have set them into an iteration cycle in order to achieve higher results.
Clean-up
As a final step, we eliminate overlapping mentions: When two mentions overlap, we keep the longest. If the mentions are of equal length, we keep the rightmost.
The remaining candidates for each mention are then ranked by their wikilink frequency, and the most frequent candidate is selected as the correct disambiguation.
Experimental Setup and Results
We evaluated the system with two different data sets for English: ERD-51 and AIDA/YAGO and we used the evaluation metrics of ERD'14 Carmel et al. (2014) . We did not have access to evaluation sets for the other languages.
ERD-51 is the development set of Carmel et al. (2014) . It consists of 51 documents that have been scraped from a variety of sources with 1,169 human-annotated mentions. Each annotation has a start, an end, and a Freebase identifier (Bollacker et al., 2008) . In the competition, a set of entities, slightly over 2 million, was given, and thus the problem of defining what a named entity actually is was avoided. We filtered our knowledge base to only contain mentions of entities from the given set.
AIDA/YAGO is derived from the CoNLL-2003 shared task (Tjong Kim Sang and De Meulder, 2003) . It is a collection of 1393 news articles with 34,587 human-annotated names. 27,632 of those names have been disambiguated with a link to the corresponding Wikipedia site using a dump from 2010-08-17 (Hoffart et al., 2011) . Tables 4 and 3 show the results evolving over different versions of the system. The execution time is normalized to the time spent to process 5,000 characters. It should not be considered an absolute value, but can be used to compare the different algorithms. Lipczak et al. (2014) and Eckhardt et al. (2014) , respectively second and third of ERD'14, reported results of 0.735 and 0.72 on the test set. Our results are not exactly comparable as we used the development set. Nonetheless we believe our system competitive. The highest scoring participant (Cucerzan, 2014) with a score of 0.76 was one of the organizers and was not part of the competition. The reason for the difference in recognition score between the ERD-51 and the AIDA/YAGO dataset lies in the text genres. AIDA/YAGO is collected from well written news wires, mainly written by professionals with proper punctuation and capitalization, while ERD-51 is a collection of more poorly written texts collected from a wider variety of sources, spanning from blogs to eBay sales sites.
For the score of the linked systems, the results are the opposite. ERD-51 has been annotated and linked by humans from a predefined set of 2 million entities, while the linking in AIDA/YAGO has been done from an older dump of Wikipedia. The dump contains around 3 million different sites, unlike the dump we used that has around 5 million entities. Both the mismatch in the entities that are possible to use and the larger size of the knowledge base lead to a larger gap between recognition and linking.
With a latency of around 200 ms per 5,000 characters, the system should be able to tag the entire of the English Wikipedia under a day with a heavy duty computer. We estimate that the average length of a Wikipedia article is around 2,000 characters, that there are 5 million articles, 24 available cores and 100% run time.
We implemented the entity linker as an interactive demonstration. The user can paste a text and visualize the results in the form of a text annotated with entity labels. Once the user hovers over the label, the ranked candidates are displayed with a link to the Wikidata page for that entity. Figure 5 shows an output of the system.
Conclusions and Future Work
We explored different methods to carry out language-independent entity linking from raw text and we presented evaluations on English. The version of the system that had the highest score used a 4-step pipeline, ending with an iteration cycle between a personalized version of PageRank and the usage of weighted category graphs. The system reached a weighted F1-score of 0.746 on the ERD-51 dataset.
The paper takes an unusual approach to named entity recognition and disambiguation as it does not separate the tasks, but treats every candidate to every mention as a separate possibility. The iteration between two context-aware algorithms with different precision/recall characteristics improved the results dramatically and is, to the best of our knowledge, a novel, language-independent approach to entity recognition and disambiguation. We also exposed a way of pruning unsatisfying links in a collected knowledge base by clustering.
The system and its approach can be improved in a number of ways. Firstly, the usage of manually written rules is suboptimal, as the rules may be dependent on the language. A method that only uses Wikipedia, or some other multilingual resource, and avoids syntactical clues altogether, would be a better solution. An approach like that would be more robust to the differences between languages.
We have also introduced a number of threshold values in different parts of the system, such as the suspicion cutoff in the manual rules and the similarity threshold in the WCG. These are difficult to optimize without an automated method. We think HERD would benefit from finding an alternative approach that avoids cutoff values or automates their optimization.
The approach would also benefit from a deeper evaluation on a wider variety of datasets, spanning over several languages, as well as the two English datasets used in this article. The HERD source code is available from GitHub at this repository: https://github. com/AAAton/herd. A demonstration of HERD as part of the Langforia processing pipelines (Klang and Nugues, 2016 ) is available at this location: http://vilde.cs.lth.se:9000.
