Abstract. We study the cubic nonlinear fractional Schrödinger equation with Lévy indices 4 3 < α < 2 posed on the half-line. More precisely, we define the notion of a solution for this model and we obtain a result of local-well-posedness almost sharp with respect for known results on the full real line R. Also, we prove for the same model that the solution of the nonlinear part is smoother than the initial data. To get our results we use the Colliander and Kenig approach based in the Riemann-Liouville fractional operator combined with Fourier restriction method of Bourgain [3] and some ideas of the recent work of Erdogan, Gurel and Tzirakis [14] . The method applies to both focusing and defocusing nonlinearities. As the consequence of our analysis we prove a smothing effect for the cubic nonlinear fractional Schrödinger equation posed in full line R for the case of the low regularity assumption, which was point out at the recent work [14] .
1. Introduction
Presentation of the model. The one dimensional fractional cubic nonlinear Schrödinger equation i∂ t u(x, t) + (−∆)
α/2 u(x, t) = λ|u(x, t)| 2 u(x, t), x, t ∈ R was introduced in the theory of the fractional quantum mechanics where the Feynmann path integrals approach is generalized to α-stable Lévy process [19] . Also it appears in the water wave models (for example, see [18] and references therein).
In the mathematical contex is more studied the folowing initial value problem (IVP) associated to the fractional cubic NLS equation (1.1) i∂ t u(x, t) + (−∆) α/2 u(x, t) = λ|u(x, t)| 2 u(x, t), (x, t) ∈ R × I, u(x, 0) = u 0 (x), x ∈ I, where I = R or I = T. For s > 1/2, the Sobolev embedding and the energy method one can easily show the local well-posedness in H s (R) for 1 < α < 2. For less regular initial data, i.e. s < 1 2 , the local well-posedness for the fractional NLS on the real line was recently studied by Cho et al. [5] . The authors showed that the equation is locally well-posed in H s (R), for s ≥ 2−α 4 . They also proved that the solution operator fails to be uniformly continuous in time for s < 2−α 4 . More recently, for the IVP (1.1) Erdogan, Gurel and Tzirakis [14] proved the nonlinear part of the solution is smoother than the initial data. More precisely, they obtained the following smoothing effect result: Theorem 1.1. Consider the IVP (1.1) on R. Fix α ∈ (1, 2). For any s > 1 2 and a < 2α − 1, we have that the solution of (1.1) satisfies (1.2) u(t) − e it(−∆) α/2 u 0 ∈ H s+a (R) and u(t) − e it(−∆) α/2 u 0 H s+a (R) u 0 H s (R) 1 + u 0 2 H 1/2 + (R)
dt ′ for all t in the maximal interval of existence.
In particular, for s ≥ α and a < 2α − 1 we have
The smoothing results of this type were first obtained by Linares and Scialon [20] for the generalized Korteweg-de Vries equation on the line R. After Bourgain [2] obtained for the cubic NLS on the R 2 . A generalization of this result in R n was obtained by Keraani, and Vargas [21] , and [7] for the cubic NLS on R. Also, Erdogan and Tzirakis [12] obtained a gain of the regularity for the classical NLS on the torus. Finally, important contributions for the models posed on the half-line was given by Tzirakis et. al ( [8, 11, 12, 13] ).
1.2.
Setting of the problem. In this work, we study the following initial boundary value problem (IBVP) on the positive half-line (1.4)        i∂ t u(x, t) + (−∆) α/2 u(x, t) = λ|u(x, t)| 2 u(x, t), (x, t) ∈ R + × (0, T ), u(x, 0) = u 0 (x),
x ∈ R + , u(0, t) = f (t), t ∈ (0, T ), where the nonlocal operator (−∆) α/2 , is defined by It is well-known by Kenig, Ponce and Vega [22] that the local smoothing effect for the free linear e it(−∆) α/2 group operator that solves the associated for the linear fractional Schrödinger equation i∂ t u(x, t) + (−∆) α/2 u(x, t) = 0 on the all line R, ϕ(t)e it(−∆) α/2 φ(x) C(Rx;H This motivates the study of IBVP (1.4) in the following setting
As far as we know this problem never was studied on the half-line. Thus, in this work, we are interested in the following questions for the IBVP (1.4):
• Is the IBVP (1.4) local well-posedness in the low regularity Sobolev space?
• Is there some smoothing effect for the IBVP (1.4) similar of the IVP (1.1) context of full line?
Also, as a consequence of the study of these two questions, we can solve the following question for the IVP posed in full line:
• Does hold the result of Theorem 1.1 for more low regularities?
Thus, now we are able to present the main goal in this paper: to answer these questions, that is, to show local well-posedness of (1.4) in the low regularity Sobolev spaces, more precisely in H s (R + ), for
We state the main theorem for IBVP (1.4) as follows.
2 ). For given initial-boundary data u 0 and f satisfying (1.6) there exist a positive time
and a
Moreover, for a < min{
for all t in (0, T ), where L u 0 ,f (x, t) denotes the solution of the corresponding linear IBVP (1.4) with λ = 0 (1.4).
Also, as the consequence of the proofs of Theorem 1.2, we have the following result that completes in some sense the recent result of Erdogan, Gurel and Tzirakis [14] described in Theorem 1.1. Corollary 1.1. Consider the IVP (1.1) on R. Fix α ∈ (1, 2). For any 2−α 4 < s < 1 2 and a < 2α − 1, we have that the solution of (1.1) satisfies
for all t in the maximal interval of existence, where e it(−∆) α/2 denotes the linear group that solves the linearized IVP (1.1) with λ = 0 . Remarks 1.1. Finally, the following comments are now given in order:
1. The proof of Theorem 1.2 is based on the Fourier restriction method for a suitable extension of solutions for all line R. We first convert the IBVP of (1.4) posed in R + × R + to a the initial value problem (IVP) (integral equation formula) in the whole space R × R (see Section 4) by using the Duhamel boundary forcing operator of Colliander and Kenig ([6] ). The energy and nonlinear estimates (will be established in Sections 3.1) allow us to apply the Picard iteration method for the extended problem, and hence we can complete the proof. 
Notations and function spaces
For φ ∈ S(R), we will define the Fourier transform of φ byφ(ξ) = R e −iξx φ(x)dx and the inverse transform byφ(ξ) = 1 2π R e iξx φ(x)dx. For s ∈ R the fractional Sobolev space is denoted by
Also define the C ∞ 0 (R + ) = {φ ∈ C ∞ (R); supp φ ⊂ [0, ∞)} and C ∞ 0,c (R + ) as those members of C ∞ 0 (R + ) with compact support. We remark that C ∞ 0,c (R + ) is dense in H s 0 (R + ) for all s ∈ R. Throughout the paper, we fix a cutoff function ψ ∈ C ∞ 0 (R) such that ψ(t) = 1 if t ∈ [−1, 1] and supp ψ ⊂ [−2, 2] and ψ T (t) = T ψ(t/T ). For s, b ∈ R, and α ∈ (1, 2) we introduce the classical Bourgain spaces X s,b related to the fractional Schrödinger equation as
The following lemma states elementary properties of the Sobolev spaces. For the proofs we refer the reader [6] .
Lemma 2.1. Let s ∈ R, the we have
where c only depends of s and ψ.
The following lemma concerns Bourgain spaces can be found in [23] and [16] . Lemma 2.2. Let ψ(t) be a Schwartz function in time. Then, we have
2.1. Riemman-Liouville fractional integral. The tempered distribution
fined as a locally integrable function for Re α > 0 by
For Re α > 0, we have that
This expression can be used to extend the definition, in the sense of distributions) of
to all α ∈ C. A change of contour calculation shows that
where (τ − i0) −α is the distributional limit.
Now, for Re α ≤ 0, there exist τ ∈ N ∪ {0} such that −τ ≤ Reα < −τ + 1, then from (2.1) we can define
We can extend the definition of I α f for t ≤ 0, as follow (without of lost generality we use the same notation)
The following lemma, whose proofs can be found in [17] , state some useful properties of the RiemmanLiouville fractional integral operator.
where c = c(µ).
For more details on the distribution
Elementary integral inequalities.
In this section, we describe some basic integral inequalities in order to prove the principal trilinear estimate (see Section 6.1). 
In a particular case 0 ≤ s ≤ 1 we have that M s ≤ 1, which is important to prove the next lemma.
Lemma 2.5. Let m, n ∈ R such that m ≤ n and 0 < c < 1, then
Proof.
On the other hand, for m = 0 we have
The case n ≤ 0 is analogous to the first case. Finally, in the general case m ≤ 0 ≤ n, we get
where in the last inequality we use Lemma 2.4, thus we conclude the proof of lemma.
where
Lemma 2.7 (Lemma 6.3 in [11] ). For fixed ρ ∈ ( 1 2 , 1), we then 1
where the implicit constant depends of α.
Finally, the following Lemma can be found in the proof of Lemma 6.2 in [4] .
σ+λ .
Linear Version
We define the unitary group associated to the linear fractional Schrödinger equation as
where α ∈ (0, 2). Follow that v is a solution of
The following Lemma states some inequalities of v, which are important in the proof of the Theorem 1.2.
Lemma 3.1. Let 0 ≤ s < ∞ and ψ is a cutoff function as defined above. If φ ∈ H s (R), then (a) (Space trace) Let α ∈ (1, 2)
where c is a function which depend of ψ.
Proof. The proof of (a) follows directly from e it(−∆) α/2 φ(x) = F −1 e it|ξ| αφ (ξ) (x), for all t. Now, to prove (b) we write (3.2)
First, we study I. Using change of variable ξ ′ = |ξ| α we obtain
A similar estimate can be done to II. consequently we obtain
for all s ∈ R.
On the other hand, using Lemma 2.1 (iv), and (3.3)
Finally combining (3.3) and (3.4), we obtain the result.
Finally, we prove (c). To do this we first observe
then we have from the definition of X s,b
This finishes the proof of Lemma 3.1.
The Duhamel Boundary Forcing Operator
In this section, we introduce an adaptation of the Duhamel boundary forcing operator in context of the fractional Schrödinger equation. The principal idea of the Colliander and Kenig is to solve the following IVP on all line (4.1)
where B(x) = R e ixξ e i|ξ| α dξ. An application of van der Corputs Lemma proves that B, for 1 < α < 2, is a well defined function and the proof is standard.
By using the Duhamel formula, we define for any
which is the solution of (4.1). Using the change of variables (t − t ′ )|ξ| α = |ξ ′ | α we obtain the following representation of Lf
The following Lemma states some continuity properties of the function Lf (x, t).
(ii) For N, k nonnegative integers and fixed x, ∂ k t Lf (x, t) is continuous in t for all t ∈ R + . We also have the pointwise estimates, on [0, T ],
Proof. The continuity of Lf (x, t) follows from formula (4.3) and the convergence of dominated Theorem. Now, we prove (ii). Let h = I 1
and integrating by parts (4.2) we obtain that ∂ t Lf = L∂ t f . It follows that, for fixed x, ∂ k t Lf (x, t) is continuous in t and ∂ k t Lf (x, t) ≤ c x −N . By using the previous lemma and (4.3) we have that Lf (x, t) = Lf (x, t) = f (t). Now, we able to solve a linearized IBVP on the hal-line. More precisely, by combining (4.5) with (4.1) we get that the function u(x, t) = Lf (x, t) {x>0} solves the linearized IBVP (4.6)
Now we state the needed estimates for the Duhamel boundary forcing operators class.
Lemma 4.2. Let α ∈ (1, 2) and ψ is a cutoff function as defined above . Then (a) (Space Proof. Initially we prove (a). From the definition of Lf , we see that
Since F x (Lf )(ξ, t) is a even function in ξ and changing of variables η = |ξ| α we obtain, for fixed t,
Then using Lemma 2.1 (ii), we control the last expression by
By Lemmas 2.1 (i) (to remove χ (−∞,t) ) and 2.3 (ii) (to estimate I 1 α −1 ), we bound the last expression by f 2
, which proves (a).
Now we obtain (b). By Lemma 2.1 (iii), we can ignore the test function. On the other hand, from the definition of Lf (x, t) we have Since α > 1 we obtain that g(x, η) is uniformly limited in x and η, this complete the proof of (b).
Finnaly, we prove (c). From the definition of Lf , we see that
On the other hand
Then observe
By the Lemma 2.1 (iii) we obtain
On the other hand, we know
Thus, it suffices to obtain (4.7) I(η) = lim ǫ→0 |η−|ξ| α |>ǫ
Observe that
Then by the Lemma 2.9 we obtain
where we have used that s < α−1
2 . This finishes the proof of the lemma.
Nonlinear Versions
We define the Duhamel inhomogeneous solution operator D as
which is a solution for the following problem
The next result establishes the estimates for the Duhamel inhomogeneous solution operator, the prove is in Appendix A.
Lemma 5.1. Let s ∈ R and ψ is a cutoff function as defined above, then:
Trilinear estimate
In this section, we prove the crucial trilinear estimate on the Bourgain space for b < } there exist ǫ > 0 such that for
, we have
is bounded, where A := {|ξ 1 − ξ| < 1 or |ξ 1 − ξ 2 | < 1}.
Proof. See Appendix B for a complete proof. } there exist ǫ > 0 such that for
is bounded, where B := {|ξ 1 − ξ| ≥ 1 and |ξ 1 − ξ 2 | ≥ 1}.
Proof. See in Appendix C.
Now we obtain the triliner estimate. } there exist ǫ > 0 such that for
Proof. By writing the Fourier transform of |u| 2 u = uuu as a convolution, we obtain
Hence
On the other hand, observe that
Then it is suffices to show that
By applying Cauchy-Schwartz in the ξ 1 , ξ 2 , τ 1 , τ 2 integral and then using Holder's inequality,we bound the norm above by
which is exactly u 6 X s,b . Therefore it is sufficient to show that the supremum above is finite. Using Lemma 2.6 in the τ 1 , τ 2 integrals, the supremum is bounded by
Using the relation τ − a τ − b a − b , and due to 1/2 − ǫ < b < 1/2, the above reduces to
We break the integral into two pieces.
Then using Lemma 6.1 and Lemma 6.2 we conclude the proof.
Proof of Theorem 1.2
Fix α ∈ ( 4 3 , 2) and s ∈ ( 
under the norm
Our goal is to show that Λ defines a contraction map on any ball of Z s,b .
Using Lemma 3.1 we obtain
Note that the estimates in Lemma 4.2 are valid for − 
for ǫ adequately small. Consequently, we obtain
On the other hand, from Lemma 5.1 and Proposition 6.1 we arrive
Similarly,
.
Lastly, choosing T = T (M ) sufficiently small, such that
it follows that Λ is a contraction map on B, and it completes the proof of Theorem 1.2. Finally, we prove (1.7). By (7.1) we have for
Therefore, by using Lemmas 5.1, 4.2 and 2.2 and Proposition 6.1 we get, for ǫ adequately small, c > − 1 2 and a < min{
where in the last inequality we used that the solution is contained in the ball B.
Proof of Corollary 1.1
The proof is a direct application of the Fourier transform restriction method joint with the trilinear estimate obtained in this work. We only give the principal ideas of the proof. 
on the space X s,b , such that. By using the same ideas of the proof of Theorem 1.2 there is a fix point u(x, t) on the ball B = u ∈ X s,b ; u X s,b ≤ c u 0 H s (R n ) . Now, by using the immersion X s,b ⊂ C(R : H s (R + )), Lemma 5.1 and Proposition 6.1 we have that for a < 2α − 1
for ǫ adequately small. This proves the result.
By the power series expansion for the function e it(τ −|ξ| α ) , we have that
. Using the definition of φ k and the Cauchy-Schwarz inequality we get
This completes the estimate for w 1 . To treat w 2 , we use Lemma 2.1 part (iv) (to remove the cuttof function ψ(t)) and change variables η = |ξ| α to get
By Cauchy-Schwarz the right had side of (A.1) is bounded by
Then, we need to prove G(τ ) ≤ c τ
. To do this, we estimate we estimate separately on the cases |η| ≤ 1, 2|η| ≤ |τ | and |τ | > 2η.
For |η| < 1 we have that G(τ ) ≤ |η|≤1 |η| 1−α α dη, that is finite for any positive α. Now assume 2 ≤ 2|η| ≤ |τ |. In this case we use τ − η ∼ τ to obtain
when we have used that s > − if (2 − α)s < α + 2cα − 1. This completes the estimate for w 2 . Finally, we estimate w 3 . To do this we write w 3 = ψ(t)e it(−∆)
Using Lemma 3.1 (b) and the Cauchy-Schwarz inequality, we obtain
Since c > − 
On the other hand, since {|ξ 1 − ξ| < 1 or |ξ 1 − ξ 2 | < 1} we have
Therefore, we have
We break the integral into two cases {|ξ 1 | > 1} and {|ξ 1 | ≤ 1}.
Case I : {|ξ 1 | > 1}, then from (B.1), we have
Now we divide into two case {|ξ 2 | < |ξ|} and {|ξ 2 | ≥ |ξ|}.
Case I.1: {|ξ 2 | < |ξ|}, first observe that
we use the substitution x = (ξ 1 − ξ)(ξ 1 − ξ 2 ) in the ξ 1 integral. Therefore, the integral above is bounded by
Using Lemma 2.7 and then Lemma 2.6 again, we bound the supremum of the integral above by
Which is finite for a < min{
}.
Case I.2: {|ξ 2 | ≥ |ξ|}, first observe that
thus from (B.2), we get
Then the estimate follows as the case I.1, consequently the integral above is bounded by
. Finally, the case {|ξ 1 | ≤ 1} follows as the case I. Therefore the term (6.1) is bounded.
Appendix C. Proof of Lemma 6.2
First from Lemma 2.8 we obtain that (6.2) is bounded by
max 1,
Now we divide the integral into two case, the first set contains the term with |ξ 1 − ξ||ξ 1 − ξ 2 | ≪ (|ξ 1 − ξ| + |ξ 1 − ξ 2 | + |ξ|) 2−α and the second set contains the remaining terms.
On the other hand, since 1 < α < 2, |ξ 1 − ξ| ≥ 1 and |ξ 1 − ξ 2 | ≥ 1 we have
where E :
On the other hand, observe that for all M ∈ R + , we have
is bounded. In particular we choose M ∈ R + big enough, then it is sufficient to prove that
is finite.
To prove (C.3), first observe that, the condition on the integral together with |ξ| > M implies, that |ξ 1 − ξ| ≪ |ξ| and |ξ 1 − ξ 2 | ≪ |ξ|. Therefore (C.3) is bounded by
in the last bound we used |ξ 1 − ξ||ξ 1 − ξ 2 | |ξ| 2−α . Then using Lemma 2.6 we obtain
which is finite for a < On the other hand, we define H := B ∩ G ∩ {|ξ 1 − ξ 2 | ≥ |ξ 1 − ξ|} therefore from (C.5), it is enough to study (C.6) sup On the other hand, using Lemma 2.5 we obtain that (C. where the last inequality we use again Lemma 2.6 in the variable ξ 1 . Therefore it is finite for a < 
