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Аннотация. Рассматривается класс нелинейных эллиптических
уравнений высокого порядка с главными коэффициентами, удовле-
творяющими условию усиленной коэрцитивности, и младшим коэф-
фициентом, допускающим произвольный рост относительно неизве-
стной функции и рост порядков, совпадающих с показателями со-
ответствующего уравнениям энергетического пространства, относи-
тельно производных этой функции. Устанавливается теорема суще-
ствования ограниченных обобщенных решений задачи Дирихле для
уравнений рассматриваемого класса.
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1. Введение
Пусть 
 — ограниченное открытое множество в Rn, n > 1. При
изучении ограниченности и непрерывности обобщенных решений u 2
Wm;p(
) квазилинейных уравнений дивергентного видаX
jj6m
( 1)jjDA(x; u; : : : ; Dmu) = 0; (1.1)
гдеm > 1, p > 1, x 2 
,Dku = fDu : jj = kg, обычно предполагают,
что функции A(x; ), где  = f 2 R : jj 6 mg, удовлетворяют
Статья поступила в редакцию 8.04.2014
ISSN 1810 – 3200. c Iнститут математики НАН України
110 Существование ограниченных решений
условиям Каратеодори, и с положительными постоянными c1; c2; c3
выполнены неравенства
jA(x; )j 6 c1

1 +
X
jj6m
jjp 1

; (1.2)
X
jj=m
A(x; ) > c2
X
jj=m
jjp   c3

1 +
X
jj<m
j jp

: (1.3)
Известно (см. [1]), что при m = 1 условия (1.2) и (1.3) гарантиру-
ют ограниченность и непрерывность обобщенных решений уравнения
(1.1), а при m > 2 возникает дополнительное условие n = mp. Если
n < mp, то непрерывность решений следует из теоремы вложения
С. Л. Соболева [2, гл. I]. При n = mp теорема вложения не обе-
спечивает ограниченности решения. В этом случае ограниченность
произвольного обобщенного решения u 2

Wm;p(
) уравнения (1.1)
с условиями (1.2), (1.3) на коэффициенты доказали Й. Фрезе [3] и
К.-О. Видман [4]. И. В. Скрыпником при тех же условиях была по-
лучена непрерывность каждого обобщенного решения [5, гл. II, § 3].
Гельдеровость решения изучалась при близких предположениях в ра-
ботах К.-О. Видмана [6] и В. А. Солонникова [7]. Наконец, в случае
n > mp существуют примеры уравнений вида (1.1)–(1.3) с неограни-
ченными решениями (см., например, [5, гл. I, § 1]).
Вместе с тем, в случае n > mp в работе И. В. Скрыпника [8]
был выделен класс уравнений вида (1.1), все обобщенные решения
которых ограничены и непрерывны по Гельдеру. Выделенный класс
уравнений характеризуется тем, что для него условие (1.3) заменяе-
тся условием усиленной коэрцитивности, которое в модельном случае
имеет вид
X
16jj6m
A(x; ) > C
 X
jj=m
jjp +
X
jj=1
jjq

;
C > 0, p > 2 и mp < q < n. Также предполагается выполнение подхо-
дящих условий роста на коэффициенты A, jj 6 m, которые позво-
ляют определить обобщенное решение уравнения (1.1) из пространс-
тва Wm;p(
) \ W 1;q(
). В частности предполагается, что младший
коэффициент A0 может иметь рост порядка, меньшего nq=(n q) 1,
относительно функции u, порядка, квалифицированно меньшего q,
относительно производных Du с jj = 1 и порядка, квалифициро-
ванно меньшего p, относительно производных Du с jj = m.
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Отметим, что ограниченность обобщенных решений в [8] была
установлена с помощью некоторой модификации метода Ю. Мозе-
ра [9]. Основываясь на других идеях, а именно используя аналог ме-
тода Г. Стампаккья [10], в работе [11] для нелинейных уравнений
четвертого порядка с усиленной коэрцитивностью, установлено бо-
лее слабое по сравнению с [8] условие относительно интегрируемо-
сти данных, обеспечивающее ограниченность обобщенных решений,
а также получены результаты, показывающие как повышается сум-
мируемость этих решений в зависимости от изменения показателя
интегрируемости данных. Аналогичные результаты для нелинейных
эллиптических уравнений высшего порядка с усиленной коэрцитив-
ностью установлены в [12].
В настоящей работе рассматривается класс нелинейных уравне-
ний (1.1) порядка 2m, m > 3 с набором коэффициентов порядков
1 и m, удовлетворяющим условию усиленной коэрцитивности, неко-
торому условию монотонности, и младшим коэффициентом, допу-
скающим, в отличие от [8, 11, 12], произвольный рост относительно
функции u, рост порядка q относительно производных Du с jj = 1
и рост порядка p относительно производных Du с jj = m. При
этом относительно младшего коэффициента предполагается выпол-
ненным “знаковое” условие типа A0(x; u; : : : ;Dmu)u > 0. Модельным
примером уравнения из рассматриваемого класса является следую-
щее уравнение:
( 1)mDm;pu qu+ ujuj
 X
jj=1
jDujq +
X
jj=m
jDujp

= f в 
;
где  > 0,
qu =
X
jj=1
D
 X
jj=1
jDuj2
(q 2)=2
Du

;
Dm;pu =
X
jj=m
D
 X
jj=m
jDuj2
(p 2)=2
Du

:
Основной результат статьи — теорема существования ограниченных
обобщенных решений задачи Дирихле для изучаемых уравнений.
Аналогичные результаты для уравнений четвертого порядка
(m = 2) были установлены ранее в работах [13, 14], причем, в [14],
в отличие от [13], не допускался произвольный рост младшего члена
A0(x; u;Du;D2u) по u и не предполагалось выполнение “знакового”
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условия A0(x; u;Du;D2u)u > 0. Вместо этого в левой части урав-
нений, рассматриваемых в [14], присутствовал абсорбционный член
типа c0jujq 2u, c0 > 0.
В данной работе, по сравнению с [13], возникает ряд новых момен-
тов и трудностей, связанных с рассмотрением уравнений произволь-
ного четного порядка 2m, m > 3. Так, для получения L1-оценки
решения следует обобщить и дополнить новыми свойствами констру-
кцию пробных функций из [11]. В частности, это необходимо для по-
лучения подходящих оценок интегралов, возникающих после подста-
новки пробных функций в соответствующее интегральное тождество
и содержащих промежуточные производные Du, 2 6 jj 6 m 1, ре-
шения u. При этом используются неравенство Ниренберга–Гальярдо
(см. ниже (2.4)) и интегрирование по частям, аналогичное изложен-
ному в [8]. Однако, использование этого приема связано с дополни-
тельным ограничением на показатели q суммируемости промежу-
точных производных Du в неравенстве Ниренберга–Гальярдо [15]:
q > 2. Последнее неравенство выполнено, если p > 2. Это условие
отсутствует при m = 2. Просто предполагается, что p 2 (1; n=2) и
q 2 (2p; n). В случае m > 3 ограничение p > 2 в [8] можно несколько
ослабить (но не заменить на p > 1, см. ниже п. 2.1), если, сохраняя
неравенства mp < q < n, выбирать параметры n, p и q так, чтобы
min q > 2, 2 6 jj 6 m  1.
Существование и L1-оценки ограниченных решений нелинейных
эллиптических уравнений второго порядка с младшим коэффици-
ентом, допускающим произвольный рост относительно неизвестной
функции и (или) рост порядка, совпадающего с показателем соо-
тветствующего энергетического пространства, относительно гради-
ента этой функции, установлены, например, в [16–18].
Наконец, в связи с условием усиленной коэрцитивности отметим,
что теория существования и свойств решений нелинейных эллипти-
ческих уравнений высоких порядков с коэффициентами, удовлетво-
ряющими такому условию, и L1-правыми частями развита в рабо-
тах [19–21].
Структура настоящей работы такова. В разделе 2 дана постанов-
ка рассматриваемой задачи и сформулированы главные результаты
статьи (теоремы 2.1 и 2.2). В этом же разделе приводится ряд до-
полнительных замечаний и представлены некоторые вспомогатель-
ные результаты. Доказательства теорем 2.1 и 2.2 излагаются в разде-
лах 4 и 3 соответственно. Наконец, в разделе 5 представлен пример
уравнения, удовлетворяющего всем условиям теоремы 2.1.
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2. Формулировка основных результатов
2.1. Исходные предположения
Пусть m;n 2 N, m > 3, n > 2(m  1). Из этих неравенств следует,
что n(m  1)  2 > 0 и
2n(m  2)
n(m  1)  2 <
2(m  1)
m
<
n
m
; 1 <
2n(m  2)
n(m  1)  2 < 2:
Пусть p 2 R, причем
2n(m  2)
n(m  1)  2 < p <
n
m
: (2.1)
Из (2.1) следует, что p(m  1)  2(m  2) > 0.
Положим
p =
2p
p(m  1)  2(m  2) :
В силу (2.1) имеем max(p;mp) < n.
Пусть q 2 R, причем max(p;mp) < q < n.
Если p < 2(m   1)=m, то p > mp; если же p > 2(m   1)=m, то
p 6 mp.
Отметим, что сделанные предположения относительно чисел m,
n, p и q — такие же, как и в работе [19].
2.2. Функциональные пространства
Пусть 
 — ограниченное открытое множество в Rn. Положим
q = nq=(n  q). Как известно (см., например, [1, гл. II])

W 1;q(
)  Lq(
); (2.2)
и существует положительная постоянная c, зависящая только от n и
q, такая, что для любой функции u 2

W 1;q(
) Z


jujqdx
!1=q
6 c
 X
jj=1
Z


jDujqdx
!1=q
: (2.3)
Через W 1;qm;p(
) обозначим множество всех функций u 2 W 1;q(
),
имеющих обобщенные производные порядка m из Lp(
). Множество
W 1;qm;p(
) есть банахово пространство с нормой
kuk = kukW 1;q(
) +
 X
jj=m
Z


jDujpdx
!1=p
:
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Через

W 1;qm;p(
) обозначим замыкание в W 1;qm;p(
) множества C10 (
).
Пусть m — множество всех n-мерных мультииндексов  таких,
что 1 6 jj 6 m, а jmj — число элементов множества m.
Для любого  2 m положим
q =
 jj   1
p(m  1) +
m  jj
q(m  1)
 1
:
Имеет место следующий результат (см., например, [19]).
Лемма 2.1. Пусть u 2

W 1;qm;p(
). Тогда для любого  2 m, 2 6
jj 6 m   1, существует обобщенная производная Du 2 Lq (
), и
справедливо следующее неравенство:
 Z


jDujqdx
!1=q
6 cn;m
 X
jj=m
Z


jDujpdx
! jj 1
p(m 1)

 X
jj=1
Z


jDujqdx
! m jj
q(m 1)
; (2.4)
где положительное число cn;m зависит только от m и n.
Неравенство (2.4) есть известное интерполяционное неравенство
Ниренберга–Гальярдо [15].
Следующий результат (см. [19]) будет полезен при рассмотрении
последовательностей, слабо сходящихся в

W 1;qm;p(
).
Лемма 2.2. Пусть fuig 

W 1;qm;p(
), u 2

W 1;qm;p(
), и пусть ui ! u
слабо в

W 1;qm;p(
). Пусть для любого  2 m, 1 6 jj 6 m   1, ~q 2
(1; q). Тогда Dui ! Du сильно в L~q (
).
2.3. Постановка задачи и существование решений
Будем использовать еще такие обозначения: Rn;m — пространство
всех отображений  : m ! R; если u 2Wm;1(
), то rmu : 
! Rn;m,
причем для любых x 2 
 и  2 m имеем (rmu(x)) = Du(x).
Если r 2 [1;+1], то k  kr — норма в Lr(
) и r0 = r=(r   1), если
r 2 (1;+1). Для любого измеримого по Лебегу множества E  

будем обозначать через measE его n-мерную меру Лебега.
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Пусть c1, c2, c3 > 0, g1, g2 — неотрицательные суммируемые фун-
кции на 
, а числа p определяются следующим образом:
1
p
=
jj   1
p(m  1) +
m  jj
q1(m  1) ; если 2 6 jj 6 m; (2.5)
p = q; если jj = 1; (2.6)
где q1 — число, удовлетворяющее неравенству
max(p;mp) < q1 < q < n: (2.7)
Пусть для любого  2 m A : 
Rn;m ! R — функция Каратеодо-
ри. Будем предполагать, что для почти всех x 2 
 и любого  2 Rn;m,
справедливы неравенстваX
2m
jA(x; )jp=(p 1) 6 c1
X
2m
jjp + g1(x); (2.8)
X
jj=1;m
A(x; ) > c2
 X
jj=1
jjq +
X
jj=m
jjp

  c3
X
26jj6m 1
jjp   g2(x): (2.9)
Далее, пусть g3 и g4 — неотрицательные суммируемые функции
на 
, b — неотрицательная непрерывная функция на R+ и B : 
 
R  Rn;m ! R — функция Каратеодори, такая что для почти всех
x 2 
 и любых s 2 R и  2 Rn;m справедливы неравенства
jB(x; s; )j 6 b(jsj)
X
2m
jjp + g3(x); (2.10)
B(x; s; )s >  g4(x): (2.11)
Пусть
f 2 Lq=(q 1)(
): (2.12)
Рассмотрим следующую задачу Дирихле:X
2m
( 1)jjDA(x;rmu) +B(x; u;rmu) = f в 
; (2.13)
Du = 0; jj 6 m  1; на @
: (2.14)
Заметим, что в силу (2.4)–(2.8) для любых функций u, v 2

W 1;qm;p(
) и  2 m функция A(x;rmu)Dv суммируема на 
, а в
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силу (2.4)–(2.7) и (2.10) для любых функций u, v 2

W 1;qm;p(
)\L1(
)
функция B(x; u;rmu)v суммируема на 
. Кроме того, из (2.2) и
(2.12) вытекает, что для любой функции v 2

W 1;qm;p(
) функция fv
суммируема на 
.
Определение 2.1. Обобщенным решением задачи (2.13), (2.14) бу-
дем называть функцию u 2

W 1;qm;p(
)\L1(
) такую, что для любой
функции v 2

W 1;qm;p(
) \ L1(
)Z


 X
2m
A(x;rmu)Dv +B(x; u;rmu)v

dx =
Z


fvdx: (2.15)
Наряду с уравнением (2.13) будем ещё рассматривать уравнениеX
2m
( 1)jjDA(x;rmu) +A0(x; u;rmu) = f в 
; (2.16)
где A0 : 
  R  Rn;m ! R — функция Каратеодори и существует
константа L > 0, такая что для почти всех x 2 
 и любых s 2 R и
 2 Rn;m справедливо неравенство jA0(x; s; )j 6 L.
Определение 2.2. Обобщенным решением задачи (2.16), (2.14) бу-
дем называть функцию u 2

W 1;qm;p(
) такую, что для любой функции
v 2

W 1;qm;p(
)Z


 X
2m
A(x;rmu)Dv +A0(x; u;rmu)v

dx =
Z


fvdx: (2.17)
Следующая теорема является основным результатом данной ста-
тьи.
Теорема 2.1. Пусть r > n=q, функции g1, g2, g4 и f принадлежат
Lr(
) и M — мажоранта для kg1kr, kg2kr, kg4kr и kfkr. Предпо-
ложим, что для почти всех x 2 
 и любых ; 0 2 Rn;m,  6= 0,
справедливо неравенствоX
jj=1;m
[A(x; ) A(x; 0)](   0)
>  c4
X
16jj6m 1
(1 + jj+ j0j)r ~r j   0j~r ; (2.18)
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где c4 > 0 и для любого  2 m, 1 6 jj 6 m 1, r и ~r — числа та-
кие, что 0 < ~r 6 r < q: Тогда существует обобщенное решение
u0 задачи (2.13), (2.14) такое, что ku0k1 6 C1, где C1 — положи-
тельное число, зависящее только от n, m, p, q, q1, meas
, c1, c2,
c3, r и M .
Доказательство теоремы 2.1 будет дано в разделе 4. Оно основано
на рассмотрении последовательности аппроксимирующих задач для
уравнений с ограниченными младшими коэффициентами, получении
равномерной ограниченности их решений и последующем предельном
переходе. При этом, разрешимость аппроксимирующих задач уста-
навливается с помощью результатов [22] о разрешимости уравнений с
псевдомонотонными операторами. Предельный переход в интеграль-
ных тождествах, соответствующих аппроксимирующим задачам, осу-
ществляется с использованием идей работ [17, 20, 23]. Равномерная
ограниченность последовательности решений аппроксимирующих за-
дач устанавливается с помощью следующей теоремы.
Теорема 2.2. Пусть r > n=q, функции g1, g2, g4 и f принадлежат
Lr(
) и M — мажоранта для kg1kr, kg2kr, kg4kr и kfkr. Предполо-
жим, что для почти всех x 2 
 и любых s 2 R и  2 Rn;m справе-
дливо неравенство
A0(x; s; )s >  g4(x): (2.19)
Пусть u — обобщенное решение задачи (2.16), (2.14). Тогда
u 2 L1(
) и
kuk1 6 C2; (2.20)
где C2 — положительная константа, зависящая только от n, m,
p, q, q1, meas
, c1, c2, c3, r и M .
Доказательство теоремы 2.2 будет дано в разделе 3. Перед этим
сделаем несколько замечаний.
Замечание 2.1. Если p > 2, r > n=q,  > n2=(nq   n + q), g1,
g2 2 Lr(
) и f 2 L(
), то ограниченность обобщенных решений
задачи (2.16), (2.14) следует из [8]. Поскольку n2=(nq   n+ q) > n=q,
теорема 2.2 дает более слабое (точное) по сравнению с [8] условие
относительно суммируемости правой части уравнения (2.16), при ко-
тором все обобщенные решения задачи (2.16), (2.14) ограничены. Это
условие (r > n=q) совпадает с условием ограниченности обобщен-
ных решений уравнений четвертого порядка с усиленной эллипти-
чностью [11] и уравнений второго порядка [1].
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Замечание 2.2. Доказательство теоремы 2.2 связано с подходом,
который применялся в работах [11–14]. Этот подход подобен мето-
ду Г. Стампаккья для эллиптических уравнений второго порядка,
и использует аналоги его известной леммы (см., например, [10] или
[24]). Сформулируем здесь один из этих аналогов, который установ-
лен в [11] и будет использован в данной статье.
Лемма 2.3. Пусть ' — невозрастающая неотрицательная функ-
ция на [0;+1). Пусть C > 0, 0 6 1 < 2,  > 1 и k0 > 0. Пусть для
любых k и l таких, что k0 < k < l < 2k, справедливо неравенство
'(l) 6 Ck
1
(l   k)2 ['(k)]
 : (2.21)
Пусть # > k0 и
#2 1 > 21+(2 1)2=( 1)C ['(k0)] 1:
Тогда '(k0 + #) = 0.
Значение леммы 2.3 состоит в следующем. В интегральное то-
ждество (2.17), соответствующее решению u подставляется функция
v = u   hk(u), где hk 2 Cm(R), k > 0 — некоторая нечетная “среза-
ющая” функция такая, что hk(s) = s, если jsj 6 k, и h0k(s) = 0, если
jsj > 2k. Затем с использованием структуры уравнения (т. е. условий
(2.5)–(2.9), (2.19)), структуры функции hk (в частности на множе-
стве k 6 jsj 6 2k) и условий на суммируемость функций g1, g2, g4 и
f (2 Lr(
), r > n=q) устанавливается соотношение (2.21) c функцией
'(k) = meas fjuj > kg, константой C > 0, не зависящей от u, и числом
 > 1, зависящим, в частности, от показателя суммируемости r. По-
этому применение леммы 2.3 в такой ситуации позволяет установить
неравенство (2.20).
3. Доказательство теоремы 2.2
Пусть r > n=q, функции g1, g2, g4 и f принадлежат Lr(
) и M —
мажоранта для kg1kr, kg2kr, kg4kr и kfkr. Пусть u — обобщенное ре-
шение задачи (2.16), (2.14), и пусть ' — функция на [0;+1) такая,
что для любого s 2 [0;+1)
'(s) = meas fjuj > sg:
Наша главная цель — установление соотношения вида (2.21) для этой
функции.
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Через ci, i = 5; 6; : : : , будем обозначать положительные числа,
зависящие только от n, m, p, q, q1, meas
, c1, c2, c3, r и M .
Шаг 1. Введем ряд вспомогательных чисел и функций. В силу
предположения относительно числа r имеем (r   1)=r   1=q > 0.
Положим
r1 =

r   1
r
  1
q
 1
; (3.1)
 = qmin

1
r1(q   1) ;
r   1
rq

: (3.2)
В силу (3.1) имеем
1
r1
+
1
r
+
1
q
= 1: (3.3)
Кроме того, из определения чисел r1 и  и неравенства r > n=q выте-
кает, что
 > 1: (3.4)
Положим
 =
X
jj=1
jDujq +
X
jj=m
jDujp
и заметим, что Z


 X
2m
jDujp

dx 6 c5 : (3.5)
Действительно, поскольку u – обобщенное решение задачи (2.16),
(2.14), в силу (2.17) имеемZ


 X
2m
A(x;rmu)Du+A0(x; u;rmu)u

dx =
Z


fudx:
Отсюда, используя (2.8), (2.9), (2.19) и неравенство Юнга, получаем
c2
2
Z


dx 6
Z


fudx+ c6
Z


(g1 + g2 + g4)dx
+ c7
Z


 X
26jj6m 1
jDujp

dx:
Из этого неравенства, оценивая первое слагаемое в его правой части
с помощью неравенств Гельдера, Юнга и (2.3), а третье — с помощью
неравенств Юнга и (2.4), выводим оценкуZ


dx 6 c8: (3.6)
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Теперь из неравенства (2.4) с помощью неравенств Юнга и (3.6) выво-
дим оценку (3.5).
Далее, положим
d = (m  1)2q1p=(q1  mp);  = (2qd=(q   q1))
m 2X
i=0
(n=p)i; (3.7)
t = 1 + (m  1)(d+ )r : (3.8)
В силу (2.3) и (3.5) для любого k > 0 имеем kq'(k) 6 cqcq
=q
5 .
Следовательно, существует положительное число k0 > 1, зависящее
только от n, m, p, q, q1, meas
, c1, c2, c3, r и M , такое, что
8 k > k0 '(k) < (1=2)t 1: (3.9)
Шаг 2. Зафиксируем произвольное число k > k0. На этом этапе
доказательства будет определена “срезающая” функция hk, о которой
шла речь в замечании 2.2 и которая будет использована в дальнейших
рассуждениях.
Пусть 	0 — функция на [0; 1] такая, что для любого s 2 [0; 1]
	0(s) =
sZ
0
t(1  )td:
Положим a = 1=	0(1) и пусть 	 — функция на [0; 1] такая, что для
любого s 2 [0; 1]
	(s) = s  a
sZ
0
	0()d :
Через Ki, i = 1; 2; : : : ; будем обозначать положительные числа,
зависящие только от t и m.
Заметим, что справедливы следующие утверждения:
если " 2 (0; 1=2) и s 2 [0; "] [ [1  "; 1], то
j	(i)(s)j 6 K1"t i+2; i = 2; 3; : : : ;m; (3.10)
если " 2 (0; 1=2) и s 2 ["; 1  "], то
j	(i)(s)j 6 K2(1 	0(s))="i 1; i = 2; 3; : : : ;m: (3.11)
Действительно, пусть " 2 (0; 1=2), s 2 [0; "] [ [1  "; 1]. Тогда
j	00(s)j = a st(1  s)t 6 a "t
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и утверждение (3.10) доказано для i = 2. При i = 3; 4; : : : ;m для
доказательства утверждения (3.10) положим для любого s 2 [0; 1]
w(s) = st и (s) = (1  s)t. Зафиксируем целые числа i и j такие, что
3 6 i 6 m, 0 6 j 6 i  2. Для любого s 2 [0; 1] имеем
w(j)(s) = t (t  1)    (t  j + 1) st j ; (3.12)
(i 2 j)(s) = ( 1)i 2 jt (t  1)    (t  i+ j + 3) (1  s)t i+j+2: (3.13)
Если теперь s 2 [0; "] [ [1  "; 1], то из (3.12) и (3.13) следует, что
jw(j)(s) (i 2 j)(s)j 6 K3 "t i+2:
Из последнего неравенства и из формулы
	(i) =  a
i 2X
j=0
Cji 2w
(j)(i 2 j) (3.14)
вытекает справедливость утверждения (3.10) при i = 3; 4; : : : ;m.
Докажем утверждение (3.11). Пусть s 2 ["; 1]. C помощью инте-
грирования по частям получаем
(t+ 1)(1 	0(s)) = (t+ 1) a
sZ
0
t(1  )td
= a (1  s)tst+1 + a t
sZ
0
t+1(1  )t 1d
> a (1  s)tst+1 > a (1  s)tst  " = " j	00(s)j:
Следовательно,
j	00(s)j 6 (t+ 1)(1 	0(s))=": (3.15)
Тем самым утверждение (3.11) доказано для i = 2. Пусть теперь
3 6 i 6 m и s 2 ["; 1  "]. Используя (3.12) и (3.13) получаем
jw(j)(s) (i 2 j)(s)j 6 K3 st(1 s)t s j(1 s) i+j+2 6 K3 j	00(s)j=a "i 2:
Отсюда, а также из (3.14) и (3.15) вытекает справедливость утвер-
ждения (3.11).
Далее, пусть hk — функция на R такая, что
hk(s) =
8>><>>:
s; если jsj 6 k;h
	
 jsj k
k

+ 1
i
k sign s; если k < jsj < 2k;
[	(1) + 1] k sign s; если jsj > 2k:
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Имеем hk 2 Cm(R),
jhkj < 2k на R; (3.16)
0 6 h0k 6 1 на R; (3.17)
jh(i)k j 6 K4=ki 1; i = 2; 3; : : : ;m на R: (3.18)
Кроме того справедливы следующие утверждения:
если " 2 (0; 1=2), s 2 R и jsj 2 [k; (1 + ")k] [ [(2  ")k; 2k], то
jh(i)k (s)j 6 K1 "t i+2=ki 1; i = 2; 3; : : : ;m; (3.19)
если " 2 (0; 1=2), s 2 R и (1 + ")k 6 jsj 6 (2  ")k, то
jh(i)k (s)j 6 K2 (1  h0k(s))=(k")i 1; i = 2; 3; : : : ;m; (3.20)
если k < l 6 2k, s 2 R и jsj > l, то
js  hk(s)j > K5 k

l   k
k
t+2
: (3.21)
Утверждения (3.19) и (3.20) следуют из определения функции hk
и утверждений (3.10) и (3.11) соответственно. Докажем утверждение
(3.21).
Зафиксируем действительные числа l и s такие, что k < l 6 2k и
jsj > l. Пусть G — функция на отрезке [0, 1] такая, что
G(y) =
8><>:y
 t 2
yR
0
	0()d; если 0 < y 6 1;
1=(t+ 1)(t+ 2); если y = 0:
С помощью правила Лопиталя устанавливаем непрерывность фун-
кции G на отрезке [0; 1]. Отсюда и из положительности функции G
следует существование числа K5 > 0 такого, что для любого y 2 [0; 1]
G(y) > K5=a:
Из определения функций hk, 	 и G, учитывая (3.17) и последнее
неравенство выводим
js  hk(s)j > jl   hk(l)j = k

l   k
k
 	

l   k
k

= a k

l   k
k
t+2
G

l   k
k

> K5 k

l   k
k
t+2
:
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Утверждение (3.21) доказано.
Из утверждения (3.21) вытекает, что для любого l 2 (k; 2k]
'(l) 6 k
(t+1)q
Kq

5 (l   k)(t+2)q
Z


ju  hk(u)jqdx: (3.22)
Шаг 3. Для интеграла в правой части неравенства (3.22) получим
следующую оценку:Z


ju  hk(u)jqdx 6 c9['(k)] : (3.23)
Это даст возможность применить лемму 2.3 и в конечном счете по-
лучить утверждение теоремы. Оценка (3.23) будет выведена из инте-
грального тождества (2.17) после подстановки в него функции
v = u  hk(u).
Перейдем к подробному доказательству (3.23). В силу леммы 3.5
из [19] и свойств (3.16)–(3.18) имеем hk(u) 2

W 1;qm;p(
) и справедливы
следующие утверждения:
1) для любого n-мерного мультииндекса , jj = 1,
Dhk(u) = h
0
k(u)D
u п.в. на 
;
2) для любого n-мерного мультииндекса , 2 6 jj 6 m,
jDhk(u)  h0k(u)Duj
6 c0n;m
 jjX
i=2
jh(i)k (u)j
 X
16jj<jj
jDujjj=jj

п.в. на 
;
где c0n;m — положительная постоянная, зависящая только от n и m.
Положим
Ik =
Z


jf jju  hk(u)jdx; Jk =
Z


g4ju  hk(u)jdx; Hk =
mX
i=2
jh(i)k j;
I 0k =
X
26jj6m
X
16jj<jj
Z


jA(x;rmu)j jDujjj=jjHk(u)dx;
I =
Z


jDujp(1  h0k(u))dx;  2 m:
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Поскольку u  hk(u) 2

W 1;qm;p(
), в силу (2.17) имеемZ


 X
2m
A(x;rmu)D(u  hk(u))

dx
+
Z


A0(x; u;rmu)(u  hk(u))dx =
Z


f(u  hk(u))dx: (3.24)
С помощью (2.19) и того факта, что на множестве fjuj > kg
0 6 u  hk(u)
u
6 ju  hk(u)j
k0
;
устанавливаемZ


A0(x; u;rmu)(u  hk(u)) dx >   1
k0
Jk: (3.25)
Из (3.24), (3.25) и утверждений 1) и 2) выводим, чтоZ


 X
2m
A(x;rmu)Du

(1  h0k(u))dx 6 Ik +
1
k0
Jk + c
0
n;mI
0
k:
Отсюда, используя (2.8), (2.9), неравенство Юнга, (3.17) и то, что
h0k = 1 на ( k; k), получаем
c2
2
Z


(1  h0k(u))dx 6 c10
Z
fjuj>kg
(g1 + g2)dx
+ Ik +
1
k0
Jk + c
0
n;mI
0
k + c11
X
26jj6m 1
I: (3.26)
Установим подходящие оценки для слагаемых в правой части это-
го неравенства. Ясно, чтоZ
fjuj>kg
(g1 + g2)dx 6 2M ['(k)](r 1)=r: (3.27)
Оценим Ik. Прежде всего заметим, что в силу (2.3), утвержде-
ния 1) и (3.17) справедливо неравенство Z


ju  hk(u)jqdx
!1=q
6 c
 Z


(1  h0k(u))dx
!1=q
: (3.28)
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Учитывая, что hk(s) = s для s 2 ( k; k), и используя (3.3), неравен-
ство Гельдера и (3.28), получаем
Ik 6 cM ['(k)]1=r1
 Z


(1  h0k(u))dx
!1=q
:
Отсюда и из неравенства Юнга вытекает неравенство
Ik 6
c2
12
Z


(1  h0k(u))dx+ c12['(k)]q=(q 1)r1 : (3.29)
Аналогично (3.29) устанавливаем неравенство
1
k0
Jk 6
c2
12
Z


(1  h0k(u))dx+ c13['(k)]q=(q 1)r1 : (3.30)
Перейдем к оценке интегралов I 0k и I, 2 6 jj 6 m  1. Это явля-
ется наиболее существенным моментом в доказательстве теоремы.
Шаг 4. Покажем, что для любого " 2 (0; 1=2) справедливо нера-
венствоX
26jj6m 1
I 6 "
Z


(1  h0k(u))dx+ c14(" '(k) + "t): (3.31)
Действительно, пусть " 2 (0; 1=2). Положим
~p = p; если 1 < jj 6 m; (3.32)
~p = q1 ; если jj = 1: (3.33)
Пусть , 0, 00 — n-мерные мультииндексы такие, что 2 6 jj 6
m  1,  = 00+0, j0j = 1, jj = j00j+1. Из (2.5) и (3.7) следует, что
p   2
p
+
1
p+0
+
1
~p00
= 1; (3.34)
p   1
p
+
1
~p00
+
1
~p0
+
1
d
< 1: (3.35)
Для любого  2 m, 1 6 jj 6 m  1 положим
~I =
Z


jDuj~p (1  h0k(u))dx:
126 Существование ограниченных решений
С помощью интегрирования по частям получаем
I =
Z


jDujp 2Du (1  h0k(u))D
00+0u dx
=  
Z


D
0

jDujp 2Du (1  h0k(u))

D
00
u dx
6 (p   1)
Z


jDujp 2 jD+0uj jD00uj (1  h0k(u)) dx
+
Z


jDujp 1 jD0uj jD00uj jh00k(u)j dx: (3.36)
Используя (3.34), неравенство Юнга и тот факт, что p 6 ~p < n,
1 6 jj 6 m, устанавливаем оценку
(p   1)
Z


jDujp 2 jD+0uj jD00uj (1  h0k(u)) dx
6 (1=4) I + ("=2) I+0 + c15" n=p ~I00 : (3.37)
С помощью утверждений (3.19) и (3.20) для i = 2 имеемZ


jDujp 1 jD0uj jD00uj jh00k(u)j dx
=
Z
fk6juj6k(1+")g[
f(2 ")k<juj62kg
jDujp 1 jD0uj jD00uj jh00k(u)j dx
+
Z
fk(1+")<juj6(2 ")kg
jDujp 1 jD0uj jD00uj jh00k(u)j dx
6 (K1"t=k)
Z


jDujp 1 jD0uj jD00uj dx
+ (K2=k ")
Z


jDujp 1 jD0uj jD00uj (1  h0k(u)) dx: (3.38)
Используя (3.35), неравенство Юнга и (3.5), получаем
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jDujp 1 jD0uj jD00uj dx 6
Z


jDujpdx
+
Z


jD0uj~p0dx+
Z


jD00uj~p00dx +meas
 6 c16: (3.39)
Используя (3.35), неравенство Юнга, (3.17) и тот факт, что h0k(s) = 1
для s 2 ( k; k), получаемZ


jDujp 1 jD0uj jD00uj (1  h0k(u)) dx
6 " I + " ~I0 + " ~I00 + "1 d'(k): (3.40)
Теперь из неравенств (3.38)–(3.40), k > k0 > 1 и предположения k >
4K2, которое не умаляет общности доказательства, следуетZ


jDujp 1 jD0uj jD00uj jh00k(u)j dx
6 c17 "t +
1
4
(I + ~I0 + ~I00 + "
 d '(k)):
Из (3.36), (3.37) и последнего неравенства следует
I 6 " I+0 + c18 " n=p ~I00 +(1=2) ~I0 + 2c17 "t+(1=2) " d'(k): (3.41)
Положим d2 = d,
dj = d

n
p
j 2
+
j 2X
i=1

n
p
i
; j = 3; : : : ;m  1; m > 4;
bj =
j 1X
i=1

n
p
i
; j = 2; : : : ;m  1:
Используя (3.41), докажем, что для любого " 2 (0; 1=2) и любого
номера j = 2; : : : ;m  1 справедлива оценкаX
26jj6j
I 6 "
X
jj=j+1
I + c19

" bj
X
jj=1
~I + "
 dj'(k) + "t

: (3.42)
Доказательство проведем индукцией по j. Для j = 2 и m > 3
оценка (3.42) следует из (3.41). Предположим, что оценка (3.42) спра-
ведлива для любого " 2 (0; 1=2) и для любого номера j 6 j0, 2 6 j0 <
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m  1, m > 4, и докажем её для номера j = j0 + 1. Фиксируем опять
произвольное " 2 (0; 1=2). Используя последовательно (3.41) и (3.42)
с параметрами "1 = "=4 и "2 = "
n=p
1 =2c18 вместо " соответственно и
учитывая, что t > n=(n   p) и dj0+1 > d, после элементарных пре-
образований получим оценкуX
jj=j0+1
I 6 ("=2)
X
jj=j0+2
I + c20

" bj0+1
X
jj=1
~I + "
 dj0+1'(k) + "t

:
Складывая последнее неравенство с неравенством (3.42) для номера
j = j0 и учитывая, что bj0 < bj0+1, dj0 < dj0+1 и " 2 (0; 1=2), устанав-
ливаем справедливость неравенства (3.42) для номера j = j0 + 1.
Неравенство (3.42) доказано для любого j 2 N такого, что 2 6 j 6
m  1. В частности, при j = m  1 имеем неравенствоX
26jj6m 1
I 6 "
X
jj=m
I + c19

" bm 1
X
jj=1
~I + "
 dm 1'(k) + "t

:
(3.43)
Оценивая интеграл ~I, jj = 1 с помощью неравенства Юнга, полу-
чим
c19"
 bm 1 ~I =
Z


"q1=qjDujq1 c19" q1=q bm 1(1  h0k(u))dx
6 "I + c
q
q q1
19 "
  q
q q1 (bm 1+
q1
q
)
Z


(1  h0k(u))dx
6 "I + c21" '(k):
Отсюда и из (3.43) с учетом того, что dm 1 < , следует неравенство
(3.31).
Шаг 5. Покажем, что
c0n;mI
0
k + c11
X
26jj6m 1
I
6 c2
12
Z


(1  h0k(u))dx+ c22['(k)](r 1)=r: (3.44)
Это позволит нам завершить доказательство теоремы.
Предположим сначала, что '(k) > 0. Положим
 = ['(k)]1=(t 1); " = m 1: (3.45)
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Так как k > k0, то в силу (3.9) имеем  2 (0; 1=2) и " 2 (0; 1=2).
Из (2.5)–(2.7) и (3.7) следует, что если ,  2 m,
1 6 jj < jj 6 m, то
p   1
p
+
jj
jjp +
1
d
< 1:
Используя это неравенство и неравенство Юнга, устанавливаем, что
если ,  2 m, 1 6 jj < jj 6 m, то
jA(x;rmu)j jDujjj=jj
6 " jA(x;rmu)jp=(p 1) + " jDujp + "1 d п.в. на 
 :
Отсюда и из (2.8) выводим, что
I 0k 6 jmj (c1 + 1) "
Z


 X
2m
jDujp

Hk(u)dx
+ jmj "
Z


g1Hk(u)dx+ jmj2"1 d
Z


Hk(u)dx: (3.46)
В силу того, что Hk = 0 на ( k; k), а также ввиду равенства
Hk =
mP
i=2
jh(i)k j и неравенств (3.18) и k > 1 имеемZ


g1Hk(u)dx 6 (m  1)K4M ['(k)](r 1)=r; (3.47)
Z


Hk(u)dx 6 (m  1)K4'(k): (3.48)
С помощью (3.5), утверждений (3.19) и (3.20) и неравенства k > 1
выводим, чтоZ


 X
2m
jDujp

Hk(u)dx
=
Z
fk6juj6k(1+)g[
f(2 )k6juj62kg
 X
2m
jDujp

Hk(u)dx
+
Z
fk(1+)<juj<(2 )k)g
 X
2m
jDujp

Hk(u)dx
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6 (m  1)K1c5 t m+2
+
(m  1)K2
k m 1
 Z


(1  h0k(u))dx+
X
26jj6m 1
I
!
: (3.49)
Далее, не ограничивая общности доказательства, считаем, что
k > 48jmj(m  1)(c1 + 1)K2c0n;m=c2; '(k) < (c2=24c11)
t 1
m 1 : (3.50)
Теперь из (3.31), (3.46)–(3.50), учитывая (3.8) и (3.45), выводим нера-
венство (3.44). Оно доказано в предположении, что '(k) > 0. Однако
легко видеть, что это неравенство имеет место и в случае '(k) = 0.
Из (3.26), (3.27), (3.29), (3.30) и (3.44) следует, что
c2
4
Z


(1  h0k(u))dx
6 (2c10M + c22)['(k)](r 1)=r + (c12 + c13)['(k)]q=(q 1)r1 :
Полученный результат, неравенство (3.28) и равенство (3.2) дока-
зывают неравенство (3.23). Из (3.22) и (3.23) выводим, что справе-
дливо следующее предложение:
если k0 6 k < l 6 2k, то
'(l) 6 c23k
(t+1)q
(l   k)(t+2)q ['(k)]
 :
Используя это предложение, а также (3.4) и лемму 2.3, устанав-
ливаем справедливость оценки (2.20). Теорема доказана.
Замечание 3.1. Определение и свойства функций hk, использован-
ных в доказательстве теоремы 2.2, аналогичны определению и свой-
ствам гладких срезок, введенных в [20] и [11]. При этом определение
“внутренней” функции 	 является более общим по сравнению с дан-
ным в [11].
4. Доказательство теоремы 2.1
Шаг 1. Пусть r > n=q, функции g1, g2, g4 и f принадлежат Lr(
)
и M — мажоранта для kg1kr, kg2kr, kg4kr и kfkr.
Через ci, i = 24; 25; : : : , будем обозначать положительные числа,
зависящие только от n,m, p, q, q1,meas
, c1; c2; c3, C2,maxs2[0;C2] b(s),
r и M .
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Определим для любого i 2 N функцию Bi : 
  R  Rn;m ! R,
полагая
Bi(x; s; ) =
B(x; s; )
1 + jB(x; s; )j=i ; (x; s; ) 2 
 R R
n;m:
Заметим, что для любых i 2 N и (x; s; ) 2 
 R Rn;m
jBi(x; s; )j 6 i; (4.1)
Bi(x; s; )s >  g4(x); (4.2)
jBi(x; s; )j 6 b(jsj)
X
2m
jjp + g3(x): (4.3)
На основании неравенств (2.3), (2.8), (2.9), (2.18), (4.1), включения
(2.12), леммы 2.2 и результатов о разрешимости уравнений с псевдо-
монотонными операторами (см., например, [22]) устанавливаем: если
i 2 N, то существует функция ui 2

W 1;qm;p(
) такая, что для любой
функции v 2

W 1;qm;p(
)Z


 X
2m
A(x;rmui)Dv +Bi(x; ui;rmui)v

dx =
Z


fvdx: (4.4)
Принимая во внимание неравенства (4.1), (4.2) и включения g1,
g2, g4, f 2 Lr(
), на основании теоремы 2.2 устанавливаем, что для
любого i 2 N ui 2 L1(
) и
kuik1 6 C2: (4.5)
Для любого i 2 N положим
i =
X
jj=1
jDuijq +
X
jj=m
jDuijp :
Фиксируя произвольное i 2 N, подставляя в (4.4) вместо v функцию
ui и используя при этом (4.2), аналогично (3.5) получаем, что для
любого i 2 N Z


 X
2m
jDuijp

dx 6 c5 : (4.6)
В силу (2.3), (4.6) и компактности вложения

W 1;q(
) в L(
) при
 < q существуют возрастающая последовательность fijg  N и
функция u0 2

W 1;qm;p(
) такие, что
uij ! u0 слабо в

W 1;qm;p(
); (4.7)
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uij ! u0 п.в. на 
: (4.8)
Теперь из (4.5) и (4.8) выводим оценку
ku0k1 6 C2: (4.9)
Заметим ещё, что в силу (4.6) и (4.7)Z


 X
2m
jDu0jp

dx 6 c5 : (4.10)
Шаг 2. Положим ~b = maxs2[0;C2] b(s) и
 = m+ 8C2~b=c2: (4.11)
Покажем, что
lim
j!1
Z


 X
2m
jDuij jp

juij   u0jdx = 0: (4.12)
С этой целью зафиксируем j 2 N и положим
vj = juij   u0j(uij   u0):
Используя (4.5), (4.9) и то, что  > m, устанавливаем, что
vj 2

W 1;qm;p(
) и справедливы утверждения:
(i) для любого n-мерного мультииндекса ; jj = 1,
Dvj = (+ 1)juij   u0jD(uij   u0) п.в. на 
;
(ii) для любого n-мерного мультииндекса ; jj = 2,
jDvj   (+ 1)juij   u0jD(uij   u0)j
6 c0n;m(+ 1)m
 jjX
l=2
juij   u0j l+1


X
16jj<jj
jD(uij   u0)jjj=jj п.в. на 
 ;
где c0n;m — положительная постоянная, зависящая только от n
и m.
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Далее, положим
H;j =
jjX
l=2
juij   u0j l+2;  2 m; 2 6 jj 6 m;
j =
Z


jf j juij   u0j+1dx;
0j =
Z


 X
2m
jA(x;rmuij )j jDu0j

juij   u0jdx;
00j =
Z


jBij (x; uij ;rmuij )j juij   u0jdx;
000j =
X
26jj6m
X
16jj<
Z


jA(x;rmuij )j jD(uij   u0)jjj=jjH;j dx;
%j =
X
26jj6m 1
Z


jDuij jp juij   u0jdx:
Поскольку vj 2

W 1;qm;p(
), в силу (4.4) имеемZ


 X
2m
A(x;rmuij )Dvj +Bij (x; uij ;rmuij )vj

dx =
Z


fvjdx :
(4.13)
Из этого равенства, утверждений (i) и (ii), (4.5) и (4.9) выводим, что
(+ 1)
Z


 X
2m
A(x;rmuij )Duij

juij   u0jdx
6 j + (+ 1)0j + 2C200j + c0n;m(+ 1)m000j :
Отсюда, используя (2.8), (2.9) и неравенство Юнга, получаем
c2(+ 1)
2
Z


ij juij   u0jdx 6 c24(+ 1)
Z


(g1 + g2)juij   u0jdx
+ j + (+ 1)
0
j + 2C2
00
j + c
0
n;m(+ 1)
m000j + c25(+ 1)%j : (4.14)
Используя неравенство Юнга и (2.8) находим, что
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0j 6
c2
4
Z


ij juij   u0jdx
+ c26
Z



g1 +
X
2m
jDu0jp

juij   u0jdx+ c27%j : (4.15)
С помощью (4.3) и (4.5) устанавливаем, что
00j 6 ~b
Z


ij juij   u0jdx+
Z


g3juij   u0jdx+~b%j : (4.16)
Из (4.14)–(4.16) с учетом (4.5), (4.9) и (4.11) следует
c2
Z


ij juij   u0jdx 6 c28(%j + 000j )
+ c29
Z



jf j+
3X
=1
g +
X
2m
jDu0jp

juij   u0jdx: (4.17)
Покажем, что
lim
j!1
000j = lim
j!1
%j = 0: (4.18)
Пусть ,  2 m и 1 6 jj < jj 6 m. В силу (2.5) и (2.6) существует
число p > 1, такое что
p   1
p
+
jj
jjp +
1
p
= 1:
Используя последнее равенство, неравенство Гельдера, (2.8), (4.6) и
(4.10), устанавливаем, чтоZ


jA(x;rmuij )j jD(uij   u0)jjj=jj juij   u0j dx
6 c30
 Z


juij   u0jpdx
!1=p
:
Отсюда и из (4.5), (4.8) и определения величины 000j вытекает равен-
ство нулю первого предела в (4.18).
Далее, с помощью (4.7), (4.8), неравенств
1 < p < q; 2 6 jj 6 m  1
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и леммы 2.2 устанавливаем, что для любого  2 m, 2 6 jj 6 m  1
jDuij jp juij   u0j ! 0 по мере;
а с помощью неравенств (2.4), (4.5), (4.6), (4.9) и 1 < p < q,
2 6 jj 6 m   1 получаем, что для любого  2 m, 2 6 jj 6 m   1
функции последовательности fjDuij jp juij   u0jg имеют равносте-
пенно абсолютно непрерывные интегралы. Следовательно, по теоре-
ме Д. Витали о сходимости (см., например, [25, гл. VI]) limj!1 %j = 0.
Тем самым (4.18) полностью доказано.
Из (4.5), (4.8), (4.17) и (4.18) следует (4.12).
Теперь фиксируем произвольные " > 0 и j 2 N. С помощью нера-
венства Юнга получаемZ


 X
2m
jDuij jp

juij   u0jdx
6 "
2c5
Z


 X
2m
jDuij jp

dx
+

2c5
"
 1 Z


 X
2m
jDuij jp

juij   u0jdx:
Отсюда и из (4.6) и (4.12) вытекает
lim
j!1
Z


 X
2m
jDuij jp

juij   u0jdx = 0: (4.19)
Замечание 4.1. Соображение использовать для доказательства ра-
венства (4.12) подстановку в интегральное тождество (4.4) в качестве
пробных элементов функций juij   u0j(uij   u0) подсказано рабо-
той [17], где такая же подстановка использовалась для доказатель-
ства соотношения, аналогичного (4.12) в случае вырождающихся эл-
липтических уравнений второго порядка.
Шаг 3. Для любого i 2 N положим
Qi =
X
jj=1;m
[A(x;rmui) A(x;rmu0)] (Dui  Du0); (4.20)
Ri =
X
26jj6m 1
[A(x;rmui) A(x;rmu0)] (Dui  Du0);
Si = Qi +Ri ; (4.21)
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и покажем, что
lim
j!1
Z


Qijdx = 0: (4.22)
Пусть j 2 N. Поскольку uij   u0 2

W 1;qm;p(
), в силу (4.4) имеемZ


Sijdx =
Z


f(uij   u0)dx
 
Z


Bij (x; uij ;rmuij )(uij   u0)dx
 
Z


 X
2m
A(x;rmu0)(Duij  Du0)

dx : (4.23)
Покажем, что интегралы в правой части равенства (4.23) стремятся
к нулю при j !1. С помощью (4.3) и (4.5) находим, что
Z


Bij (x; uij ;rmuij )(uij   u0)dx

6
Z


jBij (x; uij ;rmuij )jjuij   u0jdx
6 ~b
Z


 X
2m
jDuij jp

juij   u0jdx+
Z


g3juij   u0jdx:
Отсюда и из (4.19), (4.8) и (4.5) следует, что
lim
j!1
Z


Bij (x; uij ;rmuij )(uij   u0)dx = 0 (4.24)
В силу (4.8) и (4.5) имеем
lim
j!1
Z


f(uij   u0)dx = 0: (4.25)
Используя (2.4)–(2.8) и (4.7), устанавливаем
lim
j!1
Z


 X
2m
A(x;rmu0)(Duij  Du0)

dx = 0: (4.26)
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Теперь из (4.23)–(4.26) следует равенство
lim
j!1
Z


Sijdx = 0: (4.27)
Далее, используя (4.7), лемму 2.2 и неравенства (2.4), (2.8) и
1 < p < q, 2 6 jj 6 m  1, устанавливаем, что
lim
j!1
Z


Rijdx = 0: (4.28)
Наконец из (4.21), (4.27) и (4.28) следует (4.22).
Шаг 4. Покажем, что
для любого  2 m Duij ! Du0 по мере : (4.29)
Отметим, что если  2 m и 1 6 jj 6 m   1, то справедливость
утверждения (4.29) вытекает из (4.7) и леммы 2.2.
Для доказательства утверждения (4.29) в случае, когда jj = m,
введем ряд вспомогательных функций и множеств. Для любого i 2 N
положим
i = c4
X
16jj6m 1
(1 + jDuij+ jDu0j)r ~r jDui  Du0j~r
и заметим, что в силу (4.7), леммы 2.2 и неравенств 0 < ~r 6 r < q
lim
i!1
Z


i dx = 0: (4.30)
Далее, пусть для любого x 2 
 Ax — функция на Rn;mRn;m такая,
что для любой пары (; 0) 2 Rn;m  Rn;m
Ax(; 
0) =
X
jj=1;m
[A(x; ) A(x; 0)](   0)
+ c4
X
16jj6m 1
(1 + jj+ j0j)r ~r j   0j~r :
Поскольку для любого  2 m A — функция Каратеодори и для
почти всех x 2 
 и любых ; 0 2 Rn;m,  6= 0, имеет место неравенство
(2.18), существует множество E  
 меры нуль такое, что:
(iii) для любого x 2 
 n E функция Ax непрерывна на Rn;m  Rn;m;
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(iv) для любых x 2 
 n E и ; 0 2 Rn;m,  6= 0, справедливо нера-
венство Ax(; 0) > 0 :
Для любых  > 0 и  >  через G; обозначим множество
(; 0)2 Rn;mRn;m :
X
2m
j 0j > ;
X
2m
jj 6 ;
X
2m
j0j 6 

:
Очевидно, что для любых  > 0 и  >  множество G; непусто,
замкнуто и ограничено.
Пусть для произвольных  > 0 и  >  ; — функция на 

такая, что
;(x) =
8<:minG; Ax; если x 2 
 n E;0; если x 2 E :
Используя предложения (iii), (iv), (2.8) и тот факт, что для любого
 2 m A — функция Каратеодори, устанавливаем: если  > 0 и
 > , то
; > 0 на 
; ; > 0 п.в. на 
; (4.31)
; 2 L1(
) : (4.32)
Перейдем непосредственно к доказательству утверждения (4.29).
Фиксируем  > 0 и " > 0. Используя (4.6) устанавливаем, что для
любых  > 0 и i 2 N
meas
 X
2m
jDuijp > 

6
Z
f P
2m
jDuijp>g
 X
2m
jDuijp

dx 6 c5 :
Отсюда следует, что существует  > max(1; ) такое, что
sup
j2N
meas
 X
2m
jDuij j > 

6 ";
meas
 X
2m
jDu0j > 

6 " :
(4.33)
Для любого j 2 N положим
Ej =
 X
2m
jDuij j 6 ;
X
2m
jDu0j 6 ;
X
2m
jDuij  Du0j > 

:
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Пусть j 2 N и x 2 Ej n E . ИмеемX
2m
jDuij (x)j 6 ;
X
2m
jDu0(x)j 6 ;
X
2m
jDuij (x) Du0(x)j > :
Следовательно, (rmuij (x);rmu0(x)) 2 G;. Тогда в силу определе-
ния функций ; и Ax имеем ;(x) 6 Qij (x) + ij (x).
Теперь, учитывая (2.18), можно заключить, что для любого j 2 NZ
Ej
;dx 6
Z
Ej
(Qij +ij )dx 6
Z


Qijdx+
Z


ijdx :
Отсюда и из (4.22) и (4.30) вытекает, что
lim
j!1
Z
Ej
;dx = 0 :
В свою очередь, отсюда, учитывая (4.31), (4.32) и применяя лемму 5
из [23], выводим, что
lim
j!1
meas Ej = 0 : (4.34)
Ясно, что для любого j 2 N
meas
 X
2m
jDuij  Du0j > 

6 meas
 X
2m
jDuij j > 

+meas
 X
2m
jDu0j > 

+measEj :
Отсюда и из (4.33) и (4.34) следует (4.29).
Замечание 4.2. При доказательстве утверждения (4.29) использо-
ваны некоторые идеи работ [20,23].
В силу утверждения (4.29) и теоремы Ф. Рисса (см., например, [25,
гл. IV]) для любого  2  из последовательности fDuijg можно
извлечь подпоследовательность, сходящуюся к Du0 почти всюду на

. Без ограничения общности можно считать, что
8  2 m Duij ! Du0 п.в. на 
: (4.35)
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Шаг 5. Докажем следующее утверждение:
(v) для любого " > 0 существует  > 0 такое, что для любого изме-
римого множества G  
, meas G < , имеем
lim sup
j!1
Z
G
 X
2m
jDuij jp

dx 6 ": (4.36)
Действительно, положим
c31 = (1 + c1c5 + kg1kL1(
))
q 1
q : (4.37)
Зафиксируем произвольное ">0. В силу свойства абсолютной непре-
рывности интеграла Лебега и неравенств 1 < p < q, 2 6 jj 6 m 1,
(2.4) и (4.6) существует  > 0 такое, что для любого измеримого мно-
жества G  
, meas G < , будетZ
G
 X
26jj6m 1
jDuij jp

dx 6 c2 "
6(c2 + 1)(c3 + 1)
; (4.38)
Z
G
g2dx 6
c2 "
6
; (4.39)
c31
X
=1;m
 X
jj=
Z
G
jDu0jpdx
 1
p
6 c2 "
6
: (4.40)
Зафиксируем произвольное измеримое множество G  
,
measG < . Для любого j 2 N положим
j =
Z
G
 X
jj=1;m
A(x;rmu0)(Duij  Du0)

dx;
0j =
Z
G
 X
jj=1;m
A(x;rmuij )Du0

dx:
Используя (2.8) и (4.7) устанавливаем, что
lim
j!1
j = 0: (4.41)
Зафиксируем теперь произвольное j 2 N. С помощью (4.20), (2.9)
и (2.18) получаем
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c2
Z
G
ijdx 6
Z


(Qij +ij )dx
+ c3
Z
G
 X
26jj6m 1
jDuij jp

dx+
Z
G
g2dx+ j + 
0
j : (4.42)
Используя числовое и интегральное неравенства Гельдера, (2.8),
(4.6), (4.37) и неравенство p 6 q,  2 m, получаем
0j 6
"
1 +
Z
G
 
c1
X
2m
jDuij jp + g1
!
dx
# q 1
q

X
=1;m
 X
jj=
Z
G
jDu0jpdx
! 1
p
6 c31
X
=1;m
 X
jj=
Z
G
jDu0jpdx
! 1
p
:
Отсюда и из (4.40) следует, что
0j 6 c2 "=6: (4.43)
Теперь из (4.38), (4.39), (4.42) и (4.43) вытекает, что
c2
Z
G
ijdx 6
Z


(Qij +ij )dx+ j + c2 "=2:
Отсюда и из (4.22), (4.30), (4.38) и (4.41) следует неравенство (4.36).
Тем самым справедливость утверждения (v) установлена.
Шаг 6. Докажем, что справедливы следующие утверждения:
(vi) для любой функции v 2

W 1;qm;p(
)
lim
j!1
Z


( X
2m
A(x;rmuij )Dv
)
dx
=
Z


 X
2m
A(x;rmu0)Dv

dx ;
(vii) для любой функции v 2

W 1;qm;p(
) \ L1(
)
lim
j!1
Z


Bij (x; uij ;rmuij )vdx =
Z


B(x; u0;rmu0)vdx :
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Действительно, пусть v 2

W 1;qm;p(
). В силу (4.35)X
2m
A(x;rmuij )Dv !
X
2m
A(x;rmu0)Dv п.в. на 
 : (4.44)
Далее, пусть задано " > 0. Рассуждая аналогично доказательству
неравенства (4.43), устанавливаем, что существует "1 > 0 такое, что
для любого измеримого множества G  
, meas G 6 "1 и для любого
j 2 N, имеем Z
G
 X
2m
A(x;rmuij )Dv
dx 6 "4 ;Z
G
 X
2m
A(x;rmu0)Dv
dx 6 "4 :
(4.45)
В силу (4.44) и теоремы Д. Ф. Егорова (см., например, [25, гл. IV])
существует измеримое множество 
1  
 такое, что
meas (
 n 
1) 6 "1; (4.46)X
2m
A(x;rmuij )Dv !
X
2m
A(x;rmu0)Dv равномерно на 
1:
Тогда найдется j1 2 N такое, что для любого j 2 N, j > j1,Z

1
 X
2m
A(x;rmuij )Dv  
X
2m
A(x;rmu0)Dv
dx 6 "2 : (4.47)
Зафиксируем j 2 N, j > j1. Используя (4.45)–(4.47), получаем X
2m
A(x;rmuij )Dv  
X
2m
A(x;rmu0)Dv

L1(
)
6 "
2
+
Z

n
1
 X
2m
A(x;rmuij )Dv
dx
+
Z

n
1
 X
2m
A(x;rmu0)Dv
dx 6 " :
Следовательно, X
2m
A(x;rmuij )Dv  
X
2m
A(x;rmu0)Dv

L1(
)
! 0
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и утверждение (vi) справедливо.
Докажем утверждение (vii). Пусть v 2

W 1;qm;p(
) \ L1(
). В силу
(4.8) и (4.35) имеем
Bij (x; uij ;rmuij )v ! B(x; u0;rmu0)v п.в. на 
 : (4.48)
Пусть опять задано " > 0. Используя (4.3), (4.5), утверждение (v)
и ограниченность функции v, устанавливаем, что существует "2 > 0
такое, что для любого измеримого множества G  
, meas G 6 "2,
справедливы следующие неравенства
lim sup
j!1
Z
G
jBij (x; uij ;rmuij ) vjdx 6
"
3
; (4.49)
Z
G
jB(x; u0;rmu0) vjdx 6 "
3
: (4.50)
В силу (4.48) существует измеримое множество 
2  
 такое, что
meas (
 n 
2) 6 "2 (4.51)
и Bij (x; uij ;rmuij )v ! B(x; u0;rmu0)v равномерно на 
2. Тогда най-
дется j2 2 N такое, что для любого j 2 N, j > j2,Z

2
jBij (x; uij ;rmuij )v  B(x; u0;rmu0)vjdx 6
"
3
: (4.52)
Зафиксируем j 2 N, j > j2. Используя неравенства (4.50)–(4.52),
получаемZ


jBij (x; uij ;rmuij )v  B(x; u0;rmu0)vjdx
6 "
3
+
Z

n
2
jB(x; u0;rmu0)vjdx+
Z

n
2
jBij (x; uij ;rmuij )vjdx
6 2"
3
+
Z

n
2
jBij (x; uij ;rmuij )vjdx :
Отсюда и из (4.49) и (4.51) следует, что
lim sup
j!1
Z


jBij (x; uij ;rmuij )v  B(x; u0;rmu0)vjdx 6 " :
144 Существование ограниченных решений
Ввиду произвольности " из последнего неравенства вытекает справе-
дливость утверждения (vii).
Из (4.4) и утверждений (vi) и (vii) вытекает, что для любой фун-
кции v 2

W 1;qm;p(
) \ L1(
)Z


 X
2m
A(x;rmu0)Dv +B(x; u0;rmu0)v

dx =
Z


fvdx:
Теперь можно заключить, что u0 есть обобщенное решение задачи
(2.13), (2.14). Теорема доказана.
5. Пример
Рассмотрим пример выполнения условий (2.8)–(2.11) и (2.18) от-
носительно коэффициентов уравнения (2.13).
Пусть n, m 2 N и p, q, q1 2 R — числа, такие, что m > 3, p > 2
и mp < q1 < q < n. Пусть 
 — ограниченное открытое множество
в Rn. Далее, пусть fpg2m и f~pg2m — два набора чисел, удов-
летворяющих равенствам (2.5), (2.6) и (3.32), (3.33) соответственно.
Для любого  2 m определим функцию A : 
Rn;m ! R, полагая
A(x; ) =
 X
jj=jj
2
(p 2)=2

+
X
16jj6m 1
j j~p(p 1)=p ; если jj = 1; m;
A(x; ) =
X
2m
j jp(p 1)=p ; если 2 6 jj 6 m  1:
Данный набор функций fAg2m удовлетворяет неравенствам (2.8)
и (2.9), а также неравенству (2.18) с c4 > 0 и показателями r = ~p и
~r = q=(q   1), 1 6 jj 6 m  1.
Для любых x 2 
, s 2 R и  2 Rn;m положим
B(x; s; ) = sb1(jsj)
X
2m
jjp ;
где b1 – произвольная, неотрицательная, непрерывная функция на
R+, например b1(t) = t,  > 0, или b1(t) = et. Функция B удовлетво-
ряет неравенствам (2.10) и (2.11).
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