Abstract. Software systems are often model checked by translating them into a directly model-checkable formalism. Any serious software system requires application of compositional reasoning to overcome the computational complexity of model checking. This paper presents Translation-Based Compositional Reasoning (TBCR), an approach to application of compositional reasoning in the context of model checking software systems through model translation. In this approach, given a translation from a software semantics to a directly model-checkable formal semantics, a compositional reasoning rule is established in the software semantics and mapped to an equivalent rule in the formal semantics based on the translation. The correctness proof of the composition reasoning rule in the software semantics is established based on this mapping and the correctness proof of the equivalent rule in the formal semantics. The compositional reasoning rule in the software semantics is implemented and applied based on the translation from the software semantics to the formal semantics and reusing the implementation of the equivalent rule in the formal semantics. TBCR has been realized for a commonly used software semantics, the Asynchronous Interleaving Message-passing semantics. TBCR is illustrated by two applications of this realization.
Introduction and Overview
Model checking [1] [2] [3] has major potential for improving reliability of software systems. Model checking is often applied to software systems by translating them into a modelcheckable formalism to avoid the difficulty and labor of developing special-purpose model checkers.
On account of the intrinsic computational complexity of model checking, we need to support compositional reasoning [4] [5] [6] [7] [8] [9] where model checking a property on a system is accomplished by decomposing the system into components, checking component properties locally on the components, and deriving the property of the system from the component properties. Application of compositional reasoning to software systems requires establishing a compositional reasoning rule in the semantics of these systems, This research was partially supported by NSF grant 010-3725. proving the correctness of the rule, and implementing the rule. A rule is implemented when methods have been provided for discharging its premises which are usually verification of component properties, validity check of possible circular dependencies among component properties, and derivation of a system property from component properties.
Directly proving the correctness of compositional reasoning rules for software systems is often difficult. Software systems are usually modeled in specification languages such as Executable UML [10] and SDL [11] , or coded in programming languages such as Java and C/C++. These languages are sufficiently complicated in syntax and semantics so that it is very difficult (if not infeasible) to directly prove for these languages that a compositional reasoning rule is sound. Additionally, such a language often has varying operational semantics. A formal semantics is only formulated for software systems specified in this language when these systems are to be translated into a modelcheckable formalism and verified. On the other hand, proof and implementation of compositional reasoning rules for directly model-checkable formal semantics such as the semantics of Promela [12] , SMV [13] , and S/R [14] is often easier due to the formality and simplicity of these semantics. It is often the case that a set of compositional reasoning rules have already been proven and implemented for these semantics.
This paper defines, describes, and illustrates Translation-Based Compositional Reasoning (TBCR), an approach to application of compositional reasoning in the context of model checking software systems through model translation. This approach has two phases: (i) establishment of compositional reasoning rules in the semantics of software systems and correctness proof of the rules; (ii) application of the proven rules in model checking software systems. Given a translation from a software semantics to a directly model-checkable formal semantics, a compositional reasoning rule in the software semantics is established and proven for correctness as follows:
-The compositional reasoning rule is defined in the software semantics.
-The rule in the software semantics is mapped to an equivalent rule in the formal semantics based on the translation. -The correctness proof of the rule is established based on the above mapping and on the correctness proof of the equivalent rule in the formal semantics.
Given a software system and a property to be checked on the system, the proven compositional reasoning rule in the software semantics is then applied as follows:
-The system is decomposed into components on the software semantics level.
-Premises of the rule are formulated in the software semantics. These premises are discharged by translating them to their counterparts in the formal semantics and discharging their counterparts in the formal semantics through reusing the implementation of the equivalent rule in the formal semantics. -If these premises are successfully discharged, then it can be concluded on the software semantics level that the system has the property to be checked.
There has been a large body of research [4] [5] [6] [7] [8] [9] (surveyed in [9] ) on compositional reasoning in the formal methods community, which mostly focuses on developing compositional reasoning rules and proving their correctness. Our research, instead, focuses on effective application of compositional reasoning to software systems in the context of model checking these systems via model translation. Rationales for our approach are:
-Software systems, to be model checked, usually have to be translated into a directly model-checkable formalism. -Formulation of and reasoning about the properties of software systems and their components are more naturally accomplished in the software semantics. -Compositional reasoning rules have already been established, proven, and implemented for several directly model-checkable formalisms.
We have realized TBCR for a commonly used software semantics, the Asynchronous Interleaving Message-passing (AIM) semantics. In this realization, compositional reasoning rules in the AIM semantics are proven, implemented, and applied in the context of a translation from the AIM semantics to the -automaton semantics [15] using the I/O-automaton semantics [16] as an intermediate semantics. ( We choose I/O-automata as the intermediate semantics to reuse a translation from the I/O-automaton semantics to the -automaton semantics, established by Kurshan, Merritt, Orda, and Sachs [17] .) This realization has been applied in an integrated state space reduction framework [18] and in model checking of component-based software systems [19] .
The balance of this paper is organized as follows. In Section 2, we give the preliminaries of the I/O-automaton semantics and the -automaton semantics. A realization of TBCR for the AIM semantics is defined and described in detail in Section 3. Two applications of the realization of TBCR for the AIM semantics and their case studies are presented in Section 4. We conclude in Section 5.
Preliminaries

I/O-automaton Semantics
The following definitions for I/O-automaton are from [17] . 
-automaton Semantics
We use the Ä-process model of -automaton semantics. Detailed specification of this model can be found in [15] . The concepts essential for understanding this paper are given below for the convenience of the reader. ÄÄµ is termed as the smallest limit prefix-closed language that contains Ä. Under the -automaton semantics, model checking is reduced to checking Ä-process language containment. Suppose a system is modeled by the composition ½ ª ª Ò of Ä-processes, ½ Ò , and a property to be checked on the system is modeled by an Ä-processes, . The property holds on the system if and only if the language of ½ ª ª Ò is contained by the language of , Ä´ ½ ª ª Ò µ Ä µ.
Definition 12.
Given two Ä-processes ½ and
Realization of TBCR for AIM Semantics
This section presents how TBCR is realized for the AIM semantics. First, we informally describe the AIM semantics. Then, we formalize the AIM semantics, which enables the establishment, correctness proof, implementation, and application of compositional reasoning rules. After that, we describe how a compositional reasoning rule for the AIM semantics is established. Then, we prove this rule based on a translation from the AIM semantics to the -automaton semantics using the I/O-automaton semantics as an intermediate semantics.
Finally, we present the implementation of this rule through the translation from the AIM semantics to the -automaton semantics.
Informal Description of AIM Semantics
Under the AIM semantics, a system is a composition of processes that interact asynchronously via message-passing. Every process has a private message queue and locally defined variables. Behaviors of a process are captured by an extended Moore state model and each state in the state model may have an associated state action that is composed from executable statements such as an assignment statement, a messaging statement, and an "if" statement. At any given moment of a system execution, there is exactly one process that is executing either a state action or a state transition in a run-to-completion fashion. In this formalized AIM semantics, a system, components of the system, and properties of the system and the components are all represented by processes.
Formalization of AIM Semantics
Establishment of Compositional Reasoning Rules
We establish compositional reasoning rules for the AIM semantics by porting existing rules in directly model-checkable formal semantics to the AIM semantics. We have ported to the AIM semantics two rules that have already been established, proven, and implemented in the -automaton semantics, the rule proposed by Amla, Emerson, Namjoshi, and Trefler in [8] , Rule 1, and the rule proposed by McMillan in [7] . Below we show how Rule 1 is ported to the AIM semantics. To port compositional reasoning rules to the AIM semantics, additional semantics concepts may need to be introduced for the AIM semantics. In the case of Rule 1, the concepts of safety closure of an AIM process and sum of AIM processes were defined: Definition 18. For an AIM process, É, the safety closure of É, Ä È´É µ, is an AIM process whose language is the safety closure [20] 
Proof via Semantics Translation
We first establish a translation from the AIM semantics to the -automaton semantics and then prove the soundness of Rule 1 based on the translation and the soundness proof of Rule ½ . To establish the translation from the AIM semantics to the -automaton semantics, we use the I/O-automaton semantics as an intermediate semantics. A state transition in the extended Moore state model of È is mapped to an internal action of that simulates the state transition by modifying the variables, pc and queue, accordingly. An assignment statement is mapped to an internal action that modifies the variable to be assigned by the assignment and the variable, pc. An "if" statement is mapped to an internal action that modifies the variable, pc, to reflect the decision made in the "if" statement. A messaging statement is mapped to an output action that is also an input action of the I/O-automaton corresponding to the receiver. A message reception is mapped to an input action that modifies the variable, queue, and is also an output action of the sender I/O-automaton.
Translation of AIM Processes to I/O-automata
-Messages in the input (or output, respectively) interface of È are mapped to input (or output) actions of . Step 2: Implementing run-to-completion requirement 
Proof of Theorem 1:
By the construction of from È, Ä´Èµ ¥ Ä´ µ.
Ù Ø
Translation of AIM Processes to -automata Kurshan, Merritt, Orda, and Sachs [17] have established a translation from I/O-automata to -automata, Ì , and also proved that the translation is linear-monotone with respect to language containment (shown in Theorem 2). Based on the translation from AIM processes to I/O-automata, Ì È , and the translation from I/O-automata to -automata, Ì , we constructed a translation from AIM processes to -automata, Ì È . For a given AIM process, È, -È is first translated to an I/O-automaton Ì È ´È µ; -Ì È ´È µ is then translated to an -automaton Ì ´Ì È ´È µµ. We demonstrate with Theorem 3 that Ì È is also linear-monotone with respect to language containment. 
Theorem 2. For two I/O-automata
Ù Ø
Implementation and Application of Rule 1 through Model Translation
TBCR suggests that a compositional reasoning rule in the AIM semantics be implemented based on the translation from the AIM semantics to the -automaton semantics and by reusing the implementation of its equivalent rule in the -automaton semantics. We first introduce an implementation of the AIM-to--automaton translation and an implementation of Rule ½ (the -automaton semantics counterpart of Rule 1) in the -automaton semantics. We then discuss how Rule 1 is implemented and applied.
Translation from xUML to S/R xUML [10] is an executable dialect of UML whose semantics conforms to the AIM semantics given in this paper. S/R [14] is an automaton language whose semantics conforms to the -automaton semantics. In previous research [18] [21], we have implemented a translator from xUML to S/R. Given a system modeled in xUML and a property specified in an xUML level logic, the design and the property are translated to an S/R model and an S/R query. The S/R query is checked on the S/R model by the COSPAN [14] model checker. The property holds on the system if and only if the S/R query is successfully verified on the S/R model. As shown in Figure 1 , the xUML-to-S/R translation syntactically translates an xUML model into S/R, which also implements the semantics mapping from the AIM semantics to the -automaton semantics.
Existing Implementation of Rule ½ in S/R Rule ½ has been implemented in S/R [8] .
Since in S/R, systems, components, assumptions, and properties are all modeled asautomata which can be trivially composed, verification of component properties (Condition C1) and derivation of a system property from component properties (Condition C2) are discharged in the same way as a property is checked on a system. Validation of circular dependencies (Condition C3) additionally requires construction of the safety closure of an -automaton (which has been discussed in Section 2.2).
Implementation and Application of Rule 1 in xUML
The xUML-to-S/R translator requires that an xUML model to be translated specify a closed system. To support Rule 1, the translator is extended to allow a closed system formed by a component of a system and its assumptions on the rest of the system (i.e. properties that the component assumes the rest of the system to have). The extension is simplified by the fact that in S/R, systems, components, assumptions, and properties to be checked are all modeled as -automata which can be trivially composed. Based on the implementation of Rule ½ in S/R and the extended xUML-to-S/R translator, compositional reasoning using Rule 1 is applied in model checking software systems modeled in xUML as follows:
-Given a system modeled in xUML and a property to be checked, the system is decomposed on the xUML level and premises of Rule 1 are formulated in xUML. -These premises are discharged by translating them to their counterparts in S/R using the extended xUML-to-S/R translator and discharging their counterparts using the implementation of Rule ½ in S/R. Correct application of Rule 1 then depends on the correctness of the translation from xUML to S/R and the correctness of the implementation of Rule ½ in S/R.
Applications
We presents two major applications of the realization of TBCR for the AIM semantics.
Application in Integrated State Space Reduction Framework
In previous research [18] , we presented an integrated state space reduction framework for model checking executable object-oriented software system designs. This framework is presented for system designs modeled in xUML, but can also be readily used to structure integrated state space reduction for other representations. As shown in Figure 2 , the framework structures the application of state space reduction algorithms into three phases, the user-driven state space reduction phase, the xUML-to-S/R translation phase, and the S/R model checking phase. Different algorithms are applied in each phase and the application of an algorithm may span multiple phases. (In Figure 2 , an algorithm is only associated with the phase in which it is initiated.) Interactions among these algorithms are utilized to maximize aggregate effect of state space reduction. TBCR is one of the most powerful state space reduction algorithms applied in this framework. Its application spans across all the three phases: -In the user-driven state space reduction phase, a system (or a large component of the system) specified in xUML is decomposed into components and properties of the components are specified. Premises of Rule 1, verification of component properties, derivation of system properties from component properties, and validation of possible circular dependencies among component properties, are all formulated (on the AIM semantics level) as verification sub-tasks generated in the decomposition. -These sub-tasks are either recursively reduced (on the AIM semantics level) with user-driven state space reduction into simpler sub-tasks, or translated into the S/R automaton language through the xUML-to-S/R translation phase and discharged (on the -automaton level) in the S/R model checking phase. The general framework has been instantiated for the domain of distributed transaction systems by utilizing domain-specific design patterns. The instantiation has been applied in model checking an online ticket sale system. tion of the system generated in checking an availability property, È: After a request from a customer is received, a reply is eventually sent back to the customer. In Figure 3 , M0 denotes the complete model that consists of the customers, the dispatcher, the agents, and the ticket server while M11, M12, M13, M21, M22, and M3 denote the submodels of M0 derived in the decomposition. T0 is a verification task defined on M0: Checking the property, È, on the model, M0. T0 is decomposed into a set of verification subtasks, T11, T12, and T13, which check properties of M11, M12, and M13 locally. These properties of M11, M12, and M13 are specified according to the decomposition. (Derivation of È from these properties of M11, M12, and M13 and validation of possible circular dependencies between these properties are also verification sub-tasks, however, such subtasks are not shown in Figure 3 for the sake of conciseness.) A verification subtask, for instance, T13, may be further decomposed. To discharge T0, only the verification subtasks on the leaf nodes of the decomposition tree must be discharged. A verification subtask is discharged by translating the corresponding submodel with its assumptions on other submodels into S/R and checking the corresponding properties on the resulting S/R model. Detailed discussion of this case study can be found in [18] .
Application in Integration of Model Checking into Component-Based Development of Software Systems
Overview In [19] , we defined, described, and applied an approach to integration of model checking into component-based development (CBD) of software systems, which is based on compositional reasoning and can be summarized as follows:
-As a software component is built, temporal properties of the component are formulated, verified, and then packaged with the component. -Selecting a component for reuse considers not only its functionality but also its temporal properties. -Verification of properties of a composed component reuses verified properties of its sub-components and is based on compositional reasoning.
Traditional applications of compositional reasoning take a top-down approach: To check properties of a system, the system is decomposed into modules recursively in a topdown fashion. In our implementation of this integration of model checking into CBD, the executable representations of components are specified in xUML. Therefore, formulation of and reasoning about the component properties are conducted in the AIM semantics. Following the TBCR approach, premises of Rule 1 are formulated in the AIM semantics and checked by translating them to their counterparts in S/R and then model checking their counterparts on the -automaton level. These two verification tasks were discharged by translating them into S/R and model checking on the S/R level. Both conditions hold in this case. Condition C2: Derivation of properties of composed component The abstraction was then refined by including É ½ and É ¿ since the circular dependencies between É ¾ and É have been validated. É was successfully verified on the refined abstraction by translating the abstraction into S/R and model checking on the S/R level. Since conditions C1, C2, and C3 have been successfully discharged, it can then be concluded with Rule 1 that É holds on the Sensor-to-Network component.
Case Study
Conclusions
TBCR is a simple and effective approach to application of compositional reasoning in the context of model checking software systems via model translation. It simplifies the correctness proof of compositional reasoning rules in software semantics and reuses existing proofs and implementations of compositional reasoning rules in directly modelcheckable semantics. The feasibility and effectiveness of TBCR has been demonstrated by its realization for the AIM semantics and by two applications of this realization.
