In this paper we prove the Liouville type theorem for stable at infinity solutions of the following equation
Introduction
We examine the nonexistence of classical stable solutions of the sixth-order equation given by Let Ω ⊂ R N , we say that u ∈ W We are concerned with stability properties of solutions u of (1.1). Let us give the following definition: Definition 1.1. We say that a solution u of (1.1) belonging to W 3,m
• is stable outside a compact set K ⊂ R N , if Q u (ψ) ≥ 0 for any ψ ∈ C Farina [4] obtained in the quasilinear case m = 2 the optimal Liouville type result for all finite Morse index solutions. Indeed, he proved that a smooth finite Morse index solution to (1.4) exists, if and only if θ > θ JL,2 and N ≥ 11, or θ s,2 := N+2 N−2 and N ≥ 3. Here θ JL,2 is the so-called Joseph-Lundgren exponent (see [5] ). In [8] , for the quasilinear case m 2 , the authors established Liouville type theorems and singularity estimates for positive solutions of (1.4), in the full subcritical range
The first results on Liouville theorems have been obtained recently in [2] , for solutions of (1.4) which are stable outside a compact set, for θ > 1 satisfying (1.5). (See Theorem 1.9 in [2] ).
Regarding for the fourth-order equation
In the fourth order case m = 2, the first nonexistence result of non changing sign solution of (1.6) with finite Morse index, was proved by Ramos and Rodrigues in [7] for 1 < θ < θ s,2 := N+4 N−4 . For the fourth order case m 2, there have been many works concerned with the existence and multiplicity of positive solutions for m-bi-harmonic elliptic problems. Results relating to these problems can be found in [1, 3, 9] , and the references therein.
Recently, in [6] , Mtiri and Ye established the nonexistence solutions of (1.6) which are stable outside a compact set, for any θ > 1 satisfying
Establishing a Liouville type result for solution stable of (1.1) is complicated since the integration by parts argument avoid terms which are very difficult to control. the local L m norm of ∇u and ∇ 2 u need to be controlled, and this causes some technical difficulties that we overcome by an iterate use of Young's inequality and Hölder's inequality (see lemma 2.2 below). Furthermore, the classification of weak solutions stable at infinity to (1.1) is more delicate, since suitable integrability estimates need to interplay with an appropriate Pohozaev type identity. We will derive a variant of the Pohozaev identity with cut-off functions, which allows us to avoid the spherical integral terms in the standard Pohozaev identity.
Our paper is organized as follows. In section 2, we prove some preliminaries results, in particular we give the proofs of Proposition 2.1, and Theorem 2.1. The proofs of Theorems 1.1 is given in Sections 3.
In the following, C, C ǫ and C a denote generic positive constants independent of R, which could be changed from one line to another. C depends only on m, C ǫ depends only on m and ǫ, and C a depends only on a, m, ǫ and u.
The blow down analysis.
In this section we use the blow-down analysis to prove the Liouville theorem for stable solutions or for stable at infinity solutions.
First, we define a cut-off function
We now point out a useful variation of Proposition:
be a solution of (1.1) which is stable outside a compact set of R N with θ > m − 1 > 1. Then, there exists a positive constant C such that
This proposition provides an important estimate on the integrability of u and ∇∆u. As we will see, our non-existence results will follow by showing that the right-hand side of (2.1) vanishes under the right assumptions on θ. More precisely, if we suppose that u is a stable solution of (1.1) on R N , we can state our first Liouville type theorem.
Proof of Theorem 2.1. First, we need the following technical Lemma, which proof is given later
According to Lemma 2.1, we obtain
Recalling assumption (2.2), it follows that
Therefore, letting R → +∞, we conclude that u ≡ 0 in R N .
Now, in the order to prove Theorem 1.1, we need some technical results given in the next subsection
Preliminary technical results
First of all, we will provide the estimate on the integrability of u and ∇(∆u):
Proof of Proposition 2.1. Take η ∈ C 6 c (B 2R ). By direct calculations, we get, as u ∈ W 3,m loc (B 2R ),
Applying Young's inequality, we obtain
Take η = ψ a,R , we deduce that
We need also the following technical lemma, which proof is given later. 
Using Lemma 2.2, and (2.4), we see that
On the other hand, u is stable outside a compact set of R N , then there exists
Thanks to the approximation argument, the stability property (1.2) holds true with uψ 2k a 0 ,R . We deduce then, for any ǫ > 0, there exists C > 0 such that
Now, take uψ 4k a 0 ,R as the test function for (1.1), the integration by parts yields that
Using Young's inequality and applying again Lemma 2.2, we can conclude that for any ǫ > 0, there exists C > 0 such that
Now, multiplying (2.7) by (m−1)(1+2Cǫ) 1−Cǫ , adding it with (2.6), we get
Applying young inequality, we deduce then 
Consider ψ = ψ a,R , and r = 4k−m m ≥ 2, so that k ≥ 3m 4 . We can claim, for any 0 ≤ ψ a,R ≤ 1, there exists C m,k > 0 such that
By Calderon-Zygmund's inequality, we derive
dx.
So we get
where
Now, we need to control the terms of I R . Since the simple calculation implies that
hence the first term on the right hand side of (2.10) can be estimated as
Applying Young's inequality, for any ǫ > 0, there holds
(2.11) and
(2.12)
Combining (2.9), (2.11) and (2.12), we obtain the estimate for the first left term in (2.10):
On the other hand, by direct calculations, for any 0 ≤ ψ a,R ≤ 1, there exists C > 0 such that
By Young's inequality, we get, for any ǫ > 0
(2.14)
Combining (2.13)-(2.14), one obtains 
Substituting this in (2.15),
Take ǫ small enough for the last line, and combining with (2.9), the lemma follows.
Proof of Lemma 2.1 . The proof is similar to that of Proposition 2.1. We need only to substitut ψ a,R by ψ R , where
. Hence, choose ψ R as a test function, then the constant C a which depends on a, ǫ, m and u, does not appear.
3. Solutions which are stable outside a compact set of R N .
Pohozaev type identity
First of all, we have the following Pohozaev identity.
The following lemma is devoted to the control of terms on the right hand side of (3.1). 
Proof. As in the proof of inequality (2.8) with ψ R = ψ a 0 ,R , (and noting that ψ R as a test function, then the constant C a which depends on a, ǫ, m and u, does not appear.) We show that there exist C > 0 such that
Denote the last tow terms on the left hand side of (3.2) by σ(ψ 4k+1 R ), where 0 ≤ ψ R ≤ 1. Applying Young's inequality, and by (2.5), we get
Since the simple calculation implies that
R , and
By young's inequality, and by (2.5), (3.3), we obtain for any 0 ≤ ψ R ≤ 1, there exists C > 0 such that
For the last term, we used ,
Combining (3.4)-(3.5), we deduce then
The proof is completed.
We are now able to state the main lemma: 
Then the following identity holds:
Proof 1. According to Proposition 2.1, we obtain
Recalling assumption (1.3), it follows that
Therefore, letting R → +∞, we conclude that
Proof 2. We will show that any terms on the right hand side of (3.1) tends to 0 as R → +∞. First, observe that since θ is subcritical, then Combining (2.5), (3.3) and (3.7) (as ψ a,R = ψ R , and noting that ψ R as a test function, then the constant C a which depends on a, ǫ, m and u, does not appear), we obtain
Inserting the above estimate in (3.6), one gets
Since under our assumptions
0 we obtain the desired thesis.
