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Abstract
In this note we show that pattern matching in permutations is polynomial time reducible
to pattern matching in set partitions. In particular, pattern matching in set partitions is NP-
Complete.
1 Introduction
A permutation pi = pi1 . . . pin contains a permutation τ = τ1 . . . τk if there exist indices i1 < · · · < ik
for which pii1 . . . piik is order isomorphic to τ , i.e.
piij < piij′ if and only if τj < τj′ .
If pi does not contain τ we say pi avoids τ . Determining whether or not an arbitrary permutation
pi contains an arbitrary permutation τ is known as the permutation pattern matching problem
(PPM).
The complexity of pattern matching in permutations has been extensively studied. Bose,
Buss, and Lebiw initialized this study by showing that permutation pattern matching on generic
inputs is NP-complete; moreover, counting the number of occurences of τ inside pi is #P-complete
[BBL98]. They achieve this by reducing the Boolean 3-satisfiability problem to PPM. Subsequent
developments have been made by placing restrictions on one or both of pi or τ . Such results
include both algorithm development and theoretical hardness results; see, for instance, [AAAH01],
[ALLV16], [AR08], [BL16], [GM14], [GV09], [Iba97], [JK17], and [YS05]. These results can be
pragmatic in that they may allow for efficient collection of data regarding permutation patterns;
such data can be used to formulate conjectures in the field of permutation patterns. See, for
instance, the database of Tenner [Ten]. For a more complete introduction to permutation patterns
we recommend [Kit11].
To date the hardness of pattern matching has not received much interest in other combinatorial
contexts. We hope that this note may spur interest regarding pattern matching in set partitions.
Given a set S, a set partition of S is an unordered collection of disjoint blocks {B1, . . . , Bk} for
which B1 ∪ · · · ∪ Bk = S. We will be concerned with set partitions of [n] := {1, 2, . . . , n} for a
positive integer n.
Given a subset T ⊂ [n], define the standardization map st : T → [#T ] as the map which
sends the ith smallest element of T to i. Given a partition σ = {B1, . . . , Bk} of [n] and T ⊂ [n]
define the partition σ∩T of [#T ] as the partition whose blocks are the nonempty sets of the form
st(Bi ∩ T ). For example, if σ = {{1, 3}, {2, 4}} and T = {1, 3, 4} then
σ ∩ T = {{1, 2}, {3}}.
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Given a partition σ of [n] and a partition σ′ of [k] we say σ contains σ′ if there is a subset T ⊂ [n]
for which σ ∩ T = σ′. If this is not the case, then we say σ avoids σ′.
The combinatorics of set partition patterns has been well studied; see, for instance, [Sag10]
and references therein. It is known that set partition patterns can also occasionally shed light to
the theory of permutation patterns, specifically in the context of combinatorial statistics [LF17].
The main result of this note is to introduce another relation between set partition patterns and
permutation patterns and to encourage the exploration of the complexity of algorithmic questions
regarding set partition patterns. To this end we call the problem of determining whether or not
a partition σ contains a pattern σ′ the set partition pattern matching problem (SPPM).
The main result of this paper is as follows. The proof will come in Section 2.
Theorem 1. The PPM problem is polynomial time reducible to the SPPM problem.
In particular, this implies that SPPM is NP-Complete and that the corresponding counting
problem is #P-Complete. More than this it shows that techniques for examining set partition
patterns can potentially be ported over to give insight into permutation patterns. We hope that
this may spark further interest and research into the complexity of pattern matching in a wider
combinatorial context.
2 Main Result
The sole purpose of this section is to prove Theorem 1. We will follow this section with a
concluding section in which we discuss several corollaries and possible avenues for future research.
Proof of Theorem 1. To prove this result we take as input two permutations pi = pi1 . . . pin and
τ = τ1 . . . τk and produce two partitions s(pi) and s(τ) with the following properties:
• pi contains τ if and only if s(pi) contains s(τ), and
• s(pi) and s(τ) are partitions of [2n] and [2k] respectively.
The first property ensures that an algorithm which can match set partitions can match permu-
tations. The second property ensures that in passing between the two problems our input size is
only doubled. We claim the partitions
s(pi) = {{1, pi1 + n}, {2, pi2 + n}, . . . , {n, pin + n}},
s(τ) = {{1, τ1 + k}, {2, τ2 + k}, . . . , {k, τk + k}}
satisfy the desired properties. Clearly they are of the desired size.
Assume that pi contains τ , and let pii1 . . . piik be an occurrence of τ in pi. Let T ⊂ [2n] be the
set
T = {i1, . . . , ik, pii1 + n, . . . , piik + n}.
The partition T ∩ pi is given by
T ∩ s(pi) = {st({i1, pii1 + n}), . . . , st({ik, piik + n})}.
The fact that T ∩ s(pi) = s(τ) follows from the next three facts:
• i1 < · · · < ik,
• max({i1, . . . , ik}) < n+min({pii1 , . . . , piik}),
• piij < piij′ if and only if τj < τj′ .
These follow directly from the definitions.
For the reverse direction, we show that if s(pi) contains s(τ) then pi contains τ . Accordingly
let T ⊂ [2n] be such that T ∩ s(pi) = s(τ). As both s(pi) and s(τ) consist solely of blocks of size 2,
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T ∩ s(pi) must be formed by standardizing a subset of the blocks of s(pi). In other words T must
be of the form T = S1 ∪ S2, with
S1 = {i1, . . . , ik} ⊂ [n],
S2 = {piij + n : ij ∈ S1}.
We may assume without loss of generality that i1 < · · · < ik; in this case it is straightforward to
see that pii1 . . . piik gives an occurrence of τ inside pi as desired.
3 Concluding Remarks
We end this note with several remarks. First, the following corollary follows from the correspond-
ing facts about the permutation pattern matching problem, as shown in [BBL98].
Corollary 2. The SPPM problem is NP-Complete and the corresponding counting problem is
#P-Complete.
It is not clear whether or not pattern matching in set partitions should reduce to pattern
matching in permutations. Given two partitions σ and σ′, it seems a much subtler question to
produce permutations p(σ) and p(σ′) for which σ contains σ′ if and only if p(σ) contains p(σ′).
It would be interesting to further examine this possibility.
There is a weaker notion of containment and avoidance in set partitions which is defined in
terms of their corresponding restricted growth function (RGF); see [JM08] for definitions. Define
the RGF pattern matching problem as the question of determining whether one set partition
contains another with respect to this notion of containment. The next corollary follows from the
fact that for the partitions appearing in the proof of Theorem 1, the two notions of containment
coincide.
Corollary 3. The permutation pattern matching problem is polynomial time reducible to the RGF
pattern matching problem. In particular, the RGF pattern matching problem is NP-Complete and
the corresponding counting problem is #P-Complete.
It would be interesting to refine Theorem 1. Let us discuss an avenue for doing so, following
[JK17]. For a partition pi, let Av(pi) denote the set of all partitions which avoid pi. Let Av(pi)-
SPPM denote the problem in which one is given an arbitrary set partition σ and a set partition σ′
which is known to avoid pi, and one must decide whether or not σ contains σ′. The complexity of
this restricted problem now depends strongly on the pattern pi; for example, we have the following:
Proposition 4. There are polynomial time algorithms for solving Av(pi)-SPPM if pi = {{1, 2}}
or pi = {{1}, {2}}.
Proof. Let σ be an arbitrary set partition, and let τ be a set partition avoiding {{1, 2}}. As τ
avoids {{1, 2}} it cannot have a block of size ≥ 2, so it must be of the form τ = {{1}, {2}, . . . , {k}}.
To determine if σ contains a copy of τ we merely need to verify if σ has more than k blocks, and
hence Av({{1, 2}})-SPPM can be solved in polynomial time.
Now suppose τ avoids {{1}, {2}}. This requires τ to consist of a single block, i.e. τ =
{{1, 2, . . . , k}}. In particular σ avoids τ if and only if it has no block of size ≥ k. Thus
Av({{1}, {2}})-SPPM can also be solved in polynomial time.
One may find patterns pi for which Av(pi)-SPPM is NP-Complete by appealing to [JK17] and
invoking Theorem 1. It would be desirable to give a full classification in this setting, in analogy
to Theorem 1.3 of [JK17].
Question 5. For which pi is the Av(pi)-SPPM problem NP-Complete? What if the RGF notion
of containment is used?
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Finally, we encourage a deeper exploration of hardness and of algorithm design in a wider
combinatorial context. For instance, there is a natural notion of containment in ascent sequences;
is the corresponding pattern matching problem NP-Complete? What sort of algorithms can one
produce for pattern matching in set partitions or other combinatorial objects? Are there natural
conjectures which follow from data collected from these algorithms? We believe many questions
of this form would provide natural follow up projects.
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