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We consider the Neumann problem for the heat equation perturbed by a dissipation term
au, where a is a function of space and time variables, small in some integral sense, and u is
the temperature.We derive a two term asymptotic representation for the solution for large
time which can be used, in particular, to study boundedness and stability properties of the
solution in the case when the leading term of the asymptotic expansion does not allow to
do this analysis.
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1. Introduction
Let Ω be a bounded Lipschitz domain in Rn and let ν denote the unit outward normal to ∂Ω . Consider the parabolic
partial differential equation
∂tu−∆xu+ au = 0 onΩ × (0,∞) (1)
with initial condition
u( · , 0) = ϕ onΩ (2)
and Neumann boundary condition
∂νu = 0 on ∂Ω × (0,∞). (3)
Here ϕ ∈ L2(Ω), the real-valued function a is such that t → ∥a( · , t)∥q is bounded by a sufficiently small constant on [0,∞)
and q fulfills
q ≥ n if n ≥ 3,
q > 2 if n = 2,
q ≥ 2 if n = 1.
(4)
The study of the stability of solutions to partial differential equations is important in applications. Evolution equations
of the above type appear amongst other in biology and chemistry; see for example [1,2]. In our case the function a can be
viewed as a small perturbation which affects the stability. The main term for the asymptotics is well-known, but the next
term may be needed in order to determine the behavior of the solution.
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Consider the more general evolution equation
∂tu− A(t)u = 0
where A(t) is an unbounded operator with a limit A(∞) as t → ∞. If A(∞) has a simple eigenvalue λ and all other
eigenvalues have real parts strictly greater than ℜλ, then, in the case when A(t) approaches A(∞) sufficiently regularly,
it was proven in [3] that
u(t) ∼ CΦ(t) exp
 t
0
Λ(τ ) dτ

, t →∞. (5)
This result was extended in [4] to higher order differential equations. In [5, Chapter 15] and in [6] it was treated in the
situationwhere A(t) approaches A(∞) in some integral sense. Then the argument of the exponential function in (5) contains
a remainder term (compare this with the Hartman–Wintner theorem as given in [7]).
The main goal of this paper is to consider non-regular perturbations of A(∞) and derive a two term asymptotic
representation for the exponential function in (5).
1.1. Notation
Let 1 ≤ p, r ≤ ∞. The norm in Lp(Ω) will simply be written as ∥ · ∥p. Set Q = Ω × (0,∞) and QT = Ω × (0, T ) and
define for any interval I ⊂ R the space Lp,r(Ω × I) = LrI; Lp(Ω) as measurable functions f onΩ × I with finite norm
∥f ∥p,r,Ω×I =
t → ∥f ( · , t) ∥pLr (I) .
We will also use the Sobolev space H1(E) consisting of all functions f ∈ L2(E) such that |∇f | ∈ L2(E).
Let V (QT ) denote all functions w ∈ L2,∞(QT ) with ∇xw ∈ L2(QT ) and such that t → w( · , t) is continuous in the norm
of L2(Ω).
Let Vloc(Q ) consist of all functions belonging to V (QT ) for every T > 0 and define L
p,∞
loc (Q ) analogously. It is well-known
that the parabolic equations (1)–(3) has a unique weak solution within the class Vloc(Q ); see for example Chapter III in [8].
To simplify the notation, we will use the mean value integral as given by
f dx = 1|Ω|

Ω
f dx.
We will also make use of the non-negative self-adjoint operator −∆ with Neumann boundary conditions on Ω . Let in
particular λ1 be the first positive eigenvalue of the operator (we have 0 = λ0 < λ1 ≤ λ2 ≤ · · ·). Then
λ1∥f ∥22 ≤ ∥∇f ∥22,
for any f ∈ L2(Ω)which is orthogonal to constants.
Furthermore, let ω fulfill
∥a( · , t)∥q ≤ ω(t), t ∈ [0,∞)
and also be such that t → ω(t)eσ t is nondecreasing on [0,∞) for some small enough σ > 0. Finally, set
δ = ess sup
t≥0
ω(t),
a1 = a(y, · ) dy− a on Q ,
ϕ1 = ϕ − ϕ(y) dy onΩ.
1.2. The main result
With the notation above, we can now formulate the main result of this paper.
Theorem 2.9. There is a constant δ0 > 0 such that if a ∈ Lq,∞(Q ) for some q satisfying (4) and δ ≤ δ0, the solution u of (1)–(3)
can be written in the form
u(x, t) = C0(1+ v0(x, t)) exp

−
 t
0
a(1+ v) dy dτ +
 t
0
Λ(τ ) dτ

+ r(x, t), (6)
where v is the solution to
∂tv −∆xv = a1 on Q
v( · , 0) = 0 onΩ,
∂νv = 0 on ∂Ω × (0,∞)
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and
∥r∥∞,∞,Ω×[t−1,t] ≤ C∥ϕ1∥2 e−γ t , t ≥ 2
∥v0∥∞,∞,Ω×[t−1,t] ≤ Cω(t), t ≥ 2,
|Λ(t)| ≤ Cω3(t), t ≥ 0
with γ = λ1 − βδ > 0, the positive constants C and β only depending onΩ and q. Moreover,
0 ≤ −
 t
0
av dy dτ ≤ C
 t
0
ω2(τ ) dτ , t ≥ 0.
The constant C0 in (6) depends on the initial condition ϕ and the exponential factor in the same expression depends only
on t . If ∞
0
ω3(τ ) dτ <∞,
it follows that
u(t) ∼ C exp

−
 t
0
a(1+ v) dy dτ

and we obtain a pointwise asymptotic representation of u at infinity. A similar result for systems of ordinary differential
equations can be found in [9] (see also Theorem 1.5.2 in [10]).
Two examples are given in the last section. The first one has a perturbation that oscillates and tends to zero:
a(x, t) = g(x) sin t
(1+ t)α on Q .
If g ∈ Lq(Ω) is non-constant, then, for instance, the solution u is bounded for α > 12 and unbounded for 0 < α ≤ 12 .
In the second example, the perturbation is small and oscillating:
a(x, t) = εg(x) sin t on Q .
If ε > 0 is small enough and g ∈ Lq(Ω) is non-constant, then
ln |u(t)| ∼ εc1(1− cos t)+ O

ε2t

.
2. The proof
The proof begins by performing a spectral splitting of u and investigating the resulting system of one ordinary and one
partial differential equation. This is done in Sections 2.1 and 2.3. In order to make both L2 and pointwise estimates of the
different functions appearing in this splitting, two lemmas are given in Section 2.2.
The ordinary differential equation is investigated in the following section and results in the first order asymptotic
expansion being derived in Section 2.5.
Finally, in Section 2.6, the main result is derived. Here the requirements (4) on q and the nondecreasingness of t →
ω(t)eσ t come into play. Before this section it is enough that a ∈ Lq,∞(Q ) for some q satisfying q > n/2 and q ≥ 2.
2.1. Splitting of the solution u
Let u be the weak solution to (1)–(3) and define the two functions h and u0 as
h(t) = u(y, t) dy, t ∈ [0,∞),
u0 = u− h, on Q .
Substituting u = h+ u0 into the weak formulation of (1), we get that h is absolutely continuous and
h′(t)+ h(t) a(y, t) dy+ a(y, t)u0(y, t) dy = 0, t ∈ (0,∞), (7)
which, together with (1), gives
∂tu0 −∆xu0 + au0 − (au0)(y, · ) dy = a1h on Q . (8)
From the definition of u0 we get that u0( · , t) is orthogonal to 1 onΩ for every t and
u0( · , 0) = ϕ1 onΩ,
∂νu0 = 0 on ∂Ω × (0,∞).
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2.2. Estimates
In order to make L2-estimates of u0 and functions satisfying similar equations as u0, we need the following lemma.
Lemma 2.1. Suppose that q > n/2, q ≥ 2 and that g ∈ Lq,∞(Q ), f ∈ L2,1loc (Q ) and that both φ ∈ L2(Ω) and, for almost every
t, f ( · , t) are orthogonal to 1 onΩ . Then the equation
∂tw −∆xw + gw − (gw)(y, · ) dy = f on Q , (9)
withNeumann boundary condition and given initial conditionφ, has a unique solutionw ∈ Vloc(Q )withw( · , t) being orthogonal
to 1 onΩ for every t and
∥w( · , t)∥2 ≤ ∥φ∥2 e−λt +
 t
0
∥f ( · , τ )∥2 e−λ(t−τ) dτ , t ≥ 0,
where λ = λ1 − β0∥g∥q,∞,Q and the constant β0 only depends onΩ and q.
Proof. w ∈ Vloc(Q ) is a weak solution means that for every T > 0
QT

−w∂tη +∇xw · ∇xη +

gw − (gw)(y, t) dy− f

η

dx dt =

Ω
φ(x)η(x, 0) dx (10)
for every η ∈ H1(QT )with η( · , T ) = 0. Existence of such a solution can be shown by using the standard Galerkin method.
Set η(x, t) = ζ (t) for ζ ∈ C∞0 [0, T ) and definew1 byw1(t) =

Ω
w(x, t) dx. Then (10) reduces to T
0
w1ζ
′ dt = 0.
The arbitrariness of ζ now gives thatw1 = 0, showing thatw( · , t) is orthogonal to 1 onΩ for every t .
By an almost identical argument as given in the proof of the energy inequality in [8, Chapter III, Section 2], it follows from
(10) that
1
2
∥w( · , τ )∥22 − ∥φ∥22+ 
Qτ
|∇xw|2 + gw2 − fw dx dt = 0, τ ≥ 0. (11)
This shows that ∥w( · , τ )∥22 is absolutely continuous, so
1
2
d
dτ
∥w( · , τ )∥22 =

Ω

fw − gw2 − |∇xw|2

(x, τ ) dx, a.e. τ > 0. (12)
With q′ denoting the exponent dual to q, we have the well-known inequalities
∥w∥22q′ ≤ β˜
∥w∥22 + ∥∇w∥22,
λ1∥w∥22 ≤ ∥∇w∥22,
the first due to Sobolev and the second holding since w( · , t) is orthogonal to 1 onΩ for every t . Here the constant β˜ only
depends on n,Ω and q. These inequalities applied to (12) give
1
2
d
dτ
∥w∥22 ≤ ∥f ∥2∥w∥2 + ∥g∥q∥w∥22q′ − ∥∇xw∥22
≤ ∥w∥2
∥f ∥2 − λ∥w∥2,
with λ as in the statement of the lemma and β0 = (1+ λ1)β˜ . Take t > 0. If ∥w( · , t)∥2 = 0, the inequality in the statement
of the lemma is obviously true, so suppose that ∥w( · , t)∥2 > 0 and let t0 ≥ 0 be the smallest number such that ∥w∥2 > 0
on (t0, t). For small ε > 0, the inequality above shows that
d
dτ
∥w∥2 + λ∥w∥2 ≤ ∥f ∥2 a.e. on (t0 + ε, t).
We immediately get
∥w( · , t)∥2 ≤ ∥w( · , t0 + ε)∥2e−λ(t−t0−ε) +
 t
t0+ε
∥f ( · , τ )∥2 e−λ(t−τ) dτ .
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Letting ε → 0, the continuity of ∥w∥2 ensures that the inequality holds with ε = 0. Using the fact that ∥w( · , t0)∥2 = 0 if
t0 > 0, we finally get
∥w( · , t)∥2 ≤ ∥φ∥2e−λt +
 t
0
∥f ( · , τ )∥2 e−λ(t−τ) dτ .
Uniqueness now follows since, if f = 0 and φ = 0, the inequality above gives thatw = 0. 
In order to get pointwise estimates, we have the following lemma.
Lemma 2.2. Suppose that f , g and φ meet the same assumptions as in Lemma 2.1, with the addition that f ∈ Lq,∞loc (Q ), and let
w be the solution to Eq. (9). Then
∥w∥∞,∞,Ω×[t,t+1] ≤ Cg
∥w∥2,∞,Ω×[t−1,t+1] + ∥f ∥q,∞,Ω×[t−1,t+1] (13)
for t > 1, where the constant Cg can be taken as Cg = c(∥g∥q,∞,Q ), c being an increasing function.
Proof. Let 0 < ε < 1/2 and set A = Ω × [1− 2ε, 2] and A˜ = Ω × [1− ε, 2]. Choose a smooth function η ≥ 0 that fulfills
η = 0 on [0, 1−2ε] and η = 1 on [1− 32ε, 2]. With G denoting Green’s function for ∂t −∆x on Q2, we get, by letting ∂t −∆x
act on ηw,
w(x, t) =
 t
1−2ε

Ω
G(x, y, t, s)

η′(s)w(y, s)+ η(s)(f − gw)(y, s) dy ds
+
 t
1−2ε
η(s) (gw)(s, z) dz

Ω
G(x, y, t, s) dy ds on A˜. (14)
Using the estimate
|G(x, y, t, s)| ≤ c1(t − s)− n2 e−c2 |x−y|t−s , 0 ≤ s < t (15)
on expression (14) and setting G(x, y, t, s) = 0 for t ≤ s, we obtain
|w(x, t)| ≤ cη∥w∥1,1,A + c3∥f ∥q,∞,A + ∥G(x, ·, t, ·)gw∥1,1,A + c4∥g∥2,∞,Q∥w∥2,1,A
≤ cg
∥w∥2,1,A + ∥f ∥q,∞,A+ ∥G(x, ·, t, ·)gw∥1,1,A on A˜. (16)
Since there is a constant c5 such that e−c2t ≤ c5(1+ t)−n/2 for t ≥ 0, it follows that
F(x, t) = ∥G(x, ·, t, ·)gw∥1,1,A ≤ c6

A
|x− y|2 + |t − s|−n/2|wg|(y, s) dy ds.
Suppose thatw ∈ La,b(Q2) for some a, b ≥ 2. Set α = a/(1+ a/q). Then 1 ≤ α < q and there is a˜ > a and b˜ > b such that
n
2
= n
2

1− 1
α
+ 1
a˜

+ 1− 1
b
+ 1
b˜
.
Moreover, this choice of a˜ and b˜ can be made such that a˜ > a + c , where the constant c = 2/n − 1/q > 0. According to
the generalization of the Hardy–Littlewood inequality to the multidimensional case, as given in [11, Section 2.20], it follows
that
∥F∥a˜,b˜,A˜ ≤ C∥gw∥α,b,A ≤ C∥g∥q,∞,Q∥w∥a,b,A.
This together with (16) gives
∥w∥a˜,b˜,A˜ ≤ Cg
∥w∥a,b,A + ∥f ∥q,∞,A. (17)
Now take any p > 2. Iterate the procedure above with εj = 2−j−1, a1 = 2, b1 = p and aj+1 = a˜j, bj+1 = b˜j. It follows that
for some j ≥ 1 we get a˜j ≥ p so (17) used recursively gives
∥w∥p,p,A˜j ≤ C ′g
∥w∥2,∞,A1 + ∥f ∥q,∞,A1. (18)
Returning to the last term of (16) and using the estimate (15), yield
∥G(x, ·, t, ·)gw∥1,1,A ≤ ∥g∥q,∞,Q∥G(x, ·, t, ·)∥ pq′
p−q′ ,p
′,A∥w∥p,p,A ≤ C ′′g ∥w∥p,p,A (19)
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if p′(1/q+ 1/p) < 2/n. For p large enough this is true since q > n/2. Now combine (16), (18) and (19) and it follows that
|w(x, t)| ≤ Cg

∥w∥
2,∞,Ω×

1
2 ,2
 + ∥f ∥
q,∞,Ω×

1
2 ,2
 onΩ × [1, 2].
By translation the statement of the lemma follows. 
2.3. The Eq. (7) rewritten
Define the linear operatorL on L∞loc[0,∞) byw = Lκ wherew is the solution of
∂tw −∆xw + aw − (aw)(y, · ) dy = a1κ on Q
w( · , 0) = 0 onΩ,
∂νw = 0 on ∂Ω × (0,∞),
and set u2 = Lh and u1 = u0 − u2. We also introduce the operator Z on functions defined on [0,∞) by
(Zκ)(t) = κ(t)eA(t), t ≥ 0,
where
A(t) =
 t
0
a(x, τ ) dx dτ .
With this notation, (7) can be written as
d
dt
(Zh)+ Z aLh dx = fϕ (20)
where
fϕ = −Z au1 dx. (21)
We will continue by studying the differential equation
z ′ +Kz = fϕ on (0,∞), (22)
where z ∈ C[0,∞) and the linear operatorK is given by
Kz = Z aLZ−1z dx on (0,∞). (23)
In view of (20), the function z = Zh is a solution of (22). As shown below, this is in fact the only solution. First some
estimates—the definition of u1 shows that it fulfills the same equation as u0 in (8) but with a zero right hand side. This fact
together with Lemma 2.1 shows that
∥u1( · , t)∥2 ≤ ∥ϕ1∥2e−(λ1−β0δ)t , t ≥ 0, (24)
which, together with (21), implies
|fϕ(t)| ≤ |Ω|− 12− 1q ∥ϕ1∥2δe−(λ1−β1δ)t , t ≥ 0. (25)
Here and below β1 = β0 + |Ω|− 1q , with β0 as given in the proof of Lemma 2.1. From the definition ofL, Lemma 2.1 and the
estimate ∥a1∥2 ≤ ∥a∥2 ≤ |Ω| 12− 1qω, we get
∥(LZ−1z)( · , t)∥2 ≤ |Ω| 12− 1q
 t
0
ω(τ)|z(τ )|e−A(τ )−(λ1−β0δ)(t−τ) dτ (26)
so (23) now gives
|(Kz)(t)| ≤ |Ω|− 2qω(t)
 t
0
ω(τ)|z(τ )|e−(λ1−β1δ)(t−τ) dτ . (27)
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2.4. Solvability of Eq. (22)
Lemma 2.3. There is a constant δ0 > 0 such that if δ ≤ δ0, the differential equation (22) has a unique solution in the class
C[0,∞), given z(0).
Proof. Due to the linearity, it is enough to show that a solution to (22), with fϕ = 0 and z(0) = 0, is identically zero. From
the weak formulation of (22), it follows that
z(t) = −
 t
0
(Kz)(s) ds
so, by (27),
|z(t)| ≤ Cδ2
 t
0
 s
0
|z(τ )|e−(λ1−β1δ)(s−τ) dτ ds ≤ Cδ
2
λ1 − β1δ
 t
0
|z(τ )| dτ ,
provided that δ ≤ δ0 < λ1/β1. According to Gronwall’s inequality, this shows that z is identically zero andwe are done. 
Lemma 2.4. There is a constant δ0 > 0 such that if δ ≤ δ0, the equation z ′ +Kz = 0 has a solution of the form
z(t) = exp
 t
0
Λ0(τ ) dτ

, (28)
whereΛ0 is a measurable function on [0,∞) fulfilling
|Λ0(t)| ≤ |Ω|−1ω(t)
 t
0
ω(τ)e−(λ1−β2δ)(t−τ) dτ
with β2 = β1 + 1.
Proof. Let B be the set of all functions Λ ∈ L∞([0,∞)) such that |Λ(t)| ≤ ω(t) for all t ≥ 0. Substituting (28) into
z ′ +Kz = 0, we get the equation
T Λ = Λ,
where
(T Λ)(t) = − exp

−
 t
0
Λ(τ ) dτ

K

s → exp
 s
0
Λ(τ ) dτ

(t)
= −K

s → exp

−
 t
s
Λ(τ ) dτ

(t).
Thus the existence of a solution of the form (28) follows by finding a fixed point to the operator T in the set B. With
δ0 < λ1/β2, we get from the definition of T and (27) that
|(T Λ)(t)| ≤ |Ω|− 2qω(t)
 t
0
ω(τ)e−(λ1−β2δ)(t−τ) dτ ≤ |Ω|
− 2q δ0
λ1 − β2δ0 ω(t). (29)
By choosing δ0 such that the coefficient of ω is less than 1, T will map B into B. Suppose that Λ1,Λ2 ∈ B. Using inequality
(27) and the elementary inequality |er − es| ≤ emax(r,s)|r − s|, it follows that
|(T Λ1)(t)− (T Λ2)(t)| ≤ |Ω|− 2q δ2
 t
0
∥Λ1 −Λ2∥∞(t − τ)e−(λ1−β2δ)(t−τ) dτ
≤ |Ω|
− 2q δ20
(λ1 − β2δ0)2 ∥Λ1 −Λ2∥∞,
so T is a contraction if δ0 is small enough. The Banach fixed point theorem now ensures that T has a fixed point Λ in the
set B. Using (29) withΛ0 = T Λ0, the estimate in the statement of the lemma immediately follows. 
Remark 2.5. From the proof it also directly follows that |Λ0| ≤ ω on [0,∞).
Lemma 2.6. There are constants δ0 > 0 and C1 such that if δ ≤ δ0, the equation z ′ +Kz = fϕ has a solution fulfilling
|z(t)| ≤ C1∥ϕ1∥2e−(λ1−β2δ)t , t ≥ 0.
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Proof. Choose δ0 < λ1/β2, set k = λ1 − β2δ and let the set E consist of all functions z ∈ L∞([0,∞)) fulfilling
|z(t)| ≤ C1∥ϕ1∥2e−kt for all t ≥ 0, where the constant C1 = |Ω|− 12− 1q in accordance with (25), and equip E with the
norm
∥z∥E = ess sup
t≥0
|z(t)ekt |.
Let z ∈ E. From (27) we get
|(Kz)(t)| ≤ |Ω|− 2q δ C1∥ϕ1∥2e−kt , t ≥ 0, (30)
which, together with (25), shows that the operatorA on E, given by
(Az)(t) =
 ∞
t
(Kz − fϕ) dτ ,
is well-defined. A fixed point toA is clearly absolutely continuous and fulfills the equation z ′+Kz = fϕ . Hence we have to
show the existence of such a point in E. From (30) and (25) it follows that
|(Az)(t)| ≤ C1∥ϕ1∥2e−kt

|Ω|− 2q δ0
λ1 − β2δ0 +
δ0
λ1 − β1δ0

so by choosing δ0 small enough, the last factor is less than 1, implying thatAmaps E into E. With z1, z2 ∈ E, we get from (27)
|(Az1 −Az2)(t)| ≤
 ∞
t
|K(z1 − z2)| dτ ≤ e−kt |Ω|
− 2q δ0
λ1 − β2δ0 ∥z1 − z2∥E .
With the choice of δ0 above, the fraction is less than 1 soA is a contraction in the norm of E. The Banach fixed point theorem
now concludes the proof. 
2.5. First order asymptotic representation
Theorem 2.7. Let q > n/2 and q ≥ 2. There is a constant δ0 > 0 such that if a ∈ Lq,∞(Q ) and δ ≤ δ0, the solution u
of (1)–(3) can be written in the form
u(x, t) = C0(1+ v0(x, t)) exp

−
 t
0
a dy dτ +
 t
0
Λ0(τ ) dτ

+ r(x, t), (31)
where
∥r( · , t)∥2 ≤ C∥ϕ1∥2 e−γ t , t ≥ 0, (32)
∥v0( · , t)∥2 ≤ C
 t
0
ω(τ)e−γ1(t−τ) dτ , t ≥ 0, (33)
∥r∥∞,∞,Ω×[t−1,t] ≤ C∥ϕ1∥2 e−γ t , t ≥ 2 (34)
∥v0∥∞,∞,Ω×[t−1,t] ≤ C
 t
0
ω(τ)e−γ1(t−τ) dτ + ∥a∥q,∞,Ω×[t−2,t]

, t ≥ 2, (35)
with γ = λ1 − βδ > 0, γ1 = λ1 − β3δ > 0, the positive constants C, β, β3 depending only onΩ and q. The functionΛ0 fulfills
0 ≤
 t
0
Λ0(τ ) dτ ≤ C
 t
0
ω2(τ ) dτ , t ≥ 0. (36)
Proof. Let zh and zp be the homogeneous and particular solutions to (22) as given by Lemmas 2.4 and 2.6. Then, for some
constant C0,
h = C0Z−1zh + Z−1zp = C0hh + hp,
u0 = u1 + u2 = u1 + C0Lhh +Lhp
according to Section 2.3. Set vh = Lhh and choose the function v0 such that vh = v0hh. From the definition of L it follows
that v0 fulfills
∂tv0 −∆xv0 + (Λ0 − a1)v0 − (av0)(y, · ) dy = a1 on Q
v0( · , 0) = 0 onΩ,
∂νv0 = 0 on ∂Ω × (0,∞).
(37)
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SinceΛ0 − a1 = a+ f for some f which is orthogonal to v0 onΩ , the equation for v0 is of the same form as the equation in
Lemma 2.1. From the definition ofK we get
Kzh = zh (av0)(y, · ) dy
and by substituting this into the equation z ′h+Kzh = 0 and solving, a comparisonwith the formof zh, as given by Lemma2.4,
results in the equality
Λ0 = − (av0)(y, · ) dy on [0,∞) (38)
whereΛ0 is the function given in Lemma 2.4.
Summarizing, the solution u = h+u0 of (1)–(3) can be written as (31), where the function r = hp+u1+Lhp, according
to (24), Lemma 2.6 and (26), fulfills the estimate (32) with β = β2 + |Ω|−1/q. Applying Lemma 2.1 on v0, we get (33) with
β3 = β0(2 + |Ω|1/q). Since u1, v0 and Lhp fulfill equations of the form given by Lemma 2.2, we also obtain (34) and (35),
keeping in mind that the function g in Lemma 2.2 in each case fulfills ∥g∥q,∞,Q ≤ Cδ0.
From (11) in the proof of Lemma 2.1, used on Eq. (37) for v0, together with (38), we get
|Ω|
 t
0
Λ0(τ ) dτ = 12∥v0( · , t)∥
2
2 +

Qt
|∇xv0|2 + (Λ0 − a1)v20 dx dτ .
With similar estimates as in the proof of Lemma 2.1, it follows that
|Ω|
 t
0
Λ0(τ ) dτ ≥ 12∥v0( · , t)∥
2
2 + c
 t
0
∥v0∥22 dτ , (39)
where c = λ1 − β3δ0 > 0 for δ0 small enough. This shows the non-negativity of the left hand side. By combining (39) with
the inequality t
0
Λ0(τ ) dτ ≤ |Ω|− 12− 1q
 t
0
ω2(τ ) dτ
 1
2
 t
0
∥v0∥22 dτ
 1
2
obtained from (38), the right inequality in (36) follows. 
2.6. Second order asymptotic representation
From now on we assume that t → ω(t)eσ t is nondecreasing on [0,∞) for some σ with 0 < σ < (λ1 − β3δ)/3. This
enables us to write t
0
ωk(τ )e−λ(t−τ) dτ ≤
 t
0
ωk(t)ekσ(t−τ)e−λ(t−τ) dτ ≤ 3
λ1 − β3δ0ω
k(t), t ≥ 0 (40)
for k = 1, 2 and all λ ≥ λ1 − β3δ.
In order to proceed, we decompose the function v0 in Theorem 2.7 as v0 = v + v1, where v is the solution of
∂tv −∆xv = a1 on Q
v( · , 0) = 0 onΩ,
∂νv = 0 on ∂Ω × (0,∞).
(41)
In accordance with (38), we also make the corresponding split
Λ0 = Λv +Λ = − (av)(y, · ) dy− (av1)(y, · ) dy on [0,∞). (42)
Due to (37), the function v1 fulfills
∂tv1 −∆xv1 + (Λ0 − a1)v1 − (av1)(y, · ) dy = (a1 −Λ0)v −Λv on Q
v1( · , 0) = 0 onΩ,
∂νv1 = 0 on ∂Ω × (0,∞).
(43)
To make an estimate of v1, the following lemma is needed.
Lemma 2.8. If q > n/2, q ≥ 2 and λ > 0, then t
0
∥∇xv( · , τ )∥22e−λ(t−τ) dτ ≤ Cλ
 t
0
ω2(τ )e−λ(t−τ) dτ , t ≥ 0 (44)
for some constant Cλ depending only on λ,Ω and q.
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Proof. Let s ≥ 0 and let η ≥ 0 be a smooth function that fulfills η = 1 on [s− 1,∞) and η = 0 on (−∞, s− 2]. As v, the
function v˜ = ηv fulfills (41) but with a1 replaced by a˜1 = η′v + ηa1. Since Lemma 2.1 used on v together with (40) gives
∥v∥2 ≤ Cω on [0,∞), it follows from (11) in the proof of Lemma 2.1, used on the equation for v˜, that s
s−1
∥∇xv∥22 dτ ≤
 s
0
∥a˜1∥2∥v˜∥2 dτ ≤ C ′
 s
s−2
ω2 dτ ,
where C ′ only depends on η,Ω and q and interpreting all functions of one variable to be zero for negative arguments. Set
f = ∥∇xv∥22 and g = ω2 on [0, t] and 0 otherwise. Using the inequality above it now follows that t
0
f (τ )e−λ(t−τ) dτ =
 t
0
f (τ )e−λ(t−τ)
 τ+1
τ
ds dτ
=
 t+1
0
 s
s−1
f (τ )e−λ(t−τ) dτ ds
≤ C ′
 t
−1
e−λ(t−s)
 s
s−2
g(τ ) dτ ds
= C ′ e
2λ − 1
λ
 t
0
g(τ )e−λ(t−τ) dτ ,
concluding the proof. 
We can now state the main result.
Theorem 2.9. There is a constant δ0 > 0 such that if a ∈ Lq,∞(Q ) for some q satisfying (4) and δ ≤ δ0, the solution u of
(1)–(3) can be written in the form
u(x, t) = C0(1+ v0(x, t)) exp

−
 t
0
a(1+ v) dy dτ +
 t
0
Λ(τ ) dτ

+ r(x, t), (45)
where v is the solution to (41) and
∥r∥∞,∞,Ω×[t−1,t] ≤ C∥ϕ1∥2 e−γ t , t ≥ 2
∥v0∥∞,∞,Ω×[t−1,t] ≤ Cω(t), t ≥ 2, (46)
|Λ(t)| ≤ Cω3(t), t ≥ 0 (47)
with γ = λ1 − βδ > 0, the positive constants C and β only depending onΩ and q. Moreover,
0 ≤ −
 t
0
av dy dτ ≤ C
 t
0
ω2(τ ) dτ , t ≥ 0. (48)
Remark 2.10. According to (42), the positivity in (36) becomes
0 ≤ −
 t
0
av dy dτ +
 t
0
Λ(τ ) dτ , t ≥ 0.
Proof. In view of (42), the relation (45) immediately follows from Theorem 2.7. The estimate (46) follows from (35) by using
(40) and the fact that ω(t − s) ≤ ω(t)eσ s for 0 ≤ s ≤ t . The inequalities in (48) are obtained by some slight modifications
of the proof of (36).
With ∥a1∥q ≤ 2ω, ∥v∥2 ≤ Cω (using (40)), |Λ0| ≤ ω and |Λv| ≤ Cω2 and by using the Sobolev inequality, the right
hand side of (43) can be estimated as
∥(a1 −Λ0)v −Λv∥2 ≤ ∥a1∥q∥v∥ 2q
q−2
+ |Λ0|∥v∥2 + |Ω|1/2|Λv|
≤ C1ω(∥∇xv∥2 + ω),
so by Lemma 2.1 used on Eq. (43) for v1, it follows that
∥v1( · , t)∥2 ≤ C1
 t
0
ω(τ)
∥∇xv( · , τ )∥2 + ω(τ)e−γ1(t−τ) dτ , t ≥ 0. (49)
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Using the Hölder inequality and Lemma 2.8 yields t
0
ω(τ)∥∇xv( · , t)∥2e−γ1(t−τ) dτ ≤
 t
0
ω2(τ )e−γ1(t−τ) dτ
1/2  t
0
∥∇xv( · , t)∥22e−γ1(t−τ) dτ
1/2
≤ C2
 t
0
ω2(τ )e−γ1(t−τ) dτ
and by combining this with (49) and also again (40), it follows that
∥v1( · , t)∥2 ≤ C3ω2(t).
This estimate together with the definition ofΛ in (42) now finally gives us inequality (47). 
3. Examples
3.1. Oscillating perturbation tending to zero
Example 3.1. Let α > 0, g ∈ Lq(Ω) and set
a(x, t) = g(x) sin t
(1+ t)α on Q .
Since we can take ω(t) = cg
(1+t)α and ω(t)→ 0, t →∞, we can use Theorem 2.9 to get the solution u as
u(x, t) = C0(1+ v0(x, t))ef (t) + r(x, t). (50)
Let us investigate the function v appearing in the expression for f—its equation is
∂tv −∆xv = − sin t
(1+ t)α g1(x) (51)
where
g1(x) = g − g(y) dy onΩ.
Suppose that g is non-constant. It is easy to show that for any g1, there are unique functions p, q ∈ L2(Ω) such thatp−1q = 0,
1p+ q = g1,
∂νp = ∂νq = 0 on ∂Ω.
(52)
Now set
v(x, t) = p(x) sin t + q(x) cos t
(1+ t)α + r0(x, t).
Using this expression for v together with (52) and Eq. (51), it follows that the function r0 satisfies
∂t r0(x, t)−∆xr0(x, t) =

p(x) sin t + q(x) cos t α
(1+ t)α+1 on Q
r0( · , 0) = −q onΩ,
∂νr0 = 0 on ∂Ω × (0,∞).
From (45) we get
f (t) = − g dy
 t
0
sin τ
(1+ τ)α dτ − gp dy
 t
0
1
2 (1− cos 2τ)
(1+ τ)2α dτ
− gq dy
 t
0
1
2 sin 2τ
(1+ τ)2α dτ −
 t
0
ar0 dy dτ +
 t
0
Λ dτ
=
5
i=1
fi(t). (53)
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The integrals in the first and third terms are convergent as t →∞ and are easily estimated as
f1(t) = c1 + O

t−α

as t →∞,
f3(t) = c3 + O

t−2α

as t →∞
and the second term fulfills
f2(t) =

c2(1+ t)1−2α + c ′2 + O

t−2α

if α ≠ 1/2
c2 ln(1+ t)+ c ′2 + O

t−1

if α = 1/2 as t →∞.
From the weak formulation of (52) it follows that
Ω
gp dy =

Ω
g1p dy = −∥∇p∥22 − ∥∇q∥22 < 0,
showing that c2 > 0. Using Lemma 2.1 on r0 results in
∥r0( · , t)∥2 ≤ ∥q∥2e−λ1t + Cg
 t
0
e−λ1(t−τ)
(1+ τ)α+1 dτ ≤
C ′g
(1+ t)α+1 .
so
∥(ar0)( · , t)∥1 ≤ Cg
(1+ t)2α+1
and hence
f4(t) = c4 + O

t−2α

as t →∞.
Due to (47) we finally have
f5(t) =

c5 + O

t1−3α

if α ≠ 1/3
O (ln t) if α = 1/3 as t →∞.
Using these expressions for fi together with (46) in (50), noting that r decreases exponentially, we arrive at
u(x, t) =

C1 + v˜(x, t)
(1+ t)α if α ≥ 1,
C1 + v˜(x, t)
(1+ t)2α−1 if
1
2
< α < 1,
C1(1+ t)c2

1+ v˜(x, t)
(1+ t)1/2

if α = 1
2
,
C1 ec2(1+t)
1−2α

1+ v˜(x, t)
(1+ t)3α−1

if
1
3
< α <
1
2
,
C1 ec(t)(1+t)
1−2α

1+ v˜(x, t)
(1+ t)α

if 0 < α ≤ 1
3
,
where v˜ is a bounded function on Q and c(t)→ c2 > 0 as t →∞. This holds if g is a non-constant function. If, however, g
is a constant, then v = 0 andΛ = 0 so f = f1. Also v0 = 0 according to (37) since a1 = 0. This gives
u(x, t) = C1 + b(t)
(1+ t)α + v˜(x, t)e
−γ t
where b and v˜ are bounded functions on [0,∞) and Q , respectively, and γ > 0. This also follows directly, without the use
of Theorem 2.9, by separating variables.
3.2. Small oscillating perturbation
Example 3.2. Let ε > 0, g ∈ Lq(Ω) and set
a(x, t) = εg(x) sin t on Q .
Taking ω(t) = cgε, there is an ε0 such that Theorem 2.9 gives u as in (50) for all ε ≤ ε0. Let us see how u depends on ε. The
function v in the expression for f now fulfills
∂tv −∆xv = −εg1(x) sin t
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with g1 as in the previous example. If g is non-constant, choose p, q ∈ L2(Ω) as before and set
v(x, t) = εp(x) sin t + q(x) cos t + r0(x, t).
Using this expression for v, it follows that
∂t r0(x, t)−∆xr0(x, t) = 0 on Q
r0( · , 0) = −q onΩ,
∂νr0 = 0 on ∂Ω × (0,∞).
The expression for f is the same as in (53) but with (1+ t)−α replaced by ε and r0 replaced by εr0. With
∥r0( · , t)∥2 ≤ ∥q∥2e−λ1t ,
the functions fi can now be estimated as
f1(t) = εc1(1− cos t) |f4(t)| ≤ ε2c4
f2(t) = ε2(c2t + c ′2 sin 2t) |f5(t)| ≤ ε3c5t
f3(t) = ε2c3(1− cos 2t)
where c2 > 0 as in the previous example.
To summarize, if g is a non-constant function, u can be written as
u(x, t) = C1

1+ εv˜(x, t)eεc1(1−cos t)+ε2b1(t)+ε2c2+εb2(t)t ,
where c2 > 0 and the functions v˜, bi are bounded on Q and [0,∞), respectively. If g is a constant, the same considerations
as in the previous example give
u(x, t) = C0eεc1(1−cos t) + v˜(x, t)e−γ t ,
where v˜ is a bounded function on Q and γ > 0.
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