Traditional methods of annotating the sentiment of an unlabeled document are based on sentiment lexicons or machine learning algorithms, which have shown low computational cost or competitive performance. However, these methods ignore the semantic composition problem displaying in several ways such as negative reversing and intensification. In this paper, we propose a new method for sentiment classification using negative and intensive sentiment supplementary information, so as to exploit the linguistic feature of negative and intensive words in conjunction with the context information. Particularly, our method can solve the domain-specific problem without relying on the external sentiment lexicons. Experimental results on two real-world datasets demonstrate the effectiveness of our proposed method.
Introduction
Sentiment analysis is a fundamental task of classifying given instances into coarse-grained classes such as positive, neutral, and negative, or fine-grained classes (e.g., very positive, positive, neutral, negative, very negative) in natural language processing. The traditional way of conducting the above task is based on sentiment lexicons [3, 10, 31] . Sentiment lexicons can serve as a word-level basis to help analyze the sentiment of unlabeled documents for the discrete information such as polarities and strengths they contain. Lexicon-based methods mainly exploited features such as the counts, the total strengths, and the maximum strengths of positive and negative words [2, 12, 31] . For example, a straightforward method was proposed in [10, 29] by counting the aggregated value of sentiment strengths of all words that exist in a sentiment lexicon to analyze the sentiment of each document. Although such methods have been shown simple and efficient, they suffer from the imitation of existing sentiment lexicons. Particularly, a fixed polarity or strength is assigned to each word in a sentiment lexicon, but the same word under different domains may have different polarities or strengths. Take "hot" as an example, it expresses positive in comments of a popular song while negative in comments of a restaurant. Another stream of work focused on employing machine learning methods. Unlike lexicon-based models which leverage lexicon features to predict sentiments, 1 3 machine learning-based methods are data dependent because most of them are trained on a specific corpus. Benefit from the growing of user generated messages, there are various deep neural networks including CNN [13, 15] , recursive autoencoders [24, 25] , and LSTM [6, 17, 27, 34] , being exploited into sentiment analysis. However, these models also present some drawbacks despite their great success. For example, most of these methods ignore the semantic composition problem. Semantic composition can display in several ways such as negative reversing (e.g., not interesting), negative shifting (e.g., not terrific), and intensification (e.g., very good). Although the above issue can be alleviated by tree-structured models like recursive autoencoders and Tree-LSTM [27, 34] , it is quite time-consuming to parse tree structures and annotate phrase-level features.
A method called supplementary information modeling [32] was recently proposed for sentiment classification by taking the role of negative and intensive words into consideration. In this method, two sentences "the movie is not good" and "the movie is very boring" approximate to "the movie is bad" and "the movie is boring + boring," by generating new representation for "not good" and "very boring," respectively. However, it may drop some context information by considering the sentiment supplementary information only. For the sake of overcoming the above shortcoming, we propose a new model for sentiment classification using negative and intensive sentiment supplementary information. In our model, we keep all information of the corpus in conjunction with the negative and intensive supplementary information which can exploit the linguistic feature of negative and intensive words. When a negative or intensive word exists in a sentence, we use a backward LSTM to encode the semantics after it and generate a new word embedding vector to emphasize the effect of the negative or intensive word. Furthermore, local sentiment attributes of all words through several deep learning networks are generated to help predict the sentiment of a given document. Our contributions are three-folds as follows:
• This paper proposes the concept of semantic composition based on the linguistic role of negative and intensive words. Without dropping any context information, we develop a backward LSTM to model the reversing effect of negative words and the valence that modified by the intensive words on the following content.
• Unlike previous lexicon-based methods which directly employ external sentiment lexicons, we generate the sentiment strength under different sentiment polarities of each word in the corpus, which can solve the domainspecific problem for methods based on external sentiment lexicons.
• Our method can adapt to the situation that two negative or intensive words exist in a sentence, and can be employed to several deep neural network models to improve the performance on sentiment classification.
The remainder of this paper is organized as follows. We describe related work in Sect. 2. We present the method for sentiment classification in Sect. 3. We detail the dataset, results, and discussions in Sect. 4. Finally, we present conclusions in Sect. 5.
Related Work

Lexicon-Based Sentiment Classification
Sentiment lexicons [10, 31] usually define the prior sentiment attributes (i.e., polarity or strengths) of a collection of words and phrases, which is useful for lexicon-based methods [2, 4, 7, 8, 13, 19, 26, 30] in sentiment classification. There are two mainstreams of lexicon-based methods, one is under the bag-of-words framework and the other is rule based. In the bag-of-words framework, lexicon features like the counts of sentiment words, their total strengths, and the maximum strength are leveraged to predict the sentiment of a given document. Beyond bag-of-words models that exploit sentiment lexicons, rule-based methods [20, 26] introduce semantic composition [21] into sentiment operations. However, the above methods are domain-specific primarily.
Deep Neural Networks for Sentiment Classification
Unlike lexicon-based methods that predict sentiments based on the bag-of-words assumption or straightforward rules, deep neural networks predict sentence-level sentiments of given documents by training various neural networks, such as convolutional [11, 13, 16, 23] , on a large amount of labeled data. A noticeable work can be seen in Teng's research [28] , in which the sentiment of each sentence is determined by the weighted sum score of negative words and sentiment words, and the weights are learned by a neural network. These models all achieved competitive accuracies, and their main characteristics are as follows. Compared with recursive models, which usually require fine-grained annotations and tree-structured data, convolutional neural network does not need these features. Long short-term memory models [9] , which are usually used to model the prefix or suffix context, can be also applied to sequential data and tree-structured data [27, 34] . A method called supplementary information modeling [32] is integrated to several deep neural networks to model the role of negative and intensive words for sentiment classification, and it is validated to be effective.
Proposed Model
This research aims to tackle the semantic composition issue of existing deep neural networks for sentiment classification. Particularly, we model the distinct effects of negative and intensive words through a LSTM network, as follows:
(1) Negative Expression Modeling. Negative words, such as "not" and "never," mainly have a sentiment reversing effect on the following expression. In most cases, the sentiment polarity of the content following a negative word is reversed.
To this end, we convert a sentence such as "the movie is not good" to "the movie is bad" approximately, by employing a backward LSTM to model each negative word in conjunction with all following words. (2) Intensive Expression Modeling.
Intensive words, such as "very" and "so," mainly change the sentiment strength of the following expression (e.g., from
the negative side to the very negative side). Take the sentence "the movie is so boring" as an example, by employing a backward LSTM on the expression of "so boring," we can convert the original sentence into a new sentence like "the movie is boring + boring." For the convenience of describing our method, frequently used notations are summarized in Table 1 .
To validate the effectiveness of the above operations, we incorporate them into three deep neural networks, CNN [12] , LSTM [9] , and CharSCNN [8] , and denote these new models as NIM-CNN, NIM-LSTM, and NIM-CharSCNN, where "NIM" means "Negative and Intensive Modeling." For example, the architecture of NIM-CNN is shown in Fig. 1 .
In the following, we first describe how to generate sentiment supplementary information. Then, we detail the sentence encoding using the above information. Finally, we The number of target words
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The positive polarity strength of the ith sentence
The negative polarity strength of the ith sentence
The predicted value of the positive label C n
The predicted value of the negative label 
Sentiment Supplementary Information Generation
We use LSTM to model the effect of negative and intensive words, which is called sentiment supplementary information. The generation of sentiment supplementary information (ssinfo) is shown in Fig. 2 . A LSTM cell block employs an input gate I t , a memory cell C t , a forget gate F t , and an output gate O t to make use of the information from the previous inputs. Formally, given the input x t at time step t, O t is computed as follows:
where h t and h t−1 denote the current and previous hidden state, respectively. denotes to the sigmoid function, ⊙ refers to element-wise multiplication, and
A backward LSTM is used to encode the content following each target word (tw) and generate ssinfo, where tw denotes a negative or intensive word. We now discuss three situations. Firstly, given a sentence
, where x i denotes the word embedding of the ith word in the sentence. If the sentence does not contain tw, the ssinfo of S is empty. Secondly, given a sentence
, which contains one tw, we use the backward LSTM on word embeddings
, which contains two instances of tw, we use a backward LSTM on word embeddings {x t+1 , … , x d−1 } and word embeddings {x d+1 … , x n } to generate ssinfo1 and ssinfo2, respectively. Considering the efficiency of the proposed model, we do not consider the situation that a sentence contains more than two target words.
Sentence Encoding
After the generation of ssinfo, we encode the sentence to a new vector representation V. Given the sentence
, we get a new sentence representation {x 1 , x 2 , … , x t−1 , tw, x t+1 , … , x n , * ssinfo} after applying the backward LSTM on the sequence {x t+1 , … , x n } . Here, we call * ssinfo as a sentiment supplement vector (ssvec). For negative words, the value of will be initially set to − 2. For intensive words, the value of will be initially set to +1. After adding the above ssvec to each sentence, the model generates a new vector representation of the sentence which could be described as
, where v i denotes the ith vector representation in V, and ntw denotes the number of target words.
Model Training and Sentiment Prediction
After sentence encoding, we can employ V to a deep neural network for model training and sentiment prediction. Take CNN as an instance. In order to extract the sentiment information of each element in V, a convolution operation which involves many filters W ∈ ws * d is applied to V to generate the feature map of V by: F = g(W * V) , where " * " is a two-dimensional convolution operation and g indicates a nonlinear function. Then, the average pooling operation 
Note that the whole model is trained end-to-end and ssinfo is also updated along with the other components. We use cross-entropy to calculate the loss of the model. Assume that there are N training sentences; the loss function is defined as:
where is the set of model parameters, r is a parameter for L2 regularization.
Experiments
Datasets
We evaluate the proposed model on three datasets. The first one is Movie Review (MR) [22] , in which every sentence is annotated with two classes as positive and negative. The second one is Stanford Sentiment Treebank (SST) [16, 25] , where each sentence is classified into five classes, including very negative, negative, neutral, positive, and very positive. The third one is Sentiment Labeled Sentences (SLS) [18] , which is collected from reviews of products (Amazon), movies (IMDB), and restaurants (Yelp). Statistics of the three datasets are summarized in Table 2 .
Negative and intensive words are derived from Linguistic Inquiry and Word Count (LIWC2007), in which a certain word is labeled according to its characteristic or property. We use all negative words from the "Negate" part of LIWC2007 and select intensive words manually from the
Score ni e Score pi + e Score ni .
|| || 2 , "Adverb" part by removing some words that are obviously not intensive words. Some of the negative and intensive words are shown in Table 3 .
Experiment Design
To evaluate the performance of the proposed NIM-CNN, NIM-LSTM, and NIM-CharSCNN, we implemented the following baselines for comparison:
• Sentiment lexicon-based methods. Such methods annotate the sentiment of each unlabeled document by summing sentiment strengths of all words that exist in the sentiment lexicon [10, 29] . Here, we use three sentiment lexicons, which are SentiWordNet [3] , SCL-NMA [14] , and Opinion Lexicon [10] .
• CNN [12] . It generates sentence representation by a convolutional layer with multiple kernels (i.e., kernels' size of 3, 4, 5 with 100 feature maps each) and pooling operations. Note that the dropout operation is added to prevent overfitting.
• LSTM [9] . The whole corpus is process as a single sequence, and LSTM generates the sentence representation by calculating the mean of the whole hidden states of all words. The hidden state size was empirically set to 128. • CharSCNN [8] . It employs two convolutional layers to extract features from character and sentence levels, and the output of the second convolutional layer is passed to two fully connected layer is passed to two fully connected layers to calculate the sentiment score. Empirically, the context windows of word and character were set to 1. The convolution kernel size of the character-level layer and that of the sentence-level layer were, respectively, set to 20 and 150.
• Supplementary information modeling-based methods [32] .
Such methods incorporate a kind of sentiment supplementary information into three neural networks, i.e., CNN, LSTM, and CharSCNN. These new models are denoted as NIS-CNN, NIS-LSTM, and NIS-CharSCNN, where "NIS" means "Negative and Intensive Supplement."
Our experiments were implemented using the TensorFlow [1] and Keras [5] Python libraries. We used Stochastic Gradient Descent with Adadelta [33] for training, which can adjust the learning rate adaptively rather than rely on a global variable. We set the batch size at each iteration to 32 and the size of word embeddings to 300 for all datasets and models. Furthermore, word embeddings were obtained by the word2vec tool. All other parameters were initialized to their default values as specified in the TensorFlow and Keras libraries. For all datasets, we randomly selected 80% samples as the training set, 10% as validation samples and the remaining 10% for testing. In our negative and intensive supplement method, LSTM's hidden state sizes d and the dropout rate p were tuned on the validation set for each dataset. Particularly, the optimal values of these parameters for each dataset are shown in Table 4 .
Evaluation Metrics
We use Accuracy, Precision, Recall and F-measure to evaluate the model performance, as follows:
where tp i is 1 if the ith sentence is positive actually and the predicted label is positive, otherwise, it is 0. tn i is 1 if the ith sentence is negative actually and the predicted label is negative, otherwise, it is 0. fp i is 1 if the ith sentence is negative and the predicted label is positive, otherwise, it is 0. fn i is 1 if the ith sentence is positive and the predicted label is negative, otherwise, it is 0. S is the number of sentences.
Results and Analysis
As shown in Table 5 , the proposed NIM-CNN performed better than those baselines for all datasets. Compared with deep neural network (DNN)-based methods, we can observe that sentiment lexicon-based methods have a relatively poor performance. On the one hand, sentiment lexicons are domain specific, but the same word under different domains may have different polarities and different strengths. On the other hand, sentiment lexicon-based methods are typically based on bag-of-words models which ignore the semantic composition problem. In contrast, DNN-based methods are data dependent and can learn high-level interactions among deep latent features which contribute a lot to predict the sentiment polarity. We also conducted ablation experiments to evaluate the functional performance of negative words and intensive words, respectively; these experiments were conducted on the three datasets mentioned above. First of all, we conducted the experiment with no negative and intensive words. Then, we removed either negative words or intensive words each time on the basis of our model and executed the NM-CNN and the IM-CNN on the whole dataset, respectively. In Table 5 , significant improvement could be observed among CNN, NIS-CNN and NIM-CNN on MR (the accuracy increases from 78.9% to 79.8%, and then to 80.1%), SST (the accuracy increases from 81.6% to 82.1%, and then to 82.3%), SLS (the accuracy increases from 87.8% to 88.3%, and then to 88.6%), which validated the effectiveness of NIM-CNN on modeling the linguistic role of negative and intensive words. To further validate the effectiveness of the supplement information provided by negative and intensive words, we conducted similar ablation experiments on LSTM and CharSCNN. Improvements could also be observed among LSTM, NIS-LSTM, and NIM-LSTM on MR (the accuracy increases from 75.9 to 76.2%, and then to 76.3%), SST (the accuracy increases from 75.8 to 76.3%, and then to 76.4%), and SLS (the accuracy increases from 85.8 to 86.1%, and then to 86.4%), as well as among CharSCNN, NIS-Char-SCNN, and NIM-CharSCNN on MR (the accuracy increases from 74.0 to 74.4%, and then to 74.6%), SST (the accuracy increases from 81.7 to 82.0%, and then to 82.3%), and SLS (the accuracy increases from 86.4 to 86.9%, and then to 87.3%). Although supplementary information modeling methods performed better than conventional DNN-based methods by taking the role of negative and intensive words into consideration, it may drop some salient context information since it removes the target words and the sequences of words following them. By keeping the context information of the whole sentence, our ssinfo has a positive impact on the performance. The performance improvement of our model over baselines on the MR dataset is larger than that on SST when considering negative and intensive words. The reason may be that although the total number of sentences in MR is similar to that in SST, the percentage of sentences with negative words in MR is larger than that in SST. To sum up, modeling the sentiment reversing effect of negative words can significantly improve the accuracy of sentiment prediction by correcting the labels of sentences with negative words that are annotated with wrong labels.
However, we also observe that methods with negative words showed significant improvement on the accuracy of sentiment classification when compared with methods without negative and intensive words, while methods with intensive words only showed a slight improvement and even a little descend. To explore the reason behind such phenomenon, we conducted detail experiments as follows.
For negative words, we extracted all the sentences with negative words in the MR dataset and compared the probability under different polarities predicted by CNN and NM-CNN. We could observe in Table 6 , for those sentences with negative words that were annotated with the false label by CNN, NM-CNN can correct such faults and consequently improve the accuracy. This is because not only CNN, but also LSTM and CharSCNN, do not take the sentiment reversing effect of negative words into account and do not process the negative words as special words. Therefore, when we model the sentiment reversing effect of negative words and introduce it into CNN, the probability under different polarities will reverse too. Then, we can correct those sentences that are classified into wrong classes by CNN.
For intensive words, we conducted similar experiments as on negative words. From the experimental results, we can draw the reason of why the modeling of intensive words cannot improve the accuracy as much as negative words, that is, intensive words just change the sentiment level of the sentence with intensive words but do not change the sentiment polarity. Therefore, even though we can successfully model the sentiment shifting effect of intensive words and incorporate it into basic methods, the new methods still annotate the sentence with the same label as the original method has labeled. For example, in Table 7 , the sentence "An extremely unpleasant film" with the intensive word "extremely" is labeled correctly by CNN. When considering the sentiment shifting effect of intensive words, the probability of negative predicted by IM-CNN is higher than the probability of being positive, while the label keeps negative too. In summary, when a sentence is annotated with a false label, considering intensive words will not help to correct it. Intensive words may play a more significant role in fine-grained sentiment classification tasks.
Conclusions
In this work, we proposed an effective model for sentiment classification. Without drop any context information, the proposed model addressed the sentiment reversing effect of negative words and the sentiment shifting effect of intensive words. Experimental results validated the effectiveness of our model. In the future, we plan to introduce attention mechanisms to model the valence of every word in the sentence, including the negative and intensive words that change the sentiment of the sentence. Furthermore, we will apply the similar process on negative and intensive words to conjunctions, which may shift the sentiment level of a sentence to some extent.
