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The cover picture represents the 2008 highlight in plasma physics at GSI, the first combined laser 
ion-beam experiments at the experimental area Z6. Shown in the center of the picture is a 0.5 µm 
thick C-foil target which is mounted on a target holder and was heated with two laser beams into 
the plasma state. The PHELIX laser-beam  (50 J in a 6 ns pulse) irradiates the target from the right 
side, while the nhelix laser-beam (also 50 J and 6 ns pulse duration) impinges on the target from the 
left side. The intense bluish-white glow is the expanding C-plasma, while the fainter straight beams 
pointing away to the right side from the target are glowing debris from the C-foil. At the same time 
a 3.6 MeV/u S-ion beam from the UNILAC is passing through  the plasma, to diagnose the plasma 
parameters by the energy-loss measured for the ions.   
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Radiation Temperature of a Gold Hohlraum Heated by PHELIX 
O. N. Rosmej1, Y. Zhao1, 2, A. Blazevic1, N. Miski-Oglu1, N. Zhidkov3, A. Kunin3, N. Suslov3, V. 
Vatulin3, Borisenko4, Yu. Merkuliev4, I. Burenkov5, S. Zajac6, Th. Stoehlker1, D. H. H. Hoffmann 7 
 
1GSI-Darmstadt, Germany; 2IMP, Lanzhou, China; 3VNIIEF, Sarov, Russia; 4LPI, Moscow, Russia; 5 Moscow State Uni-
versity, Russia;  6IPPLM, Warsaw, Poland; 7TU-Darmstadt, Germany
Interaction of heavy ions with ideal and non-ideal plas-
mas is the key research activity of plasma physics at the 
Z6 experimental area. The plasma can be either created 
by direct laser irradiation of the target or indirectly by 
using a two-steps heating scheme. While the direct 
method provides ideal-plasma conditions, the indirect 
heating allows the creation of non-ideal plasmas which 
are homogeneous over the time scale of several nanosec-
onds. In the proposed scheme [1] a main cylinder of 1-2 
mm length filled with low-density CH foam is directed 
along the ion–beam axis. The laser heats directly the 
walls of the first target section, the so called converter, 
separated from the main target by a thin foil. Soft X-ray 
radiation in the energy range of 0.3-2 keV with a spectral 
distribution close to the thermal equilibrium  produces a 
volumetric heating of the foam up to Te = 20-30 eV at a 
particle density of 1020 cm-3.  
  The present experiments use PHELIX pulses of up to 
250-J energy and investigate the spectrum of the X-ray 
radiation emitted from the gold converter and transmitted 
through the thin gold foil of 0.12 µm thickness.  
 
 
  Fig. 1   Gold converter target  
 
The laser pulse of 1.4 ns duration is focused to a 150-
200 µm spot on the wall of 1mm height and 1.5mm in 
diameter gold cylinder covered from one side with a thin 
gold foil (see fig. 1). The converter radiation is then dif-
fracted by a free standing gold transmission grating of 
70   m height and a period of 1.4   m and finally recorded 
by a VUV-film.  In order to obtain sufficient spatial reso-
lution, two slits of width w1= 93   m and w2= 197   m are 
used respectively.  The moderate spectral resolution of the 
spectrometer of 25 Å is defined by the 1.5 mm size of the 
X-ray source. For the photon energies of 0.1, 0.25 and 0.5 
keV, the spectral resolution amounts to 10, 50 and 100%, 
respectively. The last can be improved by reducing the 
source size. Fig. 2 shows the obtained VUV- spectra of 
the gold converter transmitted through the thin gold foil.  
 
 
 
 
Fig. 2 Measured VUV-spectra obtained from the gold 
converter target for two different slit widths of 93 (top) 
and 197 µm (down), respective.  
 
 
 
Fig. 3  Measured and calculated spectral distribution 
 Iv (keV/ster/cm2) of the gold plasma.  
 
The measured spectral intensity distribution was fitted 
with a Planck spectrum (see fig. 3). The best fit is ob-
tained for a black-body temperature of 55 eV. In the up-
coming experiments, the parameters of CHO triacetate 
foams [2] heated by the radiation flux from the gold con-
verter will be measured. For the current laser parameters 
one expects an electron temperature of 10 eV and an elec-
tron density of 5.1020 cm-3. The indirect heated foams 
serve as interaction plasma targets for the UNILAC heavy 
ion beam.  
 
   This work is supported by the ISTC# 2264 project. 
 
References: 
1. E. Vasina et al, GSI Report, 2001 
2. A. M. Khalenko et al, LPB24 (2006), 283-290  
0 100 100 200 200 λ, Α λ, Α 
Slit w1 
Slit w2 
Measured spectrum 
Planck spectrum 
with Trad = 55eV 
EP-01
1
Spectral distribution of laser-driven hohlraum radiation
T. Heßling1, A. Blazˇevic´1, D. Kraus2, M. Roth2, G. Schaumann2, D. Schumacher2, and D.H.H.
Hoffmann2
1GSI, Darmstadt, Germany; 2TU Darmstadt, Darmstadt, Germany
Introduction
The plasma physics group at GSI investigates among
other issues the energy loss of heavy ions in laser pro-
duced plasma [1]. The current experimental setup consists
of an ion beam from the UNILAC accelerator that pene-
trates a thin carbon foil which is irradiated by an intense
laser beam, e.g. the nhelix or PHELIX laser. The foil is
turned into a hot plasma while the ions pass through it and
the change in energy loss is measured by the time of flight.
The laser cannot penetrate the foil and heats only the sur-
face. This results in temperature as well as density gradi-
ents, complicating the analysis and theoretical description
of the experiment. An advanced setup utilizes gold cavities
which convert the monochromatic laser light into thermal
black body radiation in the soft X-ray regime. A carbon
foil is placed into a secondary cavity which is attached to
the converter and will be heated by the X-rays volumetri-
cally and homogeneously.
As a preparation towards this setup the thermal radiation
has to be characterized. The latest results are presented in
this report.
Experiments
The temperature was measured with an absolutely cal-
ibrated VUV spectrometer [2]. The maximum radiation
temperature was found to be (73 ± 8) eV , or about 8.4 ·
105K . In Figure 1 the time-dependent temperature is de-
picted, the laser hits the target at t = 0. In the grey area
the temperature can no longer be deduced due to the dis-
integration of the cavity and the unknown increase of the
radiation source size, whose knowledge is essential for the
analysis.
Figure 1: Time-resolved measurements of the radiation
temperature in a laser heated hohlraum
The spectrometer measures the radiation at distinct
wavelength intervals from 120 nm to 360 nm. The black
body radiation of this high temperature, however, peaks at
wavelengths in the soft X-ray regime of a few nanome-
tres. To verify the time-resolved measurement an X-ray
spectrometer covering this region was used in recent ex-
periments to record an overall spectrum. Due to the time-
integration only the maximum temperature can be extracted
from the measurements. The intensity of thermal black
body radiation increases with the temperature to the power
of 4 and thus the time-integrated spectrum shows mostly
this part of the radiation. From this the temperature can be
deduced by Wien’s displacement law.
In Figure 2 such a spectrum is presented. Two curves
are shown: the upper line is the spectrum of a gold foil and
the lower line the spectrum of a hohlraum. The radiation
emanating from the cavity shows a much smoother distri-
bution due to the transition from line-dominated radiation
to thermal black body radiation, as expected. Addition-
ally the thermal radiation shows a peak at about 3.7 nm
(the grating’s first diffraction order is almost not visible,
the spectra are shown in the second diffraction order). This
corresponds to a radiation temperature of 68 eV and fits
remarkably well with the previous time-resolved measure-
ment.
Figure 2: Time-integrated spectra of a gold foil and a
hohlraum
References
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X-ray diagnostic of a Ti-plasma created by a PHELIX nanosecond pulse 
O. Rosmej1, Y. Zhao1, 2, A. Blazevic1, N. Miski-Oglu1, N. Zhidkov3, N. Suslov3, A. Kunin3, N. An-
dreev 4, M. Povarnitsyn4, O. Kostenko4, I. Burenkov5, S. Zajac6, T. Stoehlker1, D. H. H. Hoffmann7 
 
1GSI-Darmstadt, Germany; 2IMP, Lanzhou, China; 3VNIIEF, Sarov, Russia; 4 Joint Institute for High Temperature, Mos-
cow, Russia; 5Moscow State University, Russia; 6IPPLM, Warsaw, Poland; 7TU-Darmstadt, Germany
The Nd:glass PHELIX-laser operating at Z6 experi-
mental area provides an opportunity for combined heavy 
ion– and laser beam experiments. The nanosecond long 
laser pulse focused at the target in a 100-150 µm spot  is 
capable to deliver up to 300J energy. The experiments 
were aimed at the characterization of the plasma parame-
ters such as electron temperature, density and degree of 
ionization have been obtained at the maximum laser in-
tensity of 1015 W/cm2 using characteristic radiation of the 
highly ionized target plasma. Preliminary 1-D calcula-
tions of the plasma hydrodynamic expansion were carried 
out in order to estimate the temporal and spatial distribu-
tion of the plasma temperature and density as well as the 
charge states of highly ionized target material. Calcula-
tions have been carried out for a Fe bulk target predict a 
plasma electron temperature up to 3 keV, and demonstrate 
transient behavior of the Fe-plasma charge state evolu-
tion.  
In the reported experiments 25 µm Ti-foils were chosen 
as a target material. At high electron temperatures Ti at-
oms are highly ionized up to H-, He-, and Li-like charge 
states whose characteristic radiation is very suitable for 
the determination of the plasma parameters using x-ray 
spectroscopy [1]. Titanium x-ray spectra were recorded 
by means of two focusing spectrometers providing high 
spectral (λ/dλ ~ 2000) and spatial resolution [1, 2]. 
Spherically bent mica crystals with a curvature radius of 
150 mm were used as dispersive elements.  
 
  
 
Fig. 1  Experimental setup. 
  
One spectrometer was placed perpendicular to the di-
rection of the plasma expansion giving a possibility for a 
spatially resolved analysis of the characteristic Ti-spectra. 
The second one observes the plasma radiation perpen-
dicular to the target surface. X-ray pin-hole images and 
X-ray pin-diode signals with nanosecond temporal resolu-
tion were used in order to complete the x-ray diagnostics 
with spatially and temporarily resolved information (see 
fig.1). The recorded characteristic spectra (see Fig.2) 
show a transient feature of the Ti - ion charge state evolu-
tion and the presence of a non-thermal component in the 
plasma electron energy distribution.  
 
 
Figure 2: X-rays of a Ti-foil heated by PHELIX-laser. 
 
     The analysis of the spectra was carried out using the 
code “Flychk” [NIST, 3] providing time dependent colli-
sional - radiative population kinetics of the ion ground- 
and excited states with a possibility of including a fraction 
of non-thermal electrons.  K-shell transitions in cold and 
low ionized Ti (4500-4700 eV in fig. 2) reveal the plasma 
charge state distribution at the beginning of the ionization 
process. The relative intensities of the radiative transitions 
in He-like Ti ions and the Li-like dielectronic satellites 
1s2l2l´-1s22l (4700-4750eV) are compatible with a 
plasma bulk electron temperature of 1 keV.  Further evo-
lution of the plasma temperature during the target heating 
leads to the formation of H-like ions with an ionization 
potential of 6 keV. The electron temperature estimated 
from the relative intensities of the Lyα and 2l2l´-1s2l tran-
sitions from double excited states (4975-5000 eV) gave a 
value of 2.5 keV.  
The experimental results confirm that in the present 
configuration mid-Z targets can be heated up to 2.5 keV 
by nanosecond pulses from PHELIX. 
 
This work was supported by the ISTC#2264 project 
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The interaction between an ultra-intense laser pulse (I >
1018 W/cm2) and a thin target foil leads to an accelera-
tion of protons up to kinetic energies of several tens of
MeV. In the short acceleration time of a few picoseconds
up to 1013 protons and ions are accelerated. Well-defined,
smooth beams with transverse emittances more than hun-
dred times smaller than in conventional accelerators are
observed in experiments [1]. This remarkably good beam
quality motivates the injection into conventional accelera-
tors. However, such an application requires further investi-
gations to reduce the half-opening angle of the beam which
is up to 40◦ and to minimize the energy spread. An external
magnetic field as a collimation and energy filtering method
decouples the acceleration process and the transport pro-
viding the opportunity of independent optimisation of both
processes.
In a previous experiment two permanent magnet
quadrupoles were used to focus protons with the kinetic en-
ergy of 14 MeV. In a small area of 200 µm diameter, proton
flux increase by a factor of 75 was achieved in comparison
to an unfocused beam [2]. Since a single quadrupole only
focuses the beam in one direction and defocuses the beam
in the perpendicular one, at least two quadrupoles are nec-
essary to focus the beam whereas the second quadrupole
cuts most of the beam.
We report on an experiment carried out at the PHELIX
laser-system at GSI using a pulsed high field solenoid
to collimate and focus the proton beam and further in-
crease the proton flux density. Collimation or focusing
is achieved by the Lorentz force generated by the parti-
cles when crossed into the radial and axial magnetic field
components of the solenoid. Since the solenoid focuses
the beam in all transverse directions, it can be used as a
compact single device. Thus, higher transmission of pro-
tons through the solenoid can be achieved in comparison to
the quadrupoles. The current needed to generate the strong
magnetic flux densities of up to 15 T were provided by dis-
charging some of the capacitors normally used to power
the flash lamps of PHELIX. The solenoid was placed 17
mm behind the target to make sure that all protons enter
the solenoid’s aperture of 44 mm.
The simulation with CST Particle Studio in figure 1
shows the behavior of the proton beam in the magnetic
field. An on axis magnetic flux density of 8 T leads to a
collimation of protons with the kinetic energy of 2.5 MeV.
Figure 2 shows the measured particle numbers detected
behind the solenoid at a magnetic flux density of 8 T
in comparison to the initial particle numbers. The de-
tector was placed 240 mm behind the target and had a
size of (5 × 5) cm. As the simulation suggests, the 2.3
Figure 1: The figure shows a simulation with CST Parti-
cle Studio. A magnetic flux density of 8 T in the solenoid
collimates protons with an energy of 2.5 MeV.
MeV protons are slightly focused, so that the beam dia-
meter behind the solenoid is smaller than the detector size.
About (95+5
−19)% of the initial particles can be detected. In
comparison in laser-proton-acceleration without beam pa-
rallelization by the solenoid only 23% of the initial protons
can be detected in the RCF due to the strong divergence of
the beam. Since the magnetic field is not strong enough to
Figure 2: The figure shows the particle numbers detected
behind the solenoid (squared data points) in comparison to
the initial particle numbers (circular data points).
collimate protons with energies higher than 2.5 MeV, the
amount of detected particles in comparison to the initial
particles decreases strongly with increasing proton energy.
In summary, we have demonstrated collimation of laser-
accelerated proton beams with a pulsed high-field solenoid.
Behind the target (95+5
−19)% of the initial particles with the
kinetic energy of 2.3 MeV can be detected.
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Progress in WDM experiments with intense heavy ion beams at GSI∗
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The primary goal of the ongoing warm dense matter
(WDM) research by intense heavy ion beams at GSI is
to develop essential diagnostic instruments and methods
for future HEDgeHOB experiments at FAIR. This is be-
ing done in the frame of the experiment S331 fielded at the
HHT area of GSI (see Fig. 1).
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Figure 1: Schematic of the S331 setup at HHT.
During the year 2008, the fast multi-channel radia-
tion pyrometer has been complemented with an embed-
ded laser-diode reflectometer [1]. This allows one to ob-
tain direct information about optical properties of the tar-
get surface such as emissivity and to advance toward phys-
ical temperature determination with the pyrometric tech-
nique. Going in the same direction, first attempts to study
emission characteristics of ion-beam heated metals using
flat hohlraum configurations have been made as well. This
technique however requires quite high beam intensity in or-
der to achieve uniform heating of a macroscopic hohlraum.
An important aspect of the WDM experiments is the
transverse diagnostics of intense focused beams [2]. A sig-
nificant progress has been achieved here due to detailed
spectroscopic studies of beam-induced fluorescence of Ar
and N2 in the pressure range of 10 − 900mbar as well as
systematic measurements of transverse fluorescence pro-
files and shock waves in the gas with high temporal and
spatial resolutions. In addition, a post mortem analysis of
∗Supported by GSI-INTAS grants 03-54-4254 and 06-1000012-8707.
irradiated metallic foils provided a mean to relate the di-
mensions of a macroscopic melted zone to the transverse
beam sizes at the focal plane [3].
Further developments include improved targets for four-
contact electrical conductivity measurements [4] which are
now fully integrated with thermodynamic state diagnostics,
first tests of non-contact conductivity measurement tech-
niques and measurements of time-resolved spectral opacity
of thin WDM layers (C, Al, Au; 9−100µg/cm2) in visible
and near-infrared spectral regions, along with their thermal
emission.
Two experimental runs have been carried out at HHT in
2008 using 350 AMeV ions of 238U73+ (N ≈ 1.2 · 109)
and 124Xe48+ (N ≈ 5 · 109). The main physics objective
of these S331 runs was to study thermodynamic, transport,
and optical properties of refractory metals, namely tung-
sten and tantalum, at melting and in hot expanded liquid
states. In particular, to simultaneously measure surface re-
flectivity, thermal light emission and electrical conductiv-
ity. The key idea was to avoid excessive boiling and con-
sequent fast expansion of the target material, and thus to
secure a well-defined emitting/reflecting surface. This also
means no ”record-breaking” in terms of maximal achieved
temperature and pressure but quality of experimental data
that should provide reliable and rigorous benchmarks for
testing simulation codes. Therefore a better heating uni-
formity and measurement precision have been achieved by
using defocused and coasting (900 ns long flat-top) ion
beam pulses. Another highlight of these experiments was
to move from the ”single-shot philosophy” towards repro-
ducibility and statistics. For this purpose, many identical
targets have been shot compromising variations in target
material and/or beam-target geometries.
An important event was founding in 2008 a Helmholtz-
Russia Joint Research Group [5] ”Experimental Study on
WDM by Intense Heavy Ion Beams” which will provide a
solid framework for this research at the HHT area of GSI
for the following three years.
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Experiments at the HHT experimental area of GSI em-
ploy intense heavy ion beams from SIS-18 to generate
warm dense matter (WDM) states with fairly uniform phys-
ical conditions.
One of the main activities of the WDM experiments at
HHT in 2008 (see also [1, 2]) was the direct reflectivity
measurements with a laser-diode based reflectometer, em-
bedded in the fast multi-channel pyrometer [3].
The pyrometer consists of an achromatic light collecting
system and two spectral analysers with six narrow chan-
nels each in the visible and near infra-red spectral regions.
The thermal emission from two spots at the target surface is
guided via quartz optical fiber from the experimental area
to the analysers. The spatial resolution is defined by the
fiber diameter and can be as high as 50µm. The absolute
calibration of the pyrometer allows to determine the bright-
ness (radiance, “black body”) temperatures for each chan-
nel. The brightness temperature is however always lower
than the physical temperature of a real sample. In order
to estimate the emissivity  < 1 and thus the surface tem-
perature, the grey body model can be applied, where the
multi-colour temperature Tfit(t) and the grey-body emis-
sivity (t, λ) ≡ fit(t) are fitting parameters.
Figure 1: Reflectometer embedded in multi-channel py-
rometer.
Recently a set-up for direct reflectivity measurements
embedded into the pyrometer has been developed. The
schematic is shown in Fig. 1. An intense laser-diode
(4W at 810 nm) illuminates the region of the target sur-
∗Supported by GSI-INTAS grants 03-54-4254, 06-1000012-8707 and
the BMBF.
Figure 2: Multi-colour temperature and grey-body emis-
sivity along with relative reflectivity record for a tungsten
target
face that is imaged by the pyrometer optics. The reflected
light is then collected by the same system and recorded in a
dedicated channel of the spectral analyser in which the in-
tensity of the laser-diode completely outshines the thermal
emission.
The relative reflectivity signal of tungsten is plotted in
Fig. 2. One can clearly see a feature on the signal dur-
ing melting. However, the estimated grey-body emissivity
and the recorded reflectivity signals are not fully consistent
which may be related to a change of the reflection charac-
ter (specular to diffusive). This can also explain a strong
decrease of the reflectivity signal at later times, while the
thermal emission is still present.
For the next experiments, it is planned to improve the
absolute calibration of the reflectivity channel, to increase
the acceptance of the light collector, to install a detector
for diffusively reflected light and to extend the system for
reflectivity measurements at multiple wavelengths.
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Over the past few years, a series of measurements of
the electrical resistivity of heavy–ion beam generated warm
dense matter (WDM) has been performed at the HHT ex-
perimental area of GSI. These measurements [1, 2] have
mostly been based on the well known four point method.
Recently, first attempts at non-contact measurements by in-
duced eddy currents have been performed as well [3].
In this report we present the developments of the four-
point as well as the non-contact experimental setups as
achieved during 2008.
The last year’s experimental campaign also aimed at
combined measurements of thermophysical and transport
properties and a shift towards establishing a reliable set
of benchmark experimental results [4]. To achieve these
goals a new target design for the four-point electrical con-
ductivity measurements was necessary. As a result a H-
Figure 1: H-shaped target for combined four-point and
thermophysical measurements.
shaped foil target has been developed, which allows for
both measurements of the electrical conductivity and diag-
nostic of the thermodynamic state (Fig. 1). The first targets
of this kind employed laser-cut, 100 µm thick tungsten and
tantalum foils and have been irradiated by 5 · 109 intense
124Xe48+ pulses with a duration of 900 ns.
Another improvement of the four-point setup was a re-
design of the pulsed current source, by the introduction
of an intermediate inductive storage with an inductance of
about 4.5 mH and appropriate modifications to the circuitry
layout. This allowed for a compact, battery-driven device
able to deliver more than 10 A peak current in a 50 Ω load
with a decay time of about 90 µs.
∗Supported by GSI-INTAS grants 03-54-4254 and 06-1000012-8707
The first proof of principle experiments for non-contact
measurements of the electrical conductivity of ion beam
generated WDM have been conducted in 2006 by means of
wide-band pulses [3]. The analysis of the results showed
that it would be advantageous to use a setup with narrow-
band signals. Thus a new setup has been realised which
employs a frequency synthesizer and a double directional
coupler, to allow for acquiring of both the direct (reference)
and reflected signals. Lead wires with a length of 5 mm and
Figure 2: Non-contact measurement of the electrical con-
ductivity. Reflected signal (yellow) is superimposed on the
the reference signal (black). The frequency of the signals
is 200 MHz.
0.25 mm diameter placed on the axis of quarz capillaries of
1 mm outer diameter and 0.1 mm wall thickness have been
used as targets. The eddy currents in the WDM layer accu-
mulated on the capillary’s inner surface have been induced
by a 3-turn coil, wound on the capillary’s outer surface. A
typical experimental signal with a frequency of 200 MHz is
displayed in Fig. 2. The reflected signal shows a reduction
in amplitude which qualitatively agrees with the presence
of an conductive layer on the inner side of the capillary. A
detailed analysis is ongoing for relating this signal feature
with the electrical conductivity of the layer.
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A theoretical description for heavy ion beam stopping in hot and dense plasma
A. Frank1, A. Blazevic2, P.L. Grande3, G. Schiwietz4, V.V. Vatulin5, O.A. Vinokurov5, and M. Roth1
1TU Darmstadt, Germany; 2GSI, Darmstadt, Germany; 3Helmholtz-Zentrum Berlin fu¨r Materialien und Energie,
Germany; 4Universidade Federal do Rio Grande do Sul, Porto Alegre, Brazil; 5RFNC-VNIIEF, Sarov, Russia
The stopping power of heavy ions in matter is a field of
research that has been addressed for about a century. The
understanding of the interaction of charged particles with
cold matter has continuously evolved, however for ionized
matter it is not yet fully understood. This report presents a
new theoretical ansatz to a consistent microscopic descrip-
tion for the energy loss of argon in a laser-generated car-
bon plasma covering a huge parameter regime in density
and temperature. This approach to the stopping in plasma
does not use any effective charge description of the projec-
tile as for example the commonly used Bethe formula. The
theoretical description of the energy loss was carried out
with the results of the CasP code [1]. A modified version
of the code allows the calculation of the projectile energy
transfer with a defined charge state to bound electrons of
ionized carbon and to free electrons as well. The plasma’s
charge state distribution is taken into account by solving
the Saha equation. The energy transfer to free electrons
is modeled by a single oscillator with an excitation energy
equal to the plasmon energy according to the free electron
density. This approach leads to stopping cross sections for
argon of a defined charge state for any set of plasma pa-
rameters needed. The results are shown using the example
of Ar18+ at 4 MeV/u in figure 1. For high temperature and
low ion density the stopping cross sections are consider-
ably larger (up to a factor of 2) than for high density and
low temperature. For intermediate temperatures between
30 and 60 eV at moderate densities there is a plateau due
to the stable configuration of C4+. For higher temperatures
electrons from the target’s K-shell are ionized which makes
the biggest contribution to the increased stopping cross sec-
tion in the plasma since the differences in the excitation
energies are very huge. The resulting stopping cross sec-
tions from the CasP calculations can be combined with the
Monte-Carlo simulation described in [2]. This allows to
determine the energy loss of each projectile at its current
charge state. No effective charge description of the projec-
tile is needed in this method. However projectile excitation
is currently neglected in the stopping power calculation.
The results for a 0.5 µm carbon foil irradiated by a laser
pulse are plotted in figure 2 as well as the experimental data
[3]. The plasma is modeled by MIMOZA-2D [4] hydrody-
namic simulations. For the first 10 ns after the beginning of
laser-matter interaction, experimental and theoretical data
differ due to the until now not fully explained experimen-
tally observed decrease in the energy loss. As soon as the
plasma is sufficiently heated there is a good agreement be-
tween experimental and theoretical data. Please note that
the error bars of the code only include the straggling due
to different projectile charge state evolutions of the argon
Figure 1: Stopping cross sections for 18+Ar in carbon
plasma at 4 MeV/u regarding the contributions of bound
and free electrons calculated by the CasP code.
ions. Errors due to charge exchange cross sections and hy-
drodynamic profiles are not considered.
In conclusion there is a huge difference between the en-
ergy loss of heavy ions in carbon plasma and the one in
solid/gaseous state, strongly depending on the plasma pa-
rameters. For the investigated projectile-target configura-
tion the differences stem from two effects, most impor-
tantly the more efficient excitation of free electrons which
make a contribution of 90% to the energy loss increase in
the considered target. The higher projectile charge states in
this case only make a contribution of 10%.
Figure 2: Comparison between experimental and theoreti-
cal energy loss data of argon in carbon plasma.
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Application of charged particle beams to shock-wave and detonation studies 
A.A. Golubev1, V.S. Demidov1, S.V. Dudin2, A.D. Fertman1, V.E. Fortov2, D.H.H. Hoffmann3, 
A.V. Kantsyrev1, S.A. Kolesnikov2, V.B. Mintsev2, N.V. Markov1, A.V. Shutov2, G.N. Smirnov1, 
V.I. Turtikov1, B.Y. Sharkov1, D.V. Varentsov4, A.V. Utkin2, K. Weyrich4, H. Wahl4 
1ITEP, Moscow, Russia; 2IPCP RAS, Chernogolovka, Russia; 3TUD, Darmstadt, Germany; 4GSI, Darmstadt, Germany.
The method of radiographic study of matter is an 
unique experimental technique for the absolute measure-
ment of important material characteristics of dense non-
transparent objects in super high-speed processes. X-Ray 
radiography (including synchrotron radiation radio-
graphy [1]) is more prevalent for the practice of experi-
mental research of extreme states of matter. At the same 
time, radiographic study with the use of high-energy 
charged particle beams [2] has high spatial and time reso-
lution, better penetration capability and wider dynamic 
range of image registration in comparison to X-ray tech-
nique. Also, this technique can provide a multi-frame reg-
istration of dynamic processes that gives the ability to 
trace time evolution of the studied parameters and states 
of matter. 
An 800-MeV proton radiography facility for shock-
wave and detonation studies in condensed matter is under 
development at the ITEP Terawatt Accelerator (TWAC-
ITEP) [3] at the moment. First dynamic explosive ex-
periments on the registration of the density distribution in 
steady-state detonation waves in pressed TNT charges 
were performed at this facility in 2008. As it is known 
from our studies with a VISAR laser interferometer, in 
pressed TNT with an initial density of 1.4 g/cm3 and 
lower densities the duration of the shockwave passage 
through the chemical reaction zone and corresponding 
area of high pressure (“Von Neumann spike”) amounts to 
~200–250 ns, which corresponds to a reaction zone width 
of ~1–1.5 mm. Therefore samples with an initial density 
of 1.30–1.35 g/cm3, diameters of 15 and 20 mm and a 
length of 32–40 mm were studied. The detonation in the 
samples was initiated by a point source, i.e. by an electro 
detonator inserted in the active high explosive charge. 
Total weight of the studied TNT samples with active 
charges did not exceed 25 g. 
The intensity of the 800 MeV proton beam from the 
TWAC-ITEP accelerator in those experiments was about 
1010 particles per pulse. The proton beam bunch duration 
was 800 ns. A single beam bunch consisted of four con-
secutive 70 ± 5 ns long micro-bunches with 250 ± 15 ns 
intervals between the pulses. So it is possible to register 
up to four proton radiography images of the studied proc-
esses during a single accelerator cycle. In our case high-
speed CCD cameras synchronized to a single proton 
bunch from the accelerator provided the registration of 
radiographic images.  
The radiographic images of detonated TNT charges for 
two consecutive proton bunches were obtained in these 
experiments. Two of those are presented in Fig. 1. The 
vertical dark stripe observed in the center of each image 
corresponds to the zone of compression of matter by the 
detonation wave. The estimated velocity of the displace-
ment of the stripe between two frames is 7.76 km/s, 
which is notably higher than the detonation velocity of 
TNT at this initial density, i.e. 6 km/s. It can be attributed 
to the uncertainty of the position of the compression zone 
due to a strong blurring of its boundary.  
 
Figure 1: Proton radiography images of detonation wave 
in detonated TNT charge for two consecutive proton 
bunches with the interval of 250 ns: left image — first 
bunch; right image — second bunch 
Volume density profiles corresponding to the images 
shown in Fig. 1 are presented in Fig. 2 along with the 
profile obtained from 2D computer simulations of the 
detonation process of a similar TNT charge (dotted line). 
Profile 2 for the second proton bunch is located in the plot 
lower than profile 1 for the first bunch. This is probably 
connected to the residual flare of the CCD matrix pro-
duced by the first shot. For this reason only profile 1 is 
taken into account for further analysis. 
 
Figure 2: Volume density profiles along the axis of TNT 
charge corresponding to two consecutive proton radiogra-
phy images shown in Fig. 1. The dotted line is 2D com-
puter simulation. 
________________________________________  
* Work supported by Rosatom, Grant Council of President MK-
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 Figure 3: Density profiles on the axis of detonating TNT 
charges: solid line—experimental profile for the detona-
tion wave at the transition from the charge with 20 mm 
diameter into the charge with 15 mm diameter; dashed 
line—simulation for a charge with 20 mm diameter 
The chemical reaction zone in the detonation waves of 
the studied TNT samples could not be registered with the 
present experimental arrangement. Blurring of the regis-
tered front of the detonation wave in forward direction 
was found to be ~ 2.5 mm, which exceeded the width of 
the reaction zone in TNT which was about 1–1.5 mm at 
this initial density. From the analysis of the proton radiog-
raphy images of static test targets it was shown that this 
value of the blurring of the wave-front was caused by 
three main reasons. The first one is the uncertainty caused 
by the propagation of the wave through the target during 
the exposure-time of the frame that is equal to the dura-
tion of a bunch. During 70 ns the detonation wave propa-
gates with the velocity of 6 km/s passing a distance of 
420 µm. For reducing this uncertainty it is necessary to 
carry out the registration with smaller exposure-times. 
The second one is the spatial resolution of the present 
experimental arrangement that amounts to ~500 µm. It is 
two orders more than the theoretically predicted value of 
spatial resolution [3] as a result of an uncontrollable scat-
tering of protons at the metallic entrance and exit win-
dows of the explosive containment chamber. For the ex-
clusion of this factor it is necessary to avoid the use of 
such windows in experiments. An appropriate modifica-
tion of the facility is planned in the next stage of this 
work. The third factor that is causing the blurring of the 
registered detonation wave-front is the influence of a lat-
eral unloading at the boundary between the charge and the 
external environment that noticeably warps the form of 
the shock-front. For the reduction of this effect waves 
with greater front curvature could be studied. This would 
enable the observation of undistorted waves without any 
unloading directly in the axis of the charge or, in contrary, 
more flat waves could be used, where the influence of a 
lateral unloading would be noticeably weaker. In this 
connection separate experiments on propagation of deto-
nation waves through targets composed from TNT 
charges of different diameters were carried out. Their re-
sults are presented in Fig. 3. Immediately after the transi-
tion of the detonation wave from a charge with a diameter 
of 20 mm into a charge with a diameter of 15 mm the 
wave with a front curvature less than that in the uniform 
15 mm charges was observed. Blurring of the forward 
front of the wave in this case amounted to 1.5 mm which 
is substantially less than its initial value. Further experi-
ments with composite charges will be conducted in the 
next stage of the work. 
Nevertheless, as shown in Fig. 2, the obtained volume 
density profiles show not only qualitative, but also good 
quantitative agreement with data from literature and simu-
lation results for the propagation of detonation waves in 
TNT charges of the studied densities in the region of 
unloading. For example, the density of detonation prod-
ucts in the Chapman–Jouget point is found at ~1.7 g/cm3 
for the given initial density [4], while the value of the 
density peak in profile 1 in Fig. 2 is located at 1.6 g/cm3 
which in accordance with the simulation is located be-
yond the boundaries of the chemical reaction zone. 
Apart from detonation wave studies in TNT samples 
experiments on the observation of ejecta formation on 
metal surfaces under shock wave loading were performed. 
1mm thick steel plates with 0.3 and 0.5 mm deep triangu-
lar notches were placed at the surfaces of TNT charges. 
Proton radiographic images of each target were taken af-
ter 1   s after the shock wave generated in the steel plate 
by the detonation wave in TNT had come to the free steel 
plate surface. The experimental results are presented in 
Fig. 4. On the obtained images the stream of ejected metal 
particles that moves with far greater velocity than the 
plate surface is observed at the location of the 0.5 mm 
notch. At the location of the 0.3 mm notches such streams 
are not visible. The free surface velocity of the steel plate 
amounts to 1.68 km/s estimated from its displacement 
between two shots at a time interval of 250 ns. The esti-
mated velocity of the ejecta head is equal to ~ 4 km/s.  
 
Figure 4: Proton radiography images of steel plate with 
notches placed at the face of TNT charge: top – static: 
bottom – shot after 1   s after the coming of the shock 
wave to the free surface of the plate. 
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Development of a high voltage sealed of gas discharge switch 
M. Iberler, K. Esser, A. Fedjuschenko, J. Jacoby, B.-J. Lee, J. Otto, T. Rienecker, J. Wiechula 
Goethe University Frankfurt, Institut für Angewandte Physik, 60438 Frankfurt.
High voltage multi-gap gas discharge switches are very 
important tools for pulsed power applications in accelera-
tor laboratories. They have applications for example in 
driving fast injection- and extraction magnets and beam 
dumps.  
Basically, there are two different principles used to re-
alise a high voltage switch. One is based on the use of 
several semiconductor switches, and the other is based on 
a triggered breakdown in gases or in vacuum. We intro-
duce in this report a new type of high voltage gas dis-
charge switch, which consists of multi-gap coaxial elec-
trode geometry. Initially the inner electrode serves as an-
ode, the outer electrodes as voltage divider for the applied 
high voltage. This switching device is called, based on its 
underlying effect, a multi-gap Lorentz Drift Switch 
(multi-gap LDS). For the initial investigations a two-gap 
LDS was designed (Fig.1). 
T
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g
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Figure 1: Schematic drawing of a two gap Lorentz Drift 
Switch. 
The designed two-gap LDS is a low inductive, fast cur-
rent, low pressure gas discharge switch, which functions 
on the left side of a Paschen voltage breakdown curve. 
The Lorentz force which interacts with the discharge is 
given by: 
  ∫ ×= BJdVF
r
   (1) 
Due to the magneto hydrodynamic motion mainly at the 
inner electrode gap the LDS has low electrode erosion 
and therefore a long lifetime [1]. 
By external triggering, a gas breakdown is initiated at 
the outer electrodes and forms a conductive plasma sheath 
and penetrates through holes to the inner electrodes.  
During the trigger phase the ignition of the discharge 
occurs over the long distances of the radial cathode back 
space [2]. As a trigger we have used a semiconductor sur-
face trigger [3]. For the experimental set-up one high 
voltage capacitor of 2.6 nF for each gap was used. Argon 
gas was used. The working pressure was adjusted be-
tween 10-3 mbar and 1 bar.  
For the first investigations the breakdown voltages de-
pend on the product of the pressure and electrode distance 
of the two-gap LDS was measured. Figure 2 shows the 
voltage breakdown curve depending on the pressure 
which is similar to the characteristic of a Paschen branch. 
For low pressures in the range of several 10-2 mbar the 
breakdown voltage was increasing to a value of 30kV. 
The limitation of the achieved voltage was given by the 
experimental set-up, especially by the power supply. The 
maximum voltage drop for the switch was in the range of 
0.25kV/ns. 
 
Figure 2: Breakdown voltage of the two-gap switch de-
pending on the voltage. 
For the future it is planed to develop a two stage sealed 
off LDS, which also requires the expertise of bake out and 
gas filling process. For this reason a bake out and gas 
filling system is on the University Frankfurt available. 
This experience we now possess we got by recycling 
three stage Thyratrons. For the next experiments it is also 
planned to develop a three stage LDS prototype to up-
grade to voltages higher than 70kV. 
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We have investigated the properties of a magnetically 
delayed pseudospark switch (PSS). One of the challenges 
in all low pressure gas discharge switches is the reduction 
of the lifetime due to commutation losses resulting in 
anode heating. This effect can be minimized by carefully 
dimensioning the saturating inductors. For many decades, 
this method has been successfully used for thyratrons. In 
principle, a saturating inductor prevents current flow until 
the end of the commutation phase. In contrast to 
thyratrons a PSS is based on a cold cathode electrode. To 
reach the low-resistive phase in a PSS, a significant 
current flow is necessary to allow self-heating of the 
cathode. A useful compromise has to be found to fulfill 
these opposing needs.  
The test setup is shown in Figure 1. Different saturating 
inductors are connected in series with the PSS, on the 
anode side. Three different designs of the FINEMET (FT-
3H) pulsed power core types were used. These cores use a 
thin ceramic insulation to provide a high break down 
voltage. The properties of the tested saturating inductors 
are summarized below.  
 
Table 1: Properties of saturating inductors 
 
Types A B C 
Inductance [µH] 50 250 350 
∆Bmax [T] 1.7 1.7 1.7 
∆Bmin [T] 0.8 0.8 0.8 
µi 20000 30000 50000 
Calculated Delay 
max./min. [ns] 
62/29 213/100 213/100 
 
 The delay time is determined by Faraday’s law with a 
voltage of 10 kV assuming that the voltage is linear with 
time.  
 
 
Figure 1: Test setup of the magnetically delayed PSS. 
 
Since the impedance of the inducting cores is large, after 
closing the pseudospark switch, most of the voltage is 
present across the cores until they become saturated. As 
the cores become saturated, their impedance decreases 
drastically, allowing the discharging current to rise. 
Subsequently the current flow is delayed, minimizing the 
switching losses in the gas switch. As can be seen in 
Table 1, there is a big difference between the maximum 
and the minimum delay we calculated. This would be 
unacceptable in most application. The reason for the 
different values is that the cores were in an undefined 
state before the measurements depending on the previous 
experiments. To handle this problem, a reset system is 
needed, which pre-magnetizes the cores to a negative flux 
density before the pulse. Such a system was not available 
when the measurements were performed. 
As shown in Figure 2, the commutation losses can be 
reduced by about a factor six by the right choice of 
saturating inductors. 
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Figure 2: Commutation losses with different types of 
inductors. 
 
In order to improve the lifetime of the switch by 
reducing commutation losses of a low pressure gas 
discharge switch, saturating inducting cores have been 
series integrated to pseudospark switch circuit. Two 
important results are observed. One is that the saturating 
inductor can be useful for the PSS in the same way it is 
useful for the thyratron switch. The other one is that in 
our setup the transition behaviour between the 
pseudospark discharge phases differs from its typical 
behaviour shown in [1]. This may lead to a better 
understanding of the physical properties of the 
pseudospark discharge. To investigate those physical 
phenomena, the optical investigation with fast shutter 
photography and some spectral observation will be 
required.  
Further planned experiments of saturating inductors, 
including a reset-circuit, will be performed with a newly 
developed muti-gap pseudospark switch which is being 
tested at GSI and with a CX1671 thyratron.     
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Power density limits in dense gases for low energy electron beam excitation
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Low energy electron beam excitation of dense gases
holds the potential for producing very high power densi-
ties in the target gas. This is due to the short range of
the electrons in the gas and the consequently small volume
(∼ 1mm3) in which the beam power is deposited. There-
fore we develop concepts to pump short wavelength lasers
with this technique. A model device of a very compact,
low energy electron beam pumped laser working success-
fully in the near infrared is described in ref. [1]. Here we
present the limitations for a system which uses a similar
technique. The goal was to determine whether a 172 nm
Xe2 excimer laser could be realized in such experiments.
However, the results show clearly that a geometry with
an elongated beam pumped volume produced by a pulsed,
high current, elliptically shaped, 12 keV electron beam will
have to be used for successful laser experiments [2].
A laser cell with a high current Pierce-type electron gun
has been used for the experiments. This electron gun with
12 keV acceleration voltage provided pulsed beams of up to
2 A beam current. The current could be pulsed via a control
voltage applied to a grid in front of the heated cathode. The
beam was focused through a 300 nm thick, 2× 2mm2 ce-
ramic membrane into the gas target. The technology of the
membrane used as an entrance foil for the electron beam
is described in more detail elsewhere [3]. A stable optical
cavity with highly reflective (96% at 172 nm) mirrors was
installed. The light output on the laser axis and the sponta-
neous light emission could be detected by photodiodes and
a VUV monochromator with a gated, intensified diode ar-
ray camera, respectively. The optical path between the cell
and the detection systems was flushed with helium to avoid
absorption of the VUV light by the oxygen content in air.
A series of experiments for various xenon pressures and
xenon containing mixtures with other, lighter rare gases has
been performed in order to get above laser threshold for
the 172 nm excimer laser on the so called second contin-
uum of xenon which actually was the first excimer laser to
be studied, historically [4] but without success. The diag-
nostic technique was similar to a successfull particle beam
pumped excimer laser experiment performed at GSI Darm-
stadt [5].
However, other important results were obtained using
this setup. A practical limit was found for the operation of
pulsed, high current experiments using the 300 nm ceramic
foil technique. It was observed that the foils are destroyed
when a 12 keV, 2 A beam is applied for more than about
50 ns. In combination with a transmissivity study [6] this
corresponds to an energy deposition on the order of 0.1 mJ
in the membrane. The threshold found experimentally is
∗ andreas.ulrich@ph.tum.de
consistent with estimates based on the heat capacity of the
membrane and corresponds to a transient temperature in-
crease of the foil of about 700 deg..
Figure 1: Second excimer continuum light output vs. en-
ergy of the pumping pulses.
In a series of measurements the beam intensity was sys-
tematically increased and the intensity of the second con-
tinuum was recorded. The result is shown in Fig. 1. The
experiment was performed for for a target gas pressure of
500 and 1000 mbar, respectively. The output power satu-
rated in both cases at a beam energy value on the order of
0.5 mJ. From a practical point of view this demonstrates the
limit for experiments with xenon using the present setup.
The exact reason for this saturation still has to be investi-
gated in forthcoming experiments. An instrumental effect
which could limit the output might be a limitation of the
beam energy which can be transported into the target gas.
This could either be due to a broadening of the beam diam-
eter due to space charge in the beam or by a charging effect
of the target gas which might lead to repulsion and/or de-
flection of the electrons. An effect which would limit the
emission of excimer light would be an over-pumping of the
target gas. It is known that an increase in the density of ex-
cimer molecules leads to a destruction of these molecules
via collisions among these molecules.
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2   THE LASER PHYSICS PROGRAM AT GSI 
 
2.1 The PHELIX Laser Program 
 
2.2 Theory of Lasers in Overdense Matter  
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Characterization of a 10Hz double-pulse non-normal incidence pumped
transient collisional Ni-like molybdenum soft x-ray laser for applications
D. Zimmer∗1,2,3, B. Zielbauer1, O. Guilbaud1, J. Habib1, S. Kazamias1, M. Pittman1, D. Ros1, V.
Bagnoud2, B. Ecker2,3, D. Hochhaus2,3, and T. Kuehl2,3
1Universite´ Paris-Sud 11, Orsay, France; 2GSI, Darmstadt; 3Johannes Gutenberg-Universita¨t Mainz, Germany
Stable and reliable operation demonstrated and studied
with a 10 Hz Ti:sapphire laser system proves the suitability
of the double-pulse non-normal incidence pumping geome-
try for table-top high repetition soft x-ray lasers on the way
to applications.
In this experiment a nickel-like molybdenum 4d1S0 −
4p1P1 transient collisional soft X-ray laser at 18.9 nm is in-
vestigated which is pumped in a double-pulse non-normal
incidence geometry [1] at a 10Hz laser system facility [2].
The two pumping pulses are generated in the front-end of
the Ti:sapphire laser system in a Mach-Zehnder type set-
up. The stretched pulse is distributed into the two arms
with an adjustable ratio via the combination of a wave plate
and a polarizing beam splitter. One of the arms incorpo-
rates a delay line adjustable between 0.8 and 2.6 nanosec-
onds. The two pulses are then amplified through the chain
of the Ti:sapphire CPA system which includes a regenera-
tive amplifier, a 4-pass pre-amplifier and two 4-pass cryo-
genic power amplifiers. After the compression adjustment
two pulses of equal duration between 2 and 16 picoseconds
are formed and then sent to the experiment chamber. The
focussing system consisting of a flat 45 degree mirror and
a spherical mirror with a focal length of 500 mm off the
normal incidence produces a line focus of 3.8 mm length
and 50µm width with an intrinsic traveling wave speed of
1.2 c. Both pulses hit the target at the same grazing in-
cidence angle Φ of 19 degrees. For the pump laser wave-
length of 805 nm the electron density at which the energy is
absorbed amounts to ne,abs ≈ 2.3× 1020 cm−3, following
ne = nc · sin
2
Φ with the critical density nc. The line foci
optimization is done in the infra-red with a high resolution
imaging device (RILF).
The applied diagnostic consists of a monochromatic
near-field imaging system that shows the soft-x-ray laser
source size and position relative to the target surface and a
far-field imaging system to provide information about the
divergence and the coherence of the soft x-ray laser beam.
The near-field is imaged by a spherical multi-layer mirror
and a flat multi-layer mirror onto on a 16-bit back-thinned
CCD camera behind a 2µm Al filter. A typical near-field
image of the source, with its limitation in resolution of
the 13µm camera pixel size, is shown in the upper part
of Fig. 1. The measured source size is 4µm × 12µm.
The far-field beam profile is recorded by another 16-bit
back-thinned CCD camera after a deflection by a flat multi-
∗ d.zimmer@gsi.de
0 2 4 6 8 10
800
1000
1200
1400
1600
1800
2000
2200
2400
2600
Divergence[mrad]
In
te
n
s
it
y
[a
.u
.]
3mrad
8mrad
0 10 20 30 40 50 60 70
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
Source size [µm]
In
te
n
s
it
y
[a
.u
.]
4µm
12µm
Target
Figure 1: Near- and far-field beam profiles of the soft XRL.
layer mirror and a total propagation path of 1 m. A typ-
ical far-field image using a 0.3µm Al filter is shown in
the lower part of Fig. 1. The beam has a horizontal and
vertical divergence of 3 mrad and 8 mrad respectively. The
strong fringes in the vertical axis give additional informa-
tion about the coherence of the soft x-ray laser beam [3].
A characterization of the soft x-ray laser output is done in a
extensive three parameter scan of double-pulse energy bal-
ance, time delay and pulse duration. Strongest lasing is
found at a pre-pulse to main pulse ratio of 1 : 6, a time de-
lay of 1.6 ns and a pulse duration of 10 ps. Additionally a
fourth parameter, the focus width, is varied from 30µm to
120µm and an optimal regime at 50µm is identified. The
highest measured x-ray laser energies reach up to 0.7µJ
for a total pump laser energy of 0.7 J on the target.
The introduction of the double-pulse non-normal incidence
pumping geometry improves the reliability and stability
of efficient table-top high-repetition soft x-ray lasers: we
were able to obtain x-ray laser emission for several hours at
10 Hz repetition-rate without re-alignment. This result fur-
ther broadens the attractiveness of x-ray lasers as sources
of coherent radiation for various applications.
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Double-pulse non-normal incidence pumping geometry for transient
collisionally excited short-wavelength x-ray lasers
D. Ros1, D. Zimmer∗1,2,3, V. Bagnoud2, B. Ecker2,3, U. Eisenbarth2, J. Habib1, D. Hochhaus2,3, D.
Javorkova2, S. Kazamias1, T. Kuehl2,3, D. Ursescu4, B. Zielbauer1, and the PHELIX-Team2
1Universite´ Paris-Sud 11, Orsay, France; 2GSI, Darmstadt; 3Johannes Gutenberg-Universita¨t Mainz, Germany;
4National Institute for Laser, Plasma and Radiation Physics , Bucharest, Romania
On the way to reaching shorter wavelength x-ray
lasers great progress was achieved towards lowering
the necessary high pump laser energy required for the
preparation of the lasing medium. For this, two pulses in
two independent beam-lines with different duration and
at different angles of incidence were applied. This is a
non-trivial complication, since the delivery of high-energy
pulses require the use of large beam diameters. With the
concept which is presented here the set-up is simplified
tremendously. Since the double pumping pulse scheme
uses only one beam-line to generate the x-ray laser gain
medium, numerous advantages i.e. improved stability,
reproducibility and not least cost decrease are apparent.
In the front-end of the driving CPA laser system the double
pumping pulse is generated in a standard Mach-Zehnder
type set-up. The stretched pulse is distributed into the
two arms with an adjustable energy ratio. One of the
arms incorporates a delay line adjustable between 0 and
3 nanoseconds delay. The two pulses are then amplified
through the chain of the CPA system which includes
regenerative Ti:Sapphire and Nd:Glass amplifiers. After
compression, the two short pulses are sent to the exper-
iment chamber [1]. For this experiment an additional
adjustable compressor is installed in the pre-pulse arm,
which allows us to produce a pre-pulse duration between
100 and 200 picoseconds.
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Figure 1: Double-pulse focussing system and diagnostics.
In the experiment the nickel-like samarium
4d1S0 − 4p
1P1 transient collisionally excited soft x-
ray laser at 7.3 nm was either recorded by a XRL far-field
camera via a 45 degree XUV mirror optimized for that
wavelength or by a grazing incidence reflection on a silver
coated glass substrate which guided the XRL beam into a
flat-field gold grating spectrometer with 1200 lines/mm.
∗ d.zimmer@gsi.de
The experimental set-up in the target chamber is shown
in Fig. 1: The focusing system produces a line focus with
an intrinsic traveling wave speed of 1.5 c by using a com-
bination of a 90 degree off-axis parabolic mirror and an
on-axis spherical mirror. The beam from the compressor
is deflected by a 30 cm diameter copper parabola with a
focal length of 2 m via a flat folding mirror onto the 20 cm
diameter spherical mirror with a focal length of 675 mm
which is aligned off the normal incidence by 12 degrees.
The line focus on the Sm-slab target was 8mm× 100µm
FWHM. Both pulses hit the target at the same non-normal
incidence angle of 50 degrees. The double-pulse delay was
varied from 100 ps to 200 ps, values which are described
as optimal in [2],[3]. The intensity of the pre-pulse was
changed between 5% and 50% of the total energy. The
contrast level could not be measured better than 10−3 at
the time of the experiment. The resulting irradiance on the
target were ∼ 2.5 × 1013W/cm2 for the pre-pulse and
∼ 5× 1015W/cm2 for the main pulse respectively.
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Figure 2: Sm x-ray laser line at 7.3 nm.
The output of the samarium x-ray laser at 7.3 nm was
identified via the spectrum. Figure 2 shows the lineout of
the spectrum of the region of interest. The peak of lasing at
7.3 nm is visible, but due to the strong x-ray background of
the much hotter plasma the contrast to background is not as
high as for soft-XRL. Optimized pumping pulse parameters
and the pump laser contrast improvement can enhance the
short-wavelength x-ray laser output, as reported by [2]. The
work was supported through the Laserlab Europe Integrate
Infrastructure Initiative.
References
[1] Zimmer D 2008 Opt. Express. 16 10398
[2] King R E 2001 Phys. Rev. A 64 053810
[3] Pert G J 2007 Phys. Rev. A 75 063814
PH-04
23
Opacity measurements in warm dense matter produced with heavy ion beams
An. Tauschwitz 1, V.G. Novikov2, A. Tauschwitz3, F.B. Rosmej4,5, J. Abdallah6, E. Onkels3,
J. Jacoby1, J. Wiechula1, and J.A. Maruhn1
1University of Frankfurt am Main, Germany; 2Keldysh Institute of Applied Mathematics, Moscow, Russia; 3GSI,
Darmstadt, Germany; 4Universite´ Pierre et Marie Curie, Paris, France; 5Centre de Recherche LULI, Ecole
Polytechnique, PAPD, Palaiseau, France; 6Los Alamos National Laboratory, USA
Opacity measurements of warm dense matter (WDM)
will provide a valuable benchmark for the diverging the-
oretical models and clarify the influence of non-ideality on
the absorption coefficients in this regime. Intense charged
particle beams provide a useful tool for creating isolated
samples of warm dense matter. In this work we propose
measurements of frequency-dependent opacities in WDM
created by an ion beam [1]. The target parameters for opac-
ity measurements in ion beam produced WDM are chosen
assuming an energy deposition of 10 kJ/g in high-Z ma-
terials within a 100 ns pulse, which can be realized using
bunches of 1010 uranium ions at SIS-18. For the first ex-
periments lead will be chosen as the target material for the
opacity measurements because the highest temperatures are
obtained by ion beam irradiation in high-Z materials. For
a sub-µm foil target the plasma after the ion beam heating
will have a density of about ρ ≈ 0.01 g/cm3 and a temper-
ature of T ≈ 2 eV.
Figure 1 shows the calculated transmission for the Pb
plasma of 0.02 cm thickness with the above parameters.
The calculations were made using two completely differ-
ent models the Saha model with continuum lowering [2]
using atomic data obtained by the code FAC [3] and the
quasizone model (QZM) [4], which includes electron-ion
interaction in the mean spherical cell approximation. The
quasizone model uses an average atom approximation, and
its accuracy may be insufficient at the considered low tem-
peratures. The Saha approximation does not include inter-
action between particles in the plasma and works for di-
lute plasmas only. The Saha approximation of ideal plasma
at such conditions is problematic and models which in-
clude the effects of ion-electron interactions give results
very different from the ideal-plasma approach and between
each other. Measurements can clarify the question how the
strong interaction affects the plasma properties.
Hydrodynamic calculations were performed to predict
the spatial distribution of the plasma parameters after ion
beam heating. The foil thickness was optimized accord-
ing to the calculated radiation transmission. The calculated
temperature and density profiles along the ion beam axis in
the initially 0.3 µm thick foil are presented in Fig. 2. The
time t = 105 ns was chosen to ensure thermodynamic equi-
libration of the plasma after ion beam heating. According
to the simulation the temperature in the heated target of
about T = 1.9 eV is nearly constant, which is prerequisite
for the interpretation of the measured plasma transmission.
The density profile is gaussian and has to be taken into
account in the analysis of experimental transmission data.
The calculations show that the plasma conditions achiev-
able in ion beam heated foils are well suited for opacity
measurements. At the FAIR facility opacity measurements
will be an essential part in the work of the WDM collabo-
ration. At FAIR plasmas of higher temperatures and den-
sities can be created without the present limitation to high-
Z materials. The high-power laser will enable backlighter
sources with a wide range of temperatures.
Figure 1: Transmission of a Pb plasma slab with
0.01 g/cm3 density and 2 eV temperature calculated with
two different models; the plasma layer has a thickness of
0.02 cm.
Figure 2: Density and temperature distribution in an ion–
beam heated lead foil at t = 105 ns; x is the beam axis.
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Ponderomotive Ion Acceleration in Bulk Dense Plasmas ∗
T. Schlegel†1, N. Naumova2, and V. Tikhonchuk3
1GSI Helmholtzzentrum fu¨r Schwerionenforschung GmbH, Planckstrasse 1, D-64291 Darmstadt, Germany;
2Laboratoire d’Optique Applique´e, UMR 7639 ENSTA, ´Ecole Polytechnique, CNRS, 91761 Palaiseau, France; 3Centre
Lasers Intenses et Applications, Universite´ Bordeaux 1 - CEA - CNRS, 33405 Talence Cedex, France
Laser ponderomotive force at super-high intensities pro-
vides an efficient ion acceleration not only in thin foils but
also in bulk dense targets, thereby evacuating a channel
which enables further laser beam propagation. A quasi-
stationary model of a laser piston – a double layer structure
supported by the radiation pressure – predicts the general
parameters of the acceleration process in homogeneous and
inhomogeneous overdense plasmas. Particle-in-cell simu-
lations confirm the estimated characteristics in a wide range
of laser intensities and ion densities and show advantages
of circularly polarized laser pulses. Figure 1 displays the
double layer structure in the rest frame of the piston (R
frame) moving with the velocity vf = βfc.
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Figure 1: Double layer structure composed of an ion charge
separation layer [x′i , 0) and the electron sheath [0 ,x′e)
shown in the R frame. Curves: Electron density – green,
ion density – orange, laser field amplitude – blue, scalar
potential – brown, electrostatic field – red. Data (in ar-
bitrary units along the vertical axis) stem from the theory
developed in [2].
The momentum flux deposited by the laser photons in
the piston frame has to be balanced by the momentum flux
of the particles coming from the upstream region of the
plasma, x′ > x′s, and reflected elastically as shown in
Fig. 1. We find the relation for the front velocity
I
ρc3
1− βf
1 + βf
= γ2fβ
2
f , (1)
with the incident laser intensity I in the laboratory frame
(L frame), the mass density ρ = man0i, where ma =
mi+Zme is the atomic mass andZ the ion charge number,
the upstream ion density n0i in the L frame and the piston
relativistic factor γf = (1− β 2f )−1/2. Solving Eq. (1), we
get the relation βf = B/(1 + B), with the parameter B
proportional to the square root of the laser pulse intensity
divided by the plasma mass density: B = (I/ρc3)1/2. In
terms of the dimensionless vector potential of a circularly
∗Work supported by the Region Aquitaine, project No. 34293
† t.schlegel@gsi.de
polarized laser pulse we have: B = a0
√
ncme/n0imi,
where nc = meω20/e2 is the critical plasma density and
ω is the laser frequency in the L frame. From the piston
velocity vf we suggest the ion velocity in the L frame and
find the ion energy
εi = mic
2(γi − 1) = 2mic
2γ2fβ
2
f = 2mic
2
B2
1 + 2B
(2)
as well as the energetic efficiency of the laser driven ion
acceleration: 1 − R = 2βf/(1 + βf ) = 2B/(1 + 2B),
where we assume that no energy is deposited to electrons.
Knowing the density dependence of the piston velocity
and of the ion energy, we are able to describe also the ac-
celeration process in an inhomogeneous plasma. For an
exponential density increase in laser propagation direction,
we obtain analytical results for the ion energy distribution
function or for the laser pulse duration needed to reach a
certain region on the given density profile. More informa-
tion can be found in Refs. [1, 2].
Assuming a quasi-stationary piston motion and the full
evacuation of the charge separation layer from electrons by
the laser ponderomotive force, we may solve the set of gov-
erning equations for both layers – ion layer and electron
sheath – separately, with well-known boundary conditions.
Figure 2 shows results for the charge separation layer. A
comprehensive description is given in [2].
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Figure 2: Spatial profiles in the R frame of: (a) ion veloc-
ity, b) ion gamma factors, c) ion density normalized to the
density of the unperturbed plasma, d) normalized electro-
static potential and field. Circularly polarized laser light
with amplitudes a0 = 20, 100 and different deuteron den-
sities are supposed. The spatial coordinate is normalized to
the ion inertia length.
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Hole Boring in Dense Plasmas and Fast-Ion Ignition of Precompressed Fusion
Targets with Ultraintense Laser Pulses∗
N. Naumova1, T. Schlegel †2, and V. Tikhonchuk3
1Laboratoire d’Optique Applique´e, UMR 7639 ENSTA, ´Ecole Polytechnique, CNRS, 91761 Palaiseau, France; 2GSI
Helmholtzzentrum fu¨r Schwerionenforschung GmbH, Planckstrasse 1, D-64291 Darmstadt, Germany; 3Centre Lasers
Intenses et Applications, Universite´ Bordeaux 1 - CEA - CNRS, 33405 Talence Cedex, France
Recently achieved high intensities of short laser pulses
open new prospects of their application to hole boring in
inhomogeneous overdense plasmas and for ignition in pre-
compressed DT fusion targets. Simple analytical estimates
and numerical simulations demonstrate that pulses with in-
tensities exceeding 1022 W/cm2 may penetrate deeply into
the plasma as a result of efficient ponderomotive accel-
eration of ions in the forward direction. Results of the
quasi-stationary model of a laser piston (or double layer),
introduced in the previous contribution and in references
therein, are shown in Fig. 1.
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Figure 1: (a) Piston velocity in a deuterium plasma for cir-
cularly polarized laser light and several values of the di-
mensionless vector potential a = (I/mencc3)1/2. (b) Den-
sity dependence of time Tp required for the laser pulse to
traverse a plasma layer [nimin, nimax] with an exponen-
tial density profile, L = 20λ, where λ = 0.8µm. (c) Ion
energy. (d) Stopping range of ions, ρli ' 10−3ε1.8i , with
energies shown in panel (c). Dashed line represents the
maximum areal density in the core of the fusion pellet.
Knowing the piston velocity vf and the scale length
of the inhomogeneous plasma layer, one can determine
the duration of a laser pulse with intensity I necessary
to reach a dedicated point on the density profile, Tp =
2L (mic/I)
1/2
(
n
1/2
imax − n
1/2
imin
)
. Here we supposed the
case of an exponential density distribution with the con-
stant scale length L. Since the ions are pulled by the charge
separation field of the double layer, their energy follows as
εi = 2miv
2
f γ
2
f . The ion fluence from the density region
[nimin, nimax] will be Fi ' (2IL/c) ln(nimax/nimin),
supposing a nonrelativistic piston motion.
∗Work supported by the ANR under the contract BLAN07-3-186728
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Results of 2D particle-in-cell simulations, shown in
Fig. 2, demonstrate an efficient hole boring in the overcriti-
cal plasma, a clean and a stable channel. The major part of
the accelerated ions has a narrow angular distribution with
the opening agle less than 6◦.
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Figure 2: Channel formation in plasma and ion accelera-
tion in the laser piston regime. Ion density distribution at
instants (a) 90λ/c and (b) 190λ/c. (c) Angular and energy
distribution of accelerated ions and (d) the energy distribu-
tion of ions in a cone with 6◦ divergence. Simulation pa-
rameters: I = 4×1022 W/cm2, L = 20λ, flattop transverse
laser profile with the width of 20λ and exponential wings.
Scaling laws for fast ignition of the precompressed fuel
with a maximum density of 400 g/cm3 give a necessary en-
ergy flux Fig ' 1.5GJ/cm2 and an ignition spot radius
15µm. Accounting for the ion beam divergence of 6◦ and
a propagation length of ≈ 50µm, an ion energy fluence
Fi ' 2Fig ' 3GJ/cm2 must be provided. The max-
imum energy of fast ions fully stopped in the core with
its areal density of ∼ 1.5 g/cm2 is limited by the value
∼ 60MeV. A laser pulse with the amplitude a = 70 (I '
2×1022 W/cm2) would accelerate ions to energies less than
60 MeV at plasma densities larger then nimin = 70nc.
The upper density value nimax ' 200nc of the plasma
acceleration layer can be found with the ion beam fluence
relation shown earlier. With an estimated laser pulse du-
ration of 0.75 ps for the ion acceleration phase, we evalu-
ate a laser fluence of 15 GJ/cm2. For the focal spot area
3 × 10−6 cm2, we find the laser energy to be 45 kJ. In ad-
dition, the hole boring up to the acceleration zone requires
a laser fluence of about 7 GJ/cm2. The overall energy need
is of the same order of magnitude as in other schemes of
fast ignition. However, no additional target arrangements
are necessary in this approach.
PH-07
26
3   BEAM AND ACCELERATOR PHYSICS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Acceleration of U28+-beams in the SIS18
C. Omet and P. Spiller
GSI, Darmstadt, Germany
Introduction
To prepare the acceleration of highest intensities of inter-
mediate charge state heavy ion beams for the FAIR project,
several technical projects have been summarized in the
SIS18 upgrade program. Major goal is the reduction of
ionization beam loss. It was proven that an ion catcher can
control the ionization beam loss and the produced residual
gas pressure rise locally. The accelerated number of U28+-
ions has been increased to 8× 109, of Ta24+ to 1.1× 1010.
Ion catcher system
Two prototypes of the ion catcher system, as described
in [1], have been built and installed in SIS18. They consist
of two movable beam absorbers, coated with a low desorp-
tion rate material. To reduce the pressure rise on the beam
axis, the absorber is surrounded by a secondary chamber.
To enhance the UHV pumping speed locally, both primary
and secondary chambers have been coated with TiZrV at
the GSI NEG coating facility.
Extensive reasearch has been conducted at the GSI UHV
group [2] to find a suitable low desorption rate material. Fi-
nally, a combination of a copper core, coated with nickel as
a diffusion barrier and finally gold as the low desorption
rate material itself. The desorption rate measured at the
ERDA test stand appears to be η⊥ ≈ 90 molecules/ion,
what is orders of magnitude smaller than the desorption
rates, measured in SIS18 η ≈ 26000 molecules/ion. These
low desorption rates can be reduced by thermal treatment
to about η ≈ 25 molecules/ion. The most ionized ions in
SIS18 have grazing angles of incidence, whereas the lowest
measured desorption rates have been measured at perpen-
dicular angle of incidence.
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Figure 1: Pressure in the ion catcher chambers during U28+
beam time with both absorbers.
The pressures in the catcher chambers as a function of
time and absorber type (block and wedge shape) are shown
in fig. 1. It is evident that the block shaped ebsorber block
produces a very low pressure rise in the catcher chamber.
From the measured pressures, desorption rates of η ≈ 30
molecules/ion have been calculated, which is nearly as low
as the measured rates at the ERDA test stand.
A total of 10 ion catchers will be built in SIS18 (one be-
hind each dipole group, two sections are blocked). Using
the results of the machine experiments, the design of these
catchers has been enhancend. All catchers are manufac-
tured right now and will be installed in 2009.
Accelerated particle numbers
The former limitation of synchrotron pulse power and
correspondingly the ramp rate has been removed by the
new 110 kV network connection. Since the cycle time has a
major impact on the ionization beam loss, increased ramp
rates have been tested at U28+ and Ta24+-operation, see
fig. 2. A stable operation was achieved with a maximum
of 1.1× 1010 Ta24+ and 8× 109 U28+ ions have been ac-
celerated. Both intensities could be reached with up to 10
s breaks in beetween the cycles and ramp rates of up to
B˙ = 7 T/s. The ion catcher system and consecutive SIS18
upgrade program will enhance this intensities further.
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Figure 2: Maximum achieved intensities for different
heavy ions.
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Beam transport experiments in toroidal magnetic fields 
N. Joshi1, M. Droba1, O. Meusel1, P. Nonn1, and U. Ratzinger1 
1Institut für Angewandte Physik, Goethe Universität, Frankfurt am Main, Germany .
Experiments were carried out to study the beam trans-
port in toroidal magnetic field. These experiments form a 
basis to understand the beam dynamics in curved mag-
netic fields and provide an opportunity to compare the 
simulation code with measurements [1]. 
Figure 1 shows the experimental setup used. An ion 
source (Wmax=20 keV) was used to extract positive ion 
beams, followed by a solenoid was used for beam match-
ing. A single segment with toroidal magnetic field (Rma-
jor=1.3 m, rminor=0.1 m, Bmax=0.6 T, arc angle 30°) was 
mounted downstream of the solenoid. An optical assem-
bly with phosphor screen (P 20) and digital camera for 
beam detection was investigated.  
 
 
Figure 1: Experimental setup. 
The magnetic field curved in horizontal plane causes a 
beam drift in vertical direction. He+ and mixed proton 
beams were extracted. An example of the trajectory of a 
pure proton beam is shown in figure 2. 
 
 
Figure 2: (a) 3d beam envelope of a proton beam showing 
four waists along the path. (b) Density profile projected 
on y-z plane. Dark yellow regions denote waists. 
The phosphor screen (P 20) emits light in a range from 
470 to 670nm with a peak emission at 550nm. A code was 
written to read the pixel intensity digital camera. Figure 3 
shows an example of a proton beam with mixed fractions. 
Beam position and size can be calculated by taking ver-
tical or horizontal profile. This profile can then directly be 
compared with simulations. Figure 4 shows an example of 
the vertically integrated beam profile. This gives a beam 
size for a particular case. When horizontally integrated a 
vertical drift can be calculated. Experiments were carried 
out at different settings of magnetic field and beam en-
ergy. 
 
Figure 3: Left: Image from phosphor screen showing the 
proton beam drifted vertically downward. Right: Simu-
lated proton beam with different fractions. 
 
 
Figure 4: Left: Integrated profile for composite (p+, H2+, 
H3+) beams. Right: Vertical drift as a function of magnetic 
field strength. 
The simulations can be well compared in terms of drift 
and beam size. This simulation code will be used now to 
design an injection system. 
Conclusions and outlook 
Further experiments are planned to exploit the beam 
profile in longitudinal direction. A movable probe with 
optical assembly will be moved along the beam path (see 
figure 5). 
 
 
Figure 5: Experimental setup to investigate transverse 
beam profile along the path. 
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Status of Investigation for Figure-8 Storage Ring* 
M. Droba1, N. Joshi1, Z. Li1, O. Meusel1, and U. Ratzinger1 
1Institut für Angewandte Physik, Goethe Universität, Frankfurt am Main, Germany.
Introduction 
Longitudinal magnetic field configurations for an ac-
cumulation of low energy charged particle beams are be-
ing investigated at Frankfurt University.  
Due to the requirement of centripetal force drift cancel-
lation in curved sections, a stellarator ring configuration 
of the figure-8 type (F8SR) is considered [1,2]. High in-
tensity beams up to 1 MeV and beam currents in the 10 A 
range have to be accumulated. The F8SR can be formed 
by identical toroidal segments (Fig. 1).  
Due to the 3D geometry the magnetic field forms 
folded flux surfaces on which charged particles are to be 
guided. At the magnetic field of 5 T a current density up 
to 5.74 A/cm2 is feasible for the storage of 150 keV proton 
beam. 
 
Figure 1: Geometry of investigated F8SR storage ring. 
Additionally, space charge lenses between the magnetic 
segments could be realised to improve the beam transport 
[3]. 
Simulation Code 
 
A simulation code “Infinity” designed to study the 
beam dynamics in magnetic configurations is in the final 
stage of development. The simulation code is designed to 
simulate multiple particle and multiple species (ions, elec-
trons) beam transport. Curved magnetic coordinates (co-
ordinate    can be denoted as toroidal flux enclosed by 
magetic surface, or as radial coordinate, or as poloidal 
angular momentum,   = poloidal angle and   = toroidal 
angle) were defined to simulate drift motion effectively. 
An optimised Particle In Cell (PIC) method is incorpo-
rated for the space-charge calculations. The simulation 
code can be run on the CSC cluster in parallel computa-
tion mode. Up to 107 particles of different species can be 
simulated.  
Low current simulations (Fig. 2) showed a stable beam 
motion around the ring path with a maximum deviation of 
about ±20 mm against the original flux surface.  
Figure 2: Beam evolution (3 turns) in 2 poloidal cross 
sections (different direction of injected beam: red - paral-
lel, blue – antiparallel to the magnetic field).  
 
Due to the conservation of canonical momentum parti-
cles leave the magnetic flux surface and experience drift 
motion (RxB drift). The effective particle motion is de-
scribed on a new, ”drift” surface. An example of guiding 
centre motion for two, in collider mode circulating beams 
is shown on Fig.2.  
The interesting property of the configuration is the exis-
tence of a crossing point for two beam operation in the 
middle of a curved section. This fact is independent on 
inertia of injected beams and is valid for parallel beams 
with different inertia also. It makes these points the ideal 
candidates for experimental target and colliding beam 
areas. 
Conclusion and Outlook 
High current numerical studies are planned for investi-
gation of space charge limits in various parameter ranges. 
Also optimised external field conditions for beam injec-
tion should be verified. 
A parallel effort is concentrated on low energy scaled 
beam transport and injection experiments at Frankfurt 
University.  
The obtained data are compared with simulation results. 
Some of the space charge effects were investigated during 
these experiments [4]. 
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Simulations of a Solid Graphite Target for High Intensity fast Extracted
Uranium Beams for the Super–FRS∗
N.A. Tahir1, H.Weick1, A.Shutov2, V.Kim2, A.Matveichev2, A.Ostrik2, V.Sultanov2, I.V.
Lomonosov2, A.R.Piriz3, J.J.Lopez Cela3, and D.H.H Hoffmann4
1GSI, Darmstadt, Germany; 2IPCP, Chernogolovka, Russia; 3UCLM, Ciudad Real, Spain; 4TU Darmstadt, Germany
Extensive numerical simulations have been done to
study, generation, propagation and decay of deviatoric
stress waves induced by a high intensity uranium beam in a
wheel shaped solid graphite Super–FRS production target.
Maximum beam intensities that the target can tolerate using
different focal spot sizes that are determined by require-
ments of good isotope resolution and transmission of the
secondary beam through the fragment separator, have been
calculated. A circular focal spot is superior to an elliptic
one as the former generates minimum thermal stress in the
material. The maximum spot size allowed by requirement
of good isotope resolution is characterized with σ = 4 mm.
Simulations have shown that the target will survive a beam
intensity of 1011 ions per bunch. It is also to be noted that
the yield strength of graphite increases with temperature.
At 2000 K it becomes 100 MPa compared to 70 MPa at the
room temperature. It has therefore been suggested that the
target may be preheated by a defocused beam to a higher
temperature before performing the experiments in order to
take advantage of this effect [1]. Simulations show that at a
temperature of 2000 K, the target will survive with a higher
intensity of 2.0 × 1011. However, for the full intensity of
the uranium beam at the Super–FRS one would require an
elliptic focal spot with σX = 4 mm and σY = 11 mm.
Figure 1: Target pressure at t = 50 ns, maximum value =
200 MPa.
The target has an inner radius = 13.5 cm and an outer
radius = 22.5 cm. In Fig. 1 we present the target pressure
at t = 50 ns for the case of 1 GeV/u uranium beam with an
∗Work supported by the BMBF and RFBR
intensity of 1011 ions per bunch and a circular focal spot
with σ = 4.0 mm.
Figure 2: Same as in Fig. 1, but at t = 120 µs, maximum
value = 39 MPa.
Fig. 2 presents pressure isolines at t = 120 µs that show
the spread of the pressure waves in the entire target. The
maximum value of pressure has been reduced to 39 MPa
from an initial value of 200 MPa.
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Figure 3: Von Mises Parameter at three different points
(maximum value at t = 2000 ns).
In Fig. 3 we plot the corresponding von Mises param-
eter along the focal spot radius. It is seen that the maxi-
mum value achieved at t = 2 µs remains safely below 1 and
therefore the material will remain elastic and the target will
survive.
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Influence of Focal Spot Geometry on Stability of a Solid Graphite Super-FRS
Production Target for a Fast Extraction Mode∗
N.A. Tahir1, V. Kim2, A. Matveichev2, A. Ostrik2, A. Shutov2, I.V. Lomonosov2, A.R. Piriz3, J.J.
Lopez Cela3, and D.H.H.Hoffmann4
1GSI, Darmstadt, Germany; 2IPCP, Chernogolovka, Russia; 3UCLM, Ciudad Real, Spain; 4TU Darmstadt, Germany
The Super–FRS experiments will use highest intensities
of the heaviest projectiles, namely, 5.0 × 1011 uranium
ions delivered in a 50 ns long bunch. Survival of the pro-
duction target over an extended period of time during this
experimental campaign carried out at a repetition rate of 1
Hz, is a very important but difficult problem. One of the
requirements necessary to achieve this goal is to keep the
thermally induced material stress below a critical value so
that the von Mises parameter remains less than 1 which
implies that the target material remains in an elastic state.
In this contribution we report 2D numerical simulations of
interaction of a solid graphite cylindrical target that is irra-
diated with a 1 GeV/u uranium beam along the axis. The
target radius is 5 cm while the beam intensity is 1010 ions
per bunch with a bunch length of 50 ns. The main purpose
of this work is to study the thermal stress generated by dif-
ferent focal spot geometries. We respectively consider a
circular focal spot with σ = 1.69 mm and an elliptic focal
spot with σX = 0.41 mm and σY = 4.1 mm so that the focal
spot area is the same in both cases.
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Figure 1: Pressure vs radius at 50 ns: circular spot.
In Fig. 1 we plot the pressure profile along radius in case
of the circular focal spot at t = 50 ns, when the beam has
just delivered its energy. It is seen that a maximum pressure
of 180 MPa is generated at the target center.
The corresponding pressure profiles for the elliptic focal
spot are shown in Fig. 2. It is seen that the maximum pres-
sure in the two cases is the same, but the profile shapes are
very different.
It is seen in Fig. 2 that the pressure gradient along the
Y-direction is much steeper than that in Fig. 1. As a con-
sequence, the stress level generated in the target irradiated
with a perfectly circular focal spot is significantly less than
that produced by an elliptic focal spot for the same specific
energy. This is seen in Figs. 3 and 4 where we present the
∗Work supported by the BMBF and RFBR
von Mises parameter in the two cases.
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Figure 2: Pressure vs radius at 50 ns: elliptic spot.
Figure 3: von Mises parameter: circular spot.
Figure 4: von Mises parameter: elliptic spot.
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Design Studies of an Antiproton Production Target∗
N.A.Tahir1, K.Knie1, S.Richter1, D.Kraemer1, A.Shutov2, V.Kim2, A.Matveichev2, A.Ostrik2,
V.Sultanov2, I.V. Lomonosov2, and A.R. Piriz3
1GSI, Darmstadt, Germany; 2IPCP, Chernogolovka, Russia; 3UCLM, Ciudad Real, Spain
We present numerical simulations of thermodynamic
and hydrodynamic response of a proposed production tar-
get (see Fig. 1) for generation of antiprotons at the FAIR.
As seen in Fig. 1, it consists of a Ni cylinder which has a
radius of 0.15 cm and a length of 10 cm that is enclosed
in solid graphite casing which is followed by an aluminum
layer. One face of the cylinder is irradiated by a beam of
Figure 1: Target configuration
29 GeV protons that are delivered in a single bunch, 50 ns
long. The beam intensity is considered to be 2 × 1013 and
two different radial intensity distributions have been con-
sidered. In one case we consider a rectangular distribution
with a focal spot radius = 1 mm while in the second case
we use a Gaussian distribution with σ = 1 mm.
Figure 2: Energy loss by a single proton per unit vol-
ume calculated by FLUKA for a Gaussian intensity profile,
leads to about 0.14 kJ/g specific energy in Ni.
The protons interact with the target material, thereby
generating cascade particles. These processes are treated
using the FLUKA code [1] and the energy loss data is
shown in Fig. 2. This data is converted into specific energy
deposition (kJ/g) which is used as input to a 2D computer
code BIG2 [2] to study beam–target interaction. .
∗Work supported by the BMBF and RFBR
Figure 3: von Mises parameter at t = 50 ns for the Gaussian
distribution.
In case of the rectangular intensity distribution, a maxi-
mum specific energy deposition of 0.27 kJ/g is achieved in
the Ni part while the corresponding temperature and pres-
sure are 940 K and 2.6 GPa, respectively. For the Gaussian
distribution, the maximum specific energy is 0.14 kJ/g, the
temperature is 629 K and the pressure is 2.4 GPa. It is to
be noted that the target temperature remains safely below
the melting temperature of Ni (1726 K) so the target will
remain in the solid state. However, the high pressure in the
target launches an outgoing radial compression wave which
generates stress in the material that could lead to plastifica-
tion of certain parts of the target. In Fig. 3 we plot the von
Mises parameter, M, on a length–radius plane in case of
the Gaussian distribution at t = 50 ns which shows that M
= 1 in the Ni region which indicates material plastification.
Figure 4 presents M at t = 1 µs which shows that the plas-
tification wave has entered into the graphite by this time.
Calculations at later points in time show that the aluminum
region remains in an elastic regime. These calculations in-
dicate that although plastification occurs in the interior, the
target will still remain in tact.
Figure 4: Same as in Fig. 3, but t = 1 µs.
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Studies of Uranus and Neptune Interiors in LAPLAS Experiment Simulations∗
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Two–dimensional hydrodynamic simulations have been
performed using a circular focal spot to compress solid wa-
ter using a uranium ion beam that will be available at the
future FAIR facility at Darmstadt. This work has been done
to study the possibility of studying planetary physics by
generating extreme states of matter which are expected to
exist in the interiors of the giant planets [1].
Figure 1: Beam–target geometry for LAPLAS experiment
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Figure 2: ρ, T and P vs radius in the water layer at the time
of maximum compression for a beam FWHM = 2 mm
In this study we consider an intensity of 1011 1 GeV/u
uranium ions that are delivered in a single bunch, 50 ns
long. A circular focal spot is considered with a Gaussian
intensity distribution.The target is a cylinder of frozen wa-
ter having a radius = 200 µm that is enclosed in a Au shell
(see Fig. 1). The target length is 5 mm which is shorter
than the length of the projectile particles so that the en-
ergy deposition is uniform in the longitudinal direction. In
these simulations we use a semi-empirical equation of state
model [2] for Au and data based on Quantum Molecular
Dynamic (QMD) simulations for water [4].
In Fig. 2 we plot the density, temperature and pressure
along the radius (in the water layer) using a beam FWHM
= 2 mm at the time of maximum compression. It is seen
that a density of 2.6 g/cm3, a pressure of 1.2 Mbar and a
temperature of about 5000 K is achieved.
∗Work supported by the BMBF
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Figure 3: Same as in Fig. 2, but for a beam FWHM = 1.5
mm
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Figure 4: Same as in Fig. 2, but for a beam FWHM = 1.2
mm
Fig. 3 shows the same variables as Fig. 2, but using beam
FWHM = 1.5 mm. In this case we achieve a water density
of 2.8 g/cm3, a pressure of 1.8 Mbar and a temperature on
the order of 10000 K. Fig. 4 shows the results for a beam
FWHM = 1.2 mm and one achieves a density of 3 g/cm3,
a pressure of 2 Mbar and a temperature of about 16000 K.
These parameters correspond to the plasma state of water.
Further calculations are planned using higher beam in-
tensities that will allow one to access higher densities cor-
responding to the superionic state in which the protons be-
come mobile in the oxygen lattice [3, 4].
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Dynamic stabilization of Rayleigh-Taylor instability
A. R. Piriz1, G. Rodriguez Prieto1, J. J. Lpez Cela1, and N. A. Tahir2
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Dynamic stabilization of Rayleigh-Taylor Instability
(RTI) by the vertical vibration of the two fluids was ex-
perimentally demonstrated by Wolf [1] and theoretically
studied by Troyon and Gruber [2] for the case of Newto-
nian fluids submitted to a sinusoidal vertical acceleration
superposed to the constant gravity g. Dynamic stabiliza-
tion is of potential application to inertial fusion as well as
to experiments for determining constitutive properties of
the fluids and to basic studies on RTI.
We consider two semi-infinite fluids with a contact sur-
face at y = 0, with the denser fluid of density lying
above the lighter fluid of density . The interface is cor-
rugated with small perturbations of amplitude ξ and wave-
length λ (kξ << 1; k = 2pi/λ). For the case of New-
tonian fluids with viscosities µ1 and µ2 , respectively,
and surface tension σ, the time evolution of the ampli-
tude can be described by the following equation of motion
[3]:ρ2+ρ1
k
d2ξ
dt2
= (ρ2 − ρ1)aξ − 2k(µ1 + µ2)
dξ
dt
− k2σξ,
where the total acceleration is a = g+bΦ(ωt) and Φ(ωt) is
a periodic function of time with period T = 2pi/λ . We in-
troduce the following dimensionless variables and parame-
ters x = ξ
ξ0
; τωt;A = b
ω2
; Ω2 = ω
2A
g
;D = β
2M
Ω ;K
2 =
Σβ3−β
Ω2 ;M =
(1+AT )(µ1+µ2)
AT ρ2
√
gA3
; Σ = (1+AT )σ2AT gA , where M
and Σ are the effective dimensionless viscosity and sur-
face tension, ξ0 is the initial perturbation amplitude and
AT is the Atwood number. Therefore, after the transforma-
tion x(τ) = y(τ)exp(−Dτ), the motion equation becomes
y¨+[K2−D2−βΦ(τ)]y = 0: This is a general Hill equation
and we can find the sta-bility chart by using the Floquet the-
ory. Instead to con-sider the usual sinusoidal acceleration
[Φ(τ) = cos τ ] [2,3] we have considered a general square
wave: Φ(τ) =
{
1 , 2mpi ≤ τ ≤ 2mpi + c
−Φ0 , 2mpi + c ≤ τ ≤ 2(m+ 1)pi
,
where c + d = 2pi. This function allows for analytical so-
lution and for arbitrary choices of the free parameters c and
Φ0. However, the essential features of dynamic stabiliza-
tion of RTI can be captured by the simplest cases given by
Dirac deltas: 1) Φ(τ) = δ(τ − 2mpi)− δ(τ − 2(m+ 1)pi)
and 2) Φ(τ) = δ(τ − 2mpi).
For the first case (alternating Dirac deltas), typical curves
of marginal stability for Σ = 0 are shown in Fig.1 for two
values ofM . We see that there are no values of Ω for which
the system can be stable for any wavenumber. Therefore,
total stabilization turns out to be impossible. In addition,
some minimum value of the viscosity M is also required.
This conclusion is valid for any square wave with Φ0 6= 0,
and agree with the results by Troyon and Gruber [2] for a
sinusoidal wave. For a sequence of positive Dirac deltas,
Figure 1: Stability chart for alternating Dirac deltas.
we find that total stabilization is now possible with Σ = 0
(Fig.2), but a minimum value of the viscosityM is still nec-
essary. Same conclusion is obtained for an arbitrary square
wave provided that Φ0 = 0.
Figure 2: Stability chart for positive Dirac deltas.
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Knowledge of the equilibrium properties of hydrogen-
helium mixtures are required to answer questions concern-
ing the inner structure, origin and evolution of solar and
extrasolar giant gas planets. These astrophysical objects
are thought to consist of a mantle of mostly hydrogen and
helium with some ‘ices’ and heavy elements added. The
mantle might have a structure in form of layers with dif-
ferent compositions. In the centre of such planets, a rocky
core of varying size is usually assumed, although predic-
tions for coreless planets also exist.
Most assured facts about giant gas planets have obvi-
ously been obtained from planets in our solar system for
which data exist from terrestrial observations and a few
satellite flybys [1]. This makes the available observational
data concerning the inner structure rather limited. One is
therefore forced to obtain insights into the inner structure
by firstly (reasonably) assuming composition, layer struc-
ture and equation of state (EOS) of the elements involved.
Then secondly, one must model the planet in order to obtain
observables whose agreement or disagreement with known
facts leads to conclusions about the quality of the initial
assumptions about composition, structure etc.
The equation of state of hydrogen-helium mixtures is
central in this undertaking. Proposals for 2-, 3-, or even
4-layer structures of the mantle rely entirely on the prop-
erties of hydrogen and helium: possible layer boundaries
are given by the plasma phase transition or by hydrogen-
helium phase separation. Such a division of the mantle of
a giant gas planet then determines the size of the core, the
amount of heavy elements or the need for differential rota-
tion in the mantle. These follow naturally after the EOS is
fixed in order to comply with observations about radius,
mass, surface composition, and higher gravitational mo-
ments.
To avoid as many approximations and assumptions in the
EOS as possible, we chose to determine it with ab initio
density functional molecular dynamics (DFT-MD) [2]. In
addition, the composition entering the simulations was cho-
sen to match as closely as possible the known surface com-
position of Jupiter (24.66 mass percent of helium). This
effectively eliminates linear mixing errors. The EOS does
not show a first order plasma phase transition in agreement
with recent quantum Monte Carlo simulations. All pub-
lished data about hydrogen-helium phase separation indi-
cates that hydrogen and helium do not phase separate in
Jupiter. There are new and more advanced calculations un-
der way whose preliminary results indicate that there might
be a region of demixing in Jupiter. Since these new results
are still under discussion, we opt to model Jupiter without
phase separation.
This leads to a fully convective mantle of constant chem-
ical composition similar to the surface composition [3]. A
very low fraction of ices are distributed in the mantle ac-
cording to measured values (accumulated 4 earth masses).
All heavy elements, most of the ice and maybe sedimented
helium are contained in a core of roughly 16 earth masses.
In order to find agreement with higher order gravitational
moments it is necessary to introduce differential rotation
in our model. This means that the rotational speed of the
fluid in the mantle changes with the distance from the axis.
The latter constitutes a substantial change compared to tra-
ditional models which usually include solid body rotation
of the mantle.
Comparing our model for the inner structure of Jupiter
to models of other research groups, a couple of important
differences can be established [4, 5]. Firstly, the size of the
rocky core fluctuates from zero earth masses to 16 earth
masses. A core of size zero is possible in three or four layer
models in which the mantle contains one or more convec-
tion barriers due to a phase transition or separation in the
hydrogen-helium content. This allows to redistribute mass
(heavy elements) in a way as to satisfy the known values
for radius, mass, gravitational moments etc.
A feature of Jupiter unaccounted for in most interior
models is its magnetic field. To obtain theoretical data
concerning the latter, magnetosimulations have to be per-
formed using the latest EOS and internal structure models.
This challenging task would surely be worthwhile since the
magnetic field of Jupiter has been measured exactly by sat-
telites. In 2016 the new NASA mission Juno is expected
to gather unprecedented data on gravitional and magnetic
fields. Moreover, future experiments are predicted to be
powerful enough to resolve the nature of the pressure dis-
sociation transition in the mantle of Jupiter [6].
The research described here was performed in close col-
laboration with by B. Militzer, W.B. Hubbard, I. Tamblyn,
S.A. Bonev, and D.O. Gericke.
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Until now the thermodynamic and structural properties
of hydrogen continue to be understood unsatisfactorily. A
number of complex high pressure phases at relatively low
temperatures have been confirmed [1]. However, conclu-
sive answers on the existence of a plasma phase transition,
the dissociation of hydrogen molecules at high densities,
the metallization in the solid and the melting line for pres-
sures above 70GPa are still missing. A particularly in-
teresting behavior has been predicted for the melting line
at high pressures where it has a maximum and its slope
changes sign [2]. In Ref. [3], we have shown that these
states can be created using cylindrical compression driven
by heavy ion beams.
Employing ab initio simulations [4] and experimental
data, a new wide range equation of state for hydrogen
was constructed [3]. This new hydrogen EOS combined
with hydrodynamic simulations is then used to describe the
compression of hydrogen in LAPLAS targets [5] driven
by heavy ion beams to be generated at the FAIR. The re-
sults shown in Fig. 1 indicate that the melting line up to its
maximum as well as the transition from molecular fluids
to fully ionized plasmas can be tested. By carefully tuning
the number of particles in the beam, the compression can
be adjusted to yield states at the solid-liquid phase transi-
tion (compare panels (a) and (b) in Fig. 1). This allows
one to test the shape of the melting line beyond its maxi-
mum. It was demonstrated [3] that x-ray scattering [6] can
be used to distinguish between the molecular solid and liq-
uid phases as well as the metallic states. Hydrodynamic
simulations have also highlighted the importance of tem-
perature diagnostics, as it is more sensitive to the EOS than
the density based diagnostic methods.
Different materials have been considered as absorber.
Although lead might seem to be the natural choice, the
simulations show that aluminium is also a feasible option
if slightly less compression is sufficient. Moreover, alu-
minium offers further options for testing by x-ray scattering
and, thus, might be favorable compared to lead drivers.
In summary, valuable information on the properties of
high-density hydrogen can be obtained by dynamic com-
pression with heavy ion beams. The long standing ques-
tions of the plasma phase transition, melting, and metal-
lization can be addressed. The calculated Jupiter isentrope
shown in Fig. 1 indicates that such experiments would be
also highly beneficial for the giant planet modelling.
Support from the EPSRC (UK) is acknowledged. The
work of SHG was performed under the auspices of the U.S.
Department of Energy by Lawrence Livermore National
Laboratory under contract DE-AC52-07NA27344.
Figure 1: Trajectories in temperature-density space reached
in hydrogen for two absorbers and two beam intensities:
(a) 1011 uranium ions and (b) 1012 ions. Shown are also
the melting line (solid), the isentrope of Jupiter (dashed)
[7], states created by compression using high explosives
(dotted) [8], and the transition from molecular to metallic
hydrogen (dash-dotted).
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Warm dense matter (WDM) is an extreme state of mat-
ter characterised by solid densities and temperatures of a
few electronvolts. A deeper understanding of this peculiar
state is essential for a better description of several astro-
physical subjects, e.g. giant gas planets, and for the design
of energy generation by means of inertial confinement fu-
sion. Moreover, predictions of the structure are required
for the use of x-ray scattering as diagnostic tool [1-4]. The
modelling of the structural properties of WDM is a chal-
lenge since strongly coupled ions and quantum degenerate
electrons need to be treated simultaneously.
Here, we present two methods to determine the ionic
structure in WDM: firstly, the hypernetted chain (HNC)
method based on the Ornstein-Zernike relation. For a given
potential, this classical approach leads to reasonable results
for strongly coupled ions when comparable to Monte Carlo
or molecular dynamics simulations. However, quantum ef-
fects, that are intrinsic for the electrons, have to be treated
approximately [5]. Nevertheless, this methods is known
for its high numerical efficiency. Secondly, density func-
tion molecular dynamics (DFT MD) was applied to obtain
the structure. This first-principles simulation describes the
strong correlations of the ions as well as the degeneracy of
the electrons in a consistent way. It is therefore a powerful
tool to characterise WDM [6]. However, such a treatment
generates a high computational demand.
By benchmarking the data of the HNC approach to DFT-
MD results, we investigate the effective ion-ion potential
within the system. In particular, the impact of the core
electrons to the particle interaction should be analysed. In
Fig. 1, we consider warm aluminium with an ionisation
state of Z = 3, i.e. the ions have full inner shells (core
electrons). The DFT-MD simulation leads to a pair dis-
tribution with well-pronounced maxima and a suppressed
area around r=0. This is a typical behaviour for strongly
coupled systems [5]. A similar shape, however slightly
shifted to the right, is obtained by the HNC approach when
Coulomb interactions are applied between the ions [one-
component plasmas (OCP) model]. Taking the polarisa-
tion of the background electron gas into account, screen-
ing effects are included, e.g. by using a linear screened
Coulomb potential (Debye potential) within the HNC cal-
culations. To incorporate approximately the quantum na-
ture of the electrons, the inverse electron screening length
κ is determined from the Fermi distribution. This Yukawa
model leads to a pair distribution that underestimates the
structure.
So far, the effect of the inner shells of the aluminium ions
was neglected. However, these shells are not allowed to
∗Work financially supported by EPSRC (UK)
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Figure 1: Ion-ion pair distribution for warm aluminium
with T = 1.1 eV and solid density (ρ = 3.4 g/cm3). The
HNC calculation used a charge state of Z=3.
overlap due to the Pauli exclusion principle. Therefore, an
additional repulsion force occurs for small distances. This
can be modeled by an additional short-range repulsion to
the Debye potential (Y+SRR) [6]:
V Y+SRR
ii
(r) =
a
r4
+
Z2e2
r
exp (−κr) . (1)
A fit to the potential directly extracted from the simulations
yields the power of the SRR contribution. The parameter
a is directly related to the effective ion radius. Here, we
match HNC solutions and DFT-MD results by slight vari-
ations of a. Using the Y+SRR potential in the HNC ap-
proach yields a pair distribution for warm dense aluminium
which is in good agreement with the DFT-MD simulation.
Similar agreement was found for beryllium [6].
Thus, we are able to describe the ionic structure in WDM
with the efficient HNC approach using a simple linearly
screened Coulomb potential and an additional short range
repulsion taking the core electrons into account.
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Plasmas at high energy densities with densities typical
of solid state and temperatures of several eV (warm dense
matter) can be investigated in scattering experiments using
intense X-ray radiation sources, see, e.g., [1]. An impor-
tant quantity in the theoretical description [2] is the ion-ion
structure factor. We present two complementary methods
to calculate the static structure factor Sii(k) of dense, multi-
component plasmas.
A semi-classical approach is based on the hypernet-
ted chain (HNC) closure relation for the Ornstein-Zernike
equation and treats ions as well as electrons classically.
This formalism can be generalized to two-temperature
plasmas where the electrons and ions have different tem-
peratures [3]. The main difficulty in the classical HNC
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Figure 1: Effective pair potentials for the interaction
between Be2+ ions and electrons: the Deutsch (point-
dashed), Kelbg (dashed), and the proposed effective quan-
tum potential, V FSei , are compared with the Coulomb po-
tential (pointed). The temperature is 13 eV.
calculations is the singularity of the Coulomb potential at
small distances between the particles. One can, at least
to some extent, project the real quantum system onto a
classical one. Using Morita’s method, effective interpar-
ticle potentials can be derived from the two-particle Slater
sum Sab(r) = λ3ab〈r| exp (−βHˆab)|r〉. Here we want go
beyond a first Born approximation which leads to the fa-
mous Kelbg and Deutsch potentials [3]. Except for fully
stripped ions and the electrons, all ions and neutrals are
bound states which are considered within a chemical pic-
ture as new species. Thus it is reasonable to define an effec-
tive interaction potential between electrons and ions only
via the scattering part of the respective Slater sum. The dis-
crimination of physical quantities into scattering and bound
state parts, however, is not unique. High-lying bound states
∗Work supported by the Deutsche Forschungsgemeinschaft (SFB 652).
behave much the same as the scattering states. This fact is
known, e.g., from the second virial coefficient and the par-
tition function for Coulomb systems. Using an expansion
of the full Slater sum (FS) in terms of hydrogenic wave
functions, we will proceed here in the same spirit and shift
parts of the bound states into the sum over scattering states
exp
(−βV FSei (r)
)
= Sscei (r) = Sei(r)− Sbei(r, nmax) ,
with
Sbei(r, nmax) =
2
√
pi
T 3/2
∑nmax
n=1
∑
l
e
1
n2T (2l + 1) |Rnl(r)|2.
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Figure 2: Comparison of HNC results for two different
quantum potentials with FT-DFT-MD simulations (dashed)
for the static structure factor Sii of beryllium at a density of
5.5g/cm3, a temperature of 13 eV, and charge state Z = 2.3
It is possible to benchmark the results of the semi-
classical HNC calculations with a consistent quantum sta-
tistical calculation, see also [4]. We performed finite
temperature density functional theory molecular dynam-
ics (FT-DFT-MD) simulations. The static ion-ion structure
factor is given by the Fourier transform of the ion-ion pair
distribution function. For the value Sii(k = 0) = κT /κ0T ,
the equation of state was calculated to extract the isother-
mal compressibility κT .
It is shown that the HNC approach reproduces the ab ini-
tio FT-DFT-MD results if the effective potentials are prop-
erly chosen. In the present case, all states in the expansion
of the Slater sum except the ground state are used to define
the scattering potential (nmax = 1).
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For plasma diagnostics based on the line shapes of
radiating atoms or ions a precise knowledge of the elec-
tric microfield distribution (MFD) at the position of
the radiator is an important input. For a theoretical
description of the MFD there exist various approaches,
like the very successful APEX scheme [1] for the MFD
in one-component plasmas (OCP). For the MFD in a
classical two-component plasma (TCP) we developed
the potential-of-mean-force exponential (PMFEX) ap-
proximation [2, 3], which relates the normalized MFD,
P (E) =
2E
pi
∫
∞
0
exp (−L(k)) sin (kE) kdk ,
to the pair correlation functions gαβ between the par-
ticles with charges qα, qβ , via the generating function
L (k) =
∑
α
qαnα
ε0
∫
∞
0
dr
gαR
Eα(r)
[
1−
sin (kEα )
kEα
]
and the effective fields Eα(r) around the plasma parti-
cles, i.e. electrons (e) and ions (i), with densities nα
Eα(r)=
qα
4piε0r2
+
qαnα
ε0r2gαR(r)
∫ r
0
[gαα (ρ)− gei(ρ)] ρ
2dρ .
This has been analyzed in detail for the MFD at a
charged point [2] and at a neutral point (with gαR = 1
in the above expressions) [3] by calculating the re-
quired gαβ in a TCP from the hyper-netted chain
(HNC) equations, see e.g. [4], and has been tested by
comparing with results of molecular-dynamics (MD)
simulations. We found, that the PMFEX approach
yields excellent agreement with the MD results in the
case of a charged radiator but shows some deficien-
cies for the neutral point. Thus we recently extended
the PMFEX treatment by adding a correction ∆L (k),
again in terms of the gαβ . This ∆L (k) is derived
by a generalization of the standard Baranger-Mozer
and renormalized cluster expansion techniques origi-
nally developed for the OCP, here with the PMFEX
approximation as the leading term in this series [5].
Some results are plotted in Fig. 1 for the MFDs,
P (E), at a neutral point in a fully ionized Al-plasma
for two different plasma coupling strength Γee = 0.01
and 0.05. For the weaker coupling the new (PM-
FEX+) approach clearly improves the PMFEX
results. At stronger coupling the PMFEX treatment
even becomes invalid (and hence no curve can be
∗ Work supported by GSI (ER/TOE)
shown), while the PMFEX+ approach still works and
is in quite good agreement with the MD simulations.
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Figure 1: Normalized electric microfield distributions
for a fully ionized Al-plasma with different Γee as func-
tion of the electric field in units of the Holtsmark field
EH (see [5]). The curves are the results of PMFEX
(dashed) and PMFEX+ (solid) and the filled circles
are those of the MD simulations. For comparison
also Holtsmark (open circles) and standard Baranger-
Mozer (triangles) distributions are shown.
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Thomson Scattering provides valuable information
about the density, composition, and temperature [1] of
the scattering target. The interpretation of scattering data
requires the knowledge of the dynamical structure fac-
tor (DSF). Collective plasmon resonances are described
by the free-electron part of the DSF S0ee(k, ω), which is
given by the electronic response function χee(k, ω) via the
fluctuation-dissipation theorem
S0ee(k, ω) =
~
ne
Imχe(k, ω)
1− exp(−~ω/kBT )
(1)
In warm and hot dense matter, plasmons are significantly
broadened in excess of the usual Landau damping due to
electron-ion collisions. As reported previously, collisional
damping can be accounted for by the dynamical collision
frequency, using the Born-Mermin approximation for the
DSF [2]. This approach allows for the consistent deter-
mination of electron densities and temperatures by fitting
calculations for the DSF to the experimental data. We
have now extended the Born-Mermin approach in order
to combine the frequency dependant collision frequency
ν(ω) with the wavenumber dependant local field correction
factor (LFCF) Gee(k), thereby including also short range
electron-electron correlations, which become important in
Fermi degenerate systems, e.g. solid density targets at tem-
peratures below 1 eV. The Mermin approach for the elec-
tronic response function in an electron-ion plasma reads
χMe (k, ω) =
[1− iν(ω)
ω
]χ0e(k, z)χ
0
e(k, 0)
χ0e(k, z)−
iω
ν(ω)χ
0
e(k, z)
, z = ω+iν(ω) .
(2)
with the electron-ion collision frequency ν(ω) and the re-
sponse function of the electronic subsystem χ0e(k, z). In
the usual Mermin expression, the latter is replaced by the
Lindhardt expression. As proposed by Wierling [3], short-
range electron-electron correlations can be accounted for
by replacing χ0e by the expression
χ0e(k, z) = χ
RPA
e (k, z)
[
1− Vee(1−Gee(k))χ
RPA
(k, z)
]
−1
,
(3)
with the Lindhard or RPA response function χRPAe (k, ω).
We evaluate the generalized Mermin approach for the
case of a strongly degenerate (θ = kBT/EF = 0.006)
and moderately coupled (rs = 1.8) electron-ion plasma
with an effective charge of Z=2. Figure 1 shows the
position of the plasmon resonance (scaled by the Fermi
energy EF = 16.5 eV) as a function of the scattering
wavenumber (in units of the Fermi wavenumber kF). Cal-
culations using the generalized Mermin approach (blue tri-
angles) are compared to the results obtained via the usual
Born-Mermin theory (black squares). At small wavenum-
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Figure 1: Plasmon position. Fermi energy EF = 16.5 eV.
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Figure 2: Plasmon width.
bers, both approaches coincide, while at larger wavenum-
bers (k2 > 0.5k2F), the generalized Born-Mermin result
gives a significantly reduced plasmon dispersion as com-
pared to the Born-Mermin result. The narrow plasmon dis-
persion at wavenumbers close to the Fermi surface is well
known from the theory of strongly coupled Fermi gases
[4]. Secondly, we also evaluate the plasmon width; re-
sults are shown in Fig. 2 for the same parameters as before.
The main contribution to the plasmon width in addition
to Landau damping (RPA results (green dots)) stems from
electron-ion collisions as given by the usual Born-Mermin
approach (black squares). The inclusion of the LFCF (blue
triangles) reduces the plasmon width by approximatively 1
eV at increased k, while at small k, both versions of the
Born-Mermin approach coincide.
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Density determination of hydrogen plasmas at FLASH
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A key issue in the diagnostics of dense plasmas is the de-
termination of free electron density and temperature. Phys-
ical properties such as line profiles, bremsstrahlung spec-
trum or Thomson scattering can be used for that purpose.
In this context, the knowledge of the plasmon resonance is
necessary for the analysis of experimental data.
In the following, we will discuss the position of the max-
imum in the dynamic structure factor See(k, ω) which is
due to a red shift of the probing frequency and is related to
the imaginary part of the inverse dielectric function accord-
ing to
S0ee(k, ω) = −
0h¯k
2
pie2ne
Im −1(k, ω)
1− exp
(
−
h¯ω
kBTe
) . (1)
In the collective regime, the maximum position is the so-
called plasmon peak or plasmon resonance. For strong col-
lective scattering (α  1), it is the long-wavelength limit
(k → 0). Plasmons can now be found as poles of 1/(k, z)
in the lower complex half plane (Im z < 0) [1]. The zero
of Re (k, ω) are given by [2]
ω20(k) = ω
2
pe
[
1 +
〈p2〉
m2e
k2
ω20(k)
(2)
+
(
h¯
2me
)2
k4
ω20(k)
+
〈p4〉
m4e
k4
ω40(k)
+ . . .
]
with the moments 〈pi〉 related to the Fermi intergrals.
In the classical limit (Θ  1), 〈p2〉 = 3kBTeme, and
by neglecting terms beyond the order of k2, we obtain the
well-known Gross-Bohm dispersion relation [3]
ω2GB(k) = ω
2
pe +
3kBTe
me
k2 . (3)
The plasmon resonance ωGB in the Gross-Bohm relation is
approximated by the electron plasma frequency ωpe and an
additional term which depends on electron temperature and
scattering wavenumber only.
We show the differences between the Gross-Bohm dis-
persion relation and the maximum position of the dynamic
structure factor in Born-Mermin-approximation (BMA) [4]
for FLASH (λ0 = 13.5 nm) and XFEL (λ0 = 0.42 nm)
conditions. In the FLASH wavelength region, small dif-
ferences occur between Te = 1 eV and Te = 20 eV for
smaller densities, see Fig. 1. For density determination, the
Gross-Bohm relation is applicable. For solid targets probed
by x-rays, see Fig. 2, the density should be calculated from
the maximum position of See(k, ω) in BMA. In this region,
the simple dispersion relations by Gross-Bohm are not ap-
plicable.
1e+21 1e+22 1e+23 1e+24
n
e
 [cm-3]
0
10
20
30
40
50
∆E
 [e
V]
GB
BMA
1 eV
20 eV
FLASH
Figure 1: Comparison of the maximum position ∆E
of See(k, ω) in BMA (solid lines) with the energy shift
ωGB(k) (dashed lines) as a function of the electron den-
sity ne for a fully ionized hydrogen plasma at electron
temperatures Te = 1 eV (black lines) and Te = 20 eV
(red lines) and FLASH conditions with a laser wavelength
λ0 = 13.5 nm and a scattering angle of θS = 90◦.
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Figure 2: Comparison of the maximum position ∆E
of See(k, ω) in BMA (solid lines) with the energy shift
ωGB(k) (dashed lines), see also Fig. 1, for XFEL condi-
tions with a laser wavelength λ0 = 0.42 nm and a scatter-
ing angle of θS = 90◦.
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under Short-Pulse Laser-Irradiation
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1TU Kaiserslautern, Germany; 2TU Darmstadt, Germany
Modifications of dielectrics are utilized in a large num-
ber of applications, reaching from precision micromachin-
ing to medical surgery. On the other hand, undesired ma-
terial modifications of lenses or windows occur during ex-
periments with high power irradiation. Enduring material
modifications of transparent solids can be realized by irra-
diation with ion beams or high-intensity laser pulses. In the
latter case, strong absorption occurs above a certain inten-
sity threshold, known as laser-induced breakdown. Com-
monly, dielectric breakdown is identified with a certain
critical density of free electrons, at which the plasma fre-
quency of the generated free-electron gas equals the laser
frequency. In this case, a laser cannot penetrate into the
material but is reflected at the surface. At the same time
a strong increase of absorption in the skindepth of the sur-
face is expected, eventually leading to destruction of the
dielectric.
However, the question of the correct damage criterion
is under intense discussion. Final material modification it-
self should be an effect of energy accumulated in the lattice
of the solid, instead of an electronic effect. In the present
work we enlight the nature of the damage criterion of di-
electrics under short pulse laser irradiation.
In Ref. [2] we have extended the kinetic approach of
Ref. [1] to study in detail the pathway of material from a
transparent solid to a highly absorbing plasma state. We
have fixed the intensity outside the material, and calculated
the electric field inside the material at each time step with
help of the Drude formula. The collision frequency enter-
ing the Drude formula for the dielectric constant was taken
as a fixed parameter, while the plasma frequency strongly
depends on the transient free electron density, changing
during irradiation. Moreover, we have modified the ap-
proach of Ref. [1] including an additional plasma-like ab-
sorption channel through electron-ion collisions mediating
photon absorption. This method was proposed and applied
in Ref. [3] for irradiated metals with a free-electron gas.
The upper figure shows the resulting final electron den-
sity in dependence on laser pulse length, after excitation
with a laser pulse of constant intensity I (outside) or elec-
tric field amplitude EL (inside), respectively. The inten-
sity was chosen as I = 9.7 · 1013 W/cm2 , or EL =
150 MV/cm, respectively, reflecting the same initial pa-
rameters at the beginning of both calculations. The critical
electron density at which the plasma frequency equals the
laser frequency is marked in the figure. The importance of
fixing the correct variable is obviuos. Whereas a fixed elec-
tric field leads to no remarkable points in the final electron
density, the calculations for constant intensity outside the
material show a clear threshold behaviour when the laser
pulse length is reaching the critical electron density.
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Figure 2 shows the final internal energy of the phononic
system. As in the upper figure, two curves are shown for
different fixed variables. The dashed line marks the melting
threshold of fused silica. Also here, the curve with fixed
intensity outside the material shows a threshold, which can
be identified with the threshold of laser induced damage.
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Comparing both figures we find that there is no essential
difference between the two damage criteria under discus-
sion, referring to the free-electron density on the one hand
and to the internal lattice energy on the other hand.
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Electronic Dynamic of Semiconductors after Ultra-short VUV Free-Electron 
Laser Pulse Irradiation* 
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The free-electron laser in Hamburg (FLASH), with con-
tinuously variable frequency in the VUV to XUV regime, 
provides brilliant light in a new range of photon energy 
and intensity. Such ultrashort excitations give an access to 
fundamental electronic processes in the solid since the 
pulse duration is comparable with characteristic times of 
processes as electron-electron and electron-lattice interac-
tion, which occur on a femtosecond timescales (or in the 
duration of the laser pulse). 
First experiments at this facility have opened a new 
area of fundamental and technical research. However, 
only a few experiments on solids were successfully com-
pleted yet, and only a little is known about optical para-
meters and modifications of materials under irradiation 
with laser pulses with a photon energy in the VUV to 
XUV range. Thus, theoretical considerations are essential 
to predict, describe and characterize materials reaction 
and to interpret observations reaching from primary ener-
gy absorption to the final nanostructure formations of 
irradiated material. 
In order to study the dynamical reaction of material 
from the very first moment of excitation, these fundamen-
tal processes can be temporally separated well: due to the 
mass difference of electrons and ions of lattice, excitation, 
including the creation of secondary generations of free-
electrons, is completed within some femtoseconds [1], 
while the energy exchange with the lattice takes time up 
to the picosecond time regime.  
In our research work we apply the Asymptotical Trajec-
tory Monte-Carlo method (ATMC) with binary collision 
approximation [2] to describe the excitation of electrons 
in VUV laser-irradiated silicon on a timescale of a few 
femtoseconds. 
To distinguish different ionization processes we present 
in Fig.1 [3] the temporal evolution of the number of free 
electrons ionized by direct photon absorption (curve with 
circles) and by electron impact (squares), together with 
the total number of free electrons (crosses). The laser 
pulse shape is added in Fig.1 with arbitrary units. 
The number of free electrons increases very fast during 
the laser pulse irradiation. The maximum increase occurs 
directly when laser intensity and thus the photoabsorption 
have their maxima. One can see that the electron-electron 
impact ionization is the dominating process for the free 
electron generation (in contrast to the case of the irradia-
tion of dielectrics with visible light). 
To estimate the number of ionized electrons, it is com-
monly assumed that each electron with or above a certain 
critical energy makes impact ionization of a secondary 
electron. Different models were proposed to estimate the 
number of free electrons. The most commonly used one is 
the estimation based on the application of the direct band 
gap of the material [4]. However, impact ionization proc-
esses by free electrons are restricted by energy and mo-
mentum conservation, and therefore generally take place 
as indirect transitions. Thus, the direct band gap has no 
physically justified meaning for impact ionization (which 
is the dominating process for VUV laser pulse irradiation, 
see Fig.1) and appears as a fitting parameter.  
In contrast, we introduced the concept of an effective 
energy gap [3] (EEG) to calculate the number of ionized 
electrons: Ne = hv/EEEG, where hv is the energy of photon, 
and Ne is the density of excited electrons. EEG generally 
can be expressed as EEEG = <Ee> + <Eh>, where <Ee> is 
the mean kinetic energy of electrons and <Eh> is the 
mean energy of holes, both counted from the bottom of 
the conduction band. 
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Figure 1: Number of excited electrons per photon as a 
function of time  
 
Note, that the pair creation energy in every single act of 
impact ionization is given by the band structure of the 
material; for Si its minimum value equals the (indirect) 
energy gap. The value of 3.5 eV (applied in former esti-
mations as a direct energy gap), however, corresponds to 
the effective energy gap and has a statistical nature, 
therefore it can be applied only to statistically averaged 
estimations.  
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Characteristic x rays caused by “vacuum heating” of electrons
O. F. Kostenko and N. E. Andreev
JIHT, Moscow, Russia
Investigation of absorption mechanisms of femtosecond
laser pulses by solid targets is of great importance for study
of dense plasmas and development of bright sources of x
rays. It is recognized that collisionless absorption plays es-
sential role for irradiances Iλ2 ≥ 1015 Wcm−2µm2 lead-
ing to the generation of hot electrons (see e.g. [1]). They
penetrate into a solid behind the surface plasma and pro-
duce characteristic x rays via K-shell ionization. Gener-
ated Kα radiation serves for diagnostics of absorption pro-
cesses, optimization of which permits to increase effective-
ness of laser energy transformation into the burst of x rays.
Isolation of an individual absorption mechanism is a
difficult task as there are several competing processes in-
volved depending on a laser pulse and target parameters
[1]. The object of present paper is calculation of Kα yield
according to the analytic model of vacuum (Brunel) heat-
ing of electrons [2], and comparison of it with the results
of experiments at IHED facility concerned with the irradi-
ation of a massive metal target by femtosecond laser pulses
[3].
According to Brunel’s model, moderately intense p-
polarized laser pulse incident on sharply bounded over-
dense plasma can be strongly absorbed by pulling elec-
trons into vacuum during an optical cycle, then returning
them to the surface with approximately the quiver veloc-
ity. If driving electric field E0 sinωt builds up for t > 0,
the surface density of absorbed energy during one cycle
pi/2ω < t < 5pi/2ω is given by Wa = ηNmυ2os/2, where
η = 1.57 is evaluated by numerical integration in the same
way as in the electrostatic model [2], N = E0/4pie is the
surface number density of electrons drawn into the vac-
uum to the moment t = pi/2ω, υos = eE0/mω is the
quiver velocity. The surface number density of electrons
sent back into the target during the cycle is Ne = γN ,
γ = 0.7715. The field E0 is approximated taking into ac-
count imperfect reflectivity [2] E0 = αEL sin θ, where EL
is the laser electric field, θ is the angle of wave incidence,
α = 1 + (1− f)
1/2
, f is the ratio of absorbed intensity
Waω/2pi to the incident one cE2L cos θ/8pi.
An average electron energy is e = Wa/Ne. Electron
energy distribution was fitted by 1D Maxwellian function
[4] with hot electron temperature Th = 2e. Hence,
Th = 7.6I16λ
2
µα
2 sin2 θ keV,
where I16 is the intensity in 1016 W/cm2 and λµ is the
wavelength in µm.
The Kα yield can be expressed just as in Ref. [4], taking
into consideration the hot electron flux
dnh
dt
= Ne
ω
2pi
.
Thus, the total number ofKα photons produced by the laser
pulse, incident upon a target withK-shell ionization energy
Ek and atomic number Z , is
Nα =
0.525
cos θ
Z2.73
λ2µ
×
×
∫
rdrdt
∫ 20
1
u exp
[
−
Eku
Th (I(r, t))
]
du, (1)
where r is in µm and t is in fs.
Comparison of the results of calculations and measure-
ments at fixed angle of incidence θ = 45◦ (Fig. 1) shows
a satisfactory agreement in the range of intensities I0 =
(0.5 ÷ 3) × 1017 W/cm2. According to the hydrody-
namic modeling [3], which takes into account the influ-
ence of laser pulse picosecond pedestal, the density scale
length in the moment of maximum intensity is Lc ≈ 10
nm. In this case, χ = υos/ωLc > 6. According to
the evaluation in Ref. [2], intensity absorbed by Brunel
mechanism is greater than the resonance absorption one if
χ > 2pi/η = 4. This indicates determinative role of vac-
uum heating mechanism in the discussed range of parame-
ters.
Figure 1: The Kα yield with iron target vs laser pulse en-
ergy (τp = 80 fs, λ = 1.24 µm, θ = 45◦, focal spot di-
ameter 10 µm (FWHM)). Squares – Eq. (1), triangles –
measurements (per one shot in 2pi sr) [3].
References
[1] P. Gibbon, Short Pulse Laser Interactions with Matter. An
Introduction. London: Imperial College Press, 2005.
[2] F. Brunel, Phys. Rev. Lett. 59 (1987) 52.
[3] M. B. Agranat et al., JETP Lett. 83 (2006) 72.
[4] Ch. Reich et al., Phys. Rev. Lett. 84 (2000) 4846.
TH-15
45
Simulation of double pulse ablation of Au and Cu
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In this work we investigate subpicosecond double pulse
interaction (2×2 J/cm2) with metal targets of Cu and Au.
Time delay between pulses is varied from 0.5 to 200 ps. At
delay less than several picoseconds the substance is ablated
as in the case of a single pulse with the energy 4 J/cm2.
For bigger delay (≥ 10 ps) a substantial shielding of the
second pulse is observed and crater depth corresponds to a
single pulse with energy 2 J/cm2. The reason is the dras-
tic changes of transport properties of metals on times of
electron-ion relaxation.
Experiment
A double pulse technique similar to [1] is used to study
response of Au and Cu bulk targets. A single pulse of
energy EL is divided into two pulses with energy 0.5EL
each. When the delay ∆τ between two pulses is short
(∆τ ≤ 1 ps) the target ablation is the same as in the case of
a single pulse of energy EL. For longer pulse delay in the
range from 1 to 50 ps, the ablation depth of crater drops.
And finally for long delay (∆τ ≥ 100 ps) the crater depth
was as in the case of a single pulse with energy 0.5EL.
Figure 1: Ablation depth as a function of double pulse de-
lay for Cu and Au. Filled squares — Cu, empty circles —
Au.
Model
For simulation of double pulse experiments we develop
a numerical model [2]. Our model is based on a multi-
material multi-phase Eulerian hydrodynamics. It describes
evolution of volume fraction of each component, dynam-
ics of mean charge of ions, conservation of mass for
each substance, momentum and energy. To describe two-
temperature effects we split the energy equation into two
parts: for electron and ion subsystems. There are terms
which describe energy exchange between electrons and
ions, laser energy absorption, thermal conductivity, ioniza-
tion and radiation loss. The system is completed by two-
temperature wide-range equations of state for each mate-
rial. This semi-empirical EOS describes different exper-
imental data and contains information about stable and
metastable phases and phase boundaries. For simulation
of laser ablation we take into account effects of front spal-
lation. To describe spallation effects at negative pressure
we use a strain rate dependent criterion.
Results
We performed simulation of experiment described in
Fig. 1 and obtained reasonable agreement. In Fig. 2 we
present distribution of phases after interaction of 4 J/cm2
laser pulse with Cu target. Melted region correlates with
ablation depth in experiment.
Figure 2: Interaction of 4 J/cm2 pulse with Cu target. Phase
distribution in x − t diagram. Material stable phases are:
s — solid, l+s — melting, l — liquid, l+g — liquid-gas
mixture, g — gas. Metastable phases are: (s) — solid, (l+s)
— melting, (l) — liquid, (g) — gas.
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The development of a novel x-ray sources is of prime 
importance for plasma physics laser experiments, and also 
for other fields of research using x-rays for backlighting 
or spectroscopy. In particular, an improvement of the in-
tensity, monochromaticity and time-structure of energetic 
x-ray emission from laser-matter interaction is important 
for backlighting, scattering and spectroscopy experiments 
applied to the diagnostics of high energy density matter 
produced by heavy ion beams at GSI-Darmstadt.  
The goal of the proposed experiments is to increase the 
efficiency of the Kα-production in high Z targets irra-
diated with short laser pulses. Since the laser pulse energy 
is limited, we plan to use the advantages of nanostruc-
tured targets which in comparison with the plane surface 
of homogeneous targets provide better coupling of the 
laser energy into the balk electrons due to increased ab-
sorption of the laser light [1] and into the energy of the 
hot electrons due to different mechanisms of the laser 
field enhancement (see e.g. [2]).  
 Currently, the powerful laser system PHELIX at 
GSI generates in a picosecond regime the main pulse of 
energy up to 100 J with the pulse duration 0.7 – 5 
picoseconds and focal spot diameter of 15-20 µm. The 
intensity contrast ratio of the prepulse of 1.5 - 2 
nanoseconds duration is 10-6 increases from 10-6 to 10-4  
during 20 ps before the main pulse. This prepulse can 
alter substantially the interaction of the main pulse with 
the targets, especially with thin foils and nanostructured 
surfaces  which are planned to be used for increasing the 
X-ray yield from laser-target interaction. The role of the 
laser prepulse generated by the laser system PHELIX is 
analyzed by numerical modeling with the parameters used 
in the last experiments. The model is capable to describe 
the laser pulse absorption in the wide time intervals from 
a few hundreds of femtoseconds to a few nanoseconds 
starting from the solid state target surface. For this pur-
pose the direct numerical solution of the wave equation 
for the laser field together with the analytical WKB 
approximation is used. Developed hydrodynamic code [3] 
takes into account laser energy absorption and redistribu-
tion through wide-range models of dielectric function and 
thermal impact ionization [4]. 
In order to analyze the influence of the laser pre-
pulse in our pilot 1-D modeling, we have studied the heat-
ing and expansion of 1 µm thick foil under the action of 
the 2-nanosecond PHELIX prepulse with intensity con-
trast ratio of 10-6 which increases from 10-6 to 10-4 during 
20 ps before the main pulse at a main pulse intensity in 
the range of 1016 - 1017 W/cm2. The results of modeling 
are presented in Fig. 1 for the main pulse intensity 1016 
W/cm2. The electron density distribution (Fig. 1) evident-
ly shows that before the main pulse (even before 20-ps 
prepulse with the contrast ratio 10-4) produced plasma 
with a density of the order of the critical density  will ex-
pand over distances of the order of 5 µm.  
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Figure 1: The space distributions of the electron density 
normalized to the critical one for different times (t = 0 
corresponds to the maximum of the main laser pulse) 
Obtained results show that for the current contrast ratio 
of the picosecond PHELIX pulses (10−6 in a nanosecond 
range), nanostructured targets can be smeared out and thin 
foils will be destroyed by the nanosecond prepulse at the 
intensities of the main pulse in excess of 1016 - 1017 
W/cm2. The progress by the use of nanostructured targets 
which can provide effective sources of radiation, requires 
substantial increase of the contrast that can be achieved, 
e.g. by the use of the plasma mirror technique.  
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Carbon Foil Parameters for Two-Sided Laser Illumination at the nhelix+Phelix 
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Russian Federal Nuclear Center  VNIIEF, Sarov, Russia
To estimate the parameters of the generated plasma the 
laser impact on a carbon target (0.5 µm thick) was nu-
merically simulated with the following set-up. 
The irradiation of a half-thickness target at one side 
was considered instead of the two-sided irradiation, since 
the target scattering is symmetrical with respect to its cen-
tral line. Thus, in the calculations the target is a carbon 
foil with the thickness 0.25 µm and the initial density 
ȡ0=2.0 g/cm3. On the right system boundary the given 
boundary condition is the rigid wall. A parallel laser 
beam (the first harmonic of the Nd-laser facility  nhelix, 
the wavelength Ȝ=1.064 µm) falls on the left side of the 
target. The spatial distribution of the laser beam is shown 
in Figure 1a. The laser pulse is a time-wise trapezoid (see 
Figure 1b) with the duration Ĳ0.5=10 ns (FWHM). The 
total given pulse energy is 50 J and 40 J. 
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Figure 1: Spatial (a) and temporal (b) shape of the laser 
pulse. 
Laser and X-ray transport was simulated using the 
Monte Carlo method in the 2D set-up with account for the 
laser radiation reflected from the surface with the plasma 
critical density. The gas-dynamic motion was calculated 
in the two-temperature approximation. The calculations 
were performed until the end of the laser pulse (13 ns).  
Figures 2-3 show the distribution of the electron tem-
perature and material density over the target thickness 
near the z-axis at different moments of time. The left side 
of the figure corresponds to the laser energy 50 J while 
the right side corresponds to the laser energy 40 J. 
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Figure 2: Electron temperature (left - 50 J, right - 40 J). 
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Figure 3: Material density (left - 50 J, right - 40 J). 
A low-intensity beam of 36Ar+18 ions with the initial en-
ergy 144 MeV passes parallel to the z-axis through the 
generated carbon plasma. The beam radius is 250 µm. 
The ion energy losses in the whole target (with the thick-
ness 0.5  µm) were calculated in two statements: 1) 
accounting for the temperature dependence (mark hot), 
2) with assumed cold ion stopping (mark cold). The ion 
beam energy portion absorbed by the target for all the 
cases is given in Figure 4. 
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Figure 4: Ion energy losses in full target (0.5 µm thick). 
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Each of the two beams of the Large Hadron Collider
(LHC) at CERN consist of 2808 bunches with an intensity
of 1.15 × 1011 protons per bunch so that the total number
of protons per beam is about 3 × 1014 that corresponds to
a total energy of 362 MJ. The bunch length is 0.5 ns and
two successive bunches are separated by 25 ns, while the
power distribution in the radial direction is Gaussian with
a standard deviation, σ = 0.2 mm. The total duration of the
beam is about 89 µs. The energy stored in each beam is
sufficient to melt 500 kg of copper.
In this contribution we report numerical simulation re-
sults of the hydrodynamic and thermodynamic response
of a solid copper target that is facially irradiated with one
LHC beam. The cylinder radius is 5 cm and its length is 10
m. The energy loss of protons in solid copper is calculated
using the FLUKA code and this data is used as input to a
2D hydrodynamic code, BIG2.
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Figure 1: Target temperature along the axis (at r=0.0) at
different times during irradiation; the time interval between
two consecutive lines is 1 µs; line 1 is at 500 ns.
Temperature profiles along the cylinder axis (r=0.0) at
different times are shown in Fig. 1. It is seen that at t
= 500 ns, when about 20 bunches have been delivered, a
maximum temperature of 3500 K is generated in the tar-
get. At later times, the temperature peak moves inwards
and the temperature becomes uniform within 3 m length of
the cylinder (at t = 8500 ns). Due to the radial shock wave
generated by the high pressure in the deposition region, the
target density decreases that leads to deeper penetration of
the protons. This corresponds to a specific energy deposi-
tion of 25 kJ/g in the target.
Corresponding pressure profiles are plotted in Fig. 2. It
is seen that a maximum pressure of about 30 GPa is gen-
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0 100 200 300 400 500
Target Length (cm)
0
5
10
15
20
25
30
Pr
es
su
re
 (G
Pa
)
1
2
3
4
5
6
7 8 9
Figure 2: Target pressure along the axis (at r=0.0) at differ-
ent times during irradiation; the time interval between two
consecutive lines is 1 µs; line 1 is at 500 ns.
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Figure 3: Target density along the axis (at r=0.0) at differ-
ent times during irradiation; the time interval between two
consecutive lines is 1 µs; line 1 is at 500 ns.
erated at t = 500 ns and the pressure peak moves deeper
into the target at later times while the the maximum value
of pressure decreases.
Density profiles along the target axis at different times
are shown in Fig. 3. It is seen that at t = 8.5 µs, the beam has
penetrated about 5 m and the penetration wave is traveling
with a fairly uniform speed of 0.35 m/µs. This means that
the protons will penetrate about 35 m during the pulse time
of 89 µs and the target will be severely damaged. How-
ever it is interesting to note that high energy density (HED)
matter is generated in the heated part of the target. HED
matter studies can therefore be an additional important ap-
plication of the LHC. Detailed about these simulations will
be published in PRE.
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We present numerical simulations of the interaction of a
450 GeV/c proton beam that is generated by the Super Pro-
ton Synchrotron (SPS) at CERN, with a solid copper cylin-
drical target. This study has been done to assess the damage
caused by these highly relativistic protons to equipment in-
cluding collimators, absorbers and others in case of an un-
controlled accidental release of the beam. A dedicated ex-
perimental facility named HiRadMat is under construction
at CERN that will allow to study these problems experi-
mentally.
The SPS is used as an injector to the LHC. Several SPS
cycles are required to fill the LHC while in one cycle,
a batch of 288 bunches can be accelerated whereas each
bunch comprises of about 1.1 × 1011 protons. The bunch
length is 0.5 ns and two neighboring bunches are separated
by 25 ns so that the duration of the entire beam is about
7 µs. Three different focal spot sizes that correspond to
σ = 0.088 mm, 0.28 mm and 0.88 mm, respectively, have
been used. The target length is assumed to be 2 m and the
radius = 1 cm. The proton energy loss in solid copper is
calculated using the FLUKA code and this data is used as
input to a 2D hydrodynamic code, BIG2.
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Figure 1: Specific energy deposition vs target axis at dif-
ferent times, beam σ = 0.088 mm.
In Fig. 1 we plot the specific energy deposited by the
beam with a spot size characterized with σ = 0.088 mm. It
is seen that at the end of the pulse at 7.2 µs, a maximum
specific energy of about 5 kJ/g is achieved. Penetration of
the projectile particles due to density reduction at the tar-
get center is also clearly seen. Fig. 2 shows a maximum
temperature of the order of 8000 K generated in the beam
heated region while Fig. 3 shows a corresponding pressure
of 2.5 GPa. Fig. 4 shows that the projectile particles pene-
trate up to 1.5 m in Cu and generate HED matter.
∗Work supported by the BMBF
Figure 2: Temperature on length–radius plane at t = 7.2 µs.
Figure 3: Pressure on length–radius plane at t = 7.2 µs.
Figure 4: Density on length–radius plane at t = 7.2 µs.
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Carbon collimators and beam absorbers are installed in
many locations around the LHC to absorb beam losses,
since carbon is the material that is most suitable to ab-
sorb the beam energy without being damaged. Because
collimators and absorbers are close to the beam, it is very
likely that they are hit first when the beam is acciden-
tally deflected. In this contribution we present the results
of two-dimensional hydrodynamic simulations of heating
of a solid carbon cylinder with a radius = 2.5 cm and a
length = 10 m which is facially irradiated by one LHC
beam with nominal parameters.
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Figure 1: Specific energy deposition vs target axis at dif-
ferent times during irradiation.
Fig. 1 shows specific energy deposition along target axis
at different times. It is seen that at 10 µs a specific energy
of about 15 kJ/g is deposited. The magnitude of the peak
increases with time while its position shifts rightwards. It
is seen that at the end of the pulse, at 89 µs, a maximum
specific energy deposition of about 40 kJ/g is achieved.
0 200 400 600 800 1000
Target Length (cm)
0
1000
2000
3000
4000
5000
Te
m
pe
ra
tu
re
 (K
)
1 : at 0.5 microsec
2 : at 1 microsec
3 : at 1.5 microsec
4 : at 2 microsec
5 : at 2.5 microsec
6 : at 3 microsec
7 : at 5 microsec
two phase (liquid-gas)
1
2
3
4
5
6
7
Figure 2: Temperature vs target axis at different times.
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Fig. 2 shows the temperature evolution along the target
axis during early stages of heating. It is seen that the tem-
perature increases as more and more energy is deposited by
the beam and at 5 µs it becomes constant. This is because
the target enters into a two-phase liquid–gas state.
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Figure 3: Temperature vs target axis at different times up
to 5 µs.
Fig. 3 shows temperature evolution at later times. It is
seen that at 15 µs, a small region of the target becomes
gaseous. Following curves show that the two–phase region
moves rightwards while the temperature in the gaseous part
increases to about 10000 K.
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Figure 4: Density along target axis at different times after
5 µs.
Figure 4 shows the density change along the target axis
at different times. It is seen that at the end of the pulse, at
89 µs, the beam has penetrated about 9 m into solid carbon
and the density in the beam heated region has been reduced
to about one third of the solid density (2.28 g/cm3).
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