This paper considers a distributed optimization problem over a multiagent network, in which the objective function is a sum of individual cost functions at the agents. We focus on the case when communication between the agents is described by a directed graph. Existing distributed optimization algorithms for directed graphs require at least the knowledge of the neighbors' outdegree at each agent (due to the requirement of column-stochastic matrices). In contrast, our algorithm requires no such knowledge. Moreover, the proposed algorithm achieves the best known rate of convergence for this class of problems, O(µ k ) for 0 < µ < 1, where k is the number of iterations, given that the objective functions are strongly convex and have Lipschitz-continuous gradients. Numerical experiments are also provided to illustrate the theoretical findings.
I. INTRODUCTION
In distributed optimization problems, a network of agents cooperatively minimizes a sum of local cost functions. Formally, we consider a decision variable x ∈ R p and a strongly connected network containing n agents where each agent i has only access to a local objective function f i (x) : R p → R. The agents aim to minimize the sum of their objectives, n i = 1 f i (x), through local information exchange. This class of problems has recently received much attention and has various applications, e.g., in distributed learning [1] - [4] , source localization [5] - [7] , and formation control [8] , [9] .
Many distributed optimization methods have been developed in recent years. The initial approaches were based on gradient descent [10] - [13] , which is intuitive and computationally simple but usually slow due to the diminishing step-size used in the algorithm. The convergence rates are shown to be O( ln k √ k ) for arbitrary convex functions and O( ln k k ) for strongly convex functions, where k is the number of iterations. Afterwards, methods based on Lagrangian dual variables were developed, which include distributed dual decomposition [14] and distributed implementation of alternating direction method of multipliers [15] - [17] . The convergence rates of these approaches accelerate to O(μ k ), 0 < μ < 1, for strongly convex functions albeit at the expense of higher computation. To achieve both fast convergence rate and computational simplicity, some distributed algorithms do not (explicitly) use dual variables while keeping a constant step-size. For example, the distributed Nesterov-based method [18] achieves O( ln k k 2 ) for arbitrary convex function under the bounded and Lipschitz gradients assumptions. It can be interpreted to have an inner loop, where information is exchanged, within every outer loop where the optimization-step is performed. Shi et al. [19] and Qu and Li [20] use a constant step-size and the history of gradient information to achieve an exact convergence at O( 1 k ) for general convex functions and at O(μ k ) for strongly convex functions.
All these methods [10] - [20] assume the multiagent network to be an undirected (or balanced) graph, i.e., if agent i sends information to agent j, then agent j also sends information to agent i. In practice, however, it may not always be possible to assume undirected (or balanced) communication. For example, agents may broadcast at different power levels implying communication capability in one direction but not in the other. Moreover, an algorithm may still remain convergent even after removing a few slow communication link; a procedure that may result in a directed graph. It is of interest, thus, to develop optimization algorithms that are fast and are applicable to directed graphs. The challenge, however, arises in the fact that doubly stochastic matrices, required typically in distributed optimization, cannot be obtained, in general, over directed graphs. As a result, one is restricted to only a row-stochastic or a column-stochastic weight matrix.
We now report the related work on optimization over directed graphs. The (sub)gradient-push (SP) [21] - [24] employs only columnstochastic matrices by applying the push-sum consensus [25] , [26] to distributed (sub)gradient descent [10] . Inspired by these ideas, directeddistributed (sub)gradient descent (D-DSD) [27] , [28] combines surplus consensus [29] and distributed (sub)gradient descent [10] . Makhdoumi and Ozdaglar [30] combine the weight-balancing technique in [31] with the distributed (sub)gradient descent [10] . These (sub)gradientbased methods [21] - [24] , [27] , [28] , [30] restricted by diminishing step-sizes, converge at O( ln k √ k ). To accelerate the convergence, DEX-TRA [32] combines push-sum consensus [25] , [26] and EXTRA [19] , and converges linearly under the strong-convexity assumption with the step-size being chosen in some interval. This interval of step-size is later relaxed in our follow-up work [33] , while keeping linear convergence. Note that although constructing a doubly stochastic matrix is avoided, all of the aforementioned methods [21] - [24] , [27] , [28] , [30] , [32] , [33] require each agent to know its out-degree to implement a column-stochastic weight matrix. This requirement is impractical in many situations, especially when the agents use a broadcast-based communication.
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locally decide the weights. The proposed algorithm builds on [34] , which employs only row-stochastic matrices with the convergence rate of O( ln k √ k ) for arbitrary convex functions. In this paper, we provide a fast and fully distributed algorithm to solve the distributed optimization problem over directed graphs that only requires row-stochastic matrices. To overcome the imbalance 1 that is caused by employing only rowstochastic matrices, we have at each agent an additional variable that converges asymptotically to the left eigenvector of the row-stochastic weight matrix. The gradient information is later divided by this additional variable to cancel the imbalance. For the protocol to exploit the simplicity that is provided by row-stochastic matrices, we do however need to assume that the agents have unique identifiers: 1, . . . , n, and each agent communicates and stores n-length vectors, where n is the number of agents in the network. In contrast to the work using columnstochastic weights, the proposed algorithm does not require agents' outdegree and achieves a linear convergence rate, i.e., O(μ k ), 0 < μ < 1, for strongly convex functions with Lipschitz-continuous gradients.
The remainder of the paper is organized as follows. Section II formulates the problem and describes the algorithm with appropriate assumptions. Section III states the main convergence results, the proofs of which are provided in Section IV. We show numerical results in Section V and Section VI concludes the paper.
Notation: We use lowercase italic letters to denote scalars, lowercase bold letters to denote vectors, and uppercase italic letters to denote matrices, e.g., x ∈ R, x ∈ R n , X ∈ R n ×n , for some positive integer n. The matrix, I n , represents the n × n identity, and 1 n and 0 n are the n-dimensional vectors of all 1's and 0's. We denote e i = [0, . . . , 1 i , . . . , 0] . For an arbitrary vector x, we denote [x] i as its ith element. For a differentiable function f : R p → R, ∇f (x) denotes the gradient of f at x. The spectral radius of a matrix, A, is represented by ρ(A) and λ i (A) denotes the ith largest (in magnitude) eigenvalue of A. For a matrix X, we denote diag(X) to be a diagonal matrix consisting of the corresponding diagonal elements of X and zeros everywhere else. For an irreducible, rowstochastic matrix, A, we denote its right and left eigenvectors corresponding to the eigenvalue of 1 by 1 n and π , respectively, such that π 1 n = 1. Depending on its argument, we denote · as either a particular matrix norm, the choice of which will be clear in Lemma 2, or a vector norm that is compatible with this particular matrix norm, i.e., Ax ≤ A x for all matrices, A, and all vectors, x. The notation · 2 denotes two-norm of vectors and matrices. Since all vector norms on finite-dimensional vector space are equivalent, we have the following:
where c , c, d , d are some positive constants. See [35] for details on vector and matrix norms.
II. PROBLEM, ASSUMPTIONS, AND ALGORITHM
In this section, we formulate the distributed optimization problem, formalize the assumptions, and describe our algorithm. Consider a strongly connected network of n agents communicating over a directed graph, G = (V, E), where V is the set of agents and E is the collection of ordered pairs, (i, j), i, j ∈ V, such that agent j can send information to agent i. Define N in i to be the collection of agent i itself and its inneighbors, 2 i.e., the set of agents that can send information to agent i. 1 Recall from consensus that with row-stochastic matrices, all agents agree on some convex combination function of the initial conditions whose coefficients are not necessarily 1/n, thus creating an imbalance in the way the initial conditions are weighted. In distributed optimization, this leads to convergence to a suboptimal solution, please see [27] for precise convergence arguments. 2 Unlike related literature [21] - [24] , [27] , [28] , [30] , [32] , [33] , [36] , we do not give the definition of out-neighbors, N ou t i , as such knowledge is not required.
We focus on solving an optimization problem that is distributed over the above multiagent network. In particular, the agents cooperatively solve the following optimization problem:
where each local objective function, f i : R p → R, is convex and differentiable and known only to agent i. Our goal is to develop a distributed iterative algorithm such that each agent converges to the global solution of Problem P1 given that the underlying graph, G, is directed.
Before we describe the algorithm, we formalize the set of assumptions we will use for our results. The following assumptions are standard in the literature concerning distributed and smooth optimization, see, e.g., [19] , [20] , [32] , [33] , [36] .
Assumption 1: The directed graph is strongly connected and the agents have unique identifiers: 1, . . . , n.
If this were not true, the agents may implement a finite-time distributed algorithm to assign such identifiers, e.g., with the help of task allocation algorithms [37] , [38] , where the task of each agent is to pick a unique number from the set {1, . . . , n}.
Assumption 2: Each local function, f i , is differentiable and strongly-convex with a Lipschitz continuous gradient, i.e., for any i and x 1 , x 2 ∈ R p (a) there exists a positive constant s such that
Clearly, the Lipschitz-continuity and strong-convexity constants for the global objective function f (x) are nl and ns, respectively. From the strong-convexity requirement, we know that the optimal solution exists and is unique and finite.
To solve Problem P1, we propose the following algorithm. Each agent i maintains three vectors: x k ,i , z k ,i ∈ R p , and y k ,i ∈ R n , where k is the discrete-time index. At the kth iteration, agent i performs the following updates:
where a ij is the weight agent i assigns to agent j, α > 0 is a constant step-size, ∇f i (x k ,i ) ∈ R p is the gradient of f i at x k ,i , and [y k ,i ] i denotes the ith element of y k ,i . Moreover, the weights are such that
i.e., the weight matrix A = {a ij } is row-stochastic. For any agent i, it is initiated with an arbitrary vector x 0 ,i and with z 0 ,i = ∇f i (x 0 ,i ),
In essence, the updates in (1a) and (1c) form a modified version of the algorithm in [20] , 3 where the gradients are scaled by the updates in (1b). Note that the update in (1b) converges asymptotically to the left eigenvector π of the row-stochastic weight matrix; from Perron-Frobenius theorem [39] . By scaling the gradients with the iterates from (1b), the imbalance, see Footnote 1, caused by the row-stochastic matrix is canceled. The modification further enables the algorithm's convergence to the optimal solution with the collection of weights being only row-stochastic but not necessarily doubly stochastic.
To simplify the notation, we assume, without loss of generality, that the sequences, {x k ,i } and {z k ,i }, in (1), have only one dimension, i.e., p = 1; thus
The proof can be extended to arbitrary p with the Kronecker product notation. We next write (1) in a matrix form by defining x k , z k , ∇f k ∈ R n , and Y k ∈ R n ×n as
Recall that A is a row-stochastic collection of weights a ij . Given that the graph is strongly connected and A is nonnegative with positive diagonals, it follows that Y k is invertible for any k. Based on the notation above, we write (1) in the matrix form equivalently as follows:
where Y 0 = I n , z 0 = ∇f 0 , and x 0 is arbitrary. From either (1) or (2), we emphasize that the implementation needs no knowledge of agent's out-degree for any agent in the network, which is in contrast to the existing work, e.g., in [21] - [24] , [27] , [28] , [30] , [32] , [33] , [36] .
III. MAIN RESULTS
In this section, we present the linear convergence result of (2). We further define
where x * denotes the optimal solution, see Assumption A2. Note that π x k is a scalar and hence all elements of x k (and similarly, z k ) 3 The work in [20] does not require this division as it considers doubly stochastic matrices where the right eigenvector is 1 n resulting in optimal consensus and/or optimization. are the same; in addition 1 n ∇f * = 0. We denote constants τ , , and η as
where α is the step-size, and l and s are, respectively, the Lipschitz gradient and strong-convexity constants in Assumption A2. Let y and y be defined as
Since A is nonnegative and irreducible, and Y 0 is an n × n identity matrix, we have that Y k is convergent, and all of its diagonal elements are nonzero and bounded, for all k. Therefore, y is finite. We now provide some lemmas that will be useful in the remainder of the paper. Lemma 1: (See [21] ) Consider Y k , generated from the rowstochastic matrix, A, and its limit Y ∞ . There exist 0 < γ 1 
Lemma 2: For any a ∈ R n , define a = Y ∞ a. Then there exist a norm · and a constant 0 < σ < 1 such that
Proof: Since A is irreducible, row-stochastic with positive diagonals, from Perron-Frobenius theorem [39] we note that ρ(A) = 1, every eigenvalue of A other than 1 is strictly less than ρ(A), and π is a strictly positive (left) eigenvector corresponding to the eigenvalue of 1 such that π 1 n = 1; thus Y ∞ = lim k →∞ A k = 1 n π . We now have
Next we note that ρ(A − Y ∞ ) < 1 due to which there exists a matrix norm such that A − Y ∞ < 1 with a compatible vector norm, · , see [35, ch. 5] for details, i.e.,
and the lemma follows with σ = A − Y ∞ . Lemma 3: There exists some constant T such that the following inequalities hold for all k ≥ 1.
(
Proof: The proof of (a) follows
where the second inequality holds due to Lemma 1 and the fact that all matrix norms on finite-dimensional vector spaces are equivalent. The result in (b) is straightforward by applying (a), which completes the proof.
Based on the above-mentioned discussion and notation, we finally denote t k , s k ∈ R 3 , and G, H k ∈ R 3 ×3 for all k as
According to the definition of t k in (7a), it is sufficient to show the linear convergence of t k 2 to zero in order to prove that x k converges to x * linearly. The following theorem builds an inequality for analyzing t k , which is an important result going forward.
Theorem 1: Let Assumptions A1 and A2 hold. We have
The proof of Theorem 1 is provided in Section IV. Note that (8) provides a linear inequality between t k + 1 and t k with matrices, G and H k . Thus, the convergence of t k is fully determined by G and H k . More specifically, in order to prove a linear convergence of t k 2 going to zero, it is sufficient to show that ρ(G) < 1, where ρ(·) denotes the spectral radius, as well as the linear decaying of H k , which is straightforward since 0 < γ 1 < 1 (from Lemma 1). In the following Lemma 4, we first show that with an appropriate step-size, the spectral radius of G is less than 1. We then show the linear convergence rate of G k and H k in Lemma 5. We finally present the main result in Theorem 2, which is based on these lemmas as well as Theorem 1.
Lemma 4: Consider the matrix G defined in (7c) as a function of the step-size, α, denoted in this lemma as G α to motivate this dependence. It follows that ρ(G α ) < 1 if the step-size, α ∈ (0, α), where
and Δ = cd ylns(τ + 1 − σ) , where c and d are the constants from the equivalence of · defined in Lemma 2 and · 2 . Proof: First, note that if α < 1 n l then η = 1 − αns, since l ≥ s (see, e.g., [40, ch. 3] for details). Setting α = 0, we get
the eigenvalues of which are σ, σ, and 1. Note that 0 < σ < 1. Therefore, ρ(G 0 ) = 1, where ρ(·) denotes the spectral radius. We now consider how does the spectral radius, ρ(G α ), change if we slightly increase α from 0. To this aim, we consider the characteristic polynomial of G α and let it go to zero, i.e., with det(qI n − G α ) = 0, q ∈ C, we have
Equation (11) shows an implicit relation between q and α. Since 1 is an eigenvalue of G 0 , (11) holds when q = 1 and α = 0. By taking the derivative of both sides of (11) at q = 1, α = 0, we obtain that d q d α | α = 0,q = 1 = −ns < 0. In other words, when α increases slightly from 0, the largest eigenvalue remains real and further decreases. 4 Since λ 2 , 3 (G 0 ) = σ < 1, we obtain that ρ(G α ) < 1 when α is slightly increased from 0 because of the continuity of eigenvalues as a function of the matrix elements.
The next step is to find the range of step-sizes, (0, α) , such that the spectral radius of G α is less than 1. To this aim, we solve the values of α for which the spectral radius of G α is 1. By Perron-Frobenius theorem, the spectral radius of G α is an eigenvalue. Let q = 1 in (11), then by solving for α, we obtain the values of α for which there will be an eigenvalue of 1. These values are the three roots of (11): α 1 = 0 and
where Δ = cd ylns(τ + 1 − σ). Now note that when α is zero, we have an eigenvalue of 1 and two eigenvalues of σ < 1. At α 3 > 0, we have an eigenvalue of 1 and there is no α ∈ (0, α 3 ) that leads to ρ(G α ) = 1. Hence, we conclude that the magnitude of all eigenvalues of G α are less than 1 for α ∈ (0, α) , where α is defined in the Lemma's statement, by considering the fact that eigenvalues are continuous functions of a matrix. Therefore, ρ(G α ) < 1, when α ∈ (0, α). Lemma 5: With the step-size, α ∈ (0, α), where α is defined in (9), the following statements hold for all k (a) there exist 0 < γ 1 < 1 and 0 < Γ 1 < ∞, where γ 1 is defined in (4) , such that
Proof: (a) This is easy to verify according to (7d) and by letting
Since the spectral radius of G is less than one, there exists some matrix norm of G that is also less than one. We let the value of this matrix norm of G to be γ 2 . Then, from the equivalence of norms, we have
for some positive Γ 2 .
(c) The proof of (c) follows from combining (a) and (b). 
To recap, we provide the linear iterative relation on t k with matrices G and H k in Theorem 1. Subsequently, we show ρ(G) < 1 and linear decaying of H k in Lemmas 4 and 5 for a sufficiently small stepsize, α. By combining these relations and Lemma 6, we are ready to prove the linear convergence of our algorithm in the following theorem.
Theorem 2: Let Assumptions A1 and A2 hold. With the stepsize, α ∈ (0, α), where α is defined in (9), the sequence, {x k }, generated by (2) , converges linearly to the optimal solution, x * , i.e., there exists some constant M > 0 such that
where ξ is an arbitrarily small constant. Proof: We write (8) recursively, which results
By taking two-norm on both sides of (16), and considering Lemma 5, we obtain that
in which we can bound s r 2 as
Therefore, we have that for all k t k 2 ≤ Γ 2 t 0 2 + (c + 1)Γl
Denote v k = k −1 r = 0 t r 2 , s k = Γ 2 t 0 2 + Γk ∇f * 2 , and b = (c + 1)Γl, then (19) results into
which implies that v k + 1 ≤ (1 + bγ k )v k + s k γ k . Applying Lemma 6 with b k = bγ k and c k = s k γ k (here u k = 0), we have that v k converges. 5 Moreover, since {v k } is bounded, by (20) , ∀μ ∈ (γ, 1) we have
Therefore, t k 2 = O(μ k ). In other words, there exists some positive constant Φ such that for all k, we have
where ξ is a arbitrarily small constant. It follows that x k − x * 2 ≤ x k − x k 2 + x k − x * 2 ≤ (c + 1) t k 2 ≤ (c + 1)Φ(γ + ξ) k , which completes the proof. 5 In order to apply Lemma 6, we need to show that ∞ k = 0 s k γ k < ∞, which follows from the fact that lim k →∞
Theorem 2 shows the linear convergence rate of our algorithm, the result of which is based on the iterative relation in Theorem 1. The proposed algorithm works for a small enough step-size. However, the upper bound, α, of this step-size is a function of the network parameters and cannot be computed locally. This notion of sufficiently small step-sizes is not uncommon in the literature where the step-size upper bound can be estimated in most circumstances, see, e.g., [10] , [19] , [33] , [36] . Furthermore, each agent must agree on the same value of step-size that may be preprogrammed to avoid implementing an agreement protocol. In the next section, we present the proof of Theorem 1.
IV. PROOF OF THEOREM 1
We first provide a few relevant auxiliary relations.
A. Auxiliary Relations
In the following, Lemma 7 derives iterative equations that govern the sequences z k and x k . Next, Lemma 8 is a standard result in the optimization literature [40] . It states that if we perform a gradientdescent step with a fixed step-size for a strongly convex and smooth function, then the distance to optimizer shrinks by at least a fixed ratio.
Lemma 7: The following equations hold for all k:
Do this recursively, and we have that
Recall the initial condition z 0 = ∇f 0 = Y −1 0 ∇f 0 , since Y 0 = I n . Thus, z 0 = Y ∞ Y −1 0 ∇f 0 . Then we obtain the result of (a). The proof of (b) follows directly from (2a); in particular
Lemma 8: (See [40] ) Let Assumption A1 hold for the objective function, f (x), in P1, where ns and nl are the strong-convexity constant and Lipschitz continuous gradient constant, respectively. For any x ∈ R, define x + = x − α∇f (x), such that 0 < α < 2 n l . Then
B. Proof of Theorem 1
We now provide the proof of Theorem 1. To this aim, we will bound x k + 1 − x k + 1 , x k + 1 − x * 2 , and z k + 1 − z k + 1 by the linear combinations of their past values, i.e., x k − x k , x k − x * 2 , and z k − z k , as well as ∇f k . The coefficients will be shown to be the entries of G and H k .
Step 1: Bounding x k + 1 − x k + 1 . According to (2a) and Lemma 7(b), we obtain that
By noting that Ax k − x k ≤ σ x k − x k from Lemma 2, we have
Step 2:
By considering Lemma 7(b), we obtain that
Considering the definition of ∇ f k , the updates of x + performs a (centralized) gradient descent with step-size α to minimize the objective function in Problem P1. Therefore, we have that, according to Lemma 8
We next bound the second term in the RHS of (25) by splitting it such that
The first term on the RHS of (27) is bounded by
where in the first equality we apply the result of Lemma 7(a) that z k = Y ∞ Y −1 k ∇f k , and in the second inequality we use the result of Lemma 3(a). The second term on the RHS of (27) is bounded by
where in the first inequality we use the relation that Y ∞ Y −1 ∞ = 1 n 1 n . By combining (27)- (29) , it follows that
Therefore, we can bound x k + 1 − x * 2 as
Step 3: Bounding z k + 1 − z k + 1 . According to (2c), we have
With the result of Lemma 2, we obtain that
Note that z k = Y ∞ Y −1 k ∇f k from Lemma 7(a). Therefore We now bound x k + 1 − x k 2 in (34) . Note that (A − I n ) x k = 0 n for all k, which results into
where z k 2 can be bounded with the following derivation:
where we use the fact that 1 n 1 n ∇f * = 0 n and we bound z k − n∇ f k 2 using the result in (30) . By combining (32)-(36), we finally get that
Step 4: By combining (24) in step 1, (31) in step 2, and (37) in step 3, we complete the proof.
V. NUMERICAL EXPERIMENTS
In this section, we verify the performance of the proposed algorithm. We compare the convergence rates between our algorithm and other existing methods, including DEXTRA [32] , ADD-OPT [33] , Push-DIGing [36] , subgradient-push [21] , directed-distributed subgradient descent [27] , and the weight-balancing distributed subgradient descent [30] . In our setting, we have n = 10, m i = 10, for all i, and p = 3. In the implementation, we apply the same local degree weighting strategy to all methods. Fig. 2 shows the convergence rates of all methods with appropriate step-sizes. The step-sizes used for subgradient-push, directed-distributed subgradient descent, and the weight-balancing distributed subgradient descent are on the order of α k = O( 1 √ k ) at the kth iteration. For the proposed algorithm in this paper, DEXTRA and ADD-OPT, the corresponding constant step-sizes are α = 0.008, α = 0.1, and α = 0.03, respectively. Note that this paper and ADD-OPT converge for a small enough positive step-size while DEXTRA requires a (strictly) positive lower bound.
We note here that subgradient-push [21] , directed-distributed subgradient descent [27] , and the weight-balancing distributed subgradient descent [30] converge for general convex functions, while the algorithm in this paper, DEXTRA, ADD-OPT, and Push-DIGing work only for strongly convex functions. Despite this fact, the algorithms in [21] , [27] , and [30] converge at a sublinear rate. In contrast, the algorithm in this paper, as well as ADD-OPT, Push-DIGing, and DEXTRA, has a fast linear convergence rate. Compared with ADD-OPT, Push-DIGing, and DEXTRA, our algorithm requires no knowledge of agents outdegree, which is more practical in certain communication networks, albeit we require that the agents know and have unique identifiers.
VI. CONCLUSION

