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PREFACE 
Discrete analytic function theory is concerned with a 
study of functions defined only at certain lattice points in 
the complex plane. As it is suitable for treating ordinary 
difference functions, the lattice of definition is usually 
taken to be the set of gaussian integers. 
Since its comparatively recent beginnings in 1941 the 
subject has been extensively developed by numerous writers. 
The resulting theory has much in common with the theory of 
analytic functions of a continuous complex variable and of 
course has many distinguishing features. 
Scattered results on monodiffric functions, geometeric 
or q - difference functions, discrete q - hypergeometric 
functions and discrete functions on radial lattice 
necessitate a unified study of these functions. With this in 
view the present dissertation is an attempt to embody the 
results obtained in these areas from time to time by 
different authors. 
The dissertation comprises five chapters. The first 
chapter covers a comprehensive account of the historical 
origin of the various theories of discrete analytic 
functions and the upto date developments made in these 
areas. This chapter also contains various definitions, 
notations and results used in this dissertation. The chapter 
also briefly introduces monodlffric functions, q - analytic 
functions, discrete q - hypergeometric functions and 
discrete functions on a radial lattice. 
In II chapter the theory of monodiffric functions 
given by Isaacs have been discussed. Various properties of 
monodiffric functions, summation and monodiffric polynomials 
are given in this chapter. 
In III chapter a thorough survey has been made of 
q - analytic functions due to Harman. Besides discussing 
elementary properties of q - anal>^tic functions, the chapter 
also contains discrete line integral, discrete integration 
of q - analytic functions, analogue of Cauchy's Integral 
formula, discrete analytic continuation, continuation from 
the axis, multiplication of q - analytic functions, discrete 
powers, discrete exponential and trigonometric functions, 
( a) discrete functions (z-z ) and series representation of 
o ^ 
q - analytic functions. 
Chapter IV concerns the study of discrete q - hypergeo-
metric functions introduced by Khan and gives its elementary 
properties and integral representations. 
The V and final chapter is devoted to an exposition of 
discrete functions on a radial lattice and gives discrete 
analytic continuation and multiplication, discrete power 
functions and discrete power series representation of such 
functions. 
I CHAPTER 
INTRODUCTION 
The present d isser ta t ion is a survey of discrete analytic 
functions defined on certain l a t t i c e points in the complex plane. 
In discrete function theory, the d i f fe ren t ia l operator of the 
c lass ica l complex analysis i s replaced by a suitable difference 
operator . 
1. PRELIMINARIES. Functions of a complex variable can be 
c lass i f ied in the following way. If 
f(z + re^®) - f(z) 
lim 
r ^ O ^^iG 
is dependent on 9, then the function i s said to be 'polygenic*. 
If the l imi t is single-valued (independent of 0 ) , the function 
i s 'monogenic'. The study of functions of the l a t t e r type has 
of course developed into the wide f ie ld of analytic function 
theory of a continuous complex var iable . 
Discret isat ion of sc ien t i f i c models was ini t ia ted much 
ea r l i e r in applied mathematics than the study of discrete analy-
t i c i t y . In classical physics, phenomena of discrete character 
z 
are usually treated as continua by a 'smoothing out' process. 
The powerful tools of analysis and differential equations are 
then applied Ruack [96] and Heisenberg [67,68] are pioneers of 
the principle of discretisation scientists felt dissatisfied 
by the over-emphasis of the continuum structure imposed on 
scientific models. The important difference between continuum 
and discrete structures is that infinitesimal is not considered 
in the latter. In discrete theory, the limit of a quotient of 
infinitesimals of the continuum structure is replaced by a 
quotient of finite quantities. Ruack [96] argued that 'the 
differential character of the principal equations of physics 
implies that physical systems are governed by laws which operate 
with a precision beyond the limits of verification by experiment. 
This appears undesirable from an axiomatic stand point'. He 
suggested that more emphasis should be given to the use of 
difference calculus in physics. In the classical finite diff-
erence theory, functions which are often defined on only a 
discrete set of points are usually treated as functions of a 
continuous variable. The established theories of analytic function 
theory can then be applied. 
The important aspects are that the fundamental equations 
must be capable of describing every feature of the experiment 
and must not introduce extraneous or undesirable features. 
Discrete hodon and chronon are introduced in Physics in 
recent times. This shows an in te res t from the side of scien-
t i s t s towards d i sc re t i s a t ion . S t i l l , there is a task before 
the sc ien t i s t to overcome. The d i f ferent ia l equations are to 
be recasted in the form of difference equations. 
In Margenau's [84] words, 'A word might be said about the 
reason why physicists are often re luctant to accept discreteness. 
If i t were to be established as the ultimate property of time 
and space, one or the another of two dras t ic changes in the 
theoretical description of nature would have to take place. One 
is the recasting of a l l equations of motion in the form of diff-
erence equations instead of d i f ferent ia l equations, and this is 
most unpalatable because of the mathematical d i f f icul t ies a t ten-
ding the solution of difference equations. The other possible 
modification would involve the elimination of time and space 
coordinates from sc ient i f ic desc r ip t ion ' . 
Heisenberg is a powerful advocate of t h i s . To simplify 
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the problem, finite geometries of Veblen and others can be 
utilized or a continuous space time of the Minkowski form in 
which the events from a discrete lattice may be recommended. 
The most general form of a lattice is a sequence of 
complex numbers, preferably a dense subset which is also coun-
table. Accepting the postulate of rational description in 
Physics,, the lattice of rational points in the complex plane: 
7(p»q)» P»q£Q» "the set of rational numbers] will be the best 
choice to build a discrete function theory. 
In the earliest works of discrete function theory, the 
arithmetically spaced sequence, in particular the Gaussian 
integers was considered. Later in the beginning of two decades 
back, a function theory was developed on the set of geometrically 
spaced sequence. No work is done so far in the general set. 
Now discrete function theory has grown to an established 
branch of Mathematics. The important problem is as E.T. Bell 
puts, 'A major task of Mathematics today is to harmonise the 
continuous and the discrete to include them in one comprehensive 
Mathematics and to eliminate obscurity from both'. Again a major 
taks of discrete analysts is the unification of known theories. 
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2. HISTORICAL DEVELOPMENTS. The theory of discrete functions 
has its beginning from 1941 through a distinguishing paper of 
R.P. Isaac [69] who modified the concept of monogeneity and 
introduced the notion of a 'monodiffric function', i.e. one that 
satisfies, 
f(z+i) - f(2) 
f(z+l) - f(z) = ; i = yri (1.2.1) 
i 
Using this concept of a difference quotient instead of a 
derivative, Isaacs constructed a theory for functions defined 
only on the set of Gaussian integers (points of the form 
m + in; m,n integers). Isaacs [69,70] in fact defined two types 
of discrete functions. Those satisfying (1.2.1) he termed 
'monodiffric functions of the first kind'. Functions satisfying 
f(z+i) - f(z-i) 
f(z+l) - f(z-l) = (1.2.2) 
he called 'monodiffric functions of the second kind ' . In each 
case the domain of definition of the function was the set of 
square l a t t i c e points - the Gaussian in tegers . He studied 
integrat ion, residues, discrete powers and polynomials. Two of 
the major d i f f i cu l t i e s in discrete function theory are (l) the 
6 
usual product of two discrete analytic functions in a domain 
is not discrete analytic in that domain and (2) the usual power 
of z are not discrete analytic in any domain in the discrete 
space. Isaacs himself realized these aspects and introduced 
the analogues. 
In 1944 Ferrand [42] introduced the idea of a 'preholo-
morphic* function by means of the diagonal quotient equality 
f(z+l+i) - f(z) f(z+i) - f(z+l) 
= ' (1.2.3) 
1+i i-1 
which i s e s s e n t i a l l y equ iva len t to the de f in i t i on of funct ions 
of the second kind (1 .2 .2) given by I s a a c s . 
The development in d i s c r e t e function theory, was slow 
for more than a decade from Fe r rand ' s work, though Te r r ac in i 
and Romanov contr ibuted in t h i s decade to d i s c r e t e funct ion 
theory . The awakening was made by R . J . Duffin [32] in 1956. 
He [32-38] modified Ferrand*s theory and extended the r e s u l t s 
to the realm of Applied Mathematics by d iscuss ing opera t iona l 
ca lcu lus and H i lbe r t t ransform. Pioneers of h is school of dis-
c re t e funct ion theory are Duris [36 ,37] , Rohrer [39] , Peterson 
[38] and Kurowski [79-82] . Duffin [33] introduced rhombic 
l a t t i c e to develop potential theory. He also studied Yukawa 
potent ia l theory in the discrete space of Gaussian integers [34]. 
Duffin and Duris [37] studied discrete product and discrete 
pa r t i a l d i f ferent ia l equations. 
The Russian school of discrete function theory of which 
the leading names are Abdullaev [3-6] , Babadanov [4-6] , Chumakov 
[28] , S i l i c [97] and Fuksman [44], has improved the theory by 
introducing different l a t t i c e , construction of a discrete analytic 
function and so on. In par t icular , Chumakov [28] developed semi-
discrete function theory and Si l ic [97] investigated physical 
models in discrete function theory. 
Hayabara [59-62], Deeter and Lord [30] developed opera-
tional calculus for discrete functions. 
The school led by Deeter, whose distinguishing figures 
are Berzsenyi [16-18], Perry and Mastin [3l] has studied discrete 
functions in Isaac 's d i rect ion. Perry studied generalized d i s -
crete functions. 
Abdullaev, Babadzanov and Hayabara developed discrete 
theory of higher dimensions. Kurowski [79-82] introduced a 
function theory in the semi-discrete l a t t i c e . Transform tech-
niques were analysed by many like Duffin [32,35] and Badnar [13] 
8 
Mastin [ 3 l ] , Ferrand [42] and Isaacs [69,70] constructed theories 
of conformal representation. Tu [108-113] discussed discrete 
derivative equations and gave a general isat ion of monodiffric 
functions. The discrete theory was extended by Hundhausen to 
harmonic analys is . Deeter [29] and Berzsenyi [ l8] gave compre-
hensive bibliography of discrete function theory. 
All the works so far explained are mainly in the set of 
Gaussian in tegers . Harman [52-58] developed a discrete function 
theory in the geometric l a t t i c e , by u t i l i z ing the q-difference 
theory developed by Jackson, Hahn and Abdi. Differentiat ion, 
in tegrat ion, convolution product, polynomial theory and conformal 
mapping were discussed by him. He also modified the continuation 
operators of Duffin, Kurbwski and Abdullaev using q-difference 
theory and incorporated the convolution product with i t . As 
against the c lass ical case, the fundamental theorem of algebra 
does not hold good in discrete function theory. Isaacs, Terracini 
and Harman investigated the roots of discrete polynomials. 
Later Zeilberger [127-133] introduced a few resu l t s such 
as discrete powers and entire functions in the set of Gaussian 
in tegers . Recently Subhash Kak [lOl] extended Duffin's theory 
9 
of Hi lber t transform to the realm of e l e c t r o n i c s . Mugler [91] 
a lso studied exponential f u n c t i o n s . Velukutty [117-118] studied 
q-monodiffric and b i a n a l y t i c f unc t i ons . Mercy [86-88] extended 
the pseudoanalytic theory of Bers [14-15] in the l i g h t of 
Harraan's work. Vijay Kumar [119-122] s tudied holometric space. 
Khan [76 ] , in h i s Doctoral t h e s i s , introduced d i sc re t e 
analogue of q-Hypergeometric funct ions using the d i sc re te power 
z^"^' given by Harman. He [76,77] s tudied transformations and 
expansion formulae of these d i s c r e t e hypergeometric func t ions . 
He [76,78] gave the concept of b ibas ic ana ly t i c functions on 
two unconnected bases p and q and introduced d i sc re t e b ibas ic 
Hypergeometric func t ions . For these d i s c r e t e bibasic hypergeo-
metric funct ions , Bahadur [12] obtained expansion formulae 
s imilar to those obtained by Khan [76] for d i s c r e t e q-Hypergeo-
metric funct ions . Harman [58] a lso s tudied d i sc re te functions 
on a r ad ia l l a t t i c e . 
3 . DEFINITIONS AND NOTATIONS. For | q | < 1, l e t 
[a] = ( l -q ° ' ) / ( l - q ) (1 .3 .1) 
[ a ] ^ « = Mn "^  t « H a + l ] - » » [ a + n - l ] ; [ a ] Q = 1 (1 .3 .2) 
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[n] = [1]„,^ = Cl-q)„/(l-q)" • • • • • • ^ J L » O « 0 y 
a + n - l x . / a^ ( q " ) . = ( a ) „ „ = ( l V ) ( l - q ' ' ' " ' ) * . - ( l - q ^ " " " ^ ) ; ( q " ) o = ^ 
n n , q 
( a j n ^ ^ j ^ 
( 1 . 3 . 4 ) 
( 1 . 3 . 5 ) 
( q a ) ^ ^ ^ ^ n ( n + l - 2 a ) / 2 ( . i ) n / ( q l - a ) ^ ( 1 . 3 . 6 ) 
(^ ^m+n = ^^ ^m ^^ ^n ( 1 . 3 . 7 ) 
n-1 (1+x)^ = ( l + x ) ( l + q x ) d + q ' x ) ; ( l + x ) ^ = 1 . . . ( 1 . 3 . 8 ) 
( l+x) = l im (1+x) 
n—> o» n 
( 1 . 3 . 9 ) 
n 
( k ) q 
[n] (q) n n 
i ( n ) . = 1 
q [k] [n-k] (q )^ (q)^_^ ' ^ q 
(1 .3 .10) 
where m and n are non-negative i n t ege r s . 
A genera l ized q-Hypergeometric function is then defined 
as 
rCt^ s [ ( a ^ ) ; ( b 3 ) ; 2 ] = ^(^^ 
n 
L(b3); J 
= 4> 
( a p 
q ; z 
(1 .3 .11) 
11 
where q i s c a l l e d the base of the d) - f u n c t i o n . When | q | < 1, 
the i n f i n i t e s e r i e s ( 1 . 3 . 1 1 ) i s a b s o l u t e l y conve rgen t for j z j < 1 . 
The d) - f u n c t i o n y i e l d s as very s p e c i a l ca ses the 
W e i e r s t r a s s ' s and J a c o b i ' s e l l i p t i c f u n c t i o n s and r e d u c e s t o 
an o r d i n a r y hyper gome t r i e f u n c t i o n F as q > 1 . 
U s u a l l y in the d e f i n i t i o n of ( 1 . 3 . 1 1 ) , z i s no t a f u n c -
t i o n of n , we may, however, take z to be a f u n c t i o n of n a l s o 
As f o r i n s t a n c e a s e r i e s of the type 
E 
n=0 
( 1 . 3 . 1 2 ) 
i s denoted by (p 
(a^,); z 
or s imply by j.(t)g(z,>v ) . 
The q-analogue of a binomial p r o d u c t , e x p o n e n t i a l 
f u n c t i o n . Sin x, Cos x, gamma f u n c t i o n and B e s s e l f u n c t i o n a r e 
g iven below: 
(x -y )^ = x^  
n=0 
[• 
l - ( y / x ) q" 
( 1 . 3 . 1 3 ) 
l - ( y / x ) q a+n 
Bas ic e x p o n e n t i a l s 
- 1 o. x^ 
e (x) = V. [ 1 -xq" ] = Z 
^ n=0 r=0 (q) , ( 1 . 3 . 1 4 ) 
12 
E (x) = (1-x) = £ 
(^,jr ^r(r-l)/2 
r=0 (q) 
(1.3.15) 
Basic trigonometric functions 
1 <>• X 
Sin^ X =— [ej ix)- .eJ- ix)] = E (-1)^ 
c( 2i ^ ^ 
2r+l 
r=0 (q) 
..(1.3.16) 
2r+l 
r ^ 
.2r 
Cos X = ^ [e (ix)+e (-ix)] = Z (-1) 
q q r=0 (q) 
(1.3.17) 
2 r 
Sin„ x = [E ( ix) -E ( - i x ) ] 
q 2 i " ^ r=0 (q) 
2r+l 
2r+l 
2r+l 
(1.3.18) 
Cosq X = ^ [Eq(ix)+Eq(-ix)] = s (-i)"" 
r=0 
r(2r-l) 
2r 
(q)2r 
(1.3.19) 
where |xj < 1. 
Basic gamma function 
a-1 
"T (x) = (l-q)<j„j^/(l-q)"'' , (a ^0 , -1 , -2 , . . . ) (1.3.20) 
Basic Bessel functions 
1 x a 
2 a+l/4 
; - x q 
1+a 2 
q » q 
(1.3.21) 
13 
X a j ( x) = — 
^ « (q) 
a 
( ; ) 0*1 
i —xV4 
q ^ " ^ 
(1 .3 .22) 
In order to formulate q -add i t ion theorem we also need to 
define the following no ta t ions (see Hahn [47 ] ) : 
Let 
f(x) = Z a_x' 
r=0 ^ 
(1 .3 .23) 
be a power s e r i e s in x. Then 
f ( [x -y ] ) = Z a_( x-y) 
r=0 ^ 
(1.3.24) 
and 
f ( - -) = I 
[x-y] r=0 ^ (x-y) 
(1.3.25) 
S t i l l another q-concept of importance i s that of 
q - i n t e g r a t i o n . Jackson [74] in 1910 f i r s t introduced t h i s 
concept as the inverse opera tor of the q-difference operator , 
v i z . , 
f(x) - f(xq) , , , 
^a X ^^""^ = ^ a ^^^^ == » 1^ 1 ^ i (1.3.26) 
' ' ' ( 1 - q ) ^ 
The q - in teg ra t ion operator was denoted by him as 
14 
- 1 1 
D ^ f (x ) = - / f ( x ) d ( x , q ) ( 1 . 3 . 2 7 ) 
^*^ (1-q) 
I t is apparent that if f is differentiable then 
df 
lim D„ ^ f(x) =— (1.3.28) 
q~»l ^*^ dx 
It was not until 1949, that an extensive and rigorous 
study of q-integration was made by Hahn [47] and later in 1951, 
by Jackson [75] who studied the fundamental properties of the 
-1 
inverse operation D^  ^ f(x) and showed that, under certain 
q , X 
conditions, the q-integral tends to the Riemann integral as 
q "• '"> 1 . 
The definite q-integrals are defined by 
/ D^  ^ f(x) d(x;q) = f (x) - f(Q) (1.3.29) 
0 ^*^ 
oo 
/ D^  ^ f(x) d(xiq) = f(oo) - f(x) (1.3.30) 
whence 
/ " f ( t ) d ( t ; q ) = A ( t ) d ( t ; q ) - / f ( t )d ( t ;q ) (1.3.31) 
X 0 0 
Correspondingly, the q-integrals can be defined by the 
relations 
15 
/ f(t)d(t;q) = x(l-q) I q'^  f (x q") (1.3.32) 
0 n=0 
/ f(t)d(t;q) = x(l-q) l^^ q-" ^ ( ^  ^-n) (1.3.33) 
/ f(t)d(t;q) = (1-q) I q*" f(q") (1.3.34) 
0 n=—» 
and so the convergence of the q-integral is determined by the 
convergence of the corresponding q-sum. 
Throughout this thesis a notation of the type (1.2.3) 
will mean 3rd equation of the 2nd article of 1st Chapter. Also 
(1.2.3-5) will mean (1.2.3), (1.2.4) and (1.2.5). 
4. MONODIFFRIC FUNCTIONS. In 1941, Isaacs [69] modified the 
concept of monogeneity and developed a theory of complex-valued 
functions defined at the points of the complex plane whose 
coordinates are integers. These points form a lattice which 
breaks up the plane into unit squares. His theory of discrete 
analytic functions is based on the following definition of 
analyticity: 
f(z+i) - f(z) __ 
f(z+l) - f(z) = , i = p i (1.4.1) 
16 
Using th i s concept of a difference quotient instead of a 
der ivat ive, Isaacs constructed a theory for functions defined 
only on the se t of Gaussian integers (points of the form 
m+in; m,n in tegers ) . This was the f i r s t attempt to devise a 
'd i sc re te analytic function theory ' . 
Isaacs [69,70] in fact defined two types of discrete 
functions. Those satisfying (1.4.1) he termed 'monodiffric 
functions of the f i r s t k ind ' . He preferred the defini t ion 
(1.4.1) to 
f(z+i) - f(2-i) 
f(z+l) - f ( z - l ) = (1.4.2) 
which he also considered. Functions satisfying (1.4.2) he 
called 'monodiffric functions of the second kind'. In each 
case the domain of definition of the function was the set of 
square lattice points - the Gaussian integers. He introduced 
concepts and theories for discrete contour integrals, residues, 
powers, polynomials and a convolution which served as an analo-
gue for multiplication of discrete functions, provided one of 
them was a polynomial Chapter II is a survey of the theory of 
monodiffric functions developed by Isaacs [69,70]. 
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5 . DISCRETE q-DIFFERENCE FUNCTIONS. Disc re te function theory 
i s concerned with a study of functions defined only a t c e r t a i n 
l a t t i c e po in t s in the complex p lane . Using ord inary-d i f fe rence 
opera tors ins tead of d e r i v a t i v e s , Isaacs [69] in 1941 introduced 
the concept of a d i s c r e t e ana ly t i c functions defined on the se t 
of Gaussian i n t e g e r s . The subject was given impetus by a number 
of mathematicians but t h e i r works were mainly in the s e t of 
Gaussian i n t e g e r s . The theory of geometric difference or q-
difference funct ions are a gene ra l i za t ion of ordinary d i f fe rences 
and c o n s t i t u t e an important branch of f i n i t e difference theory . 
In c o n t r a s t to the a r i thmet ic spacing of the Gaussian in tegers 
(f ixed d is tance between two l a t t i c e points) Harman [56,57] 
developed a theory for functions defined on a l a t t i c e with 
geometric spacing (po in t s of the form l ( + q ^ ' ^ X j + q y ) ; q 
f ixed, m, n in tegers J . ) . A d i sc re t e ana ly t i c function theory 
i s evolved which appl ies to q-difference func t ions . The p a r t i a l 
q-difference opera tors © and B are defined as fol lows: 
X y 
f(z) - f(qx,y) 
e^ [ f ( z ) ] = ~—;; (1 .5 .1 ) 
"" ( l - q ) x 
f(z) - f(x,qy) 
©„ [ f ( z ) ] = ' ; (1 .5 .2 ) 
y ( l - q ) i y 
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where f i s a d i s c r e t e func t ion . The two opera tors involve a 
basic t r i a d of poin ts denoted by T( z) = «!( x, y) ,( qx,y) ,( x,qy)J . 
If D i s a d i s c r e t e domain, then a d i s c r e t e function f i s said 
to be q -ana ly t i c a t zSD if 
©X f(z) = Oy f(z) ( 1 . 5 .3 ) 
If in add i t ion t h i s equa l i t y holds for every z D 
such t h a t T(z)GD then f i s said to be q-ana ly t i c in D. 
Thus using q-difference operators ins tead of d e r i v a t i v e s 
to define a d i s c r e t e ana ly t i c function, Harman [56,57] e s t a b l i -
shed analogues for contour i n t e g r a t i o n , Cauchy in t eg ra l theorems, 
culminating in an analogue of Cauchy*s i n t e g r a l formula. He also 
devised a d i s c r e t e ana ly t ic Continuation opera tor C defined by 
c„ = r - • ( i y ) ^ e i (1 .5 .4 ) 
^ j=0 ( l - q ) j "" 
so t h a t 
f (z) = C ^ [ f (x ,0 ) = E , " " , ( i y )^ ©^ [ f ( x , 0 ) ] . . (1 .5 .5 ) 
Y j=0 il-q;j * 
similarly, 
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~ ( l - q ) ^ 4 4 
C, [ f ( 0 , y ) ] = Z •: — ^^ ©^ E f ( 0 , y ) ] , (1 .5 .6 ) 
j=0 ( l - q ) j 
Thus the operator C enables funct ions defined on the axes to 
be continued in to the complex plane as q -ana ly t i c funct ions . 
This process ( infac t an analogue of Tay lo r ' s theorem) i s of 
fundamental importance to the development of the subsequent 
theory . 
An important problem in d i s c r e t e ana ly t i c function theory 
i s the const ruct ion of an analogue for m u l t i p l i c a t i o n . An ope-
r a t o r * i s sought such t h a t i f f ,g are two d i sc re te ana ly t ic 
funct ions , then f*g i s a l so d i s c r e t e a n a l y t i c . At the same 
time the operator * should r e t a i n many of the des i rab le algebraic 
p rope r t i e s of the c l a s s i c a l opera t ion of m u l t i p l i c a t i o n . Harman 
defined the convolution opera tor * as follows: 
(f*g){z) = Cy[f (x ,0)g(x ,0) ] 
oo (1-q)"^ . . 
= 2 ( i y ) ^ tsj [ f ( x , 0 ) g ( x , 0 ) ] (1 .5 .7) 
J=0 ( l - q ) j ^ 
Harman*s operator * p rese rves most of the important 
p rope r t i e s of the c l a s s i c a l opera t ion of m u l t i p l i c a t i o n . 
He a lso used the con t inua t ion opera tor C to derive 
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q-analogue of the function z ; n a non-negative in teger . He 
also examined the analogue of the function (z -z ^^ ^ where a 
i s an a r b i t r a r y complex number. This appears to be the f i r s t 
such analogue in d i s c r e t e a n a l y t i c function theory, and of course 
includes the case of negat ive powers. He fur ther examined d i s -
c re te polynomials in the q - a n a l y t i c theory and used the convolu-
t ion opera tor * to derive a f a c t o r i z a t i o n r e s u l t . 
Chapter I I I i s a survey of q -ana ly t i c function theory 
developed by Harman [ 5 2 - 5 7 ] . 
6. DISCRETE q-HYPERGEOMETRIC FUNCTIONS. Harman [52] defined, 
for a non-negative in teger n, a q -ana ly t ic function z^"^ to 
denote the d i s c r e t e analogue of z", s a t i s fy ing the following 
condi t ions : 
Dq [z^"^] = [n] z {n)-\ ^ r«l , ( n - l ) 
(0) 
= 1 
,(n) 
(1 .6 .1) 
= 0 , n > 1 J 
The operator C when applied to the real function x"^ , 
yields z^"'. In fact, Harman defined z^"^ by 
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S^^ =C ( x " ) ; n a non-negative in teger 
^—2L (iy)J DJ ^ (x") (1.6.2) 
j=0 ( l - q ) j ^ ' ^ 
oo 
which on s imp l i f i ca t ion , y i e lds 
^"^ = E (") x""^ ( i y ) ^ (1 .6 .3) 
Using Harman*s d i s c r e t e analogue z^"^ for the c l a s s i c a l 
funct ion z" as given by ( 1 . 6 . 3 ) , Khan [76] defined a d i s c r e t e 
(q) 
analogue of the q-Hypergeometric function ^<^^ [( a^);( b^) ;z ] 
by means of the following r e l a t i o n : 
(q) n 
r M 3 [ ( a p ; ( b ^ ) ; q , 2 ] = Cy{ (^{i^  [ ( a ^ ;(b3) ;x]} 
. ( ^ ' ^ ^ ^ n ^ ^ " ^ 
= ^ n n — (1.6.4) 
oo 
( sir.) « k 
E ^ ( U N - ( 1 . 6 . 5 ) 
n=0 lc=0 ^° - ' ' (q)n (q)k (q ' ) n+k 
Besides proving i t to be q-analy t ic he a lso discussed i t s e l e -
mentary p rope r t i e s and obtained ce r t a in e legan t transformations 
and expansion formulae but due to pauci ty of space these t r a n s -
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formations and extansions formulae have been omitted in chapter 
IV which only gives a glimpse of a new direction for research 
works to be carried further* 
7. DISCRETE FUNCTIONS ON A RADIAL LATTICE. In Chapter V a 
discrete model for analytic functions constructed by Harman [58] 
by using lattice points of the complex plane arranged in radial 
form is described. The discrete analytic functions are defined 
as solutions of a finite difference approximation to the polar 
Cauchy-Rieraann equations. The resulting discrete power z^ '^ ' 
(an analogue of z") has as a simple algebraic form (a direct 
analogue of P exp in 9 ) and has some surprising properties. 
For example every discrete polynomial Z a z^^ has a factori-
n=0 " 
zation in terms of the zeros of i t s c lass ica l counterpart 
m 
I a z and every discrete ent i re function has a power series 
n=0 " 
representation E a z^'^''. 
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II CHAPTER 
MONODIFFRIC FUNCTION THEORY 
1. INTRODUCTION. Although the calculus of finite differences 
has flourished for well over a century, there has never been a 
full development of its extension in the realm of the complex 
variable. In other words there has been no attempt made till 
1941 to construct a theory of functions of a complex variable 
which springs entirely and basically from the concept of the 
difference quotient instead of the derivative. 
In 1941, Isaacs [69] singled out a special class of 
function which have a certain uniqueness of difference quotient 
instead of the unique derivative in detail they were the functions 
whose difference quotient is the same when taken in the purely 
real and purely imaginary directions. He called these functions 
monodiffric. For this he,considered the aggregate of all func-
tions of all complex variable z = x+iy which admit of partial 
derivatives; i.e. pairs of real functions of two real variables 
such that the four partial derivatives exist. Such he called, 
with Kasner, polygenic functions of all -these functions a special 
subclass is usually singled out for study-those which leave a 
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derivative at each point independent of the direction of approach 
of the increamented point; that is those f(z) for which 
fCz+fe^®) - f(z) 
lim 
f — » 0 D e^^ 
is independent of ©. These functions, with Cauchy, he called 
monogenic. The study of the function properties that ensue 
from this restriction is so fruitfull that it constitutes a 
major branch of mathematics. Isaacs pointed out that monodi-
ffric functions form a class about as extensive as the monogenic 
functions and they are not quite but nearly as rich in properties 
or it was harder to find those properties. 
The kernel of the classic function theory are the theorems 
dealing with contour integrals and residues. He found analogous 
theorems in his work and expected them to provide a method of 
great power. In as much as his theory can be regarded as apply-
ing only to the lattice of gaussian integers results followed 
which were arithmatic in character. He hoped that if such ideas 
could be sufficiently developed they might yield a near and 
revolutionary connection between number theory and analysis. 
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2. MONODIFFRIC FUNCTIONS. The most obvious method of writing 
a polygenic function is 
f(z) - u(x,y) + iv(x,y) 
where u , v , x , y are r e a l . I t i s n a t u r a l l y des i r ab le to find a 
method s imi la r to the customary way of wr i t i ng monogenic func-
t ions as e x p l i c i t functions of z . This i s done by regarding 
z = x+iy 
"z = x- iy 
as linear transformation and performing its inverse 
1 
X = - (z+'z) 
2 
1 
y = — ( z - z ) 
2 i 
on f. The r e s u l t i n g F(z,"z) wr i t t en e x p l i c i t l y in i t s two 
arrangements i s c a l l the conjugate form off . 
D F and D F are the formal p a r t i a l de r iva t ives of F 
with r e spec t to z and "z. I t i s easy to show 
°z = ; (°x - V 
I (2.2.1) 
z 2 ^ Y 
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The d i r e c t i o n a l d e r i v a t i v e operator is 
Dg = Cos © Dj^  + Sin 0 D (2 .2 .2 ) 
In conjugate form i t i s 
D = e^® D + e " ^ D (2 .2 .3) 
^ ^ z 
obtained by s u b s t i t u t i n g ( 2 . 2 . 1 ) in to (2 .2 .2 ) ~ taken in the 
6 d i r e c t i o n i s 
[D, + e~2^^ D ]F (2 .2 .4 ) 
^ "z 
which i s independent of 0 if and only if D_ F = O, t ha t i s 
"z 
i f F i s free of z . In the non-conjugate form th i s condit ion 
i s the Cauchy-Rieraann equa t ions . I t i s c lea r t ha t for a fixed z 
and varying 0 the poin ts (2 .2 ,4 ) l i e in a c i r c l e with cent re at 
D F^ and rad ius [D__ F ] , which i s often ca l led the Kasner c i r c l e . 
z 
Keeping these in mind Isaacs [69] modified the concept of 
monogeneity and introduced the notion of a monodiffric functions. 
For this he was faced with two procedures: 
( i) He defined 
Z^^ f(z) = f(z+l) - f(z) 
^ y f(z) = f(z+i) - f(2) 
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Funct ions for which 
A f(z) = - A f (z) (2 .2 .5) 
^ i '^  
hold, he termed them as 'monodiffric functions of the first 
kind'. 
( i i ) He also defined 
f(z+l) - f ( z - l ) 
A . f(z) = 
. ^ f(z+i) - f(z-i) 
A^fC.) ^ 
Functions for which (2 .2 .5) holds with the new de f in i t ions i . e . 
one t h a t s a t i s f i e s 
f(z+i) - f ( z - l ) 
f (z+l ) - f ( z - l ) = (2 .2 .6) 
i 
he ca l l ed 'monodiffric functions of the second k ind ' . 
He kept the same nota t ion as many theorems hold for both 
types of funct ions . In case of any d i s t i n c t i o n he used the 
number ( i ) and ( i i ) to d i s t i ngu i sh the two c a s e s . 
For monodiffric functions he denoted byZi:»f(z) the 
1 . 
common value of A f ( z) and — ^  f ( z) • 
X j^  y 
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Although funct ions ( i l ) are more symmetric functions 
( i ) proved to be more useful t h i s i s because the defining 
equation ( i i ) i s r e a l l y a d i f ference equation of second order . 
The d e f i n i t i o n ( i ) involves three po in t s so r e l a t ed t h a t 
if one of them i s a, the o the r two are a+1 and a+i . The 
de f in i t i on ( i i ) involves four po in t s a+1, a - 1 , a+i, a - i . Such 
se t s of po in t s he ca l led as associa ted p o i n t s . For both types 
of function he proved the following theorems: 
THEOREM 2 . 2 . 1 . If f (z) i s monodiffric so i s ^ f ( z ) . 
THEOREM 2 . 2 . 2 . If f (z ) and g(z) are monodiffric so is 
af+bg andZ^(af+bg) = a^s^^f + b<i±kg; i . e . ^ ^ i s a l i n e a r 
opera tor . 
THEOREM 2 . 2 . 3 . Let O n ^ ^U ^" ~ ^*^f"*) ^ ^ sequence of 
monodiffric funct ions which approach a l i m i t . Then the l i m i t i s 
monodiffric; limrfi!^f^(z) e x i s t s and equals ^l^lim f ( z ) . 
As an a l t e r n a t i v e to h i s procedure Isaacs also d e a l t with 
differences with an a r b i t r a r y complex span h |: 0; when f (z) 
s a t i s f i e s 
- [ f ( z + h ) - f ( z ) ] = ~ [ f ( z + i h ) - f ( z ) ] = ^ ^ ^ f ( z ) (2 .2 .7 ) 
h ih " 
he ca l led i t h-raonodiffric. 
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Z 
THEOREM 2 . 2 . 4 . If f(2) i s monodiffric f ( - ) i s h-mbnodiffric. 
h 
By seeking the condit ions t h a t must be s a t i s f i e d separa te! ' 
by the r e a l and imaginary p a r t s of a monodiffric func t ion . Isaacs 
found t h a t h i s work pa ra l l e l ed c lose ly the common elementary 
funct ion theory . 
Eqn. (2 .2 .5) can be wr i t t en as 
(A^ + i^y) (u+iv) = 0 
^ ^ x y 
^ u = - ^ V y X 
( 2 . 2 . 8 ) 
which immediately gives 
2 2 
( A + A )u = 0 (2.2.9) 
X y 
and similarly for v. Functions satisfying (2.2.9) he termed 
as diharmonic. 
3. SUMMATION. Isaac also established procedure analogous to 
contour integration and, in a sense, an inverse of the operation 
A. 
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By a path on a bas ic l a t t i c e he meant a polygonal l i n e 
which i s the union of s ides of basic squares ( i . e . a l a t t i c e 
square where by a l a t t i c e he meant the s e t of i n t e r sec t ions of 
two perpendicular fami l i es of e q u i d i s t a n t p a r a l l e l l i n e s , both 
famil ies having the same s p a c i n g ) . 
By considering P as a path jo in ing the two l a t t i c e 
points a and b and f to be a polygenic function, he defined 
the path sum of f over P as 
I , p . f (z)Z:^2 (2 .3 .1) 
a^  ' 
and proved the following theorem: 
THEOREM 2.3,1. The path sum of a monodiffric function over a 
closed path is zero, and if the path sum of f over all closed 
paths is zero, f is monodiffric. 
Thus for monodiffric functions summation is independent 
of the path which enabled him to define what he called the inde-
finite sum of f. Choosing any fixed basic square and calling 
it Q, he pointed out that every point z is congruent to a 
point of Q which he called q(z). Then the indefinite sum of 
f(z) is 
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Sf(z) = E f(a)ZAa . 
q(z) 
S is the converse of - ^ as shown by his following theorem: 
THEOREM 2,3.2. Sf(z) is a monodiffric function of z and 
Z^[Sf(z)] = f(z). 
He called w(z) a basic periodic function if it is 
doubly periodic function with a basic square as period parallelo-
gram. 
THEOREM 2.3.3. Sf(z) is determined uniquely to within an 
arbitrary additive basic period function 
Let Sj^ fCz) and S2f(z) be two indefinite sums of 
f and 
w(z) = Sj^ fCz) - S2f(z) . 
Then 
As ^i^w = 0, we have 
( i) w(2+l) - w(z) = 0 
w( z+i) - w( z) = 0 
which shows w i s basic pteriodic, ( i i ) s im i l a r l y . 
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4. MONODIFFRIC POLYNOMIALS. In this section we will 
encounter the first explicit exhibition of monodiffric func-
tions. 
If f(z) is a polygenic polynomial, by its degree we 
mean the total degree of F(z,"z) in z and "z. The following 
theorems hold: 
THEOREM 2.4.1. If f(z) is a monodiffric polynomial of degree 
n, then it is of the form kz" + G(z,^) where k j= 0 and the 
degree of G < n. 
THEOREM 2.4.2. If f is a monodiffric polynomial of degree n, 
/C^ is of degree n-1. 
THEOREM 2.4.3. Let f(z) be a monodiffric polynomial whose 
degree is known not to exceed n > 0. Let f(0) = 0, /^{{O) = 0, 
, ^ f(0) = 0 . Then f ( z) = 0 . 
Isaacs [69] constructed a sequence of monodiffric poly-
nomials which he designated by z^  ' = 1, z^^ , z^  , 
He called them pseudo powers of z which have the following 
properties: 
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1. ZN.z^") = n z^"-^^ 
2. 0 "^^ ^ = 0 for n > 0 . 
He pointed out t h a t i f one knows z^ "^ ^ then z^ ""*" ^ must be 
(n+l)S z^" . By theorem 2 . 3 . 3 and property 2 t h i s i s unique 
to within a bas ic per iod ic function which vanishes a t zero . 
Of the funct ions so obta inable a t most one can be a polynomial 
The uniqueness of z^  ' follows by induct ion. 
THEOREM 2 . 4 . 4 . Let f (z) be a monodiffric polynomial of degree 
n . Then 
n Z^^ f(0) / .^ 
f(z) = E z^J^ (2 .4 .1 ) 
j=0 Jl 
This e s t a b l i s h e s an analogue of Taylor ' s theorem. An important 
special case i s the binomial theorem for pos i t i ve in t eg ra l n. 
(a+b)^"^ =E ( J a^^^ b^""^^ (2 .4 .2 ) 
J ^ 
which follows on applying Theorem 2.4.4 to f ( z) = (z+b) ^'^'' and 
taking z = a. 
In particular 
z^ "^  = (x+iy)^^^ =E (J x^J^iy)^"-^^ (2.4.3) 
5 -^ 
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where x^ ^^  is the value assumed by z^ '^ ' on the real axis. 
In view of two kinds of monodiffric functions it must satisfy 
1. (i) (x+l)^^^ - x^ *^ ) = n x^ "-^ ) 
(x+l)("^ - (x-l)^ "> . .n 
(ii) = n x^"^^^ 
2 
2. x^^^ = 1, O^ ""^  =0 (n = 1,2, ) 
I f the x^"^' e x i s t they are u n i q u e . 
THEOREM 2 . 4 . 5 . ( i ) x^ "^ = x ( x - l ) ( x - ( n - l ) ) 
( i i ) fo r odd n 
x^") = [ x + ( n - 2 ) ] . . . [ x + 3 ] [ x + l ] x [ x - l ] [ x - 3 ] . . . [ x - ( n - 2 ) ] ; 
for even n 
x^'^^ = [ x + ( n - 2 ) ] . . . [ x + 4 ] [ x + 2 ] x ^ [ x - 2 ] [ x - 4 ] . . . [ x - ( x - . 2 ) ] . 
On the imaginary a x i s z^" ' assumes the value ( i y ) ^ " ' ' 
which s a t i s f i e s 
(n) (n) / , \ 
, ^ ( i ( y + l ) ) - ( i y ) . . ( ^ - 1 ) 
1 . ( i ) . =n(iy) 
1 
( i ( y + l ) ) ^ " ^ - ( i ( y - l ) ) ^ " ^ ^ . „ _ ! ) 
( i i ) = n ( i y ) ^ ' ' ^ ^ 
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2. ( i y ) ( ° ) = l , C i O ) ( " > = 0 . (n = 1,2 ) 
He then exhibi ted z^  ' as fo l lows: 
THEOREM 2 . 4 . 6 . 
z(") = E ( J i - ^ x ^ ^ ^ y ( ^ J ' ) (2 .4 .4 ) 
J ^ 
where the l a s t two fac to r s are the r ea l funct ion of Theorem 2 , 4 . 5 . 
Thus he completely exh ib i t ed a l l monodiffric polynomials. 
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I I I CHAPTER 
DISCRETE GEOMETRIC FUNCTION THEORY 
1. INTRODUCTION. Geometr ic or q - d i f f e r e n c e func t i ons are a 
g e n e r a l i z a t i o n of o r d i n a r y d i f f e r e n c e s and c o n s t i t u t e an impor-
t a n t branch of f i n i t e d i f f e r e n c e t h e o r y . In t h i s c h a p t e r , an 
e x t e n s i o n of q - d i f f e r e n c e t h e o r y i n t o the rea lm of d i s c r e t e ana-
l y t i c f u n c t i o n s i s d i s c u s s e d which was o r i g i n a t e d in 1972 by 
C . J . Harman [ 5 2 ] . The c o n c e p t s of q - d i f f e r e n c e and q - i n t e g r a t i o n 
o p e r a t o r s , de f ined and deve loped by Jackson [71 ,75] Hahn [47] and 
o t h e r s , are extended i n t o t h e complex p lane compris ing l a t t i c e 
p o i n t s with unequa l , l o g a r i t h m i c s p a c i n g . A c l a s s of f unc t i ons 
( q - a n a l y t i c ) def ined on t h i s s e t i s examined, a d i s c r e t e contour 
i n t e g r a l r e s u l t s , and, u s ing t h i s , ana logues are obta ined fo r 
Cauchy i n t e g r a l theorems and h i s i n t e g r a l fo rmula . 
R e s u l t s are o u t l i n e d f o r a d i s c r e t e analogue of a n a l y t i c 
c o n t i n u a t i o n and a powerful method i s d e v i s e d f o r the c o n t i n u a t i o n 
( i n t o the d i s c r e t e p lane) of f u n c t i o n s de f ined on the a x e s . A 
convo lu t i on o p e r a t o r ensue which i s ana logous to m u l t i p l i c a t i o n 
of f u n c t i o n s in the c l a s s i c a l c o n t i n u o u s t h e o r y . I t i s shown to 
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have s ignif icant advantages over existing operators in the 
discrete analytic theory associated with ordinary-differences. 
Also, in this chapter discrete analytic theory of geo-
metric difference (or q-difference) functions i s extended to a 
consideration of f in i t e s e r i e s . Appropriate continuation and 
convolution operators are u t i l i zed to obtain the function z^ "^ -^  
(the discrete analogue of the function z"^ ) and other elementary 
functions. The convenient form of z^"' leads to certain fun-
damental r esu l t s for the representation of geometric functions 
in terms of power s e r i e s . In par t icular , suitable discrete ex-
ponential, trignometric and power functions are defined and their 
properties examined. Finally i t is shown that discrete analogues 
of Taylor's ser ies apply in the theory. 
2 . THE LATTICE. In the theory of f in i t e differences i t is 
usual to define q-difference functions on a set of points of the 
form / q"" x; n £ Z , | the set of integers . In order to construct 
a discrete analytic theory for q-difference functions of a complex 
variable, Harman [56] f e l t i t necessary to introduce a suitable 
l a t t i c e . In fact he defined such functions on a geometric l a t t i c e . 
For th is he defined the discrete plane Q"*", with respect to 
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some fixed point z^ = x^ + iy^ = (x^,y^) in the f i r s t quadrant, 
by the set of l a t t i c e points Q^  »^(q™ x^, q"y ) ; m,n£ZJ . 
Figure 1 shows a portion of Q and demonstrates that the 
discrete plane is represented by a rectangular set of l a t t i c e 
poin ts . The distance between adjacent points is not fixed, 
in contrast with the standard theories of discrete analytic 
functions. In the figure some examples of points are given; 
where 
z^ = (x^,y^),Zj^ « (qx^,y^),Z2 = (qx^,qy^),Z3 « (x^,qy^) 
Z4 - ( q " ^ ^ q y ^ ) , 2 5 = (q"^x^y^) ,26 « ( q ' ^ x ^ q - V ) 
Z7 = (x^,q"-'-y^),Zg = (qx^.q'^y^) . 
Y 
K X K X 
z x x x x x ' x ' X 6 
x x x x x ^ ' x ^ x^» 
x x x x x^2 jjZs ^^4 
X X X X X X X X 
X X X X X X X X 
X X X X X X X X 
X X X X X X X X 
"^ '- 7^^ 7777 r ~ — —*- ^ 
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Two lattice points z,» "^i+i^Q ^^ ® said to be adjacent 
if z^^^ is one of (qx^,y^), (q" x^,y^), (x^,qy^) or (xj^ ,q" y^) . 
A discrete curve C in Q , connecting z to z is denoted by 
ordered sequence 
C =<^ o'^ l V ' 
where ^ i t ^ i + i * ^ = 0 , 1 , . . . . . . n - 1 , are adjacent points of Q . 
If the poin ts are d i s t i n c t (z^ ^ z . ; i j= j) then the d i s c r e t e 
curve C i s said to be s imple . A d i s c r e t e closed curve C in 
Q i s given by a sequences <z , z , , z > where 
<z , z , , ^n-1'* ®^ simple and z = z . If the continuous 
closed curve, formed by jo in ing adjacent points of d i s c r e t e 
closed curve C, i s denoted by C, then ,C encloses c e r t a i n 
points of Q denoted by I n t ( C ) . A f i n i t e d i sc re t e domain D 
i s defined by D ='Tz; z C U Int(C)J , and in genera l , a d i s c r e t e 
domain D i s defined as a union of f i n i t e d i sc re t e domains. 
Defining a basic s e t with r e spec t to zSQ as 
S(z) = ^ ( x , y ) , ( q x , y ) , ( qx ,qy ) , (x ,qy) j , then i t follows t h a t 
a f i n i t e d i s c r e t e domain D i s a union of basic s e t s . 
3 . q-ANALYTIC FUNCTIONS. Functions defined on the points of 
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a d i s c r e t e domain D are said to be d i s c r e t e func t ions . The 
p a r t i a l q-di f ference opera tors ©x, ©y are defined as follows; 
f (z) - f(qx,y) © [ f ( z ) ] = . 
^ l-'q)x 
©Jf(z)] = 
(3 .3 .1 ) 
f(z) - f (x,qy) 
y ( i - q ) iy 
where f i s a d i s c r e t e funct ion . The two opera tors involve a 
basic t r i a d of poin ts denoted by - T( z) = "(^C x,y) , (qx,y) ( x,c[y)] . 
If D i s a d i s c r e t e domain then a d i s c r e t e function f i s said 
to be q -ana ly t i c a t zGD if 
©^f(z) = ©yf(z) (3 .3 .2) 
If in add i t ion t h i s equa l i t y holds for every z€D such t h a t 
T(z)QD then f i s said to be q-analyt ic in D. For s i m p l i c i t y , 
if a function i s q - a n a l y t i c , then a common operator © can be 
used where © = © = © . 
x y 
4 . PROPERTIES OF q-ANALYTIC FUNCTIONS. The operator L i s 
to be defined by 
Lf(z) = I f ( z ) - xf(x,qy) + i y f (qx ,y ) . (3 .4 .1 ) 
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From (3 .3 .2) f i s q -ana ly t i c in a d i s c r e t e domain D 
if and only if 
Lf(z) = 0 (3.4 .2) 
for every z€D with T ( z ) ^ D . 
Now a d i sc re t e domain D i s a union of basic se t s S. 
If 
N 
D = U S (z . ) 
i=l ^ 
then the domain D i s defined as the s e t of points z. which 
c[ i 
generate the basic s e t s , i . e . D =-I z . ,z .€» S( z . ) , i = l , 2 , . . . . N j 
where N can of course be i n f i n i t e . 
The following r e s u l t s demonstrate t h a t the c lass of 
q~analyt ic functions exh ib i t p rope r t i e s s i m i l i a r to d i f f e ren t i ab le 
func t ions . 
THEOREM 3 . 4 . 1 . If a d i sc re t e function f i s q-analyt ic in D, 
then Gf i s q-analyt ic in D . 
q 
From the de f in i t ion i t i s r e a d i l y seen tha t 0 i s a 
l i n e a r operator and hence t h a t the following theorem and coro l la ry 
hold. 
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THEOREM 3 . 4 . 2 . The c lass of q -ana ly t i c funct ions in D forms 
a vector space over the f i e l d of complex numbers. 
CX)ROLLARY 3 . 4 . 1 . The sum of a f i n i t e number of q-analyt ic 
funct ions i s q - an a l y t i c . 
The following theorem and c o r o l l a r y a lso follow readi ly 
from the preceding d e f i n i t i o n s . 
THEOREM 3 . 4 , 3 . If S^^ i s a pointwise convergent sequence of 
q -ana ly t ic functions in D with l i m i t f, then 
( i ) f i s q-analyt ic in D, and 
( i i ) lim ^fA^) =Of(z)v zGD. 
n r - > CO 
COROLLARY 3 . 4 . 2 . If 
f = Z g . j=0 -' 
i s a convergent se r i e s of d i s c r e t e funct ions g . which are 
q-ana ly t ic in D, then 
( i ) f i s q-analyt ic in D, and 
( i i ) 0f = E 0g . in D. j=0 J 
Analogues for the Cauchy-Rieman condi t ions and Laplace ' s 
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equation can be obtained. If f (z ) = u(z) + iv(z) i s a 
q-ana ly t ic function such t h a t u,v are r e a l , then 
0^ u(z) = iOy v(z) 
©^ v(z) = -i©y u(z) 
and [©^ + ( i © J 3 "(z) = 0» with a s imi l a r r e s u l t for v(z) X y 
5 . THE DISCRETE LINE INTEGRAL. The concept of q - in t eg ra t ion , 
o r ig ina ted by Jackson [71,75] i s now extended into the complex 
p lane . 
If z . and Zj+i are two adjacent poin ts of 
( q x j , y j ) , ( ^ j ' ^ V j ) ' (^" ^ j ' ^ j ^ °^ ^ ' ^ j * * ^ ' "^j^ * ^^^ d i sc re te l ine 
i n t eg ra l from z . to z._^, of a d i s c r e t e function f, is 
defined by 
•J+1 
r(Zj^.j^-Zj)f(Zj);Zj^^=(qXj,yj)or(xj,qyj) 
/ f ( 5 ) d ( q , ^ ) = 
[ - 1 - 1 • j+ l -Zj ) f (Zj+l ) ;Zj+l=(q ' ' Xj ,yj )or(xj ,q-^yj) 
(3 .5 .1) 
In general if C = <z^,Zj^, z^> i s a d i sc re te curve in D, 
then the d i sc re t e l ine i n t e g r a l from z to z along C is 
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defined as 
^n n-1 ^j+1 
/ f (H,)ci(q, l^) = E / f C ^ ) c l ( q , ^ ) (3 .5 .2 ) 
j=0 Zj 
For convenience, the d i s c r e t e l ine in t eg ra l around a d i s c r e t e 
curve C w i l l a lso be denoted as 
S f ( ; ^ ) d ( q , ? j ) . 
c 
The following elementary p roper t i e s follow r ead i ly from 
the d e f i n i t i o n of the d i s c r e t e l ine in t eg ra l 
( i ) Let C^ = <z^,z^, 2^> and C2 = <^^.z^^j^ V be 
two d i s c r e t e curve in D. If f i s a d i s c r e t e function defined 
on D, then 
S f{\ )d (q ,^ )+ S f ( ^ )cl(q,^) r S f( ^ ) d ( q , ^ ) 
where C^M:^ = <z^,z^, z^, z^^^ z^> 
( i i ) If C = <z^,Zj^, ,z^> then -C denotes the sequence 
in the reverse order <z^,z^ , ,z > and 
n n-1 ' o 
S f ( ^ ) d ( q , ^ ) = - S f ( ^ )d (q , -^ ) 
C -C 
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( i i i ) I f a d e n o t e s a s c a l a r c o n s t a n t , then 
S af( Ei ) d ( q , ^ ) = a Sf( ^ ) d ( q , ^ ) 
C C 
( i v ) I f f , g a re two d i s c r e t e f u n c t i o n s , then 
S ( f + g ) ( ' E ^ ) d ( q , ^ ) = S f ( ^ ) d ( q , l ^ ) + Sg(-?^) d( q, •^) 
c c c 
(v) I f C = <z , z , , »z >» then 
S f ( ^ ) d ( q , ^ ) | < M i 
C 
where 
M = max l f ( ^ ) 
and C- d e n o t e s the curve l e n g t h 
n-1 
oo 
( v i ) I f the s e r i e s X gAlf ) 
j=0 J 
of d i s c r e t e f u n c t i o n s g . converges un i fo rmly f o r a l l p o i n t s ' 
on a d i s c r e t e curve C, t h e n the s e r i e s may be i n t e g r a t e d term 
by term a long the curve i . e . 
S E g . ( z ) d ( q , z ) = E S g 4 ( z ) d ( q , z ) 
C j=0 J j=0 C ^ 
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( v i i ) Let CjL = <ZQ,ZJ^, z^>, C2 = <w^,w^, oi^> be 
to d i s c r e t e curves in Q . If f(z,w) i s a d i sc re t e function 
de fined for zCCj^, weC2, then 
S [S f(z ,a))d(q,z)]d(q,w) = S [S f ( z,a)) d( q,u) ]d( q,z) . 
C o C i C '^l V^Q 
6. DISCRETE INTEGRATION OF q-ANALYTIC FUNCTIONS. The d i s c r e t e 
l i n e i n t e g r a l defined in (3 .5 .2 ) i s r e l a t e d to the monodiffric 
i n t e g r a l defined by Isaacs [69] and as such as s imilar proper-
t i e s . The following theorems and c o r r o l a r i e s are q-analogues of 
I s a a c ' s r e s u l t and wi l l only be s t a t e d . 
THEOREM 3 . 6 . 1 . (Analogue of Cauchy*s and Morera 's theorem) 
A d i s c r e t e function f i s q -ana ly t i c in D if and only if the 
d i s c r e t e in t eg ra l around every d i s c r e t e c losed curve in D is 
ze ro . 
The d i sc re t e indef in i te i n t e g r a l i s defined as 
F(z) = S f ( ^ )d(q,l^ ) 
a 
where a,z belong to some d i s c r e t e domain D, a being fixed. 
THEOREM 3 . 6 . 2 . (The fundamental theorem) If f is q-analyt ic 
in D, then F( z) i s Independent of the d i s c r e t e curve from a 
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to z in D. 
COROLLARIES 3 . 6 . 1 . If f i s q - a n a l y t i c in D and 
C = <z , z ^ , , z > i s a d i s c r e t e curve in D, then 
S f ( ^ ) d ( q , ^ ) = F ( z ^ ) - F{z^) 
( I I ) If f i s q - a n a l y t i c in D, then F i s q - a n a l y t i c in D 
and OF = f. 
( i i i ) I f f i s q - a n a l y t i c and C « <z , z, ,2 > in D, 
then 
^n 
S f ( ^ )d (q , -^ ) = f ( z ^ ) - f ( z ^ ) 
z o 
( i v ) If F , , F 2 are g iven by 
F , ( z ) = S f(-5 ) d ( q , ^ ) , F^(z) = S f( l f )d (q , -H, ) , 
then F^(z) = F2(z) + W(z), where W i s an a r b i t r a r y f u n c t i o n , 
q - p e r i o d i c in each of i t s components; i . e . W(z) = W(qx,y) = W(x,qy) 
7 . AN ANALOGUE OF CAUCHY'S INTEGRAL FORMULA. In o rde r to 
develop a d i s c r e t e analogue of Cauchy's i n t e g r a l formula i t i s 
conven ien t to i n t r o d u c e the concept of a p - a n a l y t i c f u n c t i o n 
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where p = q • The (|)x, ({)y are defined by 
f(z) - f(px,y) 
( l - p ) x 
f(z) - f(x,py) 
^ ( l - p ) i y 
and a d i s c r e t e function f, defined on Q , i s said to be 
p -ana ly t i c a t z if ({)xf(z) = (|)yf (z) . This equation i s equiva-
l e n t to the r e l a t i o n B[g(z)] = 0 , where the operator B i s 
defined by 
Bg(z) = i g ( z ) - xg(x,py) + iyg(px,y) (3 .7 .1 ) 
The following de f in i t ion of a con jo in t l ine in tegra l i s 
the q-funct ion analogue of the one introduced by Isaacs [ 6 9 ] . 
If C = <z^,Zj^, ,z^> i s a d i s c r e t e curve in D, and if f 
and g are two d i sc re t e funct ions , then the conjoint l ine 
i n t e g r a l along C i s defined as 
^n n-1 ^j+i 
S (f @g)(lE, ) d ( q , ^ ) =E S (f ® g ) ( £ ) d ( q , ^ ) 
Zo j=0 Zj ^ '< 
where 
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S ( f © g ) ( ^ ) d ( q , ^ ) =, 
^J - 1 
^ ( Z j 4 . 1 - Z j ) f ( 2 j + l ) g ( Z j ) » f o r Zj^j^=(q >^j»yj) or( Xj , 
The n e x t two theorems a re q - a n a l o g u e s of monodif f r ic 
r e s u l t s g iven by Kurowski [81] and B e r z s n e y i [ 1 6 , 1 7 ] , The proc 
are s i m i l i ' a r and so are omi t ted h e r e . 
THEOREM 3 . 7 . 1 . If f i s q ~ a n a l y t i c and g i s p - a n a l y t i c in 
then 
S(f (S g)(E ) d(q,^ ) = 0 
C 
where C i s any d i s c r e t e c lo sed curve in D. 
THEOREM 3 . 7 . 2 . If D i s a f i n i t e d i s c r e t e c l o s e d curve comprj 
s ing the s e t of boundary p o i n t s of D. ( T h i s r e s u l t i s in f a d 
the q -ana logue of Green ' s I d e n t i t y ) . 
From t h i s theorem, if f i s q - a n a l y t i c on a d i s c r e t e 
domain D, t hen s ince Lf = 0 , i t f o l l ows t h a t 
S ( f © g ) ( ^ ) d ( q , ^ ) = E f ( ^ ) B a ( q E ) ( 3 . 7 . 1 ) 
C Dq 9 
A discrete function G is called a singularity functi< 
if it satisfies 
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B[G ( € , ) ] = 
. 1 ; t, = a 
where a, ^&Q ( 3 . 7 . 2 ; 
L 0 ; ^^^ a 
If such a function e x i s t s then (3 ,7 .1 ) would reduce to 
S (f ® G j ( E , ) d ( q , ^ ) = f (q-^ a) 
C ^ 
an analogue of Cauchyiintegral formula. 
The following lemma gives the general form of G whi 
3 
satisfies (3.7.2): 
THEOREM 3.7.1. Let a = (a,,a2) be a given point in Q^, 1 
G (z) = G (q"* a, jq"^  a^ ) is a discrete function in Q , given 
[ n ] aj a^ (32 + ia^ 
q 
G-(q a. ,q 32) = ^ ^— ; m 1 0, n ^  0 
(^1 - ^^>n+l (^ 2 -^  i^ l)m4-l 
0 ; a l l o ther in t ege r values irfm,n, 
1 ; z = a = (3^^,82) 
^ 0 ; z ;^  a , Z C Q 
then 
B[G^(z)] = 
By combining the result of Lemma 3.7.1 with (3.7,1) th 
following analogue of Cauchy*s Integral formula is obtained: 
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THEOREM 3 . 7 . 3 . If f i s q - a n a l y t i c in D and if Ga i s the 
s i n g u l a r i t y f u n c t i o n d e f i n e d above then 
^ f ( a ) ; a G D q 
S(f ® G q 3 ) ( ^ ) d ( q , ^ ) = \ 
*>- 0 ; o t h e r w i s e 
where C i s the d i s c r e t e c l o s e d curve e n c l o s i n g D. 
8 . DISCRETE ANALYTIC C0NTI^aJATI0^1 BOUNDARY CONDITIONS. I f 
a q - a n a l y t i c f u n c t i o n i s d e f i n e d on a s u b s e t of Q then i t 
has a unique e x t e n s i o n , as a q - a n a l y t i c f u n c t i o n , to c e r t a i n 
o t h e r p o i n t s of the d i s c r e t e p l a n e . The q - d i f f e r e n c e o p e r a t o r 
L, de f ined in ( 3 . 4 . 1 ) , i n v o l v e s the b a s i c t r i a d of p o i n t s , 
T(z) = { _ z , ( q x , y ) , ( x , q y ) j and so from ( 3 . 4 . 2 ) i t fo l lows t h a t 
i f a q - a n a l y t i c f u n c t i o n i s de f ined a t any two p o i n t s of T( z) 
then i t i s un ique ly de te rmined a t the t h i r d p o i n t . Some examp 
of c o n t i n u a t i o n from a boundary which fo l low from t h i s c o n d i t i 
are now g i v e n . 
( i ) I f a f u n c t i o n f i s d e f i n e d on the h o r i z o n t a l s e t of 
p o i n t s ^Cq"* x , y ) ; m e Z j , then i t can be un ique ly cont inued 
as a q - a n a l y t i c f u n c t i o n to a l l p o i n t s of Q below t h i s s e t 
( i . e . to a l l p o i n t s of the form {(q"* x , q " y ) ; m £Z; n = 0 , 1 , 2 
fi2 
( i i ) S imi la r ly , i f the function f i s defined on the v e r t i c a l 
se t i ( x , q " y ) ; n £ Z j , then f has a unique continuat ion as a 
q-analy t ic function to a l l po in t s of Q to the l e f t of t h i s 
se t ( i . e . , to a l l po in ts of the form 
{(q°* X, q" y ) ; n £Z; m = 0 , 1 , 2 , ] ) . 
( i i i ) If f i s defined on the s e t s { (q'" x , y ) ; mSz] and 
{ ( x , q" y ) ; n = 0 , - 1 , - 2 , . . . . j , then i t has a unique cont inua-
t ion as a q -ana ly t ic funct ion to a l l po in ts of Q . 
( iv) If f i s defined on [ (q"^ x ,y ) ; m = 0 , 1 , 2 , ] and 
•[(x, q'^y)5n = 0 , 1 , 2 , j , then f has a unique cont inuat ion 
into the rec tangula r region j{q"'"x, q"y); m = 0 , 1 , 2 , ; 
n = 0 , 1 , 2 , j . 
(v) Let D be a f i n i t e d s i c r e t e domain and f a q-analy t ic 
function defined on the se t of boundary poin ts of D (denoted by 
d(D)) . The domain D cons i s t s of a union of basic s e t s i . e . , 
a union of l a t t i c e points of the form D = {_(q"^x,q\); i € l , j ^ J j 
where I , J are se t s of i n t ege r s determined by D. 
Define m^tn^ and M^ by, 
mn = min i , np, = min j , Mr. = max ( i+ j ) 
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and (lir£2*^3 '^ ^ 
•^1 = 1 . ^ ^ x ,q^Y) ; J = n^, n ^ + 1 , ^-%J 
^ 2 = Oc[^x, q y ) ; i = n^.m^^+l, ^D""b} 
£ 3 = { ( q ^ x , q^y) ; i + j = M^^ where i = m^, m p + l , . . . .M^-n^ 
and j =nj^, "D"*"""-* »^D""b] * 
F igu re 2 i l l u s t r a t e s the above n o t a t i o n . The boundary d(D) i s 
i n d i c a t e d by the s o l i d l i n e , 4l, i s g iven by the h o r i z o n t a l s e t 
of p o i n t s between A and B, ^2 ^V "the v e r t i c a l p o i n t s between 
B and C and ^^ ^s g iven by the d i a g o n a l l i k e s e t of p o i n t s 
between A and C. If G r e p r e s e n t s t h e s u b s e t of Q bounded 
by and i n c l u d i n g li^f t^, £3 then the f o l l o w i n g theorem can 
r e a d i l y be proved by r e p e a t e d a p p l i c a t i o n of 2 . 4 . 2 . 
THEOREM 3 . 8 . 1 . If a q - a n a l y t i c f u n c t i o n f i s defined on the 
boundary d(D) of some f i n i t e d i s c r e t e domain D, then t he re 
e x i s t s a unique q - a n a l y t i c f u n c t i o n g, d e f i n e d on G, such t h a t 
f = g on d(D) . 
Ax->-x---* 
^4 
•iy 
- X 
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9 . CONTINUATION FROM THE AXIS. The d i s c r e t e plane Q^  i s 
now to be ex tended to i n c l u d e c e r t a i n p o i n t s on the a x e s . If 
(x ,y ) i s the f ixed p o i n t s from which t h e l a t t i c e Q i s 
d e f i n e d , then the s e t s X,Y a re d e f i n e d by X = \ ( q°^ x , 0 ) ; m e z j , 
Y = {^(0, q"^  y ) ; n € . Z j . The ex tended d i s c r e t e plane Q i s then 
de f ined as 
Q = Q^ UXUY ( 3 . 9 . 1 ) 
The discrete rectangular domain R is defined by 
R^ = {(q'" x', q"^  y'); m =0,1,2, ; n =0,1,2,.....} 
and if X"^ , Y"^  are de f ined by X"^  = {(q '" x ' , 0 ) ; m = 0 , 1 , 2 , . . . } , 
Y = { ( 0 , q*^  y ) ; n = 0 , 1 , 2 , jr , then the extended r e c t a n g u l a r 
domain R i s def ined as 
R = R-'- UX"*" UY"^  , ( 3 . 9 . 2 ) 
D i s c r e t e f u n c t i o n s can now be de f ined on X,Y. The v a l u e s 
on the axes of a d i s c r e t e f u n c t i o n f de f ined on R , are given 
by 
f ( x , 0 ) = l im f ( x , q" y ' ) , f ( 0 , y ) = l im f(q'^ x ' , y ) 
n~~> <» m • > oo 
where ( x , y ) € R . A l t e r n a t i v e l y t h i s can be expressed as 
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f ( x , 0 ) = l im f ( x , y ) 
y—>o 
( 3 . 9 . 3 ) 
f (0 ,y ) = lim f(x ,y) 
X—i>0 
where (x,y)6^R . 
The de f in i t i on of q -ana ly t i c funct ions given in (3 .3 .2) 
i s now extended to include funct ions defined on the axes X,Y. 
A funct ion f i s said to be q~analytic on X if the l im i t in 
(3 .9 .3 ) e x i s t s for each x such t h a t (x,0)ex"*", and if 
lim G f(x ,y) = G f ( x , 0 ) ; ( x ,y )e .R ' (3 .9 .4) 
y—>0 ^ ^ 
S imi l a r ly , f i s q-analyt ic on Y"*" if the l i m i t in (3 .9 .3) 
e x i s t s and if 
lim G f (x ,y) = 0 ( 0 , y ) ; ( x , y ) e R ^ (3 .9 .5) 
x—»0 ^ ^ 
If f i s q -ana ly t ic in R"'- and if ( 3 . 9 . 4 ) , (3 .9 .5) hold then 
f i s said to be q-analyt ic in R. This d e f i n i t i o n can of course 
be extended to Q1 g^d Q» ^^^ ^°^ ^^^ p resent purposes the above 
s u f f i c e s . 
The q-difference operator of order j i s defined by 
G^[f(z)] = G [ G J - l f ( z ) ] ; G°[f (z) ] = f ( z ) ; J = 0 , 1 , 2 
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Analytic functions of a continuous complex va r i ab le have d e r i -
va t ives of a l l orders and a corresponding r e s u l t i s t rue for 
q -ana ly t i c functions defined on R, as fo l lows: 
THEOREM 3 . 9 . 1 . If f i s q - ana ly t i c in R, then, 
( i ) for z e R , Oyf(z) and 0;^f(z) e x i s t and are q-analyt ic 
X y 
for j = 0 ,1 ,2 ( i i ) for (x ,0 )ex '* ' , lira G^f(x,y) and 
r->o y 
0^f(x ,0) e x i s t and are q - a n a l y t i c , and ( i i ) for (0,y)eY'*", 
lim 6:;f(x,y) and lim 0^f(O,y) e x i s t and are q - ana ly t i c . 
X—>o ^ y—>0 ^ 
A method i s now derived whereby funct ions defined on the 
axes can be continued into the d i s c r e t e plane as q-analyt ic 
func t ions . 
If f i s q-analyt ic in R, then for z e R , i t follows 
from (3 .3 .2) t ha t 
f{z) - f (x ,qy) 
© ,^ f ( z ) = ©V ^ (^^ = ( 3 . 9 . 6 ) 
^ y ( l - q ) i y 
Hence f(x,qy) = f ( x , y ) - (1-q) iy 0 f( x,y) 
= ( l - ( l - q ) i y 0^) f ( x , y ) , 
and in genera l , using the no ta t ion of ( 1 .3 .8 ) 
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f ( x , q"y) = ( l > ( l - q ) i y e^)j^ f ( x , y ) . 
Since f i s q -ana ly t ic in R, i t fol lows from (3 .9 .4) tha t 
lim f ( x , q " y) = f (x ,0) e x i s t s and so , 
n—^ 
f (x ,0 ) = ( l - ( l - q ) i y 0^ )^ f (x ,y) 
Assuming for the moment the formal symbolic methods 
can be used 
-1 
f(x,y) = (l-(l-q)iy e^) f(x,0) (3.9.7) 
X »• 
Now a well known r e s u l t from q-d i f fe rence theory i s the 
s e r i e s expansion for the function ( l - a ) " given by 
oo 
a < 1 , 
j=0 ( l - q ) j 
(See for example Hahn [ 4 7 ] ) . Applying t h i s to (3 .9 .7) gives 
« (1-q)^ ^ ^ 
f(x.y) = [ z (iy)^ eJ] f(x,o) 
j=0 ( l - q ) j "" 
oo ( i y ) ^ . 
= ^ -TTTT ©V ^('^^O) ( 3 . 9 . 8 ) 
j=0 [ j J l "^  
Where [ j ] | i s defined by (1 .3 .3) and 9^ f (x ,0 ) e x i s t s by theorem 
( 3 . 9 . 1 ) . 
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The methods used here in at tempting to solve equation 
(3 .9 .6) have of course been formal symbolic ones . I t remains 
to be ve r i f i ed tha t f ( x , y ) , as given by ( 3 . 9 . 8 ) , in f ac t 
r epresen t s a solut ion of ( 3 . 9 . 6 ) when the s e r i e s converges. 
THEOREM 3 . 9 . 2 . If f (z) given by 
f (x ,y ) = z --T-Tr- ®; ^(^tO) 
» 
i s convergent for each z = (x ,y) in some rec tangular domain 
R , then f i s q -ana ly t ic in R , and hence s a t i s f i e s Equation 
(3 .9 .6) . 
In f a c t more than the above i s t r u e . The se r ies r ep re -
sen ta t ion of f i s also q - ana ly t i c on X . 
THEOREM 3 . 9 . 3 . If the s e r i e s (3 .9 .8 ) i s convergent in R^, 
then 
lim f (x ,y) = f ( x , 0 ) and lim © f (x ,y ) =© f ( x , 0 ) . 
y-*0 Y-^ 0 ^ 
From the above then i t i s c l ea r t h a t functions defined 
on the X-axis can be continued (under condi t ions of convergence) 
into q -ana ly t ic functions defined on Q , by means of the operator 
Cy, where 
oo 
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•^ ( i y ) -? 
r = Z 0J ( 3 . 9 . 9 ) 
^ J=o [j]l ^ 
The funct ion f, given by 
f(z) = C y [ f ( X , 0 ) ] 
CO ( i y ) ^ . 
= 2 7 ~ T - ®;[^(x»0] (3.9.10) 
j=o [jll ^ 
is called the q-analytic continuation of f(x,0) into a q-analytic 
function f defined at the point z = (x,y)CQ • 
Similarly i t can be shown that 
CO xJ 
C J f ( 0 , y ) ] = E T-r- ©;J[f(0,y)] (3.9.11) 
represents the q-analytic continuation from the y-axis. 
In a r t i c l e 12, the operator C will be used to construct 
discrete analytic analogues of elementary functions. I t can also 
be used to define an analogue for mult ipl icat ion, but before 
doing so, some fundamental properties of are noted. 
( i ) If k is a scalar constant then C (k) = k 
( i i ) Cy[kf(x,0)] = k Cy[f(x,0)] 
( i i i ) If Cy[ f (x ,0 ) ] , Cy[g(x,0)] exis ts then 
C [ f (x ,0) ] +C [g(x,0)] = Cy[f(x,0) + g ( x , 0 ) ] . 
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( iv) If f (x,0) —> f (x ,0 ) pointwise and the se r i e s 
r ep resen ta t ion of C y [ f ^ ( x , 0 ) ] i s uniformly convergent in n, 
then 
lim CJfJx^O)] = CJf(x,0)] 
r>—^ to ^ ^ 
(v) I t i s i n t e r e s t i n g to note t h a t C y [ f ( x , 0 ) ] may be 
regarded as the q-analogue of the Taylor s e r i e s expansion of an 
ana ly t i c function about a po in t on the x - a x i s . This can be 
ve r i f i ed by noting tha t 
lim [ j ] l = j | and lim ©^ f (x ,0) =f^^\x,0). 
cr-> 1 q—^1 
10. MULTIPLICATION OF q-ANALYTIC FUNCTIONS. If two q-analyt ic 
functions are mul t ip l ied in the usual way, the r e s u l t a n t function 
i s not in general q - a n a l y t i c . This i t i s des i rable to devise an 
a l t e r n a t i v e operat ion, analogous to m u l t i p l i c a t i o n , which r e t a i n s 
many of the usual a lgebraic p r o p e r t i e s of the c l a s s i ca l mul t i -
p l i e r of functions of a continuous v a r i a b l e . 
In f ac t if two q-ana ly t i c funct ions f and g are mul t i -
p l i ed , and the r e s u l t a n t fg i s q - a n a l y t i c , then i t can read i ly 
be shown t h a t e i t h e r f (z) = f (qx,y) = f (x ,qy) or 
g(z) = g(qx,y) = g(x,qy) . 
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An analogue for m u l t i p l i c a t i o n of q-analyt ic functions 
can be defined as fo l lows. Let R denote a d i sc re te rec tangular 
domain and X"*^  the corresponding po in t s on the x-axis (see 
1 ( 3 . 9 . 1 ) ) . If the d i s c r e t e funct ions f ,g are q-analyt ic in R 
and defined on X , then the convolution operator • i s defined 
by 
~ ( i y ) ^ . ( f*g) (z) = Cdf^^f^)9i^fO)'\ =E - - - - - e i [ f ( x , 0 ) g ( x , 0 ) ] 
^ j=0 [ j ] l 
(3 .10.1) 
for a l l z S R such t h a t the s e r i e s converges. 
In some r e spec t s , the method used above to obtain • i s 
s imi lar to the approach of Kurowski [81] who defined a m u l t i p l i -
cat ive operator for monodiffric func t ions . However, h is operator 
re ta ined ne i the r the commutative nor the assoc ia t ive law. I t i s 
now to be shown tha t * has most of the p rope r t i e s expected of a 
mu l t i p l i c a t i ve operator and i n f a c t i t forms, with addi t ion, an 
in teg ra l domain over a wide c l a s s of q -ana ly t i c funct ions. 
For convenience i t i s assumed t h a t the functions under 
considera t ion are q-ana ly t ic in a d i s c r e t e rectangular region R 
given by ( 3 . 9 . 2 ) . If in add i t ion the q-ana ly t ic function f has 
a convergent representa t ion 
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f(z) = CSfix.O)] = E -—~- Ol f(x,0) 
» 
for a l l z e R , then f i s sa id to belong to the c lass A. If the 
s e r i e s converges absolu te ly , f i s said to belong to the c lass B. 
The following fundamental p r o p e r t i e s of * can read i ly be 
e s t a b l i s h e d . 
( i ) If f ,gGA then ( f*g)(z) = (g*f ) (z ) 
( i i ) If f , g , h e A then 
[f*(g+h)](z) = ( f*g)(z) + ( f*h) (z ) 
provided f*g and f*h e x i s t , 
( i i i ) If f , g , h e A then 
[(f*g)*h3(z) = ( f»(g*h)] (z) 
provided (f*g)*h e x i s t s . 
( iv) If I (z) i s the i d e n t i t y funct ion for a l l z eR and 
if f e A , then ( f»I ) (z ) = f ( z ) , s i m i l a r l y if k(z) i s the 
constant function lc(z) = k; z e R , then ( f*k) (z ) = kf (z) . 
(v) If f , g e A such tha t ( f*g) (z) = 0 for a l l Z€.R 
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and by the i d e n t i t y theorem for the power s e r i e s in y, the case 
j = 0 leads to f ( x,0) g(x,0) = 0 . Hence e i t h e r f ( x,0) = 0 or 
g(x,0) = 0 and for f (x ,0) i t fol lows t h a t 
CO ( i y ) ^ . 
f (z) = C v t f ( x , 0 ) = E 7 - 7 7 - ®x^*^^ = ° * 
So for q-analy t ic funct ions of c l a s s A, the operator * has 
no non-zero d iv i so r s of ze ro . 
In the above p roper t i es i t was assumed t h a t q-analyt ic 
funct ions f and g belong to the c l a s s A, which implies the 
exis tence of Cyf(x»0) and Cyg(x,0) in R. However th i s 
condit ion does not necessa r i ly guarantee the exis tence of 
( f * g ) ( z ) . The operator • i s i n f ac t closed for functions of 
c l a s s B for which the following lemma i s requi red : 
LEtmk 3 . 1 0 . 1 . el = q^^ QI , where x, = q^ x. 
X X I J. 
THEOREM 3 . 1 0 . 1 . If f , g ^ B then (f * g ) S B . 
I t has been shown then t h a t with r e s p e c t to the convolution 
operator * an ordinary addi t ion +, the c l a s s B of q-analyt ic func-
t ions i s c losed, commutative, d i s t r i b u t i v e , a s soc i a t ive , has an 
i d e n t i t y and has no non-zero d iv i so r of z e ro . Hence the followinc 
has been demonstrated. 
i}5 
THEOREM 3.10.2. The algebraic system {B, +, * j is an integral 
domain. 
THEOREM 3.10.3, If f,g6B, then 
e''[(f*g)(z)] = I [ J a^ *^^ -"^  [e^f(z)]*[©""S(q'' z)]. 
k=0 '^  ^ 
Of insnediate consequence i s a formula for in tegra t ion by p a r t s . 
COROLLARY 3 . 1 0 . 1 . If f , g G B ; a , b , z 6 R , then 
S [ f ( z ) * © ( z ) ] d ( q , z ) = [ f ( z )*g (z ) ]g -S[g (qz )*©f(z ) ]d (q , z ) . 
a ^ a 
From the preceding p r o p e r t i e s of the convolution * i t has 
been seen t h a t a close analogy with ordinary mul t ip l i ca t ion i s 
evident . 
11 . DISCRETE POWERS. The development of a study of power 
se r i e s r ep re sen t a t i ons for d i s c r e t e ana ly t i c functions has been 
hampered by the d i f f i c u l t y in obtaining a convenient analogue of 
the function z" . A formula has been found by Meredov [89 ] , but 
i t is r a the r complicated for e x p l i c i t u se . Isaacs [69] defined a 
monodiffric analogue of z"^  and found c e r t a i n r e s u l t s for poly-
nomial and power s e r i e s . A d i s c r e t e analogue z^ "^ ^ of the 
c l a s s i ca l function z i s now obtained for the q-analyt ic 
D' 
function theory and is shown to have concise properties which 
lead to important applicat ions. 
In a r t i c l e 10, the operator d has been used to define 
the mult ipl icat ive operator * by means of a continuation from 
the real axis into the discrete plane Q . A similar is now 
being used to define z^  for non-negative integers n. 
The operator Gx has the property ^yj<'^^) = [nlx"^"^ 
(see (1.3.1) (3.3.1)) and a q-analytic function Z^ "^ ^ will 
denote the discrete analogue of z"^  if i t sa t i s f ies the 
condition: ( i ) 0^(z^"b = t n ] z ^ " " ^ \ ( i i ) z^°^ = 1 
( i i i ) 0^"^ = 0, n 1 1. 
In fact z^"^ (n a non-negative integer) is to be 
defined by : 
.^-) = C „ ( x " ) = ? | ^ e J ( x " ) 
and since 
n-j+1 n-i+2 n n-i 
n - q ) ( l -q ) ( l -q")x" ^ ; j m 
0: J > n 
i t follows that 
G7 
n n 
z^"^ = I [ J . ( i y ) ^ x"-^ j=o J ^ 
= / ! o ^ J ^ q ' < ^ ' ^ ^ ' " ' ^ < " " " C " ] q = [ n - j ] q ' 
Since 0 i s a l i n e a r operator i t follows t h a t 
9 2^"^ = I [ V o ( x ' ^ ^ ) ( i y ) J 
= V [ J ^ [n - j ] x" - J -^ ( iy ) J 
j=0 ^ ^ 
(1-q) j=0 J ^ 
S imi la r ly O^z^'^^ = [nlz^"^'^^ and so z^  "^ i s q-analyt ic 
(9 z^"^ = 9 z^"^) and s a t i s f i e s condit ion ( i) above. X y 
condit ion ( i i ) and ( i i i ) are t r i v i a l l y s a t i s f i e d and hence the 
function z^" ' i s an appropriate d i s c r e t e analogue of z" .^ 
Since 
n n 
lim [ J = ( J 
q—>1 •' ^ ^ 
and from the f a c t t h a t 
08 
n n 
i t follows t h a t the expression for z^"^ given in (3.11.1) i s 
remarkably s imi la r to the binomial expansion for z = (x+iy) . 
lira 
cr^i 
bears a c loser resemblance to z than the monodiffric 
Note a l s o , z^" '^ = z"^. In many r e s p e c t the function z^ "^ ^ 
analogue considered by Isaacs [ 6 9 ] . 
I t i s a l so i n t e r e s t i n g to note the s i m i l a r i t y between 
z^" '^ and the function (x+iy) ' which i s given by: 
( x+iy) ^ = ( x+iy) ( x+iqy) ( x+iq^'-'-y) 
n n 
," ["] -J(J-l)/2 ,n-J(,y)J 
f ) 
An important property of the funct ion z i s tha t the 
addi t ive law for indices holds with r e s p e c t to the convolution 
operator * . In f ac t if m,n are non-negative in tege r s , then by 
(3 .10 .1) 
^(m) » , (n ) ^ Cy[(x,0)^'"> (x ,0 ) ( "> ] 
By the definition of z^"^, it follows that (x.O)^"*^ = x'", 
and hence 
2,(m)» ^(n) ^ (^^[xV] = Cy[x"»-^ "] = z^'^^^^ 
G9 
The following additional properties are noted without 
proof: 
(a ) l im . z^"^ = 0 
z—»0, zCG, 
/ V z (n-l) z (n-1) 
(b) z^^^ = l im t S ^ d ( q , ^ ) = S E, ^ ( q , ? ) ; 
^0~-^0'^0^®^ ^o ° 
(c) ( Xz)^"^ = A z ; 
(d) l im z^"^ = 0 i f and only i f || z | | < 1 , 
n—>oo 
and 
l im | z ^ " ^ | = CO if and on ly i f |1 z 1| > 1; 
nr—> oo 
where 
11 z II = max { i x U l y l j ; z S Q ^ . 
A d i s c r e t e analogue of the f u n c t i o n ( z - z ^ ) i s of course 
n e c e s s a r y i f power s e r i e s e x p a n s i o n s about a r b i t r a r y p o i n t s in 
the p lane a re to be c o n s i d e r e d . The q-ana logue ( z - z ) ^ " , 
z eQ-^, can be def ined by: 
n n ( z - z ^ ) ^ " ^ = I [ j ] q ( x - x ^ ) ^ , j i ^ (Y-Yo) j i ( 3 .11 .2 ) 
and i t can be r e a d i l y v e r i f i e d t h a t t h i s f u n c t i o n i s q - a n a l y t i c 
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and s a t i s f i e s : 
( i ) O(z-z^)^'^^ = [ n ] ( z - 2 ^ ) ^ " - ^ ^ ( i i ) (z-z^)^°^ = 1 ; and 
( i i i ) 0 "^^ ^ = 0 , n ^ 1 . 
It is clear that (z-z ^ "^^ ^ is consistent with the 
definition of z^  "^^ to which it reduces when z = 0 . Also; 
lim (z-z^)(^^ = (^ -^ o)''-
It may be noted that unlike the case of z , the 
operator * does not in general preserve the property of 
addition of indices for discrete powers (z-z )^'^'^. However, if 
z is purely real or imaginary, it follows that: 
(z-zj(n^) * (z-q'^zj^") = (z-zj'"^". 
For example, if z = x ; x r e a l , then 
^-^o)^"^ = 5^^  [" ] , (x.x^),.j(iy)^ 
. ^ - , , , - ( i y ) ^ © i (x-x^) 
o' n 
Cyt(x-Xo)„] 
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Hence 
( z - x , ) ( - ) - ( z - q % ) ( " ) = C y [ ( x - x ^ ) J x - q % ) ^ ] 
^y^^^-^o^m+n^ = ^ ^ ' ^ o ^ 
(m+n) 
Analogue f o r t h e case of a r b i t r a r y exponen ts involve i n f i n i t e 
s e r i e s and a re t r e a t e d in S e c t i o n 1 3 . 
1 2 . DISCRETE EXPONENTIAL AND TRIGONOMETRIC FUNCTIONS. In the 
monodi f f r i c t h e o r y , I s a a c s [69] o b t a i n e d as an analogue of the 
e x p o n e n t i a l f u n c t i o n the f u n c t i o n 2 ( 1 + i ) ^ which s a t i s f i e s 
the m o n o d i f f r i c e q u a t i o n ^ f ( z) = f ( z ) . Duff in [32] de r ived a 
s i m i l a r f u n c t i o n 3^ ^ { ( 2 + i ) / ( a - i ) ] which s a t i s f i e s ^^ f ( z) = f ( z 
fo r d i s c r e t e a n a l y t i c f u n c t i o n s of the second k ind . Apar t from 
a few simple p r o p e r t i e s , a very l i m i t e d s tudy has been made of 
these f u n c t i o n s . 
In t h i s s e c t i o n a q - a n a l y t i c f u n c t i o n e ( z ) i s def ined 
( t h e ana logue of e ^ ) ; a r e c i p r o c a l f u n c t i o n E(z) i s de r ived 
such t h a t e ( z ) * E ( z ) = 1 , and us ing these two f u n c t i o n s r e s u l t s 
are o b t a i n e d f o r q -ana logues of t r i g o n o m e t r i c f u n c t i o n s and 
i d e n t i t i e s . 
The f u n c t i o n e^ C^ x) def ined by: 
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1 \_^ 
n, a non-negative in t ege r , 
= ^ '—7- ; Ix j < 1 , 
j=0 ( l - q ) j 
has been s tudied by Hahn [47] and has the p roper t i e s 
©v ®«(x) = e^(x) and lim e^ f ( l - q ) x } = e'^. 
X q q ^ j_^ l q 
The function e(z) i s to be defined by: 
e(z) = C y e ^ { ( l - q ) x j . 
Hence 
CO ( 1 - q ) ' ' ^ 
e(z) = C J 2 r - x'^]; | x | < l / ( l - q ) , 
y k=0 (1-q)^ 
« ( i y ) ^ . , « (1 -q ) ' ' k 
= E QI [ Z x*^  ] 
j=0 [ j ] l "" k=0 (1-q) 
and so by co ro l l a ry 3 .4 .2 i t follows t h a t 
~ ^^y^^ " ( l - q ) ^ " ^ , k-i+1 k-i 
e(z) = E -T-T7- ^ • d - q ' ' ^ ' ^ ^ ) . x'^-J 
j=0 [ J ] / k=0 (1 -q )^ J 
( i y ) ^ CO x*^  
~ j=0 [ j ] l k=0 [k]l 
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the two s e r i e s being abso lu te ly convergent i f 
|xl < l / ( l - q ) and | y | < l / ( l - q ) . Hence; 
e(z) = e q { ( l - q ) i y ] B^{il^q)x} . 
For values of x,y ou ts ide the domain of convergence, 
e(z) can be expressed using the ana ly t i c cont inuat ion form 
for e t q 
e(z ) = 
( l - ( l - q ) x ) ^ ( l - ( l - q ) i y ) ^ 
The following theorem j u s t i f i e s the de f in i t i on of e ( z ) . 
THEOREM 3 . 1 2 . 1 . The function e(z) i s q - ana ly t i c ; i t s a t i s f i e s 
0 e(z) = e(z) and in fac t for || z i < l / ( l - q ) 
oo Z 
e (z ) = Z 
k=0 [ j ] l 
Convergence of the above s e r i e s for e(z) i s r e s t r i c t e d 
to the region |1 z || < l / ( l - q ) whereas e^ i s e n t i r e . However 
for q close to uni ty the r e s t r i c t i o n becomes l e s s important . 
Note also t h a t lim e(z) = e . 
qr-» 1 
The function Eq( x) i s defined by l /eq( x) (see Hahn [47]) 
and if the q -ana ly t i c funct ion E i s defined by 
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E(z) = C ^ [ E q { ( l - q ) x } ] 
if follows t h a t 
(e*E)(z) « Cy[e (x ,0 )E(x ,0 ) ] 
= C„[eq { ( l - q ) x } E q { ( l - q ) x 3 ] 
= Cy( l ) = 1 
Hence with respect to the operator •» E and e are 
reciprocal functions. 
The series expansion for Eq(x) is given by 
Eq(x) = I (-1)'' ql^ (l«-l)/2 (see Hahn [47]) 
k=0 [ k]\ 
where the s e r i e s converges for a l l x. By means of rearrangement 
of s e r i e s techniques-s imi lar to ones used in finding the se r i e s 
r ep re sen ta t ion of e ( z ) , i t can be r e a d i l y shown tha t 
E(z) = E (-l)J J(J-l)/2 
j=0 [j]) 
the series being convergent for all z. 
The analogues of sine and cosine can be defined as: 
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1 
s (z ) = -— [ e ( i z ) - e ( - i z ) ] 
2 i 
= z ( - i ) J r—TT » M < i / ( i - q ) , 
j=0 [2j+l]l 
and 
C(z) = - [ e ( i z ) + e ( - i z ) ] 
2 
^ ( 2 j ) 
= r (-l)J ^-— II zll < l/(l-q) 
j=0 [ 2 j ] | 
and i t can be v e r i f i e d t h a t s( z) and c ( z ) a re q - a n a l y t i c 
and s a t i s f y the q - d i f f e r e n c e e q u a t i o n 
0^ f ( z ) « - f ( z ) 
A l t e r n a t i v e l y , d i s c r e t e ana logues of s ine and cos ine 
can be de f ined by, 
1 
S(z) = — ( E { - i z ) - E ( i z ) ] 
2 i 
, ( 2 j + l ) 
? ( - l ) J qJ^2j>l) 
and 
j=0 [ 2 j + l ] 
1 
C(z) = - [ E ( i z ) + E ( - i z ) ] 
2 
5=0 [ 2 j ] | 
76 
It follows that S(z) and C(z) are q-analytic and are 
solutions of the q-difference equation 
9^f(z) = -qf(q^z) 
The following t r igonometr ic i d e n t i t i e s can read i ly be 
v e r i f i e d : 
(C X c ) ( z ) + (S X s) ( z ) = 1 
(C * s ) ( z ) - (S • c ) ( z ) = 0 . 
Also from the above d e f i n i t i o n s i t i s c l e a r t ha t in the l im i t 
as q -—» 1; e(z) > e^-, E(z)—> ^"^-^ s (z) and S(z) —> Sin z; 
C(z) and C(z) —> Cos z. 
13 . THE DISCRETE FUNCTIONS ( z - z ^ ) ^ ^ ' . Discre te analogues of 
(a) the funct ion z^ ' where a i s an a r b i t r a r y constant have been 
d i f f i c u l t to f ind . In [53] and [54] the author examined the 
monodiffric function z^^' and ou t l ined c e r t a i n r e s u l t s . In 
q-dif ference theory the function (x~>^o^a ^^ defined by 
(x-^o 'a = X ^ — = — 
(l-q« x„/x)^ 
and sa t is f ies ©v(x-x^)= = [a] (x-x;^^ , . 
defined hereby: 
77 
C a) 1 
The d i s c r e t e function (z-z^)^ , z S Q is to be 
(z-Zo) (a) _ r / ^ ^j s (.)„ i'(y-yJ. (x-x )^ j=o J'q o^ j V — o ^ ( a - j ) 
where a i s an a r b i t r a r y sca la r c o n s t a n t . I t can read i ly be 
shown t h a t t h i s se r i e s converges abso lu te ly for a l l zSQ 
such t h a t y < jx | . Moreover the funct ion f i s q-analy t ic 
in the region of convergence and s a t i s f i e s the requirements: 
( i ) O(z-z^)^^) = [ a ] ( 2 - z ^ ) ^ ^ ^ ^ ( i i ) (z-z^)(^> = 1 ; 
( i i i ) 0^^^ = 0 , a > 0 . 
Hence the function i s a q -ana ly t i c analogue of (z -z )^ 
and furthermore in the special case where a i s a non-negative 
i n t ege r , the s e r i e s reduces to the one given in [ 3 . 1 1 . 2 ] . Also, 
since 
lim ( J q = ^ ^ 
a-1 
and lim (x-x^)^_^. = (x-x^) 
i t follows t h a t 
l i m ( z - 2 ^ ) ^ ^ ^ = ( z - 2 ) ^ 
cr—» 1 
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14. SERIES REPRESENTATION OF q-ANALYTIC FUNCTIONS. An 
analogue of T a y l o r ' s s e r i e s i s now d e r i v e d fo r q - a n a l y t i c 
f u n c t i o n s . 
THEOREM 3 . 1 4 . 1 . If f i s q - a n a l y t i c i n a d i s c r e t e r e c t a n g u l a r 
domain R^, then fo r any z ^ R , 
f ( z ) = ^ — T - r . — (z-2^) ( j ) j=o [ j ] / • ^ 
fo r a l l z in the s e t A d e f i n e d by 
A = {(q"* XQ, q"^  y ^ ) ; m 1 0 , n >^  O ] . 
A more g e n e r a l theorem i s now s t a t e d . 
THEOREM 3 . 1 4 . 2 . If f i s q - a n a l y t i c in some r e c t a n g u l a r domain 
R which i n c l u d e s the s e t A, then 
0 ^ [ f ( z ^ ) ] 
f ( z ) = I — — ( z - z ^ ) ^ ^ ^ 
fo r any zCR for which the s e r i e s converges a b s o l u t e l y . 
The case z^ = 0 r a i s e s sp5ecial p rob lems . To inc lude 
the p o i n t z = ( 0 , 0 ) ex tend t h e d e f i n i t i o n of R (from ( 2 . 9 . 2 ) ) 
to R as f o l l o w s : • 
0 
9 
R^ = R U ( 0 , 0 ) . 
o 
A d i s c r e t e function f i s said to be q-analyt ic on R^ 
if i t i s q -ana ly t i c on R and if in addi t ion 
0^f(O) = lim ©^[f(z)] (3 .14.1) 
(x,y)—> (0 ,0) 
ex is ts . 
Under ce r t a in condi t ions a d i s c r e t e Maclaurin 's se r i e s 
can be shown to represen t a q -ana ly t i c funct ion, provided 
convergence condi t ions are met. For example the following 
r e s u l t can be demonstrated. 
THEOREM 3 . 1 4 . 3 . Let f be q -ana ly t i c in R^* If in addit ion 
f (z) = C y [ f ( x , 0 ) ] = C y [ f ( x , 0 ) ] = C ^ [ f ( 0 , y ) ] , the se r ies 
r ep re sen t a t i ons of C , C being uniformly and absolutely 
y X 
convergent in R , then i t follows tha t 
: ! ^ , ( j ) f (z) = E z 
j=0 [ j ] l 
where the s e r i e s converges abso lu te ly for a l l zGR • 
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IV CHAPTER 
DISCRETE q-HYPERGEOM£TRIC FUNCTIONS 
n 
1. INTROIXICTION. The function z is of basic importance 
in complex analysis since its use in infinite series leads to 
the Weierstrassian concept of an analytic function. It is 
n 
des i r ab le then to obtain a d i s c r e t e ana ly t i c analogue of z 
and use i t to expand d i sc re te functions in power s e r i e s . 
The e a r l i e r notable at tempts in t h i s d i r e c t i o n are due 
to Duff in [ 3 2 ] , Duff in and Peterson [38] and Isaacs [ 6 9 ] . 
In 1972, Harman [52] in his doc tora l t hes i s defined, for 
(n) 
a non-negative in teger n, a q-analyt ic funct ion z to denote 
n 
the d i s c r e t e analogue of z , if i t s a t i s f i e s the following 
cond i t ions : 
(n) Cl-q") (n-1) 
D [z ] = '•— z 
^ (1-q) 
z^°^ = 1 h (4 .1 .1) 
(n) 
0 = 0 , n > 1 
The opera tor C , denoted by 
o 1 
C = £ >. • ( iy) D , (4 .1 .2 ) 
^ j=0 ( l - q ) j ^''^ 
n (n) 
when applied to the r e a l funct ion x , y i e ld s z . In f a c t , 
(n) 
Herman defined z by 
(n) n 
z =^iz C (x )v n a non-negative in teger 
CO (1-q)^ J J n 
^ J: . ( iy) D „ ^ ( x ) , (4 .1 .3 ) 
j=0 ( l - q ) j •^^ '^  
which on s i m p l i f i c a t i o n , y i e l d s 
(n) n n n - j j 
z = I ( . ) X ( iy ) (4 .1 .4) 
j=0 J q 
or a l t e r n a t i v e l y 
(n) n n j n - j 
z = E ( ) X ( iy ) (4 .1 .5) 
j=0 j q 
(n) n 
To j u s t i f y t h a t z i s a proper analogue of z , 
(n) 
Harman [52] proved t h a t z i s a q -ana ly t ic function and 
s a t i s f i e s the three requirements of ( 4 . 1 . 1 ) . 
(n) He a l so pointed out the s i m i l a r i t y between the z 
function and (x + ^Y)n defined by 
2 n-1 
(x + iy) = (x + iy) (x + iqy) (x + iq y) (x + iq y) 
n 
. I r\ ^J(J-l) n-j j 
= .J: ( J ^ q X ( iy) . 
o^ 
(n) 
Using Herman's d i sc re t e analogue z for the c l a s s i ca l 
n 
funct ion z , Khan [76 ] , in 1977, defined a d i s c r e t e analogue of 
the q-hypergeometric functions 9 [ ( a _ ) ; ( b ) ; zj and besides 
r s 
d i scuss ing i t s elementary p rope r t i e s he obtained various elegant 
t ransformat ions and expansion formulae for these d i s c r e t e hyper-
geometric func t ion . 
2 . DISCRETE q-HYPERGEOMETRIC FUNCTIONS. I t i s well known 
t h a t 
(q) D J (|) "^  [(a^)t (b^); x]} 
^ Lr s 
(1-q ^ ) ( l - q 2 ) . . . . ( l - q ^) (q) ^ 
= b^ 5; b T r*s U + ( a ^ ) ; l + ( b 3 ) ; x ] , 
( l - q ) ( l - q ^ ) ( l - q 2 ) . . . . ( l - q ^) 
and so i t seems reasonable to assume t h a t for n, a non-negative 
i n t e g e r , a q-analy t ic function j ^g [ ( a^,);( b^) ; q , z ] wi l l denote 
the d i s c r e t e analogue of _((). [ (a ) ; ( b _ ) ; x ] if i t s a t i s f i e s 
X w X 5 
the following condi t ions: 
^^^ ^q r^^s'^^^'r^'^'^s^'^'^^ 
( l - q ^ l ) ( l - q ^ ) (1-q^^) 
= b-; 5; r - rWst^^(^r ) ' i -^ (^)5q»^3 
( l - q ) ( l - q ^ ) ( l - q ^ ) . . . . ( l - q ^) 
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(ii) The first term of the series is 1. 
(iii) rM5[(aj.);(bg);q,0] = 1 (4.2.1) 
Such a function is obtained by applying the operator 
C defined in (4 .1 .2) to the q-Hyperge©metric funct ion 
r^s l - (3p ) ; (bg) ;x j , with r ea l argument x. 
In f a c t , j ,Mg[(a^);(bg)vq,z] i s defined by 
r M s [ ( a r ) ; ( b g ) ; q , z ] ^ C y { j , ( t ) g [( a ^ ;( b^) ;x] ] 
( a j (n) 
(q M n ^ oo J, n ' (4 .2 .2) 
(a ) n k 
(q )n+k ^ ^^y^ 
n = 0 k=0 / N / X ( ^ s \ 
( q ) n ( q ) k ( q )n+k 
em oo 
The following theorem shows t h a t M [ ( a ) ; ( b ) ; q , z ] 
r s*-" r ' 
s a t i s f i e s (4 .2 .1 ) and hence can be taken as a d i sc re t e analogue 
x ^ q > r 
°^ r^'s C ( a r ) ; ( b 5 ) ; z ] ; 
THEOREM 4 . 2 . 1 . jMs[ (a^) ; (bg) ;q ,z ] i s q - ana ly t i c and s a t i s f i e s 
the three requirements of ( 4 . 2 . 1 ) . 
I t i s of i n t e r e s t to no te the s i m i l a r i t y of 
(q ) j . M s [ ( a j , ) ; ( b g ) ; q , z ] to the f u n c t i o n ^^ [( a^,)-.(b^) ; [ x + i y ] ] 
de f ined by Jackson [ 7 4 ( a ) ] a s f o l l o w s : 
(a^) m n ^ n ( n - l ) 
(q) c CO (q )m+n^ ^ ^^^ ^ 
A [(ap;(b3);[x^iy]3 = J ^ J^ ^^ 
' " ^ " " ^ ( q ) . ( q ) . ( q M , 
= 2; _ £ * — ( x+iy) ( x+iqy) ( x+iq y) ( 4 . 2 . 4 ) 
N=0 / >  / ^ ° s \ 
The d i s c r e t e q -hypergeomet r i c f u n c t i o n de f ined in ( 4 . 2 , 2 ) 
can be w r i t t e n in e i t h e r of the fo l l owing two forms: 
( a j n 
00 ( q ' ) n ( i y ) (q) 
r M s [ ( a ^ ) ; ( b g ) ; q , z ] = E rp - r ,^(1)^  [( a j . )+n; (bg)+n;x] 
"^  " ( 4 . 2 . 5 ) 
o r a l t e r n a t i v e l y a s , 
^^ ^ n '^  (q) 
r W s [ ( a j . ) ; ( b g ) ; q , z ] = E r - r — .^(t)^  [ ( a j . ) + n ; ( b g ) + n ; i y ] 
"=^ (q)„ (q^s^^ 
" n ( 4 . 2 . 6 ) 
Note from ( 4 . 2 . 5 ) , t h a t j,Mg[( a^) ; (b^ ) ; q , 2 ] , f o r x = 0 , r educes 
(q) (q) 
to ^^ [ ( a ^ ) ; ( b g ) ; i y ] whi le fo r y = 0 , becomes ^(|)g [(a^.) v(bg) ; x 
3 . ELEMENTARY PROPERTIES. The f o l l o w i n g p a r t i c u l a r cases 
of ( 4 , 2 . 5 - 6 ) a re noteworthy: 
QMQ [—; — ; q , z ] = e ^ ( x ) e^( iy) ( 4 . 3 . 1 ) 
, ^-^ ~ ( y / V x ) " 
oMi [ — , a ; q , z ] = ( q ) a . l ( ^ ) ^^ J - ^ q ^ a . n - l ^ ^ i W , 
(4 .3 .2) 
2M^ [ a , b ; c ; q , z ] 
1 „ ( q V ^ \ u Y ) ^ 
n^^^xTTTT"" JL c a+b-c 2*1 
r c - a c-b a+b-c+n 
q »q ;xq 
c+n 
q 
(4 .3 .3) 
From ( 4 , 2 . 5 - 6 ) one obse rves t h a t a d i s c r e t e hypergeometr ie 
f u n c t i o n can be regarded as a ' g e n e r a t i n g f u n c t i o n ' f o r the q-
hype rgeome t r i e func t ion of the form 
( q) (q) 
r^ t^ s [ ( a r ) + n ; ( b s ) + n ; x ] or .^(t)^  [ ( a p + n ; ( b g ) + n ; i y ] . 
F u r t h e r , summing up the above (j) - f u n c t i o n s by means 
of known summation theorems, Khan [76] o b t a i n e d 
1 a a i y 
j^MQ[a;-—;q,z] = A) [q ;xq ; - - ] ( 4 . 3 . 4 ) 
(1-x) [ l - x q ] 
n 6 
a a 
= TT^, A^'^ •'^y^ •'~^^ ^ ( 4 . 3 . 5 ) 
2 M j ^ [ a , - n ; b ; q , ( q , y ) ] 
b - a an 
b 
( q ) 
>*1 
n 
a - n 1-b 
q ,q ; - i y q 
1+a-b-n , - 1 
q » q 
( 4 . 3 . 6 ) 
He a l s o noted the fo l l owing s imple i n t e g r a l r e p r e s e n t a t i o n s 
f o r 2^it^»'^»^»'^»^^ ^'^^ 3M2^^»*^»^»^»®»^»^^* 
1 b -1 
/ t ( l - q t ) c _ b _ i iMota*»-;q.zt3ci( t ;q) 
a (n) 
^q ^n ^^ 1 n+b-1 
= L 
n=0 Cq)„ 0 
; t ( i - q t ) c . b _ i d ( t ; q ) 
2Mj^[a,b;cvq,2] 
p rov ided R (b) > 0 , jx) < 1, l y | < 1 , 
1 1 b - 1 c-1 
/ / t ( l - q t ) d . t > - l U ( l - q l » e - c . l 
( 4 . 3 . 7 ) 
j^MQ[a;—, xtO-]d(t ;q)d(\>-;q) 
e? 
T;(b)l-(c)|~(d-b)T^(e-c) 
-_—„_ 3M2[a,b,c;d,e;q,z] (4.3.8), 
provided Rl(b) > 0, Rl(c) > 0, | x| < 1, |y| < 1. Similarly, 
integral representation for M -function can be obtained. 
n 
V CHAPTER 
DISCRETE ANALYSIS ON A RADIAL LATTICE 
1 . INTRODUCTION. The l a t t i c e of d e f i n i t i o n f o r d i s c r e t e 
models of a n a l y t i c f u n c t i o n s i s u s u a l l y c o n s i d e r e d to be the 
s e t of G a u s s i a n i n t e g e r s , and d i s c r e t e analogue of the f u n c t i o n 
z^ ( c a l l e d pseudo-powers )a re of fundamental importance to the 
s tudy of such t h e o r i e s . 
In 1977 Z e i l b e r g e r [129] extended the work of Duffin [32] 
and Duff in and P e t e r s o n [38] by d e f i n i n g a new system of pseudo-
powers and t h e r e b y e n l a r g i h g the c l a s s of d i s c r e t e a n a l y t i c 
f u n c t i o n s which could be r e p r e s e n t e d as an i n f i n i t e s e r i e s of 
pseudo-powers . However Z e i l b e r g e r proved t h a t no b a s i s for 
d i s c r e t e a n a l y t i c f u n c t i o n could be found such t h a t the conve r -
oo 
gence of E a z on C (Complex p lane) e n s u r e s the convergence 
n o " 
oe 
of L anit„(z) on the whole l a t t i c e (where n deno tes t h e 
n=0 " " " 
pseudo-power) . 
Pseudo-powers fo r monodi f f r i c f u n c t i o n s were def ined by 
I s a a c s [69] and the problem of r e p r e s e n t i n g a-rnonodiffr ic func t ion 
by a s e r i e s of b a s i s e l emen t s was cons ide red by Atadzanov [ l l ( a ) 3 . 
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However, the question-whether or not the pseudo-powers form a 
bas i s for monodiffric functions - was not answered. 
Various a l t e r n a t i v e l a t t i c e s of d e f i n i t i o n have been 
cons idered . For example, Duffin [ 3 3 ] , considered a l a t t i c e of 
rhombs; Kurowski [ 79 ] , a semidiscre te l a t t i c e ; and Harman [56 ] , 
geometr ic-difference spacing between po in t s of a rectangular 
l a t t i c e . In 1981 Harman const ructed a d i s c r e t e model for analy-
t i c funct ions using l a t t i c e poin ts of the complex plane arranged 
in r a d i a l form. In t h i s chapter Harman's [58] r ad ia l l a t t i c e is 
considered with the or ig in as a c l u s t e r p o i n t . By making f i r s t 
order approximations to the polar form of the Cauchy Riemann 
cond i t ions , the d i sc re t e ana ly t i c func t ions are defined as solu-
t ions of a f i n i t e difference approximations to the polar Cauchy-
Riemann equa t ions . In the r e s u l t i n g theory the d i sc re te pseudo 
power z ' (an analogue of z ) has a simple algebraic form 
n 
(a d i r e c t analogue of P exp(in ©)) and has ome in te res t ing 
oa n 
properties. Not only does the convergence of E a z on C 
~ (n) 
guarantee the convergence of E a^ ^ on the lattice, but 
f \ n=0 "^  
also the s e t "^z V _^ forms a ba s i s (every function, d i s -
c re te ana ly t i c on the l a t t i c e , can be wr i t t en as a convergent 
(n) 
s e r i e s E a„ z ) . n 
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n 
The d i f f i c u l t y in f inding su i t ab le analogues of z , 
where n i s a negative in teger has prevented the development 
of d i s c r e t e Laurent s e r i e s r ep re sen t a t i ons for functions with 
(n) 
s i n g u l a r i t i e s * The analogue z due to Harman is va l id for 
a l l values for n and as the bas i s r e s u l t ind ica tes , a function 
with a s i ngu l a r i t y a t the o r i g i n can be modelled by d i s c r e t e 
ana ly t ic functions on the r a d i a l l a t t i c e . 
Fur ther s igni f icance of t h i s theory i s indicated by an 
analogue of the fundamental theorem of a lgebra . A convenient 
analogue of mu l t i p l i c a t i on i s defined which leads to a f a c t o r i -
ro ( n ) 
zat ion of a d i s c r e t e polynomial I a z in terms of the 
n=0 " 
zeros of the polynomial I a z^ . 
n=0 " 
2 . DEFINITIONS AND NOTATIONS. The l a t t i c e of de f in i t ion 
for the d i s c r e t e functions to be considered here will cons i s t 
of a ce r t a in s e t P of po in t s given in polar co-ord ina tes . 
F i r s t l y , constants q and £ are chosen such t h a t 
0 < q < 1 and S = 2K/M, where M i s some fixed pos i t ive in teger 
The l a t t i c e P i s then defined by 
n 
P * (f»©); p e q f nGZ ( the se t of i n t ege r s ) ; OS mfi , 
m = 0 , 1 , 2 , j ; where (f ,9) are the polar coordinates of 
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the point z «P expf i9l . Hence the points of the l a t t i c e are 
spaced in a geometric sequence rad ia l ly (with the origin as 
c lus ter point) while the angle increments i s fixed. 
The geometric difference (or q-difference) operator and 
the forward difference operator ^Q are defined by 
A j ' f ( f ,©) = [f(f,©) - f (qf .©)]/( l - q ) f , 
/\Q f ( f , e ) - [ f ( f ,e+s ) - f(f,©)/6 ; (5.2.1) 
where ( f , © ) € P . 
A function f defined on the polar l a t t i c e P is said 
to be a discrete function and such a function i s said to be 
discrete analytic (in the polar sense) a t the point (f»©) if 
f Aj>u(j',©) - A g v(f ,©) 
Ae "(f»©) = -fAj»v(f,©) 
where u,v are respectively the real and imaginary parts of f. 
In th i s way, the par t ia l derivatives in the polar form of the 
Cauchy-Riemann equations have been replaced by par t ia l difference 
operators. From the above two conditions> i t can readily be 
shown that the equation 
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provides a condit ion equiva len t to (5 .2 .3 ) for a function to be 
d i s c r e t e ana ly t i c a t the po in t ( P , 0 ) . 
Using the above d e f i n i t i o n s and methods s imilar to those 
used by Harman in his e a r l i e r paper [56] he defined a d i sc re t e 
i n t eg ra l which s a t i s f i e s analogues of Cauchy theorems in por-
t ions of the l a t t i c e . However, the approach taken here i s 
towards a c h a r a c t e r i s a t i o n of d i s c r e t e ana ly t ic functions by 
means of power s e r i e s . 
3 . DISCRETE ANALYTIC CONTINUATION AND MULTIPLICATION. If a 
d i s c r e t e function i s d i s c r e t e ana ly t i c a t a l l points of the 
l a t t i c e P, then from ( 5 . 2 . 1 ) , (5 .2 .3 ) i t follows tha t 
f ( f ,0 +S) = f(f ,0) + i^f^f f ( f , e ) 
. [ i + i S ( f A j ' ) ] f(j>,Q), 
m 
and in general f(j5,0 + mS ) = [ l + i S ( f A p ) ] f ( f ,0 ) , where 
m i s a pos i t i ve in teger ( fo r the moment) and ( PAp ) i s to be 
in te rp re ted as a s ingle ope ra to r . Taking the pa r t i cu l a r case 
where 0 = 0 and replacing mS by 0 again, i t follows tha t 
9/S 
f(f,0) = [1 + i S ( f ^ f ) ] f(f ,0) , where Q/S is an integer. 
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The cont inuat ion operator Cg i s to be defined by 
CQ = [1 + i C ( f A j > ) ] = E ( ) ( i S ) ( f A j ) (5 .3 .1) 
where i ?^P) denotes the j t h i t e r a t i o n of the operator {^AP)', 
( PAp)*^ = 1 . For functions defined a t po in t s of P on the 
polar a x i s , C^ provides the d i s c r e t e ana ly t i c cont inuat ion 
to a funct ion defined a t every other poin t of P . By cons t ruc-
t ion f(f ,©) = CQ f (P,0) i s the unique d i s c r e t e ana ly t ic func-
t ion with prescr ibed values on the polar a x i s . 
An analogue for mu l t ip l i ca t ion of d i s c r e t e functions f 
and g can be defined by 
(f*g) ( f , e ) « Cg [ f ( f , o ) g ( f , o ) ] 
= E ( ) ( i S ) ( fA j>) [ f ( f , 0 ) g ( f , 0 ) ] (5 .3 .2) 
The resulting function is also discrete analytic and by methods 
similar to those used by Harman [56] in his earlier paper, he 
proved that (P,+,*) is an integral domain. 
4. THE DISCRETE POWER FUNCTION. To develop power series 
representations for discrete analytic functions, a suitable 
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n 
analogue of the c l a s s i c a l funct ion z i s needed. The geome-
t r i c di f ference operator Zl)^ p has the important property : 
n /v"-l ^ 
Zi^f = [n] f ; where [n] = ( l - q ) / ( l - q ) i s the q-difference 
analogue of n([n] > n as q ^ 1 ) . If z = P exp £i92 , 
(n) 
where z € P , the d i sc re t e power z w i l l be defined by means 
n 
of the d i s c r e t e cont inuat ion of P i n t o the l a t t i c e P. Hence 
z = ( f , 9 ) ^ CgCf ) = E ( . ) ( i S ) ' ( j>^^) ( f ) 
n n 
Now since ( f ^ j > ) f = [n] P ; i t fol lows t h a t 
j n j n 
(n) n 9/S 9/S J j n 9/g 
z = P E ( ) (iS-) [n] = pCl + i^[n]) 
Define e**(n,9) = (1 + iS'Cn]) ; the above then becomes 
z = (|^,9) = f 6q ("»®) (5 .4 .1) 
By cons t ruc t ion , z i s d i s c r e t e a n a l y t i c and s a t i s f i e s 
fu r the r condi t ions which i l l u s t r a t e s u i t a b i l i t y as an analogue 
n 
of z . For example, the following add i t i ona l proper t ies can 
r e a d i l y be ve r i f i ed : 
( i ) A j z = [n] y e ^ ( n , 9 ) ; A Q Z = Un] ^ e ^ ( n , 9 ) ; 
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(o) 
( i i ) z = 1 ; 
(n) 
( i i i ) for n > Ov z = 0 if and only if z = 0 ; 
(n) (m) (n+m) 
( iv) z • z = z , where * i s defined by ( 5 . 3 . 2 ) . 
P roper ty ( iv) was evident for the q -ana ly t i c function 
n 
analogues of z considered by Harman [ 5 7 ] , but property ( i i i ) 
i s new for pseudo-powers in d i s c r e t e ana ly t i c function t h e o r i e s . 
One shortcoming of the present analogue, however, i s not in 
general z t ^* 
A f a c t o r i z a t i o n r e s u l t was found by Harman [55] for 
q -ana ly t ic polynomials. An analogue of the fundamental theorem 
of algebra can a lso be demonstrated for polynomials d i s c r e t e 
ana ly t ic in the polar sense. A d i sc re t e polynomial i s to be 
n ( j ) 
defined as p (z) = Z ajZ , where a^ are constants with 
" j=0 J J 
a = 1. The corresponding c l a s s i c a l polynomial i s to be denoted 
n j 
by f (z) = 1 a.z . 
THEOREM 5.4.1. If p is a discrete polynomial then 
(1) (1) (1) 
p^(z) = (z - a^)*(z " a^)* •(z - a^), 
where a^, i = 1,2, n are the zeros of the corresponding 
polynomial f . 
9S 
5 . DISCRETE POWER SERIES REPRESENTATION. In the above 
(n) 
development of the d i sc re t e function z , if n i s permitted 
to take any value then z i s s t i l l well defined by (5 .4 .1) 
and s a t i s f i e s the p roper t i es out l ined in Sect ion 4 above. This 
n 
r ep re sen t s an improvement over the monodiffric analogue of z 
s tudied by Harman [53 ] , where n could not take negative in teger 
va lues , and so d i sc re te analogues of Laurent s e r i e s now become 
p o s s i b l e . 
Since there were no bound r e s t r i c t i o n s placed on the 
values of © in the d e f i n i t i o n of a d i s c r e t e ana ly t ic function 
given by (5 .2 .3 ) and in the cont inuat ion opera tor Cp, the 
(n) 
funct ion z would in general be mul t i -va lued . For convenience, 
a funct ion f, defined on the l a t t i c e P, w i l l be said to be 
d i s c r e t e e n t i r e on P if ( 5 . 2 . 3 ) , i s s a t i s f i e d , where 
© = jS , J = 0 , 1 , M-2. By the development in Section 3 
above, i t can then readi ly be v e r i f i e d t h a t d i sc re t e en t i r e 
funct ions f can be specif ied a t each po in t of P(© = j£ , j = 0 , l , 
, • . . , . M-l) by the unicfue r ep resen ta t ion f (z ) = Cgf( P , 0 ) . The 
(n) 
discrete entire function z is then single valued and denoted 
(n) n « 
by z = 0 eMn,©), where © = 0,S,2£ 2n -S . For 
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the remainder of this chapter, © will be restricted to this 
cycle so that single valued functions will be the theme. 
In the theory of discrete analytic analytic functions on 
a square l a t t i ce , Zeilberger [129] showed that i t not possible 
n oo n 
to replace z in an entire function Z a z by a discrete 
n=0 " 
pseudo-power counterpart and still guarantee convergence. 
However, this is possible in the present theory as the following 
theorem and corollary demonstrate. 
oo n 
THEOREM 5.5.1. If E a P converges for all values ofp 
t* n o« (n; 
such that ( P , 0 ) € P , then C^ I a„ P = Z a„z with 
•* *=' n=0 "J n=0 " 
convergence for all z = (P,6) in P. 
o. n 
COROLLARY 5.5.1. If E a z converges for all z in C 
- Cn) "=* 
then E a^z converges for all z in P. 
, n=0 " 
Theorem 5.5.1 has a corresponding result for negative 
powers and the following can be readily demonstrated using a 
similar proof. 
oo —n 
THEOREM 5.5.2. If E a„ P converges for al l values ofP 
oo - n oo (-n) 
such that (f ,©)eP, then C^  E a„ P = E a„z with 
•i ® n=0 "J n=0 "^  
convergence for all z = (9,©) in P. 
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The following theorem ind ica tes ihe most important pro-
(n) 
pe r ty of the d i sc re t e powers z they form a bas is for d i s -
c re t e funct ions on the polar l a t t i c e P . 
THEOREM 5 . 5 . 3 , If f is any d i s c r e t e e n t i r e function on P , 
then i t has a convergent power se r i e s r e p r e s e n t a t i o n 
(n) 
f (z) = E a„z for a l l values of z in P. 
n n=-o» 
Under c e r t a i n circumstances the d i s c r e t e Laurent s e r i e s 
in Theorem 5 . 5 . 3 may reduce to a s e r i e s of pos i t i ve d i s c r e t e 
powers. For example, if values of the d i s c r e t e e n t i r e funct ion, 
a t l a t t i c e po in t s on the polar ax is , are known to be represen-
table as a Taylor se r i e s about the o r ig in then 
oo (n) n 
f (z ) = C^ f ( f ) = CQ E f (0) f / n i 
^ -^  *=* n=0 
and so by Theorem 5.5 .1 
« (n) (n) 
f ( z ) = Z f (0) z /n l . 
n=0 
Also i t i s not d i f f i c u l t to verify t ha t 
(n) n 
f (0) = nl A f f ( 0 ) / [ n ] . 
where Aj) f (0) =Lim <^P^if) and [n] 1 = [ n ] [ n - l ] [ l ] , and 
.99 
hence, i t follows that 
o» n ( n ) 
f(z) = E ^ p f ( 0 ) z / [ n i l , 
n=0 J 
the d i s c r e t e analyt ic analogue of T a y l o r ' s s e r i e s about the 
o r i g i n . 
100 
B I B L I O G R A P H Y 
[ l ] W.H. ABDI : On c e r t a i n q - d i f f e r e n c e e q u a t i o n s and 
q-Laplace t r ans fo rm, P r o c . Nat« I n s t . S c i . 
I n d i a , 2 8 , A(1962), 1 -15 . 
[2 ] W.H. ABDI : A b i b a s i c f u n c t i o n a l e q u a t i o n , Japan -
Uni ted S t a t e s Seminar on Ord inary 
D i f f e r e n t i a l and F u n c t i o n a l E q u a t i o n s , 
Lec ture Notes in hAathematics 243(1971) , 
324-327. 
[3 ] H.A. ABDULLAEV:Action over a n a l y t i c f u n c t i o n s of an 
i n t e g r a l argument ( R u s s i a n ) , Trudy Samarkand. 
Gos. Univ . 181(1970) , 1-4. 
[4] H.A. ABDULLAEV:Analytic f u n c t i o n s of s e v e r a l i n t e g r a l complex 
and 
S .B. BABADZANOV v a r i a b l e ( R u s s i a n ) , Trudy Samarkand. 
Gos. Univ. 107(1960 /61) , 3 1 - 3 8 . 
[5] H.A. ABDULLAEV:Analytic continuation of preanalytic 
and 
S.B. BABADZANOV functions (Russian), Trudy Samarkand. 
Gos. Univ. 144(1964), 107-112. 
[6] H.A. ABDULLAEV?Analytic c o n s t i n u a t i o n of a c l a s s of p r e -
and 
S .B . BABADZANOV a n a l y t i c f u n c t i o n s ( R u s s i a n ) , Trudy 
Samarkand. Gos. Univ . 144(1964) , 113-117. 
[7] C.R. ADAMS : L inea r q - d i f f e r e n c e e q u a t i o n s , 
B u l l . Amer. Math. Sec . 37(1931) , 361-400. 
m 
[8] W,A. AL=SALAM; q-Analogues of Cauchy ' s fo rmulas , 
Proceeci inqs of the American Mathematical 
S o c i e t y . 1 7 ( 1 9 6 6 ) , 6 1 6 - 6 2 1 . 
[9 ] G.E. ANDREWS i P a r t i t i o n I d e n t i t i e s , Advances in 
Mathematics 9 ( 1 9 7 2 ) , 1 0 - 5 1 . 
[ lO] G.E. ANDREWS : Theory of p a r t i t i o n . Encyc loped ia of 
Mathemat ics and i t s a p p l i c a t i o n s I I , ( 1976 ) , 
Addis ion-Wesley P u b l i s h i n g Company. 
[ l l ] C. BABBAGE : Ah e s s a r y towards the c a l c u l u s of f u n c t i o n s , 
Roy. Soc . Lond . , P h i l . T r a n s . P a r t 2 ( 1 8 1 5 ) . 
V 
[ l l a ] A.B. ATADZANOVrRepresentation of a n a l y t i c func t ions of a 
complex v a r i a b l e by means of the b a s i s e lements 
M e t r i y e s k i e Voprosy T e o r . Funkcg Otobrazaniu 
5 (1974) , 1 3 - 2 0 . (Russ i an ) 
[12] S . BAHADUR : On D i s c r e t e B i b a s i c Hypergeometr ic S e r i e s , 
P r o c . N a t . Acad. S c i . I n d i a , 52(A), 11(1982) , 
pp . 1 5 - 3 1 . 
[13] J . B . BEDNAR : A d s i c r e t e f o u r i e r a n a l y s i s a s s o c i a t e d wi th 
and 
C . S . DURIS d i s c r e t e f u n c t i o n t h e o r y , J . Math. Anal . 
[14] L. BERS 
[15] L . BERS 
Appl . 33 (1971 ) , 5 2 - 6 5 . 
: Theory of pseudo a n a l y t i c f u n c t i o n s 
(mimeographed) New York ( 1 9 5 3 ) . 
: A o u t l i n e of t h e t h e o r y of pseudo a n a l y t i c 
f u n c t i o n s , B u l l . Amer. Ma ths . Soc ie ty 62(1956) 
291-331 . 
!0E 
[l6] G. BERZSENYI : Line integrals for monodiffric functions, 
J, Math. Anal. Appl. 30(1970), 99-112. 
[17] G. BERZSENYI : Convolution products of monodiffric 
functions, J. Math. Anal. Appl. 37(1972). 
271-287. 
[18] G. BERZSENYI : Analyticity in the discrete, (1977) 
(memeographic notes), Texas Christian 
[19] R.P. BOAS 
[20] R . P . BOAS 
and 
R.C. BUCK 
[21] R.G. BUSCHMAN 
[22] R.G. BUSCHMAN 
[23] R.G. BUSCHMAN 
U n i v e r s i t y . 
: E n t i r e f u n c t i o n s , Academic P r e s s ( 1 9 6 4 ) . 
: Polynomial expans ions of a n a l y t i c f u n c t i o n s , 
S p r i n q e r - V e r l a q (1964) . 
: A note on a c o n v o l u t i o n , American Mathemat ica l 
Monthly . 67(1960) , 364-365 . 
: Q u a s i - i n v e r s e s of s equences , American 
Mathemat ica l Monthly. 73(1966) , 134-135 . 
The convo lu t ion r i ng of sequences , 
American Mathematical Monthly. 74 (1967 ) , 
284-286 . 
[24] R.G. BUSCHMAN : The a l g e b r a i c d e r i v a t i v e of M i k u s i n s k i , 
American Mathematical Monthly. 7 4 ( 1 9 6 7 ) . 
[25] L. CARLITZ : E u l e r i a n numbers and po lynomia l s , 
Math. Mag. 32(1958) , 247-260. 
[26] R.D. CARMICHAEL: The g e n e r a l theory of l i n e a r q - d i f f e r e n c e 
e q u a t i o n s , Amer. J . Math. 34(1912) , 147-168 . 
133 
[27] T.W. CHAUNDY : Frank H l l t i o n J a c k s o n , J . Lond.Math. Soc . 
37(1952) , 1 2 6 - 1 2 8 . 
[28] S.A. CHUMAKOV 
[29] C.R. DEETER 
(Editor) 
[30] C D . DEETER 
and 
M.E. LORD 
[31] C.R. DEETER 
and 
C.W. MASTIN 
[32] R . J . DUFF IN 
[33] R . J . DUFFIN 
[34] R . J . DUFFIN 
: On the t h e o r y of f u n c t i o n s of complex 
semi d i s c r e t e argument ( R u s s i a n ) , Naucn. 
Konf. A s p e r a n t . T a s k e n t , Gos. Univ. ( 1966 ) , 
52 -54 . 
: Problems in d i s c r e t e f u n c t i o n theory and 
r e l a t e d t o p i c s , Symposium in d i s c r e t e 
func t ion t h e o r y , Texas C h r i s t i a n U n i v e r s i t y , 
( 1 9 6 9 ) . 
: F u r t h e r t heo ry of o p e r a t i o n a l c a l c u l u s on 
d i s c r e t e a n a l y t i c f u n c t i o n s , J . Math. Anal . 
Appl . ( 1 9 6 9 ) , 9 2 - 1 1 3 . 
: A d i s c r e t e ana log of a minimum problem in 
conformal mapping, I n d i a n a U n i v e r s i t y 
Math. J . 2 0 ( 1 9 7 0 ) , 3 5 5 - 3 6 7 . 
: Basic p r o p e r t i e s of d i s c r e t e a n a l y t i c 
f u n c t i o n s , Duke Math. J . 23(1956) , 335-364. 
: P o t e n t i a l t heo ry on a rhombic l a t t i c e , 
J . Comb. Theory 5 ( 1 9 6 8 ) , 258-272. 
: Yukawa p o t e n t i a l t h e o r y . Jou rna l of 
Mathemat ica l A n a l y s i s and A p p l i c a t i o n s , 
35(1971) , 105-130 . 
[35] R . J . DUFFIN : H i l b e r t t r an s fo rms in Yukawa P o t e n t i a l theory , 
P r o c . N a t . Acad. S c i . U .S .A. 69(1972), 
104 
[36] R.J. DUFFIN • ^  convolution product for discrete function 
and 
S.C. DURIS theory, Duke Math. J. 31(1964), 199-220. 
[37] R.J. DUFFIN 
and 
S.C. DURIS 
[38] R.J. DUFFIN 
and 
E.L. PETERSON 
Discrete analytic continuation of solution 
of difference equations, J. Math. Anal. 
Appl. 9(1964), 252-267. 
The discrete analogue of a class of entire 
functions, J. Math. Anal. Appl. 21(1968), 
619-642. 
[39] R.J. DUFFIN : A convolution product for the solution of 
and 
J.H. ROHRER partial difference equations, Duke Math. J. 
35(1968), 683-698. 
[40] DUMSHLEDK YU I : A d i s c r e t e analogue of the sturm comparison 
theorem f o r non-symmetric equa t ions 35R, 
Dokl . 37 (1981) no . 10, 12 -15 . 
[41] FEINSILVER PHILLIP: D i s c r e t e analogue of Heisenberg 
Wevl Algebra ( 1 9 8 7 ) . 
[42] J . FERRAND : Preharmonic and preholomorphic f u n c t i o n s 
( F r e n c h ) , B u l l . S c i . Math. 68(1964) , 
152-180 . 
[43] N.A. FUKSMAK : Ob A n a l i t i c e s k i h Funkc i j ah Celogo 
Kompleksnogo Argumenta, Uspeh i . Matem. 
Nauk. , X, 3 (1955) , 159-164 . 
105 
[44] N.A. FUKSMAN : Some q u e s t i o n s in the t h e o r y of a n a l y t i c 
f u n c t i o n s of d i s c r e t e argument ( R u s s i a n ) , 
D i s s . Kand. F i z . Mat . N» Sredneaz . Univ, 
Taskent ( 1 9 5 7 ) . 
[45] R . P . GILBERT : H i l b e r t f unc t ion modules wi th reproduc ing 
and 
G.N. HILLE k e r n e l s . Non l inea r A n a l y s i s Theory Methods 
[46] R . P . GILBERT 
and 
G.N. HILLE 
[47] W. HAHN 
[48] W. HAHN 
[49] W. HAHN 
[50] W. HAHN 
[51] W. HAHN 
and A p p l i c a t i o n s 1 ( 1 9 7 9 ) , 135-150. 
: G e n e r a l i s e d hyper complex func t ion t h e o r y , 
T r a n s a c t i o n s of t h e American Mathemat ical 
Monthly. 195(1974) , 1 -29 . 
: Be i t r age zur t h e o r i e de r Heineschen Reihen, 
Math. Nachr . 2 ( 1 9 4 9 ) , 340-379 . 
: Uber d ie hoheran Haineschen Reihen und e ine 
e i n h e i t b i c h e Theor ie de r sogenannten 
s p e z i e l l e n F u n k t i o n e n , Math . Nacher . 3 (1950) , 
257-294. 
: Die mechanishee Deutung e i n e r geometr ischen 
D i f f e r e n z g l e i c h u n g , Z e i t . f u r , angew. Math, 
und Mech. 33(1953) , 2 7 0 - 2 7 2 . 
: Uber geometr i sche D i f f e r enzeng l e i chungen 
von u n e n d l i c h e r Ordnung, Math. Nachr . 
18(1958) , 1 9 - 3 5 . 
: On the a p p l i c a t i o n of t h e ma t r i x c a l c u l u s 
in the theory of g e o m e t r i c a l d i f f e r ence 
e q u a t i o n s , P r o c . I n d . Acad. S c i . 51 (1960 ) , 
1 •^ 'T ^ AC 
136 
[52] C . J . HARMAN 
[53] C . J . HARMAN 
A d i s c r e t e a n a l y t i c t h e o r y for geometr ic 
d i f f e r e n c e f u n c t i o n s , Ph .D . Thesis in 
Mathemat i c s , U n i v e r s i t y of Adelaide ( 1 9 7 2 ) . 
A note on a d i s c r e t e a n a l y t i c f u n c t i o n , 
B u l l . A u s t r a l . Math. Soc. 10(1974) , 123-134. 
[54] C . J . HARMAN : A new d e f i n i t i o n of d i s c r e t e a n a l y t i c 
f u n c t i o n s . B u l l . A u s t r a l . Math. Soc . 
10 (1974) , 2 8 1 - 2 9 1 . 
[55] C . J . HARMAN : Polynomial in d i s c r e t e geomet r ic func t ion 
theory I G a n i t a 2 9 ( 1 9 7 8 ) , 93 -101 . 
: D i s c r e t e geomet r i c f u n c t i o n theory I 
App l i cab le a n a l y s i s 7 ( 1 9 7 8 ) , 315-336. 
: D i s c r e t e Geometr ic f u n c t i o n theory I I 
Appl . Ana l . 9 ( 1 9 7 9 ) , 1 9 1 - 2 0 3 . 
: D i s c r e t e a n a l y s i s on a R a d i a l l a t t i c e 
J . Math. Ana ly . and A p p l . 79(1981) , 
323-330. 
[59] S. HAYABARA : O p e r a t i o n a l c a l c u l u s on the d i s c r e t e 
a n a l y t i c f u n c t i o n s , Math . Japon 11(1966) 
35 -65 . 
[56] C . J . HARMAN 
[57] C . J . HARMAN 
[58] C . J . HARMAN 
[60] S. HAYABARA 
[61] S. HAYABARA 
: Operators of discrete analytic functions, 
Proc. Japan Acad. 42(1966), 596-600. 
: Operators of discrete analytic functions and 
their applications, Proc. Japan Acad. 42 
137 
[62] S. HAYABARA : Operational calculus on Discrete Analytic 
functions II Math. Japonicae Vol. 14, No.l 
(1969). 
[63] S. HAYABARA : Discrete analytic function theory of n 
variables, J« Math. Ahal. Appl. 34(1971), 
339-359. 
[64] S. HAYABARA : Transformation by the new operators methods 
Proceedings of Japan Academy Vol. 58, 
Series A, No.5 (1982) 182-185. 
[65] S. HAYABARA : Algebraic Derivatives, Integral and 
Difference equations. Bulletin of Okyayama 
Japan, No.18(A), (1983), 17-30. 
[66] HAYASHI 
MITSUTOSHI 
: On the arithmatic functions and discrete 
difference equations Maths. Japonica 35, 
No.3, (1990), 583-590. 
[67] W. HEISENBERG : Die 'Deobachtbaren Grossen' in der theorie 
der Elementarteitichen, Zeits.f. Physik, 
120 (1943), 513-538. 
[68] W. HEISENBERG : Die Deobachtbaren grossen in der Theorie 
der Elementarteitchen II, Zeits.f.Physik 
120 (1943), 673-702. 
[68(a)] J.R. HUNDHAUSEN: A generalization of discrete analytic 
and harmonic functions. J. Math. Anal. Appl 
25(1969), 628-652. 
198 
[ 6 8 ( b ) ] J . R . HUNDHAUSEN: A g e n e r a t i n g o p e r a t o r for s o l u t i o n s of 
c e r t a i n p a r t i a l d i f f e r e n c e and d i f f e r e n t i a l 
e q u a t i o n s , SIAM J . Math- Ana l . 4 (1974) ,15-21 
[69] R . P . ISAACS A f i n i t e d i f f e r e n c e f u n c t i o n theo ry , 
Univ . Nac. Tucuman Rev. 2 (1941) , 177-201 . 
[70] R . P . ISAACS : Monodiff r ic f u n c t i o n s , N a t . Bur. S tandards 
[71] F . H . JACKSON 
Appl. Math. Ser 1 8 ( 1 9 5 2 ) , 257-266. 
On q - f u n c t i o n s and a c e r t a i n d i f f e r ence 
o p e r a t o r . T r a n s , Roy. Soc . Edinburgh 
46(1908) , 2 5 3 - 1 8 1 . 
[72] F . H . JACKSON : q-Form of T a y l o r ' s s e r i e s , Messenger of 
Math. 38 (1909 ) , 5 7 - 6 1 . 
[73] F .H. JACKSON : q-Dif fe rence e q u a t i o n s , Amer. J . Math. 
32(1910) , 305-314. 
[74] F .H . JACKSON ; On q - d e f i n i t e i n t e g r a l s . Quar t . J . of 
Pure and Appl ied Math. 41(1910) , 193-203. 
[ 7 4 ( a ) ] F .H. JACKSON: On b a s i c double hypergeomet r i c f u n c t i o n s , 
Q u a r t . J . Math. ( O x f o r d ) . 13 (1942) , 69-82 . 
[75] F.H. JACKSON : Basic integration. Quart. J. Math. (2), 
2(1951), 1-16. 
[76] M.A. KHAN : Contribution to the theory of Basic Hyper-
geometric Series. Ph.D. Thesis, University 
of Lucknow (1977) . 
109 
[ 7 6 ( a ) ] KAZUO UENO : Hypergeometr ic s e r i e s formulas g e n e r a t e d 
by the chu-vandermonde c o n v o l u t i o n , 
Memoirs of the f a c u l t y of sc i ence ( 1 9 9 0 ) . 
[77] M.A. KHAN : T rans fo rma t ions of D i s c r e t e Hypergeometric 
F u n c t i o n s . Mathematica B a l k a n i c a , V o l . 6 
( 1 9 9 2 ) . p p . 
[78] M.A. KHAN : B i b a s i c A n a l y t i c F u n c t i o n s and D i s c r e t e 
B i b a s i c Hypergeometric s e r i e s . To appear 
[79] G . J . KUROWSKI : S e m i - d i s c r e t e a n a l y t i c f u n c t i o n s , 
T r a n s . Amer. Math. Soc. 106(1963) , 1-18. 
[80] G . J . KUROWSKI : On the convergence of the s e m i - d i s c r e t e 
a n a l y t i c f u n c t i o n s , P a c . J . Math. 14 (1964) , 
199-207 . 
[81] G . J . KUROWSKI : F u r t h e r r e s u l t s in the t heo ry of mono-
d i f f r i c f u n c t i o n s , P a c . J . Math. 18 (1966) , 
139-147 . 
[82] G . J . KUROWSKI : A c o n v o l u t i o n p roduc t f o r s e m i - d i s c r e t e 
a n a l y t i c f u n c t i o n s , J . Math. Anal . Appl . 
2 0 ( 1 9 6 7 ) , 421 -441 . 
[83] M.E. LORD 
[ 84 ] H. MARGENAU 
A d i s c r e t e A lgeb ra i c D e r i v a t i v e , J . Math. 
Ana l . App l . 25(1957) , 701-709. 
The n a t u r e of p h y s i c a l r e a l i t y , Mc-Graw H i l l 
Book Company ( 1 9 5 0 ) . 
llfl 
[85] A«D. MEDSIYKH : D i s c r e t e a n a l y t i c f u n c t i o n s and Taylor 
s e r i e s ' N a v k o v a Dumka k i e v ( 1 9 8 2 ) , 137-144. 
[86] K . J . MERCY : Basic theory^ of p s e c u d o a n a l y t i c f u n c t i o n s 
J o u r . Math. Phys» S c i e n . V o l . 2 0 , No. 6, 
( 1 9 8 6 ) . 
[87] K . J . MERCY : Second g e n e r a t i o n of d i s c r e t e pseudo-
a n a l y t i c f u n c t i o n s ( G a n i t a ) ( 1 9 8 5 ) . 
[88] K . J . MERCY : P e r i o d i c i t y Problems f o r d i s c r e t e 
P s e u d o a n a l y t i c f u n c t i o n s ( t o appear) in 
( G a n i t a ) . 
[89] M. MEREDOV : I s s l e d o v a n i e , Nekotoryh Klassov Diskre tnyh 
A n a l y t i c e s k i h F u n k c i i , Turkmen. Gos. Univ . 
Ucen. Zep . 11 (1957) , 307 -330 . 
[90] L.M. MILNE-THOMSON: The c a l c u l u s of f i n i t e d i f f e r e n c e s , 
Macmillan ( 1 9 6 5 ) . 
[91] D.H. MUGLER : The d i s c r e t e Pa ley-Wiener Theorem, J . Math. 
Anal . Appl . 75 (1980) , 172-179 . 
[92] A . S . PETERS 
[93] A . S . PETERS 
: The e f f e c t of a f l o a t i n g mat on water waves, 
Comm. Pure and App l i ed Math. 3 ( 1 9 5 0 ) , 319-354, 
: Water waves over a s l o p i n g beach and the 
s o l u t i o n o f . . . . , C o m m . Pure and Applied Math. 
5 (1952) , 87 -108 . 
i l l 
[97] Z.O. SILIC 
[94] G. POPESCU t Multianalytic operators and some factori-
zation theorems. Ind. Univ. Maths. Journal 
Vol.38, No.3(1989). 
[95] E.D. RAINVILLEi Special functions, Chalaea Publishing 
Company (1960). 
[95(a)] N.P. ROMANOV: Analyt ic funct ions of in tegra l argument 
( i n Russ ian) , Trudy Uzbek. Gos Univ. 
47(1951), 3-27. 
[96] A. RUARK : The r o l e s of d i s c r e t e and continuous 
Theories in Physics , Physical Review, 
37(1931), 315-326. 
: Analytic funct ions of a d i sc re te argument 
which admit physical model (Ukranian), 
Nank. SC Or ien ik , Mek-Mat. Fak. K i iv s ' k . 
Univ. (1956) , 527-528. 
[98] L . J . SLATER : Generalized hypergeometric funct ions , 
C.U.P. (1966) . 
[99] J . SOUCHEK and: S t ruc ture of r ings of functions with 
L.H. YIP LI 
Riemann-St ie l t jes Convolution Products, 
Journal of Mathematical Analysis and 
a p p l i c a t i o n s , 41(1973), 468-477. 
[100] G.W. STARCHER: On i d e n t i t i e s a r i s i ng from solut ions of 
q-difference equat ions and in t e rp re t a t i ons 
in number theory, B u l l . Amer. Math. Soc• 
36(1930) , 577-581, 
112 
[ lOl ] K. SUBHASH : The d i s c r e t e f i n i t e H i l b e r t transform, 
Indian J . Pure Appl« Maths. 18(1977), 
1385-1390. 
[102] I .K. SUSALOVE: The theory of d i f ference analogue of 
special functions of hypergeometric type. 
Russ. Maths. Surveys 44(1989), 227-278. 
[103] S. TAUBER : Sur l e s operateure A e t B, Elemente Per 
Mathematick 19(1965), 81-87. 
[104] A. TERRACINI : Un primer aporte a l a geometria de los 
polinomios monodifricos, Actas de la 
Academia Nacional de Ciencias Exactas, 
F i s i c a s y Naturales de Lima, 8(1945), 
217-250. 
[105] A. TERRACINI : Para la geometria de l o s polinomios 
monodifricos, Revista Union Mat. Argentina 
12(1946), 55-61. 
[106] W.J. TRITZINSKY: Analytic theory of q-difference equat ions , 
Acta. Math. 6 l ( l 9 3 l ) , 1-38. 
[107] W.J. TRITZINSKY: Theory of non- l inear q-difference systems, 
Annali d i Matem. ( 4 ) , 17(1938), 59-106. 
[108] S.T. TU : Discrete ana ly t ic de r iva t i ve equations of 
the f i r s t order , Math. J . Okayamo Univers i ty . 
14(1970), 103-109. 
113 
[ n o ] S.T. TU 
[ m ] S.T. TU 
[112] S .T. TU 
[109] S.T. TU : D i s c r e t e a n a l y t i c d e r i v a t i v e equa t i ons of 
the second o r d e r , Math . J . Okayamo Univ. 
14 (1970) , 111 -118 . 
: F u r t h e r r e s u l t s on the d i s c r e t e a n a l y t i c 
d e r i v a t i v e e q u a t i o n s under the prime 
convo lu t i on p r o d u c t , Math . J . Okayamo Univ . 
15 (1971-72 ) , 1 7 3 - 1 8 5 . 
: Higher o r d e r monod i f f r i c d i f f e r e n c e 
e q u a t i o n Hok. Math. J . 7 (1978) , 4 3 - 4 8 . 
: Monodi f f r ic f u n c t i o n theory and formal 
power s e r i e s , J . Ma ths . Anal . Appl . 84 
no . 2 ( 1 9 8 1 ) , 5 9 5 - 6 1 3 . ^ 
: A g e n e r a l i z a t i o n of monodi f f r ic f u n c t i o n s , 
Hokaido Maths . J . 12(1983) No.2, (1983) , 
237-243 . 
: P s e c u d o a n a l y t i c f u n c t i o n s of a d i s c r e t e 
complex orgument I I . Task Gos. U n i v . , 
Nauen. Trudy n o . 548 , vaprosy Mat. (1977) , 
91 -99 , 1 4 5 . 
[115] M. UPADHYAY : q - d i f f e r e n t i a l e q u a t i o n s with polynomial 
s o l u t i o n s , P r o c . Amer. Math. Soc. 18(1967) , 
5 7 - 6 2 . 
[116] I . N . VEKUA : Gene ra l i zed a n a l y t i c f u n c t i o n s Addison 
Wasley Pub . Company, London. 
[113] S .T. TU 
[114] M. TURUNOV 
1 ^ A 
IL4 
[ l l 7 ] K.K. VELUKUTTY: Some problems in d i s c r e t e a n a l y t i c 
f u n c t i o n , Ph .D. Thes i s submi t ted in 
U n i v e r s i t y of Cochin , Cochin I n d i a ( 1 9 8 1 ) . 
[118] K.K. VELUKUTTY: D i s c r e t e b i a n a l y t i c f u n c t i o n s P r o c . N a t . 
Acad. S c i . I n d i a Sec . A 5 2 , No. l (1982) 
( 6 9 - 7 4 ) . 
[119] A. VIJAY WJMAR: Some m e t r i c p r o p e r t i e s of geometr ic 
l a t t i c e J . Maths . P h y s i c a l S c i e n c e . 
17 (1983) , 445-454 . 
[120] A. VIJAY KUMAR: Some p r o p e r t i e s of the d i s c r e t e ho lome t r i c 
Space . P o r t u g a l Maths . 4 4 ( 1 9 8 6 ) . 4 7 5 - 4 8 3 . 
[121] A. VIJAY KUMAR: Some c h a r a c t e r i z a t i o n theorem f o r d i s c r e t e 
ho lome t r i c space c o l l e c t . Maths . 38 (1987) , 
123-129 . 
[122] A. VIJAY KUMAR: On an analogue of e l l i p s e s in the d i s c r e t e 
h o l o m e t r i c space J . Maths . Phy. S c i e n c e . 
V o l . 2 3 , No .4 (1989) , 343-349 . 
[123] WERNER, JENTESH: Benmerkung Zuden d i s t r e t e a n a l y t i s c h e n 
Funk t ionen , Wpss Z. M a r t i n - L u t h e r Univ . 
H a l l e - W i t t e n b e r g Math-Natur Reuhe 27 , n o . 3 
( 1 9 7 8 ) , 4 3 - 4 5 . 
[124] W.E. WILLIAMS: Waves on a s lop ing beach , P r o c . Camb. Math. 
Soc . 57 (1961) , 160-165 . 
115 
[125] W.E. WILLIAMS: Properties of the solution of a certain 
functional equation, Proc. Camb. Math. Soc. 
57(1961), 439-441. 
[l26] C. WITHALM : Ober gewisseklassen veraelgenein erter 
analytischer functioner, Bericht. No.49, 
(1976). 
[127] D. ZEILBERGER: A new approach to the theory of discrete 
analytic functions, J. Math. Anal. Appl. 
57(1977), 350-367. 
[128] D. ZEILBERGER: Further properties of discrete analytic 
and 
H. DYM functions, J. Math. Anal. Appl. 58(1977), 
405-418. 
[129] D. ZEILBERGER: A new bas i s for d i s c r e t e analyt ic poly-
nomials, J . A u s t r a l . Math. S o c 23(1977), 
95-104. 
[ l30] D. ZEILBERGER: Discrete ana ly t i c funct ions of exponential 
growth. Trans. Amer. Math. Soc. 226(1977) 
181-189. 
[131] D. ZEILBERGER: A d i s c r e t e analogue of the Paley-Weiner 
theorem for bounded a n a l y t i c functions in 
a half p l ane , J . A u s t r a l . Math. Soc. 23(A) 
(1977), 376-378. 
[132] D. ZEILBERGER: Binary opera t ions in the se t of solut ions 
of a p a r t i a l d i f ference equat ions , Proc. 
Amer. Math. Soc. 62(1977), 242-244. 
16 
[133] D. ZEILBERGER: Pompeu's problem on d i s c r e t e space , 
P r o c . N a t . Acad- S c i . USA. 75(1978) , 
3555-3556. 
[134] D. ZEILBERGER: A combina t ion iae approach to ma t r ix 
A lgeb ra , D i s c r e t e Maths . 56(1985) , 6 1 - 7 2 . 
[135] D. ZEILBERGER: A 2 1 s t c e n t u r y proof of D o u g a l l ' s Hyper-
and 
SALOSH, C .B . geomet r i c sum i d e n t i t y J . Maths. Analy . 
[136] L . E . ZHANG 
[137] H.D. ZUNG 
[138] H.D. ZUNG 
Appl . 147(1990) , 6 1 0 - 6 1 1 . 
: Some q - i n t e g r a l s a s s o c i a t e d with moduler 
form 264, Vo l .150 , J .M. Ana l . Appl . ( 1 9 9 0 ) . 
: On the i n v e r s i o n formulas fo r the i n t e g r a l 
r e p r e s e n t a t i o n of Exp.( x) a n a l y t i c f u n c t i o n s 
and t h e i r a p p l i c a t i o n s ^ A c t a Maths. Vietnam 
12, No .2 (1987) , 3 - 1 5 . 
: I n v e r s i o n formula f o r i n t e g r a l r e p r e s e n t a -
t i o n of some p - a n a l y t i c f u n c t i o n s and t h e i r 
a p p l . (Eng l i sh ) Di f f . Egn. 24 No .2 (1988) , 
248-257 . 
