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ABSTRACT
This thesis considers the application of basis pursuit to several problems in sys-
tem identification. After reviewing some key results in the theory of basis pursuit
and compressed sensing, numerical experiments are presented that explore the ap-
plication of basis pursuit to the black-box identification of linear time-invariant
(LTI) systems with both finite (FIR) and infinite (IIR) impulse responses, tempo-
ral systems modeled by ordinary differential equations (ODE), and spatio-temporal
systems modeled by partial differential equations (PDE). For LTI systems, the ex-
perimental results illustrate existing theory for identification of LTI FIR systems.
It is seen that basis pursuit does not identify sparse LTI IIR systems, but it does
identify alternate systems with nearly identical magnitude response characteristics
when there are small numbers of non-zero coefficients. For ODE systems, the ex-
perimental results are consistent with earlier research for differential equations that
are polynomials in the system variables, illustrating feasibility of the approach for
small numbers of non-zero terms. For PDE systems, it is demonstrated that basis
pursuit can be applied to system identification, along with a comparison in perfor-
mance with another existing method. In all cases the impact of measurement noise
on identification performance is considered, and it is empirically observed that high
signal-to-noise ratio is required for successful application of basis pursuit to system
identification problems.
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Chapter 1
INTRODUCTION
System identification is the science and art of building mathematical models from
measured data. Basis pursuit is a technique for finding sparse solutions to under-
determined linear systems. This thesis considers the application of the latter to
the former. The scope of application includes systems that are linear in their pa-
rameters, but not necessarily linear in their variables. We consider the black-box
identification of linear time-invariant (LTI) transfer function models with both finite
and infinite impulse responses, temporal systems modeled by ordinary differential
equations, and spatio-temporal systems modeled by partial differential equations.
The application of basis pursuit to system identification is driven by the desire to
find the sparsest system model that describes a data set. For black-box identification
this means that from a large set of mathematical relations that could be used to
describe a system, we seek a description that uses as few as possible. This is in
turn motivated by an implicit line of thinking that a) sparsity is a form of simplicity,
and b) simple descriptions of systems are often good descriptions. While neither
of these are true all of the time, both of them seem to be true often enough - in the
eyes of the author - to motivate this study.
This thesis does not introduce the application of basis pursuit to system iden-
tification. Wang et al. initially conceived of identifying temporal dynamical ODE
systems using the relaxed basis pursuit techniques developed under compressed
sensing theory, and their results have clearly demonstrated the potential of the ap-
proach [1]. Earlier research applicable to LTI systems is also highly relevant [2].
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Chapter 2 begins with a brief survey of a few key results in the last decade,
attempting to tell the story of how the search for sparse decompositions of signals
leads to numerical optimizers minimizing `1-norms with underdetermined linear
systems of constraints. This chapter contains nothing new and will be a review
for those familiar with the field or possibly an introduction for those who are not.
The results are mostly formal and delineate the boundaries for safe application of
basis pursuit with guaranteed results, covering fundamental results in compressed
sensing theory.
The remainder of the thesis leaves the realm of guaranteed results and consists
primarily of numerical explorations. In Chapter 3 we look at a model problem
of identifying random polynomials. This model problem is useful because it is
formally similar to, and sheds some light on, the investigations of LTI systems in
Chapter 4, temporal systems in Chapter 5, and spatio-temporal systems in Chap-
ter 6.
From a broad perspective, the transition from firm theoretical ground to experi-
mental numerical explorations for system identification applications can be charac-
terized by the taxonomy of matrices that naturally arise in those applications. While
these matrices clearly raise red flags from the point of view of existing theory, they
are intrinsic to their respective applications and the intent is to see how far we can
get with them. To provide a roadmap, we loosely illustrate the matrices here. The
abstract notation used in this synopsis will be made concrete in the respective chap-
ters.
Many theoretical results in compressed sensing are in terms of random matri-
ces: (
i.i.d.
)
, (CS)
where i.i.d. indicates independent and identically distributed random variables from
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a probability distribution, and here applies to all entries in the matrix. For many
distributions, the resulting extremely low degree of correlation between columns is
the key to successful application of basis pursuit. LTI problems with finite response
in system identification lead us to matrices of the form:−− i.i.d. −−
−− i.i.d. −−
 (LTI, FIR)
where i.i.d. applies here within rows but not between them. LTI problems with
infinite response (that is, with feedback) lead to−− i.i.d. −− −− ∑α j i.i.d −−
−− i.i.d. −− −− ∑α j i.i.d −−
 (LTI, IIR)
where the summation on the right refers to the outputs of the filtering process with
coefficients α j and the i.i.d. inputs; these outputs will clearly be correlated and thus
lead us to our first steps away from the safe realm of theoretical guarantees. Tem-
poral state-space models will lead us to Vandermonde-like matrices of the form:
| |
∏1 D ∏2 D . . .
| |
 , (ODE)
where ∏i D is the distribution1 of the products of various powers of the system
variables, i.e. monomials populated with the system variables. The system evolves
in time going down the columns, and the degree of the monomials increases to the
right. Each column is associated with a different monomial, but the product nature
of the monomials will lead to similar-looking columns. Finally, spatio-temporal
1The word distribution is used here loosely to maintain a conceptual connection with the i.i.d.
case.
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models will lead us to matrices of the form
| |
Dt Dx . . .
| |
 , (PDE)
where Dt,x,... are the distributions of the derivatives of the system variables with
respect to the temporal and spatial dimensions, with the system evolving in time
and space as we move down each column.
Our numerical explorations in Chapters 3 through 6 will illustrate the poten-
tial and some limitations of applying basis pursuit to these system identification
problems.
4
Chapter 2
BASIS PURSUIT OVERVIEW
Basis pursuit is one of a number of approaches to identifying sparse decompositions
of signals. Before getting to basis pursuit, we will focus first on sparsity. Given a
signal y :R→R and a set of functionsD= {φλ : R→ R} parameterized by λ ∈Λ,
a sparse decomposition
y = ∑
λ∈Λ
αλφλ , αλ ∈ R (2.1)
is one in which as many of the αλ = 0 as possible, although we will often be
interested in those αi ≈ 0 instead. The set of functions D is often referred to as
a dictionary, and we’ll refer to the functions φ as dictionary elements. We will
generally assume that D is a redundant spanning set. Note that the φ are often
referred to colloquially in the literature as basis functions, even when D is not a
proper basis. We will sometimes follow that convention, althoughD will always be
redundant except when specifically noted. We will focus on the discrete case with
y ∈ Rm, D= {φi}, i ∈ {1, . . . ,N}:
y =
N
∑
i=1
αiφi (2.2)
In matrix-vector notation,
y =

φ1[1] φ2[1] . . . . . . φN [1]
φ1[2] φ2[2] . . . . . . φN [2]
...
...
φ1[m] φ2[m] . . . . . . φN [m]


α1
α2
...
...
αN

=Φx, (2.3)
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with y ∈ Rm, Φ ∈ Rm×N , x ∈ RN , and m< N, we can quantify the sparsest decom-
position of y over D as
x∗ = min
x∈RN
‖x‖0 subject to y =Φx (2.4)
where ‖x‖0 := ∑Ni=1|xi|0. With the convention 00 = 0, ‖x‖0 thus counts the number
of non-zero entries of x. Despite the notation, ‖·‖0 is not a norm because it does
not respect scaling: ‖αx‖0 6= |α|‖x‖0. The abuse of notation is useful in order
to conceptually unify the various objective functions that we will see in problems
like (2.4). When x has k non-zero entries, we will say it is k-sparse. We will
refer to the problem in (2.4) as min-`0. Note that we will sometimes use D and Φ
interchangeably when referring to the collection of basis vectors.
The Computational Complexity of min-l0
It is known that min-`0, in general, requires an exhaustive combinatorial search of
all possibilities.
Theorem 2.1. For an arbitrary dictionary D, solving (2.4) or proving that there is
no solution is NP-hard.
Proof. In [3], Davis et al. show that there exist dictionaries D and vectors y such
that, for a given k ∈ N, finding
x∗ = min
x∈RN
‖y−Φx‖2 subject to ‖x‖0 = k (2.5)
is a polynomial-time reduction of the exact cover by 3-sets problem which is known
to be NP-complete [4], and therefore (2.5) is NP-hard. This generalizes to (2.4) by
requiring an exact solution y=Φx and searching over k = 1,2, . . . until we find that
solution (or not, as the case may be).
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Lemma 2.3 is the core of the proof in [3], transforming an instance of the 3-sets
covering problem into instance of the problem of approximating a vector over a
dictionary.
Definition 2.2 (Exact cover by 3-sets problem). Given a collection C of subsets Si
of a set X , where |Si| = 3, an exact cover by 3-sets is a subcollection C∗ of C such
that each element in X is contained in exactly one subset in C∗, i.e., X =
{
S
j
i
}
where j ∈ {1,2,3}. The exact cover by 3-sets problem is to determine, for such a
given pair (X ,C), if C contains an exact cover by 3-sets.
Lemma 2.3. Any instance (X ,C) of the exact cover by 3-sets problem, with |X | =
m = 3k, can be transformed in polynomial time into the (k,ε)-approximation prob-
lem of finding an x ∈ R|C| satisfying
‖x‖0 = k and ‖y−Φx‖2 < ε (2.6)
for a particular dictionary of size |C|= O(m3) with associated Φ ∈ Rm×|C|, a par-
ticular y ∈ Rm, and arbitrary ε < 1/√m.
Proof. Let X = {1,2, . . . ,m}. For S⊆ X , define
T (S) =
1√|S|∑i∈S ei (2.7)
where ei are basis vectors in an arbitrary m-dimensional Hilbert space. Let C be any
collection of distinct 3-element subsets of X . Note that |C| ≤ (m3)= O(m3). Define
the dictionary
D= {T (Si);Si ∈ C} (2.8)
so that each basis function φi has the form 1√3(ea+ eb+ ec). Also define the vector
y = T (X) =
1√
m
(e1+ e2+ · · ·+ em). (2.9)
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First we will assume that for (X ,C) we have found an exact cover C∗ = {Si}. Then
|C∗|= m/3 = k and
y = T (X) =
1√
m
(e1+ e2+ . . .em) (2.10)
=
√
3
m
[
1√
3
(e1+ e2+ e3)+
1√
3
(e4+ e5+ e6)+ . . .
]
(2.11)
=
√
3
m
[
1√
3
(eS11 + eS21 + eS31)+
1√
3
(eS12 + eS22 + eS32)+ . . .
]
(2.12)
=
√
3
m ∑
Si∈C∗
T (Si) (2.13)
=Φ(· · · ,0,
√
3
m
,0, · · ·)T =Φx (2.14)
where x ∈ R|C| is a vector of zeros except at the k indices corresponding to the
Si, and Φ is the matrix of |C| basis functions in D. This gives us ‖y−Φx‖2 =
0, and ‖x‖0 = k, and thus the approximation problem is solved. The exact cover
assumption is used in (2.12) to rearrange the ei. That the assignment problem is
a polynomial reduction of the exact cover problem relies upon the transformation
from C to D in (2.8), which is an O(m3) operation.
Now assume that the approximation problem is solved for ε < 1/
√
m with our
D as defined above. That is, we have x ∈ R|C| satisfying ‖x‖0 = k and
‖y−Φx‖2 = ‖y−∑
i∈K
αiT (Si)‖2 < ε
for some set K ⊂ {1, . . . , |C|} with |K| = k. Our aim is to show that these Si cover
X and that they don’t intersect. To see that they cover X , suppose at least one of the
basis vectors e j /∈ ∪Si. Then
‖y−∑
i∈K
αiT (Si)‖2 (2.15)
=‖ 1√
m
(e1+ · · ·+ em)−
(
α1ei− . . .−α j−1e j−1−α j+1e j+1 . . .−αmem
)‖2
(2.16)
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≥ 1√
m
> ε (2.17)
violating our initial assumption. Since each of the T (Si) contains 3 basis vectors,
and m= 3k, if any of the Si were to intersect then we’d be in the situation of at least
one of the e j missing from ∪Si. Thus, our Si define an exact cover by 3-sets of C,
and we are done.
Lemma 2.3 is further generalized in [3] to accommodate dictionaries of arbi-
trary size O(mp), p≥ 1, and arbitrary k, m. The end result is that a polynomial time
solution to the (k,ε)-approximation problem (2.6) would be a polynomial time so-
lution to a known NP-complete problem, and thus the (k,ε)-approximation problem
is NP-complete. Furthermore, any algorithm that finds the optimal x to minimize
‖y−Φx‖2 for a given k, problem (2.5), also solves the (k,ε)-approximation prob-
lem. Therefore, (2.5) is NP-hard.
Theorem 2.1 does not mean that (2.4) is NP-hard for all dictionaries D. It
means that without utilizing special properties of a given dictionary, and solution
techniques based on those properties, solving (2.4) requires a search through a list
of possibilities whose length is combinatorial in N.
The Uniqueness of min-l0
A solution x to min-`0 with ‖x‖0 = k describes a linear combination of k columns of
Φ that satisfy a constraint. Guaranteeing that such solutions are unique will require
us to consider linear combinations of 2k columns. More specifically, the presence
of 2k-sparse vectors in the nullspace of Φ will warn us that a k-sparse solution to
min-`0 is not unique. We will write the nullspace of Φ as N(Φ) and ΦT as the
submatrix of Φ consisting of columns indexed by T ⊂ {1, . . . ,N}. The following
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definition, introduced in [5], can be thought of as the opposite of the rank of a
matrix.
Definition 2.4 (Spark). Define spark(Φ) ∈ N as either of the following equivalent
relations:
spark(Φ) = min
T⊂{1,...,N}
|T | subject to N(ΦT ) 6= /0 (2.18)
spark(Φ) = min
x∈RN ,x 6=0
‖x‖0 subject to Φx = 0 (2.19)
In other words, spark(Φ) counts the smallest number of columns of Φ that are
linearly dependent. The spark sheds a little light on the relationship of the columns
of Φ to solutions of the min-`0 problem. Uniqueness of a solution x to min-`0
requires ‖x‖0 < spark(Φ)/2.
Theorem 2.5. A k-sparse solution to min-`0 is unique if and only if k< spark(Φ)/2.
Proof. Assume 2k < spark(Φ) and that there could exist two distinct k-sparse so-
lutions x1 and x2 to min-`0, that is, ‖x1‖0 = ‖x2‖0 = k and Φx1 = Φx2 = y. Then
x1−x2 ∈N(Φ) so 2k< spark(Φ)≤‖x1−x2‖0≤‖x1‖0+‖x2‖0. Therefore, ‖x1‖0 =
k =⇒ ‖x2‖0 > k contradicting our assumption.
Now assume that 2k ≥ spark(Φ). Then there exists a 2k-sparse solution x with
‖Φx‖ = 0. Let x = x1− x2 and split the support of x among them so that ‖x1‖0 =
‖x2‖0 = k. Then we have two k-sparse vectors with 0 = Φ(x1− x2) =⇒ Φx1 =
Φx2.
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Approximation of min-l0 with min-l1
In [6], Donoho and Chen describe the basis pursuit approach to identifying a sparse
representation of a signal:
min ‖x‖1 subject to Φx = y (2.20)
This can be seen as an approximation of the min-`0 problem, and we will refer to it
as min-`1. One reason this approximation is useful because there are polynomial-
time algorithms that can solve it. In particular, min-`1 is a linear program (LP) and
there are well-established solution techniques to solve it [7]. For the numerical ex-
periments in this thesis, we use the `1-Magic toolkit [8]. A well-quantified catalog
of other software suitable for solving min-`1, as well as the relaxed-min-`1 which
will be introduced later, provides a useful guide [9].
Figure 2.1 illustrates an underdetermined example for m = 1, N = 2, with Φ=[2
3 1
]
, x = (x1,x2)T , and y = 34 . For p = 0,
1
2 ,1 the `p ball associated with the
solution to min-`p is shown in Figure 2.1(a-c). For this problem, min-`0 has two
solutions: α = (9/8,0) and β = (0,3/4). Min-`0 will always pick out all of the
sparsest possible solutions. Note that min-`1/2 and min-`1 are not solved by both
of the min-`0 solutions but instead they have just one solution β .
The geometry illustrates how min-`p, p ≤ 1, will tend to pick out sparse solu-
tions. The constraints define an m-dimensional subspace of RN ; as long as they
Figure 2.1: Min-`p Examples
(a) min-`0
α
β
(b) min-`1/2
β
(c) min-`1
β
(d) degenerate min-`1 (e) min-`2
γ
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don’t coincide with a face of a scaled version of the `1 ball in RN , min-`1 will favor
zeroizing components of the solution vector. However, if the constraints are slightly
adjusted, as in Figure 2.1(d), min-`1 has an infinite number of solutions and most
of them are not sparse. Figure 2.1(e) illustrates the min-`2 solution. The geometry
of min-`2 will not generally favor sparse solutions as sparsity is sacrificed in order
to reduce the distance to the origin.
Because `2 is used so ubiquitously when working with norms, it is worth con-
sidering what is so different about `1 in terms of sparsity. As a first step, note that
(min ‖x‖2 subject to Φx = y) =
(
min ‖x‖22 subject to Φx = y
)
. (2.21)
In particular, if x∗ minimizes the left hand side, it also minimizes the right hand
side. Thus, the effect of `2 is the same as that of `22 in this context, and we can
readily compare `1 to `2 using `22 as a proxy:
‖x‖1 = |x1|+ |x2|+ . . . (2.22)
‖x‖22 = x21+ x22+ . . . (2.23)
The key to the difference between `2 and `1 lies in what a minimizer does with large
and small values for xi. For the purpose of comparison, suppose we have a large
xi = 1×103 and a small x j = 1×10−3. In the min-`1 context, when encountering
x j, the minimizer will try to make it smaller. When the same minimizer sees that
same x j in the min-`2 case, it is now x2j and thus already several orders of magnitude
smaller. The minimizer will not work as hard to make that x j smaller because the
effect of min-`2 has served to make the minimizer care less about it. Conversely,
for the large xi, min-`2 sees x2i and is thus incentivized to make xi smaller, while
min-`1 will care relatively less about reducing the magnitude of that entry. These
considerations lead min-`1 to focus relatively more on making small x j smaller, to
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zero when possible, while min-`2 will focus relatively more on reigning in large
xi. Note that these same arguments are magnified for `q, 0 < q < 1, and that `1 is
precisely the dividing line between sparsity promotion and energy minimization, in
addition to being precisely the dividing line between convexity and concavity in the
objective function for problems of the form (2.20) with 1 replaced by q≥ 0.
Conditions for Equivalence of min-l0 and min-l1
Another reason that min-`1 is a useful approximation of min-`0 is that it is some-
times guaranteed to provide the same answer. Clearly, it is important and useful
to know when this is the case. In [10], Gribonval and Nielsen establish sufficient
conditions on an arbitrary dictionary D with unit-norm basis vectors and the spar-
sity of a vector x in order for the solutions to the min-`0 and min-`1 problems to
be unique, and conditions for them to be equivalent. This section will review their
results, which are themselves extensions of similar results by Donoho and Huo for
the special case of dictionaries that are unions of two orthonormal bases [11].
We focus first on the uniqueness conditions. We will label the support of a
vector x ∈RN as S(x) = {i : xi 6= 0} , |S(x)|= k. The following lemma generalizes
the sufficient condition of the min-`0 uniqueness result in Theorem 2.5.
Lemma 2.6. Let D be a dictionary of N dictionary elements and S ⊂ {1, . . . ,N}.
Define
Pτ(S,D) = max
x∈N(D)
x 6=0
∑i∈S|xi|τ
∑Ni=1|xi|τ
(2.24)
for 0≤ τ ≤ 1. If Pτ(S,D)< 1/2, then when S(x∗)⊂ S and x∗ solves
x∗ = min
x∈RN
‖x‖τ subject to y =Φx, (2.25)
x∗ is the unique solution to the problem.
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Proof. For any τ , 0 ≤ τ ≤ 1, in order for x∗ to uniquely solve (2.25), it must hold
that ‖x˜‖τ > ‖x∗‖τ for all x˜ that satisfy y = Φx˜ = Φx∗. Since every such x˜ can
be rewritten as x∗+ δ , where δ ∈ N(Φ) the nullspace of Φ, this is equivalent to
requiring
‖x∗+δ‖τ > ‖x∗‖τ (2.26)
for all δ ∈N(Φ). Rewriting our requirement as
‖x∗+δ‖τ −‖x∗‖τ =
N
∑
i=1
|x∗i +δi|τ − ∑
i∈S(x)
|x∗i |τ > 0 (2.27)
we can use the support of x∗ to split up the terms in the first summation:
∑
i∈S(x)
|x∗i +δi|τ + ∑
i/∈S(x)
|δi|τ − ∑
i∈S(x)
|x∗i |τ > 0. (2.28)
Using the reverse triangle inequality, we know that for each i,
|x∗i +δi|τ = |x∗i − (−δi)|τ ≥ |x∗i |τ −|(−δi)|τ = |x∗i |τ −|δi|τ . (2.29)
And thus we have
‖x∗+δ‖τ −‖x∗‖τ > ∑
i∈S(x)
−|δi|τ + ∑
i/∈S(x)
|δi|τ > 0. (2.30)
Therefore, if
∑
i∈S(x)
|δi|τ < ∑
i/∈S(x)
|δi|τ (2.31)
for all δ ∈N(Φ), then if there is a solution to min-`τ (2.25), it is unique. Equation
(2.31) states that the `τ -norm of the coefficients on the support of x must dominated
by the `τ -norm of the coefficients off. Since
∑
i∈S(x)
|δi|τ + ∑
i/∈S(x)
|δi|τ =
N
∑
i=1
|δi|τ , (2.32)
(2.31) will be satisfied if
∑
i∈S(x)
|δi|τ < 12
N
∑
i=1
|δi|τ ∀δ ∈N(D) ⇐⇒ Pτ(S,D)< 1/2 (2.33)
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To see that Lemma 2.6 generalizes the sufficient condition in Theorem 2.5, note
that for all S with |S|= k,
P0(S,D) =
(
max
x,x 6=0
k
‖x‖0 subject to Φx = 0
)
=
k
spark(Φ)
(2.34)
because spark(Φ) is the minimal such ‖x‖0 by definition (2.19). Thus P0(S,D) <
1/2 =⇒ k< spark(Φ)/2 when |S|= k, and the sufficient condition in Theorem 2.5
is equivalent to Lemma 2.6 when τ = 0. The following lemmas combine with the
one above to complete the generalization of Theorem 2.5, which is then leveraged to
establish conditions for both the uniqueness of min-`1 and the equivalence between
min-`1 and min-`0.
Lemma 2.7. If Pτ(S,D) = 1/2, then if S(x∗) ⊂ S and x∗ solves (2.25), it is not
unique.
Proof. Pτ(S,D) = 1/2 means
∑
i∈S(x)
|δi|τ = 12
N
∑
i=1
|δi|τ (2.35)
Under this condition, replacing strict inequalities with loose ones in Lemma 2.6
implies the existence of ‖x˜‖τ = ‖x∗‖τ with y =Φx˜ =Φx∗.
Lemma 2.8. If Pτ(S,D)> 1/2, then there exists x∗ with S(x∗)⊂ S and x∗ does not
solve (2.25).
Proof. Pτ(S,D)> 1/2 means that there exists x ∈N(D) with
∑
i∈S
|xi|τ > 12
N
∑
i=1
|xi|τ (2.36)
Now split x into x = β −α with βi = xi for i /∈ S and αi = −xi for i ∈ S. Since
x ∈N(D), Φβ =Φα . By (2.36),
‖β‖τ =∑
i/∈S
|xi|τ <∑
i∈S
|xi|τ = ‖α‖τ (2.37)
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Let x∗ = α , then S(x∗)⊂ S and it does not solve (2.25).
It will be useful to specify a necessary and sufficient condition for P0(S,D) <
1/2 that relies on the smallest `0 norm in N(D).
Lemma 2.9. Let f :D→ R. Define
Z(D) = min
x∈N(D)
x 6=0
‖x‖0 (2.38)
and
f0(D) =

Z(D)/2 Z even
(Z(D)+1)/2 Z odd
(2.39)
Then P0(S,D)< 1/2 if and only if |S|< f (D)≤ f0(D)
Proof. For any S,
P0(S,D) = max
x∈N(D)
x 6=0
∑i∈S|xi|0
∑Ni=1|xi|0
≤ max
x∈N(D)
x 6=0
|S|
‖x‖0 =
|S|
Z(D)
, (2.40)
where the inequality comes from the fact that there may be xi = 0 for some i ∈ S. if
Z(D) is even and |S|< f (D)≤ f0(D) then P0(S,D)< f0(D)Z(D) < 1/2. If Z(D) is odd
then |S|< f (D)≤ Z(D)+12 implies |S| ≤ Z(D)−12 < Z(D)2 and again P0(S,D)< 1/2.
Now assume |S| < f (D) and f (D) > f0(D). We just need to find a set S with
P0(S,D) ≥ 1/2. Let x∗ be the minimizer of (2.38) and note that by definition
S(x∗) = Z(D). Among all the sets S ⊂ S(x∗) we choose one with |S| ≥ f0(D).
Then
P0(S,D) = max
x∈N(D)
x 6=0
∑i∈S|xi|0
∑Ni=1|xi|0
≥ f0(D)
Z(D)
≥ 1/2 (2.41)
where the rightmost inequality is equality if Z(D) is even.
The following lemma establishes a link between τ = 1 and τ = 0.
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Lemma 2.10. If
|S|< f (D) =⇒ Pτ(S,D)< 1/2 (2.42)
for some 0≤ τ ≤ 1, then
|S|< f (D) =⇒ P0(S,D)< 1/2 (2.43)
and f (D)< f0(D).
Proof. Assume
|S|< f (D) =⇒ Pτ(S,D)< 1/2 (2.44)
Let x1 ∈ RN with ‖x1‖0 < f (D). This defines a set S1 = S(x1) with |S1| < f (D).
Under our assumption, Lemma 2.6 tells us that x1 uniquely solves min-`τ . We
want to show that x1 is also the unique minimizer to min-`0 (2.4). Assume x2 6= x1
satisfies Φx2 = Φx1 and ‖x2‖0 ≤ ‖x1‖0. This would imply that ‖x2‖0 < f (D),
defining a new set S2 = S(x2) with |S2|< f (D). Thus x2 would also uniquely solve
min-`τ . But since x1 is the unique min-`τ minimizer, x2 = x1. Therefore x1 is also
the unique `0-minimizer. By Lemmas 2.6, 2.7, and 2.8, we must then have that
(2.43) holds. Lemma 2.9 then gives us that f (D)< f0(D).
The equivalence of min-`0 and min-`1 will depend upon the coherence of D,
which we define as
µ(D) := max
i 6= j
|〈φi,φ j〉|
‖φi‖‖φ j‖ . (2.45)
Theorem 2.11. For a dictionary D whose columns have unit norm, if
‖x‖0 < 12(1+
1
µ(D)
) (2.46)
then x is the unique solution to both min-`0 and min-`1.
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Proof. Our aim is to show that P1(S(x),D)< 1/2. Let x ∈N(D). Then
xiφi =−
N
∑
j=1, j 6=i
x jφ j (2.47)
Now, taking the inner product of each side with φi, and absolute values
|xi|= |〈xiφi,φi〉|= |
N
∑
j=1, j 6=i
〈x jφ j,φi〉| (2.48)
≤ |
N
∑
j=1, j 6=i
µ(D)x j| (2.49)
≤ µ(D)
N
∑
j=1, j 6=i
|x j| (2.50)
Adding µ(D)|xi| to both sides and rearranging, we get
|xi| ≤ µ(D)‖x‖1(1+µ(D)) . (2.51)
Now if we take this sum over all i ∈ S(x), we get
‖x‖1 ≤ |S(x)|µ(D)‖x‖1(1+µ(D)) . (2.52)
Since 0≤ P1(S,D)≤ 1, it won’t affect the inequality
P1(S,D)‖x‖1 ≤ |S(x)|µ(D)‖x‖1(1+µ(D)) (2.53)
and we can lose the ‖x‖1
P1(S,D)≤ |S(x)|µ(D)(1+µ(D)) . (2.54)
Thus, if we enforce
|S(x)|µ(D)
(1+µ(D))
< 1/2 (2.55)
we will have a unique solution to min-`1 by Lemma 2.6 and it will also be the
unique solution to min-`0 by Lemma 2.10. By (2.55) this can be satisfied if
|S|< (1+ 1
µ(D)
)/2. (2.56)
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Relaxation of Constraints for min-l1
Any real-world application of the basis pursuit concept will run into uncertain-
ties that will lead us to desire a relaxation of the constraints Φx = y that we have
considered so far. We can quantify the condition Φx ≈ y by measuring the error
‖Φx− y‖2 = ε , and then reformulating (2.20) to specify how close we require the
approximation to be:
min ‖x‖1 subject to ‖Φx− y‖2 ≤ ε (2.57)
This optimization problem falls under the category of second-order cone programs
[12], which can themselves be approximated by a series of linear programs using
the log-barrier method [8]. We will refer to the problem as relaxed-min-`1.
Suppose x is a solution to the original min-`1 and x∗ is a solution to the cor-
responding relaxed-min-`1 for some ε > 0. Clearly we will want to question how
close x∗ is to x, which we will quantify by ‖x∗− x‖2. This question was first ad-
dressed by Cande`s, Romberg, and Tao in [13]. They showed that under certain
restrictions on Φ,
‖x∗− x‖2 ≤C0ε+C1‖x− xS‖1, (2.58)
where xS is the vector x keeping the S largest entries and setting the rest to 0, S is
some number we choose, and C0 and C1 are constants depending on S and Φ. Note
that the error involves a measurement error term involving ε , and an approximation
error term involving x−xS. In the latter case, if the signal coefficients are small for
i ≥ S, then the approximation error will be small. Also, if x is S-sparse, then there
will be no approximation error.
These results were improved upon by Cande`s in [14], loosening the restrictions
on Φ and improving the constant CS,Φ. We will review the proof from [14] in this
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section. The restrictions on Φ will rely on its restricted isometry constants.
Definition 2.12 (Restricted Isometry Constant). For k ∈ N, define the restricted
isometry constant δk as the smallest number such that
(1−δk)‖x‖22 ≤ ‖Φx‖22 ≤ (1+δs)‖x‖22 (2.59)
holds for all k-sparse vectors x.
The restricted isometry constant is a statement about the extreme singular values
of all k-submatrices of Φ, that is, all submatrices formed by selecting k columns.
Definition 2.13 (Restricted Isometry Property). Loosely speaking, Φ will be said
to have the restricted isometry property (RIP) if it has a useful restricted isometry
constant δk for some k, where the utility is measured by the following theorem and
the application at hand.
Theorem 2.14. Let x∈RN and y=Φx+e where ‖e‖2 < ε , andΦ∈Rm×N . Assume
that Φ satisfies the RIP with δ2k <
√
2−1. If x∗ satisfies
x∗ = min
x˜∈RN
‖x˜‖1 subject to ‖Φx˜− y‖2 < ε (2.60)
then
‖x∗− x‖2 ≤ C0‖x− xk‖1√
k
+C1ε (2.61)
where C0 and C1 depend on δ2k.
Proof. To establish the theorem, we need to bound the difference between x and x∗,
so we will let h = x∗− x and work towards quantifying ‖h‖2 = ‖x∗− x‖2. The key
to the proof will be to rewrite
h = hT 0+hT 1+hT 2+ . . . (2.62)
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where T0 is the indices of the k largest coefficients of x, T1 is the indices of the
next k largest coefficients of x, and so on. We will first bound all except the first
2k entries, ‖h(T0∪T1)C‖2, and then the first 2k entries, ‖hT0∪T1‖2, with the following
lemmas.
Lemma 2.15.
‖h(T0∪T1)C‖2 ≤ 2e0+‖hT0‖2 (2.63)
where e0 =
√
k
k ‖x− xk‖1.
Proof. Since each hTj has at most k entries,
‖hTj‖2 ≤
√
‖hTj‖2∞+‖hTj‖2∞+ . . .≤
√
k‖hTj‖∞, (2.64)
where the last inequality accounts for the case that hi≥z = 0 for some z, or if the last
|Tj| ≤ k. Our reordering in (2.62) gives us k‖hTj‖∞ ≤ ‖hTj−1‖1, so we have
‖hTj‖2 ≤
√
k‖hTj‖∞ ≤
√
k
k
‖hTj−1‖1 (2.65)
which leads to
∑
j≥2
‖hTj‖2 ≤
√
k
k
(‖hT1‖1+‖hT2‖1+ . . .) =
√
k
k
‖hTC0 ‖1 (2.66)
which we use to establish
‖h(T0∪T1)C‖2= ‖∑
j≥2
hTj‖2 ≤ ∑
j≥2
‖hTj‖2 ≤
√
k
k
‖hTC0 ‖1. (2.67)
Now, since x∗ is a minimizer,
‖x‖1 ≥ ‖x∗‖1 = ‖x+h‖1 = ∑
i∈T0
|xi+hi|+ ∑
i/∈T0
|xi+hi| (2.68)
≥ ∑
i∈T0
(|xi|− |hi|)+ ∑
i/∈T0
(|hi|− |xi|) (2.69)
= ‖xT0‖1−‖hT0‖1+‖hTC0 ‖1−‖xTC0 ‖1 (2.70)
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and rearranging gives us
‖hTC0 ‖1 ≤ 2‖xTC0 ‖1+‖hT0‖1. (2.71)
Using (2.67), we get
‖h(T0∪T1)C‖2 ≤
√
k
k
(
2‖xTC0 ‖1+‖hT0‖1
)
(2.72)
To finish the lemma, note first that ‖xTC0 ‖1 = ‖x− xk‖1, by the definition of T0, and
second that, by the Cauchy-Schwarz inequality,
‖hT0‖1 = |〈hT0,1〉| ≤ ‖hT0‖2‖1‖2 =
√
k‖hT0‖2, (2.73)
which gives us
‖h(T0∪T1)C‖2 ≤ 2
√
k
k
‖x− xk‖1+‖hT0‖2. (2.74)
Lemma 2.16. Let xT and yU ∈RN be supported on disjoint subsets T,U ⊂{1, . . . ,N},
with |T | ≤ k and |U | ≤ k′. Then
|〈ΦxT ,ΦyU〉| ≤ δk+k′‖xT‖2‖yU‖2 (2.75)
Proof. First suppose xT and yU are unit vectors. Then ‖xT + yU‖2 = 2 and, by the
RIP assumption,
2(1−δk+k′)≤ ‖ΦxT +ΦyU‖22 ≤ 2(1+δk+k′) (2.76)
2(1−δk+k′)≤ ‖ΦxT −ΦyU‖22 ≤ 2(1+δk+k′) (2.77)
By the polarization identity, a consequence of the parallelogram law,
|〈ΦxT ,ΦyU〉|= 14 |‖ΦxT +ΦyU‖
2
2−‖ΦxT −ΦyU‖22| (2.78)
≤ 1
4
|2(1+δk+k′)−2(1−δk+k′)| (2.79)
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≤ δk+k′ (2.80)
If xT and/or yU are not unit vectors, then let x˜T = xT/‖xT‖2 and y˜U = yU/‖yU‖2 so
that x˜T and y˜T are unit vectors and
|〈ΦxT ,ΦyU〉|
‖xT‖2‖yU‖2 = |〈Φx˜T ,Φy˜U〉| ≤ δk+k
′ (2.81)
and the lemma still holds.
Lemma 2.17.
‖hT0∪T1‖2≤ (1−ρ)−1(αε+2ρe0) (2.82)
where
α =
2
√
1+δ2k
1−δ2k , ρ =
√
2δ2k
1−δ2k (2.83)
Proof. First, note that ΦhT0∪T1 =Φh−∑ j≥2ΦhTj , so by taking inner products
〈ΦhT0∪T1,ΦhT0∪T1〉= 〈ΦhT0∪T1,Φh−∑
j≥2
ΦhTj〉 (2.84)
we get
‖ΦhT0∪T1‖22 = 〈ΦhT0∪T1,Φh〉−〈ΦhT0∪T1,∑
j≥2
ΦhT0∪T1〉. (2.85)
We can bound the magnitude of the first term on the right-hand side by noting
‖Φh‖2 = ‖Φ(x∗− x)‖2 = ‖Φx∗− y+ y−Φx‖2 ≤ ‖Φx∗− y‖2+‖Φx− y‖2 ≤ 2ε
(2.86)
and, by the RIP assumption,
‖ΦhT0∪T1‖2 ≤
√
1+δ2k‖hT0∪T1‖2 (2.87)
so that, by Cauchy-Schwarz,
|〈ΦhT0∪T1,Φh〉| ≤
√
1+δ2k‖hT0∪T1‖2 ·2ε (2.88)
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The magnitude of the second term in (2.85) can be bounded by
|〈ΦhT0∪T1,∑
j≥2
ΦhTj〉|= |∑
j≥2
〈ΦhT0,ΦhTj〉+∑
j≥2
〈ΦhT1 ,ΦhTj〉| (2.89)
≤ ∑
j≥2
|〈ΦhT0,ΦhTj〉|+∑
j≥2
|〈ΦhT1 ,ΦhTj〉| (2.90)
By Lemma 2.16, for i = 0,1, |〈ΦhTi,ΦhTj〉| ≤ δ2k‖hTi‖2‖hTj‖2, so
|〈ΦhT0∪T1,∑
j≥2
ΦhTj〉| ≤ δ2k ∑
j≥2
(‖hT0‖2+‖hT1‖2)‖hTj‖2. (2.91)
Using ‖hT0‖2+‖hT1‖2 ≤
√
2‖hT0∪T1‖2, we get
|〈ΦhT0∪T1 ,∑
j≥2
ΦhTj〉| ≤
√
2δ2k‖hT0∪T1‖2 ∑
j≥2
‖hTj‖2. (2.92)
Inserting (2.88) and (2.92) into (2.85) for an upper bound, and using the RIP as-
sumption for a lower bound, we get
(1−δ2k)‖hT0∪T1‖22 ≤ ‖ΦhT0∪T1‖22 ≤ ‖hT0∪T1‖2
(
2ε
√
1+δ2k +
√
2δ2k ∑
j≥2
‖hTj‖2
)
(2.93)
We can use (2.67) to bound the second term inside the parentheses by
√
k
k ‖hTC0 ‖1,
leaving us with
‖hT0∪T1‖2 ≤ αε+ρ
√
k
k
‖hTC0 ‖1. (2.94)
Using (2.71) and the fact that ‖hT0‖1 ≤
√
k‖hT0‖2 ≤
√
k‖hT0∪T1‖2, we can bound
the second term
‖hT0∪T1‖2 ≤ αε+ρ‖hT0∪T1‖2+2ρe0, (2.95)
and rearranging we get (2.82) and the lemma is established.
Now, to complete the theorem, we have
‖h‖2 ≤ ‖hT0∪T1‖2+‖h(T0∪T1)C‖2 (2.96)
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≤ ‖hT0∪T1‖2+‖hT0‖2+2e0 (2.97)
≤ 2‖hT0∪T1‖2+2e0 (2.98)
≤ 2(αε+2ρeo)
1−ρ +2e0 (2.99)
=
C0‖x− xS‖1√
k
+C1ε (2.100)
with
C0 =
2(ρ+1)
1−ρ , C1 =
2α
1−ρ . (2.101)
Note that both C0,C1→ ∞ as ρ ↑ 1, which happens when δ2k ↑
√
2− 1. Also, we
have that C0,C1 < 0, a meaningless result, whenever
ρ ≥ 1 ⇐⇒ 1−δ2k ≤
√
2δ2k ⇐⇒ δ2k ≥ 1√
2+1
=
√
2−1. (2.102)
In [15], Foucart and Lai prove an improved bound for k-sparse vectors, yielding
successful approximation with δ2k < 2(3−
√
2)/7, a 9% improvement. They also
prove a result analogous to Theorem 2.14 with ‖·‖1 replaced by ‖·‖q, 0 < q ≤ 1
and show that relaxed-min-`q is better at recovering vectors with larger numbers of
non-zero entries than relaxed-min-`1 in their numerical experiments.
Deterministic Matrices With Good Restricted Isometry
The results of the last section indicate that if a matrix has good restricted isometry
constants, then we can usefully approximate min-`0 by relaxed-min-`1. Unfor-
tunately, checking that a matrix Φ has a restricted isometry constant δk involves
analyzing the singular values of every k-column submatrix of Φ, of which there are(N
k
)
, which grows like (eN/k)k. Thus, we’ve replaced the min-`0 problem with one
that is even harder.
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One approach to mitigating this issue is to use algorithms that, by construc-
tion, are verified to create matrices with suitable RIP. If such an algorithm is used
to create a matrix, then the individual matrix itself does not have to be verified.
Three main themes have been developed under this approach: deterministic ma-
trices for which the RIP holds absolutely, matrices with random i.i.d. entries for
which the RIP holds with high probability, and matrices formed by randomly se-
lecting rows from an orthogonal matrix. The deterministic case is not considered to
have much practical value because the constraints it places on Φ are too restrictive
and get worse as N increases. The two random cases enable, with high probability,
the approximation of vectors with more non-zeros (larger k) for a fixed number of
rows (m) in Φ, or equivalently fewer m for a fixed k, and thus are better suited for
sampling applications.
In [16], DeVore defines deterministic matrices ΦD ∈ Rm×N with useful re-
stricted isometry constants δk for
k <
δk
8
√
m logm
log Nm
+1 (2.103)
In the context of Theorem 2.14, this means that as long as x is approximately k-
sparse, and as long as (2.103) is satisfied for one of DeVore’s ΦD, then solving
relaxed-min-`1 using y=ΦDx+e will yield a solution x∗ closely approximating x.
Figure 2.2 illustrates the relationship between k, m, and N for N over 7 orders
of magnitude. These plots were created by using the CVX optimization package
in MATLAB to find maximal k satisfying (2.103) for m ∈ 1, . . . ,N and δ2k =
√
2−
1. Note that integer constraints were not enforced on k but this does not affect
the results significantly. Also, after solving for k in (2.109), we must divide by 2
because the RIP conditions are in terms of δ2k.
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Figure 2.2: Sparsity Level vs. Samples, Threshold for RIP Approximation Conditions for
DeVore Deterministic Matrices
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Figure 2.3: Sparsity Level vs. Samples, Threshold for RIP Approximation Conditions for
Gaussian Random Matrices
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The horizontal axis δ = mN is the aspect ratio of Φ, which for sampling applica-
tions represents the degree of undersampling. The vertical axis represents the spar-
sity level of the vector x that we are attempting to approximate with relaxed-min-`1.
The plots represent the maximal km for which DeVore’s deterministic matrices com-
bined with Cande`s’ Theorem 2.14 guarantee an approximate recovery, where we’ve
used δ2k =
√
2− 1 in (2.103). The quantity ρ = km specifies either a) for fixed m,
the greatest sparsity level k that can be recovered or b) for fixed k, the minimal
number of rows of Φ. The latter corresponds to the number of samples to be taken
in sampling applications. The idea of considering (δ ,ρ) plots was introduced by
Donoho and Tanner in a series of papers summarized by their survey in [17].
Note that for N increasing, DeVore’s deterministic matrices become less able
to guarantee good approximation. For a fixed m, increasing N requires our vectors
to have fewer non-zero entries in order to guarantee recovery. Also, as m ↑ N,
approximation becomes asymptotically feasible for k ↑ m.
An as-yet unpublished work describes some recent advances in the development
of deterministic matrices with good RIP [18].
Random Matrices With Good Restricted Isometry
Using results in random matrix theory, Cande`s and Tao showed in [19] that for ma-
trices Φ with entries drawn independently from a zero-mean Gaussian distribution
with variance 1/m, the RIP holds with high probability. More specifically, given
the following definitions,
H(s) =−s logs− (1− s) log(1− s) (2.104)
f (k,m,N) =
√
N/m
(√
k/N+
√
2H(k/N)
)
, (2.105)
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and for ε > 0, then Φ has a restricted isometry constant δk with
P
(
δk >−1+[(1+ ε) f (k,m,N)]2
)
≤ 2 · e−mH(r)·ε/2. (2.106)
Thus, with high probability,
δk /−1+[1+ f (k,m,N)]2 = g(k,m,N). (2.107)
If we want to bound δk by some constant D< 1, we can set
δk / g(k,m,N)≤ D< 1 (2.108)
and then find conditions on g under which this is satisfied. In our case, we wish
to consider a fixed m and N, and find the approximate transition value for k above
which our δk ≥D and the RIP-based recovery results are not guaranteed. Note that
this analysis relies on g being non-decreasing in k for fixed m, N and D< 1. Fixing
m and N and setting
0 = δk−g(k,m,N), (2.109)
we can approximately determine the maximal k for which we will obtain a suc-
cessful approximation. Figure 2.3 illustrates the solution for both the Cande`s and
Foucart-Lai RIP conditions, where k is determined by numerically seeking a root
to (2.109) using bisection for each m ∈ {1, . . . ,N = 1000}.
In contrast with DeVore’s deterministic matrices, the k thresholds for Gaussian
matrices do not change as N increases. The plots shown in Figure 2.3 for N =
1000 are already demonstrating the asymptotic limit. Note that the k thresholds for
DeVore’s deterministic matrices and the Gaussian case are similar for N = 1000, but
that the deterministic matrices become much worse asymptotically as N increases.
Thus Gaussian matrices are more suitable for large N.
The following theorem that we will cite without proof goes beyond the Gaussian
case and assures, with high probability, good RIP for matrices with random entries
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drawn from distributions when those matrices represent linear transformations that
preserve norms of k-sparse vectors with high probability. The last statement is
almost a tautology, conceptually, even though the mathematical details are more
involved.
Theorem 2.18 (Baraniuk, et al., [20]). Let (Ω,ρ) be a probability measure space,
m,N ∈ N, and the random vector ω ∈ ΩmN . Let Φ(ω) ∈ Rm×N be the random
matrix populated by the values in ω . If
E
(‖Φ(ω)x‖22)= ‖x‖22 (2.110)
and
P
(|‖Φ(ω)x‖22−‖x‖22| ≥ ε‖x‖22)≤ 2e−nc0(ε), 0< ε < 1, (2.111)
then for 0< δ < 1 there exist constants c1,c2 > 0 depending on δ such that δ is the
restricted isometry constant (2.59) for Φ(ω) for any k ≤ c1mlogN/m with probability
≥ 1−2e−c2m.
Distributions satisfying the concentration inequality (2.111) include Gaussian
and Bernoulli distributions [20].
An additional class of matrices with good RIP are obtained from N×N orthog-
onal matrices U with m< N rows selected randomly and then renormalized to give
the columns unit norm. For these matrices [13],
k ≤C(
√
Nmaxi, j|Ui, j|)−2 m(logN)6 =⇒ δk <
√
2−1. (2.112)
Useful examples in this category include discrete Fourier transform (DFT) matrices
and matrices whose columns form an orthonormal wavelet basis.
The Conservativeness of Known RIP Bounds for Random Matrices
The bounds presented above constrain the number of non-zeros a vector may have,
k, in terms of the dimensions m and N of a random matrix Φ, if we want to use that
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matrix in the relaxed-min-`1 problem. As we’ve illustrated, for Gaussian matrices,
and for DeVore’s deterministic matrices when N ≥ 1e3, even the best known RIP
constraints only guarantee successful recovery for km by 3 orders of magnitude.
In [17], Donoho and Tanner prove better guarantees in the case of Φ with i.i.d
N(0,1) Gaussian entries. Using results in combinatorial geometry, they show that
for δ = m/N, min-`1 approximates min-`0 with probability 1− γ when
m>
k
ρ(δ )
1
(1−R(γ,m,N)) (2.113)
R(γ,m,N) = 2
√
1
m
log(4(N+2)6/γ) (2.114)
where ρ(δ ) is a function describing the asymptotic case as N → ∞. Figure 2.4
illustrates the case for γ = 1×10−6, N over several orders of magnitude, and N→
∞, using tabulated data for ρ(δ ) from [21]. For a given number of samples m, each
curve demonstrates how many non-zero entries may be present in the coefficient
vector in order for min-`1 to accurately recover it from the samples.
The RIP establishes a much more conservative result for the Gaussian case, as
illustrated in Figure 2.5. The upper curve represents the case N = 1×103 from
Figure 2.4, while the lower curve is from Figure 2.3.
Also in [17], Donoho and Tanner present empirical evidence that all known
theoretical bounds are very conservative in most cases for a wide variety of ran-
dom matrices with entries drawn from sub-Gaussian distributions. In matrices with
entries drawn from Rademacher, Bernoulli, ternary distributions, and constructed
from random sparse expander graphs, empirical results closely track the theoretical
results presented for Gaussian matrices above.
31
Figure 2.4: Samples Vs. Sparsity Level For Probability Of Failure 1×10−6 For Gaussian Φ,
Donoho-Tanner Precise Undersampling Theory
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Figure 2.5: Samples Vs. Sparsity Level For Probability Of Failure 1×10−6 For Gaussian Φ,
Comparison Of Thresholds
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Chapter 3
SPARSE POLYNOMIAL IDENTIFICATION
In this chapter we will apply basis pursuit techniques to the problem of identifying
polynomials after taking samples of their values at a finite set of points in their
domain. We explore this question because it is formally similar to the problems
of dynamical system identification that will be explored in later chapters. More
specifically, by sampling random polynomials at random points in their domain,
we form matrices Φ that mimic the matrices that will arise in system identification
applications. By studying the performance of basis pursuit in this more artificial
scenario, we can gain some insight into things we will see later. Another reason we
consider this problem first is that random polynomials are easier to generate than
random dynamical systems with bounded and non-trivial behaviors.
Problem Setup and Definition of Terms
Definition 3.1 (Polynomial Identification, Samples). Let p(x)= ∑
λ∈Λ
αλφλ (x), where
Λ is a finite or countably infinite index set, x ∈Rd , αλ ∈R, and a dictionary of dis-
tinct polynomial functions D=
{
φλ : Rd → R
}
. Given a set of m distinct samples
S =
{
(x j, p(x j))
}
, j = 1, . . . ,m, we define polynomial identification to be any pro-
cess that recovers, or approximately recovers, the αλ from S.
We note that polynomial identification can be seen as a problem in the same
vein as the well-known problems of polynomial interpolation [22, §8.1] and dis-
crete least-squares data fitting [22, §10.7.1], in that we start with a finite set of data
and attempt to find a model to describe it. Polynomial interpolation considers the
solution of this problem under the assumption that order(p) =m−1. Least-squares
data fitting considers the case that an a-priori assumption is made on the order of
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p, and order(p)< m−1. In the following, we will generally consider the case that
the order of p is unknown but less than some assumed maximum N.
The generality of Λ in Definition 3.1 is used to allow multivariate polynomials
later. First we consider univariate polynomials. We will take our polynomials to be
members of the Hilbert space L2(−1,1).
Example 3.2 (Univariate Polynomial Identification). For univariate polynomial
identification, in Definition 3.1, let N be an arbitrary integer and takeΛ= {1, . . . ,N},
p(x) =
N
∑
i=1
αiφi(x), (3.1)
x ∈ R, and φi : (−1,1)→ R polynomials with distinct coefficients.
A natural set of dictionary functions to consider in the univariate case are the
monomial basis functions.
Example 3.3 (Monomial Basis). The monomial basis of order N is the set
BM =
{
φi : (−1,1)→ R,φi(x) = xi−1
}
, i = 1, . . . ,N (3.2)
Another consists of the Chebyshev polynomials of the first kind.
Example 3.4 (Chebyshev Basis). The Chebyshev basis of order N is the set
BC = {φi : (−1,1)→ R,φi(x) = Ti−1(x) = cos((i−1)arccos(x))} , i = 1, . . . ,N
(3.3)
In light of (2.3), a set of m< N samples S =
{(
x j, p(x j)
)}
of a univariate poly-
nomial p, in combination with a dictionary D, defines an underdetermined linear
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transformation Φ : RN → Rm,
s =

p(x1)
p(x2)
...
p(xm)

=

φ1(x1) φ2(x1) . . . . . . φN(x1)
φ1(x2) φ2(x2) . . . . . . φN(x2)
...
...
φ1(xm) φ2(xm) . . . . . . φN(xm)


α1
α2
...
...
αN

=Φc, (3.4)
where s ∈ Rm,c ∈ RN , and Φ ∈ Rm×N . We will refer to c as the coefficient vector,
s as the signal vector, and Φ as the sample matrix, as it is formed by sampling our
basis functions at the points xi.
We will focus in particular on identifying sparse polynomials, that is, polyno-
mials for which most of the coefficients are zero. Clearly, we have constructed the
sparse polynomial identification problem in such a way that we can attempt to apply
the basis pursuit approach to solving it. Before proceeding, it is worth considering
what it will mean when basis pursuit fails to find a sparse polynomial solution. The
same considerations will apply to the system identification problems that we are
modeling by the sparse polynomial problem. First, if we assume a-priori that our
desired solution must be sparse, we can consider lack of a sparse solution to be
just as bad as a lack of any solution whatsoever. It may indicate to us that we are
using the wrong dictionary, that we have to much noise, or that we have not gath-
ered enough samples. Second, a polynomial that is dense in one dictionary may
be sparse in another. Failure to find a sparse solution in the first dictionary may be
simply a step towards finding a sparse solution in a second or third, or perhaps a
combination of the three.
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Polynomial Identification Experiments
We will explore numerical experiments using basis pursuit to identify sparse poly-
nomials. An individual experiment is performed as listed in Algorithm 1. The
essence of each experiment is to begin with an a-priori randomly constructed coef-
ficient vector c′, thus pre-determining the polynomial p. We then take the sample
set S defined in Definition 3.1 by randomly selecting the xi, effectively forming
s and Φ, and subsequently discard our knowledge of c′. Finally, we perform the
basis pursuit procedure to determine the min-`1 coefficient vector c∗ and measure
‖c∗− c′‖2 against a pre-defined acceptable error threshold ε to determine if the
experiment has succeeded or failed at identification.
In general, our experimental approach will proceed by choosing a fixed N and ε ,
then perform a large number of experiments varying m∈ (1,N) and k ∈ (1,m). This
allows us to analyze the identification performance in terms of ρ = km vs. δ =
m
N
as was done in Chapter 2. For each (m,k) combination we perform a large number
of experiments in order that our experiments are performed for a large collection of
random coefficient vectors c′ and randomly selected xi ∈ (−1,1).
Sparse Polynomial Identification Experiments With Monomial Dictionary
We consider first the identification of polynomials that are sparse with respect to the
monomial basis BM. In this case, Φ is a Vandermonde matrix, and (3.4) becomes:
s =

p(x1)
p(x2)
...
p(xm)

=

1 x1 x21 . . . . . . x
N
1
1 x2 x22 . . . . . . x
N
2
...
...
1 xm x2m . . . . . . x
N
m


α1
α2
...
...
αN

=Φc, (3.5)
36
Algorithm 1 Sparse Polynomial Identification Experiment
Input: Sparsity k, # Samples m, Basis Functions φi, Dictionary Size N,
Error Threshold ε, Noise SNR
Output: result = pass/fail
Select random sample points:
x ∈ Rm⇐m random ∈ (−1,1)
Sample basis functions at the sample points to construct sampling matrix:
Φ ∈ Rm×N ⇐ φi(xi)
Initialize the coefficient vector to zeros:
c′⇐ (0, . . . ,0)N
Randomly select the support of our coefficient vector:
support⇐ k random integers ∈ (1,N)
Populate the support of the coefficient vector with random values:
c′(support)⇐ k random∼N(0,σ2)
Take measurements of the coefficient vector:
s =Φc′
Noise case only, add measurement noise to each entry in s:
σ2 = ‖Φc′‖22/(m ·SNR)
si = si+U(0,σ2) U= uniform distribution
Attempt to recover coefficient vector:
c∗ = min
c∈RN
‖c‖1 s.t. s =Φc
Determine success or not:
error = ‖c∗− c′‖2
if error< ε then
result = pass
else
result = fail
end if
Clearly, we are in the category of matrix (ODE) from the introduction. Vander-
monde matrices by definition often contain entries with values spread over many
orders of magnitude and thus it will often be the case that k-column sub-matrices
ΦT , T ∈ {1, . . . ,N}, can be very ill-conditioned. This implies that the RIP constant
for Φ may be very bad. Thus, min-`1 (2.20) can often fail in this context.
Figure 3.1 illustrates the recovery probability averaged over 5 experiments for
each value of m and k, with N = 120 and ε = 1×10−6. White means no recovery,
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while dark indicates higher success rates. Clearly, sparse polynomial identification
does not perform very well with these experimental parameters. Of note is that,
for a fixed k, increasing m does not seem to improve the probability of successful
recovery. Also notable is that only for polynomials that are extremely sparse in the
monomial basis does recovery ever seem to work, and then very rarely: our success
rate never exceeds 40% in this setting.
Recall from Theorem 2.5 that failure to recover k-sparse vectors can occur as
a result of the existence of multiple 2k-column linearly dependent subsets of the
columns of Φ. Figure (3.2) shows that this is the case, illustrating a representa-
tive matrix Φ from one of the experiments just described. This example is with
m = N = 120 corresponding to the right-most column in Figure (3.1), and with
k= 5. Recall that the samples, indexed vertically, are the m points xi distributed ran-
domly in (−1,1). The monomial exponent increases to the right corresponding to
x0i ,x
1
i ,x
2
i , . . . . The similarity, and thus near linear dependence, of many 2k-column
subsets of the columns of Φ can be easily seen, for many values of k.
Comparison with An Orthogonal Dictionary
The failure to realize an increase in identification performance with larger numbers
of samples in Figure 3.1 can be further understood by comparing with the case of
the Chebyshev basis from Example 3.4. Now our problem from (3.4) becomes:
s =

p(x1)
p(x2)
...
p(xm)

=

T0(x1) T1(x1) . . . TN−1(x1)
T0(x2) T1(x2) . . . TN−1(x2)
...
...
T0(xm) T1(xm) . . . TN−1(xm)


α1
α2
...
αN

=Φc, (3.6)
Figure 3.3 illustrates the recovery probability for experiments with a Chebyshev
dictionary using the same experimental process as that used to create Figure 3.1,
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Figure 3.1: Polynomial Recovery For N = 120, Monomial Dictionary, 5 Experiments Per
Pixel
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Figure 3.2: Representative Vandermonde Φ For Monomial Dictionary Recovery Experi-
ment, N = m = 120
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Figure 3.3: Polynomial Recovery For N = 36, Chebyshev Dictionary, 50 Experiments Per
Pixel
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Figure 3.4: Representative Chebyshev ΦC For Chebyshev Dictionary Recovery Experi-
ments, N = m = 120
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except that instead of m random sample points xi ∈ (−1,1) we first assign xi =
cos(ipi/N) and then randomly select m of those, in order to force a comparison
with an orthogonal basis. In contrast to the monomial situation, for a fixed k we now
see improvement when increasing m. In terms of Theorem 2.5, and the follow-on
results in Chapter 2, the key difference is that the columns of Φ are now orthogonal
when using the full Φ matrix, i.e. m = N, illustrated in Figure 3.4. There are no
linearly dependent sets of k columns for any k and thus recovery of fully dense
vectors are possible. This is represented in the upper-right corner of Figure 3.3.
As m is reduced, the columns of Φ begin to become more correlated, and there
begin to exist k-sparse vectors that cannot be distinguished once transformed toRm,
represented in the top rows of Figure 3.3. However, in comparison to the monomial
case, the columns of Φ maintain a greater degree of independence as m is reduced,
and only a relatively gradual degradation of recovery ability is observed.
Note also that our Chebyshev polynomial orthogonal dictionary results in a
threshold curve in the (δ ,ρ) plane similar to that predicted by Donoho-Tanner for
Gaussian matrices as illustrated in Figure 2.4. The curve is characteristic of “good”
undersampling matrices; for example, see [23].
Higher Dimensions
Thus far we have considered univariate polynomials as basis functions. Some in-
sights developed when considering multivariate polynomials will be useful when
considering identification of dynamical systems later. Taking d> 1 in Definition 3.1
we can consider examples of multivariate dictionary functions.
Example 3.5 (Bivariate Polynomial Identification). For bivariate polynomial iden-
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tification, in Definition 3.1, let N be an arbitrary positive integer and take
p(x,y) = ∑
(i, j)∈Λ
αi jφi j(x,y) , (3.7)
Λ= {(i, j) : 0≤ i, j ≤ N−1} , (3.8)
x,y ∈ R, and φi j : (−1,1)× (−1,1)→ R distinct polynomials.
Growing to 3-D and beyond is done by augmenting the index set Λ and the cor-
responding indices, and using φ with more independent variables. The monomial
bases in two and three dimensions are straightforward extensions of the 1-D case.
Example 3.6 (2-d Monomials). The 2-d monomials of order N are the set
DM2 =
{
φi j : (−1,1)× (−1,1)→ R, φi j(x,y) = xiy j
}
, 0≤ i, j ≤ N−1 (3.9)
Example 3.7 (3-d Monomials). The 3-d monomials of order N are the set
DM3 =
{
φi jk : (−1,1)3→ R, φi jk(x,y,z) = xiy jzk
}
, 0≤ i, j,k ≤ N−1 (3.10)
where (−1,1)3 is the 3-times cross product of the interval (−1,1). In the 2-D
case, for example, the monomial identification problem setup from (3.5) becomes
as follows:
s =

p(x1,y1)
p(x2,y2)
...
p(xm,ym)

=

1 x1 y1 x1y1 x21 y
2
1 . . .
1 x2 y2 x2y2 x22 y
2
2 . . .
...
...
1 xm ym xmym x2m y
2
m . . .


α00
α10
α01
α11
α20
α02
...

=Φc (3.11)
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where now our αi j are indexed according to the powers i, j corresponding to the
associated monomial. In the 3-D case, Φ similarly incorporates 3-D monomials
incorporating powers of the third variable z while c includes triple-indexed αi jk
terms.
A key consideration concerns the relationship between the dimension d of the
polynomial p and order(p). For a given dimension d, the size of the dictionary
N = |D| increases combinatorially as we allow greater Q = order(p). In particular,
at a given order r we can choose to distribute r across each of the d variables, which
is a problem of selection with replacement. Our dictionary consists of monomials
of all orders 0≤ r ≤ Q so we have:
N = |D|=
Q
∑
k=0
(
d+ k−1
k
)
(3.12)
=
(Q+1)
(d+Q
Q+1
)
d
. (3.13)
We can explore numerically the impact of greater Q by considering various
combinations of d and Q that give the same fixed N. We do this in Figure 3.5 for d
ranging from 1 to 120 and Q decreasing as d increases and N = 120 in all cases. We
again use 1×10−6 as our error success threshold. As in the earlier figures, white
indicates zero recovery success rate while darker indicates higher success rate. As
can be seen, all other things being equal, dictionaries consisting of lower order
monomials lead to higher success rates. This is in accordance with the intuition
from Chapter 2 in that as we take products of higher and higher powers of our
sample values, we will tend to force our Φ to have increasingly worse condition
number, leading to worse RIP constants. Again, we see the characteristic (δ ,ρ)
curve begin to appear as Q→ 1.
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Figure 3.5: The Effect Of Reduced Monomial Order, N = 120 for all figures: (a) d =
1,Q = 120; (b) d = 2,Q = 14; (c) d = 3,Q = 7; (d) d = 7,Q = 3; (e) d = 14,Q = 2; (f)
d = 120,Q = 1.
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The Effect of Measurement Noise
We now consider the effect of measurement noise, assuming our measurements are
corrupted by a bounded noise input:
s =Φc+ z, ‖z‖2 ≤ ε, z ∈ Rm. (3.14)
This leads us to the relaxed-min-`1 problem discussed in Chapter 2, where instead
of requiring s = Φc we instead allow ‖s−Φc‖2 ≤ ε . Recalling Theorem 2.14,
supposingΦ has restricted isometry constant δ2k, we should expect a recovery error
‖c∗− c‖2 ≤ C0(δ2k)‖c− ck‖1√
k
+C1(δ2k)ε. (3.15)
It will be useful to quantify our noise in terms of the expected signal-to-noise ratio
(SNR):
SNR =
‖Φx‖22
E(‖z‖22)
. (3.16)
We will consider individual entries zi to have zero mean and variance σ2, so we
have
E(‖z‖22) = E(
m
∑
i=1
z2i ) = mσ
2. (3.17)
For our experiments we will treat the SNR as an independent variable and add noise
accordingly for each experiment from a zero-mean uniform distribution on (−ε,ε)
with a =
√
12σ2/2 and σ2 = ‖Φx‖22/(m · SNR). We use a uniform distribution,
rather than a Gaussian noise model, so that we have bounded noise as required by
Theorem 2.14. Through trial and error it was found that when using noise with
magnitude bounded by ε , providing an estimate of 3ε to the solver instead of ε
provides better results, and that setting is used for all experiments in this thesis.
We will experiment with the scenario in which x is k-sparse, i.e. x = xk, so that
there is no approximation error, thus focusing on impact of measurement noise.
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We consider experiments in a regime where we expect fairly good results, with
m = 110 and k = 2, using the same N = 120 as before. Considering our analysis in
the last subsection, given a fixed N, it seems likely that δ2k is larger for the lower-
dimensional cases, which would result in greater measurement error. Figure 3.6
indicates that we do in fact get larger measurement error for the lower-dimensional
cases. Each data point is an average over 15 experiments. Errors on the order of 1
or so indicate identification failure, so we elide data points with error much higher
than this. Everything else being equal, the impact of noise is seen to be greater
when we are working with higher order monomials. We can see that in the best
case, D = 120, SNR we transition from failure to success at around 0dB. That the
slopes are the same is consistent with the theory that the each plot should have
‖c∗− c‖2 linearly proportional to a fixed C1(δ2k) independent of the SNR.
Figure 3.6: Effect Of Measurement Noise On Random Polynomial Recovery, m = 110,
k = 2, N = 120
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Chapter 4
LINEAR TIME-INVARIANT SYSTEM IDENTIFICATION
The identification of linear time-invariant (LTI) systems is one of the canonical
system identification problems [24, §2], due to the importance of transfer function
models in many areas of science and engineering. In this section we will consider
identification of systems in the category of discrete output error models [24, §4.2],
illustrated in Figure 4.1 and written as
w[n] =
na
∑
j=1
a ju[n− j+1]+
nb
∑
j=1
bkw[n− j]
y[n] = w[n]+ e[n]
(4.1)
where the u[n] are samples of the input signal, y[n] samples of the output, e[n] is
the measurement error associated with each output sample, w[n] is the uncorrupted
system output associated with each output sample, a j are the feed-forward coef-
ficients, and b j are the feedback coefficients. The significance of the output error
model structure is that the error term is strictly a measurement error and does not
propagate back into the system as it does in some other model structures: the feed-
back is the uncorrupted signal w. Also note that there is no consideration of process
errors or input errors in this model. In Figure 4.1 we illustrate, as is conventional,
the z-domain transfer function
A(z)
B(z)
=
∑nai=1 aiz
−i+1
1+∑nbi=1 biz−i
, (4.2)
Figure 4.1: Output Error Model Structure
A
B +
u w
e
y
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however we will focus solely on time domain analysis here.
Under the assumption that we can measure the system inputs and outputs, we
define the system identification problem for LTI systems as the determination of the
filter coefficients a j and bk given m consecutive pairs of input and output samples
u[n] and y[n], n= 1, . . . ,m. In order to frame the problem in terms of min-`1, we can
take m samples (y[n], . . . ,y[n+m]), and use them with (4.1) to form the Toeplitz-like
linear transformation
s =

y[n]
y[n+1]
...
y[n+m]

=

u[n] . . . u[n−na] w[n−1] . . . w[n−nb]
u[n+1] . . . u[n−na+1] w[n] . . . w[n−nb+1]
...
...
u[n+m−1] . . . u[n−na+m−1] w[n+m] . . . w[n−nb+m]


a1
...
ana
b1
...
bnb

(4.3)
+

e[n]
e[n+1]
...
e[n+m−1]

(4.4)
=Φc+σ , (4.5)
where s ∈ Rm,Φ ∈ Rm×N ,c ∈ RN ,σ ∈ Rm,N = na + nb,σ = (e[n],e[n+ 1], . . .).
Our Φ is not quite a Toeplitz matrix, but the two submatrices consisting of the left
na columns and the right nb columns are Toeplitz matrices. Unfortunately, we can’t
measure w directly, so we will have to replace w[n] by y[n] =w[n]+e[n] inΦ. When
we do so, for each entry y[n] in the vector s, we incur an additional error
γ[n] = (e[n−1],e[n−2], . . . ,e[n−nb])

b1
b2
...
bnb

. (4.6)
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Thus we have
s =Φc+σ + γ (4.7)
where γ = (γ[n],γ[n+1], . . .) and Φ is as in (4.3) but with w replaced by y. Setting
ε = ‖σ + γ‖2, we are now back in the framework of relaxed-min-`1 (2.57), where
we can attempt to find
min ‖c‖1 subject to ‖Φc− s‖2 ≤ ε (4.8)
to identify our filter coefficients. In the following, we will use na and nb as the
maximum number of possible feed-forward and feedback coefficients, respectively,
that we will consider in our identification efforts. We will use p and q for the
number of actual feed-forward and feedback coefficients that a particular system
actually has.
Interpretation of Sparsity for LTI System Identification
It is worth making a few comments on the system identification interpretation of
our problem setup, where we are looking for sparse coefficient vectors. First, the
length of our coefficient vector N = na + nb is clearly tied to the maximum filter
delay that we wish to consider. From a black-box identification perspective, this
maximally considered na and nb would likely be informed by some kind of intuition
or empirical understanding of the system. From a basis pursuit perspective, the
larger N, the more samples m would generally be required for a fixed k. Finally,
it is extremely common for LTI systems to have the first k sequential coefficients
be non-zero, with the remainder zeroized. Our formalism does not enforce this
assumption, but neither does it restrict the case.
Both of these considerations come into play when comparing the basis pursuit
approach with the least-squares approach that is commonly used in problems of this
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sort [24, §7], where we solve
c∗ = min
c∈RN
1
N
N
∑
i=1
(y[i]−φ [i]c)2 (4.9)
where φ [i] is the ith row of Φ. By differentiating with respect to c and setting to
zero, we can solve analytically for an estimate
c∗ =
[
N
∑
i=1
φ [i]Tφ [i]
]−1 N
∑
i=1
φ [i]T y[i]. (4.10)
if the inverse exists.
Now, under the assumption that the system delay is known, and that all of the
N = na+nb coefficients are non-zero, then we won’t have a sparse coefficient vec-
tor and a least-squares approach is likely to be suitable. On the other hand, if the
system delay is unknown and possibly large, we may like to make an assumption
of a large N even if it ends up that the number of non-zero ai and bi is small. In this
case, following the discussion on the geometry of the `1 vs. `2 norms in Chapter 2,
basis pursuit may lead us to a correct sparse solution when least-squares would not.
Similarly, in any application where na and nb are large but many of the coefficients
could be zero, an approach to sparse solutions would again be desirable. Applica-
tions that might encounter some of the considerations discussed here might include
control systems with varying maximal system delay but the response must nonethe-
less be estimated, tomography in systems whose responses occur on multiple time
scales, or filters in an upsampling setting where there are many zero coefficients
[25].
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Finite Impulse Response Systems
We focus first on finite impulse response (FIR) systems, in which case there is no
feedback and the bk = 0. In this case, our problem setup becomes
s =

y[n]
y[n+1]
...
y[n+m]

=

u[n] . . . u[n−na]
u[n+1] . . . u[n−na+1]
...
...
u[n+m−1] . . . u[n−na+m−1]


a1
a2
...
ana

+

e[n]
e[n+1]
...
e[n+m−1]

(4.11)
=Φc+σ , (4.12)
In the FIR case, we might expect fairly good identification performance if we can
control the inputs and feed the system with white random noise, as this will result
in low correlation for the columns of Φ. Indeed, Bajwa et al. show in [2] that if P
is a probability distribution populating a matrix with i.i.d. entries that has good re-
stricted isometry, then if that same distribution is used to populate a Toeplitz matrix
like that in (4.11), it will also have good - but not as good - restricted isometry.
This is illustrated in Figure 4.2, where we perform numerical experiments as
described in Algorithm 2, where the first k of the a j are populated with random
values and the rest set to 0, and also q = 0 so there is no feedback. These exper-
iments are for the case e[n] = 0, i.e. no measurement error. Our Φ is constructed
by feeding the system with N(0,1)-distributed random inputs, waiting max(na,nb)
time steps for the system to warm up, and then measuring m consecutive outputs,
and using min-`1 to find a minimizer c∗ that hopefully recovers the b j. Similar to
the random polynomial identification experiments, we call an experiment success-
ful if the recovery error ‖c∗− c‖2 < τ , where here we use τ = 1×10−6. Each cell
represents an average over 25 experiments. As can be seen, for the FIR case, we
get a good regime in which we are largely successful, with the characteristic curve
indicating the transition region away from successful identification.
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Figure 4.2: LTI FIR System Identification Success Rate, 25 Experiments Per Data Point,
N(0,1) Input, N = 50
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Figure 4.3: LTI IIR System Identification Success Rate, 25 Experiments Per Data Point,
N(0,1) Input
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Algorithm 2 LTI System Identification Experiment
Input:
Number of non-zero feed-forward coefficients p,
Number of non-zero feed-back coefficients q,
(k = p+q),
# Samples m,
Maximum Number of Unknown Coefficients N = na+nb,
Error Threshold ε,
Noise SNR
Output: result = pass/fail
Initialize the coefficient vector to zeros:
c′⇐ (0, . . . ,0)N
Populate the feed-forward coefficients with random values:
c′(1 . . . p)⇐ p random∼N(0,1)
Populate the feed-back coefficients with random values:
c′(na+1 . . .na+q)⇐ q random∼N(0,1)
Initialize the inputs to the system with random values:
x ∈ RN+m⇐ N+m random∼N(0,σ2)
Populate Toeplitz-structured sampling matrix with random inputs:
Φ ∈ Rm×N ⇐ x
Take measurements of the coefficient vector:
s =Φc′
Noise case only, add measurement noise to each entry in s:
σ2 = ‖Φc′‖22/(m ·SNR)
si = si+U(0,σ2) U= uniform distribution
Attempt to recovery coefficient vector:
c∗ = min
c∈RN
‖c‖1 s.t. s =Φc
Determine success or not:
error = ‖c∗− c′‖2
if error< ε then
result = pass
else
result = fail
end if
Infinite Impulse Response Systems
We now turn to infinite impulse response (IIR) systems which include feedback
terms bk. This will put us back in the original setting (4.7). In this scenario, we use
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k = p+q where we split the coefficients roughly evenly between feed-forward and
feedback. Performing the same experiments just described, but with feed-forward
and feedback, we get the results illustrated in Figure 4.3. Clearly, we don’t appear
to have much success in this setting. The coefficient vectors that are recovered in
these experiments very rarely match the original coefficients, no matter how we
vary m or k. We can gain some insight into what is occurring by considering the
predictive success of the coefficients that we do recover. In other words, suppose
we fix p< na and q< nb, and our true p feed-forward and q feed-back coefficients
are
a = (a1, . . . ,ap,0, . . . ,0) ∈ Rna (4.13)
b = (b1, . . . ,bq,0, . . . ,0) ∈ Rnb. (4.14)
Now, as in Figure 4.3, suppose we use relaxed-min-`1 to recover a coefficient vector
c∗ containing our recovered feed-forward and feed-back coefficients:
a∗ = (a∗1, . . . ,a
∗
na) ∈ Rna (4.15)
b∗ = (b∗1, . . . ,b
∗
nb) ∈ Rnb. (4.16)
The predictive success of our recovered coefficient vector c∗ can be measured by
plugging the original coefficients a,b and the recovered coefficients a∗,b∗ into (4.1)
for the same white noise random input signal and compare the outputs, which we
will label y and y∗ respectively. Figures 4.4 and 4.5 illustrate examples of this,
where our time-series outputs y and y∗ agree very well, even though the LTI system
coefficients are quite different. Note that the input signal we use for this step is not
the same one used when solving for c∗.
What occurs in the IIR experiments is that the original coefficient vector in
fact has larger `1 norm than the recovered one. Our `1 minimizer has zoomed right
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Figure 4.4: LTI Prediction Error Example, Time Series
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Figure 4.5: LTI Prediction Error Example, Coefficients
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past it and found a coefficient vector with smaller `1 norm that still satisfies the data
constraints. In the example shown, ‖c‖1 = 3.88 while ‖c∗‖1 = 3.75. In other words,
minimization of the `1 norm is not a suitable tool in this instance for identifying the
system coefficients. Instead, we have identified a system that uses more, smaller
coefficients to achieve virtually the same magnitude response: the error appears to
be bounded above, and the mean error is small. The example shown here is typical
of results in the dark region of Figure 4.6, described below. Whether or not this
could be useful to any particular application is left as an exercise for the reader.
If we redefine our experiment success criteria to be that, given a new white
noise input signal, our recovered coefficients predict almost the same outputs as the
original coefficients, so that
E(|y[n]− y∗[n]|)≤ ε, (4.17)
we attain the results shown in Figure 4.6, where here we have used ε = 1×10−3
and na = nb = 50. The results indicate worse performance than that seen in some of
the other problem scenarios thus far, and they lack the characteristic curve seen in
other good cases. However, there is a viable region in which the approach may be
applied, if the desire is to attain a system that mimics the original system response
without necessarily having the same filter coefficients.
The Effect of Measurement Noise
Here we consider the effect of measurement noise. We will measure error dif-
ferently for the FIR and IIR cases. For the FIR case, we will measure the co-
efficient error ‖c∗− c‖2. For the IIR case, we will measure the prediction error
E(|y[n]− y∗[n]|). Figure 4.7 illustrates the performance over a range of SNR for
4 different scenarios. The top row illustrates one feed-forward and one feedback
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Figure 4.6: LTI IIR System Identification Success Rate, Using Prediction Error Criteria
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coefficient, for m = 45 (left) and m = 25 (right). The bottom row illustrates 5 feed-
forward and 5 feedback coefficients, for the same two numbers of samples m.
Interestingly, the two different error performances roughly track in slope in the
first 3 cases as SNR decreases, until about SNR ≈ 10 to 30, at which point the IIR
identification approach abruptly begins to fail badly. In the last case, with p= q= 5
and m = 25, the IIR cases fail to attain any useful prediction capability, with very
large prediction errors (and thus not shown). The FIR case can be seen to still
maintain a minimal coefficient identification capability again until about SNR=20
or so.
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Figure 4.7: The Effect Of Measurement Noise On LTI System Identification. FIR Co-
efficient Error: ‖c∗− c‖2. IIR Prediction Error: E(|y[n]− y∗[n]|). (a) k = 2 (FIR), p =
q = 1 (IIR),m = 45; (b) k = 2 (FIR), p = q = 1 (IIR),m = 25; (c) k = 10 (FIR), p = q =
5 (IIR),m = 45; (d) k = 10 (FIR), p = q = 5 (IIR),m = 25 (IIR Error Off The Chart To The
Top).
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Chapter 5
DYNAMICAL SYSTEM IDENTIFICATION - TEMPORAL SYSTEMS
In this chapter we explore application of the formalisms and intuitions from Chap-
ter 3 to the identification of temporal systems, that is, systems with a single inde-
pendent variable that we will call time. More specifically, we are concerned with
identifying the systems of ordinary differential equations (ODE) governing a dy-
namical system solely from measurements of its time-series data. The application
of basis pursuit to the identification of continuous ODE systems was originally
proposed in [1]. Here we define the problem, then explore application to 1- and
2-dimensional discrete maps before reviewing application to continuous dynamical
systems in 3 dimensions. This chapter will lay the framework for application to
PDE systems in the next chapter.
The idea is similar both in spirit and form to the polynomial identification prob-
lem.
ODE System Identification
Definition 5.1 (ODE System Identification). Let dxdt = x˙ = f (x), where x ∈ Rd ,
f : Rd → Rd . Given a set of m distinct samples S = {(x˙ j,x j)} , j = 1, . . . ,m, we
define ODE System Identification as any process that recovers, or approximately
recovers, the description of the function f from S.
Note that we explicitly assume the ability to measure both x˙ and x for each
sample taken. In some applications it may be feasible to directly measure x˙. In
others, it may be necessary to take two or more rapid successive measurements
in order to construct an approximation to x˙. Also, while time does not explicitly
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appear in Definition 5.1, it is implied that each sample is taken at some distinct
time and the indices j are assigned in order.
Our definition leaves something to be desired, in that “the description of the
function” is somewhat open-ended. For our purposes we will follow the course
charted in [1], and assume that f can be accurately modeled over its domain by its
power series expansion, leading to a revised definition.
Definition 5.2 (ODE System Identification Revised). Let
x˙ =

f1(x)
...
fd(x)
 , (5.1)
where x = (x1,x2, . . . ,xd) ∈ Rd , fi : Rd → R, and assume each fi has the form
fi(x) =
Q
∑
a+b+c+···=0
α iabc...x
a
1x
b
2x
c
3 . . . (5.2)
where Q is the highest order of terms to be considered in the expansion of each
fi. Given a set of m distinct samples S =
{
(x˙ j,x j)
}
, j = 1, . . . ,m, we define ODE
System Identification as any process that recovers, or approximately recovers, the
α iabc... from S.
Using the 1-D case for illustration, in alignment with (3.4), we can extract a
linear algebraic problem from Definition 5.2:
s =

f1(x1)
f1(x2)
...
f1(xm)

=

1 x1 x21 . . . x
N−1
1
1 x2 x22 . . . x
N−1
2
...
...
1 xm x2m . . . x
N−1
m


α10
α11
α12
...
α1N−1

=Φc1, (5.3)
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Note that since this example is 1-D, we have relabeled x1 in (5.2) to x in (5.2), and
the new subscripts are now the sample point indices, and we have used Q = N−1.
The superscripts on the α and associated subscript on c indicate the association
with f1, which for 1-D is the only fi. Later, each fi has its own ci.
In this context, a sparse coefficient vector ci will mean that the power-series
expansion of the function fi is sparse, i.e. it does not contain a lot of terms. This
is not very likely for functions in general, but many dynamical system models are
made up of a handful of low-order product relationships in each ODE.
Extension to two dimensions takes the same step we performed to get the 2-D
version of the polynomial identification problem with the monomial basis in (3.11):
si =

fi(x1,y1)
fi(x2,y2)
...
fi(xm,ym)

=

1 x1 y1 x1y1 x21 y
2
1 . . .
1 x2 y2 x2y2 x22 y
2
2 . . .
...
...
1 xm ym xmym x2m y
2
m . . .


α i00
α i10
α i01
α i11
α i20
α i02
...

=Φci (5.4)
Note that the sample matrix Φ is identical for each i, but the coefficient vectors ci
that determine the identification of each fi are different, as are the signal vectors si.
Discrete Map Identification
We can also consider the identification of discrete autonomous maps of the form
xn+1 = f (xn) (5.5)
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As above, for the 1-D case we will again assume that f has the form
xn+1 = f (x) =
N−1
∑
a=0
αaxa (5.6)
For 2-D, we will assume xn+1
yn+1
=
 f1(xn,yn)
f2(xn,yn)
 (5.7)
and that the fi are of the form
fi(x,y) =
Q
∑
a+b=0
α iabx
ayb
where Q is the highest order polynomial we will consider. This can clearly be
extended to higher dimension maps.
One subtlety to consider in the discrete case is in the sampling process. In the
ODE case, we take samples (x˙ j,x j) at whatever times we choose and assign indices
sequentially. Here, we will analogously take samples at whatever iterations we
choose, but we must take both an iterate and the immediately following iterate: our
samples are now sequential pairs (x j,x j+1). Of course, this is roughly analogous;
in the continuous case we measure derivatives, while in the discrete case we es-
sentially measure finite differences. In fact, in practice, in the continuous case one
might take closely spaced (in time) sequential measurements in order to estimate
the derivative rather than measuring it directly. In the discrete case, the end result
is that taking m samples really means measuring the system 2m times.
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1-D Discrete Example, The Logistic Map
In the 1-D case, our discrete analog of (5.3) is
s =

x j1+1
x j2+1
...
x jm−1+1

=

1 x j1 x
2
j1 . . . x
N−1
j1
1 x j2 x
2
j2 . . . x
N−1
j2
...
...
1 x jm−1 x
2
jm−1 . . . x
N−1
jm−1


α0
α1
α2
...
αN−1

=Φc, (5.8)
We can illustrate the discrete 1-D case with the logistic map:
xn+1 = f (xn) = rxn(1− xn) (5.9)
Figure 5.1 illustrates the evolution of the logistic map in the chaotic regime.
Black dots indicate where the sample pairs are taken. The actual coefficient vector
for (5.9) is c = (0,r,−r,0, . . .). Figure 5.2 illustrates the recovery error ‖c∗− c‖2
after attempting to identifying the coefficient vector using basis pursuit after the
problem is stated in the form of (5.8). As can be seen, recovery performs fairly
well after about 10 pairs of samples are taken.
The identification process for dynamical systems depends on the system having
enough dynamics to “feed” the recovery process. If the system is too stable, then the
sampling process may not be able to acquire enough data to perform identification.
This is illustrated in Figure 5.3 and Figure 5.4, whose two horizontal axes coincide.
In stable regimes, the sampling process takes the same samples over and over again,
which does not add any information to the basis pursuit recovery. As seen moving
up the vertical axis of Figure 5.3, for a fixed r in a stable regime, our coefficient
recovery does not improve as more samples are taken. In the chaotic regime, to
the right, every new sample adds data to the process and recovery is much more
successful.
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Figure 5.1: Sampling The Logistic Map, m = 10
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Figure 5.2: Logistic Map Coefficient Identification Error, N = 100, r = 3.7, Averaged Over
25 Experiments
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Figure 5.3: Logistic Map Identification Error As r Varies, log10 (E(‖c∗− c‖2))
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Figure 5.4: Logistic Map Bifurcation Diagram (Source: Wikipedia)
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2-D Discrete Example, The Tinkerbell Map
A 2-D discrete map illustrates the extension of the approach to higher dimensions.
In 2-D, (5.8) becomes, for i = 1,2:
si =

x j1+1
x j2+1
...
x jm+1

=

1 x j1 y j1 x j1y j1 x
2
j1 y
2
j1 . . .
1 x j2 y j2 x j2y j2 x
2
j2 y
2
j2 . . .
...
...
1 x jm y jm x jmy jm x
2
jm y
2
jm . . .


α i00
α i10
α i01
α i11
α i20
α i02
...

=Φci (5.10)
We can illustrate the 2-D case with the Tinkerbell Map [26]
xn+1 = x2n− y2n+axn+byn
yn+1 = 2xnyn+ cxn+dyn
(5.11)
whose coefficient vectors are
c1 = (0,a,b,1,0,−1,0, . . .)
c2 = (0,c,d,0,2,0, . . .)
A trajectory for this map with parameter values a = 0.9,b = −0.6,c = 2,d = 0.5
is illustrated in Figure 5.5. Sample points are illustrated as dots. The identification
error as a function of number of samples is shown in Figure 5.6 for each of the two
coefficient vectors. Recovery performs well after 5 to 10 samples are taken.
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Figure 5.5: Tinkerbell Map a = 0.9,b =−0.6,c = 2,d = 0.5
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Figure 5.6: Tinkerbell System Identification, ‖c∗i − ci‖2
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Figure 5.7: Rossler System Phase Plots
−40 −20 0 20 40
−30
−20
−10
0
10
20
30
x
y
Sampling the Rossler System, m = 25
−40 −20 0 20 40
0
10
20
30
40
50
60
x
z
Figure 5.8: Rossler System Identification, ‖c∗i − ci‖2
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3-D Continuous Example, The Rossler System
We illustrate the continuous ODE case by considering the Rossler system:
dx
dt
=−y− z
dy
dt
= x+ay
dz
dt
= b+ z(x− c)
(5.12)
The coefficient vectors for (5.12) are:
c1 = (0,0,−1,−1,0,0, . . .)
c2 = (0,1,a,0,0,0, . . .)
c3 = (b,0,0,−c,0,1, . . .)
The identification problem is now represented by equation 5.13 for i = 1,2,3.
si =

dx
dt (x1,y1,z1)
dx
dt (x2,y2,z2)
...
dx
dt (xm,ym,zm)

=

1 x1 y1 z1 x1y1 x1z1 y1z1 x21 y
2
1 . . .
1 x2 y2 z2 x2y2 x2z2 y2z2 x22 y
2
2 . . .
...
...
1 xm ym zm xmym xmzm ymzm x2m y
2
m . . .


α i000
α i100
α i010
α i001
α i110
α i101
...

=Φci
(5.13)
The sampling process is illustrated by the phase plots in Figure 5.7, where sam-
ple points are again illustrated as dots. Identification of the Rossler system coef-
ficients is illustrated in Figure 5.8, where the y-axis label indicates which system
equation coefficient error is shown. Identification of the x and y dimensions suc-
ceeds with a relatively small number of samples, while identification of the z di-
mension requires a larger number of samples. This is due to the tendency of the z
69
dimension of the system to stay near a single point, with only brief sporadic excur-
sions to other values, as illustrated in the right half of Figure 5.7.
The Effect of Measurement Noise
We now again consider measurement noise. We will first examine the 1-D and 2-D
discrete cases. Based on our results in Chapter 3 we should expect that, everything
else - that is, N, m, and SNR - being equal, our performance should be worse for the
1-D case, because with N the same we will go to higher order powers of the sample
values. Figure 5.9 illustrates that this is in fact the case. Also, for the 1-D logistic
map, as we increase Q, we see the error begin to increase quickly as expected.
Surprisingly, for the Tinkerbell map, this does not occur. For the 2-D Tinkerbell
map, Q increases more slowly from each plot to the next, as we are keeping N the
same between the 1-D and 2-D cases. We finally see the expected increase in error
when Q = 8. We also see that across the board the identification is quite sensitive
to noise, as the required SNR for successful identification is very high.
Figure 5.10 demonstrates similar results for the Rossler system example. Note
that the failure of recovery for Q = 2 for the z variable is likely due to the fact that
only a small number of samples m are taken in this case, missing the z excursions
as discussed above and illustrated in Figure 5.8. Again, we see a rapid increase in
error when increasing beyond Q = 4.
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Figure 5.9: Logistic and Tinkerbell Map Identification With Noise, δ = mN = 0.8 for all
figures, averaged over 50 experiments, note axis limits: SNR → 160 (a) LogMap Q =
10,Tinker Q = 3; (b) LogMap Q = 15,Tinker Q = 4; (c) LogMap Q = 36,Tinker Q = 7;
(d) LogMap Q = 45,Tinker Q = 8
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Figure 5.10: Rossler System Identification With Noise, δ = mN = 0.85 for all figures, aver-
aged over 25 experiments, note axis limits: SNR→ 120 (a) Q = 2; (b) Q = 3; (c) Q = 4;
(d) Q = 6
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Chapter 6
DYNAMICAL SYSTEM IDENTIFICATION - SPATIO-TEMPORAL SYSTEMS
In this section, we extend the techniques introduced in Chapter 5 to the identifica-
tion of spatio-temporal systems that can be described by partial differential equa-
tions. We will use the notation uxi =
∂u
∂xi
, uxix j =
∂ 2u
∂xi∂x j
, etc.
Problem Setup
Definition 6.1 (PDE System Identification). Given a state vector u ∈Rd and a sys-
tem
0 = F(u,ux1, · · · ,uxd ,ux1x1, · · · ,uxdxd ,ux1...xd , · · · ,uxd ...xd) (6.1)
along with a set of m distinct samples
S =
{
( jx,u( jx),ux1( jx), · · · ,uxd ( jx),ux1x1( jx), · · · ,uxdxd ( jx),ux1...xd ( jx), · · · ,uxd ...xd ( jx))
}
,
j = 1, . . . ,m
(6.2)
we define PDE System Identification to be any process that recovers, or approxi-
mately recovers, the description of the function F from S.
Note that in our notation time will generally be one of the xi and we lump time
in with the independent variable x so that there are d− 1 spatial components, and
x ∈ Rd . The prefix j on jx is the sample index. We are assuming the ability to
measure not only u but also its partial derivatives. In practice, this may of course
be a difficult proposition.
We will focus on 2nd-order linear PDE systems with constant coefficients, no
forcing, and no terms involving the solution u:
F =
d
∑
i=1
αiuxi +
d
∑∑
i, j=1
βi juxix j (6.3)
Our PDE system identification goal will thus be to recover the αi and βi j.
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Given a sample set S, we can as usual form a linear algebraic relation using
(6.1) and (6.3):
s = 0 =

ux1(u1) . . . uxd(u1) ux1x1(u1) . . . uxdxd(u1)
ux1(u2) . . . uxd(u2) ux1x1(u2) . . . uxdxd(u2)
...
...
ux1(um) . . . uxd(um) ux1x1(um) . . . uxdxd(um)


α1
...
αd
β11
...
βdd

=
[
d1 d2 d3 . . .
]

α1
...
αd
β11
...
βdd

=Φc
(6.4)
where di are the columns of Φ.
Of course, with s = 0, the solution is trivial. At this point, we must introduce
some constraints on the problem by replacing s with one of the di from Φ. We
will have to assume that the chosen column is associated with a non-zero entry in
the vector c, in order for the induced constraints to make any kind of sense when
performing the basis-pursuit procedure. For example, suppose the system we are
trying to identify satisfies ux1 = −ux2x2 , but we set s = (ux1x2(u1),ux1x2(u2), . . .)T .
In this scenario, the constraints in the relation s = Φc won’t have anything to do
with the underlying relationships in the system, and we are unlikely to get anything
useful from the basis-pursuit identification process.
The choice of which column of Φ to choose for s will have to be either an
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educated guess or made on a trial-and-error basis. Once the choice is made, we
arrive at the final form of our PDE system identification problem setup:
s = [di] = [d1 . . .di−1 di+1 . . . ] =Φc (6.5)
Note that c in (6.5) is now reduced in dimension by 1, and we will retain the name
Φ for the new sample matrix with the associated column deleted.
In the examples below, we will apply relaxed-min-`1 (2.57) to the s and Φ con-
structed by the process above with the goal of recovering the coefficient vector c
that properly identifies the system.
Example, The Heat Equation
We illustrate the PDE system identification approach using 2-D heat system with
Dirichlet boundary conditions as an example:
uxx = ut−uyy
0 = u(0,y, t) = u(1,y, t)
= u(x,0, t) = u(x,1, t)
(x,y) ∈ (0,1)× (0,1)
(6.6)
Choosing s to be the column of uxx measured at the sample points, (6.5) thus
becomes:
s=

1uxx
2uxx
...
muxx

=

1ut 1ux 1uy 1utt 1utt 1utx 1uty 1uxy 1uyy
2ut 2ux 2uy 2utt 2utt 2utx 2uty 2uxy 2uyy
...
mut mux muy mutt mutt mutx muty muxy muyy


α1
...
α9
=Φc
(6.7)
where prefixed indices represent the sample point, i.e., 1ut := ut(t1,x1,y1). Note
that we have now renamed all the coefficients of c as αi and use single indices for
ease of notation.
75
Figure 6.1: Heat System Identification vs. Number of Samples
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Figure 6.2: Wave System Identification
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Figure 6.1 illustrates the ability to recover c as a function of the number of sam-
ple points taken. Each data point represents 50 experiments where each experiment
has a unique random initial conditions, and the sample points are taken randomly
in the spatial and time domains. As can be seen, recovery performs well once about
10 sample points are taken.
Example, The Wave Equation
As another example, we illustrate the approach using a 2-D wave system, again
with Dirichlet boundary conditions.
uxx = utt−uyy
0 = u(0,y, t) = u(1,y, t)
= u(x,0, t) = u(x,1, t)
(x,y) ∈ (0,1)× (0,1)
(6.8)
We again use (6.7) as our basis pursuit problem setup. Figure 6.2 illustrates the
identification performance. Again, each data point represents 50 different experi-
ments with unique random initial conditions. Again, identification performs well
once about 10 sample points are taken.
The Effect of Measurement Noise
The impact of measurement noise on identification of the heat and wave systems is
illustrated in Figure 6.3, where as before we take s=Φc+ z where z is simulated in
our experiments to realize the desired SNR. Similarly to the identification problems
considered previously, we see that measurement noise has a significant impact on
the ability to identify the system, requiring on the order of 70 or 80 dB SNR before
identification becomes feasible.
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Figure 6.3: Heat and Wave System Identification With Noise
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Systems of Nonlinear PDEs and Performance Comparison with the Guo-Billings
Method
In [27], Guo and Billings present a method for black-box identification of PDE
models and analyze its application to the identification of a coupled third-order
system with one spatial dimension and two system variables:
y˙ =
ut
vt
=
 f1(y,yx,yxx,yxxx)
f2(y,yx,yxx,yxxx)
 (6.9)
with u,v ∈ R, y = (u,v)T , yx = (ux,vx)T , etc. The Guo-Billings approach relies
on the inversion of the Adams-Moulton numerical integration scheme, the assump-
tion of an expansion of fi into monomial basis functions, and an orthogonal least-
squares method for determining the parameter values of those expansions. Note
that in contrast to the earlier PDE system examples, (6.9) includes the more general
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case that the system depends on the solution variable.
In this section we compare the performance of the basis pursuit method to the
Guo-Billings method. Guo and Billings analyze the application of their algorithm
to the following nonlinear reaction-diffusion system:
ut = d1uxx+u2−u3− v
vt = d2vxx+δu− γv
0 = u(0, t) = u(1, t)
0 = v(0, t) = v(1, t)
x ∈ (0,1)
(6.10)
with initial conditions
u(x,0) = v(x,0) = sin(pix) (6.11)
Just as in earlier experiments, we first solve (6.10) numerically, gather samples,
form the sample matrix Φ and the data vector s from the samples based on the
assumed expansion of the fi in (6.9), and finally set up and solve the relaxed-min-
`1 problem independently for each system component u, v in (6.10).
Figure 6.4 illustrates a solution of the system calculated numerically using
MATLAB’s pdepe() with the system parameter values from [27]: d1 = d2 = 6.188×10−4,
δ = 40, and γ =−0.2.
For our sampling in this experiment, we take 49 sample points evenly spaced
on a 7-by-7 grid over the time/space plane as illustrated in Figure 6.5. Fourth order
finite differences are used at each of these sample points to simulate high-precision
measurements of the derivatives, and these are used to populate (6.5) with the rows
of Φ as determined by (6.12) and (6.13) below, using p = 3.
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We assume here that the expansions of the fi in (6.9) take the following forms:
ut = a1vt
+ a2ux+a3uxx+a4utt +a5utx+a6uxxx
+ a7vx+a8vxx+a9vtt +a10vtx+a11vxxx
+
p
∑
i=1
biui+
p
∑
i=1
civi
(6.12)
vt = a1ut
+ a2ux+a3uxx+a4utt +a5utx+a6uxxx
+ a7vx+a8vxx+a9vtt +a10vtx+a11vxxx
+
p
∑
i=1
biui+
p
∑
i=1
civi
(6.13)
Both expansions are identical, except that ut has a term involving vt and vice versa.
Note that we have written ai, bi, and ci for the coefficients in both system com-
ponents, but they will have different values in each case. Writing the coefficient
vectors associated with (6.12) and (6.13) as
c = (a1,a2,a3,a4,a5,a6,a7,a8,a9,a10,a11,b1,b2,b3,c1,c2,c3)
Figure 6.4: Solution to Nonlinear Reaction Diffusion System (6.10)
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Figure 6.5: Regularly-Spaced Sampling Of 49 Points In Time-Space Plane For Recovery
Of (6.10); u Solution Depicted
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we can express the system (6.10) as
cu = (0,0,a3 = d1,0,0,0,0,0,0,0,0,0,b2 = 1,b3 =−1,c1 =−1,0,0)
cv = (0,0,0,0,0,0,0,a8 = d2,0,0,0,b1 = δ ,0,0,c1 = γ,0,0)
(6.14)
for the u and v variables, respectively.
As before, we solve relaxed-min-`1 to attempt to identify our system coeffi-
cients. In Tables 6.1 and 6.2 we list the coefficients obtained for (6.10) using sam-
ples from the solution data in Figure 6.4.
Keeping only the coefficients listed in Tables 6.1 and 6.2 with values> 1×10−4
and rounding in the 6th place yields the following identified system:
ut =−d1uxx−αvt +5αvtt ,α = 0.005 (6.15)
vt = d2vxx+δu− γv (6.16)
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Table 6.1: Identified Coefficients For u Using Original Initial Conditions (6.11)
Term Coeff.
in
(6.12)
Identified Value
(bolded = disagreement)
Actual Value
vt a1 -0.000000000097978 0
ux a2 -0.000617745498653 0
uxx a3 0.000000990695406 0.0006188
utt a4 0.000000003995896 0
utx a5 -0.000000000436028 0
uxxx a6 -0.004999088303383 0
vx a7 0.000000002991299 0
vxx a8 -0.000001810361919 0
vtt a9 0.024987323806071 0
vtx a10 -0.000000000596843 0
vxxx a11 0.000000000724248 0
u b1 -0.000000024975803 0
u2 b2 0.000000311254139 1
u3 b3 -0.000000123919552 -1
v c1 0.000000348483582 -1
v2 c2 -0.000000132673471 0
v3 c3 0.000000085684469 0
Table 6.2: Identified Coefficients For v Using Original Initial Conditions (6.11)
Term Coeff.
in
(6.13)
Identified Value
(bolded = agreement)
Actual Value
ut a1 -0.000001900092627 0
ux a2 -0.000000000009418 0
uxx a3 0.000009109068562 0
utt a4 -0.000012104704273 0
utx a5 -0.000000001805918 0
uxxx a6 0.000000000251783 0
vx a7 -0.000000001802384 0
vxx a8 0.000618197122551 0.0006188
vtt a9 -0.000001536441922 0
vtx a10 0.000000000003714 0
vxxx a11 -0.000000000046162 0
u b1 40.019513693891504 40
u2 b2 0.000026211611307 0
u3 b3 -0.000009767379226 0
v c1 0.200045536769971 0.2
v2 c2 0.000000869100587 0
v3 c3 -0.000000399920314 0
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Clearly our identification process has failed to recover our original system struc-
ture for the u variable. When (6.10) is solved using the initial conditions in (6.11),
the relation in (6.15) is satisfied, up to a function of ε , at the m = 49 sample points
illustrated in Figure 6.5. More precisely,
‖Φc∗− s‖2 ≤ ε = 1×10−4
where c∗ is the coefficient vector obtained from the `1 minimization. In addition, at
the minimizer c∗,
‖c∗‖1 < d1+3 = ‖cu‖1
In essence, similar to the case for IIR systems in Chapter 4, the basis pursuit
procedure has identified an alternate but still valid system model for (6.10) with
the given initial conditions. Whether this alternate model represents a successful
system identification exercise or not is again left as an exercise for the reader.
This alternate-model phenomenon is highly dependent on the initial conditions.
In the process of illustrating this we will also yield a “successful” identification of
the original system model. We can then compare the performance of our approach
with the Guo-Billings approach. We first modify (6.10) to incorporate a different
set of initial conditions:
u(x,0) = sin(pix)
v(x,0) = cos(pix)
(6.17)
We repeat the process of forming Φ and s and solving the `1 minimization, us-
ing these modified initial conditions. Tables 6.3 and 6.4 list the coefficients thus
obtained, where we have now used ε = 1×10−9 as our quadratic relaxation param-
eter.
Coefficient values that should be non-zero are bolded in the digits at which they
agree with their true values. For other coefficient values, the question remains: how
83
Table 6.3: Identification Comparison For u Using Alternate Initial Conditions (6.17)
Term Coeff.
in
(6.12)
Basis Pursuit Guo-Billings
vt a1 0.000003322976706 n/a
ux a2 0.000093817652197 n/a
uxx a3 0.000618872247477 0.00062418
utt a4 -0.000000065618530 n/a
utx a5 -0.000000002288214 n/a
uxxx a6 -0.000000000181361 n/a
vx a7 0.000000466876362 n/a
vxx a8 -0.000000233074195 n/a
vtt a9 -0.000019621531650 n/a
vtx a10 -0.000002347800438 n/a
vxxx a11 0.000000001389461 n/a
u b1 0.000020171137609 n/a
u2 b2 1.001281628828343 0.99902
u3 b3 -1.001277484697044 -0.99869
v c1 -1.001285047589349 -0.99965
v2 c2 0.000000012017487 n/a
v3 c3 -0.000000005662463 n/a
Table 6.4: Identification Comparison For v Using Alternate Initial Conditions (6.17)
Term Coeff.
in
(6.13)
Basis Pursuit Guo-Billings
ut a1 -0.000002363765879 n/a
ux a2 0.000000004087654 n/a
uxx a3 0.000009879998888 n/a
utt a4 -0.000001262960569 n/a
utx a5 -0.000001061279216 n/a
uxxx a6 -0.000000000907269 n/a
vx a7 -0.000001013261549 n/a
vxx a8 0.000617958135241 0.00063113
vtt a9 -0.000000170611793 n/a
vtx a10 -0.000000038970547 n/a
vxxx a11 0.000000000016281 n/a
u b1 40.0199523310988997 39.987
u2 b2 0.000007401880687 n/a
u3 b3 -0.000005346555449 n/a
v c1 0.200091954614693 0.20013
v2 c2 0.000000042383318 n/a
v3 c3 -0.000000041061412 n/a
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to decide which values indicate terms that should be present in the identified model,
and which values indicate term that should be left out. Clearly, small values provide
a hint that a term could be left out of the model. However, it is worth noting that
the ux, vtt , and u terms in Table 6.3, which should be zero per (6.10), are all only
one order of magnitude smaller than the non-zero uxx term.
Unlike the Guo-Billings method, the basis pursuit approach does not provide a
quantification of the reduction in model error that is attained by including a term.
Determination of the inclusion or exclusion of a term is an application-specific
question and can be based on such factors as the physical interpretation of the
presence or absence of the term or on the prediction performance of the identified
model.
If we include only coefficients with values > 1×10−4, as was done in our ear-
lier “failed” identification of (6.15) and (6.16), our identification procedure indeed
now yields the original system in (6.10).
Tables 6.3 and 6.4 also compare our basis pursuit identification performance
with the identification reported in [27]. Note that their analysis effectively assumes
a different form of expansion than that of (6.12) and (6.13), and thus some of our
expansion coefficients are not reported in their analysis. We list them here for the
basis pursuit method to show that they are near zero as they should be for proper
identification of (6.10).
In Figure 6.6, we illustrate the basis pursuit identification performance for this
system with measurement noise. We can see that identification for the v variable
is similar to the performance for the heat and wave system examples. The u com-
ponent identification is slightly worse; the difference is possibly attributable to the
wider range of values present in the true u vs. v coefficient vectors or the different
sparsity levels k.
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Figure 6.6: Nonlinear Reaction Diffusion System Identification With Noise
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It bears mentioning that we have not considered boundary effects in this analy-
sis. In addition, it’s unclear what would be the impact of more complicated bound-
ary conditions. On one hand, we’ve seen that adding additional complexity to the
initial conditions can in fact help for identification, and this could be true of bound-
ary conditions as well. On the other hand, the dynamics of the boundary could
become difficult to discern from the intrinsic system dynamics, depending on the
sampling strategy and the system at hand.
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Chapter 7
CONCLUSION
As we have seen, basis pursuit can be applied with some degree of success to var-
ious system identification problems. However, the conditioning of the matrices Φ
that are encountered in these problems present limitations. More specifically, the
poor conditioning of 2k-column submatrices of Φ leads to bad isometry constants,
thwarting the ability of min-`1 and relaxed-min-`1 to usefully find k-sparse or nearly
k-sparse solutions. The poor conditioning we observe comes from the structure
of the system identification problems themselves, and thus presents fundamental
restrictions on the approach. From an application perspective, the coefficient re-
covery guarantees provided by the compressed sensing theory quickly lose their
utility because the measurement error scaling constant depends on the those isome-
try constants. Our empirical results indicate that we should expect very demanding
signal-to-noise requirements in order to successfully apply the approach.
All that said, we have observed that there are regimes in which the approach
can provide successful results for each class of system identification problem con-
sidered. Further exploration may be merited if applications are found that are com-
patible with these regimes.
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