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DIMENSIONS OF AUTOMORPHIC REPRESENTATIONS, L-FUNCTIONS
AND LIFTINGS
SOLOMON FRIEDBERG AND DAVID GINZBURG
Abstract. There are many Rankin-Selberg integrals representing Langlands L-functions,
and it is not apparent what the limits of the Rankin-Selberg method are. The Dimension
Equation is an equality satisfied by many such integrals that suggests a priority for further
investigations. However there are also Rankin-Selberg integrals that do not satisfy this
equation. Here we propose an extension and reformulation of the dimension equation that
includes many additional cases. We explain some of these cases, including the new doubling
integrals of the authors, Cai and Kaplan. We then show how this same equation can be
used to understand theta liftings, and how doubling integrals fit into a lifting framework.
We give an example of a new type of lift that is natural from this point of view.
1. Introduction
Two broad classes of integrals appear frequently in the theory of automorphic forms. Let
G be a reductive group defined over a number field F , ρ be a complex analytic representation
of the L-group of G, and pi be an irreducible automorphic representation of G(A). First,
one may sometimes represent the Langlands L-function L(s, pi, ρ) (for ℜ(s) ≫ 0) as an
integral, and the desired analytic properties of this L-function may then be deduced from
the integral representation. Such constructions, often called Rankin-Selberg integrals, have a
long history with many examples (Google Scholar lists 3,370 results for the phrase “Rankin-
Selberg integral”), with Eisenstein series and their Fourier coefficients appearing in many of
the integrals. See Bump [2] for an engaging survey. Second, given two reductive groups G,H
there is sometimes a function θ(g, h) on G(A) × H(A) that is G(F ) × H(F ) invariant and
that may be used as an integral kernel to transport automorphic representations on G(A)
to H(A). One considers the functions
fϕ(h) :=
∫
G(F )\G(A)
ϕ(g) θ(g, h) dg
as ϕ runs over the functions in pi and lets σ be the representation of H(F )\H(A) generated
by the functions fϕ. The most familiar example is the classical theta correspondence, where
the integral kernel θ is constructed from the Weil representation (see Gan [15] for recent
progress), while other classes of such integrals are given by the authors and Bump [7] and
by Leslie [33].
We pose two natural questions. First, the construction of Rankin-Selberg integrals repre-
senting L-functions is often quite involved, and it may take a great deal of work to see that
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a specific integral is Eulerian. Is there any commonality among the known Rankin-Selberg
integrals that can be used to decide whether a specific integral is a worthy candidate for
investigation, or to say it differently, to rule out integrals as being unlikely to represent an
L-function? Second, is there any way to know whether an automorphic function of two vari-
ables θ(g, h) is likely to be a useful kernel function, and if so, can one predict the properties
of the representation σ from those of pi and θ? For example, given pi and θ, when is it
reasonable to think that σ might be generic?
An answer to the first question was proposed by the second named author in [18]: the
dimension equation describes an equality between the dimensions of groups and the dimen-
sions of the representations that is satisfied by many integrals that represent L-functions.
Below we develop the dimension question in some detail and illustrate it in many cases,
including cases of integrals that represent the product of two or more distinct Langlands
L-functions in separate complex variables. In fact a refinement of the dimension equation
expands its applicability to additional cases. We shall explain this refinement, and show
how this allows us to include doubling integrals including the new doubling integrals of the
authors, Cai and Kaplan [11]. Then we shall use the dimension equation to discuss integral
kernels, showing how the equation gives an indication of what to expect in integral kernel
constructions, and explain how doubling integrals may be used to bridge these two classes
of constructions. Last, we shall pursue the dimension equation farther in specific cases,
providing new examples for further study.
To conclude our introduction, we describe the contents by section. In Section 2 we intro-
duce unipotent orbits and state the dimension equation, following [18]. Though this paper
may be read independently from [18], it is a natural continuation of that work. Then, in
Section 3 we give many examples of Rankin-Selberg integrals that satisfy the dimension
equation. We conclude the section by presenting an exotic example—an integral of Rankin-
Selberg type that is Eulerian by two different choices of Eisenstein series, one satisfying the
dimension equation but the other not. This motivates the need to extend the dimension
equation. This extension is described in Section 4, and examples of the extended dimension
equation are presented in Section 5. Next, in Section 6 integral kernels are connected to the
dimension equation, and the use of the dimension equation to predict aspects of the resulting
correspondence is illustrated. Section 7 revisits doubling integrals from the perspective of
integral kernels, and formulates a general classification question. Then in Section 8 a new
low rank example is presented and its analysis is described in brief. The global theory has
a local counterpart, and the final Section illustrates the local properties that appear in this
context.
Part of the preparation of this paper occurred when the first-named author was a visitor
at the Simons Center for Geometry and Physics, and he expresses his appreciation for this
opportunity. While the paper was in the final stages of preparation, Aaron Pollack commu-
nicated to us that Shrenik Shah has independently suggested an extension of the dimension
equation.
2. The Dimension Equation
Fix a number field F and let A be its ring of adeles. If G is an algebraic group defined
over F , then we write [G] for the quotient G(F )\G(A).
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We begin by recalling some facts about unipotent orbits. References for this material are
Collingwood and McGovern [12] and Ginzburg [17]. Let G be a reductive group defined over
F , F be an algebraic closure of F , and let O be a unipotent orbit of G(F ). If G ⊂ GL(V ) is
a classical group then these orbits are indexed by certain partitions of dim(V ). For example,
if G = GLn then they are indexed by all partitions of n, while if G = Sp2n then they are
indexed by the partitions of 2n such that each odd part occurs an even number of times.
When O is indexed by a partition P, we simply write O = P.
For convenience suppose that G is a split classical group. Fix a Borel subgroup B = TN
with unipotent radical N , let Φ denote the positive roots with respect to B, and for α ∈ Φ
let xα(t) denote the corresponding one-parameter subgroup of N . Then one attaches a
unipotent subgroup UO ⊆ N to O. This group may be described as follows. If O is given in
partition form by O = (pe11 . . . p
ek
k ) (we show repeated terms in a partition using exponential
notation) let hO(t) be the diagonal matrix whose entries are {t
pi−2j−1 | 0 ≤ j ≤ pi − 1}
repeated ei times, with the entries arranged in non-increasing order in terms of power of t.
This gives rise to a filtration N ⊃ N1 ⊃ N2 ⊃ · · · of N , where Ni = Ni,O is given by
(1)
Ni,O(F ) = {xα(r) ∈ N(F ) | α ∈ Φ and hO(t)xα(r)hO(t)
−1 = xα(t
jr) for some j with j ≥ i}.
Also, let GO be the stabilizer of hO(t) in G.
Fix a nontrivial additive character ψ of F\A, and let L2,O = N2,O/[N2,O, N2,O]. Then the
characters of the abelian group L2,O(A) may be identified with L2,O(F ). Also GO(F ) acts on
the characters of L2,O(A) and hence on L2,O(F ) by conjugation. Over the algebraically closed
field F , the action of GO(F ) on L2,O(F ) has an open orbit, and the stabilizer in GO(F ) of a
representative for this orbit is a reductive group whose Cartan type is uniquely determined
by the orbit. A character ψO of L2,O(F ) will be called a generic character associated to
O if the connected component of its stabilizer in GO(F ) has, after base change to F , the
same Cartan type. We caution the reader that there may be infinitely many GO(F )-orbits
of generic characters associated to a single O. (For an example, see [18], p. 162.)
Suppose that G is a reductive group, O is a unipotent orbit of G, and ψO is a generic
character. Let UO = N2,O and regard ψO as a character of UO(A) in the canonical way. If ϕ
is an automorphic form on G(A), its Fourier coefficient with respect to O is defined to be
ϕUO,ψO(g) =
∫
[UO]
ϕ(ug)ψO(u) du, g ∈ G(A).
If pi is an automorphic representation of G(A), we say that pi has nonzero Fourier coefficients
with respect to O if the set of functions ϕUO,ψO(g) is not identically zero as ϕ runs over the
space of pi and ψO runs over set of generic characters associated to O.
We recall that the set of unipotent orbits has a natural partial ordering, which corresponds
to inclusion of Zariski closures and corresponds to the dominance order for the associated
partitions. There is a unique maximal unipotent orbit Omax and for this orbit the group
UOmax is N ,the unipotent radical of the Borel subgroup. If pi is an automorphic representation
of G(A) we let O(pi) denote the set of maximal unipotent orbits for which pi has nonzero
Fourier coefficients. For example, the automorphic representation pi is generic if and only if
O(pi) = {Omax}.
We remark that these same definitions apply without change in the covering group case.
Indeed, if G˜ is a cover of G(A), then N(A) embeds canonically in G˜(A) and so the same
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definitions apply. For example, in [6] the authors construct a representation Θ2n+1 of the
double cover of SO2n+1(A) for n ≥ 4 such that O(Θ2n+1) = (2
2m12j+1), where n = 2m + j
with j = 0 or 1. Here and below we omit the set notation when the set O(pi) is a singleton
and identify O(pi) with the partition.
Recall that each nilpotent orbit in a Lie algebra has a dimension. In fact, these dimensions
are computed for classical groups in terms of partitions in [12], Corollary 6.1.4. We use this
to discuss and work with the dimensions of the unipotent orbits under consideration here.
To illustrate, on the symplectic group Sp2n, let O be the unipotent orbit associated to the
partition (n1n2 . . . nr) of 2n. For such a partition to be a symplectic partition it is required
that all odd numbers in the partition occur with even multiplicity. Then,
(2) dimO = 2n2 + n−
1
2
r∑
i=1
(2i− 1)ni −
1
2
a,
where a is the number of odd integers in the partition (n1n2 . . . nr). Importantly, there is
also a connection between the dimension of an orbit O and the Fourier coefficients above.
That is:
(3) 1
2
dimO = dimN2,O +
1
2
dimN1,O/N2,O.
As this suggests, when N1,O 6= N2,O, there is another natural coefficient of Fourier-Jacobi
type (that is, involving a theta series); see [18], equation (7), for details, and the discussion
of (15) at the end of Section 4 below.
Throughout the rest of this paper we make the following assumption:
Assumption 1. For all automorphic representations pi under consideration, the dimension
of each orbit in the set O(pi) is the same.
We know of no examples where Assumption 1 does not hold, and it is expected that it
is always true ([17], Conjecture 5.10). In fact, we know of no examples where O(pi) is not
a singleton. Under Assumption 1, we write dimO(pi) for the dimension of any orbit in
the set O(pi). Given a representation for which Assumption 1 holds, define (following [17],
Definition 5.15) the Gelfand-Kirillov dimension of pi:
dim(pi) = 1
2
dimO(pi),
(compare [1], (3.2.6) and [31] (2.4.2), Remark (iii)). By definition, if χ is an idele class
character then dim(χ) = 0. Similarly if ψ is an additive character of [U ] where U is a
unipotent group then dim(ψ) = 0.
It is expected that it is possible to compute the unipotent orbit attached to an Eisenstein
series from the unipotent orbits of its inducing data. See [18], Section 4.3. This has been
confirmed in the degenerate case [10]. More generally, suppose that P is a parabolic subgroup
of G with Levi decomposition P = MN , and τ is an automorphic representation of M(A)
such that Assumption 1 holds for τ , and consider the Eisenstein series Eτ (g, s) on G(A)
corresponding to the induced representation Ind
G(A)
P (A)τδ
s
P . Then one expects that
(4) dimEτ (g, s) = dim τ + dimU.
This formula can be checked in many cases (to give one example, if τ is generic then Eτ is
too, and so (4) holds) and we shall make use of it below.
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We now have the information needed to explain the Dimension Equation of [18], Definition
3. Suppose one has a Rankin-Selberg integral over the various groups Gj and involving
various automorphic representations pii, and the integral unfolds to unique functionals which
are factorizable. Here both the adelic modulo rational quotients in the integral and the
automorphic representations are with respect to the same field F and ring of adeles A. Then
the expectation formulated in [18] is that the sum of the dimensions of the representations
is (generally) equal to the sum of the dimensions of the groups.
Definition 1. The Dimension Equation is the equality∑
i
dim pii =
∑
j
dimGj.
A number of examples of this equation in the context of Rankin-Selberg integrals are
presented in [18]. To clarify the extent of applicability of this equation, we will give additional
examples in the next Section.
3. Examples of the Dimension Equation
We begin with classical examples of the dimension equation. Riemann’s second proof
of the analytic continuation of the zeta function represents it as a Mellin transform of the
Jacobi theta function, and this integral satisfies the dimension equation (both sides are 1).
Similarly, the Hecke integral
(5)
∫
[Gm]
ϕ
(
a
1
)
|a|s d×a
satisfies the equation (both sides are again 1), and the classical Rankin-Selberg integral
(6)
∫
[PGL2]
ϕ1(g)ϕ2(g)E(g, s) dg
has group of dimension 3 and three representations that are each of dimension 1.
More generally, the Rankin-Selberg integrals of Jacquet, Piatetski-Shapiro and Shalika
[29] on GLn × GLk satisfy the dimension equation. Suppose that pi1, pi2 are irreducible
cuspidal automorphic representations of GLn(A), GLk(A) resp. Since all cuspidal automor-
phic representations of general linear groups are generic, we have dim(pi1) = n(n− 1)/2 and
dim(pi2) = k(k − 1)/2. Let φi ∈ pii for i = 1, 2.
If k = n then the Ranklin-Selberg integral representing L(s, pi1 × pi2), generalizing (6), is
given by
(7)
∫
[PGLn]
ϕ1(g)ϕ2(g)E(g, s) dg
where E is the (“mirabolic”) Eisenstein series induced from the standard parabolic subgroup
P of type (n−1, 1) and character δsPη
−1, where δP is the modular character of P and η is the
product of the central characters of pi1 and pi2. In this integral the dimension of the group is
n2 − 1. As for the representations, the orbit of the Eisenstein series E is (21n−2), so it is of
dimension n− 1 (compare (4)). The dimension equation is the equality
n2 − 1 = 2(n(n− 1)/2) + n− 1.
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If k 6= n, suppose k < n without loss. When k = n−1 the integral is a direct generalization
of (5): ∫
[GLn−1]
ϕ1
(
g
1
)
ϕ2(g)| det g|
s dg.
Here the group is of dimension (n − 1)2 and the representations pi1, pi2 are of dimension
n(n− 1)/2 and (n− 1)(n− 2)/2 resp. Since
(n− 1)2 = n(n− 1)/2 + (n− 1)(n− 2)/2
the dimension equation holds. However, if k < n− 1 then a similar integral∫
[GLk]
ϕ1
(
g
In−k
)
ϕ2(g)| det g|
s dg
does not satisfy the dimension equation: the group is of dimension k2 while the representa-
tions are of total dimension n(n− 1)/2 + k(k − 1)/2 > k2. One way to satisfy the equation
is to introduce an additional integration over a group of dimension (n2−n− k2− k)/2. And
indeed the integral of Jacquet, Piatetski-Shapiro and Shalika∫
[GLk]
∫
[Yn,k]
ϕ1
(
y
(
g
In−k
))
ϕ2(g)ψ(y)| det g|
s dg
includes an integration over the group Yn,k consisting of upper triangular n × n unipotent
matrices whose upper left (k + 1) × (k + 1) corner is the identity matrix, a group which
has dimension n(n− 1)/2− k(k + 1)/2. To be sure, the integral of [29] requires an additive
character ψ of this group (the restriction of the standard generic character to Yn,k), and
this finer level of detail is not seen by the dimension equation, but the dimension equation
already makes the introduction of the group Yn,k natural.
Another example of the dimension equation is practically tautological. If E(g, s) is an
Eisenstein series on a reductive group G formed from generic inducing data, then a straight-
forward calculation shows that it too is generic. If E(g, s) is generic with respect to the
unipotent subgroup N and character ψN , then its Whittaker coefficient∫
[N ]
E(n, s)ψN (n) dn
satisfies the dimension equation, since both the group and the representation have dimension
dim(N). The Langlands-Shahidi method studies such coefficients systematically and uses
them to get information about L-functions. See Shahidi [37] and the references there.
Our next example of the dimension equation is given by the integral representing the
Asai L-function for GLn (Flicker [13]). Suppose K/F is a quadratic extension, and for
this example let A denote the adeles of F and AK the adeles of K. Suppose that Π is an
irreducible cuspidal automorphic representation on GLn(AK), and ϕ ∈ Π. Then this integral
is of the form ∫
Z(A)GLn(F )\GLn(A)
ϕ(g)E(g, s) dg,
where E(g, s) is again a mirabolic Eisenstein series on GLn(A) (the central character of Π is
built into E so the product is invariant under the center Z(A) of GLn(A)). Here the group
has dimension n2 − 1. This time the automorphic form is on the A-points of the restriction
of scalars ResK/FGLn. Thus the dimension of pi viewed as an automorphic representation
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over F is twice its dimension over K. That is, in this context dim(Π) = 2 × n(n−1)
2
. The
dimension equation is satisfied since
n2 − 1 = 2×
n(n− 1)
2
+ n− 1.
There are also integrals that represent the product of two different Langlands L-functions
in two separate complex variables. These also satisfy the dimension equation. We give a
number of examples. The first instance of such an integral, representing the product of the
standard and exterior square L-functions, was provided by Bump and Friedberg [3]. Suppose
that pi is a cuspidal automorphic representation of GLn. If n = 2k is even, then the integral
is of the form ∫
[GL1\(GLk×GLk)]
ϕ(ι(g1, g2))E(g1, s1)
∣∣∣∣det g2det g1
∣∣∣∣s2−1/2 dg1 dg2,
where ι : GLk × GLk → GL2k is a certain embedding, ϕ is in pi, and E is the mirabolic
Eisenstein series on GLk. In the quotient GL1\(GLk×GLk), the group GL1 acts diagonally.
This integral satisfies the dimension equation since the group is of dimension 2k2 − 1 and
the representations are of dimensions (2k)(2k − 1)/2 and k − 1. If n = 2k + 1 is odd, then
the integral is similar, but is now over [GL1\(GLk+1 × GLk)] with the Eisenstein series on
GLk+1. The dimension equation is satisfied in the case that n is odd since
(k + 1)2 + k2 − 1 = (2k + 1)(2k)/2 + ((k + 1)− 1).
Three additional examples of Rankin-Selberg integrals representing the product of Lang-
lands L-functions attached to the standard and spin representations in separate complex
variables are found in Bump, Friedberg and Ginzburg [5]. Suppose pi on GSp4 is generic
with trivial central character and ϕ is in the space of pi. Let P , Q be the two non-conjugate
standard maximal parabolic subgroups of GSp4 and let EP , EQ be the Eisenstein series
induced from from the modular functions δs1P , δ
s2
Q resp. Then the integral is of the form∫
[GL1\GSp4]
ϕ(g)EP (g, s1)EQ(g, s2) dg.
Here the group is of dimension 10 and the representations are of dimensions 4, 3, 3 resp., so
the dimension equation is satisfied.
Suppose next that pi is on GSp6, generic, and has trivial central character, and let H be
the subgroup of GL2×GSp4 of pairs of group elements (h1, h2) with equal similitude factors.
Then, for a certain embedding ι : H → GSp6, the integral given there is of the form∫
[GL1\H]
ϕ(ι(h1, h2))E1(h1, s1)E2(h2, s2) dh1 dh2
where E1 (resp. E2) is a Borel (resp. Siegel) Eisenstein series on GL2 (resp. GSp4). Here the
group is of dimension 13 and the three representations in the integral are of dimensions 9,
1, 3 (resp.), as the Siegel Eisenstein series has unipotent orbit (22).
Third suppose that pi is on GSp8 and is once again generic. Introduce the subgroup H
of GL2 × GSp6 of pairs with equal similitude factors and let ι : H → GSp8 be a certain
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embedding given in [4]. Then the authors and Bump prove that the integral∫
[GL1\H]
ϕ(ι(h1, h2))E(h2, s1, s2) dh1 dh2
is once again a product of two different Langlands L-functions, where E is the two-variable
Eisenstein series on GSp6 induced from the standard parabolic with Levi factor GL1×GL2.
The group has dimension 24, pi has dimension 16, and indeed E has dimension 8.
To present one further example, Pollack and Shah [36] give an integral representing the
product of three Langlands L-functions in three distinct complex variables. If pi is on PGL4,
then this is of the form ∫
[PGL4]
ϕ(g)E1(g, w)E2(g, s1, s2) dg
where E1 and E2 are the Eisenstein series with Levi factors GL2 × GL2 and GL
2
1 × GL2,
resp. Here the dimension of the group in the integral is 15 and the representations are of
dimensions 6,4,5 resp. Those authors also present a related integral on GU(2, 2) and the
same dimension count holds.
The dimension equation holds as well when covering groups are involved. For example,
the symmetric square integrals of Bump-Ginzburg [9] and Takeda [38] may be checked to
satisfy this.
Nonetheless, not all Rankin-Selberg integrals satisfy the dimension equation in the form
presented in [18, 19]. Here is a simple, striking example. Suppose pi is a cuspidal automorphic
representation of PGL4(A), ϕ is in the space of pi, and E(g, s) is an Eisenstein series on the
group PGSp4(A). Consider the integral
(8)
∫
[PGSp4]
ϕ(g)E(g, s) dg.
The basic dimension equation states that
dim(pi) + dim(E) = dim(PGSp4) = 10.
Since pi is generic, it is of dimension 6, so this equation requires an Eisenstein series of
dimension 4, that is, a generic Eisenstein series. In fact there is an Eulerian integral with
this data. Using the GSp4 Eisenstein series with trivial central character induced from an
automorphic representation τ on GL2 via the parabolic with Levi GL1 ×GL2 (the Klingen
parabolic), the integral unfolds to the degree 12 L-function L(s, pi×τ,∧2×standard). Indeed,
after using low rank isogenies one sees that this integral is essentially the same as the integral
for the SOn×GLk standard L-function obtained by Ginzburg [16] in the case n = 6, k = 2.
For these parameters, the L-function is realized as an integral of an SO6 automorphic form
against an Eisenstein series on SO5.
However, there is another Rankin-Selberg integral of the form (8) that is also Eulerian!
That is the case that E is an Eisenstein series of dimension 3 induced from the modular
function δsP of the Siegel parabolic P of Sp4 (one may also twist by a character of GL1).
Indeed, after using low rank isogenies to again regard this as an integral of an SO6 automor-
phic form against an Eisenstein series on SO5, this is the integral treated by the authors and
Bump [4] with n = 2, m = 1 (see (1.4) there). The integral is zero unless the automorphic
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representation pi is a lift from Sp4, and in that case it represents a degree 5 L-function. How-
ever the dimension equation does not hold, since the Siegel Eisenstein series is of dimension
3, not 4.
There are other important examples of integrals that represent L-functions but that do
not satisfy the dimension equation of [18]. One class of such integrals are the doubling
integrals, a class first constructed by Piatetski-Shapiro and Rallis [34], which represent the
standard L-function of an automorphic representation on a classical group G, twisted by
GL1. The original doubling integral was for split classical groups but the construction has
been extended or used by a number of authors including Yamana [39], Gan [14], Lapid and
Rallis [32], and Ginzburg and Hundley [20]. The doubling construction was extended to the
tensor product L-function for G×GLk by Cai, Friedberg, Kaplan and Ginzburg [11]. (This
extension is particularly helpful as it allows one to use the converse theorem to prove lifting
results.) Another class of integrals representing L-functions that does not satisfy the original
dimension equation is the “new way” integrals, a class also initiated by Piatetski-Shapiro
and Rallis [35]. Once again this class has been extended, in particular there are the integrals
of Bump, Furusawa and Ginzburg [8] and of Gurevich-Segal [28]. A third type of integral
that is outside the scope of the dimension equation is the Godement-Jacquet integral [27].
Finally, the WO-model integrals of [4] do not satisfy the dimension equation.
These last examples all raise the question: is it possible to modify the dimension equation
so that it encompasses these examples? In fact, the answer is yes. We explain this in the
next Section below.
4. Extending the Dimension Equation
Let us begin with the general form of a Rankin-Selberg integral, following [19]. Let Gi,
1 ≤ i ≤ l be reductive groups defined over F , pii be irreducible automorphic representations
of Gi(A), and let ϕi ∈ pii be automorphic forms. Suppose that at least one automorphic
form, say ϕ1 ∈ pi1, is cuspidal so that the integral to be considered converges. Let Ui ⊂ Gi
be subgroups attached to some unipotent orbits of Gi, and let ψi be characters of [Ui]. Here
the groups Ui may be trivial, and the characters ψi need not be in ‘general position’ for Ui;
in particular we do not assume that Ui is attached to the unipotent orbit of pii. We suppose
that there is a reductive group G such that for each i, the stabilizer of ψi inside a suitable
Levi subgroup of Gi contains G (up to isomorphism). In this case if ϕi is an automorphic
form on Gi then the Fourier coefficient ϕ
Ui,ψi
i is automorphic as a function of G(A). Then
we consider the integral
(9)
∫
[Z\G]
ϕU1,ψ11 (g)ϕ
U2,ψ2
2 (g) . . . ϕ
Ul,ψl
l (g) dg,
where Z is the center of G and the central characters are chosen compatibly so that the
integrand is Z(A) invariant.
We are concerned with the case that one automorphic form, say ϕl, is an Eisenstein series
induced from a Levi subgroup P = MN and an automorphic representation τ of M(A).
Write ϕl as ϕl(g, s) and write the associated section fτ (g, s), so for ℜ(s)≫ 0 we have
ϕl(g, s) =
∑
γ∈P (F )\G(F )
fτ (γg, s).
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Then the integral (9) is a function of a complex variable s, defined for ℜ(s) ≫ 0 and
with analytic continuation (possibly with poles) and functional equation by virtue of the
corresponding properties for the Eisenstein series ϕl(g, s).
Such integrals may represent L-functions when they can be shown to be equal to adelic
integrals of some factorizable coefficients of the functions in the integrand. To write this
generally, suppose that for each i, 1 ≤ i ≤ l− 1, the automorphic representation pii attached
to ϕi has the property that O(pii) consists of a single unipotent orbit Oi with unipotent
group Vi, and that ϕi has nonzero Fourier coefficients with respect to the generic character
ψVi of [Vi]. Write the associated Fourier coefficient
(10) Li(ϕi, g) =
∫
[Vi]
ϕi(vg)ψVi(v) dv, g ∈ Gi(A).
Since the first step in analyzing an integral of the form (9) is to unfold the Eisenstein
series ϕl(g, s), let Vl = Vτ N where Vτ is the unipotent subgroup of M ⊆ Gl corresponding
to the maximal unipotent orbit Oτ attached to τ (again assumed unique), and let ψVl be
a corresponding character of the unipotent subgroup Vτ extended trivially on N . Then we
write
(11) Ll(fτ , g, s) =
∫
[Vl]
fτ (vg, s)ψVl(v) dv, g ∈ Gl(A).
To describe an unfolding of the integral (9), for 1 ≤ i ≤ l, let Ri be a unipotent subgroup
of Gi, and ψRi be a character of Ri(A). For 1 ≤ i ≤ l − 1 write
ϕRii (g) =
∫
Ri(A)
Li(ϕi, rg)ψRi(r) dr, g ∈ Gi(A)
and similarly let
fRlτ (g, s) =
∫
Rl(A)
Ll(fτ , rg, s)ψRl(r) dr, g ∈ Gl(A).
Then we suppose that for ℜ(s)≫ 0 the integral (9) unfolds to
(12)
∫
Z(A)M(A)\G(A)
ϕR11 (g)ϕ
R2
2 (g) . . . ϕ
Rl−1
l−1 (g)f
Rl
τ (w0g, s) dg,
where M is a subgroup of G and w0 is a Weyl group element. Such an integral is called a
unipotent global integral. When the functionals
Li(ϕi) = ϕ
Ri
i (e), 1 ≤ i ≤ l − 1; Ll,s(fτ ) = f
Rl
τ (e, s)
are each factorizable, then the unfolded integral is Eulerian. Such an integral is called a
Eulerian unipotent integral in [19]. In fact, this broad class of integrals includes all the
Rankin-Selberg integrals presented above which satisfy the original form of the dimension
equation. More generally, the dimension equation is expected to hold for all Eulerian unipo-
tent integrals, and a classification of this class of integrals is initiated in [19].
Our goal now is to extend the dimension equation to include many of the examples noted at
the last section, that is, Rankin-Selberg integrals that do not satisfy the dimension equation.
To do so, we begin with the same integral (9) but we extend the notation so that each ϕi
is now either a single automorphic form in pii or a pair of automorphic forms, one in pii and
the other in its contragredient pii. We also relax the description of the unfolding above in
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two ways. We suppose once again that the integral unfolds to an Eulerian expression (12).
However, in this expression we no longer assume that Li is a Fourier coefficient given by
an integral of the form (10) or (11) over a unipotent subgroup Vi against a character of the
maximal unipotent orbit attached to pii or τ . Instead we allow the integrals in (10), (11) to
be over arbitrary subgroups of Gi. For example, Li might be an integral realizing a unique
functional such as the Shalika functional or the spherical functional. In this case, we do not
use dim pii in the dimension equation. Instead, we replace this term by the dimension of the
full group that realizes the unique functional.
To be specific, for 1 ≤ i ≤ l − 1 suppose that there is an algebraic group Xi ⊂ Gi, not
necessarily unipotent, such that
Li(ϕi)(g) =
∫
[Xi]
ϕi(xg)ψXi(x) dx,
where ψXi is a character of [Xi], and let Li be the associated functional on pii. In this case
we define the dimension of Li to be the dimension of the algebraic group Xi. For example,
if ϕi = (φ, φ
′) is a pair of automorphic functions with φ ∈ pii, , φ
′ ∈ pii, we may consider Li
to be the functional that assigns to ϕi the global matrix coefficient
(13) Li(ϕi) =
∫
[Gi]
φ(g)φ′(g) dg.
In this case we define dim(Li) = dimGi. Similarly, for the Eisenstein series induced from P ,
we consider
Ll(fτ , g, s) =
∫
[Xl]
fτ (xg, s)ψXl(v) dv, g ∈ Gl(A),
and we define dim(Ll) = dimXl + dimN . Note that we include the dimension of N in the
dimension of the functional Ll. This gives, by definition, an extension of (4).
This definition of the dimension of a functional requires a coda. To explain why, suppose
that E(g, s) is the mirabolic Eisenstein series on GL3(A). This function has unipotent orbit
(21) (in fact, it generates the automorphic minimal representation for GL3(A)), so it has
dimension 2. However, if ei,j denotes the matrix with 1 in position (i, j) and 0 elsewhere,
then it is easy to prove that∫
(F\A)2
E(I3+re1,2+me1,3, s)ψ(r) dr dm =
∫
(F\A)3
E(I3+re1,2+me1,3+ne2,3, s)ψ(r) dr dmdn
and in fact both corresponding functionals are nonzero and unique. More generally, when
an orbit O is small the integral defining the Fourier coefficient with respect to that orbit will
have additional invariance properties (there is a nontrivial group that normalizes UO and
stabilizes ψO) and so can be enlarged in a similar way. Hence to define the dimension of a
functional L we must specify that if a functional over a smaller group also realizes L then
we use that smaller group in defining the dimension of L.
We broaden the dimension equation to the following extended dimension equation.
Definition 2. The Extended Dimension Equation is the equality
(14) dim(G) +
l∑
i=1
dim(Ui) =
l∑
i=1
dim(Li).
11
That is, the sum of the dimensions of the groups in the Rankin-Selberg integral (9) is
equal to the sum of dimensions of the functionals that are obtained after unfolding. The
key point is that we are using the dimensions of functionals in place of the Gelfand-Kirillov
dimensions of the representations pii.
We conclude this section by comparing the extended dimension equation with the original
form of the dimension equation, where dim(Li) is replaced by dim(pii), a quantity which is
computed by (3). Suppose first that pi is an automorphic representation such that O(pi) is a
single unipotent orbit O. Recall that there is an associated filtration Ni,O of N given by (1).
Let ϕpi be an automorphic form in the space of pi. If N1,O = N2,O, and if an integral involving
ϕpi unfolds to the Fourier coefficient ϕ
UO,ψO
pi i.e. to the functional (10) given by integration over
[N2,O], then since dim(pi) = dim(N2,O) (by (3)), in this situation dimL = dim pi. If instead
N1,O 6= N2,O, then N1,O/N2,O has the structure of a Heisenberg group. In this situation, it
is often the case that an integral involving ϕpi unfolds to a Fourier-Jacobi coefficient of the
form
(15) L(ϕpi)(h) :=
∫
[N1,O]
θSp(l(v)h)ϕpi(vh)ψN1(v) dv,
where θSp is a certain theta function obtained via the Weil representation. (Here we might
need to involve covering groups.) See for example [24], Section 3.2; the notation is given in
detail there. If L is the functional obtained by composing L with evaluation at the identity,
then in this case we would have dimL = dimN1,O. However, if ΘSp is the representation
corresponding to θSp, then it is known that dimΘSp =
1
2
dim(N1,O/N2,O). Since dim pi =
dimN2,O +
1
2
dim(N1,O/N2,O) (see (3)), we obtain the equality dimΘSp + dim pi = dimN1,O.
Thus the definition of dimL is in fact consistent with original dimension equation in this
case. We conclude that when Fourier-Jacobi coefficients are used to construct Eulerian
integrals (see for example [21]), the different versions of the dimension equation we have
presented are consistent, and it is accurate to label (14) an extension of the original dimension
equation. Last, for the Eisenstein series, if the integral in the inducing data τ unfolds to
the Whittaker functional then the definition of dim(Ll) is consistent with (4) and with the
original Dimension Equation.
5. Examples of the Extended Dimension Equation
In this section we offer examples of the extended dimension equation, and explain how
other classes of integrals representing L-functions fit into the picture. To begin, both integrals
of the form (8) satisfy this extended dimension equation. Indeed, if E is the Siegel Eisenstein
series whose unipotent orbit has dimension 3, then this integral unfolds to a WO model for pi
in the sense of [4]. This model involves an integration over a 3-dimensional reductive group
(a form of SO3) as well as a 4-dimensional unipotent group so in this case the dimension of
the functional applied to pi is 7. The modified dimension equation does indeed hold, in the
form 10 = 7 + 3 (in contrast to the integral involving the Klingen Eisenstein series, where
the contributions from the two functions in the integrand were 6 and 4).
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Next we discuss doubling integrals. This is a class of integrals introduced by Piatetski-
Shapiro and Rallis [34], of the form
(16)
∫
G(F )×G(F )\G(A)×G(A)
ϕpi(g)ϕσ(h)E(ι(g, h), s) dg dh
where G is a symplectic or orthogonal group, pi and σ are two irreducible cuspidal automor-
phic representations of G(A), and ϕpi, ϕσ are in the corresponding spaces of automorphic
forms. The Eisenstein series is defined on an auxilliary group H(A) and ι : G×G→ H is an
injection. They show that after unfolding the Eisenstein series, the open orbit representative
involves the inner product
(17) < ϕpi, ϕσ >=
∫
G(F )\G(A)
ϕpi(g)ϕσ(g) dg
as inner integration. This integral is nonzero unless σ is the contragredient of pi, and in
that case, the integral involves the functional (13), that is, the matrix coefficient, which is
factorizable. It is readily checked that the original form of the dimension equation does not
hold.
The dimension of the functional (13) is equal to dim(G). Thus the extended dimension
equation attached to the integral (16) is
2 dim(G) = dim(G) + dim(E),
that is,
dim(G) = dim(E).
Moreover, this equation is satisfied by the integrals in [34]. For example, consider integral
(16) with G = Sp2n. In this case the Eisenstein series E(·, s) is defined on the group H(A)
with H = Sp4n. It is the maximal parabolic Eisenstein series attached to the parabolic
P with Levi factor GL2n obtained by inducing the modular character δ
s
P . Thus dim(E) =
dim(U(P )), where U(P ) is the unipotent radical of P . This is given by
dim(U(P )) =
1
2
(1 + 2 + · · ·+ 2n) = n(2n+ 1) = dim(Sp2n).
Thus the extended dimension equation indeed holds for the doubling integral (16). We
remark that E(·, s) is attached to the unipotent orbit (22n).
It may similarly be confirmed that the dimension equation holds for the generalized dou-
bling integrals of Cai, Friedberg, Ginzburg and Kaplan [11], that represent the Rankin-
Selberg L-function on G×GLk, where G is a classical group, attached to the tensor product
of the standard representations. These integrals are of the form
(18)
∫
G(F )×G(F )\G(A)×G(A)
ϕpi(g)ϕσ(h)E
U,ψU
τ (ι(g, h), s) dg dh
where now Eτ is an Eisenstein series on a larger group H whose construction depends on τ
and the superscripts on E denote a Fourier coefficient with respect to a unipotent group U
and character ψU such that ι(G×G) is contained in the stabilizer of ψU inside the normalizer
of U in H . Suppose that G = Sp2n. Then H = Sp4kn, the Eisenstein series is induced from
a generalized Speh represntation on GL2kn which has unipotent orbit (k
2n), and the (U, ψU)
13
coefficient is one corresponding to the unipotent orbit ((2k − 1)2n12n) in H . The integral
once again unfolds to an integral involving matrix coefficients. Due to the Fourier coefficient
with respect to (U, ψU), the extended dimension equation in this case becomes
(19) 2 dim(Sp2n) + dim(U) = dim(Sp2n) + dim(Eτ ).
To show that this is true, it follows from [17] that
dim(Eτ ) =
1
2
dim((k)2n) + dim(U(P )),
where dim((k)2n) is the dimension of the unipotent orbit of the inducing data, and U(P )
is the unipotent radical of the maximal parabolic P inside H whose Levi factor is GL2kn.
(That is, (4) holds in this situation.) The number 1
2
dim((k)2n)) is equal to the dimension of
the unipotent radical of the parabolic subgroup of GL2nk whose Levi part is GL
k
2n, that is,
2n2k(k − 1). It is then easy to check that (19) holds.
There are other classes of Eulerian integrals. The ‘new way’ integrals of [35] unfold to
functionals that are not unique. They satisfy the extended dimension equation, albeit tauto-
logically. The integrals of Godement-Jacquet type may be obtained from doubling integrals
after unfolding. Hence they should be regarded as belonging to this paradigm. Whether or
not this is helpful for efforts to extend the method (the Braverman-Kazhdan-Ngoˆ program)
remains to be seen.
6. Integral Kernels and the Dimension Equation
Integral kernels appear often in the theory of automorphic forms as a way to relate au-
tomorphic forms on one group to automorphic forms on a different group. In this brief
Section, we explain the connection between such constructions and the dimension equation
and illustrate the use of this equation to detect properties of such a correspondence. We
follow [18] and provide an additional example of interest. Then in the next Section we turn
to a similar analysis using the extended dimension equation.
Suppose that G,H, L are reductive groups and there is an embedding ι : G × H → L
such that the images of G and H in L commute. Let U be a unipotent subgroup of L
and ψU be a character of [U ] whose stabilizer in L contains ι(G(A), H(A)). Let Θ denote
an automorphic representation of L(A). Then one may seek to construct a lifting from
automorphic representations of G(A) to H(A) as follows.
Let pi denote an irreducible cuspidal representation of G(A). Let σ be the representation
of H(A) generated by all functions of the form
(20) f(h) =
∫
[G]
∫
[U ]
ϕpi(g) θ(u(g, h))ψU(u) du dg,
with θ in the space of Θ and ϕpi in the space of pi. Notice that from the properties of Θ,
the functions f(h) are H(F )-invariant functions on H(A). As a first case, suppose that σ
is an irreducible automorphic representation of H(A). In that case, the dimension equation
attached to this construction is
(21) dim(G) + dim(U) + dim(σ) = dim(pi) + dim(Θ).
That is, since the integral (20) gives a representation on H(A) instead of an L-function, we
include the dimension of the lift, σ, with the dimensions of the groups. See [18], Section 6.
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More generally, suppose that σ is in the discrete part of the space L2(H(F )ZH(A)\H(A), ω),
where ZH is the center of H and ω is a central character (this is true, for example, when
σ is cuspidal). In that case we expect that at least one of the summands of σ will satisfy
equation (21).
This simple equation turns out to be quite powerful. We illustrate with an example.
Suppose that G = Sp2n, H = SO2k, L = Sp4nk, and Θ is the classical theta representation.
Note that the unipotent orbit attached to Θ is (214nk−2), and dim(Θ) = 2nk. Suppose also
that pi is generic, so dim(pi) = n2. Since dim(G) = 2n2 + n, the dimension equation (21)
becomes
dim(σ) = 2nk − n− n2.
As a first consequence, if k < n+1
2
then the equation would assert that dim(σ) < 0. So we
expect that the lift must be zero. Second, let us ask for which k the lift σ can be generic.
In that case, we would have dim(σ) = k2 − k. We conclude that a necessary condition for σ
to be generic is the condition
k2 − k = 2nk − n− n2.
For a fixed n, there are two solutions to this equation, namely k = n + 1 and k = n. And
indeed, both these consequences of the dimension equation are true. The lift does vanish
if k < n+1
2
. And the lift to SO2k with k = n + 1 is always generic while the lift with
k = n is sometimes generic, and these are the only cases where the lift of a generic cuspidal
automorphic representation is generic. See [22], Cor. 2.3 and the last two paragraphs in
Section 2; for the analogous local result see Proposition 2.4 there.
7. Doubling Integrals and Integral Kernels
In this Section we connect doubling integrals and integral kernels. First let us describe such
doubling integrals in general. Suppose that H is a group, U ⊆ H is a unipotent subgroup,
and ψU is a character of [U ]. Suppose that there is an embedding ι : G×G→ NH(U) whose
image fixes ψU (under conjugation). Let pi, σ be automorphic representations of a group
G(A). Then we consider integrals of the form
(22)
∫
[G×G]
∫
[U ]
ϕpi(g)ϕσ(h)E(uι(g, h), s, fs)ψU (u) du dg dh.
Note that this includes the integrals (16) considered by Piatetski-Shapiro and Rallis but
that we allow an extra unipotent integration, as in (18). We say that the integral (22) is a
doubling integral if for ℜ(s) large it is equal to
(23)
∫
G(A)
∫
U0(A)
< ϕpi, σ(g)ϕσ > fW (δu0(g, 1), s)ψU(u0) du0 dg,
for some subgroup U0 of U , some Fourier coefficient fW of the section fs, and some δ ∈ H(F ).
Due to the matrix coefficient, this integral is zero unless σ is the contragredient of pi, so we
suppose this from now on.
The extended dimension equation attached to the integral (22) is
(24) dim(G) + dim(U) = dim(E).
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We emphasize that if a certain integral satisfies the extended dimension equation (24) it
does not necessarily means that the integral will be non-zero or Eulerian. This can only
be determined after the unfolding process. The advantage of the equation (24) is that it
eliminates unlikely candidates.
Suppose that (22) is a doubling integral. Then we may make an integral kernel as follows.
Fix a cuspidal automorphic representation pi of G(A), and consider the functions
(25) f(h) =
∫
[G]
∫
[U ]
ϕpi(g)E(u(g, h), s)ψU(u) du dg.
Arguing as in Theorem 1 of Ginzburg and Soudry [25] we deduce that the representation σ
generated by these functions is a certain twist of the representation pi. In particular we have
dim(σ) = dim(pi). Hence the dimension equation (21) is the same as the extended dimension
equation (24). Accortdingly, one can view the construction given by (20) as a generalization
of the construction of doubling integrals.
This discussion leads to the following Classification Problem, which illustrates the kind of
question that these constructions raise. Let pi denote a cuspidal representation of G(A), and
σ denote a cuspidal representation of H(A). Find examples of representations Θ defined on
a group L(A) as above which satisfy the following two conditions:
(1) The dimension equation (21) holds.
(2) Suppose that the integral
(26)
∫
[G×H]
∫
[U ]
ϕσ(h)ϕpi(g)θ(u(g, h))ψU(u) du dg dh
is not zero for some choice of data. Then the representation pi determines the repre-
sentation σ uniquely.
This classification problem has many solutions as stated. We present an example of how it
may be approached in the next Section.
We remark that a similar analysis based on the dimension equation may be applied to the
descent integrals of Ginzburg, Rallis and Soudry [24].
8. An Example
In this Section we will show how the above considerations can help find possible global
integrals of the form given by equation (26). To do so, in this Section we will work with the
case G = H = Sp2m.
The first step is to consider Fourier coefficients whose stabilizer contains the group Sp2m×
Sp2m. From the theory of nilpotent orbits, the partition ((2k − 1)
2m(2r − 1)2m) has this
property (see [12]). This leads us to look for a representation Θ defined on the group
Sp4m(k+r−1)(A) which is Sp4m(k+r−1)(F ) invariant and which satisfies the dimension equation
given in (21). Thus, we are seeking representations Θ such that O(Θ) = O with
(27) dim(Sp2m) +
1
2
dim((2k − 1)2m(2r − 1)2m) = 1
2
dim(O).
Here O corresponds to a partition of the number 4m(k + r − 1). There are many solutions.
For example, if we begin with the orbit (5232), that is m = 1, k = 3 and r = 2, then the
orbits O equal to (652), (8322), (6222), and (84212) all satisfy condition (27).
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Since this low rank case already offers so many possibilities, this suggests that it is not
expeditious to classify all orbits O which satisfy (27). Experience suggests that a good place
to begin a further analysis is to focus on orbits of the form (n2l11 n
2l2
2 . . . n
2lp
p ) such that p is
minimal. For example, in the case above, if we begin with the orbit (5232), we would seek
Θ such that O(Θ) = (6222). In general we have
Lemma 1. We have
dim(Sp2m) +
1
2
dim((2k − 1)2m(2r − 1)2m) = 1
2
dim((2k)2m(2r − 2)2m).
Proof. Using equation (2), one may compute the difference
1
2
dim((2k)2m(2r − 2)2m)− 1
2
dim((2k − 1)2m(2r − 1)2m)
and to show that it is equal to 2m2 +m = dim(Sp2m). We omit the details. 
We observe that the doubling construction of the authors, Cai and Kaplan [11] fits this
rubric, indeed, it provides an example of such an integral with r = 1. More precisely, the
representation Θ used in [11] is an Eisenstein series E(·, s) defined on Sp4mk(A), and it
satisfies O(E(·, s)) = ((2k)2m). Then a Fourier coefficient of E(·, s) is taken with respect to
a unipotent group U and generic character corresponding to the partition ((2k − 1)2m12m)
of 4km.
Returning to the general case, the next step is to find an automorphic representation Θ
defined on the group Sp4m(k+r−1)(A) which satisfies O(Θ) = ((2k)
2m(2r − 2)2m). The main
source of examples for such representations are Eisenstein series and their residues. If we
have a candidate for Θ which is an Eisenstein series, then by unfolding the Eisenstein series
it is often possible to check if the non-vanishing of equation (26) implies that pi determines σ
uniquely. See [11] for an example. However, if the representation Θ is obtained as a residue
of an Eisenstein series, an unfolding process is not readily available to us unless we attempt
to unfold first and then take the residue, a strategy that is often problematic, and in this
case, typically only a weaker statement can be checked.
In the rest of this Section we will describe a simple case where the representation Θ is not
an Eisenstein series. We will only give the flavor of the construction here; we plan to present
the details in a separate paper.
Let τ denote an irreducible cuspidal representation of the group GLn(A). Suppose that
n > 2 is even and that the partial L-function LS(τ,∧2, s) has a simple pole at s = 1. Let
Eτ denote the generalized Speh representation defined on the group GL3n(A). See [11]. Let
P (GL3n) be the maximal parabolic subgroup of Sp6n whose Levi part is GL3n (the so-called
Siegel parabolic). Let Eτ (·, s) denote the Eisenstein series defined on the group Sp6n(A)
attached to the induced space Ind
Sp6n(A)
P (GL3n)(A)
Eτδ
s
P . The poles of this Eisenstein series are
determined by the poles of LS(τ,∧2, s) and LS(τ,∨2, s). See [30]. It follows from that
reference that if LS(τ,∧2, s) has a simple pole at s = 1, then the Eisenstein series Eτ (·, s)
has a simple pole at s0 = (3n+2)/(6n+2). Denote Θ
′
τ = Ress=s0Eτ (·, s). That is, Θ
′
τ is the
automorphic representation spanned by the residues of this family of Eisenstein series at the
point s0. Then, it follows from [26] that there is an irreducible constituent of Θτ of Θ
′
τ such
that
(28) O(Θτ ) = ((2n)
2n2).
17
Choosing k = n, m = 1 and r = (n + 2)/2 in Lemma 1 we conclude that the dimension
equation (21) is satisfied, and we may form the global integral (26).
More generally, suppose that the representation Θ in (26) satisfies O(Θ) = ((2n)2n2).
Suppose moreover that Θ = ⊗′νΘν (restricted tensor product) where for almost all ν the
unipotent orbit attached to (Θ)ν is also ((2n)
2n2). This is true if we take Θ to be Θτ . Indeed,
in this case the corresponding local statement may be proved by arguing analogously to the
global case, i.e. replacing Fourier expansions by the geometric lemma, global root exchange
by local root exchange, etc.
Suppose that pi is an irreducible cuspidal automorphic representation of the group SL2(A)
whose image under the ‘lift’ corresponding to Θ contains an irreducible cuspidal represen-
tation σ, also on the group SL2(A). We seek to establish the relation between pi and σ
assuming that integral (26) is not zero for some choice of data. Since the representation Θ is
not an Eisenstein series we cannot simply carry out an unfolding process. However, in this
case we can show that the representations pi and σ are nearly equivalent. We sketch a local
argument for representations in general position, omitting the details.
Suppose that pi = ⊗′νpiν , σ = ⊗
′
νσν . At unramified places suppose that piν = Ind
SL2
B χνδ
1/2
B
and that σν = Ind
SL2
B µνδ
1/2
B , where B is the standard Borel subgroup of SL2 and χν and µν
are unramified characters. Suppose that χν is in general position. If the integral (26) is not
zero for some choice of data, then the space
(29) HomSL2×SL2(Ind
SL2
B χνδ
1/2
B × Ind
SL2
B µνδ
1/2
B , JU,ψU (Θν))
is not zero. Here JU,ψU is the local twisted Jacquet module which corresponds to the Fourier
coefficient over the group U and the character ψU of integral (26). It follows from Frobenius
reciprocity that the space (29) is equal to
(30) HomGL1×GL1(χνδ
1/2
B µνδ
1/2
B , JU1,ψU (Θν)).
Here U1 is a certain unipotent subgroup which contains U and the character ψU is the trivial
extension from U to U1. Then performing root exchanges and using that the unipotent orbit
attached to (Θ)ν is ((2n)
2n2), one can prove that the nonvanishing of the space (30) implies
that the space
(31) HomGL1(χνδ
1/2
B µνδ
1/2
B , JU2,ψU2 (Θν))
is also nonzero. Here GL1 is embedded in GL1 ×GL1 diagonally, and JU2,ψU2 is the twisted
Jacquet module attached to a certain unipotent group U2 and character ψU2 . This last space
may then be analyzed by using properties of the representation Θν , and to deduce that
µν = χ
±1
ν . This example illustrates how the dimension equation may be used to suggest new
integral kernels.
9. Local Analogues
The unfolding of a Rankin-Selberg integral typically has a local analogue, so when the
dimension equation or extended dimension equation is satisfied, it is natural to seek local
statements that hold. Once again we view the equation as necessary but not sufficient. In
this Section we illustrate the local statements that arise. Let K be a non-archimedean local
field whose residue field has cardinality q.
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A first example is given by the Rankin-Selberg integrals of Jacquet, Piatetski-Shapiro and
Shalika [29]. Let pi1, pi2 be irreducible admissible generic representations ofGLn(K), GLk(K),
resp. We keep the notation of Section 3 above. Consider pi2 to be a module for Yn,k(K) via ψ.
If k < n, then ([29], paragraph (2.11), Proposition) the space of (GLk⋉Yn,k)(K)-equivariant
bilinear forms
Bil(GLk⋉Yn,k)(K)(pi ⊗ | det(·)|
s, pi′)
has dimension at most 1, except for finitely many values of q−s. Similarly, if n = k, the space
BilGLn(K)(pi ⊗ pi
′ ⊗ | det(·)|s, Ind
GLn(K)
P (K) δ
−1/2
P )
has dimension at most 1, except for finitely many values of q−s ([29], paragraph (2.10),
Eqn. (5); see also the Proposition in (2.10) for an equivalent formulation in terms of trilin-
ear forms). We caution the reader that in the literature this is presented using GLn(K)-
equivariance rather than PGLn(K)-equivariance, but unless the central characters are chosen
compatibly the space is zero. We need to use PGLn to satisfy the dimension equation. This is
comparable to insisting that we choose the group of smallest possible dimension in assigning
a dimension to a functional.
As an additional example, in the situation of the generalized doubling integrals of Cai,
Kaplan and the authors [11], the study of the global integral (18) leads to the local Hom
space
HomG(K)×G(K)(JU,ψ−1
U
(Ind
H(K)
P (K) (Wc(τ)δ
s
P ), pi
∨ ⊗ pi)
where JU,ψ−1
U
denotes a twisted Jacquet module with respect to the group U(K) and character
ψ−1U and the remaining notation is given in [11], see especially (3.2) there. Once again, this
space is at most one dimensional except for finitely many values of q−s (see the proof of
[11], Theorem 21). As explained above, a dimension equation holds but only if we use the
extended dimension equation and treat pi∨ ⊗ pi as having dimension equal to dim(G).
Finally, when the dimension equation appears in the context of a lifting result, then one
may hope to prove the existence of a local correspondence similar to the Howe correspondence
for the classical theta representation. The local concerns that arise are illustrated by the
treatment of (29) above. In particular, it is natural to seek to extend such a correspondence
beyond a matching of the unramified principal series.
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