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Abstract
We develop classification results for max–stable processes, based on their spec-
tral representations. The structure of max–linear isometries and minimal spectral
representations play important roles. We propose a general classification strat-
egy for measurable max–stable processes based on the notion of co–spectral func-
tions. In particular, we discuss the spectrally continuous–discrete, the conservative–
dissipative, and positive–null decompositions. For stationary max–stable processes,
the latter two decompositions arise from connections to non–singular flows and are
closely related to the classification of stationary sum–stable processes. The interplay
between the introduced decompositions of max–stable processes is further explored.
As an example, the Brown–Resnick stationary processes, driven by fractional Brow-
nian motions, are shown to be dissipative. A result on general Gaussian processes
with stationary increments and continuous paths is obtained.
1 Introduction
Max–stable processes have been studied extensively in the past 30 years. The works of
Balkema and Resnick [2], de Haan [6, 7], de Haan and Pickands [8], Gine´ et al. [10] and
Resnick and Roy [25], among many others have lead to a wealth of knowledge on max–
stable processes. The seminal works of de Haan [7] and de Haan and Pickands [8] laid
the foundations of the spectral representations of max–stable processes and established
important structural results for stationary max–stable processes. Since then, however,
while many authors focused on various important aspects of max–stable processes, the
general theory of their representation and structural properties had not been thoroughly
explored. At the same time, the structure and the classification of sum–stable processes
has been vigorously studied. Rosin´ski [27], building on the seminal works of Hardin
[12, 13] about minimal representations, developed the important connection between
stationary sum–stable processes and flows. This lead to a number of important contri-
butions on the structure of sum–stable processes (see, e.g. [30, 28, 22, 23, 31]). There
are relatively few results of this nature about the structure of max–stable processes,
with the notable exceptions of de Haan and Pickands [8], Davis and Resnick [5] and the
very recent works of Kabluchko et al. [16] and Kabluchko [15].
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Our goal here is to develop representation and classification theory for max–stable
processes, similar to the available one for sum–stable processes. We are motivated by
the strong similarities between the spectral representations of sum– and max–stable
processes. This procedure however, is non–trivial. The notion of minimal extremal
integral representation plays a key role as does the minimal integral representation for
α–stable processes (see Hardin [13] and Rosin´ski [27, 29]). Before one can fruitfully
handle the minimal extremal integral representations, it turns out that one should first
thoroughly investigate the structure of max–linear isometries, also known as the pistons
of de Haan and Pickands [8]. We refine and extend their work in Section 3. In Section
4, we develop the theory of minimal representations for max–stable processes. Our
approach is motivated by the works of Hardin [13] and Rosin´ski [27] in the sum–stable
context.
In Section 5, we establish general classification results for max–stable processes by
using the developed theory of minimal spectral representations. In Section 5.1, we first
show that essentially any max–stable process can be represented uniquely as the max-
imum of two independent components, characterized as spectrally continuous and spec-
trally discrete, respectively. The spectrally discrete part gives rise to the notion of
discrete principal components, which may be of independent interest in modeling of
max–stable processes and fields.
In Section 5.2, we introduce the notion of co–spectral functions, for the large class
of measurable max–stable processes X = {Xt}t∈T . There T is a separable metric space
equipped with the Borel–σ–algebra and a σ–finite measure. The co–spectral functions
of such processes are invariant to the choice of the spectral representations, up to a
multiplicative factor. This allows us to develop a general strategy for the classification
of measurable α–Fre´chet processes, based on positive cones of co–spectral functions. As
particular examples, we obtain the conservative–dissipative and positive–null decompo-
sitions, which correspond to certain choices of cones for the co–spectral functions.
Section 6 is devoted to the classification of stationary max–stable processes. As in
the sum–stable case, the minimal representations allow us to associate a measurable
non–singular flow to every measurable stationary max–stable process. This correspon-
dence enables one to apply existing ergodic theory results about the flow to characterize
the max–stable process. The conservative–dissipative and positive–null decompositions
introduced in Examples 5.3 and 5.4 are in fact motivated by the corresponding decom-
positions of the underlying flow. These two results are in close correspondence with the
classifications of Rosin´ski [27] and Samorodnitsky [31] for sum–stable processes. As in
Rosin´ski [27], we obtain that the class of stationary max–stable processes generated by
dissipative flows is precisely the class of mixed moving maxima.
In Section 7, we apply the results in Section 6 to Brown–Resnick processes. We give
simple necessary and sufficient conditions for a generalized Brown–Resnick stationary
process to be a mixed moving maxima. This extends and complements the recent
results of Kabluchko et al. [16]. In fact, as a by–product, by combining our results and
those in [16], we obtain an interesting fact about general zero–mean Gaussian processes
W = {Wt}t∈R with stationary increments and continuous paths. Namely, for such
processes, we have that, with probability one,
lim
|t|→∞
(
Wt −Var(Wt)/2
)
= −∞ implies
∫
R
exp{Wt −Var(Wt)/2}dt <∞.
In particular, we show that if {Wt}t∈R is a fractional Brownian motion, then the gen-
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erated Brown–Resnick process is a mixed moving maxima. We conclude Section 7 with
some open questions. Some proofs and auxiliary results are given in the Appendix.
Part of our results in Sections 5 and 6 are modifications and extensions of results of
de Haan and Pickands [8]. The main difference is that we provide a complete treatment
of the measurability issue, when the processes are continuously indexed. Before we
proceed with the more technical preliminaries, we are obliged to mention the recent
work of Kabluchko [15]. In this exciting contribution, the author establishes some very
similar classification results by using an association device between max– and sum–stable
processes. This association allows one to transfer existing classifications of sum–stable
processes to the max–stable domain. It also clarifies the connection between these
two classes of processes. Our results were obtained independently and by using rather
different technical tools. The combination of the two approaches provides a more clear
picture on the structure of max– and sum–stable processes as well as their interplay.
2 Preliminaries
The importance of max–stable processes stems from the fact that they arise in the limit
of the component–wise maxima of independent processes. It is well known that the uni-
variate marginals of a max–stable process are necessarily extreme value distributions,
i.e. up to rescaling and shift they are either Fre´chet, Gumbel or negative Fre´chet. The
dependence structure of the max–stable processes, however, can be quite intricate and it
does not hinge on the extreme value type of the marginal distributions (see e.g. Propo-
sition 5.11 in Resnick [24]). Therefore, for convenience and without loss of generality we
will focus here on max–stable process with Fre´chet marginal distributions. Recall that
a positive random variable Z ≥ 0 has α–Fre´chet distribution, α > 0, if
P(Z ≤ x) = exp{−σαx−α} , x ∈ (0,∞) .
Here ‖Z‖α := σ > 0 stands for the scale coefficient of Z. It turns out that a stochastic
process {Xt}t∈T with α–Fre´chet marginals is max–stable if and only if all positive max–
linear combinations:
max
1≤j≤n
ajXtj ≡
∨
1≤j≤n
ajXtj ∀aj > 0, tj ∈ T, 1 ≤ j ≤ n, (2.1)
are α–Fre´chet random variables (see de Haan [6] and e.g. [35]). This feature resembles the
definition of Gaussian or, more generally, symmetric α–stable (sum–stable) processes,
where all finite–dimensional linear combinations are univariate Gaussian or symmetric
α–stable, respectively (see e.g. [32]). We shall therefore refer to the max–stable processes
with α–Fre´chet marginals as to α–Fre´chet processes.
The seminal work of de Haan [7] provides convenient spectral representations for
stochastically continuous α–Fre´chet processes in terms of functionals of Poisson point
processes on (0, 1) × (0,∞). Here, we adopt the slightly more general, but essentially
equivalent, approach of representing max–stable processes through extremal integrals
with respect to a random sup–measures (see Stoev and Taqqu [35]). We do so in order
to emphasize the analogies with the well–developed theory of sum–stable processes (see
e.g. Samorodnitsky and Taqqu [32]).
Definition 2.1. Consider a measure space (S,S, µ) and suppose α > 0. A stochastic
process {Mα(A)}A∈S , indexed by the measurable sets A ∈ S is said to be an α–Fre´chet
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random sup–measure with control measure µ, if the following conditions hold:
(i) the Mα(Ai)’s are independent for disjoint Ai ∈ S, 1 ≤ i ≤ n.
(ii) Mα(A) is α–Fre´chet with scale coefficient ‖Mα(A)‖α = µ(A)1/α.
(iii) for all disjoint Ai’s, i ∈ N, we have Mα(∪i∈NAi) =
∨
i∈NMα(Ai), almost surely.
Now, given an α–Fre´chet random sup–measureMα as above, one can define the extremal
integral of a non–negative simple function f(u) :=
∑n
i=1 ai1Ai(u) ≥ 0, Ai ∈ S:∫e
S
fdMα ≡
∫e
S
f(u)Mα(du) :=
∨
1≤i≤n
aiMα(Ai).
The resulting extremal integral is an α–Fre´chet random variable with scale coefficient
(
∫
E f
αdµ)1/α. The definition of
∫e
S fdMα can, by continuity in probability, be naturally
extended to integrands f in the space
Lα+(S, µ) :=
{
f : S → R+ : f measurable with
∫
S
fαdµ <∞
}
.
It turns out that the random variables ξj :=
∫e
S fjdMα, 1 ≤ j ≤ n are independent if
and only if the fj’s have pairwise disjoint supports (mod µ). Furthermore, the extremal
integral is max–linear:∫e
S
(af ∨ bg)dMα = a
∫e
S
fdMα ∨ b
∫e
S
gdMα,
for all a, b > 0 and f, g ∈ Lα+(S, µ). For more details, see Stoev and Taqqu [35].
Now, for any collection of deterministic functions {ft}t∈T ⊂ Lα+(S, µ), one can con-
struct the stochastic process:
Xt =
∫e
S
ft(u)Mα(du) ,∀t ∈ T . (2.2)
In view of the max–linearity of the extremal integrals and (2.1), the resulting process
X = {Xt}t∈T is α–Fre´chet. Furthermore, for any n ∈ N, xi > 0, ti ∈ T, 1 ≤ i ≤ n:
P{Xt1 ≤ x1, . . . ,Xtn ≤ xn} = exp
{
−
∫
S
(
∨1≤i≤n x−1i fti(u)
)α
µ(du)
}
. (2.3)
This shows that the deterministic functions {ft}t∈T characterize completely the finite–
dimensional distributions of the process {Xt}t∈T . In general, if
{Xt}t∈T d=
{ ∫e
S
ftdMα
}
t∈T
, (2.4)
for some {ft}t∈T ⊂ Lα+(S, µ), we shall say that the processX = {Xt}t∈T has the extremal
integral or spectral representation {ft}t∈T over the space Lα+(S, µ). The ft’s in (2.4) are
also referred to as spectral functions of X.
Our goal in this paper is to characterize α–Fre´chet processes in terms of their spectral
representations. Many α–Fre´chet processes of practical interest have tractable spectral
representations. As shown in the proposition below, an α–Fre´chet process X has the
representation (2.4), where (S, µ) is a standard Lebesgue space (see Appendix A in [23]),
if and only if, X satisfies Condition S.
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Definition 2.2. An α–Fre´chet process X = {Xt}t∈T is said to satisfy Condition S if
there exists a countable subset T0 ⊆ T such that for every t ∈ T , we have that Xtn P→ Xt
for some {tn}n∈N ⊂ T0.
Proposition 2.1. An α–Fre´chet process X = {Xt}t∈T has the extremal integral rep-
resentation (2.4), with any (some) standard Lebesgue space (S, µ) and an α–Fre´chet
random sup–measure on S with control measure µ, if (only if) it satisfies Condition S.
The result above follows from Proposition 3.2 in [35], since the standard Lebesgue space
(S, µ) may be chosen to be [0, 1], equipped with the Lebesgue measure.
Remark 2.1. As shown in Kabluchko [15] (Theorem 1), every max–stable process can
have a spectral representation over a sufficiently rich abstract measure space.
In the sequel, we focus only on the rich class of α–Fre´chet processes that satisfy
Condition S. This includes, for example, all measurable max–stable processes X =
{Xt}t∈T , indexed by a separable metric space T (see Proposition 5.2 below).
The fact that (S, µ) is a standard Lebesgue space implies that the space of integrands
Lα+(S, µ) is a complete and separable metric space with respect to the metric:
ρµ,α(f, g) =
∫
S
|fα − gα|dµ . (2.5)
This metric is natural to use when handling extremal integrals, since as n→∞,∫e
S
fndMα
P−→ ξ , if and only if, ρµ,α(fn, f) =
∫
S
|fαn − fα|dµ→ 0, (2.6)
where ξ =
∫e
S fdMα (see e.g. [35] and also Davis and Resnick [5]). In the sequel, we
equip the space Lα+(S, µ) with the metric ρµ,α and often write ‖f‖αLα+(S,µ) for
∫
S f
αdµ.
3 Max–Linear Isometries
The max–linear (sub)spaces of functions in Lα+(S, µ) play a key role in the representation
and characterization of max–stable processes. We say that F is a max–linear sub–space
of Lα+(S, µ) if the following conditions hold:
(i) af ∨ bg ∈ F , for all a, b > 0, f, g ∈ F .
(ii) F ⊂ Lα+(S, µ) is closed in the metric ρµ,α.
In particular, we will frequently encounter the max–linear space F := ∨-span(ft, t ∈ T ),
which is generated by the max–linear combinations ∨1≤i≤naifti , ti ∈ T, ai > 0, of the
spectral functions in (2.4). In view of (2.6), the set of extremal integrals { ∫e S fdMα, f ∈
F} is the smallest set that is closed with respect to convergence in probability and
contains all max–linear combinations ∨1≤i≤naiXti . For more details, see [35].
An α–Fre´chet process X = {Xt}t∈T as in (2.2) has many equivalent spectral repre-
sentations. They are all related, however, through max–linear isometries (see e.g. (4.1)
below):
Definition 3.1. Let α > 0. The map U : Lα+(S1, µ1) → Lα+(S2, µ2), is said to be a
max–linear isometry, if:
(i) U(a1f1∨a2 f1) = a1(Uf1)∨a2(Uf2), µ2-a.e., for all f1, f2 ∈ Lα+(S1, µ1) and a1, a2 ≥
0.
(ii) ‖Uf‖Lα+(µ2) = ‖f‖Lα+(µ1), for all f ∈ L
α
+(S1, µ1).
The max–linear isometry U is called max–linear isomorphism if it is onto.
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Consider a max–linear sub–space F ⊂ Lα+(S1, µ1) and a max–linear isometry U :
F → Lα+(S2, µ2). Our goal in this section is somewhat technical. Namely, to characterize
U and also identify the largest max–linear sub–space G ⊂ Lα+(S1, µ1), such that F ⊂ G
and U extends to G uniquely as a max–linear isometry. This is done in Theorem 3.2
below. The proofs for all results in this section are given in Appendix A.1.
It is known that all linear isometries on Lα spaces for α 6= 2 are related to a regular
set isomorphism (see [19]). Regular set isomorphisms also play an important in the
study of max–linear isometries.
Definition 3.2. Let (S1,S1, µ1) and (S2,S2, µ2) be two measure spaces. A set–mapping
T : S1 → S2 is said to be a regular set isomorphism if:
(i) For all A ∈ S1, T (S1\A) = T (S1)\T (A) mod µ2;
(ii) For disjoint An’s in S1, T (∪+∞n=1An) = ∪+∞n=1T (An) mod µ2;
(iii) µ2(T (A)) = 0 if and only if µ1(A) = 0.
Remark 3.1. Regular set isomorphisms are mappings defined modulo null sets. In the
sequel, we often identify measurable sets that are equal modulo null sets.
The next properties follow immediately from the above definition:
(iv) If A1, A2 ∈ S1 and µ1(A1 ∩A2) = 0, then µ2(T (A1) ∩ T (A2)) = 0.
(v) For all, not necessarily disjoint, An ∈ S1, n ∈ N, we have:
T (∪∞n=1An) = ∪∞n=1T (An) and T (∩∞n=1An) = ∩∞n=1T (An).
Any regular set isomorphism T induces a canonical function mapping Tf , defined for
all measurable functions f , and such that {Tf ∈ B} = T{f ∈ B}, mod µ2, for all Borel
sets B ∈ BR. The resulting mapping is linear and also max–linear. If T is, in addition,
measure preserving, then the induced mapping becomes a max–linear isometry. For
more details, see Lemma A.1 in Appendix A.1 or Doob [9]. The next result shows that
any max–linear isometry, which maps the identity function 1 to the identity function 1,
is induced by a measure preserving regular set isomorphism.
Theorem 3.1. Suppose α > 0. Let F be a max–linear sub–space of Lα+(S1, µ1) and
U : F → Lα+(S2, µ2) be a max–linear isometry. If 1S1 ∈ F and U1S1 = 1S2 , then
Uf = Tf for all f ∈ F , where:
(i) T is induced by a measure preserving regular set isomorphism from σ(F) onto
σ(U(F)),
(ii) T is a max–linear isometry from Lα+(S1, σ(F), µ1) onto Lα+(S2, σ(U(F)), µ2), and
(iii) T is the unique extension of U to a max–linear isometry from Lα+(S1, σ(F), µ1) to
Lα+(S2, µ2).
Not all max–linear isometries are directly induced by regular set isomorphisms. We
will show next, however, that every max–linear isometry can be related to a regular set
isomorphism.
Definition 3.3. Let F be a collection of functions in Lα+(S, µ).
(i) The ratio σ–field of F , written ρ(F ) := σ ({f1/f2, f1, f2 ∈ F}), is defined as the
σ–field generated by ratio of functions in F , where the ratios take values in the extended
interval [0,∞];
(ii) The positive ratio space of F , written R+(F ), is defined as Lα+(S, ρ(F ), µ).
(iii) The extended positive ratio space of F , written Re,+(F ), is defined as the class of all
functions in Lα+(S, µ) that have the form rf , where r is non-negative ρ(F )-measurable
and f ∈ F .
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In the following lemma, we present some important properties of the ratio σ–fields.
Lemma 3.1. For any non–empty class of functions F ⊂ Lα+(S, µ), we have ρ(F ) =
ρ(∨-span(F )) ⊂ σ(F ). If, in addition, 1S ∈ F , then ρ(F ) = σ(F ).
Before introducing the main result of this section, we need some auxiliary results
about the notion of full support.
Definition 3.4. Let (S, µ) be a measurable space and F be a collection of measurable
real-valued functions on (S, µ). A measurable function f0 is said to have full support
w.r.t. F if µ(supp(g) \ supp(f0)) = 0 for all g ∈ F , where supp(f) := {f 6= 0}. If, in
addition, f0 ∈ F , we then write supp(F ) = supp(f0).
Remark 3.2. Note that the definition of full support is modulo µ-null sets and the
definition of supp(F ) is independent of the choice of f0 ∈ F . Also, our definition of
supp(F ) requires implicitly that F contains a function f0 of full support.
Lemma 3.2. Let F be a max–linear sub–space of Lα+(S, µ). If F is separable or µ is
σ-finite, then there exists a function of full support in F .
Lemma 3.3. Let F be a max–linear sub–space of Lα+(S1, µ1) and let U : F → Lα+(S2, µ2)
be a max–linear isometry. Assume that the measures µ1 and µ2 are σ–finite. If f0 has
full support in F , then Uf0 has full support in U(F).
We now present the main result of this section.
Theorem 3.2. Suppose α > 0 and let F be a max–linear sub–space of Lα+(S1, µ1).
Suppose also that supp(F) = S1. If µ1 is σ-finite and U : F → Lα+(S2, µ2) is a max–
linear isometry, then:
(i) U has a unique extension to a max–linear isometry U , defined on Re,+(F) to
Lα+(S2, µ2). Moreover, U is also onto Re,+(U(F)) ⊂ Lα+(S2, µ2) and
U(rf) = (Tr)(Uf), for all r ∈ R+(F) , f ∈ F , (3.1)
where the function mapping T : R+(F) → R+(U(F)) is induced by a regular set iso-
morphism of ρ(F) onto ρ(U(F)).
(ii) For all f ∈ F , we have
(Uf)αdµ2 = dµ1,f ◦ T−1 , (3.2)
where dµ1,f = f
αdµ1.
Remark 3.3. Equality (3.2) means that the two measures are identical on the σ–field
ρ(U(F )), i.e.
∫
A(Uf)
αdµ2 = µ1,f ◦ T−1(A), for all A ∈ ρ(U(F )). In the sequel, we will
interpret equalities between measures defined on different σ–fields as equality of their
corresponding restrictions to the largest common σ–field. Note that in general (Uf)α in
(3.2) does not necessarily equal the Radon–Nikodym derivative d(µ1,f ◦ T−1)/dµ2 since
the σ–field ρ(U(F )) is typically rougher than BS2 . This is why U may not have a unique
extension to Lα+(S2, µ2), in general. See Remark 3.2(c) in Rosin´ski [29] for a detailed
discussion.
Recall the notion of equivalence in measure of two σ–fields, defined on the same
measure space (S,S, µ). Namely, for two σ–fields A, B ⊂ S, we write A ∼ B mod µ,
if for any A ∈ A (B ∈ B, respectively), there exists B ∈ B (A ∈ A, respectively) such
that µ(A∆B) = 0. The following result will be used in the next section.
7
Lemma 3.4. Let F be a class of functions in Lα+(S, µ). Suppose there exists f0 ∈ F
with full support in F . If S = supp(f0) ≡ supp(F ) and if ρ(F ) ∼ BS mod µ, then
Re,+(F ) = Lα+(S, µ).
This result and Theorem 3.2, provide sufficient conditions for a max–linear isometry
U , defined on F , to extend uniquely to the entire space Lα+(S, µ).
4 Minimal Representations for α–Fre´chet Processes
Let {f (i)t }t∈T ⊂ Lα+(Si, µi), i = 1, 2 be two spectral representations for the α–Fre´chet
process X = {Xt}t∈T . Recall that for all tj ∈ R, cj ≥ 0, 1 ≤ j ≤ n, we have
P{Xtj ≤ c−1j , 1 ≤ j ≤ n} =
∫
S1
( n∨
j=1
cjf
(1)
tj
)α
dµ1 =
∫
S2
( n∨
j=1
cjf
(2)
tj
)α
dµ2.
One can thus define the following natural max–linear isometry:
U : ∨-span{f (1)t }t∈T → ∨-span{f (2)t }t∈T , with Uf (1)t := f (2)t , for all t ∈ T. (4.1)
In the sequel, U will be called the relating max–linear isometry of the two representa-
tions. Our goal in this section is to provide convenient representations for the max–linear
isometry U .
For any standard Lebesgue space (S, µ), we have that {ft}t∈T ⊂ Lα+(S, µ) is separa-
ble, and hence by Lemma 3.2, the max–linear space F = ∨-span(ft, t ∈ T ) contains a
function with full support. Therefore, by convention, we define the support of {ft}t∈T
as follows:
supp{ft, t ∈ T} := supp(F) ≡ supp
(
∨-span(ft, t ∈ T )
)
.
In view of Theorem 3.2, one can readily represent the max–linear isometry U in (4.1)
in terms of a regular set isomorphism. The latter mapping however is a set–mapping
rather than point mapping. It is desirable to be able to express U via measurable point
mappings. Unfortunately, in general such point mappings may not be unique. In order
to have a unique point mapping relating the two representations, we need to impose
further minimality condition on the spectral representations. The following definition is
as in Rosin´ski [27] (see also [13]).
Definition 4.1. A spectral representation {ft}t∈T ⊂ Lα+(S, µ) of an α–Fre´chet process
is said to be minimal if:
(i) supp{ft : t ∈ T} = S µ-a.e., and
(ii) for any B ∈ BS , there exists A ∈ ρ({ft : t ∈ T}) such that µ(A∆B) = 0.
We shall also consider minimal representations with standardized support defined as
follows.
Definition 4.2. A minimal representation {ft}t∈T ⊂ Lα+(S, µ) has standardized support
if, up to µ-null sets:
(i) S ⊂ (0, 1) ∪ N,
(ii) S ∩ (0, 1) = ∅ or (0, 1) and µ|(0,1) is the Lebesgue measure,
(iii) S ∩ N = ∅, N or {1, · · · , N}, where N ∈ N and µ|S∩N is the counting measure.
Let (SI,N , λI,N ) denote the standard support with I = 0 or 1 respectively according to
the two cases in (i) and N = 0, N = ∞ or N ∈ N respectively according to the three
cases in (ii), e.g. S0,∞ = N and S1,N = (0, 1) ∪ {1, . . . , N}.
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We now show that any spectral representation of an α–Fre´chet process can be trans-
formed into a minimal one with standardized support.
Theorem 4.1. Every α–Fre´chet process satisfying Condition S has a minimal repre-
sentation {ft}t∈T with standardized support (SI,N , λI,N ). That is
{Xt}t∈T d=
{∫e
SI,N
ft(s)Mα(ds)
}
t∈T
, (4.2)
where Mα is the α–Fre´chet random sup–measure with control measure λI,N .
Proof. By Proposition 2.1, one can let G = {gt}t∈T ⊂ Lα+((0, 1),B(0,1) , ds) be a spectral
representation of the process in question, where ds is the Lebesgue measure on (0, 1).
First, we study the ratio σ–field generated by G. Let G = ∨-span{gt, t ∈ T} and, in view
of Lemma 3.2, let g ∈ G have full support in G. By Lemma 3.1, we have ρ(G) = ρ(G).
Without loss of generality we assume supp(g) = supp(G) = (0, 1) and ‖g‖α = 1. Define
a new measure µ on the space ((0, 1), ρ(G)) by setting dµ(s) = g(s)αds. Since µ is
a probability measure, the measure space ((0, 1), ρ(G), µ) has at most countably many
(equivalence classes of) atoms. With some abuse of notation, we represent them as
A1, A2, . . . , AN , where N = 0 means no atoms, N ∈ N for finite number of atoms, and
N = ∞ when countably infinite number of atoms are present. Set A = ∪Nn=1An and
ai = µ(Ai) , 1 ≤ i ≤ N .
Next, we define a regular set isomorphism Tr of measure space ((0, 1), ρ(G), µ) onto
measure space (SI,N ,BSI,N , λI,N ) considered in Definition 4.2. For the atoms, define
TNr (An) = {n}, n ≤ N,n ∈ N. For the non–atomic subset A0 ≡ (0, 1) \ A, let S0 =
ρ(G) ∩A0 = {B ∩A0, B ∈ ρ(G)} and let µi be the restriction of µ to Ai, i = 0, . . . , N .
The case a0 = 0 is trivial since then µ(A0) = µ0(A0) = 0 and we can simply ignore
(A0,S0, µ0). We thus suppose that a0 > 0 and observe that (A0,S0, µ0) is an non–atomic
separable measurable space (see p167 in [11]) with total mass µ(A0) = 1−
∑N
n=1 an ≡ a0.
Indeed, the separability of (A0,S0, µ0) is due to the fact that G restricted on A0 is
separable.
Now, Theorem 41.C in Halmos [11] implies that there is a measure preserving reg-
ular set isomorphism, i.e., a measure algebra isomorphism T Ir from (A0,S0, µ0) onto
((0, 1),B(0,1), a0ds). By combining the definitions of TNr on all atoms Ai, 1 ≤ i ≤ N
and T Ir on (A0,S0, µ0), we thus obtain a regular set isomorphism Tr := T Ir + TNr from
((0, 1), ρ(G), µ) onto (SI,N ,BSI,N , λI,N ). Note that Tr is not necessarily measure pre-
serving.
By using Tr, we construct next the desired minimal representation with standardized
support. Define
ft(s) = Tr(gt/g)(s)
(
a
1/α
0 1(0,1)(s) +
N∑
n=1
a1/αn 1{n}(s)
)
, (4.3)
where Tr is the canonical map on measurable functions induced by the constructed iso-
morphism (see Lemma A.1 or p452-454 [9]) from Lα+((0, 1), ρ(G), µ) onto Lα+(SI,N , λI,N ).
We claim that {ft}t∈T is a minimal representation with standardized support. It is
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clearly a spectral representation, since, for any m ∈ N, ti ∈ T, cii > 0, 1 ≤ i ≤ m,∥∥∥ m∨
i=1
cifti
∥∥∥α
Lα+(SI,N ,λI,N )
=
∥∥∥ m∨
i=1
ciTr(gti/g)
(
a
1/α
0 1(0,1) +
N∑
n=1
a1/αn 1{n}
)∥∥∥α
Lα+(SI,N ,λI,N )
=
∥∥∥a1/α0 m∨
i=1
ciTr(gti/g)
∥∥∥α
Lα+(0,1)
+
N∑
n=1
∣∣∣a1/αn m∨
i=1
ciTr(gti/g)(n)
∣∣∣α
=
∥∥∥ m∨
i=1
cigti/g
∥∥∥α
Lα(A0,µ0)
+
N∑
n=1
∥∥∥ m∨
i=1
cigti/g
∥∥∥α
Lα(An,µn)
(4.4)
=
∥∥∥ m∨
i=1
cigti/g
∥∥∥α
Lα((0,1),µ)
=
∥∥∥ m∨
i=1
cigti
∥∥∥α
Lα+(0,1)
where (4.4) follows from the fact that T Ir is a measure preserving regular set isomorphism
of A0 onto (0, 1) and since T
N
r maps atoms to integer points in a one-to-one and onto
manner. Indeed, restricted on each Ai, 0 ≤ i ≤ N , a1/αi Tr is a max–linear isometry
satisfying∥∥∥a1/αi Tr1Ai∥∥∥α
Lα(Tr(Ai),λI,N )
=
∥∥∥a1/αi 1TrAi∥∥∥α
Lα(Tr(Ai),λI,N )
= aiλI,N (TrAi) = µ(Ai) = ‖1Ai‖αLα(Ai,µi) .
We will complete the proof by verifying the minimality of {ft}t∈T (by Definition 4.1).
Let F denote ∨-span{ft, t ∈ T} and note that g ∈ G = ∨-span{gt, t ∈ T}. Since
Tr(g/g) = 1SI,N , by (4.3), we obtain that
fI,N(s) := a
1/α
0 1(0,1)(s) +
N∑
n=1
a1/αn 1{n}(s) belongs to F . (4.5)
This implies supp(fI,N ) = supp(F) = SI,N , and whence (i) in Definition 4.1 holds. To
verify (ii), observe that by (4.3) and Lemma A.1, f1/f2 = Tr(g1/g)/Tr(g2/g) = Tr(g1/g2)
for all g1, g2 ∈ G. Therefore Tr(ρ(G)) ≡ ρ(F), and since, as shown above, the regular set
isomorphism Tr maps ρ(G) onto BSI,N , it follows that (ii) holds.
Remark 4.1. Theorem 4.1 shows the existence of minimal representations with stan-
dardized support. One can have many minimal representations whose supports are not
necessarily standardized in the same way. For example, in the proof of Theorem 4.1,
we could define λ˜I,N on SI,N so that restricted on the atoms Ai, 1 ≤ i ≤ N , we have
dλ˜I,N = a
1/α
i dλI,N . In this case, one obtains a finite measure λ˜I,N on SI,N as discussed
in Rosin´ski [26] (p. 626) for the case of symmetric α–stable processes. Our measure
λI,N may be infinite, since it is a counting measure on the atoms.
Remark 4.2. Theorem 4.1 can be seen as a generalization of Theorem 4.1 in de Haan
and Pickands III [8]. Instead of minimal representation, proper representation is involved
therein. A spectral representation is proper if the spectral functions {ft}t∈T satisfy (i)
supp{ft , t ∈ T} = S , µ-a.e. and (ii) ∀B ∈ BS , either there exists A ∈ ρ({ft , t ∈ T}) such
that µ(A∆B) = 0 or there exists an atom A ∈ ρ({ft , t ∈ T}) such that µ(B ∩ A) > 0.
This definition is closely related to our definition of minimality, in the sense that any
proper representation can be transformed into a minimal one. Indeed, this essentially
involves contracting the atoms to points as in the proof of Theorem 4.1.
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Consider the canonical max–linear isometry U relating two spectral representations
as in (4.1). Theorem 3.2 implies that U extends uniquely to a max–linear isometry
U : Re,+(F (1)) → Re,+(F (2)) between extended positive ratio spaces, where F (i) =
∨-span{f (i)t : t ∈ T} , i = 1, 2. Now, if the first spectral representation {f (1)t }t∈T is
minimal, then by Lemma 3.4, Re,+(F (1)) = Lα+(SI,N , λI,N ). In this case, one can also
represent U in terms of measurable point mappings. This point mapping representation
is developed in the following result. It will be essential for our studies in Sections 5 and
6.
Theorem 4.2. Let {ft}t∈T ⊂ Lα+(SI,N , λI,N ) and {gt}t∈T ⊂ Lα+(S, µ) be two spectral
representations of an α–Fre´chet process {Xt}t∈T . Let U be the relating max–linear
isometry of {ft}t∈T and {gt}t∈T . If {ft}t∈T is minimal and {gt}t∈T is arbitrary, then
(i) U can be uniquely extended to Lα+(SI,N , λI,N );
(ii) U can be represented by measurable functions Φ : S → SI,N and h : S → R+ \ {0},
such that Φ is onto, and the following statements hold:
gt(s) = Uft(s) = h(s) (ft ◦ Φ) (s) , µ-a.e. , (4.6)
and
dλI,N = d
(
µh ◦ Φ−1
)
, (4.7)
where dµh(s) = h(s)
αdµ. Φ is unique modulo µ.
Proof. Let F and G denote {ft}t∈T and {gt}t∈T respectively. By Theorem 3.2, there
exists a regular set isomorphism Tr from BSI,N onto ρ(G) such that
gt(s) = Uft(s) = (Trft)(s)
(
Uf0
Trf0
)
(s), µ-a.e. ,∀t ∈ T ,
for some function with full support f0 ∈ ∨-span{ft, t ∈ T}. In the last relation we
used the facts that Tr(1/f0) = 1/Tr(f0) and Tr(ft/f0) = Tr(ft)/Tr(f0) (Lemma A.1).
Moreover, we have that
(Uf0)
α dµ = d(µ1,f0 ◦ T−1r ) = (Trf0)α d
(
λI,N ◦ T−1r
)
, µ-a.e. . (4.8)
By Theorem 32.5 in Sikorski [33], the regular set isomorphism Tr can be induced by a
point mapping Φ from S onto SI,N such that Trf = f ◦ Φ, for all measurable functions
f defined on SI,N . Moreover, Φ is unique modulo µ. Note that in general Φ is not
one-to-one, because of the possible presence of atoms in (S, ρ(G), µ). To show that (4.7)
is true, let
h˜(s) =
Uf0
Trf0
(s) =
Uf0
f0 ◦ Φ(s) .
Note that by Lemma 3.3, h˜(s) > 0 , µ-a.e.. Put
h(s) =
{
h˜(s) if h˜(s) > 0
1 if h˜(s) = 0
and dµh = h
αdµ. (4.9)
Observe that h is a measurable function from S to R+ \{0}. Thus, relation (4.7) follows
by (4.9) and (4.8). This completes the proof.
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Remark 4.3. Relation (4.7) and the fact that h(s) > 0 for all s imply that µ ◦ Φ−1 ∼
λI,N .
Now, if both representations in Theorem 4.2 are minimal, we have the following:
Corollary 4.1. If {f (i)t }t∈T , i = 1, 2 are two minimal representations of an α–Fre´chet
process {Xt}t∈T with standardized support (SIi,Ni , λIi,Ni) , i = 1, 2, then the relating
max–linear isometry U from Lα+(SI1,N1 , λI1,N1) onto L
α
+(SI2,N2 , λI2,N2) is determined
by, unique modulo λI2,N2, functions Φ : SI2,N2 → SI1,N1 and h : SI2,N2 → R+ \ {0} such
that Φ is one-to-one and onto and, for each t ∈ T ,
f
(2)
t (s) = Uf
(1)
t (s) = h(s)
(
f
(1)
t ◦Φ
)
(s) , λI2,N2-a.e. (4.10)
and
d(λI1,N1 ◦ Φ)
dλI2,N2
(s) = h(s)α, λI2,N2-a.e. . (4.11)
An important consequence of Corollary 4.1 is the following.
Corollary 4.2. Let {f (i)t }t∈T , i = 1, 2 be as in Corollary 4.1. Then
I1 = I2 = I and N1 = N2 = N .
Moreover, the relating max–linear isometry U : Lα+(SI,N , λI,N )→ Lα+(SI,N , λI,N ) satis-
fies
(i) if I = 1, then ∀f ∈ Lα+(0, 1),
Uf =
(
d(λ ◦ ΦI)
dλ
)α
(f ◦ ΦI) , λ-a.e. , (4.12)
where λ is the Lebesgue measure on (0, 1), ΦI is a point map from (0, 1) onto (0, 1), and
(ii) if N 6= 0, then ∀f ∈ Lα+(SI,N ∩ N, λI,N ),
Uf = f ◦ΦN , (4.13)
where ΦN is an automorphism of SI,N ∩ N.
Proof. We start by recalling that U is induced by Tr, which is an one-to-one isomorphism
modulo λI,N -null sets from BSI1,N1 onto BSI2,N2 (by Theorem 3.2). Since Tr is a regular
set isomorphism, one has that for all A,B ∈ BSI1,N1 ,
λI1,N1(A)λI1,N1(B \ A) = 0⇔ λI2,N2(TrA)λI2,N2(TrB \ TrA) = 0 .
Thus Tr maps atoms to atoms and non-atomic sets to non-atomic sets. Hence,
Tr
(
BSI1,N1 ∩ (0, 1)
)
⊂ BSI2,N2 ∩ (0, 1) and Tr
(
BSI1,N1 ∩ N
)
⊂ BSI2,N2 ∩ N .
Since Tr is onto, we also have that
Tr
(
BSI1,N1 ∩ (0, 1)
)
= BSI2,N2 ∩ (0, 1) and Tr
(
BSI1,N1 ∩ N
)
= BSI2,N2 ∩ N .
This implies that I1 = I2. Moreover, since Tr is one–to–one and onto, we have N1 = N2.
This also shows that Tr : SI,N ∩ N → SI,N ∩ N is a bijection where I := I1 = I2 and
N := N1 = N2. By Corollary 4.1, it follows that (i) and (ii) holds. Note that in (ii) we
have simpler formula for Uf . This is because that on the discrete part SI,N ∩ N, the
function h(s) defined in (4.11) equals 1.
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Remark 4.4. Theorem 4.2 and Corollary 4.1 are valid even if the minimal representa-
tions therein do not have standardized support (see Theorem 4.1 and Theorem 4.2 in [8]
for results on discrete processes; see also Theorem 2.1 in Rosin´ski [27] for analogous
result in the sum–stable setting). The advantage of having minimal representation with
standardized support is shown in Corollary 4.2 and further exploited in the next section.
5 Classification of α–Fre´chet Processes
We now apply the abstract results on max–linear isometries and minimal representa-
tions to classify α–Fre´chet processes. The first classification result is an immediate
consequence of the notion of minimal representation with standardized support and it
applies to general max–stable processes.
5.1 Continuous–discrete decomposition
Consider an α–Fre´chet process X = {Xt}t∈T , which has a minimal representation
with standardized support {ft}t∈T ⊂ Lα+(SI,N , λI,N ). By Corollary 4.2, the support
(SI,N , λI,N ) is unique. We therefore call SI,N the standardized support of X and focus
on the continuous and discrete parts of SI,N , respectively:
SI := SI,N ∩ (0, 1), and SN := SI,N ∩ N.
Let f It = ft1SI , and f
N
t = ft1SN be the restrictions of the ft’s to SI and SN , respectively.
One can write:
{Xt}t∈T d=
{
XIt ∨XNt
}
t∈T
, (5.1)
where
XIt :=
∫e
SI
f It (s)Mα(ds) and X
N
t :=
∫e
SN
fNt (s)Mα(ds) , (5.2)
are two independent α–Fre´chet processes. The following result shows that the decom-
position (5.1) does not depend on the choice of the representation {ft}t∈T .
Theorem 5.1. Let {Xt}t∈T be an α–Fre´chet process with minimal representation of
standardized support {ft}t∈T ⊂ Lα+(SI,N , λI,N ). Then:
(i) The decomposition (5.1) is unique in distribution.
(ii) The processes XI = {XIt }t∈T and XN = {XNt }t∈T are independent and they have
standardized supports SI and SN , respectively.
(iii) The functions {f It }t∈T ⊂ Lα+(SI , λI) and {fNt }t∈T ⊂ Lα+(SN , λN ) provide minimal
representations for the processes XI and XN , respectively.
Proof. To prove (i), suppose {gt}t∈T ⊂ Lα+(SI,N , λI,N ) is another minimal represen-
tation of X with standardized support and consider the decomposition {Xt}t∈T d={
Y It ∨ Y Nt
}
t∈T
, where
Y It :=
∫e
SI
gIt (s)Mα(ds) and Y
N
t :=
∫e
SN
gNt (s)Mα(ds) ,∀t ∈ T .
By Corollary 4.2, the relating max–linear isometry U of {ft}t∈T and {gt}t∈T is such that
for all t ∈ T , U(f It ) = gIt and U(fNt ) = gNt . Moreover, U remains a max–linear isometry
when restricted to SI and SN , and hence
{XIt }t∈T d= {Y It }t∈T and {XNt }t∈T d= {Y Nt }t∈T .
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The last two relations imply that the decomposition (5.1) does not depend on the choice
of the representation. The components {XIt }t∈T and {XNt }t∈T are independent since
they are defined by extremal integrals over two disjoint sets SI and SN . The minimality
of {ft}t∈T implies the minimality of {f It }t∈T and {fNt }t∈T , restricted to SI and SN ,
respectively. This completes the proof, since the supports SI and SN of {f It }t∈T and
{fNt }t∈T are standardized (Definition 4.2).
The processes {XIt }t∈T and {XNt }t∈T in the Decomposition (5.1) will be referred to
as the spectrally continuous and spectrally discrete components of X, respectively. The
next result clarifies further their structure.
Corollary 5.1. Let {ft}t∈T and {gt}t∈T be two minimal representations with standard-
ized support of an α–Fre´chet process {Xt}t∈T . Then, the relating max–linear isometry
U of these representations, has the form
Uf It =
(
d(λ ◦ΦI)
dλ
)1/α
(f It ◦ ΦI) = gIt and UfNt = fNt ◦ΦN = gNt , λ-a.e., ∀t ∈ T,
(5.3)
where ΦI is a point mapping from SI onto SI and ΦN is a permutation of SN (a one-
to-one mapping from SN onto SN).
The proof is an immediate consequence of Relations (4.12) and (4.13) above. This
result shows that the discrete component of an α–Fre´chet process has an interesting
invariance property. Namely, suppose that X has a non–trivial discrete component
XN = {XNt }t∈T . By Corollary 5.1, there exists a unique set of functions t 7→ φt(i), i ∈
SN , t ∈ T , such that: (i) supp{φt, t ∈ T} ≡ SN , (ii) ρ{φt, t ∈ T} = BSI,N ≡ 2SN and
(iii)
∑
1≤i≤N φt(i)
α <∞, for all t ∈ T and
{XNt }t∈T d=
N∨
i=1
φt(i)Zi,
where Zi, 1 ≤ i ≤ N are independent standard α–Fre´chet random variables. The
functions t 7→ φt(i), 1 ≤ i ≤ N do not depend on the particular representation of XN .
By analogy with the Karhunen–Loe`ve decomposition of Gaussian processes (see e.g. p57
in [14]), we call the functions t 7→ φt(i) the discrete principal components of X.
Proposition 5.1. The finite or countable collection of functions {t 7→ φt(i), i ∈ SN , t ∈
T}, N ∈ N ∪ {∞} can be the discrete principal components of an α–Fre´chet process, if
and only if, the representation {φt}t∈T ⊂ Lα+(SN , λN ) is minimal.
The proof is trivial. We state this result to emphasize that not every collection of non–
negative functions can serve as discrete principal components. Theminimality constraint
can be viewed as the counterpart of the orthogonality condition on the principal com-
ponents in the Gaussian case. The following two examples illustrate typical spectrally
discrete and spectrally continuous processes.
Example 5.1. Let Zi, i ∈ N be independent standard α–Fre´chet variables and let
gt(i) ≥ 0, t ∈ T be such that
∑
i∈N g
α
t (i) < ∞, for all t ∈ T . It is easy to see that the
α–Fre´chet process
Xt :=
∨
i∈N
gt(i)Zi ≡
∫e
N
gtdMα, t ∈ T,
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is spectrally discrete. That is, X = {Xt}t∈T has trivial spectrally continuous component.
Indeed, this follows from Theorem 4.2 since the mapping Φ therein is onto, and thus the
set Φ(N) = SI,N is necessarily countable.
Example 5.2. Consider the well–known α–Fre´chet extremal process (α > 0):
{Xt}t∈R+ d=
{∫e
R+
1(0,t](u)Mα(du)
}
t∈R+
, (5.4)
where Mα has the Lebesgue control measure on R+. The process X = {Xt}t∈R+ can be
viewed as the max–stable counterpart to a sum–stable Le´vy process. This is because X
has independent max–increments, i.e., for any 0 = t0 < t1 < · · · < tn,
(Xt1 , . . . ,Xtn)
d
= (ξ1, ξ1 ∨ ξ2, . . . , ξ1 ∨ · · · ∨ ξn) ,
where ξi = Mα((t(i−1), ti]), 1 ≤ i ≤ n. The representation in (5.4) is minimal but its
support is not standardized. Let
ft(s) := s
−1/α1(0,t](log(1/s)), s ∈ (0, 1),
and observe that ft(s) ∈ Lα+((0, 1), ds). By using a change of variables one can show
that
{Xt}t∈R+ d=
{∫e
(0,1)
ft(s)Mα(ds)
}
t∈R+
,
where the last representation is minimal and has standardized support. Thus, the α–
Fre´chet extremal process X is spectrally continuous.
5.2 Classification via co–spectral functions
Here we present a characterization of α–Fre´chet processes based on a different point of
view. Namely, instead of focusing on the spectral functions s 7→ ft(s), we now consider
the co–spectral functions t 7→ ft(s), which are functions of t, with s fixed. To be able
to handle the co–spectral functions, we suppose that T is a separable metric space with
respect to a metric ρT and let T be its Borel σ–algebra. We say that the spectral
representation {ft(s)}t∈T ⊂ Lα+(S, µ) is jointly measurable if the mapping (t, s) 7→ ft(s)
is measurable w.r.t. the product σ–algebra T ⊗ S := σ(T × S). The following result
clarifies the connection between the joint measurability of the spectral functions ft(s)
and the measurability of its corresponding α–Fre´chet process.
Proposition 5.2. Let (S, µ) be a standard Lebesgue space and Mα (α > 0) be an α–
Fre´chet random sup–measure on S with control measure µ. As above, let (T, ρT ) be a
separable metric space.
(i) Let X = {Xt}t∈T have a spectral representation {ft}t∈T ⊂ Lα+(S, µ) as in (2.4).
Then, X has a measurable modification if and only if {ft(s)}t∈T has a jointly measurable
modification, i.e., there exists a T ⊗ BS−measurable mapping (s, t) 7→ gt(s), such that
ft(s) = gt(s) µ-a.e. for all t ∈ T .
(ii) If an α–Fre´chet process X = {Xt}t∈T has a measurable modification, then it satisfies
Condition S (see Definition 2.2), and hence it has a representation as in (2.4).
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The proof is given in Appendix. The above result shows that for a measurable α–Fre´chet
process X = {Xt}t∈T , one can always have a representation as in (2.4), with jointly
measurable spectral representations. Conversely, any X as in (2.4) with measurable
spectral functions has a measurable modification.
Let now λ be a σ–finite Borel measure on T . We will view each f·(s) as an element of
the classes L0+(T,T , λ) of non–negative T –measurable functions, identified with respect
to equality λ–almost everywhere. Recall that a set P ⊂ L0+(T,T , λ) is said to be a
positive cone in L0+(T,T , λ), if cP ⊂ P for all c ≥ 0. Two cones P1 and P2 are disjoint
if P1 ∩ P2 = {0}.
We propose a general strategy for classification of α–Fre´chet processes, based on
any collection of disjoint positive cones Pj ⊂ L0+(T,T , λ), 1 ≤ j ≤ n. For any α–
Fre´chet process X = {Xt}t∈T with jointly measurable representation of full support
{ft(s)}t∈T ⊂ Lα+(S, µ), we say the representation has a co–spectral decomposition w.r.t.
{Pj}1≤j≤n, if there exist measurable sets S(j), 1 ≤ j ≤ n, such that
S(j) ⊂ {s ∈ S : f.(s) ∈ Pj}, 1 ≤ j ≤ n and µ
(
S \
n⋃
j=1
S(j)
)
= 0 . (5.5)
The sets S(j), 1 ≤ j ≤ n are modulo µ disjoint. Indeed, Let A := {s ∈ S : f·(s) ≡ 0} and
note that µ(A) = 0 by the fact supp{ft, t ∈ T} = S modulo µ and Fubini’s Theorem.
Since Pj ∩ Pk = {0}, we have that S(j) ∩ S(k) = A for all 1 ≤ j 6= k ≤ n. That is, the
space S is partitioned into n modulo µ disjoint components:
S = S(1) ∪ · · · ∪ S(n) mod µ, with µ(S(j) ∩ S(k)) = 0, j 6= k. (5.6)
This yields the decomposition:
{Xt}t∈T d=
{
X
(1)
t ∨ · · · ∨X(n)t
}
t∈T
, (5.7)
with:
X
(j)
t :=
∫e
S(j)
ft(s)Mα(ds), 1 ≤ j ≤ n , ∀t ∈ T.
Note that given a spectral representation {ft}t∈T ⊂ Lα+(S, µ), the co–spectral decompo-
sition is defined modulo µ–null sets and the induced decomposition is invariant w.r.t. the
versions of the decomposition. Namely, if there is another co–spectral decomposition
w.r.t. {Pj}1≤j≤n, say S =
⋃
1≤j≤n S˜
(j) mod µ, then from (5.5) and the disjointness
of {Pj}1≤j≤n, it follows that µ(S˜(j) ∩ S(j)) = 0, 1 ≤ j ≤ n. This yields the same
decomposition (5.6).
Moreover, the decomposition is invariant w.r.t. the choice of spectral representation.
Theorem 5.2. Suppose {Pj}1≤j≤n are disjoint positive cones in L0+(T,T , λ). For any
α–Fre´chet process {Xt}t∈T with measurable spectral representation {ft}t∈T ⊂ Lα+(S, µ),
suppose {ft}t∈T has a co–spectral decomposition w.r.t. {Pj}1≤j≤n. Then,
(i) the decomposition (5.7) is unique in distribution.
(ii) the components {X(j)t }t∈T , 1 ≤ j ≤ n are independent α–Fre´chet processes.
The proof is given in Appendix. In the special case when n = 1, Theorem 5.2 yields
the following:
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Corollary 5.2. Let X = {Xt}t∈T be an α–Fre´chet process with two jointly measur-
able representations {f (i)t (s)}t∈T ⊂ Lα+(Si, µi), i = 1, 2. Consider a positive cone
P ⊂ L0+(T,T , λ). If f (1)· (s) ∈ P, for µ1–almost all s ∈ S1, then f (2)· (s) ∈ P, for
µ2–almost all s ∈ S2.
Corollary 5.2 can be used to distinguish between various α–Fre´chet processes in
terms of their co–spectral functions. For example, any measurable representation of
the α–Fre´chet extremal process in (5.4) should involve simple indicator–type co–spectral
functions with one jump down to zero. The next result shows another application of
Corollary 5.2.
Corollary 5.3. Consider the moving maxima α–Fre´chet random fields:
{Xt}t∈Rd d=
{ ∫e
Rd
f(t− s)Mα(ds)
}
t∈Rd
and {Yt}t∈Rd d=
{ ∫e
Rd
g(t− s)Mα(ds)
}
t∈Rd
,
with d ∈ N, where f and g belong to Lα+(Rd, λ). Here Mα is a an α–Fre´chet random
sup–measure on Rd with the Lebesgue control measure. We have {Xt}t∈T d= {Yt}t∈T , if
and only if g(x) = f(x+ τ), almost all x ∈ Rd, with some fixed τ ∈ Rd.
Proof. The ‘if’ part is trivial. To prove the ‘only if’ part, introduce the cone Pf = {cf(·+
τ), c ≥ 0, τ ∈ Rd}. Corollary 5.2 implies that g(·) ∈ Pf , and hence g(x) = cf(x + τ).
Since
‖X0‖αα =
∫
Rd
gα(x)dx =
∫
Rd
fα(x)dx,
it follows that c = 1. This completes the proof.
Theorem 5.2 is a general result in the sense that the cones {Pj}1≤j≤n may be as-
sociated with various properties of the co–spectral functions t 7→ ft(s) of the process
X. If T ≡ Rd, d ≥ 1, for example, one can consider the cones of co–spectral functions
that are: differentiable, continuous, integrable, or β–Ho¨lder continuous. Every choice
of cones leads to different types of classifications for measurable α–Fre´chet processes
or fields X = {Xt}t∈T . We conclude this section by giving two important examples of
classifications, motivated by existing results in the literature on sum–stable processes.
Remark 5.1. Note that, instead of (5.6), one may want to define S(j) := {s : f·(s) ∈
Pj}, 1 ≤ j ≤ n. However, for certain cones, the S(j)’s defined in this way may not be
measurable. See Example 5.4.
Example 5.3 (Conservative–dissipative decomposition). Let X = {Xt}t∈T be
an α–Fre´chet process with measurable representation {ft(s)}t∈T ⊂ Lα+(S, µ). Consider
the following partition of the set S = C ∪D with
C :=
{
s : s ∈ S ,
∫
T
fαt (s)λ(dt) =∞
}
and D :=
{
s : s ∈ S ,
∫
T
fαt (s)λ(dt) <∞
}
.
(5.8)
Note that C and D = S \ C are both S–measurable since ft(s) is jointly measurable.
Observe that this partition of S yields the decomposition:
{Xt}t∈T d=
{
XCt ∨XDt
}
t∈T
, (5.9)
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where XC = {XCt }t∈T and XD = {XDt }t∈T are defined as:
XCt =
∫e
C
ftdMα and X
D
t =
∫e
D
ftdMα, ∀t ∈ T. (5.10)
Here Mα is an α–Fre´chet random sup-measure with control measure µ.
The decomposition in (5.9) corresponds to the general decomposition in (5.7). In-
deed, the co–spectral functions of the component XD belong to the positive cone of
integrable functions, while those of XC belong to the cone of non–integrable functions.
By Theorem 5.2, the decomposition (5.9) does not depend on the choice of the rep-
resentation. The components XC and XD of X are independent and they are called
the conservative and dissipative parts of X, respectively. The Decomposition (5.9) is
referred to as the conservative–dissipative decomposition.
Example 5.4 (Positive–null decomposition). Following Samorodnitsky [31], con-
sider T = R or Z. Introduce the class W of positive weight functions w : T → R+:
W :=
{
w :
∫
T
w(t)λ(dt) =∞, w(t) and w(−t) are non–decreasing on T ∩ (0,∞)
}
.
(5.11)
Now we consider the cone
Ppos :=
{
f ∈ L0+(T, λ) :
∫
T
w(t)fαt λ(dt) =∞, for all w ∈ W
}
and its complement cone Pnull := {0} ∪ (L0+(T, λ) \ Ppos).
This choice of cones yields the decomposition
{Xt}t∈T d= {Xpost ∨Xnullt }t∈T , (5.12)
where
Xpost :=
∫e
P
ft(s)Mα(ds) and X
null
t :=
∫e
N
ft(s)Mα(ds), ∀t ∈ T , (5.13)
with P and N , measurable subsets of S, satisfying µ(P ∩ N) = 0, µ(S \ (P ∪N)) = 0
and
f·(s) ∈ Ppos,∀s ∈ P and f·(s) ∈ Pnull,∀s ∈ N . (5.14)
The components Xpos = {Xpost }t∈T and Xnull = {Xnullt }t∈T in (5.13) are said to be
the positive and null components of the process X, respectively. By Theorem 5.2,
Decomposition (5.12) does not depend on the choice of the measurable representation
{ft(s)}t∈T ⊂ Lα+(S, µ). It is referred to as the positive–null decomposition.
Note that, a technical difference between this example and Example 5.3 is that the
set P˜ := {s : f·(s) ∈ Ppos}may not be measurable, even when ft(s) is jointly measurable.
In the following section, we will study the above decompositions in more detail, for
the case of stationary max–stable processes.
6 Classification of Stationary α–Fre´chet Processes
In this section, we focus on stationary, measurable max–stable processes X = {Xt}t∈T ,
where T = R or T = Z is equipped with the Lebesgue or the counting measure λ,
respectively. In this case, the process X can be associated with a non–singular flow.
Therefore, as in the symmetric α–stable case, the ergodic theoretic properties of the
flow yield illuminating structural results.
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6.1 Non–singular flows associated with max–stable processes
Following Rosin´ski [27] (see also Appendix A in [23]), we recall some notions from ergodic
theory.
Definition 6.1. A family of functions φ = {φt}t∈T , φt : S → S for all t ∈ T , is a flow
on (S,B, µ) if
(i) φt1+t2(s) = φt2(φt1(s)) ,∀t1, t2 ∈ T , s ∈ S.
(ii) φ0(s) = s ,∀s ∈ S.
A flow φ is said to be measurable if φt(s) is a measurable map from T × S to S; A flow
φ is said to be non–singular if µ(φ−1t (A)) = 0⇔ µ(A) = 0,∀A ∈ B , t ∈ T .
The next result relates the spectral functions of stationary α–Fre´chet processes to flows.
Theorem 6.1. Let {Xt}t∈T be a stationary α–Fre´chet process. Suppose that X has a
measurable representation {ft}t∈T ⊂ Lα+(SI,N , λI,N ), which is minimal, with standard-
ized support. Then, there exist a unique, modulo λI,N , non–singular and measurable
flow {φt}t∈T such that for each t ∈ T ,
ft(s) =
(
d(λI,N ◦ φt)
dλI,N
)1/α
(s)(f0 ◦ φt)(s) , λI,N -a.e. . (6.1)
Theorem 6.1 is stronger than Theorem 6.1 in [8], where the measurability is not
considered and the flow structure is not explicitly explored. The proof is given in
Appendix A.2. For the readers familiar with Rosin´ski’s work [27], this result is similar
to Theorem 3.1 therein. In view of this result, we will say that a stationary α–Fre´chet
measurable process {Xt}t∈T is generated by the non–singular measurable flow {φt}t∈T
on (S, µ) if it has a spectral representation {ft}t∈T ⊂ Lα+(S, µ), where:
ft =
(
d(µ ◦ φt)
dµ
)1/α
(f0 ◦ φt), µ-a.e., (6.2)
and
supp{f0 ◦ φt : t ∈ T} = S, µ-a.e. (6.3)
Note that in the representation (6.2) and (6.3), we do not assume {ft}t∈T to be mini-
mal. However, the minimality plays a crucial role in the proof of the existence of flow
representations in Theorem 6.1.
Definition 6.2. We say two measurable non–singular flows {φ(1)t }t∈T and {φ(2)t }t∈T
on (Si, µi), i = 1, 2, are equivalent, written {φ(1)t }t∈T ∼Φ {φ(2)t }t∈T , if there exists a
measurable map Φ : S2 → S1 such that:
(i) There exist Ni ⊂ Si with µi(Ni) = 0, i = 1, 2 such that Φ is a Borel isomorphism
between S2 \N2 and S1 \N1.
(ii) µ1 and µ2 ◦Φ−1 are mutually absolutely continuous.
(iii) φ
(1)
t ◦Φ = Φ ◦ φ(2)t µ2-a.e. for each t ∈ T .
The next result shows the connection between different flows generating the same
stationary α–Fre´chet process {Xt}t∈T . The proof is given in Appendix A.2.
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Proposition 6.1. Let {Xt}t∈T be a measurable stationary α–Fre´chet process.
(i) Suppose {φ(1)t }t∈T is a flow on (S1, µ1) and {Xt}t∈T is generated by {φ(1)t }t∈T with
spectral function f
(1)
0 ∈ Lα+(S1, µ1). If {φ(2)t }t∈T is another flow on (S2, µ2) and it is
equivalent to {φ(1)t }t∈T via Φ, then {Xt}t∈T can also be generated by {φ(2)t }t∈T with the
spectral function
f
(2)
0 (s) =
(
d(µ1 ◦ Φ)
dµ2
(s)
)1/α (
f
(1)
0 ◦ Φ
)
(s) . (6.4)
Moreover, if {f (1)t }t∈T is minimal, then {f (2)t }t∈T is minimal.
(ii) If {Xt}t∈T has two measurable minimal representations generated by flows {φ(i)t }t∈T
on (Si, µi) for i = 1, 2, then {φ(1)t }t∈T ∼Φ {φ(2)t }t∈T and (6.4) holds, for some Φ satis-
fying conditions in Definition 6.2.
Remark 6.1. Not all flow representations are minimal. Proposition 6.1 shows, however,
that any two flows corresponding to minimal representations of the same α–Fre´chet
process are equivalent.
6.2 Decompositions induced by non–singular flows
The decompositions introduced in Examples 5.3 and 5.4 are motivated by corresponding
notions from ergodic theory.
Definition 6.3. Consider a measure space (S, µ) and a measurable, non–singular map
φ : S → S. A measurable set B ⊂ S is said to be:
(i) wandering: if φ−n(B), n = 0, 1, 2, · · · are disjoint.
(ii) weakly wandering: if φ−nk(B), nk ∈ N are disjoint, for an infinite sequence 0 =
n0 < n1 < · · · .
Now we give two decompositions for max–stable processes. Their counterparts for
sum–stable processes have been thoroughly studied (see [27] and [31]).
Hopf (conservative–dissipative) decomposition. The map φ is said to be
conservative if there is no wandering measurable set B ⊂ S, with positive measure
µ(B) > 0. One can show that for any measurable, non–singular map φ : S → S, there
exists a partition of S into two disjoint measurable sets S = C ∪ D, C ∩ D = ∅ such
that: (i) C and D are φ−invariant; (ii) φ : C → C is conservative and D = ∪k∈Zφk(B),
for some wandering set B ⊂ S. This decomposition is unique (mod µ) and is called the
Hopf decomposition of S with respect to φ. If the component C is trivial, i.e. µ(C) = 0,
then φ is said to be dissipative. The restrictions φ : C → C and φ : D → D are the
conservative and dissipative components of the mapping φ, respectively.
Now, given a jointly measurable, non–singular flow (t, s) 7→ φt(s), t ∈ T, s ∈ S,
one can consider the Hopf decompositions S = Ct ∪ Dt for each φt, t ∈ T \ {0}.
By the measurability however, it follows that µ(Ct∆C) = µ(Dt∆D) = 0, for some
C ∩D = ∅, S = C ∪D (see e.g. [27, 18]). One thus obtains that any measurable non–
singular flow {φt}t∈T has a Hopf decomposition S = C ∪D, where φC := {φt|C}t∈T and
φD := {φt|D}t∈T are conservative and dissipative flows, respectively.
The following result is an immediate consequence from the proofs of Theorem 4.1
and Corollary 4.2 in Rosin´ski [27].
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Theorem 6.2. Let X = {Xt}t∈T be a stationary α–Fre´chet process with measurable
representation {ft(s)}t∈T ⊂ Lα+(S, µ) of full support. Then:
(i) X is generated by a conservative flow, if and only if,∫
T
fαt (s)λ(dt) =∞, for µ–almost all s ∈ S;
(ii) X is generated by a dissipative flow, if and only if,∫
T
fαt (s)λ(dt) <∞, for µ–almost all s ∈ S.
(iii) If X is generated by a conservative (dissipative) flow in one representation, then
so is the case for any other measurable representation of X.
This result justifies the terminology in the conservative–dissipative decomposition of
Example 5.3. In particular, the sets C and D in (5.9) correspond precisely to the con-
servative and dissipative parts in the Hopf decomposition of the flow {φt}t∈T associated
with the process X.
Positive–null decomposition. Recall the notion of weakly wandering set (Defini-
tion 6.3). If one replaces ‘wandering’ by ‘weakly wandering’ in the Hopf decomposition,
one obtains the so–called positive–null decomposition of S. Alternatively, the map φ is
said to be positive, if there exists a finite measure ν ∼ µ, such that φ is ν–invariant. In
this case, there are no weakly wandering sets B of positive µ–measure (or equivalently,
ν–measure). For any non–singular map φ, there exists a partition S = P ∪ N , unique
modulo µ, such that P and N are disjoint, measurable and φ–invariant. Furthermore,
φ : P → P is positive, and N = ∪k≥0φ−nk(B), for some disjoint φ−nk(B)’s, where B is
weakly wandering. The set N (P resp.) is called the null–recurrent (positive–recurrent)
part of S, w.r.t. the map φ (see e.g. Section 1.4 in [1]).
As in the case of the Hopf decomposition, a jointly measurable, non–singular flow
{φt}t∈T gives rise to a positive–null decomposition: S = P ∪ N, where µ(Pt∆P ) =
µ(Nt∆N) = 0, for all t ∈ T \ {0}, and where S = Pt ∪Nt is the positive–null decompo-
sition of the map φt, t ∈ T \ {0} (see e.g. [31, 18]).
Theorem 2.1 of Samorodnitsky [31] about symmetric α–stable processes applies mu-
tatis mutandis to the max–stable case:
Theorem 6.3. Let X = {Xt}t∈T be a stationary α–Fre´chet process with measurable
representation {ft(s)}t∈T ⊂ Lα+(S, µ) of full support. Then:
(i) X is generated by a positive flow, if and only if, for all w ∈ W,∫
T
w(t)fαt (s)λ(dt) =∞, for µ–almost all s ∈ S,
where W is as in (5.11).
(ii) X is generated by a null flow, if and only if, for some w ∈ W,∫
T
w(t)fαt (s)λ(dt) <∞, for µ–almost all s ∈ S.
(iii) If X is generated by a positive (null) flow in one representation, then so is the case
for any other measurable representation of X.
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As in the Hopf decomposition, Theorem 6.3 shows that the components Xpos and
Xnull in the decomposition (5.12) are generated by positive– and null–recurrent flows,
respectively. This is because the sets P and N in (5.14) yield the positive–null decom-
position of a flow {φt}t∈T associated with X.
6.3 Structural results, examples and open questions
Here, we collect some structural results and observations on the interplay between the
three types of classifications of max–stable processes discussed above. Namely, (i)
continuous–discrete (ii) conservative–dissipative and (iii) positive–null.
Theorems 6.2 and 6.3 imply that the positive component of a max–stable process is
conservative and the dissipative one is null–recurrent. Thus, for a measurable stationary
α–Fre´chet process {Xt}t∈T , we have the decomposition:
{Xt}t∈T d=
{
Xpost ∨XC,nullt ∨XDt
}
t∈T
, (6.5)
where XCt = X
pos
t ∨XC,nullt and Xnullt = XC,nullt ∨XDt , t ∈ T . Here Xpos, XC,null and
XD are independent α–Fre´chet processes. Xpos is positive–recurrent and conservative,
XD is dissipative and null–recurrent, and XC,null is conservative and null–recurrent. We
will see that the XD is precisely the mixed moving maxima. Moreover, we show that
the spectrally discrete component has no conservative–null component XC,null.
The following theorem shows that the purely dissipative stationary α–Fre´chet pro-
cesses are precisely the mixed moving maxima.
Theorem 6.4. Let {Xt}t∈T be a measurable stationary α–Fre´chet process. This process
is generated by a dissipative flow if and only if there exist a Borel space W , a σ-finite
measure ν on W and a function g ∈ Lα+(W × T, ν ⊗ λ) such that
{Xt}t∈T d=
{∫e
W×T
g(x, t + u)Mα(dx, du)
}
t∈T
.
Here Mα is an α–Fre´chet random sup-measure on W ×T with the control measure ν⊗λ
and λ is the Lebesgue measure if T = R and the counting measure if T = Z. Moreover,
one can always choose (W,ν) and g such that the representation gt(x, u) := g(x, t + u)
is minimal.
Proof. Since g ∈ Lα+(W×T, ν⊗λ), the Fubini’s theorem implies
∫
T g(x, t+u)
αλ(dt) <∞,
for almost all (x, u) ∈W × T . This, in view of (5.8) implies that X is dissipative..
The ‘only if’ part follows as in the proof of Theorem 4.4 in Rosin´ski [27] from the
results of Krengel [17].
Remark 6.2. Theorem 6.4 parallels the fact that the class of stationary and dissipative
symmetric α–stable processes is precisely the class of mixed moving averages (see Theo-
rem 4.4 in [27]). Recently, Kabluchko [15] established the same result as in Theorem 6.4
by using an interesting association device between α–Fre´chet (α ∈ (0, 2)) and symmetric
α–stable processes.
As shown in [34], the mixed moving maxima processes are mixing and hence ergodic.
Thus, Theorem 6.4 implies that the dissipative component of a max–stable process is
mixing. On the other hand, Samorodnitsky [31] has shown (Theorem 3.1 therein) that
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stationary symmetric α–stable processes are ergodic if and only if they are generated by
a null–recurrent flow. Kabluchko [15] (Theorem 8 therein) has shown that this continues
to be the case for stationary α–Fre´chet processes.
The previous discussion shows that the ergodic and mixing properties of the null and
dissipative components are in line with the decomposition Xnullt = X
D
t ∨XC,nullt , t ∈ T .
An example of conservative–null flow can be found in [31]. This yields non–trivial
examples of sum– and max–stable processes that are conservative and null. We are not
aware, however, of an example of an ergodic max–stable process that is not mixing.
The next two results clarify the structure of the stationary spectrally discrete pro-
cesses in discrete (T = Z) and continuous (T = R) time, respectively. We first show that
for spectrally discrete stationary max–stable time series, the conservative–dissipative and
positive–null decompositions coincide. That is, such processes have no conservative–null
components. Moreover, the dissipative (equivalently null–recurrent) component does not
exist if the time series has only finite number of principal components.
Proposition 6.2. Let X = {Xt}t∈T , with T = Z be a stationary α–Fre´chet process
(time series).
(i) XN has no conservative–null component, i.e. XN,C,null = 0.
(ii) If 1 ≤ N < ∞, then XN is necessarily conservative, and equivalently, positive
recurrent.
Proof. Without loss of generality, suppose X = XN and let {ft(s)}t∈T ⊂ Lα+(SN , λN )
be a minimal representation with standardized support for X. We have that
ft =
(
d(λN ◦ φt)
dλN
)1/α
f0 ◦ φt,
where φt : SN → SN is a non–singular flow on (SN , λN ). Since SN ⊂ N and λN is the
counting measure, the non–singular transformations are necessarily measure–preserving,
i.e., permutations. Thus the term d(λN ◦ φt)/dλN ≡ 1 and ft(s) = f0 ◦ φt(s).
We start by proving (ii). Since φ1 : {1, · · · , N} → {1, · · · , N} is a permutation,
it has a finite invariant measure and hence the flow {φt}t∈T is positive–recurrent and
hence conservative.
Now we prove (i). Note that when 1 ≤ N < ∞, we have shown in (ii) that XN
is conservative and positive–recurrent. For N = ∞, we consider two cases. First we
suppose that for every s ∈ SN , the recurrent time
τs := inf{t > 0 : φt(s) = s} (6.6)
is finite. Let O(s) denote the orbit of state s w.r.t. flow {φt}t∈T , i.e., O(s) := {φt(s) :
t ∈ T}. Every orbit of {φt}t∈T is τs–periodic, i.e., |O(s)| <∞. Since N =∞, the total
number of different orbits must be infinite. Enumerate all the orbits by O1,O2, · · · , so
that O(s) = Opi(s) with π : SN → N and SN =
⋃
k∈NOk. Observe that the orbits are
disjoint. We now define a finite invariant measure on SN , equivalent to the counting
measure:
λ˜({s}) := 2−pi(s) 1|Opi(s)|
,∀s ∈ SN .
This measure is clearly is invariant on each Ok, for all k ∈ N. Since λ˜(Ok) = 2−k, the
measure λ˜ is finite and it is clearly equivalent to the counting measure. Thus, XN is
positive and conservative.
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On the other hand, suppose that there exists a state s with τs = ∞. Then, its
orbit is infinite and non–recurrent., i.e., |Ok(s)| = ∞. Then, the flow {φt}t∈T is both
null–recurrent and dissipative on Ok(s). Indeed, the null recurrence follows from the
fact that there is no positive finite invariant measure on Ok(s). The dissipativity follows
from the remark that Ok(s) =
⋃
j∈Z φj(s) is a disjoint union. We have thus shown that
{φt}t∈T is dissipative and null–recurrent on non–recurrent orbits.
The following result shows that the continuous–time stationary, measurable and
spectrally discrete max–stable processes are trivial.
Theorem 6.5. Let X = {Xt}t∈T , with T = R be a stationary and measurable α–Fre´chet
process. If N ≥ 1, then it must be N = 1. That is, the spectrally discrete component
XN is the random constant process: {XNt }t∈R d= {Z}t∈R, for some α–Fre´chet variable
Z.
Proof. Let {ft}t∈T and {φt}t∈T be as in Proposition 6.2. Observe moreover that, in this
case, the φt’s are measure–preserving bijections, and in view of Theorem 6.1, the flow
{φt(s)} is measurable. For any fixed s ∈ SN , consider τs defined in (6.6). The proof
consists of three steps.
(i) We show first that τs = 0 implies φt(s) ≡ s, for all t ∈ R. Indeed, suppose that
τs = 0 and note that, by definition, for all n > 0, there exist 0 < tn,1 < tn,2 < 1/n such
that φtn,1(s) = φtn,2(s) = s. Set T0 :=
⋃
n∈N
⋃
k∈Z{tn,1 + k(tn,2 − tn,1)}. It follows that
T0 is dense in R and φt(s) = s, for all t ∈ T0. Hence ft(s) = f0 ◦ φt(s) = f0(s), for all
t ∈ T0. Now, we define a new α–Fre´chet process Y = {Yt}t∈T :
{Yt}t∈T d=
{∫e
SN
1{·=s} ◦ φt(r)Mα(dr)
}
t∈T
.
Since {φt}t∈T is a flow, φt is invertible, for any t ∈ T0. Hence, for all t ∈ T0, we have
φt(r) = φt(s) ≡ s if and only r = s. This shows that, for all t ∈ T0,
1{·=s} ◦ φt(r) ≡ 1{φt(r)=s} = 1{r=s} ≡ 1{·=s} ◦ φ0(r),
which implies that Yt = Y0, almost surely, ∀t ∈ T0. Moreover, as {φt}t∈T is measurable,
so is {Yt}t∈T by Proposition 5.2. Also, Y = {Yt}t∈T is stationary, since it is generated
by a measure preserving flow. Thus, the stationarity and measurability of Y imply that
it is continuous in probability (see Theorem 3.1 in [34]). This, and the fact that Yt = Y0,
a.s., for all t in a dense sub–set T0 of R, imply that Yt = Y0, a.s., for all t ∈ R. Therefore,
for the spectral functions, we obtain 1{φt(r)=s} = 1{r=s} ,∀r ∈ SN , t ∈ R. This shows
that φt(s) = s,∀t ∈ R.
(ii) We show next that τs > 0 implies φτs(s) = s. Suppose that φτs(s) 6= s. Then, as
above, there exist t1, t2 ∈ (τs, τs + τs/2) such that φt1(s) = φt2(s) = s. But it follows
that φt1+k(t2−t1)(s) = s for all k ∈ Z. This, since {t1 + k(t2 − t1)}k∈Z ∩ (0, τs) 6= ∅,
contradicts the definition of τs.
(iii) Now, we show that it is impossible to have τs > 0 for all s ∈ SN . Write Ts =
{t : φt(s0) = s, for some s0 ∈ SN}. Observe that the set Ts is countably infinite
for all s ∈ SN such that τs > 0, since by (ii) above, Ts = {kτs}k∈Z. Note also that⋃
s∈SN
Ts = R. However, the assumption that τs > 0 for all s ∈ SN would imply⋃
s∈SN
Ts has cardinality of N equals that of R, which is a contradiction.
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We now conclude the proof. By (iii) above, there must exist s ∈ SN such that τs = 0.
Set R = {s ∈ SN : φt(s) = s,∀t ∈ R}. We have already seen in (i) that τs = 0 implies
φt(s) ≡ s, for all t ∈ R, whence R is φ–invariant. Consider now a new α–Fre´chet process
{Yt}t∈T d=
{∫e
SN\R
ft(r)Mα(dr)
}
t∈T
.
Since the ft’s, restricted to the φ−invariant set SN \R yield a minimal representation
for Y = {Yt}t∈T with standardized support. This process is generated by the same
flow {φt}t∈R, restricted to SN \R. Since τs > 0, ∀s ∈ SN \R, by (ii), it follows that
SN \R = ∅.
On the other hand, since φt(s) ≡ s ,∀t ∈ R, s ∈ R, the minimality of {ft}t∈T implies
that |R| = |SN | = 1. Therefore, {Xt}t∈T d= {Z}t∈T for some α–Fre´chet random variable
Z.
Example 6.1. In contrast with Proposition 6.2 (i), the spectrally discrete component
of a stationary α–Fre´chet time series may be dissipative if it involves infinite number
of principal components. Indeed, by Theorem 6.4, the moving maxima Xt :=
∫e
Z
f(t+
s)Mα(ds) ≡
∨
i∈Z f(t+ i)Mα({i}), is dissipative and spectrally discrete, where Mα has
the counting control measure on Z.
Example 6.2. Suppose that (E, E , µ) is a probability space, i.e. µ(E) = 1. Let Mα be
an α–Fre´chet random sup–measure on E with control measure µ, which is defined on
a different probability space. Suppose that {Yt}t∈T is a positive stochastic process on
(E, E , µ) such that EµY αt <∞, for all t ∈ T . Then, the α–Fre´chet process:
{Xt}t∈T d=
{∫e
E
Yt(u)Mα(du)
}
t∈T
, (6.7)
is said to be doubly stochastic.
One can show that, in (6.7), if {Yt}t∈T is stationary, then so is {Xt}t∈T . The Brown–
Resnick processes discussed in next section shows that the converse is not always true.
7 Brown–Resnick Processes
Consider the following doubly stochastic process (see e.g. [16] and [34]):
{Xt}t∈R d=
{∫e
E
eWt−σ
2
t /2dM1
}
t∈R
. (7.1)
Here Wt is a zero–mean Gaussian process defined on the probability space (E, E , µ)
with variance σ2t . Since Eµ
(
eWt−σ
2
t /2
)
= 1 < ∞, the 1–Fre´chet process in (7.1) is
well–defined. The processes having representation (7.1) were first introduced by Brown
and Resnick [3] with Wt being the standard Brownian motion. In general, we will call
{Xt}t∈R as in (7.1) a Brown–Resnick 1–Fre´chet process.
Kabluchko et al. [16] have shown that if {Wt}t∈R has stationary increments, then
the Brown–Resnick process {Xt}t∈R in (7.1) is stationary. The following interesting
result about an arbitrary zero–mean Gaussian process with stationary increments and
continuous paths is obtained by combining the results of [16] and our Theorems 6.2 and
6.4 above.
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Theorem 7.1. Let W = {Wt}t∈R be a Gaussian zero–mean process with stationary
increments and continuous paths. If
lim
|t|→∞
(
Wt − σ2t /2
)
= −∞, almost surely (7.2)
then, ∫ ∞
−∞
eWt−σ
2
t /2dt <∞, almost surely, (7.3)
where σ2t = EW
2
t = Var(Wt).
Proof. Let {Xt}t∈R be the Brown–Resnick process defined in (7.1). Note that the pro-
cess {logXt}t∈R is also max–stable but it has Gumbel marginals. Kabluchko et al.[16]
have shown that {logXt}t∈R is stationary and hence so is {Xt}t∈R. Moreover, by The-
orem 13 in [16], Condition (7.2) implies that {logXt}t∈R, or equivalently, {Xt}t∈R, has
a mixed moving maxima representation. On the other hand, Theorem 6.4 implies that
any process with mixed moving maxima representation is dissipative. Dissipativity of
{Xt}t∈R is equivalent to (7.3) by Theorem 6.2. This completes the proof.
The following question arises.
Question 7.1. For what general classes of continuous–path, zero mean Gaussian pro-
cesses {Wt}t∈R with stationary increments, is the Brown–Resnick stationary process
(7.1) purely dissipative?
The next result provides a partial answer to this question for the interesting case when
W = {Wt}t∈R is the fractional Brownian motion (fBm). Recall that the fBm is a zero–
mean Gaussian processes with stationary increments, which is self–similar. The process
W is said to be self–similar with self–similarity parameter H > 0, if for all c > 0, we
have that {Wct}t∈R d= {cHWt}t∈R. The fBm necessarily has the covariance function
EWtWs =
σ2
2
(
|t|2H + |s|2H − |t− s|2H
)
, with t, s ∈ R, (7.4)
where 0 < H ≤ 1 is the self–similarity parameter of W . The fractional Brownian
motions have versions with continuous paths (see e.g. [32]).
Proposition 7.1. The stationary Brown–Resnick processes X = {Xt}t∈R associated
with the fractional Brownian motions {Wt}t∈R in (7.4) are purely dissipative and hence
they have mixed moving maxima representations.
Proof. Without loss of generality, we will suppose that the fBmW has continuous paths.
As indicated above, the stationarity of X follows from the fact that W has stationary
increments (see Kabluchko et al. [16]). Now, by Theorem 6.2, X is dissipative, if and
only if ∫ ∞
−∞
exp
{
Wt − σ2t /2
}
dt <∞, almost surely. (7.5)
It is enough to focus on the integral
∫∞
0 exp
{
Wt − σ2t /2
}
dt. By the Law of the Iterated
Logarithm for fractional Brownian motion (see Oodaira [21]), we have
lim sup
t→∞
Wt/
√
2σ2t log log t = 1, almost surely.
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Hence, with probability one, for any δ > 0, there exists T1 (possibly random) such that
∀t > T1, we have Wt < (1 + δ)
√
2σ2t log log t almost surely. Moreover, there exists T2
sufficiently large (possibly random), such that ∀t > T2, we have
(1 + δ)
√
2σ2t log log t < σ
2
t /4 ≡ σ2t2H/4 almost surely,
where H ∈ (0, 1] is the self–similarity parameter of the fractional Brownian motion W .
Now, let T0 = max(T1, T2). It follows that∫ ∞
T0
eWt−σ
2
t /2dt <
∫ ∞
T0
e(1+δ)
√
2σ2t log log t−σ
2t2H/2dt ≤
∫ ∞
T0
e−σ
2t2H/4dt <∞ almost surely,
which implies (7.5) since Wt is continuous, with probability one..
Observe that the above result continues to hold even in the degenerate case H = 1.
One then has that Wt = tZ, t ∈ R, where Z is a zero–mean Gaussian random variable.
In this case, the corresponding Brown–Resnick process has a simple moving maxima
representation. Indeed, for simplicity, let σ2 = Var(Z) = 1 and observe that
Xt :=
∫e
E
etZ(u)−t
2/2M1(du) =
∫e
E
eZ
2(u)/2e−(t−Z(u))
2/2M1(du).
Note that the measure ν(A) :=
∫
E 1{Z(u)∈A}e
Z2(u)/2µ(du) ≡ λ(A)/√2π, is up to a
constant factor equal to the Lebesgue measure λ on R. Therefore, one can show that
{Xt}t∈R d=
{ 1√
2π
∫e
R
e−(t−z)
2/2M˜1(dz)
}
t∈R
,
where M˜1 is a 1−Fre´chet random sup–measure with the Lebesgue control measure. This
shows that X in this simple case is merely a moving maxima rather than a mixed moving
maxima.
We have thus shown that the Brown–Resnick process (7.1) driven by fractional Brow-
nian motion {Wt}t∈T is purely dissipative. Thus, by Theorem 6.4 we have that {Xt}t∈T
is a mixed moving maxima. It is not clear how one can prove this fact without the use of
our classification results. In two very recent papers [16, 15], Kabluchko and co–authors
established very similar classification results by using very different methods based on
Poisson point processes on abstract path–spaces. Their approach yields directly the
moving–maxima representation (and hence dissipativity) of the Brown–Resnick type
processes X under the alternative Condition (7.2). This condition is only shown to
be sufficient for dissipativity of X. Its relationship with our necessary and sufficient
condition (7.3) is a question of independent interest.
The question raised in Kabluchko [15] on whether there exist stationary Brown–
Resnick processes X of mixed type i.e. with non–trivial dissipative and conservative
components still remains open. In view of our new necessary and sufficient condition
(7.3), this question is equivalent to the following:
Question 7.2. Is it true for Gaussian processes W = {Wt}t∈R with stationary incre-
ments and continuous paths that µ{ ∫∞−∞ eWt−σ2t /2dt <∞} ∈ {0, 1}?
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A Proofs and Auxiliary Results
A.1 Proofs and auxiliary results for Section 3
The proof of Theorem 3.2, as well as the auxiliary results in Section 3, follow closely
the proofs in Hardin [12]. There the author dealt with linear isometries instead of
max–linear isometries.
Lemma A.1. Let (S1,S1, µ1) and (S2,S2, µ2) be two measure spaces and suppose that
T : S1 → S2 is a regular set isomorphism.
(i) The regular set isomorphism T induces a canonical function map Tf , defined mod
µ2 for all measurable f on (S1,S1) and such that {Tf ∈ B} = T{f ∈ B}, mod µ2, for
all Borel sets B ∈ BR.
The function map T is monotone, linear, max–linear, and preserves the convergence
almost everywhere, modulo null sets. Moreover, T (f1f2) = T (f1)T (f2), mod µ2, for all
measurable functions f1 and f2 on (S1,S1).
(ii) If the regular set isomorphism T is measure preserving, then the induced function
map T is a max–linear isometry from Lα+(S1,S1, µ1) to Lα+(S2,S2, µ2), for every α > 0.
Furthermore, if T is onto, then so is the induced max–linear isometry.
Proof. (i) Consider the sets Ar := {f ≤ r}, r ∈ Q, where Q denotes the set of
rational numbers. By the monotonicity of the regular set isomorphism, we obtain that
TAr ⊂ TAs, mod µ2, for all r < s, r, s ∈ Q. Let (Tf)(x) := inf{s : x ∈ TAs} and
observe that Tf is measurable. Indeed,
{Tf ≤ r} =
⋂
s>r, s∈Q
TAs = TAr = T{f ≤ r}, for all r ∈ Q.
We will show next that T{f ∈ B} = {Tf ∈ B} mod µ2, for all Borel sets B ⊂ R.
Indeed, consider the class of sets:
D := {B ∈ BR : T{f ∈ B} = {Tf ∈ B}, mod µ2 },
and observe that C ⊂ D, where C := {(−∞, r] : r ∈ Q}. One can show that D is a
σ–algebra and therefore σ(C) ⊂ D. This however implies that BR ≡ D, since BR ≡ σ(C),
thereby showing that T{f ∈ B} = {Tf ∈ B}, for all B ∈ BR.
By the properties of regular set isomorphism, it is easy to see that for any sequence
of measurable functions {fm}m∈N, T (supm∈N fm) = supm∈N Tfm, and T (infm∈N fm) =
infm∈N Tfm, mod µ2. Therefore, T preserves pointwise limits of measurable functions,
modulo null sets.
One clearly has that T (λf) = λTf, for all λ ∈ R and measurable f ’s. The linearity
of T follows then from the fact that
T{f + g ≤ r} = T
(
∪s∈Q {f ≤ r − s} ∩ {g ≤ s}
)
= ∪s∈Q{Tf ≤ r − s} ∩ {Tg ≤ s},
which equals {Tf + Tg ≤ r}. The max–linearity of T can be established similarly. The
fact that T preserves products, i.e. T (f1f2) = T (f1)T (f2) mod µ2, for measurable f1
and f2 can be established similarly for non–negative functions, and then shown to hold
for arbitrary functions, by linearity.
(ii) Now, if T is measure preserving, then for all simple functions f =
∨n
i=1 λi1Ai , with
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disjoint Ai’s in S1, we have, by max linearity, that Tf =
∨n
i=1 λi1TAi . Thus, since the
regular set isomorphism T is measure preserving, we have∥∥∥T (∨ λi1Ai)∥∥∥
Lα+(µ2)
=
∥∥∥∨λi1T (Ai)∥∥∥
Lα+(µ2)
=
∥∥∥∨λi1Ai∥∥∥
Lα+(µ1)
.
Now, for any f ∈ Lα+(S1,S1, µ1), let {ft}t∈T ⊂ Lα+(S1,S1, µ1) be a monotone sequence of
simple functions such that fn ր f mod µ1 as n →∞. We then have that Tfn ր Tf ,
mod µ2, as n→∞, and
∫
S2
(Tfn)
αdµ2 =
∫
S1
fαn dµ1 ր
∫
S1
fαdµ1 <∞, as n→∞. The
monotone convergence theorem implies that Tf ∈ Lα+(S2,S2, µ2) and ‖Tf‖Lα+(µ2) =
‖f‖Lα+(µ1), which shows that T is a max–linear isometry. If T is onto as a regular set
isomorphism, then the induced max–linear isometry is clearly onto the set of all simple
functions, and therefore T is onto Lα+(S2,S2, µ2).
The following lemma is used repeatedly in the sequel.
Lemma A.2. Let F be a max–linear sub–space of Lα+(S1, µ1), where µ1 is a finite
measure. Let U : F → Lα+(S2, µ2) be a max–linear isometry. If 1S1 ∈ F and U1S1 =
1S2 , then for any collection of functions {fn}n∈N ⊂ F ,
µ1({f1, f2, . . . } ∈ B) = µ2({Uf1, Uf2, . . . } ∈ B) , ∀B ∈ BRN+ . (A.1)
Here BRN+ denotes the Borel σ-algebra on the product space R
N
+ = [0,∞)N.
Proof. Since 1S2 ∈ Lα+(S2, µ2), it follows that µ2 is a finite measure. Without loss of
generality, suppose µ1 and µ2 are probability measures. Let µ1,∞(B) = µ1({f1, f2, . . . } ∈
B) and µ2,∞(B) = µ2({Uf1, Uf2, . . . } ∈ B), ∀B ∈ BRN+ and fi ∈ F , i ∈ N. In order
to show µ1,∞ = µ2,∞, we first show that µ1,∞ and µ2,∞ induce the same measure µ1,n
and µ2,n on R
n
+ via µi,n(Bn) = µi,∞(Bn) for i = 1, 2, where Bn ∈ BRn+ and Bn = {x =
(x1, x2, . . . ) ∈ RN+ : (x1, . . . , xn) ∈ Bn}. Indeed, by using a change of variables and the
fact that U is a max–linear isometry, we obtain that for all n ∈ N, ai > 0, fi ∈ F , 1 ≤
i ≤ n,∫
RN+
1 ∨
( ∨
1≤i≤n
aizi
)α
dµ1,∞(z) =
∫
S1
1 ∨
( ∨
1≤i≤n
aifi(x)
)α
dµ1(x)
=
∫
S2
1 ∨
( ∨
1≤i≤n
aiUfi(y)
)α
dµ2(y) =
∫
RN+
1 ∨
( ∨
1≤i≤n
aizi
)α
dµ2,∞(z) ,
which implies µ1,n(Bn) = µ2,n(Bn),∀Bn ∈ BRn+ . By Lemma 4.1 in [8], µ1,n = µ2,n ,∀n ∈
N. That is, µ1,∞ and µ2,∞ agree on the field of all cylinder sets of R
∞
+ . By the
Carathe´odory extension theorem, µ1,∞ = µ2,∞.
Proof of Theorem 3.1. First observe that µ1 and µ2 are finite measures, since 1S1 ∈
Lα+(S1, µ1) and 1S2 ∈ Lα+(S2, µ2). We start by defining T on a separable σ–field and
then we verify the consistency of the definition. Let C = {fn}n∈N ⊂ F be a countable
collection of functions. We then have that
σ(C) =
{
{(f1, f2, . . . ) ∈ B} , B ∈ BRN+
}
, (A.2)
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where σ(C) is the minimal σ-algebra generated by C. Observe that for any A ∈ σ(C),
there exists BA ∈ BRN+ such that A = {(f1, f2, . . . ) ∈ BA}. We therefore define TC :
σ(C)→ σ(U(C)) as
TCA = {(Uf1, Uf2, . . . ) ∈ BA} . (A.3)
In the sequel, we will first show that TC is: (1) well defined (note that BA may not be
unique for a given A), (2) measure preserving, (3) onto and (4) TC induces a unique
max–linear isometry from Lα+(S1, σ(C), µ1) onto L
α
+(S2, σ(U(C)), µ2), implying that TC
satisfies (i) and (ii). Then we show that for the induced max–linear isometry TC : (5) TC
and U coincides on ∨-span(ft, t ∈ T ) and (6) TC is unique, implying that TC satisfies
(iii).
(1) TC is well defined modulo µ2–null sets. Indeed, if there is another B˜A ∈ BRN+ such
that A = {(f1, f2, . . . ) ∈ B˜A}, then
µ2
(
{(Uf1, Uf2, . . . ) ∈ BA}∆{(Uf1, Uf2, . . . ) ∈ B˜A}
)
= µ2
(
{(Uf1, Uf2, . . . ) ∈ BA∆B˜A}
)
.
By Lemma A.2, the last expression equals
µ1
(
{(f1, f2, . . . ) ∈ BA∆B˜A}
)
= µ1
(
{(f1, f2, . . . ) ∈ BA}∆{(f1, f2, . . . ) ∈ B˜A}
)
= µ1(A∆A) = 0 ,
which shows that the definition of TCA in (A.3) does not depend on the choice of
BA ∈ BRN+, modulo µ2–null sets.
(2) TC is a regular set isomorphism. For convenience, we prove the three conditions
in Definition 3.2 in different order. For every A ∈ σ(C), let BA ∈ BRN+ be such that
{(f1, f2, . . . ) ∈ BA} = A. First, by Lemma A.2, we have
µ1(A) = µ1({(f1, f2, . . . ) ∈ BA}) = µ2({(Uf1, Uf2, . . . ) ∈ BA}) = µ2(TC(A)) , (A.4)
which shows that (iii) of Definition 3.2 holds. Relation (A.4) shows moreover that TC is
measure-preserving. Second, note that S1 ∈ σ(C). Then we can show (i) of Definition 3.2
by
TC(S1 \ A) = {(Uf1, Uf2, . . . ) ∈ RN+ \BA}
= {(Uf1, Uf2, . . . ) ∈ RN+} \ {(Uf1, Uf2, . . . ) ∈ BA} = TC(S1) \ TC(A) .
Finally, suppose A1, A2, . . . are arbitrary disjoint sets in σ(C). Observe that, modulo
µ1,
∪∞n=1An = ∪∞n=1 {( f1, f2, . . . ) ∈ BAn} = {( f1, f2, . . . ) ∈ ∪∞n=1BAn} ,
whence, ∪∞n=1BAn may be viewed as a particular choice of B∪∞n=1An , and thus, in view
of (A.3),
TC(∪∞n=1An) = {(Uf1, Uf2, . . . ) ∈ ∪∞n=1BAn}
= ∪∞n=1{(Uf1, Uf2, . . . ) ∈ BAn} =
∞⋃
n=1
{TC(An)} ,
implying (ii) of Definition 3.2.
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(3) TC is onto σ(U(C)). Observe first that as in (A.2), σ(U(C)) = {(Uf1, Uf2, . . . ) ∈
BRN+}. Now ∀UA ∈ σ(U(C)) there is a BA ∈ BRN+ such that UA = {(Uf1, Uf2, . . . ) ∈
BA}. Then, let A = {(f1, f2, . . . ) ∈ BA} and observe that by (A.3), we have TCA =
{(Uf1, Uf2, . . . ) ∈ BA} = UA. This shows that TC is onto.
(4) TC induces a max–linear isometry from L
α
+(S1, σ(C), µ1) onto L
α
+(S2, σ(U(C)), µ2).
The proof is standard and is given as Lemma A.1 in Appendix A.1.
(5) TC and U coincide on ∨-span{1S1 , f1, f2, . . . }. Observe that TC1S1 = 1S2 and for
any B ∈ BR+ ,
{TCfj ∈ B} = TC({fj ∈ B}) = {Ufj ∈ B} , j = 1, 2, . . . ,
where the first equality follows as in the case of linear mapping (e.g. see p452-454 [9])
and the second equality follows by (A.3). This shows that TC(fj) = U(fj) , j = 1, 2, . . . .
Since TC is a max–linear isometry by (4), TC and U coincide on any finite positive
max–linear combinations of 1S1 , f1, f2, . . . and hence on ∨-span{1S1 , f1, f2, . . . }.
(6) TC is unique. Assume that there exists another max–linear isometry V from
Lα+(S1, σ(C), µ1) to L
α
+(S2, µ2) such that V and U agree on ∨-span{1S1 , f1, f2, . . . }.
We will show that V and TC coincide on L
α
+(S1, σ(C), µ1). It is enough to show that,
for any A0 ∈ BR+ and any A = {(Uf1, Uf2, . . . ) ∈ BA} ∈ σ(U(C)), we have
µ2({TCf ∈ A0} ∩A) = µ2({V f ∈ A0} ∩A) .
Indeed, for any f ∈ Lα+(S1, σ(C), µ1) we have, by (5),
µ2({TCf ∈ A0} ∩A) = µ2({(TCf, TCf1, TCf2, . . . ) ∈ A0 ×BA})
= µ1({(f, f1, f2, . . . ) ∈ A0 ×BA}) (A.5)
= µ2({(V f, V f1, V f2, . . . ) ∈ A0 ×BA})
= µ2({(V f,Uf1, Uf2, . . . ) ∈ A0 ×BA}) (A.6)
= µ2({V f ∈ A0} ∩A)
by using Lemma A.2 in (A.5) and (A.6). Hence, we have {TCf ∈ A0} = {V f ∈
A0} ,∀A0 ∈ BR+ and ∀f ∈ Lα+(S1, σ(C), µ1), which implies that TC and V agree on
Lα+(S1, σ(C), µ1).
To complete the proof, we define a max–linear isometry from Lα+(S1, σ(F), µ1) onto
Lα+(S2, σ(U(F)), µ2). Note that, for all f ∈ Lα+(S1, σ(F), µ1) there exists a countable
collection of functions C = {f1, f2, . . . }, such that f ∈ σ(C). We therefore define
Tf = TCf . To check the consistency of this definition, suppose that f ∈ σ(C˜), for
another countable collection of functions C˜ ⊂ F . Since C ⊂ C ∪ C˜, by using (A.3)
one can show that TC(A) = TC∪ eC(A) for every A ∈ σ(C). Thus, TCf = TC∪ eCf and
similarly T eCf = TC∪ eCf , which shows that T is well-defined. It is easy to see that T is
induced by a measure preserving regular set isomorphism of σ(F) onto σ(U(F)). This
is because that for every A ∈ σ(F), we have 1A ∈ σ(C) with some countable collection
C ⊂ F .
Proof of Lemma 3.1. First, to show ρ(F ) = ρ(∨-span(F )), it suffices to show that
ρ(∨-span(F )) ⊂ ρ(F ). Observe that for any fi, gi ∈ F, ai ≥ 0, bi ≥ 0, i ∈ N and
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c > 0, we have{∨
i∈N aifi∨
j∈N bjgj
≤ c
}
=
⋂
i∈N
{ aifi∨
j∈N bjgj
≤ c
}
=
⋂
i∈N
⋂
n∈N
{ aifi∨
j∈N bjgj
< c+
1
n
}
=
⋂
i∈N
⋂
n∈N
⋃
j∈N
{aifi
bjgj
< c+
1
n
}
.
Hence ρ(∨-span(F )) ⊂ ρ(F ). Next, ρ(F ) ⊂ σ(F ) follows from the fact that
{f1/f2 ≤ c} =
⋃
0<q∈Q
({f1 ≤ q} ∩ {f2 ≥ q/c}) ,
for any f1, f2 ∈ F and c > 0, where Q denotes the set of rational numbers. Finally,
when 1S ∈ F , ρ(F ) ⊃ ρ(f/1S : f ∈ F ) = σ(F ). As it is always true that ρ(F ) ⊂ σ(F ),
it follows ρ(F ) = σ(F ).
Proof of Lemma 3.2. Suppose first that F is separable, i.e., there exists a countable
collection of functions fn ∈ F , n ∈ N, such that F = ∨-span{f1, f2, . . . }. Then, we have
that
g =
∞∨
n=1
(
fn/(2
n ‖fn‖Lα+(S,µ))
)
belongs to Lα+(S, µ) ,
because
‖g‖αLα+(µ) =
∫ ∞∨
n=1
fαn
2nα ‖fn‖αLα+(S,µ)
dµ ≤
∞∑
n=1
∫
fαn
2nα ‖fn‖αLα+(S,µ)
dµ =
∑
n
1
2nα
<∞ .
Since F is a max–linear space, we have g ∈ F and clearly g has full support in F since
for any f ∈ F , supp(f) ⊂ ⋃∞n=1 supp(fn) = supp(g) mod µ.
Next consider the case when µ is σ-finite. Let µ be a finite measure equivalent to
µ (i.e., µ ≪ µ and µ ≪ µ). Now let F ⊂ F be any arbitrary countable collection
of functions in F , set s(F ) := µ
(⋃
f∈F supp(f)
)
and define s := supF∈F s(F ). Thus,
consider a sequence Fn ⊂ F , n ∈ N of countable collections of functions, such that
s(Fn) ↑ s as n → ∞. Let C =
⋃
n∈N Fn and observe that C is countable. Then by
the first part of the proof, there exists g ∈ ∨-span(C) with full support in ∨-span(C),
since µ
(⋃
f∈C supp(f) \ supp(g)
)
= 0 implies µ
(⋃
f∈C supp(f) \ supp(g)
)
= 0. The
function g has also full support in F . Indeed, if there exists a function f0 ∈ F such that
µ (supp(f0) \ supp(g)) = ǫ > 0, then f0 /∈ C and limn→∞ s(Fn∪{f0}) ≥ s+ ǫ > s, which
is a contradiction. This completes the proof of the lemma.
Proof of Lemma 3.3. Let g0 = Uf0 and let g1 = Uf1 for an arbitrary f1 ∈ F . We clearly
have that f2 := f0∨ f1 and g2 := g0 ∨ g1 = Uf2 have full supports in ∨-span{f1, f2} and
∨-span{g1, g2}, respectively. To prove the result, it is enough to show that µ2(supp(g1)\
supp(g0)) = 0, or equivalently, µ2(supp(g2) \ supp(g0)) = 0.
Consider the finite measures
ν1 = f
α
2 dµ1 and ν2 = g
α
2 dµ2 , (A.7)
restricted to the spaces (supp(f2), BS1 |supp(f2)) and (supp(g2), BS2 |supp(g2)). Now, define
V
(
a1supp(f2) ∨ b(f0/f2)
)
:= a1supp(g2) ∨ b(g0/g2) ∀a, b ≥ 0 .
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Observe that ∫
supp(f2)
(
a1 ∨ λbf0 1
f2
)α
dν1 =
∫
S1
(
af2 ∨ λbf0
)α
dµ1
=
∫
S2
(
ag2 ∨ λbg0
)α
dµ2 =
∫
supp(g2)
(
a1 ∨ λbg0 1
g2
)α
dν2 .
This shows that V : ∨-span{1supp(f2), f0/f2} → Lα+(supp(g2), ν2) is a max–linear isom-
etry mapping 1supp(f2) to 1supp(g2). Thus, by Lemma A.2, we obtain
ν1 ({f0/f2 = 0}) = ν2 ({V (f0/f2) = 0}) = ν2 ({g0/g2 = 0}) = 0 ,
Since ν1({f0/f2 = 0}) = ν1(supp(f2) \ supp(f0)) = 0, we also have that ν2(g0/g2 =
0) = ν2(supp(g2) \ supp(g0)) = 0. This, in view of (A.7), implies that µ2(supp(g2) \
supp(g0)) = 0 and hence µ2(supp(g1) \ supp(g0)) = 0, since supp(g1) ⊂ supp(g2). We
have thus shown that for an arbitrary f1 ∈ F , µ2(supp(Uf1) \ supp(g0)) = 0, which
shows that Uf0 = g0 has full support in U(F) (see Definition 3.4).
Proof of Theorem 3.2. Let f0 ∈ F be a function with full support in F , i.e., supp(f0) =
S1 (Lemma 3.2). Define F0 := {f · (1/f0) , f ∈ F}. Since f0/f0 = 1S1 ∈ F0, it follows
that
σ(F0) = ρ(F0) = ρ(F), (A.8)
where the second equality follows from the fact that f1/f2 = (f1/f0)/(f2/f0) mod µ1,
for all f1, f2 ∈ F , since f0 has full support in F . Therefore, any element rf ∈ Re,+(F),
r ∈ R+(F) and f ∈ F , can be represented as follows:
rf = (rf · (1/f0)) f0 = r0f0,
where r0 = rf · (1/f0) = r · (f/f0) is a ρ(F)-measurable and hence σ(F0)-measurable
function. Hence, we have that
Re,+(F) =
{
r0f0 ∈ Lα+(S1, µ1) , r0 ≥ 0, r0 ∈ σ(F0)
}
.
Next, introduce the measures dµ1,f0 = f
α
0 dµ1 and dµ2,f0 = (Uf0)
αdµ2, and ob-
serve that both of them are finite. We thus have that F0 is a max–linear sub–space
of Lα+(S1, µ1,f0) and similarly G0 := {Uf · (1/Uf0) , f ∈ F} is a max–linear sub–space
⊂ Lα+(S2, µ2,f0). It is easy to check that
U0 : F0 → G0, defined by U0(f) := U(f · f0) · (1/Uf0), f ∈ F0
is a max–linear isometry from F0 ⊂ Lα+(S1, µ1,f0) to G0 ⊂ Lα+(S2, µ2,f0). Note, however,
that these two Lα+−spaces involve finite measures and U01S1 = 1supp(Uf0). Thus, by
Theorem 3.1, we obtain that U0 has a unique extension to a max–linear isometry
T : Lα+(S1, σ(F0), µ1,f0)→ Lα+(supp(Uf0), σ(G0)|supp(Uf0) , µ2,f0) ,
which is induced by a measure preserving regular set isomorphism T from σ(F0) onto
σ(G0).
We can now construct the desired extension U of the max–linear isometry U . Con-
sider the mappings
M : Re,+(F)→ Lα+(S1, σ(F0), µ1,f0)
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defined by Mf := f · (1/f0) ,∀f ∈ Re,+(F) and
N : Lα+(supp(Uf0), σ(G0)|supp(Uf0) , µ2,f0)→ L
α
+(S2, µ2)
defined by Ng := g · (Uf0),∀g ∈ Lα+(supp(Uf0), σ(G0)|supp(Uf0) , µ2,f0). Note that both
mappings M and N are one-to-one and that M is trivially onto. We will now show that
N is also onto. Indeed, as in (A.8), we have that
σ(G0) = ρ(G0) = ρ(U(F)). (A.9)
Consider an arbitrary g ∈ Re,+(U(F)), and note that g = rU(f), with some r ∈
ρ(U(F)) and f ∈ F . We have that g = r˜U(f0) with r˜ = rU(f)/U(f0), since Uf0
has full support in U(F) (Lemma 3.3). By (A.9), we have that r˜ is ρ(U(F)) and
hence σ(G0)−measurable, and since g = rU(f) ∈ Lα+(S2, µ2), it follows that r˜ ∈
Lα+(S2, σ(G0), µ2,f0). This shows that N(r˜) = rU(f) = g, and since g ∈ Re,+(U(F)) was
arbitrary, it follows that N is onto Re,+(U(F)).
At last, we define
U := NTM : Re,+(F)→ Lα+(S2, µ2).
We will complete the proof by verifying that U satisfies (3.1) and (3.2) as well as the
fact that U is onto and unique. To prove (3.1), observe that
U(rf) = NTM(rf · (1/f0) · f0) = NT (rf · (1/f0)) = (Uf0)T (r)T (f · (1/f0)),
where the last equality follows from the fact that T (f1f2) = T (f1)T (f2), for any two
measurable functions f1 and f2 (Lemma A.1). Since T (f · (1/f0)) = U0(f · (1/f0)) =
U(f)/U(f0), we obtain that
U(rf) = (Uf0)T (r)U(f)/U(f0) = T (r)U(f),
which yields (3.1).
To prove (3.2), note that for all A ∈ ρ(U(F)), we have(
µ1,f ◦ T−1
)
A =
∫
S1
(1T−1Af)
α dµ1
=
∫
S2
T (1T−1A)
αT (f)αdµ2 =
∫
S2
1AU(f)
αdµ2,
which is equivalent to Relation (3.2).
Now, the extension U = NTM is onto Re,+(U(F)) because so are the mappings
M,N and T . Finally, to prove the uniqueness of U , suppose that there exists another
max–linear isometry, V : Re,+(F)→ Lα+(S2, µ2), extending U . By the definitions of M
and N , we have that N−1VM−1 is a max–linear isometry from Lα+(S1, σ(F0), µ1,f0) to
Lα+(supp(Uf0), σ(G0)|supp(Uf0) , µ2,f0). We also have that
N−1VM−1(f/f0) = N
−1V f = N−1(Uf) = Uf/(Uf0) , for all f ∈ F ,
which shows that N−1VM−1 coincides with U0 on F0. Since U0 has a unique ex-
tension T : Lα+(S1, σ(F0), µ1,f0) → Lα+(supp(Uf0), σ(G0)|supp(Uf0) , µ2,f0), we obtain that
N−1VM−1 = T , which implies V = NTM ≡ U . This completes the proof of the
theorem.
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Proof of Lemma 3.4. Fix f0 ∈ F with full support. Since f0 is σ(F )-measurable, so is
1/f0. Now for any f ∈ Lα+(S, µ), f is σ(F )-measurable. Observe that ρ(F ) ⊂ σ(F ) ⊂ BS ,
whence, by ρ(F ) ∼ BS mod µ, ρ(F ) ∼ σ(F ) ∼ BS mod µ. Hence, f · (1/f0) is BS-
measurable. Thus f = (f · (1/f0))f0 ∈ Lα+(S, µ).
A.2 Proofs for Sections 5 and 6
Proof of Proposition 5.2. To prove part (i), observe that since µ is σ–finite, it is enough
to focus on the case when µ is a probability measure: µ(S) = 1. Thus, {ft(s)}t∈T may
be viewed as a stochastic process, defined on the probability space (S,BS , µ).
Note that Lα+(S, µ) equipped with the metric ρµ,α(f, g) =
∫
S |fα − gα|dµ, is a com-
plete separable metric space. Furthermore, ρµ,α metrizes the convergence in probability
in the space (S, µ). Therefore, Theorem 3 of Cohn [4] (see also Proposition 9.4.4 in [32])
implies that the stochastic process f = {ft(s)}t∈T has a measurable modification if and
only if the map hf : t 7→ [ft] is Borel–measurable and has separable range hf (T ). Here
[f ] denotes the class of all Lα+(µ)–functions, equal to f , µ-a.e..
Similarly, X = {Xt}t∈T has a measurable modification if and only if hX : t 7→ [Xt] is
Borel–measurable and has separable range hX(T ), where [Xt] ∈ L0(Ω,F ,P) is equipped
with a metric, which metrizes the convergence in probability. Here L0(Ω,F ,P) denotes
the collection of equivalence classes of random variables, with respect to the relation of
almost sure equality. We focus on the set M = {[ξ] : ξ = ∫e S gdMα, g ∈ Lα+(S, µ)},
which is a closed subset of L0(Ω,F ,P) with respect to the convergence in probability.
Theorem 2.1 of [35], shows that since (Lα+(S, µ), ρ) is complete and separable, so is M
with respect to the metric:
ρM(ξ, η) := 2‖ξ ∨ η‖αα − ‖ξ‖αα − ‖η‖αα.
Furthermore, ρM metrizes the convergence in probability and we have
ρM(ξ, η) =
∫
S
|fα − gα|dµ ≡ ρ(f, g), (A.10)
for all ξ =
∫e
S fdMα and η =
∫e
S gdMα, with f, g ∈ Lα+(S, µ).
Now, the separability of Lα+(S, µ) and M implies the separability of the ranges
hf (T ) ⊂ Lα+(S, µ) and hX(T ) ⊂ M, respectively. On the other hand, the equivalence
(A.10) of the two metrics ρM and ρ implies that hf : T → Lα+(S, µ) is Borel–measurable
if and only if hX : T → M is Borel–measurable. This, in view of Theorem 3 of Cohn
[4], yields (i).
In view of Proposition 2.1, to establish (ii), we should show that any measurable
α–Fre´chet process X satisfies Condition S. As argued above, the map hX : t 7→ [Xt] has
a separable range in the metric space L0(Ω,F ,P). Hence, there exists a countable set
T0 ⊂ T , such that for all t ∈ T , for some tn ∈ T0, we have Xtn P→ Xt, as n →∞. This
shows that the process X is separable in probability (satisfies Condition S, see Definition
2.2) and the proof is complete.
Proof of Theorem 5.2. Part (ii) follows immediately from (5.6). To prove (i), consider
another measurable representation {f (2)t }t∈T ⊂ Lα+(S2, µ2) of the same process {Xt}t∈T .
We show that {f (2)t }t∈T also admits a co–spectral decomposition and, letting the corre-
sponding decomposition of the process be
{Xt}t∈T d=
{
X̂
(1)
t ∨ · · · ∨ X̂(n)t
}
t∈T
, (A.11)
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we have
{X(j)t }t∈T d= {X̂(j)t }t∈T , 1 ≤ j ≤ n . (A.12)
Let {f (1)t }t∈T ⊂ Lα+(S1, µ1) denote the representation in assumption, which admits a co–
spectral decomposition w.r.t. {Pj}1≤j≤n. Without specification, the following arguments
hold for both i = 1, 2.
First, by Proposition 5.2, the process X has the representation in (2.4), and hence
it has a minimal representation with standardized support {ft(s)}t∈T ⊂ Lα+(SI,N , λI,N )
by Theorem 4.1. This representation can be also chosen to be jointly measurable. By
(4.6) in Theorem 4.2, we have
f
(i)
t (s) = hi(s)ft(Φi(s)) =: f˜
(i)
t (s) , µi-a.e. ,∀t ∈ T , (A.13)
where hi : Si → R+ \ {0} and Φi from Si onto SI,N are both measurable. Since
(t, s) 7→ ft(s) is measurable, it follows that f˜ (i)t (s) is jointly measurable modification of
f
(i)
t (s). Consider the sets
N (i) :=
{
(t, s) : f
(i)
t (s) 6= f˜ (i)t (s)
}
.
By (A.13), we have that µi(N
(i)
t ) = 0 ,∀t ∈ T , where N (i)t =
{
s : (t, s) ∈ N (i)}. Thus,
by Fubini’s Theorem, there exists S˜i ⊂ Si such that µi(Si \ S˜i) = 0 and for all s ∈ S˜i,
f˜
(i)
· (s) = f
(i)
· (s) , λ-a.e..
The argument above implies that
f
(i)
t (s) = hi(s)ft ◦Φi(s),∀(t, s) ∈ T × S˜i. (A.14)
Now, suppose S1 has a co–spectral decomposition S1 =
⋃n
j=1 S
(j)
1 mod µ1. We
show that this induces a co–spectral decomposition of SI,N . Without loss of generality,
assume that S
(j)
1 ⊂ S˜1, 1 ≤ j ≤ n. Set
SI,N
(j) := Φ1(S
(j)
1 ), 1 ≤ j ≤ n and SI,N (0) := SI,N \
n⋃
j=1
SI,N
(j) . (A.15)
By (A.14), SI,N
(j) ⊂ {s : f·(s) ∈ Pj}, 1 ≤ j ≤ n. Note that the assumption S(j)1 ∩S(k)1 ⊂
{s ∈ S1 : f (1)· (s) ≡ 0} implies that SI,N (j) ∩ SI,N (k) ⊂ {s ∈ SI,N : f·(s) ≡ 0}, for all
1 ≤ j < k ≤ n. Moreover, Φ−11 (SI,N (0)) ⊂ S1 \
⋃n
j=1 S
(j)
1 , whence λI,N (SI,N
(0)) = 0.
We have thus shown that {SI,N (j)}1≤j≤n is a co–spectral decomposition of {ft}t∈T ⊂
Lα+(SI,N , λI,N ), w.r.t. {Pj}1≤j≤n.
Next, we show that for any spectral representation {f (2)t }t∈T ⊂ Lα+(S2, µ2), there
exists a co–spectral decomposition of S2 w.r.t. {Pj}1≤j≤n. Indeed, the decomposition
is induced by setting S
(j)
2 := Φ
−1
2 (SI,N
(j)) ∩ S˜2, 1 ≤ j ≤ n. One can easily verify that
{S(j)2 }1≤j≤n is a co–spectral decomposition w.r.t. {Pj}1≤j≤n.
Finally, by the construction of {S(j)i }1≤j≤n, i = 1, 2 above, we have
λI,N
(
Φi(S
(j)
i )△SI,N (j)
)
= 0 , ∀1 ≤ j ≤ n . (A.16)
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Note that (A.14) induces a max–linear isometry from Lα+(SI,N , λI,N ) to L
α
+(Si, µi). Com-
bining with (A.16) and Remark 4.3, we have{∫e
S
(j)
i
f
(i)
t dM
(i)
α
}
t∈T
d
=
{∫e
SI,N
(j)
ftdMα
}
t∈T
, 1 ≤ j ≤ n .
This implies (A.12).
Proof of Theorem 6.1. This result can be established by following closely the proof of
Theorem 3.1 in [27] and replacing the linear combination gn =
∑n
i=1 cnifni therein by the
max–linear combination gn =
∨n
i=1 cnifni ∈ ∨-span{ft : t ∈ T}. For the completeness,
we provide the details next.
Suppose {ft}t∈T is minimal. Then, for any τ ∈ T , by stationarity {ft+τ}t∈T is also a
minimal representation of the same α–Fre´chet process. By applying Corollary 4.1, there
exist a one-to-one and onto measurable function Φτ : SI,N → SI,N and a measurable
function hτ : SI,N → R+ \ {0} such that for each t ∈ T ,
ft+τ (s) = hτ (s) (ft ◦ Φτ ) (s) , λI,N -a.e. (A.17)
and
d(λI,N ◦ Φτ )
dλI,N
(s) = hτ (s)
α, λI,N -a.e. . (A.18)
Since, for every t, τ1, τ2 ∈ T , we have two ways expressing ft+τ1+τ2 :
ft+τ1+τ2 = f(t+τ1)+τ2 = (hτ2)(ft+τ1 ◦Φτ2) = (hτ2)(hτ1 ◦Φτ2)(ft ◦ Φτ1 ◦Φτ2) , λI,N -a.e.
and
ft+τ1+τ2 = (hτ1+τ2)(ft ◦Φτ1+τ2) , λI,N -a.e. ,
it follows, by the uniqueness of Φτ and hτ , that for every τ1, τ2 ∈ T ,
hτ1+τ2 = (hτ2)(hτ1 ◦Φτ2) , λI,N -a.e. , (A.19)
and
Φτ1+τ2 = Φτ1 ◦ Φτ2 , λI,N -a.e. . (A.20)
To complete the proof, we will establish a modification φ of Φ such that φ is measurable
on T × SI,N and
Φt(s) = φ(t, s) , λI,N -a.e. ,∀t ∈ T .
If T = Z, then one can modify {Φt}t∈T to have (A.20) hold everywhere for all τ1, τ2,
making {Φt}t∈T a flow. When T = R, by Theorem 1 in [20], in order for {Φt}t∈T to
have a measurable version {φt}t∈T , it is enough to check that the map
t 7→ ν˜ ([Φ−1t (B)])
is measurable for every finite measure ν˜ on BλI,N (the measure algebra induced by
(BSI,N , λI,N )). It is clear that ν˜ defines a finite measure ν on BSI,N such that ν(B) =
ν˜([B]) and we have ν ≪ λI,N . Put k = dν/dλI,N . It is equivalent to show that
t 7→
∫
SI,N
1B (Φt(s)) k(s)λI,N (ds) (A.21)
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is measurable for each B ∈ BSI,N . Indeed, it is enough to show that (t, s) 7→ 1B(Φt(s))
is a measurable function of (t, s) for each B ∈ BSI,N . Choose a function g = fI,N defined
in (4.5) and gn =
∨n
i=1 cniftni ∈ ∨-span{ft, t ∈ T}, such that gn → g , λI,N -a.e.. In view
of (6.1), for each τ ∈ T ,
hτ (s)gn ◦ Φτ (s) =
n∨
i=1
cniftni+τ (s) , λI,N -a.e. s ∈ SI,N .
Observe that the r.h.s. is a measurable function of (τ, s) for each n ∈ N and the l.h.s.
converges λI,N -a.e. as n → ∞, for all t ∈ T . It follows that there exists a measurable
function (τ, s) 7→ gτ (s) such that, for each τ ∈ T ,
hτ (s)g ◦Φτ (s) = gτ (s) , λI,N -a.e. . (A.22)
Now, observe that since {ft}t∈T is minimal, for every B ∈ BSI,N there exist t1, t2, . . . ∈ T
and A ∈ RN such that B = {s : (ft1(s)/g(s), ft2(s)/g(s), . . . ) ∈ A} mod λI,N . Note
that (A.17) and (A.22) imply
ft ◦ Φτ (s)
g ◦ Φτ (s) =
ft+τ (s)
gτ (s)
, λI,N -a.e. .
It follows that
1B(Φτ (s)) = 1A (ft1+τ (s)/gτ (s), ft2+τ (s)/gτ (s), . . . ) , λI,N -a.e. s ∈ SI,N .
We have thus shown that the map in (A.21) is measurable.
Proof of Proposition 6.1. (i) The fact that {f (2)t }t∈T is another spectral representation
of {Xt}t∈T can be verified by checking∥∥∥∨ cjf (2)tj ∥∥∥Lα+(S2,µ2) =
∥∥∥∨ cjf (1)tj ∥∥∥Lα+(S1,µ1) .
(ii) By Corollary 4.1, there exists measurable and invertible point mapping Φ : S2 → S1
such that we have two different ways relating f
(2)
t+τ and f
(1)
t :
f
(2)
t+τ =
(d(µ2 ◦ φ(2)τ )
dµ2
)α
f
(2)
t ◦ φ(2)τ =
(d(µ1 ◦ Φ ◦ φ(2)τ )
dµ2
)α
f
(1)
t ◦ Φ ◦ φ(2)τ , µ2-a.e. ,
and
f
(2)
t+τ =
(d(µ1 ◦ Φ)
dµ2
)α
f
(2)
t+τ ◦ φ(2)τ =
(d(µ1 ◦ φ(1)τ ◦ Φ)
dµ2
)α
f
(1)
t ◦ φ(1)τ ◦Φ , µ2-a.e..
By the uniqueness of determining flow, we have φ
(1)
τ ◦Φ = Φ ◦ φ(2)τ , µ2-a.e..
References
[1] J. Aaronson. An Introduction to Infinite Ergodic Theory. American Mathematical
Society, 1997.
38
[2] A. A. Balkema and S. I. Resnick. Max-infinite divisibility. Journal of Applied
Probability, 14(2):309–319, 1977.
[3] B. M. Brown and S. I. Resnick. Extreme values of independent stochastic processes.
Journal of Applied Probability, 14(4):732–739, 1977.
[4] D. L. Cohn. Measurable choice of limit points and the existence of separable and
measurable processes. Zeitschrift fu¨r Wahrscheinlichkeitstheorie und verwandte Ge-
biete, 22:161–165, 1972.
[5] R. A. Davis and S. I. Resnick. Prediction of stationary max-stable processes. Ann.
Appl. Probab., 3(2):497–525, 1993.
[6] L. de Haan. A characterization of multidimensional extreme–value distributuions.
Sankhya (Statistics). The Indian Journal of Statistics. Series A, 40(1):85–88, 1978.
[7] L. de Haan. A spectral representation for max-stable processes. Ann. Probab.,
12(4):1194–1204, 1984.
[8] L. de Haan and J. Pickands III. Stationary min-stable stochastic processes. Probab.
Theory Relat. Fields, 72:477–492, 1986.
[9] J. L. Doob. Stochastic Processes. Wiley, New York, 1953.
[10] E. Gine´, M. G. Hahn, and P. Vatan. Max-infinitely divisible and max-stable sample
continuous processes. Probability Theory and Related Fields, 87(2):139–165, 1990.
[11] P. R. Halmos. Measure Theory. Van Nostrand, Princeton, NJ, 1950.
[12] C. D. Hardin, Jr. Isometries on subspaces of lp. Indiana University Mathematics
Journal, 30:449–465, 1981.
[13] C. D. Hardin, Jr. On the spectral representation of symmetric stable processes.
Journal of Multivariate Analysis, 12:385–401, 1982.
[14] T. Hida and M. Hitsuda. Gaussian processes, volume 120 of Translations of Mathe-
matical Monographs. American Mathematical Society, Providence, RI, 1993. Trans-
lated from the 1976 Japanese original by the authors.
[15] Z. Kabluchko. Spectral representations of sum– and max–stable processes. submit-
ted, 2008.
[16] Z. Kabluchko, M. Schlather, and L. de Haan. Stationary max–stable fields associ-
ated to negative definite functions. submitted, 2008.
[17] U. Krengel. Darstellungssa¨tze fu¨r Stro¨mungen und Halbstro¨mungen. II. Math.
Ann., 182:1–39, 1969.
[18] U. Krengel. Ergodic Theorems. de Gruyter, Berlin, 1985.
[19] J. Lamperti. On the isometries of certain function-spaces. Pacific Journal of Math-
ematics, 8, 1958.
[20] G. W. Mackey. Point realizations of transformation groups. Illinois Journal of
Mathematics, 6:327–335, 1962.
39
[21] H. Oodaira. On Strassen’s version of the law of the iterated logarithm for Gaussian
processes. Z. Wahrscheinlichkeitstheorie und Verw. Gebiete, 21:289–299, 1972.
[22] V. Pipiras and M. S. Taqqu. The structure of self–similar stable mixed moving
averages. Ann. Probab., 30, 2002.
[23] V. Pipiras and M. S. Taqqu. Stable stationary processes related to cyclic flows.
Ann. Probab., 32(3A):2222–2260, 2004.
[24] S. I. Resnick. Extreme Values, Regular Variation and Point Processes. Springer-
Verlag, New York, 1987.
[25] S. I. Resnick and R. Roy. Random usc functions, max-stable processes and contin-
uous choice. Ann. Appl. Probab., 1(2):267–292, 1991.
[26] J. Rosin´ski. On the uniqueness of spectral representation of stable processes. Jour-
nal of Theoretical Probability, 7:615–634, 1994.
[27] J. Rosin´ski. On the structure of stationary stable processes. Ann. Probab.,
23(3):1163–1187, 1995.
[28] J. Rosin´ski. Decompostion of stationary α–stable random fields. Ann. Probab.,
28:1797–1813, 2000.
[29] J. Rosin´ski. Minimal integral representations of stable processes. Probability and
Mathematical Statistics, 26:121–142, 2006.
[30] J. Rosin´ski and G. Samorodnitsky. Classes of mixing stable processes. Bernoulli,
2(4):365–377, 1996.
[31] G. Samorodnitsky. Null flows, positive flows and the structure of stationary sym-
metric stable processes. Ann. Probab., 33:1782–1803, 2005.
[32] G. Samorodnitsky and M. S. Taqqu. Stable Non-Gaussian Random Processes.
Chapman & Hall, 1994.
[33] R. Sikorski. Boolean Algebras. Academic Press, New York, 1964.
[34] S. A. Stoev. On the ergodicity and mixing of max-stable processes. Stochastic
Process. Appl., 118(9):1679–1705, 2008.
[35] S. A. Stoev and M. S. Taqqu. Extremal stochastic integrals: a parallel between
max-stable and alpha-stable processes. Extremes, 8(3):237–266, 2006.
40
