I. INTRODUCTION
S TATE-SPACE two-dimensional (2-D) discrete systems have been studied quite extensively during the past decade, and several useful methods for their analysis and design have been established [1] . These include methods for stability analysis [2] - [6] , analysis of finite-wordlength effects [7] , [8] , design [9] , [10] , model reduction [11] - [13] , and relevant computation issues [14] , [15] . Since many of the available analysis and design methods are applicable only to the 2-D transfer-function matrix, it is often necessary to derive the transfer-function matrix from a state-space description of the system.
One of the commonly used state-space models for 2-D discrete systems is the Roesser model [16] . Several algorithms for the derivation of the 2-D transfer-function matrix from the Roesser state-space model have been proposed [17] - [22] . Those in [17] - [19] are basically extensions of the well-known Fadeeva algorithm [23] to the 2-D case while the algorithms in [20] - [22] are based on the discrete Fourier transform (DFT). Another popular state-space representation for 2-D discrete systems is the Fornasini-Marchesini model [24] . To date, no efficient algorithms for the derivation of the 2-D transferManuscript received October 11, 1994 ; revised May 10, 1996 (2) 1057-7122/97$10.00 © 1997 IEEE in (2) can be written as (3) where is an integer, and are polynomials in of order not greater than , and It follows that (4) where denotes the characteristic polynomial of in variable . Further, from (2) and the formula of matrix inversion [25] , transfer function can be expressed as (5) where Note that is a common term in , , , and ; hence, the above equations can be expressed as (6) By using a well-known formula for the transfer function of a 1-D SISO state-space model (see [25, Appendix A.13] ), (5) can be rewritten as (7) where and are the characteristic polynomials of and , respectively. Note that the denominator in (7) is a monic polynomial in but the denominator in (3) is a polynomial in with as the coefficient of . This observation in conjunction with (4) leads to (8a) (8b)
A. Algorithm for a SISO Roesser Model
The algorithm for a SISO Roesser model is derived using (8a) and (8b), and an efficient method for the determination of a 1-D polynomial as described below.
1) Determination of the Coefficients of a 1-D Polynomial:
Let be a polynomial of order with coefficients . Also let be points that are uniformly distributed on the unit circle of the complex plane, i.e.,
If the values are known, then the coefficients can be determined as (10) where , , and is the Vandermonde matrix whose second to last column is that is
Since are distinct, is always nonsingular. More important, it follows from (9) that (11) where denotes the complex-conjugate transpose of . Therefore, is a unitary matrix and (10) can be written as (12) Equation (12) provides an efficient formula for the determination of 1-D polynomial .
2) Determination of the Coefficients of
and : Throughout this subsection it is assumed that matrix has no eigenvalues on the unit circle, which is the case where the system is stable [4] . The case where has eigenvalues on the unit circle will be considered in Section II-B.
Given a point on the unit circle, it follows from (6) that , , , and can be evaluated and used in (8a) and (8b) to obtain the values of and for at the given point . If this procedure is applied to each of the points defined by (9) , then the values of every and on the set can be obtained. From these observations in conjunction with the analysis in Section II-A-1, we conclude that all polynomials and can be obtained using the following algorithm:
Step 1: Use (6) to evaluate , , , and over the set of points defined in (9).
Step 2: Compute the determinant of and the characteristic equations of , and for .
Step 3: Use (8a) and (8b) to obtain and for , .
Step 4: For each , form vectors and , and determine polynomials and by using (12)
B. The Unstable Case
If has eigenvalues with unity modulus, the system is unstable. In such a case, the points defined by (9) need to be modified to (13) where denotes the radius of a circle in the plane where has no eigenvalues. With , (10) (14) Note that (12) is a special case of (14) with , as may be expected.
C. Dual Algorithm
A dual algorithm to Algorithm 1 can be obtained when the roles of variables and are interchanged. By representing in (2) as where and are polynomials in of order not greater than , it can be readily shown that
where , and can be obtained through the following matrix equation (16) Further, (12) needs to be modified as (17) where with (18) The above analysis leads to the following algorithm:
Step 1: Use (16) to evaluate , , , and over the set of points defined by (18).
Step 2: Compute the characteristic equations of , , and for .
Step 3: Use (15a) and (15b) to obtain and for , .
Step 4: For each , form vectors and , and determine polynomials and by using (17) . Obviously, Algorithm 2 can be used to evaluate only if matrix has no eigenvalues on the unit circle. Modifications similar to those in (13), (14) should be made to deal with the case where has eigenvalues on the unit circle.
D. The MIMO Case
Now consider the Roesser state-space model of a multi-input multi-output (MIMO) 2-D discrete system
where and are input and output vectors. The transfer-function matrix of the system is given by (20) Viewing the entry of as a scalar 2-D rational function of order given by where and are the th row of and the th column of , respectively, and is the entry of , can be considered to be given by (2) , which is the transfer function of the SISO Roesser state-space model given by (1a) and (1b) 
A. Algorithm for a SISO Fornasini-Marchesini Model
The algorithm for the Fornasini-Marchesini model is based on (28a), (28b), and the assumption that matrices and have no eigenvalues on the unit circle. The method for the determination of a 1-D polynomial described in Section II-A-1 can be used here with some modifications. Specifically, (12) The required algorithm can be constructed as follows:
Step 1: Use (27a) and (27b) to evaluate and over the set of points defined in (30).
Step 2: Compute the determinants of and , and the characteristic equations of and for .
Step 3: Use (28a) and (28b) to obtain and for , .
Step 4: For each , form vectors and , and determine polynomials and by using (29). If or has eigenvalues on the unit circle, then modifications similar to those in (13), (14) should be made.
B. Dual Algorithm
A dual algorithm to Algorithm 3 can be obtained when the roles of variables and are exchanged. By representing in (24) The algorithm is as follows:
Step 1: Use (32a) and (32b) to evaluate and over the set of points defined by (34).
Step 2: Compute the characteristic equations of , ,
, and for .
Step 3: Use (31a) and (31b) to obtain and for , .
Step 4: For each , form vectors and , and determine polynomials and by using (33). Obviously, Algorithm 4 can be used to evaluate only if matrices and have no eigenvalues on the unit circle. If matrix or has eigenvalues on the unit circle, then modifications similar to (13) , (14) should be made.
C. The MIMO Case
Consider now the Fornasini-Marchesini state-space model of a MIMO 2-D discrete system
where , and . The transferfunction matrix of the system can be expressed in terms of , , ,
whose entry is a scalar rational function of order given by (37) where , , and are the th row of and the th column of and , respectively. Therefore, the transferfunction matrix given by (36) can be evaluated entry by entry and each entry can be treated as a SISO transferfunction. Hence, (28a) associated with in (37) becomes (38) where (39) In (38), and are the characteristic polynomials of and , respectively. Therefore, Algorithm 3 can be extended to deal with the MIMO case by substituting (38) and (39) into (28a) and (27b), respectively.
Similarly, (31a) becomes (40) where (41) and are the characteristic polynomials of , and , respectively. Therefore, Algorithm 4 can be extended to deal with the MIMO case by substituting (40) and (41) into (31a) and (32b), respectively.
IV. EXAMPLES
In Section IV-A, Algorithms 1 and 2 are applied to four 2-D discrete systems represented by the Roesser state-space model and the required amounts of computation are compared with those required by the existing algorithms [19] , [22] . In Section IV-B, Algorithms 3 and 4 are applied to two systems represented by the Fornasini-Marchesini state-space model.
A. Examples for the Roesser Model
Example 1 is a 2-D discrete system of order (2, 6) , which was used in [6] for stability analysis of 2-D systems. The system is represented by the Roesser state-space model with the matrices: Algorithms 1 and 2 proposed and the algorithms in [19] and [22] led to the transfer function where The amounts of computation required by the various algorithms are listed in Table I. Example 2 is a two-input two-output system represented by the Roesser model of order (2, 2), which was used to illustrate the algorithm in [19] . The model is given by (19a) and (19b) with
The transfer-function matrix obtained by using Algorithms 1 and 2, and the Algorithms in [19] and [22] is where the denominator is given by the matrix: and the numerators are specified by , , , and as follows: e14
The amounts of computation required by the various algorithms are listed in Table I. Example 3 is a 2-D SISO discrete system of order (16, 8) represented by the Roesser state-space model given in (1a) and (1b). Each element of , , , and is a random number chosen from a normal distribution with zero mean and unit variance. The amounts of computation required by the algorithms are listed in Table I .
Example 4 is a four-input two-output 2-D discrete system of order (8, 16) represented by the Roesser state-space model in (19a) and (19b) . Each element of , , , and is a random number chosen from a normal distribution with zero mean and unit variance. The amounts of computation are listed in Table I .
From these examples, it is evident that both Algorithms 1 and 2 lead to a significant reduction in the amount of computation relative to the Fadeeva and DFT Algorithms [19] , [22] . The DFT algorithm, which exploits the efficiency of the fast Fourier transform (FFT), is efficient for high-order systems; nevertheless, our algorithms are more efficient. Algorithms 1 and 2 require different amounts of computation if
. Extensive results with and have shown that Algorithm 1 requires less computation than Algorithm 2 when (see Examples 1 and 4), and Algorithm 2 requires less computation when (see Example 3).
B. Examples for the Fornasini-Marchesini Model
Example 5 is a 2-D discrete system of order (1, 1), which was used in [26] to synthesize optimal Fornasini-Marchesini state-space model structures utilizing a 2-D similarity transformation matrix that is not block-diagonal. The system is represented by the Fornasini-Marchesini state-space model of (23a) and (23b) with It can be readily verified that the above system can be represented by the Roesser state-space model with The amounts of computation required by Examples 5 and 6 are listed in Table II. As can be seen, Algorithms 1 and 2, i.e., the algorithms based on the Roesser model, are significantly more efficient than Algorithms 3 and 4, the algorithms based on the Fornasini-Marchesini model.
V. CONCLUSIONS
Two algorithms based on a 1-D polynomial determination technique for the derivation of the transfer-function matrix of a 2-D discrete system from the Roesser state-space model have been proposed. The computational efficiency of the algorithms has been examined and found to be superior relative to that of the algorithms described in [19] , [22] . Then, two algorithms based on the Fornasini-Marchesini state-space model have been derived. A comparison of the algorithms based on the Roesser model (Algorithms 1 and 2) with the algorithms based on the Fornasini-Marchesini state-space model (Algorithms 3 and 4) has shown the former to be more efficient by a factor of about 10.
