Hand-crafted features extracted from dynamic contrast-enhanced magnetic resonance images (DCE-MRIs) have shown strong predictive abilities in characterization of breast lesions. However, heterogeneity across medical image datasets hinders the generalizability of these features. One of the sources of the heterogeneity is the variation of MR scanner magnet strength, which has a strong influence on image quality, leading to variations in the extracted image features. Thus, statistical decision algorithms need to account for such data heterogeneity. Despite the variations, we hypothesize that there exist underlying relationships between the features extracted from the datasets acquired with different magnet strength MR scanners. We compared the use of a multi-task learning (MTL) method that incorporates those relationships during the classifier training to support vector machines run on a merged dataset that includes cases with various MRI strength images. As a result, higher predictive power is achieved with the MTL method.
Introduction
Computer aided diagnosis (CADx) has been widely used for characterization of breast lesions based on dynamic contrast-enhanced magnetic resonance images (DCE-MRIs). Traditional CADx systems automatically segment a lesion from the neighboring background and subsequently extract intuitive hand-crafted features that describe its size, shape, enhancement, or kinetics [1] [2] [3] [4] [5] . Once the features are extracted, they are used to build classification models to make diagnostic decisions (e.g. likelihood of malignancy, molecular characteristics). Despite the success of CADx predictive models, DCE-MRI CADx faces many challenges, one being the heterogeneity within the MR image data. One of the sources of the data instability comes from the variability of MR magnet strength. Currently, clinical breast imaging is performed with 1.5 Tesla (T) or 3 T MR scanners. The magnet strength has an effect on image quality, with lower strength scanners producing images with higher noise and lower resolution, leading to less resolved anatomical details 6 . Thus, CADx features may vary with the MRI magnet strength.
Unfortunately, currently available medical image datasets are of limited sizes. Separating the DCE-MRI data based on magnet strength is undesirable since it would further decrease the dataset sizes. The goal of this work is to search for a generalizable predictive model that will allow for incorporation of both 1.5T and 3T data. We hypothesize that despite the described differences, there exist underlying relationships between features extracted from images acquired with 1.5T and 3T scanners. Based on this assumption, we explore multi-task learning (MTL) to generalize discrimination of malignant and benign lesions over different feature domains. The approach assumes that there exists relatedness between the different-domain features, which is utilized to improve the classification performance. 
Hand-crafted CADx features
Lesion classification was performed with 38 hand-crafted features, extracted from the lesion segmentations on DCE-MRIs 1-5 .The hand-crafted features characterize lesions in terms of its size, shape, morphology, enhancement texture, kinetics, or kinetics variance. Features that describe shape, marginal characteristics, and spatial enhancement patterns can especially be influenced by the image resolution and noise.
Classification algorithms: MTL and SVM
We utilized a multi-task relationship learning approach described by Zhang and Yeung, which models relationships between the tasks to discriminate benign and malignant lesions 7 . The approach uses a prior on W (the matrix of the model weights), which is modeled with a matrix-variate normal distribution with the probability density function p(W|M, I, Ω). Here, covariance matrix Ω incorporates the relationships between the task-specific model weights. We compared classification performances of the multi-task algorithm to our previously used support vector machines (SVM) in the task of distinguishing between benign and malignant lesions. The SVM was run on the merged MRI dataset, obtained by combining 1.5T and 3T datasets. The hyperparameters of both algorithms were optimized via grid search with nested five-fold cross-validation. The evaluation of the algorithms was performed with the ROC analysis 8 . We conclude that MTL has higher performance than SVM classifier with the resulting cross-validated AUC values of AU C M T L = 0.90 (standard error (se) = 0.01) and AU C SV M = 0.88 (se = 0.01), for MTL and SVM classifiers, respectively. Figure 2 shows the ROC curves for the classification. 
Results and discussion

