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Abstract
Purpose: Deep-neural-network-based image reconstruction has demonstrated promis-
ing performance in medical imaging for under-sampled and low-dose scenarios. How-
ever, it requires large amount of memory and extensive time for the training. It is
especially challenging to train the reconstruction networks for three-dimensional com-
puted tomography (CT) because of the high resolution of CT images. The purpose of
this work is to reduce the memory and time consumption of the training of the recon-
struction networks for CT to make it practical for current hardware, while maintaining
the quality of the reconstructed images.
Methods: We unrolled the proximal gradient descent algorithm for iterative image
reconstruction to finite iterations and replaced the terms related to the penalty func-
tion with trainable convolutional neural networks (CNN). The network was trained
greedily iteration by iteration in the image-domain on patches, which requires reason-
able amount of memory and time on mainstream graphics processing unit (GPU). To
overcome the local-minimum problem caused by greedy learning, we used deep UNet
as the CNN and incorporated separable quadratic surrogate with ordered subsets for
data fidelity, so that the solution could escape from easy local minimums and achieve
better image quality.
Results: The proposed method achieved comparable image quality with state-of-
the-art neural network for CT image reconstruction on 2D sparse-view and limited-
angle problems on the low-dose CT challenge dataset. The difference in root-mean-
square-error (RMSE) and structural similarity index (SSIM) was within [−0.23, 0.47]
HU and [0, 0.001] respectively with 95% confidence level. For 3D image reconstruc-
tion with ordinary-size CT volume, the proposed method only needed 2 GB graphics
processing unit (GPU) memory and 0.45 seconds per training iteration as minimum
requirement, whereas existing methods may require 417 GB and 31 minutes. The
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proposed method achieved improved performance compared to total-variation- and
dictionary-learning-based iterative reconstruction for both 2D and 3D problems.
Conclusions: We proposed a training-time computationally efficient neural net-
work for CT image reconstruction. The proposed method achieved comparable image
quality with state-of-the-art neural network for CT reconstruction, with significantly
reduced memory and time requirement during training. The proposed method is appli-
cable to 3D image reconstruction problems such as cone-beam CT and tomosynthesis
on mainstream GPUs.
ii
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I. Introduction
In computed tomography (CT), ill-posed image reconstruction problems are encountered
in many applications. In breast tomosynthesis, the projections are only acquired in an
angular range of approximately 50◦ 1, which is far less than the requirement for conventional
analytical reconstruction algorithms (180◦ + fan angle). Limited-angular sampling is also
used in mobile C-arm CT for intraoperative imaging, where the angular coverage is less
than 180◦ 2,3. Sparse-view sampling is encountered in many emerging applications, such
as cardiac CT with high time resolution4 and CT with distributed sources5,6, where the
number of projections per rotation is far less than that in current helical CT or cone-beam
CT (CBCT). Under either limited-angle or sparse-view scenarios, images reconstructed by
conventional filtered backprojection (FBP) will be accompanied with artifacts, and more
advanced reconstruction methods are needed.
Iterative image reconstruction with penalties have been studied for solving ill-posed re-
construction problems. The penalty functions are designed to exploit certain characteristics
of medical images, such as smoothness, edge sparsity, low-rank, etc7,8,9,10,11,12. In recent
years, machine learning and deep neural networks have been applied to image reconstruc-
tion and achieved promising results. Deep neural networks incorporate complex nonlinear
penalty functions13, which better describe the characteristics of medical images compared to
handcrafted penalties. The parameters of the networks can be decided efficiently from the
training data, saving the enormous effort required for parameter tuning.
Deep neural networks were initially introduced to CT image reconstruction as denois-
ers in the image domain, where it maps the FBP results from ill-posed data to better
images14,15,16,17,18. However, the results could be sub-optimal because information may be
inevitably lost during the initial FBP. To better incorporate sinogram into the network,
unsupervised and semi-supervised learning have been investigated, where the networks are
trained in the image domain but embedded into conventional iterative reconstruction19,20,21.
Hyperparameters still need to be carefully tuned for both training and testing phase.
Supervised learning usually has better performance compared to unsupervised and semi-
supervised learning given same amount of data, because the neural networks are trained and
tested to solve the same problem. In image reconstruction, supervised learning is achieved
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by ”unrolled network”, where the networks are built by unrolling iterative reconstruction
algorithms and replacing terms relating to the penalty functions with trainable neural net-
work components, such as convolutional layers and nonlinear activations. Several networks
has been proposed for medical image reconstruction based on algorithms including gradient
descent, primal-dual, alternating direction method of multiplier (ADMM), etc22,23,24. The
modalities also vary in CT, magnetic resonance (MR), photoacoustic tomography, etc25,26,27.
Despite of the promising performance of unrolled networks for image reconstruction, the
training is very computational expensive in terms of both memory and time. For efficient
training of deep neural networks, some intermediate results have to be stored in the memory,
which can be hundreds of times larger than the input image13. The excessive memory cost
becomes a challenge for current graphics processing units (GPU) for 3D CT images with
relatively high resolution. For the widely used convolutional neural networks (CNN), this
challenge can be overcome by training on local patches rather than the entire images28.
However, for unrolled networks, patch-based training is not available due to the existence of
system matrix in the network. As the consequence, the unrolled networks are not applicable
to 3D image reconstruction problem such as tomosynthesis and conebeam CT due to the
constrain of hardware.
In this work we proposed a novel computationally efficient unrolled network for CT
image reconstruction. The memory consumption problem was overcome by greedy iteration-
wise training on patches in the image domain. Instead of training the entire network based
on the final output, the proposed network was trained for each unrolled iteration sequen-
tially. To enable patch-based training, the network was built from the proximal gradient
descent algorithm29 where the system matrix was decoupled from the proximal mapping to
be trained. The proximal mapping was parameterized with deep U-Net30 to mitigate the
local-minimum problem induced by the greedy training. Separable quadratic surrogate with
ordered subsets (OS-SQS)8 was also incorporated to further help the training escaping from
local-minimum and achieve better image quality.
The method was evaluated on the Low-dose CT Challenge31 dataset and gave similar
image quality to an existing unrolled network for 2D sparse-view and limited-angle recon-
struction. The memory and time cost for 3D reconstruction was also estimated for both
methods by extrapolation from small-sized problems. Furthermore, the proposed method
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was applied to 3D reconstruction problems and demonstrated better image quality than total
variation and dictionary learning methods11,32.
II. Preliminaries
In this section we will briefly introduce the unrolled network and explain why it is challenging
to be trained for 3D image reconstruction problems.
II.A. Unrolled network
Iterative image reconstruction for ill-posed problem solves the following unconstrained opti-
mization problem:
x∗ = argmin
x
‖Ax− b‖2w + βR(x), (1)
where x∗ is the image to be reconstructed, A is the system matrix, b is the sinogram, w is
the noise weighting, R(x) is the penalty function, and β is the hyperparameter to balance
between the data fidelity and prior information.
We will demonstrate the unrolled network based on proximal gradient descent29 of Eq.
1:
x(n) = proxγβR
{
x(n−1) − γATw(Ax(n−1) − b)} , (2)
where x(n) is the image at the nth iteration, and γ is the step size. And the proximal operator
prox is defined as:
proxf (x) = argmin
u
{
f(u) +
1
2
‖u− x‖22
}
(3)
The unrolled network is built by replacing proxγβR with CNNs and setting γ as trainable
variables in Eq. 2:
x(n) = fR
{
x(n−1) − γ(n)ATw(Ax(n−1) − b); Θ(n)} , n = 1, 2, . . . , N, (4)
where fR(x; Θ) is a CNN with input x and parameter Θ. γ
(n) and Θ(n) are parameters to
be trained, which are different across iteration n for higher capacity of the network. N is
the number of iterations to truncate at. Better image quality can be achieved with larger N
at the cost of increased computational cost.
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The parameters are trained by solving:
γ∗(1),Θ∗(1), . . . , γ∗(N),Θ∗(N) = argmin
γ(1),Θ(1),...,γ(N),Θ(N)
∑
i
‖x(N)i − xrefi ‖22, (5)
where x
(N)
i and x
ref
i are the ith reconstructed image and the corresponding reference image
respectively. x
(N)
i is determined recursively by the neural network 4, which is a function
of γ(1),Θ(1), . . . , γ(N),Θ(N). The reference images are usually achieved from fully-sampled
data. Stochastic gradient descent (SGD) algorithms are mostly used for solving Eq. 5 where
the gradients are calculated via the chain rule of derivatives (backpropagation)13.
II.B. Challenges for training
During the training of neural networks, some intermediate results (featuremaps) need to be
stored in memory for efficient backpropagation (see appendix A). In deep neural networks,
the memory required to store the featuremaps is usually hundreds times the size of input
images, which is very challenging for 3D CT images because of their high resolution. The
large featuremaps also lead to slow backpropagation calculation. It will be demonstrated in
section V.D. that it may require 417 GB GPU memory and 31 minutes per training iteration
to train the learned primal-dual network22 for 640× 640× 128 CT images. On the contrary,
existing mainstream GPUs only have less than 16 GB memory, which is severely insufficient
for the training of unrolled networks.
Patch-based training is an efficient way to reduce memory consumption to train 3D
CNNs17,28. For CNNs, each input pixel can only influence limited neighborhood in the
output, so a compact support input will also give an output with compact support. Denote
the CNN to be trained as F (x; Θ), whole-image-based training such as Eq. 5 is equivalent
to patch based training with proper patch sampling:
argmin
Θ
∑
i
‖F (xi; Θ)− xrefi ‖22 = argmin
Θ
∑
i
∑
k
‖F (Pikxi; Θ)− Eikxrefi ‖22, (6)
where Pik, Eik are the kth patch extraction matrix on the ith training images in the input
and output space respectively. Since Pikx is much smaller, the corresponding featuremaps
greatly reduced in size, and the training can be easily fit into current GPUs.
However, for unrolled networks such as in Eq. 4, any pixel in the input could affect the
entire image through the system matrix A. As the consequence, a compact support input
II. PRELIMINARIES II.B. Challenges for training
Computationally Efficient Reconstruction Network: Printed May 27, 2019 page 5
will no longer give an output with compact support. Eq. 6 no longer holds unless both Pik
and Eik cover the entire image. So the memory consumption problem persists due to the
large size of input. More details are given in appendix B.
III. Methods
III.A. Network structure and training algorithm
The key to reduce memory cost is to decouple system matrix from the neural network so
that the network can be trained on patches. To achieve the decoupling, the training must
be constrained in one unrolled iteration, which gave the greedy training: instead of training
the network with Eq. 5, the parameters were learned sequentially w.r.t. n:
γ∗(n),Θ∗(n) = argmin
γ(n),Θ(n)
∑
i
‖x(n)i − xrefi ‖22, given γ∗(1),Θ∗(1), . . . , γ∗(n−1),Θ∗(n−1) (7)
As demonstrated in Eq. 4, the network fR(x,Θ) is a CNN in the image domain, which
could be efficiently trained on patches. By commencing the greedy training in Eq. 7, the
system matrix was decoupled from the CNN training because it involved only the input to
the CNN and gradients did not backpropagate through it.
It is known that greedy algorithm suffers the problem of local minimum and yield
suboptimal solutions. The training at each n mapped x
(n−1)
i to x
ref
i with networks of limited
capacity, and x
(n)
i might finally stuck in a bad local minimum. To compensate for the bad
local minimums, it was essential to use deep structure of CNN fR(x,Θ) instead of the shallow
networks used in existing unrolled networks22,23. Deeper networks would help x
(n)
i escaping
from easier local minimums and moving closer to the reference images. We employed UNet
for its large capacity and receptive field.
Another approach to mitigate the local-minimum problem was applying stronger per-
turbation to x(n−1). The changes applied by the original gradient descent on x(n−1) was
relatively weak, especially if x was initialized from FBP. We used OS-SQS8 to acquire y(n−1)
as the perturbated x(n−1):
y(n−1)m = y
(n−1)
m−1 −
MATmwm(Amy
(n−1)
m−1 − bm)
ATwA1
,m = 1, 2, . . . ,M
y(n−1) = y(n−1)M ,y
(n−1)
0 = x
(n−1),
(8)
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b x(0)
FBP
f (x(0); Θ(1))
x(N-1)
f (x(N-1); Θ(N))
x(N)
x(1)
f (x(1); Θ(2))
......
(a)
b y(0) x(0)
FBP
OS-SQS
f (x(0), y(0); Θ(1))
y(N-1) x(N-1)
f (x(N-1), y(N-1); Θ(N))
x(N)
y(1) x(1)OS-SQS
f (x(1), y(1); Θ(2))
......
OS-SQS
Train
 Θ(1), ..., Θ(N)
Train Θ(1)
Train Θ(N-1)
Train Θ(N)
(b)
Figure 1: The outline of the unrolled networks and corresponding train-
ing schemes. (a) existing unrolled network; (b) the proposed method.
where M is the number of subsets, Am, wm and bm are the system matrix, noise weighting,
and sinogram corresponding to the mth subset.
Both x(n−1) and y(n−1) were fed to the network as two channels and γ(n) was implicitly
included in the network parameters. The final unrolled network became:
x(n) = f
(
x(n−1),y(n−1); Θ(n)
)
, n = 1, 2, . . . , N, (9)
Fig. 1 (b) demonstrated the structure of the proposed network and the corresponding
training scheme. The structure of existing unrolled networks and their training schemes are
given in Fig. 1 (a) for comparison. Fig. 1 demonstrated that existing unrolled networks
learned all the parameters based on the final output x(N), whereas the proposed method
learned each set of parameters sequentially based on x(1),x(2), . . . ,x(N).
The UNet used to build f(x,y; Θ) is given in Fig. 2. The parameters in Fig. 2
was training time parameters for 3D reconstruction. After the convolutional kernels were
trained, it can be applied to larger patch resolutions during testing time because CNNs are
shift invariant. We used 256× 256× 96 patch size for 3D reconstruction during testing time.
By adapting the greedy training prototype in Eq. 7 to the proposed network in Eq. 9
with patch-based training, the computationally efficient training algorithm for the proposed
III. METHODS III.A. Network structure and training algorithm
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Figure 2: The structure of the UNet for f(x,y; Θ).
network is summarized in table 1.
In table 1, step 3 to 5 completed the training of network at unrolled iteration n. Specifi-
cally, step 4 was the neural network training step. The training took patched input Pikx
(n−1)
and Piky
(n−1) instead of the whole images x(n−1) and y(n−1), and greatly reduced the memory
and time consumption because of the reduced image size.
A good property of the greedy training algorithm in table 1 was its monotony w.r.t.
unroll number n:∑
i
‖x(n)i − xrefi ‖22 =
∑
i
‖f(x(n−1)i ,y(n−1)i ; Θ∗(n))− xrefi ‖22 ≤
∑
i
‖x(n−1)i − xrefi ‖22, (10)
where the inequality holds because that for the UNet given in figure 2, there exists Θ′ that
∀x and y, f(x,y; Θ′) = x. Θ′ could be constructed by setting certain convolutional kernels
in the networks to identical filters. This property saved the effort to tune unroll number
N during parameter tuning, where N can be gradually increased until the performance
saturated.
III.B. Computational cost analysis
As the main purpose of the proposed network and training algorithm was to reduce the
training-time computational cost of unrolled networks, it is necessary to analyze how much
performance gain will be achieved by the proposed method in terms of memory and time.
We assume that the training images had resolution Nx × Ny × Nz, projections had
resolution Nu × Nv and there were Np views. GPU memory consumption were mainly
Last edited Date : III.B. Computational cost analysis
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Table 1: The greedy training algorithm for the proposed
unrolled network
Algorithm 1. Greedy training for the proposed unrolled network in Eq. 9
INPUT: Training sinograms bi, system matrices Ai, noise weights wi, reference
images xrefi ; Network structure f(x,y; Θ), number of unrolls N , number
of subsets M ;
OUTPUT: Trained network parameters Θ∗(1), . . . ,Θ∗(N);
1. Initialize x
(0)
i ;
2. For n = 1, 2, . . . , N :
3. OS-SQS: Calculate y
(n−1)
i according to Eq. 8;
4. Patch training:
Θ∗(n) = argmin
∑
i,k ‖f(Pikx(n−1)i ,Piky(n−1)i ; Θ)− Eikxrefi ‖22;
5. Prediction: x
(n)
i = f(x
(n−1)
i ,y
(n−1)
i ; Θ
∗(n));
6. Return Θ∗(1), . . . ,Θ∗(N).
contributed by the featuremaps of CNNs.
For unrolled network in Eq. 4, assuming that fR(x; Θ) had NfR convolutional layers
with Nc featuremaps per layer, then an N -unroll network would require O(NxNyNzNfRNcN)
memory for training. For the greedy training algorithm, assuming that patch size was
Npx × Npy × Npz and network had Nf convolutional layers with Nc featuremaps per layer,
then the memory consumption was O(NpxNpyNpzNfNc). The GPU memory cost of the
proposed method over unrolled network training would be
O
(
NpxNpyNpz
NxNyNz
× Nf
NfRN
)
(11)
Although the greedy training algorithm required deeper networks, it did not expand
through unrolls and usually it would hold that Nf ≤ NfRN . The largest saving came from
the first term which related to patch-based training, where NxNyNz could be more than 50
times NpxNpyNpz . Furthermore, the memory cost for the greedy training was determined by
the patch size rather than the image size, meaning that it can be applied to high-resolution
data without increasing memory cost.
For patch-based training, each iteration may take more than one patches for more stable
training (minibatch), but it is very straight forward to calculate the gradient of the network
III. METHODS III.B. Computational cost analysis
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patch by patch and accumulate them for the final update. Hence, we did not include the
minibatch size in the memory complexity in Eq. 11.
The time cost for training follows approximately the same complexity, since the forward
and backward propagation of CNN have linear complexity w.r.t. image size and number of
layers. The complexity w.r.t. Nc became O(N
2
c ) but it was the same for both methods. In
addition to CNN training, unrolled network’s time complexity also included the N calcula-
tions of A and AT , which was O(N(Nx +Ny +Nz)NuNvNp). However, such calculation can
be neglected for greedy training since they only need to be calculated once per unroll instead
of every training iteration. For the greedy training, batch size Nb and number of unrolls N
should be included in the time complexity analysis. The training time cost for the proposed
method over unrolled network was:
O
(
NpxNpyNpz
NxNyNz
× Nf
NfR
×Nb
)
+O
(
NpxNpyNpz
(Nx +Ny +Nz)NuNvNp
×Nf ×Nb
)
(12)
The saving on training time by algorithm 1 was not as much as its saving on GPU
memory due to the additional factors NbN , but it is still considerable because of the large
ratio of NxNyNz to NpxNpyNpz .
IV. Experimental setups
IV.A. Datasets
The training and testing data were from the Low-dose CT Challenge31, which consisted of
the sinograms and images from 10 abdomen scans. 8 patients were randomly selected for
training whereas the rest 2 were used for testing in our experiments. The sinograms were
rebinned to multi-slice fanbeam before down-sampling and reconstruction33, where all the
geometric parameters after rebinning were kept the same as the original ones, including views
per rotation, source to center distance, source to detector distance, and detector resolution.
The slice thickness after rebinning was 1 mm. The axial resolution was 640× 640, and the
axial pixel sizes were the same with the images reconstructed by the scanners, which varied
from 0.66× 0.66 to 0.8× 0.8 mm2.
Ill-posed image reconstruction problems were generated by down-sampling the rebinned
sinograms. 2D studies were used to compare the proposed method with existing unrolled
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networks. For 2D studies, we used 4×, 8× and 12× sparse-view and 180◦ and 150◦ limited-
angle projections. We also further used 3 mm slice thickness instead of 1 mm to increase
signal-to-noise ratio (SNR). 50 slices were randomly selected for both training and testing.
For the 3D studies, we demonstrated the feasibility of the proposed method in 3D on 4×
sparse-view and 180◦ limited-angle problems.
Besides real data experiments, noiseless simulation studies were also done using for-
warded projected sinograms from the fully-sampled FBP results. The forward projection
geometry was the same with the rebinned geometry. Compared to real data studies, the
noiseless simulation provided ground truth for more accurate evaluation of the algorithms
with quantitative metrics such as root mean square error (RMSE) and structural similarity
index (SSIM)39. 2D studies with 18×, 36× sparse-view and 180◦, 150◦ limited-angle were
used in the simulation. Compared to real experiments, a larger down-sampling rate could be
used in noiseless sparse-view studies because the reconstructed image quality was no longer
limited by total photon flux.
IV.B. Parameters
For the proposed method, we used unroll number N = 10 and subsets number M = 32. The
subsets for OS-SQS were determined by reversing the bits order of the projections’ serial
number. The network f(x,y; Θ) was a UNet with depth of 4, whose detailed parameters are
shown in Fig. 2. For 2D studies, we used 96× 96 patch size with minibatch size of 40, and
40 patches were randomly extracted from each training slice. During testing time, the whole
slice of 640×640 was fed to the trained UNet. For 3D studies, we used 96×96×96 patch size
with minibatch size of 2, and 100 patches were randomly extracted from each patients. The
patch size during testing time was 256×256×96, with step size of 192×192×72. 100 epochs
of Adam algorithm34 with 10−4 learning rate were used for 2D training whereas 250 epochs
were used for 3D training. The training patches were randomly flipped at all directions as
data augmentation. The pixel values were normalized to HU/1000 before feeding to the
networks.
There were 3 most important hyperparameters for the proposed network: number of
unrolls N , number of subsets M , and the complexity of f(x,y; Θ). Their influence was inves-
tigated on 2D 150◦ limited angle reconstruction problems by changing one of the parameters
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while fixing the other two. We used the depth of UNet for the complexity of f(x,y; Θ) in
the hyperparameter study.
We implemented the learned primal-dual network as the reference method of unrolled
networks. It was chosen for its relatively compact size and high degree of freedom. Its
structure and parameters were kept the same with that in the work by Adler and Oktem22,
where 10 unrolls were used and a 3-layer CNN was applied in both image and projection
domain at each unroll. The primal-dual networks were trained for 500 epochs with 10−3
learning rate with cosine annealing. The pixel values were normalized to (HU + 1000)/1000
before being fed to the networks.
Total variation (TV) minimization and dictionary learning were also implemented as
reference methods of iterative algorithms. OS-SQS algorithm was used for TV reconstruc-
tion32, where 16 subsets were used with Nesterov’s accelerated gradient35. For dictionary
learning, dictionaries were learned by K-SVD36 from the 8 training patients on 8×8 patches
with 256 atoms and sparse level of 10, where the parameters were taken from the work by
Xu et al.11 During reconstruction, overlapped dictionary patches were sampled at step size
of 6 with random perturbation to reduce computational cost. The reconstruction algorithm
was alternative optimization with OS-SQS with 16 subsets. For 3D reconstruction, 3 dictio-
naries were applied to axial, sagittal and coronal planes rather than a 3D dictionary to save
computational time19. Both TV and dictionary learning were implemented on GPU. For
real data studies, 100 iterations were used for TV and 25 iterations were used for dictionary
learning. For noiseless simulations, 200 iterations were used for TV and 100 iterations were
used for dictionary learning. The iteration number was selected to achieve near converged
results under realistic computational time. The hyperparameter β for both algorithms were
selected by parameter sweeping and selecting the ones with best RMSE.
All the reconstructions were initialized from FBP with Hann filter. Riess weighting37,38
was used for the limited angle reconstructions. Reference images for both training and
testing were reconstructed by FBP with Hann filter from fully-sampled projections.
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IV.C. Image quality evaluation
We calculated the RMSE and SSIM for the testing results as the qualitative metrics to
evaluate the algorithms’ performance. The SSIMs were calculated within the liver window,
which was [-160, 240] HU. For 3D reconstructions, the SSIMs were calculated by averaging
the SSIMs in of each slice. To evaluate the image quality of learned primal-dual and the
proposed method, confidence intervals (CIs) were calculated for the difference of the two
method:
D = Xprimal-dual −Xproposed, (13)
where Xprimal-dual and Xproposed are the metrics (RMSE or SSIM) for the images reconstructed
by the learned primal-dual and the proposed network respectively. CIs were calculated for the
aggregated results from all 5 sampling conditions, as well as individual sampling conditions.
IV.D. Computational cost estimation
We realized the neural network with Tensorflow 1.1140 and reconstruction with CUDA 9.2
on a GTX 1080 Ti, whose available GPU memory was approximately 11 GB. A and AT
were calculated with Siddon’s fast ray-tracing41 on the fly and did not require extra memory.
Since learned primal-dual required too much GPU memory to train on 3D images with
practical size, we evaluated its memory consumption on small-scale problems first, then
extrapolated it to practical scale with multilinear model:
memory cost =
1∑
i=0
1∑
j=0
1∑
k=0
cijkN
iN jpN
k
z , (14)
where N is the number of unrolls, Np is the number of views, Nz is the number of slices,
and cijk are the coefficients to be fitted. Due to caches needed for neural network training,
we also included terms with i, j or k equals to 0.
To evaluate the minimum required GPU memory for a configuration (N,Np, Nz), we
tried different maximum allowed GPU memory in Tensorflow with binary search to find the
minimum memory that would not cause overflow. We sampled N from 1 to 10, Np between
64 and 192, and Nz between 5 and 20. All the sample points with minimum required memory
less than the physical memory of our GPU were used to fit the model in Eq. 14.
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The time cost were estimated with the same multilinear extrapolating model. We also
modeled the memory cost and time per iteration to train the proposed network w.r.t. size
of minibatches with linear model. Larger minibatch requires more GPU memory and time
per iteration, but leads to more stable training13.
V. Results
We will first demonstrate the noiseless simulation results, followed by 2D and 3D real data
studies. Then the computational cost of the learned primal-dual and the proposed method
will be shown. At last, we will discuss the influence of hyperparameters on the proposed
method.
V.A. Noiseless simulation
The methods were trained and tested for 18×, 36× sparse-view and 180◦, 150◦ limited-angle
simulated noiseless projections. RMSEs and SSIMs were calculated for each testing slice
compared to the reference images. The mean and standard deviation for each configuration
are shown in Fig. 3. Some slices from the testing results are given in Fig. 4.
Consistent improvement was observed for deep-neural-network-based method over TV
and dictionary learning, and the reconstructed image quality was close between learned
primal-dual and the proposed method. In Fig. 4, network-based results achieved better
texture preservation and less shading artifacts compared to TV and dictionary learning.
There was no significant visual difference on the images reconstructed by learned primal-
dual and the proposed method.
V.B. Reconstructed image quality: 2D studies
We trained and tested the methods for 4×, 8×, 12× sparse-view and 180◦, 150◦ limited-
angle projections. RMSEs and SSIMs were calculated for each testing slice compared to the
reference images and their mean and standard deviation for each configuration are shown
in Fig. 5. The RMSEs and SSIMs of learned primal-dual minus that of the proposed
method are plotted as box and whisker plots in Fig. 6. The 95% CIs were calculated
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Figure 3: The mean and standard deviations of RMSEs and SSIMs of
the testing results compared to reference images in noiseless simulation.
(a) RMSEs; (b) SSIMs. The error bars are the standard deviation.
under three scenarios: aggregation of all the sampling conditions, 180◦ limited angle where
learned primal-dual outperformed the proposed method the most, and sparse 12× where the
proposed method outperformed learned primal-dual the most. The 95% CIs are given in
table 2.
Fig. 5 demonstrated significant advantage of the deep-neural-network-based methods
over TV and dictionary learning w.r.t. RMSEs and SSIMs. The performance of the learned
primal-dual and the proposed method were close to each other under both metrics. A more
detailed comparison are given in Fig. 6, which showed the majority of errors fell within
2 HU for RMSE and 0.01 for SSIM. Further analysis showed that learned primal-dual had
slightly better performance for easier problems such as sparse 4× and limited 180◦. However,
the 95% CIs of SSIM for these cases were around 0.005, which meant no significant visual
differences on the reconstructed images.
Some of the testing slices from the 2D sparse 4× and limited 180◦ studies are given
in Fig. 7 and 8. The two network-based methods demonstrated less blurred structures
compared to TV and dictionary learning results for the sparse view study. For the limited
angle study, the network-based methods recovered the shading artifacts due to missing angles
compared to TV and dictionary learning. The textures of the network-based methods were
also closer to the reference images compared to TV and dictionary learning. There were no
significant difference on the images reconstructed by the network-based methods, which was
consistent with our conclusion drawn from analysis on RMSEs and SSIMs. Both methods
generated results close to the reference images with slight loss of textures due to the L2 norm
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Reference TV Learned primal-dual ProposedDictionary
Figure 4: Testing results in the noiseless simulation. First row is 18×
sparse-view study and second row is 180◦ limited-angle study. Lesions
are zoomed in. The display windows are [-160, 240] HU.
used in the network training.
The zoom-ins in Fig. 7 and 8 demonstrated the visibility of lesions in the reconstructed
images. The lesion visibility in the results of learned primal-dual and proposed network had
slightly worse contrast compared to the reference images, but the lesions were still visible.
V.C. Reconstructed image quality: 3D
The 3D reconstructed images are given in Fig. 9 and 10 for sparse 4× and limited 180◦
studies. The RMSEs and SSIMs of the testing images and are given in table 3. As stated
before, learned primal-dual required too much GPU memory for practical-scaled problem
and the training could not be done due to memory overflow. As the consequence, there was
no results for learned primal-dual in 3D.
The proposed network achieved the best performance on RMSEs and SSIMs over TV
and dictionary learning for both 3D sparse-view and limited-angle problems. For sparse-view
reconstruction, the results from the proposed method had texture closer to the reference
images compared to TV and there was less blurring compared to dictionary learning. For
limited-angle reconstruction, the proposed method significantly reduced the shading artifacts
caused by the insufficient sampling angle.
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Figure 5: The mean and standard deviations of RMSEs and SSIMs
of the testing results in 2D real data studies. (a) RMSEs; (b) SSIMs.
The error bars are the standard deviation.
Table 2: The 95% confidence intervals of differences of
RMSEs and SSIMs of the proposed method and learned
primal-dual in 2D real data studies
Scenarios RMSE (HU) SSIM
Overall [−0.23, 0.47] [8.8× 10−5, 0.0010]
limited 180◦ (Worst) [−1.76, 0.078] [0.0041, 0.0056]
sparse 12× (Best) [0.51, 2.61] [−0.0077,−0.0060]
The lesions were also zoomed-in in the axial-views for the 3D results. The visibility of
the small lesion in Fig. 10 was improved compared to the corresponding 2D results in Fig.
8, since a larger neighbourhood was included in the 3D neural network.
V.D. Computational cost
The computational cost was estimated according to the approach described in section IV.D..
Since we could not directly estimate the memory and time cost to train learned primal-dual
for practical-sized problems due to GPU memory overflow, it was extrapolated from the
estimation on small-sized problems with multilinear model.
We fitted the multilinear model in Eq. 14 with available (N,Np, Nz) for learned primal-
dual and achieved coefficient of determination r2 = 0.9928 for memory cost and r2 = 0.9989
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Figure 6: The box and whisker plot of the performance difference
between learned primal-dual and the proposed network in 2D real data
studies: (a) RMSE of learned primal-dual minus RMSE of the proposed
network; (b) SSIM of learned primal-dual minus SSIM of the proposed
network. The 0-errors were marked with dashed blue lines. Outliers
are not plotted.
for time per iteration, suggesting good linear relationship. Some of the data points with
fitted lines are given in Fig. 11. The minimum required memory for the proposed method
on 96× 96× 96 patch is given as the dashed red line.
The memory cost and time per iteration for the proposed network w.r.t. different
minibatch sizes are given in Fig. 12. The coefficient of determination was r2 = 0.9998 for
memory cost and r2 = 0.9995 for time per iteration, suggesting good linear relationship.
Fig. 11 demonstrated that the memory consumption increases quickly with N and
Nz and easily went beyond the 11 GB memory of the GPU. We extrapolated the model to
practical scale where the image size was 640×640×128, the projection size was 768×576×128,
and the unroll number was 10. The required memory and time per training iteration were
approximately 417 GB and 31 minutes respectively, which were beyond the reach of current
mainstream hardware. The minimum requirement for the proposed method was 1.96 GB
and 0.45 seconds with minibatch size of 1. For the minibatch size of 2 used in the 3D studies,
the requirement was 3.38 GB and 0.71 seconds. Both memory cost and time per iteration
were practical for current hardware.
Last edited Date : V.D. Computational cost
page 18 Dufan Wu et al.
Reference TV Dictionary Learned primal-dual Proposed
Reference TV Dictionary Learned primal-dual Proposed
Figure 7: The testing slices from 2D sparse 4× study. Lesions are
zoomed in. The gray scale windows are [−160, 240] HU.
Table 3: The RMSEs and SSIMs of 3D reconstruction
results.
Method sparse 4× limited 180◦
RMSE(HU) SSIM RMSE(HU) SSIM
TV 50.13 0.817 65.56 0.849
Dictionary 40.61 0.834 59.76 0.842
Proposed 22.24 0.878 26.88 0.902
V.E. Influence of hyperparameters
The influence of the 3 most important hyperparameters, unroll number N , OS number M
and depth of UNet at testing time are given in Fig. 13. The baseline configurations were
N = 10, M = 32 and depth = 4 for the three curves. Fig. 13 was generated by alternating
one of the hyperparameters while keeping the rest two at the baseline.
The depth of UNet had the largest influence on the image quality, which is in accordance
with our previous assumption that deeper f(x,y; Θ) would help the greedy training find bet-
ter local minimum. The unrolls number N had moderate influence especially within the first
4 unrolls. The unroll curve was basically monotonic until convergence, where fluctuations
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Figure 8: The testing slices from 2D limited 180◦ study. Lesions are
zoomed in. The gray scale windows are [−160, 240] HU.
were caused by the randomness in the initialization of neural networks and SGD algorithms.
The OS number M had the weakest influence compared to the other two factors, where the
RMSE reduced by 4 HU when M increased from 1 to 32. The relative weak correlation
indicated that there was no need for careful tuning of M .
The unroll number N versus RMSE curve also demonstrated the advantage of the pro-
posed method over image-domain methods14,15,16,17,18. Each unroll in the proposed method
composed of a deep UNet, which was widely used in networks-based image processing. The
output at unroll 1, x(1) = f(x(0),y(0); Θ∗(1)) could be considered as approximated results
from image-domain deep UNet, because x(0) was FBP results and y(0), which was the image
after one iteration of OS-SQS, was close to x(0). x(1) and x(10) of a testing slice in the 2D
150◦ study are given in Fig. 14. x(10) had significantly reduced blurring and shading arti-
facts compared to x(1), which indicated the effectiveness of the proposed method compared
to image-domain UNet.
Last edited Date : V.E. Influence of hyperparameters
page 20 Dufan Wu et al.
Reference TV Dictionary Proposed
Figure 9: The testing slices from 3D sparse 4× study. Lesions are
zoomed in in the axial views and marked with arrows in the sagittal
and coronal views. The gray scale windows are [−160, 240] HU.
Reference TV Dictionary Proposed
Figure 10: The testing slices from 3D limited 180◦ study. Lesions are
zoomed in in the axial views and marked with arrows in the sagittal
and coronal views. The gray scale windows are [−160, 240] HU.
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Figure 11: The required GPU memory to train learned primal-dual
with various unrolls N , views Np and slices Nz. The dots are measured
points and the dashed lines are model prediction. The dashed red line
is the memory cost of the proposed method.
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Figure 12: The required GPU memory and time per iteration to train
the proposed network with different minibatch size. The dots are the
measured points and the dashed lines are model prediction. The patch
size was 96× 96× 96.
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Figure 13: The RMSEs of the testing images with different unroll
number N , OS number M and depth of UNet. The baseline configu-
ration was N = 10, M = 32, depth = 4. The problem was 2D 150◦
limited angle reconstruction.
Reference TV Image-domain Proposed
Figure 14: The reconstructed images of 2D 150◦ limited angle study.
Image-domain result was the reconstructed images at unroll 1. TV
result is provided to demonstrate the severity of limited angle artifacts.
The display window is [-160, 240] HU.
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VI. Conclusion and discussion
In this paper we proposed a deep-neural-network-based image reconstruction method for ill-
posed CT imaging problems. A neural network was built based on proximal gradient descent
algorithm and trained with greedy algorithm. The greedy algorithm decoupled network
training from system matrix, and it could be executed on local patches with greatly reduced
memory and time cost compared to existing unrolled networks. The proposed method can
be applied to 3D CT reconstruction, whose computational cost was too high for the training
of existing network-based reconstruction methods. 2D experimental results demonstrated
comparable image quality of the proposed method and the learned primal-dual on sparse-
view and limited-angle problems. Besides real data studies, a noiseless simulation was also
done for performance evaluation without interference from the noise in the reference images.
The simulation results were consistent with that in the real data study, which justified the
use of fully-sampled FBP as reference images for the calculation of RMSEs and SSIMs in
real data studies. The feasibility of the proposed method in 3D was also demonstrated, with
better image quality compared to TV and dictionary learning.
There were a few hyperparameters for the proposed methods as shown in section V.E..
However, the effort required for hyperparameter tuning was not much increased compared
to unrolled network. The network structure (depth of UNet) is almost the only part that
needs tuning. Although the number of unrolls N had large impact on image quality, the
loss is monotonic to N unless over-fitting happens, which requires reduction of complexity of
f(x,y; Θ). The number of OS M had relatively weak influence on the performance, it could
be kept with around 30 projections per subsets during tuning of the network structure, then
be fine-tuned afterwards.
There was slight loss of textures in the images reconstructed by both network-based
methods compared to the reference images. This was mainly due to the L2-norm used
during the training in Eq. 5 and 6. It has been demonstrated that replacing the L2-norm
with adversarial loss17,42 could greatly improve the textures. The adversarial loss can be
easily incorporated into the proposed network by including it in the training of the last
unroll f(x,y; Θ(N )). It is known that training with adversarial loss was unstable and may
need careful parameter tuning43, incorporating it only in the last unroll would save effort
for hyperparameter tuning.
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In this work we demonstrated the method on rebinned helical data to study its property
and performance. Data rebinning is possible in helical data, which enabled our 2D studies
and comparison with learned primal-dual. However, under many situations 3D to 2D data
rebinning is not possible, such as cone-beam CT and tomosynthesis. The method can also
be applied to other modalities, including 3D MR, positron emission tomography, etc.
VI. CONCLUSION AND DISCUSSION
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Appendix
A. Explaination on memory cost for CNN training
The memory consumption during CNN training is further explained here. A CNN F (x; Θ)
consists of sequential convolution and nonlinear operations. An L-layer plain CNN can be
written as:
F (x; Θ) = g(L) ◦ g(L−1) ◦ · · · ◦ g(1)(x) (15)
Let
g(l) = g(l) ◦ g(l−1) ◦ · · · ◦ g(1)(x), l = 1, 2, . . . , L, (16)
where g(l) is called ”featuremaps”. The convolutional layers g(l)(·) can be written as:
g(l)(g(l−1)) = σ(l)(W(l) ∗ g(l−1) + b(l)), l = 1, 2, . . . , L (17)
where σ(l)(·) is a point-wise nonlinear function such as ReLU or PReLU44,45, except that
σ(L)(·) in the last layer is identity mapping. W(l) and b(l) are the convolutional kernel and
bias to be trained for the lth layer.
For 3D images, the convolution is actually carried out in 4D space where the extra
dimension is called ”feature space”. Let y(l) = W(l) ∗ g(l−1), we have:
y
(l)
j1,j2,j3,c
=
C(l−1)∑
c′=1
∑
j′1,j
′
2,j
′
3
W
(l)
j′1,j
′
2,j
′
3,c
g
(l−1)
j1−j′1,j2−j′2,j3−j′3,c′ , c = 1, 2, . . . , C
(l), (18)
where j1, j2, j3 are the image space coordinates and c is the feature space coordinate. C
(l) is
the length of the feature space in layer l. Since the input and output of F (x; Θ) are images,
we have C(0) = C(L) = 1.
Training of the CNNs needs derivatives of the loss in Eq. 5 w.r.t. variables such as
W(l). Denote the loss as z, according to chain rule of derivatives, we have:
∂z
∂W
(l)
j′1,j
′
2,j
′
3,c
=
∑
j1,j2,j3,c
∂z
∂y
(l)
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∂W
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′
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Equation 19 demonstrated that the featuremaps g(l) need to be known to calculate the
derivatives. Eq. 20 indicated that the chain rule of derivatives must be applied from the
end of the network (backpropagation). However, the featuremaps can only be calculated
from the beginning of the network (forward propagation). Hence, for efficient training of the
network, all the featuremaps must be stored in memory before the backpropagation starts,
otherwise each g(l) needs to be calculated from the beginning of the network whenever it is
required.
B. Patch-based training
Plain CNN layers in Eq. 17 have finite receptive field, which means that it maps any
compactly supported input g(l−1) to compactly supported output g(l). Hence, the entire
CNN F (x; Θ) also has finite receptive field. More complex CNNs, such as UNet, also have
finite receptive field because additional layers (strided convolution and concatenating) also
have finite receptive field. The finite receptive field means that for every compactly supported
patching matrix P in the input domain, there exists a corresponding compactly supported
matrix E in the output domain such that:
F (Px; Θ) = EF (x; Θ) (21)
Patch-based training is defined as:
Θ = argmin
Θ
∑
i
∑
k
‖F (Pikxi; Θ)− Eikxrefi ‖22 (22)
Due to Eq. 21, we have:∑
i
∑
k
‖F (Pikxi; Θ)− Eikxrefi ‖22
=
∑
i
∑
k
‖EikF (xi; Θ)− Eikxrefi ‖22
=
∑
i
(
F (xi; Θ)− xrefi
)T (∑
k
ETikEik
)(
F (xi; Θ)− xrefi
) (23)
If the patching matrix Eik is all-ones on its compact support, and samples uniformly
over the images, we have ∑
k
ETikEik = C · 1, (24)
VI. CONCLUSION AND DISCUSSION
Computationally Efficient Reconstruction Network: Printed May 27, 2019 page 27
where C is a constant. So we have,
argmin
Θ
∑
i
∑
k
‖EikF (xi; Θ)− Eikxrefi ‖22 = argmin
Θ
∑
i
‖F (xi; Θ)− xrefi ‖22, (25)
which concludes the equivalency between the patch-based training and the original loss
function as shown in Eq. 6.
However, in unrolled networks ATwAx no longer has compact support even if x is
compactly supported. Both E and P has to cover the entire image for Eq. 21 to hold. As
the consequence, patch-based training is not available for unrolled networks.
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