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Abstract
In L2(R
d;Cn), we consider a matrix elliptic second order differ-
ential operator Bε > 0. Coefficients of the operator Bε are periodic
with respect to some lattice in Rd and depend on x/ε. We study the
quantitative homogenization for the solutions of the hyperbolic sys-
tem ∂2t uε = −Bεuε. In operator terms, we are interested in approx-
imations of the operators cos(tB
1/2
ε ) and B
−1/2
ε sin(tB
1/2
ε ) in suitable
operator norms. Approximations for the resolvent B−1ε have been al-
ready obtained by T. A. Suslina. So, we rewrite hyperbolic equation
as parabolic system for the vector with components uε and ∂tuε, and
consider corresponding unitary group. For this group, we adopt the
proof of the Trotter-Kato theorem by introduction of some correction
term and derive hyperbolic results from elliptic ones.
Key words: homogenization, convergence rates, hyperbolic systems,
Trotter-Kato theorem.
Introduction
The paper is devoted to homogenization of periodic differential operators
(DO’s). More precisely, we are interested in the so-called operator error
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estimates, i. e., in quantitative homogenization results, admitting formulation
in the uniform operator topology.
For elliptic and parabolic problems, estimates of such type are very well
studied, see, e. g., the book [CDaGr, Chapter 14], the survey [ZhPas2], the
papers [BSu2, Su1] and references therein. For hyperbolic problems situation
is different. In the present paper, we deal with the hyperbolic systems in Rd.
0.1 Problem setting
Let Γ ⊂ Rd be a lattice and let Ω be the elementary cell of the lattice Γ. For
a Γ-periodic function ψ in Rd, we denote ψε(x) := ψ(x/ε), where ε > 0, and
ψ := |Ω|−1
∫
Ω
ψ(x) dx.
In L2(R
d;Cn), we study a selfadjoint matrix strongly elliptic second order
DO Bε, 0 < ε 6 1. The principal part of the operator Bε is given in a
factorized form Aε = b(D)
∗gε(x)b(D), where b(D) is a matrix homogeneous
first order DO, and g(x) is a Γ-periodic bounded and positive definite matrix-
valued function in Rd. (The precise assumptions on b(D) and g(x) are given
below in Subsection 1.2.) The simplest example of the operator Aε is the
scalar elliptic operator Aε = −div g
ε(x)∇ (acoustics operator). The matrix-
valued example is the operator of elasticity theory. It can be written as
b(D)∗gε(x)b(D), see [BSu2, Chapter 2, §5].
The operator Bε is given by the differential expression
Bε = b(D)
∗gε(x)b(D) +
d∑
j=1
(
aεj(x)Dj +Dja
ε
j(x)
∗
)
+Qε(x) + λQε0(x). (0.1)
Here aj(x), j = 1, . . . , d, and Q(x) are Γ-periodic matrix-valued functions, in
general, unbounded; a Γ-periodic matrix-valued function Q0(x) is such that
Q0(x) > 0 and Q0, Q
−1
0 ∈ L∞. The constant λ is chosen so that the operator
Bε is positive definite. (The precise assumptions on the coefficients are given
below in Subsection 1.3.) An example of operator (0.1) is the Schro¨dinger
operator with the singular potential of the form ε−1vε, see [Su1, §11].
The coefficients of the operator (0.1) oscillate rapidly for small ε. Our
goal is to study the behaviour of the solution uε of the Cauchy problem for
hyperbolic system{
∂2t uε(x, t) = −Bεuε(x, t), x ∈ R
d, t ∈ R,
uε(x, 0) = φ(x), ∂tuε(x, 0) = ψ(x),
(0.2)
and to give an approximation for uε with the quantitative error estimate
with explicit dependence of the norms of the initial data φ ∈ H2(Rd;Cn)
2
and ψ ∈ H1(Rd;Cn). The solution uε is given by
uε(·, t) = cos(tB
1/2
ε )φ+B
−1/2
ε sin(tB
1/2
ε )ψ. (0.3)
So, we are interested in approximations for the cosine cos(tB
1/2
ε ) and sine
functions B
−1/2
ε sin(tB
1/2
ε ) in suitable operator norms. (The terms ,,cosine”
and ,,sine functions” used here are common in semigroup theory, see [ABaHi,
Definition 3.14.2 and (3.93)].)
0.2 Main results
It turns out that the solution uε of the problem (0.2) with rapidly oscillating
coefficients behaves in the small period limit as the solution of the so-called
effective problem:{
∂2t u0(x, t) = −B
0u0(x, t), x ∈ R
d, t ∈ R,
u0(x, 0) = φ(x), ∂tu0(x, 0) = ψ(x).
Here B0 is effective operator with constant coefficients. The precise definition
of B0 can be found in Subsection 1.6.
Let us formulate the main results of the paper. The principal term of
approximation for the solution uε is given by
‖uε(·, t)− u0(·, t)‖L2(Rd) 6 Cε(1 + |t|)‖φ‖H2(Rd) + Cε|t|‖ψ‖H1(Rd).
It is also possible to approximate the time derivative ∂tuε of the solution:
‖(∂tuε)(·, t)− (∂tu0)(·, t)‖H−1(Rd) 6 Cε(1 + |t|)‖φ‖H2(Rd) + Cε|t|‖ψ‖H1(Rd).
According to (0.3) and the similar identity for the solution u0 of the
effective problem, these estimates can be rewritten in operator terms:
‖ cos(tB1/2ε )− cos(t(B
0)1/2)‖H2(Rd)→L2(Rd) 6 Cε(1 + |t|), (0.4)
‖B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)‖H1(Rd)→L2(Rd) 6 Cε|t|, (0.5)
‖B1/2ε sin(tB
1/2
ε )− (B
0)1/2 sin(t(B0)1/2)‖H2(Rd)→H−1(Rd) 6 Cε(1 + |t|), (0.6)
‖ cos(tB1/2ε )− cos(t(B
0)1/2)‖H1(Rd)→H−1(Rd) 6 Cε|t|. (0.7)
In accordance with the classical result [BrOtFMu], it is impossible to give
H1-approximation for the solution uε of the problem (0.2) with an arbitrary
initial data φ. In [BrOtFMu], it was observed that such approximation can
be constructed only for very special choice of the initial data. The argument
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is the following: convergence of the energy of the solution uε to the energy
of u0 does not occur in the general situation. But the solution uε can be
splitted into two parts: the first one is designed so that the corresponding
energy converges to the energy for the effective equation and the second part
tends to zero in some sense (but not in the uniform operator topology). In
our considerations, we deal only with the first part. In operator terms, it
corresponds to consideration of the operator cos(tB
1/2
ε )B−1ε (see discussion
in Subsection 4.3 below). We have
‖ cos(tB1/2ε )B
−1
ε − cos(t(B
0)1/2)(B0)−1 − εK1(ε; t)‖H1(Rd)→H1(Rd)
6 Cε(1 + |t|),
(0.8)
‖B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)− εK2(ε; t)‖H2(Rd)→H1(Rd)
6 Cε(1 + |t|).
(0.9)
Here K1(ε; t) and K2(ε; t) are the correctors. They contain rapidly oscillating
factors and so depend on ε. In general case, correctors contain some smooth-
ing operator. We distinguish the cases, when the smoothing operator can
be removed from the correctors. In particular, if d 6 4, then the smoothing
operator always can be replaced by the identity operator.
Now, let u˜ε(·, t) be the solution of the problem{
∂2t u˜ε(x, t) = −Bεu˜ε(x, t), x ∈ R
d, t ∈ R,
u˜ε(x, 0) = B
−1
ε φ(x), ∂tu˜ε(x, 0) = ψ(x).
Here φ ∈ H1(Rd;Cn) and ψ ∈ H2(Rd;Cn). Let u˜0 be the solution of the
corresponding effective problem{
∂2t u˜0(x, t) = −B
0u˜0(x, t), x ∈ R
d, t ∈ R,
u˜0(x, 0) = (B
0)−1φ(x), ∂tu˜0(x, 0) = ψ(x).
By v˜ε we denote the first order approximation for the solution u˜ε: v˜ε(·, t) =
u˜0(·, t) + εK1(ε; t)φ+ εK2(ε; t)ψ. Then
‖(∂tu˜ε)(·, t)− (∂tu˜0)(·, t)‖L2(Rd) 6 Cε|t|‖φ‖H1(Rd) + Cε(1 + |t|)‖ψ‖H2(Rd),
‖u˜ε(·, t)− v˜ε(·, t)‖H1(Rd) 6 Cε(1 + |t|)‖φ‖H1(Rd) + Cε(1 + |t|)‖ψ‖H2(Rd).
Note that our estimates grow with time as O(|t|). Some growth seems
natural because of the dispersion of waves in inhomogeneous media, see dis-
cussion in introduction to the paper [BenGl] and references therein.
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0.3 Survey
The interest to homogenization results admitting formulation in the uni-
form operator topology was stimulated by the work of M. Sh. Birman and
T. A. Suslina [BSu1], where operator error estimates appeared in an explicit
form at the first time. In [BSu1], the spectral theory approach to homog-
enization problems was applied. Another approach to obtaining operator
error estimates for the problems in Rd was suggested by V. V. Zhikov [Zh]
and developed by him together with S. E. Pastukhova [ZhPas1]. Both meth-
ods were applied to elliptic and parabolic problems. For the class of operators
Bε under consideration, approximations for B
−1
ε and e
−tBε were obtained in
[Su1, Su2, M1]. The effective operator B0 was calculated in [Bo].
Hyperbolic systems were studied only via the spectral approach, see
[BSu5, M2, M3, DSu1]. In [BSu5], the non-stationary Schro¨dinger equation
also was considered. It was obtained that
‖ cos(tA1/2ε )− cos(t(A
0)1/2)‖H2(Rd)→L2(Rd) 6 Cε(1 + |t|), (0.10)
‖A−1/2ε sin(tA
1/2
ε )− (A
0)−1/2 sin(t(A0)1/2)‖H2(Rd)→L2(Rd) 6 Cε(1 + |t|)
2,
(0.11)
‖e−itAε − e−itA
0
‖H3(Rd)→L2(Rd) 6 Cε(1 + |t|), (0.12)
t ∈ R. In [D], estimate (0.12) was generalized to the case of the operator Bε.
In [M2, M3], the estimate (0.11) was refined with respect to the type of the
operator norm:
‖A−1/2ε sin(tA
1/2
ε )− (A
0)−1/2 sin(t(A0)1/2)‖H1(Rd)→L2(Rd) 6 Cε(1 + |t|),
(0.13)
t ∈ R, and (H2 → H1)-approximation for the operator A
−1/2
ε sin(tA
1/2
ε ) was
obtained∥∥A−1/2ε sin(tA1/2ε )− (A0)−1/2 sin(t(A0)1/2)− εK(ε; t)∥∥H2(Rd)→H1(Rd)
6 Cε(1 + |t|), t ∈ R.
(0.14)
Here K(ε; t) is the corrector. In [DSu1], the sharpness of estimates (0.10) and
(0.13) with respect to the type of the norm was proven in the general case.
By ,,sharpness” we mean that it is impossible to obtain the error estimate of
the order O(ε) for approximation of cos(tA
1/2
ε ) in (H2−δ → L2)-norm with
some δ > 0 and (H1−δ → L2)-estimate for A
−1/2
ε sin(tA
1/2
ε ). M. Dorodnyi
and T. Suslina communicated the author that estimate (0.14) is also sharp
with respect to the type of the norm. Moreover, estimates (0.10), (0.13), and
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(0.14) are also sharp with respect to time, i. e., the order O(|t|), |t| → ∞,
cannot be refined in the general case. The proof will be available at [DSu2].
Our estimates (0.4), (0.5), and (0.9) transfer results from [BSu5, M3]
to the more general class of operators. So, we believe that estimates (0.4),
(0.5), and (0.9) are sharp with respect to the type of the norm. Note that
inequalities (0.5) and (0.13) have different behavior for small |t|. Estimates
of the form (0.6), (0.7), and (0.8) are new even for the operator without lower
order terms. It seems natural to expect that they are also sharp with respect
to the type of the norm. Indeed, it is in accordance with usual difference
in smoothness of the initial data for solution and its derivative in setting of
hyperbolic problems.
Recall that, according to the classical Trotter-Kato theorem (see, e. g.,
[Sa, Chapter X, Theorem 1.1]), the strong convergence of semigroups follows
from the strong convergence of the corresponding resolvents. This result
is fruitful for time-dependent homogenization problems. Let us note the
recent work [ChEl], where the transfer of the Trotter-Kato theorem to weak
and uniform operator topologies was studied and the results were applied to
homogenization of parabolic equations (without operator error estimates).
Let us also mention the preprint [CooSav], where the homogenization of the
attractors of the quasi-linear damped wave equation was derived from the
(L2 → L2)-approximation for the resolvent. But the results of [CooSav] can
not be written in the uniform operator topology. For operators, acting in
a bounded domain, hyperbolic results were derived from elliptic ones via
the Laplace transform, see [M4]. But the corresponding results do not look
optimal with respect to the type of the operator norm. Let us also mention
the work [W], where Laplace transform technique also was applied, but the
rate of convergence was not traced explicitly.
The method of the present paper also can be considered as a variation on
the theme of the Trotter-Kato theorem.
0.4 Method
The proof relies on the reduction of hyperbolic problem to parabolic system,
the explicit formulas for the corresponding group of operators and the resol-
vent of the generator of the group, and the known results on homogenization
of the resolvent B−1ε from [Su1]. Our key observation is that the quantitative
homogenization results for the hyperbolic systems can be derived from the
approximation of the resolvent by analogy with the proof of the Trotter-Kato
theorem.
6
First, we rewrite hyperbolic problem (0.2) in the following form:
∂t
(
uε
∂tuε
)
=
(
0 I
−Bε 0
)(
uε
∂tuε
)
,
(
uε(·, 0)
∂tuε(·, 0)
)
=
(
φ
ψ
)
.
Denote Aε =
(
0 I
−Bε 0
)
. Then, according to (0.3),
(
uε
∂tuε
)
= etAε
(
φ
ψ
)
=
(
cos(tB
1/2
ε ) B
−1/2
ε sin(tB
1/2
ε )
−B
1/2
ε sin(tB
1/2
ε ) cos(tB
1/2
ε )
)(
φ
ψ
)
.
Our second step can be considered as technical modification of the proof of
the classical Trotter-Kato theorem in the variant from [BSu5, Lemma 19.1].
The main new observation is the following: we need to use approximation for
the resolvent with corrector to obtain the principal term of approximation
for the solution of hyperbolic problem. We use this trick to make estimates
optimal with respect to the type of the operator norm.
For the operator e−itBε , the method simplifies significantly. It allows us
to give a short proof of (H3 → L2)-approximation of the unitary group
e−itBε (the original proof belongs to M. Dorodnyi) and approximation with
corrector for the operator e−itBεB−1ε .
0.5 Plan of the paper
The paper consists of five sections and introduction. Section 1 contains def-
inition of the operators Bε and B
0 and known results on homogenization of
the resolvent B−1ε . In Section 2, the main results of the paper are formulated
and proven. In Section 3, we discuss the possibility to remove the smoothing
operator from the corrector. In Section 4, we apply results in operator terms
to homogenization of the solutions of hyperbolic systems. Finally, in Sec-
tion 5, we give another proof for approximation of the operator e−itBε from
[D] and, for completeness of the presentation, approximation in the energy
norm for e−itBεB−1ε .
0.6 Notation
Let H and H∗ be complex separable Hilbert spaces. The symbols (·, ·)H and
‖ · ‖H denote the inner product and the norm in H, respectively; the symbol
‖ · ‖H→H∗ means the norm of the linear continuous operator from H to H∗.
The algebra of all bounded linear operators acting in H is denoted by B(H).
The symbols 〈·, ·〉 and | · | stand for the inner product and the norm in
Cn, respectively, 1n is the identity (n × n)-matrix. If a is (m × n)-matrix,
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then the symbol |a| denotes the norm of the matrix a as the operator from
Cn to Cm.
We use the notation x = (x1, . . . , xd) ∈ R
d, iDj = ∂j = ∂/∂xj , j =
1, . . . , d, D = −i∇ = (D1, . . . , Dd). The classes Lp of vector-valued func-
tions in a domain O ⊂ Rd with values in Cn are denoted by Lp(O;C
n),
1 6 p 6∞. The Sobolev spaces of Cn-valued functions in a domain O ⊂ Rd
are denoted by Hs(O;Cn). For n = 1, we simply write Lp(O), H
s(O) and
so on, but, sometimes, if this does not lead to confusion, we use such sim-
ple notation for the spaces of vector-valued or matrix-valued functions. The
symbol Lp((0, T );H), 1 6 p 6 ∞, means the Lp-space of H-valued functions
on the interval (0, T ).
Various constants in estimates are denoted by c, c, C, and C (possible,
with indices and marks).
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1 Preliminaries. Known results
The main material of the present section is borrowed from [Su1, Su2]. For
the reader convenience, we repeat it in details.
1.1 Lattices in Rd
Let Γ ⊂ Rd be a lattice generated by a basis a1, . . . , ad ∈ R
d, i. e.,
Γ =
{
a ∈ Rd : a =
d∑
j=1
νjaj , νj ∈ Z
}
,
and let Ω be the elementary cell of Γ:
Ω =
{
x ∈ Rd : x =
d∑
j=1
τjaj , −
1
2
< τj <
1
2
}
.
By |Ω| we denote the Lebesgue measure of Ω: |Ω| = measΩ.
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The basis b1, . . . ,bd in R
d dual to the basis a1, . . . , ad is defined by the
relations 〈bi, aj〉 = 2πδij . The lattice Γ˜ generated by the dual basis is called
the lattice dual to Γ. We consider the first Brillouin zone
Ω˜ = {k ∈ Rd : |k| < |k− b|, 0 6= b ∈ Γ˜},
as a fundamental domain of the lattice Γ˜. By r0 we denote the radius of the
ball inscribed in clos Ω˜. Then 2r0 = min06=b∈Γ˜ |b|.
By H˜1(Ω) we denote the subspace of all functions in H1(Ω) whose Γ-
periodic extension to Rd belongs to H1loc(R
d). If f(x) is a Γ-periodic mea-
surable matrix-valued function in Rd, we put f ε(x) := f(x/ε), ε > 0;
f := |Ω|−1
∫
Ω
f(x) dx, and f :=
(
|Ω|−1
∫
Ω
f(x)−1 dx
)−1
. Here, in the def-
inition of f it is assumed that f ∈ L1,loc(R
d), and in the definition of
f it is assumed that the matrix f(x) is square and nondegenerate, and
f−1 ∈ L1,loc(R
d). By [f ε] we denote the operator of multiplication by the
matrix-valued function f ε(x).
Let U be the Gelfand transformation associated with the lattice Γ. Ini-
tially, U is defined on the Schwartz class S(Rd;Cn) by the formula
(Uv)(k,x) = |Ω˜|−1/2
∑
a∈Γ
exp(−i〈k,x + a〉)v(x+ a), x ∈ Ω, k ∈ Ω˜.
Herewith,
∫
Ω˜
∫
Ω
|(Uv)(k,x)|2 dx dk =
∫
Rd
|v(x)|2 dx, and U extends by con-
tinuity to a unitary operator
U : L2(R
d;Cn)→
∫
Ω˜
⊕L2(Ω;C
n) dk
(for more details, see [BSu2, Chapter 2, Subsection 1.3]).
1.2 The class of operators Aε
In L2(R
d;Cn), we consider the operator Aε given by the differential expression
Aε = b(D)
∗gε(x)b(D). Here g(x) is a Γ-periodic (m × m)-matrix-valued
function (in general, with complex entries). We assume that g(x) > 0 and
g, g−1 ∈ L∞(R
d). Next, b(D) is the differential operator given by
b(D) =
d∑
j=1
bjDj , (1.1)
where bj , j = 1, . . . , d, are constant (m× n)-matrices (in general, with com-
plex entries). It is assumed thatm > n and that the symbol b(ξ) =
∑d
j=1 bjξj
of the operator b(D) has maximal rank:
rank b(ξ) = n, 0 6= ξ ∈ Rd.
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This condition is equivalent to the estimates
α01n 6 b(θ)
∗b(θ) 6 α11n, θ ∈ S
d−1, 0 < α0 6 α1 <∞, (1.2)
with some positive constants α0 and α1. From (1.2) it follows that
|bj | 6 α
1/2
1 , j = 1, . . . , d. (1.3)
The precise definition of the operator Aε is given in terms of the quadratic
form
aε[u,u] =
∫
Rd
〈gε(x)b(D)u, b(D)u〉 dx, u ∈ H1(Rd;Cn).
Under the above assumptions, this form is closed and nonnegative. Using
the Fourier transformation and condition (1.2), it is easy to check that
α0‖g
−1‖−1L∞‖Du‖
2
L2(Rd)
6 aε[u,u] 6 α1‖g‖L∞‖Du‖
2
L2(Rd)
, u ∈ H1(Rd;Cn).
(1.4)
Let c1 := α
−1/2
0 ‖g
−1‖
1/2
L∞
. Then the lower estimate (1.4) can be written as
‖Du‖2L2(Rd) 6 c
2
1aε[u,u], u ∈ H
1(Rd;Cn). (1.5)
1.3 Lower order terms
We study a selfadjoint operator Bε whose principal part coincides with Aε.
To define the lower order terms, we introduce Γ-periodic (n × n)-matrix-
valued functions aj , j = 1, . . . , d, (in general, with complex entries) such
that
aj ∈ Lρ(Ω), ρ = 2 if d = 1, ρ > d if d > 2, j = 1, . . . , d.
Let Q0 be the operator in L2(R
d;Cn) that acts as multiplication by the
Γ-periodic positive definite and bounded matrix-valued function Q0(x) :=
f(x)∗f(x).
Suppose that dµ(x) is a Γ-periodic Borel σ-finite measure in Rd with va-
lues in the class of Hermitian (n×n)-matrices. Then dµ(x) = {dµjl(x)}, j, l =
1, . . . , n. In other words, dµjl(x) is a complex-valued Γ-periodic measure in
Rd, and dµjl = dµ
∗
lj. Suppose that the measure dµ is such that a function
|v(x)|2 is integrable with respect to each measure dµjl for any v ∈ H
1(Rd).
In L2(R
d;Cn), we consider the sesquilinear form∫
Rd
〈dµ(x)u,v〉 =
n∑
j,l=1
∫
Rd
ulv
∗
jdµjl(x), u,v ∈ H
1(Rd;Cn).
Assume that the measure dµ is subject to the following condition.
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Condition 1.1. 1◦. There exist constants c˜2 > 0 and c3 > 0 such that for
any u,v ∈ H1(Ω;Cn) we have∣∣∣∫
Ω
〈dµ(x)u,v〉
∣∣∣ 6 (c˜2‖Du‖2L2(Ω)+c3‖u‖2L2(Ω))1/2(c˜2‖Dv‖2L2(Ω)+c3‖v‖2L2(Ω))1/2.
(1.6)
2◦. We have∫
Ω
〈dµ(x)u,u〉 > −c˜‖Du‖2L2(Ω) − c0‖u‖
2
L2(Ω)
, u ∈ H1(Ω;Cn), (1.7)
with constants c0 ∈ R and c˜ such that 0 6 c˜ < α0‖g
−1‖−1L∞.
Examples of the forms satisfying Condition 1.1 can be found in [Su1,
Subsection 5.5]. Here we provide only the main example.
Example 1.2. Suppose that the measure dµ is absolutely continuous with
respect to Lebesgue measure, i. e., dµ(x) = Q(x) dx, where Q(x) is a Γ-
periodic Hermitian (n× n)-matrix-valued function in Rd such that
Q ∈ Ls(Ω), s = 1 for d = 1, s >
d
2
for d > 2.
Then, by the Sobolev embedding theorem, for any ν > 0 there exists a
positive constant CQ(ν) such that∫
Ω
|Q(x)||u|2 dx 6 ν
∫
Ω
|Du|2 dx+ CQ(ν)
∫
Ω
|u|2 dx, u ∈ H1(Ω;Cn).
Then Condition 1.1 is satisfied with the constants c˜2 = 1, c3 = CQ(1), c˜ = ν,
and c0 = CQ(ν), where 2ν = α0‖g
−1‖−1L∞ .
1.4 The operator Bε
Define the measure dµε(x) as follows. For any Borel set ∆ ⊂ Rd, we consider
the set ε−1∆ = {y = ε−1x : x ∈ ∆} and put µε(∆) = εdµ(ε−1∆). Consider
the sesquilinear form qε defined by
qε[u,v] =
∫
Rd
〈dµε(x)u,v〉, u,v ∈ H1(Rd;Cn).
Consider the following quadratic form
bε[u,u] = aε[u,u] + 2Re
d∑
j=1
(aεjDju,u)L2(Rd)
+ qε[u,u] + λ(Q
ε
0u,u)L2(Rd), u ∈ H
1(Rd;Cn).
(1.8)
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We fix a constant λ so that the form bε is nonnegative (see (1.15) below).
Let us check that the form bε is closed. By the Ho¨lder inequality and the
Sobolev embedding theorem, it is easily seen (see [Su1, (5.11)–(5.14)]) that
for any ν > 0 there exist constants Cj(ν) > 0 such that
‖a∗ju‖
2
L2(Rd)
6 ν‖Du‖2L2(Rd)+Cj(ν)‖u‖
2
L2(Rd)
, u ∈ H1(Rd;Cn), j = 1, . . . , d.
Using the change of variable y := ε−1x and denoting u(x) =: v(y), we deduce
‖(aεj)
∗u‖2L2(Rd) =
∫
Rd
|aj(ε
−1x)∗u(x)|2 dx = εd
∫
Rd
|aj(y)
∗v(y)|2 dy
6 εdν
∫
Rd
|Dyv(y)|
2 dy + εdCj(ν)
∫
Rd
|v(y)|2 dy
6 ν‖Du‖2L2(Rd) + Cj(ν)‖u‖
2
L2(Rd)
, u ∈ H1(Rd;Cn), 0 < ε 6 1.
(1.9)
Hence, by (1.4), for any ν > 0 there exists a constant C(ν) > 0 such that
d∑
j=1
‖(aεj)
∗u‖2L2(Rd) 6 νaε[u,u] + C(ν)‖u‖
2
L2(Rd)
,
u ∈ H1(Rd;Cn), 0 < ε 6 1.
(1.10)
If ν is fixed, then C(ν) depends only on d, ρ, α0, the norms ‖g
−1‖L∞ ,
‖aj‖Lρ(Ω), j = 1, . . . , d, and the parameters of the lattice Γ.
For functions in H1(Rd;Cn), we write inequalities (1.6), (1.7) over shifted
cells Ω+a, a ∈ Γ, and sum up, obtaining similar inequalities with integration
over Rd. Using these arguments, changing variables y := ε−1x similarly to
(1.9), and taking (1.4) into account, we can obtain that
|qε[u,v]| 6 (c2aε[u,u] + c3‖u‖
2
L2(Rd)
)1/2(c2aε[v,v] + c3‖v‖
2
L2(Rd)
)1/2, (1.11)
qε[u,u] > −(1− κ)aε[u,u]− c0‖u‖
2
L2(Rd)
, u,v ∈ H1(Rd;Cn), (1.12)
0 < ε 6 1. Here
c2 = c˜2α
−1
0 ‖g
−1‖L∞ , κ = 1− c˜α
−1
0 ‖g
−1‖L∞ , 0 < κ 6 1.
Combining (1.5), (1.10) with ν = 1, and (1.11), we get
bε[u,u] 6 (2 + c
2
1 + c2)aε[u,u] + (C(1) + c3 + |λ|‖Q0‖L∞)‖u‖
2
L2(Rd)
,
u ∈ H1(Rd;Cn), 0 < ε 6 1.
(1.13)
From (1.5) and (1.10) it follows that
2
∣∣∣∣Re d∑
j=1
(Dju, (a
ε
j)
∗u)L2(Rd)
∣∣∣∣ 6 κ2aε[u,u] + c4‖u‖2L2(Rd),
u ∈ H1(Rd;Cn), 0 < ε 6 1,
(1.14)
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where c4 = 4κ
−1c21C(ν0) with ν0 = 16
−1c−21 κ
2.
Assume that the parameter λ is subject to the following restriction:
λ > ‖Q−10 ‖L∞(c0 + c4) if λ > 0,
λ > ‖Q0‖
−1
L∞
(c0 + c4) if λ < 0 (and c0 + c4 < 0).
(1.15)
This condition ensures that
λ(Q0u,u)L2(Rd) > (c0 + c4 + β)‖u‖
2
L2(Rd)
, u ∈ L2(R
d;Cn), (1.16)
where β > 0 is defined in terms of λ as follows
β = λ‖Q−10 ‖
−1
L∞
− c0 − c4 if λ > 0,
β = λ‖Q0‖L∞ − c0 − c4 if λ < 0 (and c0 + c4 < 0).
Then from (1.8), (1.12), (1.14), and (1.16) it follows that
bε[u,u] >
κ
2
aε[u,u] + β‖u‖
2
L2(Rd)
, u ∈ H1(Rd;Cn), 0 < ε 6 1. (1.17)
Thus, the form bε is closed and positive definite. The selfadjoint operator
in L2(R
d;Cn) generated by this form is denoted by Bε. Formally, we have
Bε = b(D)
∗gε(x)b(D)+
d∑
j=1
(
aεj(x)Dj +Dja
ε
j(x)
∗
)
+Qε(x)+λQε0(x). (1.18)
Note that, by (1.4) and (1.13),
bε[u,u] 6 c
2
5‖u‖
2
H1(Rd), u ∈ H
1(Rd;Cn); (1.19)
c25 := max{(2 + c
2
1 + c2)α1‖g‖L∞;C(1) + c3 + |λ|‖Q0‖L∞}.
From (1.4) and (1.17) it follows that
‖u‖H1(Rd) 6 c6‖B
1/2
ε u‖L2(Rd), u ∈ H
1(Rd;Cn);
c6 := (min{2
−1κα0‖g
−1‖−1L∞ ; β})
−1/2.
(1.20)
Note that differential expression (1.18) also can be treated as a bounded
operator B˜ε fromH
1(Rd;Cn) toH−1(Rd;Cn). It is easily seen that B˜ε|DomBε =
Bε. So, we omit the wave ”
˜“ and write simply Bε. By (1.19) and the duality
arguments, ‖Bε‖H1→H−1 6 c
2
5.
By the duality arguments, the operator B
1/2
ε : H1 → L2 can be extended
to bounded operator from L2 to H
−1. Indeed, by (1.19),
‖B1/2ε u‖L2(Rd) 6 c5‖u‖H1(Rd), u ∈ H
1(Rd;Cn), (1.21)
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and
c5‖u‖H1(Rd)‖v‖L2(Rd) > |(B
1/2
ε u,v)L2(Rd)| = |(u, B
1/2
ε v)L2(Rd)|,
u,v ∈ H1(Rd;Cn).
So,
‖B1/2ε v‖H−1(Rd) 6 c5‖v‖L2(Rd), v ∈ H
1(Rd;Cn). (1.22)
By continuity, we extend B
1/2
ε to a bounded operator from L2 to H
−1. By
construction, the restriction of this extended operator onto H1 coincides with
the original operator B
1/2
ε . So, we denote this extended operator by B
1/2
ε .
By (1.22),
‖B1/2ε ‖L2(Rd)→H−1(Rd) 6 c5. (1.23)
For convenience of further references, in what follows by the ,,problem
data” we mean the following set of parameters:
d,m, n, ρ;α0, α1, ‖g‖L∞, ‖g
−1‖L∞ , ‖aj‖Lρ(Ω), j = 1, . . . , d;
c˜, c0, c˜2, c3 from Condition 1.1;
λ, ‖Q0‖L∞ , ‖Q
−1
0 ‖L∞ ; the parameters of the lattice Γ.
(1.24)
1.5 The effective matrix
The effective operator forAε = b(D)
∗gε(x)b(D) is given by A0 = b(D)∗g0b(D),
where g0 is a constant (m×m)-matrix called the effective matrix. The matrix
g0 is defined in terms of the solution of an auxiliary cell problem. Suppose
that a Γ-periodic (n×m)-matrix-valued function Λ(x) is the (weak) solution
of the problem
b(D)∗g(x)(b(D)Λ(x) + 1m) = 0,
∫
Ω
Λ(x) dx = 0. (1.25)
Then the effective matrix is given by
g0 = |Ω|−1
∫
Ω
g˜(x) dx, (1.26)
where
g˜(x) = g(x)(b(D)Λ(x) + 1m). (1.27)
It can be checked that g0 is positive definite.
We also need the following estimates for the solution of the problem (1.25)
proved in [BSu3, (6.28) and Subsection 7.3]:
‖Λ‖L2(Ω) 6 |Ω|
1/2M1, M1 = m
1/2(2r0)
−1α
−1/2
0 ‖g‖
1/2
L∞
‖g−1‖
1/2
L∞
, (1.28)
‖DΛ‖L2(Ω) 6 |Ω|
1/2M2, M2 = m
1/2α
−1/2
0 ‖g‖
1/2
L∞
‖g−1‖
1/2
L∞
. (1.29)
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The effective matrix satisfies the estimates known as the Voigt–Reuss
bracketing (see, e. g., [BSu2, Chapter 3, Theorem 1.5]).
Proposition 1.3. Let g0 be the effective matrix (1.26). Then
g 6 g0 6 g. (1.30)
If m = n, then g0 = g.
Now we distinguish the cases where one of the inequalities in (1.30) be-
comes an identity, see [BSu2, Chapter 3, Propositions 1.6 and 1.7].
Proposition 1.4. The identity g0 = g is equivalent to the relations
b(D)∗gk(x) = 0, k = 1, . . . , m, (1.31)
where gk(x), k = 1, . . . , m, are the columns of the matrix g(x).
Proposition 1.5. The identity g0 = g is equivalent to the relations
lk(x) = l
0
k + b(D)wk, l
0
k ∈ C
m, wk ∈ H˜
1(Ω;Cm), k = 1, . . . , m, (1.32)
where lk(x), k = 1, . . . , m, are the columns of the matrix g(x)
−1.
1.6 The effective operator
In order to define the effective operator forBε, consider the Γ-periodic (n×n)-
matrix-valued function Λ˜(x) which is the solution of the problem
b(D)∗g(x)b(D)Λ˜(x) +
d∑
j=1
Djaj(x)
∗ = 0,
∫
Ω
Λ˜(x) dx = 0. (1.33)
(Here equation is understood in the weak sense.)
The following estimates for Λ˜ were proven in [Su1, (7.51) and (7.52)]:
‖Λ˜‖L2(Ω) 6 (2r0)
−1Can
1/2α−10 ‖g
−1‖L∞ = |Ω|
1/2M˜1, (1.34)
‖DΛ˜‖L2(Ω) 6 Can
1/2α−10 ‖g
−1‖L∞ = |Ω|
1/2M˜2, (1.35)
where C2a :=
∑d
j=1
∫
Ω
|aj(x)|
2 dx, M˜1 := |Ω|
−1/2(2r0)
−1Can
1/2α−10 ‖g
−1‖L∞ ,
and M˜2 := |Ω|
−1/2Can
1/2α−10 ‖g
−1‖L∞ .
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Define constant matrices V and W as follows:
V = |Ω|−1
∫
Ω
(b(D)Λ(x))∗g(x)(b(D)Λ˜(x)) dx,
W = |Ω|−1
∫
Ω
(b(D)Λ˜(x))∗g(x)(b(D)Λ˜(x)) dx.
The effective operator for the operator (1.18) is given by
B0 = b(D)∗g0b(D)− b(D)∗V − V ∗b(D) +
d∑
j=1
(aj + a∗j )Dj −W +Q+ λQ0.
Here Q = |Ω|−1
∫
Ω
dµ(x). The operator B0 is the elliptic second order op-
erator with constant coefficients, DomB0 = H2(Rd;Cn). According to [Su2,
(3.31), (4.9), Subsection 7.2], the operator B0 is positive definite:
B0 > cˇ∗I, cˇ∗ := min{2
−1κα0‖g
−1‖−1L∞ ; β}. (1.36)
Moreover, its symbol L(ξ) satisfies the estimate
L(ξ) > cˇ∗(|ξ|
2 + 1)1n. (1.37)
So,
‖u‖H1(Rd) 6 cˇ
−1/2
∗ ‖(B
0)1/2u‖L2(Rd), u ∈ H
1(Rd;Cn), (1.38)
and
‖(B0)−1/2‖L2(Rd)→L2(Rd) 6 cˇ
−1/2
∗ , (1.39)
‖D(B0)−1/2‖L2(Rd)→L2(Rd) 6 sup
ξ∈Rd
|ξ||L(ξ)|−1/2 6 cˇ−1/2∗ , (1.40)
‖(B0)−1/2‖L2(Rd)→H1(Rd) 6 sup
ξ∈Rd
(1 + |ξ|2)1/2||L(ξ)|−1/2 6 cˇ−1/2∗ , (1.41)
‖(B0)−1‖L2(Rd)→H2(Rd) 6 sup
ξ∈Rd
(1 + |ξ|2)|L(ξ)|−1 6 cˇ−1∗ . (1.42)
For the case, when the measure dµ is as in Example 1.2, in [MSu3, Lemma
1.6] it was proven that
L(ξ) 6 CL(|ξ|
2 + 1)1n (1.43)
for some positive constant CL depending only on the problem data (1.24).
To modify the proof from [MSu3] to our case, we need only to estimate the
term Q. It turns out that Q 6 c31n. Indeed, by Condition 1.1(1
◦),
|(Qu,u)L2(Rd)| = |Ω|
−1
∣∣∣∫
Rd
〈
∫
Ω
dµ(x)u(y),u(y)〉 dy
∣∣∣
6 |Ω|−1
∑
a∈Γ
∫
Ωa
∣∣∣〈∫
Ω
dµ(x)u(y),u(y)〉
∣∣∣dy 6 c3‖u‖2L2(Rd), u ∈ H1(Rd;Cn).
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Now, from (1.43) it follows that
‖(B0)1/2‖L2(Rd)→H−1(Rd) 6 sup
ξ∈Rd
(1 + |ξ|2)−1/2|L(ξ)|1/2 6 C
1/2
L (1.44)
and
‖(B0)1/2‖H1(Rd)→L2(Rd) 6 C
1/2
L , (1.45)
‖B0‖H2(Rd)→L2(Rd) 6 CL, (1.46)
‖(B0)3/2‖H3(Rd)→L2(Rd) 6 C
3/2
L . (1.47)
1.7 The operator Πε
Let Πε be the pseudodifferential operator in L2(R
d;Cn) whose symbol is the
characteristic function χΩ˜/ε(ξ) of the set Ω˜/ε:
(Πεf)(x) = (2π)
−d/2
∫
Ω˜/ε
ei〈x,ξ〉f̂(ξ) dξ. (1.48)
Here f̂ is the Fourier-image of the function f . Obviously, ΠεD
αu = DαΠεu
for u ∈ H l(Rd;Cn), if |α| 6 l. Note, that Π2ε = Πε and
‖Πε‖L2(Rd)→L2(Rd) = 1. (1.49)
The following property of the operator Πε was proven in [PSu, Proposition
1.4].
Proposition 1.6. We have
‖Πεu− u‖L2(Rd) 6 εr
−1
0 ‖Du‖L2(Rd), u ∈ H
1(Rd;Cn), ε > 0.
For κ = 0, the following result was obtained in [BSu4, Subsection 10.2].
For 0 < κ <∞ the proof is quite similar.
Proposition 1.7. Let f be a Γ-periodic function in Rd such that f ∈ L2(Ω).
Let 0 6 κ <∞. Then
‖[f ε]Πε‖H−κ(Rd)→H−κ(Rd) 6 |Ω|
−1/2‖f‖L2(Ω), ε > 0.
Proof. We have
‖[f ε]Πε‖H−κ(Rd)→H−κ(Rd) = ‖(D
2 + I)−κ[f ε]Πε(D
2 + I)κ‖L2(Rd)→L2(Rd).
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Let Tε be the unitary rescaling operator in L2(R
d;Cn) given by (Tεu)(x) =
εd/2u(x). Then
(D2 + I)−κ[f ε]Πε(D
2 + I)κ = T ∗ε (D
2 + ε2I)−κ[f ]Π1(D
2 + ε2I)κTε.
So,
‖[f ε]Πε‖H−κ(Rd)→H−κ(Rd) = ‖(D
2 + ε2I)−κ[f ]Π1(D
2 + ε2I)κ‖L2(Rd)→L2(Rd).
It turns out that under Gelfand transformation (see Subsection 1.1) the
operator
(D2 + ε2I)−κ[f ]Π1(D
2 + ε2I)κ = (D2 + ε2I)−κ[f ](D2 + ε2I)κΠ1
is decomposed into the direct integral of the operators
((D+ k)2 + ε2I)−κ[f ]((D+ k)2 + ε2I)κP,
depending on the quasi-momentum k ∈ Ω˜ and acting in L2(Ω;C
n) with the
periodic boundary conditions. Here P is the operator of averaging over the
cell: Pv = |Ω|−1
∫
Ω
v(x) dx, v ∈ L2(Ω;C
n), i. e., the projection of L2(Ω;C
n)
onto the subspace of constant functions. Because of the presence of the
projection P ,
((D+k)2+ ε2I)−κ[f ]((D+k)2+ ε2I)κP = ((D+k)2+ ε2I)−κ[f ](k2+ ε2)κP.
Thus,
‖[f ε]Πε‖H−κ(Rd)→H−κ(Rd) = ‖(D
2 + ε2I)−κ[f ]Π1(D
2 + ε2I)κ‖L2(Rd)→L2(Rd)
6 sup
k∈Ω˜
‖((D+ k)2 + ε2I)−κ[f ]P (k2 + ε2I)κ‖L2(Ω)→L2(Ω)
6 ‖[f ]P‖L2(Ω)→L2(Ω) sup
k∈Ω˜
(k2 + ε2)κ‖((D+ k)2 + ε2)−κ‖L2(Ω)→L2(Ω).
(1.50)
Using the discrete Fourier transform and definition of the first Brillouin zone
Ω˜, we obtain
‖((D+k)2+ε2)−κ‖L2(Ω)→L2(Ω) = sup
b∈Γ˜
(|b+k|2+ε2)−κ = (|k|2+ε2)−κ, k ∈ Ω˜.
Together with (1.50), this implies
‖[f ε]Πε‖H−κ(Rd)→H−κ(Rd) 6 ‖[f ]P‖L2(Ω)→L2(Ω) 6 |Ω|
−1/2‖f‖L2(Ω).
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1.8 Approximation of the resolvent
In the present Subsection we formulate the homogenization results for B−1ε ,
obtained in [Su1, Theorems 9.2 and 9.7].
Let K(ε) be the corrector
K(ε) := [Λε]Πεb(D)(B
0)−1 + [Λ˜ε]Πε(B
0)−1. (1.51)
The continuity of the operator K(ε) from L2(R
d;Cn) to H1(Rd;Cn) follows
from Proposition 1.7 with κ = 0 and inclusions Λ, Λ˜ ∈ H˜1(Ω). By Proposi-
tion 1.7 and (1.2), (1.28), (1.34), and (1.42),
‖K(ε)‖L2(Rd)→L2(Rd) 6 CK := (M1α
1/2
1 + M˜1)cˇ
−1
∗ . (1.52)
Theorem 1.8 ([Su1]). Let the assumptions of Subsections 1.1–1.6 be satis-
fied. Let K(ε) be the corrector (1.51). Denote
R1(ε) := B
−1
ε − (B
0)−1, (1.53)
R2(ε) := B
−1
ε − (B
0)−1 − εK(ε). (1.54)
Then for 0 < ε 6 1 we have
‖R1(ε)‖L2(Rd)→L2(Rd) 6 C1ε,
‖R2(ε)‖L2(Rd)→H1(Rd) 6 C2ε. (1.55)
The constants C1 and C2 are controlled in terms of the problem data (1.24).
Note that inequalities (1.19) and (1.55) imply the estimate
‖B1/2ε R2(ε)‖L2(Rd)→L2(Rd) 6 c5C2ε. (1.56)
2 Problem setting. Main results
2.1 Problem
Let uε be the generalized solution of the following Cauchy problem for hy-
perbolic system:{
∂2t uε(x, t) = −Bεuε(x, t), x ∈ R
d, t ∈ R,
uε(x, 0) = φ(x), (∂tuε)(x, 0) = ψ(x), x ∈ R
d.
(2.1)
Here φ ∈ H1(Rd;Cn) and ψ ∈ L2(R
d;Cn).
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The solution of problem (2.1) is given by
uε(·, t) = cos(tB
1/2
ε )φ+B
−1/2
ε sin(tB
1/2
ε )ψ.
Thus,
∂tuε(·, t) = −B
1/2
ε sin(tB
1/2
ε )φ+ cos(tB
1/2
ε )ψ.
Our goal is to study the behavior of the solution uε(·, t) as ε→ 0. In other
words, to approximate the operator functions cos(tB
1/2
ε ) and B
−1/2
ε sin(tB
1/2
ε )
in suitable norms.
The problem (2.1) can be rewritten as follows
∂t
(
uε
∂tuε
)
=
(
0 I
−Bε 0
)(
uε
∂tuε
)
,
(
uε(·, 0)
∂tuε(·, 0)
)
=
(
φ
ψ
)
.
Denote
Aε :=
(
0 I
−Bε 0
)
: H1(Rd;Cn)× L2(R
d;Cn)→ H1(Rd;Cn)× L2(R
d;Cn),
DomAε := DomBε ×H
1(Rd;Cn).
(2.2)
(Our choice of DomAε guaranties that RanAε ⊂ H
1(Rd;Cn)× L2(R
d;Cn).)
According to [Go, Chapter 2, Section 7], operator (2.2) generates C0-group
etAε =
(
cos(tB
1/2
ε ) B
−1/2
ε sin(tB
1/2
ε )
−B
1/2
ε sin(tB
1/2
ε ) cos(tB
1/2
ε )
)
(2.3)
on the space Dom bε×L2(R
d;Cn) = H1(Rd;Cn)×L2(R
d;Cn) equipped with
the graph norm. By (1.19) and (1.20), this norm is equivalent to the standard
norm in H1(Rd;Cn)× L2(R
d;Cn). So,
etAε ∈ B(H1(Rd;Cn)× L2(R
d;Cn)). (2.4)
Then (
uε
∂tuε
)
= etAε
(
φ
ψ
)
.
It is easily seen that the resolvent of the operator Aε has the form
A−1ε =
(
0 −B−1ε
I 0
)
, A−1ε ∈ B(H
1(Rd;Cn)× L2(R
d;Cn)). (2.5)
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2.2 The operator A0
Let A0 be the effective operator for (2.2):
A0 =
(
0 I
−B0 0
)
: H1(Rd;Cn)× L2(R
d;Cn)→ H1(Rd;Cn)× L2(R
d;Cn),
DomA0 = DomB
0 ×H1(Rd;Cn) = H2(Rd;Cn)×H1(Rd;Cn).
(2.6)
Then, similarly to (2.3)–(2.5),
etA0 =
(
cos(t(B0)1/2) (B0)−1/2 sin(t(B0)1/2)
−(B0)1/2 sin(t(B0)1/2) cos(t(B0)1/2)
)
, (2.7)
etA0 ∈ B(H1(Rd;Cn)× L2(R
d;Cn)), (2.8)
and
A−10 =
(
0 −(B0)−1
I 0
)
, A−10 ∈ B(H
1(Rd;Cn)× L2(R
d;Cn)). (2.9)
Thus
A
−2
0 =
(
0 −(B0)−1
I 0
)(
0 −(B0)−1
I 0
)
=
(
−(B0)−1 0
0 −(B0)−1
)
. (2.10)
2.3 Principal term of approximation
The principal term of approximation is given by the following theorem. The
proof can be found in Subsection 2.4 below.
Theorem 2.1. Under the assumptions of Subsections 1.1–1.6, for t ∈ R and
0 < ε 6 1 we have
‖ cos(tB1/2ε )− cos(t(B
0)1/2)‖H2(Rd)→L2(Rd) 6 C3ε(1 + |t|), (2.11)
‖B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)‖H1(Rd)→L2(Rd) 6 C4ε(1 + |t|),
(2.12)
‖B1/2ε sin(tB
1/2
ε )− (B
0)1/2 sin(t(B0)1/2)‖H2(Rd)→H−1(Rd) 6 C5ε(1 + |t|),
(2.13)
‖ cos(tB1/2ε )− cos(t(B
0)1/2)‖H1(Rd)→H−1(Rd) 6 C6ε|t|. (2.14)
The constants C3, C4, C5, and C6 are controlled explicitly in terms of the
problem data (1.24).
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Remark 2.2. The right-hand side in (2.12) can be replaced by Cε|t|, see
(2.60) below.
Corollary 2.3. For t ∈ R and 0 < ε 6 1 we have
‖etAε − etA0‖H2(Rd)×H1(Rd)→L2(Rd)×H−1(Rd) 6 (C3 + C4 + C5 + C6)ε(1 + |t|).
By the interpolation arguments, Theorem 2.1 implies the following result.
Theorem 2.4. Let 0 6 r 6 2. Then, under the assumptions of Theorem 2.1,
for 0 < ε 6 1 and t ∈ R we have
‖ cos(tB1/2ε )− cos(t(B
0)1/2)‖Hr(Rd)→L2(Rd) 6 C7ε
r/2(1 + |t|)r/2, (2.15)
‖B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)‖Hr−1(Rd)→L2(Rd)
6 C8ε
r/2(1 + |t|)r/2,
(2.16)
‖B1/2ε sin(tB
1/2
ε )− (B
0)1/2 sin(t(B0)1/2)‖Hr(Rd)→H−1(Rd) 6 C9ε
r/2(1 + |t|)r/2,
(2.17)
‖ cos(tB1/2ε )− cos(t(B
0)1/2)‖Hr−1(Rd)→H−1(Rd) 6 C10ε
r/2|t|r/2. (2.18)
The constants C7, C8, C9, and C10 depend only on r and the problem data
(1.24).
Remark 2.5. The right-hand side in (2.16) can be replaced by Cεr/2|t|r/2,
see (2.63) below.
Proof. Interpolating between the rough estimate
‖ cos(tB1/2ε )− cos(t(B
0)1/2)‖L2(Rd)→L2(Rd) 6 2
and (2.11), we obtain (2.15) with the constant C7 = 2
1−r/2C
r/2
3 .
Next, by the duality arguments and (1.20),
‖B−1/2ε sin(tB
1/2
ε )‖H−1(Rd)→L2(Rd) = ‖B
−1/2
ε sin(tB
1/2
ε )‖L2(Rd)→H1(Rd)
6 c6‖ sin(tB
1/2
ε )‖L2(Rd)→L2(Rd) = c6.
(2.19)
Similarly, according to (1.38),
‖(B0)−1/2 sin(t(B0)1/2)‖H−1(Rd)→L2(Rd) 6 cˇ
−1/2
∗ .
Together with (2.19), this implies the inequality
‖B−1/2ε sin(tB
1/2
ε )−(B
0)−1/2 sin(t(B0)1/2)‖H−1(Rd)→L2(Rd) 6 c6+cˇ
−1/2
∗ . (2.20)
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Interpolating between (2.12) and (2.20), we arrive at the estimate (2.16) with
the constant C8 := (c6 + cˇ
−1/2
∗ )1−r/2C
r/2
4 .
From (1.23) and (1.44) it follows that
‖B1/2ε sin(tB
1/2
ε )− (B
0)1/2 sin(t(B0)1/2)‖L2(Rd)→H−1(Rd) 6 c5 + C
1/2
L . (2.21)
Interpolating between (2.21) and (2.13), we obtain estimate (2.17), where
C9 := (c5 + C
1/2
L )
1−r/2C
r/2
5 .
Note that the operator cos(tB
1/2
ε ) can be extended to the bounded op-
erator in H−1(Rd;Cn). Indeed, by (1.20) and (1.21), for u ∈ L2(R
d;Cn) we
have
‖ cos(tB1/2ε )u‖H−1(Rd) = sup
06=v∈H1(Rd)
|(cos(tB
1/2
ε )u,v)L2(Rd)|
‖v‖H1(Rd)
= sup
06=v∈H1(Rd)
|(u, cos(tB
1/2
ε )v)L2(Rd)|
‖v‖H1(Rd)
6 ‖u‖H−1(Rd) sup
06=v∈H1(Rd)
‖ cos(tB
1/2
ε )v‖H1(Rd)
‖v‖H1(Rd)
6 c6‖u‖H−1(Rd) sup
06=v∈H1(Rd)
‖B
1/2
ε v‖L2(Rd)
‖v‖H1(Rd)
6 c5c6‖u‖H−1(Rd).
So, by continuity we can extend the operator cos(tB
1/2
ε ) onto H−1(Rd;Cn),
and
‖ cos(tB1/2ε )‖H−1(Rd)→H−1(Rd) 6 c5c6. (2.22)
The operator cos(t(B0)1/2) also can be extended onto H−1(Rd;Cn). Since
the operator B0 has constant coefficients, it commutes with differentiation,
and
‖ cos(t(B0)1/2)‖H−1(Rd)→H−1(Rd)
= ‖(D2 + I)−1/2 cos(t(B0)1/2)(D2 + I)1/2‖L2(Rd)→L2(Rd) 6 1.
(2.23)
Combining (2.22) and (2.23), we obtain
‖ cos(tB1/2ε )− cos(t(B
0)1/2)‖H−1(Rd)→H−1(Rd) 6 1 + c5c6. (2.24)
Interpolating between (2.24) and (2.14), we arrive at estimate (2.18) with
the constant C10 := C
r/2
6 (1 + c5c6)
1−r/2.
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2.4 Proof of Theorem 2.1
Proof of Theorem 2.1. Denote
E(t) := e−tAεA−1ε A
−1
0 e
tA0 .
It is bounded operator in H1(Rd;Cn) × L2(R
d;Cn), because all factors are
bounded in H1(Rd;Cn)× L2(R
d;Cn). Then
dE(t)
dt
= e−tAε(A−1ε − A
−1
0 )e
tA0 .
(Derivative is taken in the strong operator topology inH1(Rd;Cn)×L2(R
d;Cn),
see [Pa, Chapter 1, Theorem 2.4(c)].) So,
E(t)− E(0) = e−tAεA−1ε A
−1
0 e
tA0 − A−1ε A
−1
0 =
∫ t
0
e−t˜Aε(A−1ε − A
−1
0 )e
t˜A0 dt˜.
(2.25)
(The integral is understood as a strong Riemann integral in H1(Rd;Cn) ×
L2(R
d;Cn).)
Let us multiply the identity (2.25) by e−tA0 from the right. Then
e−tAεA−1ε A
−1
0 − A
−1
ε A
−1
0 e
−tA0 =
∫ t
0
e−t˜Aε(A−1ε − A
−1
0 )e
(t˜−t)A0 dt˜.
So,
(e−tAε − e−tA0)A−20 = −e
−tAε(A−1ε − A
−1
0 )A
−1
0 + (A
−1
ε − A
−1
0 )A
−1
0 e
−tA0
+
∫ t
0
e−t˜Aε(A−1ε − A
−1
0 )e
(t˜−t)A0 dt˜.
(2.26)
Denote
G(ε) :=
(
ΛεΠεb(D) + Λ˜
εΠε 0
0 0
)
, DomG(ε) = H2(Rd;Cn)× L2(R
d;Cn).
(2.27)
Then, by (2.9),
G(ε)A−10 =
(
ΛεΠεb(D) + Λ˜
εΠε 0
0 0
)(
0 −(B0)−1
I 0
)
=
(
0 −K(ε)
0 0
)
.
(2.28)
Here K(ε) is the operator (1.51). So,
G(ε)A−10 ∈ B(H
1(Rd;Cn)× L2(R
d;Cn)). (2.29)
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Note that
A−1ε − A
−1
0 =
(
0 −R1(ε)
0 0
)
(2.30)
and
A
−1
ε − A
−1
0 − εG(ε)A
−1
0 =
(
0 −R2(ε)
0 0
)
, (2.31)
where R1(ε) and R2(ε) are defined by (1.53) and (1.54), respectively.
By (2.26),
(e−tAε − e−tA0)A−20 = −e
−tAε(A−1ε − A
−1
0 )A
−1
0 + (A
−1
ε − A
−1
0 )A
−1
0 e
−tA0
+
∫ t
0
e−t˜Aε(A−1ε − A
−1
0 − εG(ε)A
−1
0 )e
(t˜−t)A0 dt˜
+
∫ t
0
e−t˜AεεG(ε)A−10 e
(t˜−t)A0 dt˜.
(2.32)
Denote the consecutive summands in the right-hand side of (2.32) by Ij(ε; t),
j = 1, . . . , 4.
Then, by (2.3), (2.9), and (2.30),
I1(ε; t) =
(
cos(tB
1/2
ε )R1(ε) 0
B
1/2
ε sin(tB
1/2
ε )R1(ε) 0
)
. (2.33)
Next, the operator I2(ε; t) has the entries
{I2(ε; t)}11 = −R1(ε) cos(t(B
0)1/2), (2.34)
{I2(ε; t)}12 = R1(ε)(B
0)−1/2 sin(t(B0)1/2), (2.35)
{I2(ε; t)}21 = {I2(ε; t)}22 = 0. (2.36)
By using (2.3), (2.7), and (2.31), we see that the entries of the operator
I3(ε; t) have the form
{I3(ε; t)}11 =
∫ t
0
cos(t˜B1/2ε )R2(ε)(B
0)1/2 sin((t˜− t)(B0)1/2) dt˜, (2.37)
{I3(ε; t)}12 = −
∫ t
0
cos(t˜B1/2ε )R2(ε) cos((t˜− t)(B
0)1/2) dt˜, (2.38)
{I3(ε; t)}21 =
∫ t
0
B1/2ε sin(t˜B
1/2
ε )R2(ε)(B
0)1/2 sin((t˜− t)(B0)1/2) dt˜, (2.39)
{I3(ε; t)}22 = −
∫ t
0
B1/2ε sin(t˜B
1/2
ε )R2(ε) cos((t˜− t)(B
0)1/2) dt˜. (2.40)
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Here integrals are understood in the strong sense (in different norms): in
(2.37) in (H1 → H1)-norm, in (2.38) in (L2 → H
1)-norm, etc. We can un-
derstand the integral from (2.37) in the strong (H1 → L2)-sense and integrate
by parts. Then
{I3(ε; t)}11 = − cos(tB
1/2
ε )R2(ε) +R2(ε) cos(t(B
0)1/2)
−
∫ t
0
B1/2ε sin(t˜B
1/2
ε )R2(ε) cos((t˜− t)(B
0)1/2) dt˜
(2.41)
is bounded operator in L2(R
d;Cn). Next, the integral in (2.39) is understood
in the strong (H1 → L2)-sense. So, it makes sense in a weaker (H
1 → H−1)-
topology. Integrating by parts, we arrive at the expression
{I3(ε; t)}21 = −B
1/2
ε sin(tB
1/2
ε )R2(ε)
+
∫ t
0
B1/2ε cos(t˜B
1/2
ε )B
1/2
ε R2(ε) cos((t˜− t)(B
0)1/2) dt˜.
(2.42)
This operator is obviously (L2 → H
−1)-bounded.
According to (2.3), (2.7), and (2.28), the operator I4(ε; t) has the entries
{I4(ε; t)}11 =
∫ t
0
cos(t˜B1/2ε )εK(ε)(B
0)1/2 sin((t˜− t)(B0)1/2) dt˜, (2.43)
{I4(ε; t)}12 = −
∫ t
0
cos(t˜B1/2ε )εK(ε) cos((t˜− t)(B
0)1/2) dt˜, (2.44)
{I4(ε; t)}21 =
∫ t
0
B1/2ε sin(t˜B
1/2
ε )εK(ε)(B
0)1/2 sin((t˜− t)(B0)1/2) dt˜, (2.45)
{I4(ε; t)}22 = −
∫ t
0
B1/2ε sin(t˜B
1/2
ε )εK(ε) cos((t˜− t)(B
0)1/2) dt˜. (2.46)
Now, we compute the matrix entries of the left-hand side of (2.32). By
(2.3), (2.7), and (2.10),
{(e−tAε − e−tA0)A−20 }11 = −(cos(tB
1/2
ε )− cos(t(B
0)1/2))(B0)−1, (2.47)
{(e−tAε − e−tA0)A−20 }12 = (B
−1/2
ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2))(B0)−1,
(2.48)
{(e−tAε − e−tA0)A−20 }21 = −(B
1/2
ε sin(tB
1/2
ε )− (B
0)1/2 sin(t(B0)1/2))(B0)−1,
(2.49)
{(e−tAε − e−tA0)A−20 }22 = −(cos(tB
1/2
ε )− cos(t(B
0)1/2))(B0)−1. (2.50)
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Combining (1.53), (1.54), (2.32)–(2.34), (2.41), (2.43), and (2.47), we
obtain
− (cos(tB1/2ε )− cos(t(B
0)1/2))(B0)−1 = cos(tB1/2ε )R1(ε)
−R1(ε) cos(t(B
0)1/2)− cos(tB1/2ε )R2(ε) +R2(ε) cos(t(B
0)1/2)
−
∫ t
0
B1/2ε sin(t˜B
1/2
ε )R2(ε) cos((t˜− t)(B
0)1/2) dt˜
+
∫ t
0
cos(t˜B1/2ε )εK(ε)(B
0)1/2 sin((t˜− t)(B0)1/2) dt˜
= cos(tB1/2ε )εK(ε)− εK(ε) cos(t(B
0)1/2)
−
∫ t
0
B1/2ε sin(t˜B
1/2
ε )R2(ε) cos((t˜− t)(B
0)1/2) dt˜
+
∫ t
0
cos(t˜B1/2ε )εK(ε)(B
0)1/2 sin((t˜− t)(B0)1/2) dt˜.
(2.51)
By construction, the matrix entries with indices ,,11” are bounded operators
in H1(Rd;Cn). After integrating by parts in the term {I3(ε; t)}11, we can
understand (2.51) only as equality for the operators acting from H1(Rd;Cn)
to L2(R
d;Cn). By continuity, we extend equality from H1(Rd;Cn) to the
whole space L2(R
d;Cn).
By Proposition 1.7 with κ = 0, (1.2), (1.28), and (1.34),
‖[Λε]Πεb(D) + [Λ˜
ε]Πε‖H1(Rd)→L2(Rd) 6 M1α
1/2
1 + M˜1. (2.52)
Together with (1.41) and (1.51), this implies
‖K(ε)(B0)1/2‖L2(Rd)→L2(Rd) 6 (M1α
1/2
1 + M˜1)cˇ
−1/2
∗ . (2.53)
Combining (1.52), (1.56), (2.51), and (2.53), we obtain
‖(cos(tB1/2ε )− cos(t(B
0)1/2))(B0)−1‖L2(Rd)→L2(Rd)
6 2CKε+ c5C2ε|t|+ cˇ
−1/2
∗ (α
1/2
1 M1 + M˜1)ε|t|.
(2.54)
Now from (1.46) and (2.54) we derive estimate (2.11) with the constant
C3 := CLmax{2CK ; c5C2 + cˇ
−1/2
∗ (α
1/2
1 M1 + M˜1)}.
We proceed to the proof of estimate (2.12). Combining (2.32), (2.33),
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(2.35), (2.38), (2.44), and (2.48), we have
(B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2))(B0)−1
= R1(ε)(B
0)−1/2 sin(t(B0)1/2)
−
∫ t
0
cos(t˜B1/2ε )R2(ε) cos((t˜− t)(B
0)1/2) dt˜
−
∫ t
0
cos(t˜B1/2ε )εK(ε) cos((t˜− t)(B
0)1/2) dt˜.
This equality can be understood as an identity for the operators acting from
L2 to L2. So, it makes sense on the range of the operator (B
0)1/2 : H1 → L2:
(B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2))(B0)−1/2
= R1(ε) sin(t(B
0)1/2)
−
∫ t
0
cos(t˜B1/2ε )R2(ε)(B
0)1/2 cos((t˜− t)(B0)1/2) dt˜
−
∫ t
0
cos(t˜B1/2ε )εK(ε)(B
0)1/2 cos((t˜− t)(B0)1/2) dt˜.
The equality here is understood in the (H1 → L2)-sense. By continuity, we
extend it onto the whole space L2. Integrating by parts in the first integral,
we get
(B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2))(B0)−1/2
= R1(ε) sin(t(B
0)1/2)−R2(ε) sin(t(B
0)1/2)
−
∫ t
0
sin(t˜B1/2ε )B
1/2
ε R2(ε) sin((t˜− t)(B
0)1/2) dt˜
−
∫ t
0
cos(t˜B1/2ε )εK(ε)(B
0)1/2 cos((t˜− t)(B0)1/2) dt˜.
Combining this with (1.52)–(1.54), (1.56), and (2.53), we obtain
‖(B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2))(B0)−1/2‖L2(Rd)→L2(Rd)
6 εCK + c5C2ε|t|+ (M1α
1/2
1 + M˜1)cˇ
−1/2
∗ ε|t|.
By (1.45), this implies (2.12) with the constant
C4 := C
1/2
L max{CK ; c5C2 + cˇ
−1/2
∗ (M1α
1/2
1 + M˜1)}.
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Bringing together (2.32), (2.33), (2.36), (2.42), (2.45), and (2.49), we have
− (B1/2ε sin(tB
1/2
ε )− (B
0)1/2 sin(t(B0)1/2))(B0)−1
= B1/2ε sin(tB
1/2
ε )R1(ε)− B
1/2
ε sin(tB
1/2
ε )R2(ε)
+
∫ t
0
B1/2ε cos(t˜B
1/2
ε )B
1/2
ε R2(ε) cos((t˜− t)(B
0)1/2) dt˜
+
∫ t
0
B1/2ε sin(t˜B
1/2
ε )εK(ε)(B
0)1/2 sin((t˜− t)(B0)1/2) dt˜.
(2.55)
By construction, this equality should be understood in the (H1 → H−1)-
sense. By continuity, it make sense in the (L2 → H
−1)-topology. Together
with (1.23), (1.46), (1.52)–(1.54), (1.56), and (2.53), equality (2.55) implies
estimate (2.13) with the constant
C5 := CLmax{c5CK ; c
2
5C2 + c5(M1α
1/2
1 + M˜1)cˇ
−1/2
∗ }.
Combining (2.32), (2.33), (2.36), (2.40), (2.46), and (2.50), we obtain
(cos(tB1/2ε )− cos(t(B
0)1/2))(B0)−1
=
∫ t
0
B1/2ε sin(t˜B
1/2
ε )R2(ε) cos((t˜− t)(B
0)1/2) dt˜
+
∫ t
0
B1/2ε sin(t˜B
1/2
ε )εK(ε) cos((t˜− t)(B
0)1/2) dt˜.
This is the equality for the operators acting from L2 to L2. But L2 is the sub-
set of H−1 and the L2-norm is stronger than the H
−1-norm, so this identity
also can be understood in the (L2 → H
−1)-sense. Applying it to functions
from the space (B0)1/2H1(Rd;Cn) = L2(R
d;Cn), we arrive at
(cos(tB1/2ε )− cos(t(B
0)1/2))(B0)−1/2
=
∫ t
0
B1/2ε sin(t˜B
1/2
ε )R2(ε)(B
0)1/2 cos((t˜− t)(B0)1/2) dt˜
+
∫ t
0
B1/2ε sin(t˜B
1/2
ε )εK(ε)(B
0)1/2 cos((t˜− t)(B0)1/2) dt˜.
Here the equality is understood in the (H1 → H−1)-topology. By continuity,
we can understand it in the (L2 → H
−1)-sense. Integrating by parts in the
first integral, we obtain
(cos(tB1/2ε )− cos(t(B
0)1/2))(B0)−1/2
= −
∫ t
0
B1/2ε cos(t˜B
1/2
ε )B
1/2
ε R2(ε) sin((t˜− t)(B
0)1/2) dt˜
+
∫ t
0
B1/2ε sin(t˜B
1/2
ε )εK(ε)(B
0)1/2 cos((t˜− t)(B0)1/2) dt˜.
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Combining this with (1.23), (1.45), (1.56), and (2.53), we arrive at estimate
(2.14) with the constant C6 := C
1/2
L (c
2
5C2 + c5(M1α
1/2
1 + M˜1)cˇ
−1/2
∗ ).
2.5 Approximation with corrector
Theorem 2.6. Let the assumptions of Subsections 1.1–1.6 be satisfied. De-
note
K1(ε; t) := (Λ
εΠεb(D) + Λ˜
εΠε) cos(t(B
0)1/2)(B0)−1, (2.56)
K2(ε; t) := (Λ
εΠεb(D) + Λ˜
εΠε)(B
0)−1/2 sin(t(B0)1/2). (2.57)
Then for 0 < ε 6 1 and t ∈ R we have
‖ cos(tB1/2ε )B
−1
ε − cos(t(B
0)1/2)(B0)−1 − εK1(ε; t)‖H1(Rd)→H1(Rd)
6 C11ε(1 + |t|),
(2.58)
‖B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)− εK2(ε; t)‖H2(Rd)→H1(Rd)
6 C12ε(1 + |t|),
(2.59)
‖B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)‖H1(Rd)→L2(Rd) 6 C13ε|t|. (2.60)
The constants C11, C12, and C13 are controlled in terms of the problem data
(1.24).
The proof of Theorem 2.6 can be found in Subsection 2.7 below. Ac-
cording to (2.3), (2.7), (2.11), and (2.27), Theorem 2.6 implies the following
result.
Corollary 2.7. Let Aε, A0, and G(ε) be the operators (2.2), (2.6), and
(2.27), respectively. Then for 0 < ε 6 1 and t ∈ R we have∥∥∥∥etAε (B−1ε 00 I
)
− (I + εG(ε))etA0
(
(B0)−1 0
0 I
)∥∥∥∥
H1(Rd)×H2(Rd)→H1(Rd)×L2(Rd)
6 (C3 + C11 + C12 + C13)ε(1 + |t|).
By interpolation arguments, from Theorem 2.6 we derive the following
result.
Theorem 2.8. Let 0 6 s 6 1 and let 0 6 r 6 2. Then for 0 < ε 6 1 and
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t ∈ R we have
‖ cos(tB1/2ε )B
−1
ε − cos(t(B
0)1/2)(B0)−1 − εK1(ε; t)‖Hs(Rd)→H1(Rd)
6 C14ε
s(1 + |t|)s,
(2.61)
‖B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)− εK2(ε; t)‖H1+s(Rd)→H1(Rd)
6 C15ε
s(1 + |t|)s,
(2.62)
‖B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)‖H−1+r(Rd)→L2(Rd) 6 C16ε
r/2|t|r/2.
(2.63)
The constants C14 and C15 depend only on s and the problem data (1.24),
the constant C16 depends on r and the problem data (1.24).
Proof. According to (1.17), Bε > βI. So,
‖B−1/2ε ‖L2(Rd)→L2(Rd) 6 β
−1/2. (2.64)
Using this argument and (1.20), we obtain
‖ cos(tB1/2ε )B
−1
ε ‖L2(Rd)→H1(Rd) 6 c6‖B
−1/2
ε ‖L2(Rd)→L2(Rd) 6 c6β
−1/2. (2.65)
By (1.42),
‖ cos(t(B0)1/2)(B0)−1‖L2(Rd)→H1(Rd) 6 ‖(B
0)−1‖L2(Rd)→H1(Rd) 6 cˇ
−1
∗ . (2.66)
Next, by Proposition 1.7 with κ = 0 and (1.2), (1.28), (1.29),
‖εΛεΠεb(D) cos(t(B
0)1/2)(B0)−1‖L2(Rd)→H1(Rd)
6 (εM1 +M2)α
1/2
1 ‖D(B
0)−1‖L2(Rd)→L2(Rd)
+ εM1α
1/2
1 ‖D
2(B0)−1‖L2(Rd)→L2(Rd).
(2.67)
Similarly, by Proposition 1.7 and (1.34), (1.35),
‖εΛ˜εΠε cos(t(B
0)1/2)(B0)−1‖L2(Rd)→H1(Rd)
6 (εM˜1 + M˜2)‖(B
0)−1‖L2(Rd)→L2(Rd) + εM˜1‖D(B
0)−1‖L2(Rd)→L2(Rd).
(2.68)
Bringing together (1.42), (2.56), (2.67), and (2.68), we obtain
‖K1(ε; t)‖L2(Rd)→H1(Rd) 6 C17, C17 := (2M1+M2)α
1/2
1 cˇ
−1
∗ +(2M˜1+ M˜2)cˇ
−1
∗ .
(2.69)
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Now from (2.65), (2.66), and (2.69) it follows that
‖ cos(tB1/2ε )B
−1
ε − cos(t(B
0)1/2)(B0)−1 − εK1(ε; t)‖L2(Rd)→H1(Rd)
6 c6β
−1/2 + cˇ−1∗ + C17.
(2.70)
Interpolating between (2.70) and (2.58), we arrive at estimate (2.61) with
the constant C14 := (c6β
−1/2 + cˇ−1∗ + C17)
1−sCs11.
We proceed to the proof of estimate (2.62). By (1.20),
‖ sin(tB1/2ε )B
−1/2
ε ‖H1(Rd)→H1(Rd) 6 c6. (2.71)
Next, by (1.38),
‖ sin(t(B0)1/2)(B0)−1/2‖H1(Rd)→H1(Rd) 6 cˇ
−1/2
∗ . (2.72)
By Proposition 1.7, (1.2), (1.28), (1.29), (1.39), and (1.40),
‖εΛεΠεb(D) sin(t(B
0)1/2)(B0)−1/2‖H1(Rd)→H1(Rd)
6 (εM1 +M2)α
1/2
1 ‖D(B
0)−1/2‖H1(Rd)→L2(Rd)
+ εM1α
1/2
1 ‖D
2(B0)−1/2‖H1(Rd)→L2(Rd) 6 (2M1 +M2)α
1/2
1 cˇ
−1/2
∗ .
(2.73)
Similarly, by using Proposition 1.7, (1.34), (1.35), (1.39), and (1.40), we
obtain
‖εΛ˜εΠε sin(t(B
0)1/2)(B0)−1/2‖H1(Rd)→H1(Rd) 6 (2M˜1 + M˜2)cˇ
−1/2
∗ . (2.74)
Now from (2.57) and (2.71)–(2.74) it follows that
‖B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)− εK2(ε; t)‖H1(Rd)→H1(Rd) 6 C18,
(2.75)
where C18 := c6+cˇ
−1/2
∗ +(2M1+M2)α
1/2
1 cˇ
−1/2
∗ +(2M˜1+M˜2)cˇ
−1/2
∗ . Interpolating
between (2.75) and (2.59), we arrive at estimate (2.62) with the constant
C15 := C
1−s
18 C
s
12.
Finally, interpolating between (2.20) and (2.60), we obtain estimate (2.63),
where C16 := (c6 + cˇ∗)
1−r/2C
r/2
13 .
2.6 The case where the corrector is equal to zero
Assume that g0 = g, i. e., relations (1.31) are satisfied. In addition, suppose
that
d∑
j=1
Djaj(x)
∗ = 0. (2.76)
Then the Γ-periodic solutions of problems (1.25) and (1.33) are equal to zero:
Λ(x) = 0 and Λ˜(x) = 0.
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Proposition 2.9. Let the assumptions of Subsections 1.1–1.6 be satisfied.
Suppose that relations (1.31) and (2.76) hold. Let 0 6 r 6 2. Then for
0 < ε 6 1 and t ∈ R we have
‖ cos(tB1/2ε )B
−1
ε − cos(t(B
0)1/2)(B0)−1‖H−1+r(Rd)→H1(Rd)
6 (c5c
3
6 + cˇ
−1
∗ )
1−r/2C
r/2
11 ε
r/2(1 + |t|)r/2,
(2.77)
‖B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)‖Hr(Rd)→H1(Rd)
6 (c6 + cˇ
−1/2
∗ )
1−r/2C
r/2
12 ε
r/2(1 + |t|)r/2.
(2.78)
Proof. By Theorem 2.6, for t ∈ R and 0 < ε 6 1 we have
‖ cos(tB1/2ε )B
−1
ε − cos(t(B
0)1/2)(B0)−1‖H1(Rd)→H1(Rd) 6 C11ε(1 + |t|),
(2.79)
‖B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)‖H2(Rd)→H1(Rd) 6 C12ε(1 + |t|).
(2.80)
By (1.20), (2.22), and the duality arguments,
‖ cos(tB1/2ε )B
−1
ε ‖H−1(Rd)→H1(Rd) 6 c5c6‖B
−1
ε ‖H−1(Rd)→H1(Rd)
6 c5c
2
6‖B
−1/2
ε ‖H−1(Rd)→L2(Rd) = c5c
2
6‖B
−1/2
ε ‖L2(Rd)→H1(Rd) 6 c5c
3
6.
(2.81)
Similarly, according to (1.38) and (2.23),
‖ cos(t(B0)1/2)(B0)−1‖H−1(Rd)→H1(Rd) 6 cˇ
−1
∗ .
Together with (2.81), this implies
‖ cos(tB1/2ε )B
−1
ε − cos(t(B
0)1/2)(B0)−1‖H−1(Rd)→H1(Rd) 6 c5c
3
6 + cˇ
−1
∗ . (2.82)
Interpolating between (2.82) and (2.79), we arrive at estimate (2.77).
By (1.20) and (1.38),
‖B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)‖L2(Rd)→H1(Rd) 6 c6+ cˇ
−1/2
∗ . (2.83)
Interpolating between (2.83) and (2.80), we get (2.78).
2.7 Proof of Theorem 2.6
Proof of Theorem 2.6. Denote
Σ(t) := e−tAεA−1ε (I + εG(ε))A
−1
0 e
tA0 .
33
Since all the factors are bounded operators (see (2.4), (2.5), (2.8), (2.9), and
(2.29)), Σ(t) ∈ B(H1(Rd;Cn) × L2(R
d;Cn)). Then, according to semigroup
theory (see [Pa, Chapter 1, Theorem 2.4(c)]), there exists derivative in the
strong topology in H1(Rd;Cn)× L2(R
d;Cn):
dΣ(t)
dt
= e−tAε(A−1ε − A
−1
0 − εG(ε)A
−1
0 )e
tA0 + εe−tAεA−1ε G(ε)e
tA0 .
Thus
Σ(t)− Σ(0) = e−tAεA−1ε (I + εG(ε))A
−1
0 e
tA0 − A−1ε (I + εG(ε))A
−1
0
=
∫ t
0
e−t˜Aε(A−1ε − A
−1
0 − εG(ε)A
−1
0 )e
t˜A0 dt˜
+
∫ t
0
εe−t˜AεA−1ε G(ε)e
t˜A0 dt˜.
(The integrals are understood as strong Riemann integrals in theH1(Rd;Cn)×
L2(R
d;Cn)-topology.) Let us multiply this identity by e−tA0 from the right:
e−tAεA−1ε (I + εG(ε))A
−1
0 − A
−1
ε (I + εG(ε))A
−1
0 e
−tA0
=
∫ t
0
e−t˜Aε(A−1ε − A
−1
0 − εG(ε)A
−1
0 )e
(t˜−t)A0 dt˜
+
∫ t
0
εe−t˜AεA−1ε G(ε)e
(t˜−t)A0 dt˜.
(2.84)
We have
A−1ε (I + εG(ε))A
−1
0 = (I + εG(ε))A
−1
0 A
−1
ε +
[
A−1ε , (I + εG(ε))A
−1
0
]
.
(Here [·, ·] denotes the commutator of operators.) Combining this with (2.84),
we obtain
e−tAε(I + εG(ε))A−10 A
−1
ε − (I + εG(ε))A
−1
0 A
−1
ε e
−tA0
= −e−tAε
[
A−1ε , (I + εG(ε))A
−1
0
]
+
[
A−1ε , (I + εG(ε))A
−1
0
]
e−tA0
+
∫ t
0
e−t˜Aε(A−1ε − A
−1
0 − εG(ε)A
−1
0 )e
(t˜−t)A0 dt˜
+
∫ t
0
εe−t˜AεA−1ε G(ε)e
(t˜−t)A0 dt˜.
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So,
e−tAεA−20 − (I + εG(ε))e
−tA0A
−2
0 = −e
−tAεA
−1
0 (A
−1
ε − A
−1
0 )
− e−tAεεG(ε)A−10 A
−1
ε + (I + εG(ε))A
−1
0 (A
−1
ε − A
−1
0 )e
−tA0
− e−tAε
[
A−1ε , (I + εG(ε))A
−1
0
]
+
[
A−1ε , (I + εG(ε))A
−1
0
]
e−tA0
+
∫ t
0
e−t˜Aε(A−1ε − A
−1
0 − εG(ε)A
−1
0 )e
(t˜−t)A0 dt˜
+
∫ t
0
εe−t˜AεA−1ε G(ε)e
(t˜−t)A0 dt˜ =:
7∑
j=1
Jj(ε; t).
(2.85)
According to (2.3), (2.7), (2.10), and (2.27), the left-hand side of identity
(2.85) has the entries
{e−tAεA−20 − (I + εG(ε))e
−tA0A−20 }11 = − cos(tB
1/2
ε )(B
0)−1
+ (I + εΛεΠεb(D) + εΛ˜
εΠε) cos(t(B
0)1/2)(B0)−1,
(2.86)
{e−tAεA−20 − (I + εG(ε))e
−tA0A−20 }12 = B
−1/2
ε sin(tB
1/2
ε )(B
0)−1
− (I + εΛεΠεb(D) + εΛ˜
εΠε)(B
0)−1/2 sin(t(B0)1/2)(B0)−1,
(2.87)
{e−tAεA−20 − (I + εG(ε))e
−tA0A−20 }21
= −B1/2ε sin(tB
1/2
ε )(B
0)−1 + (B0)1/2 sin(t(B0)1/2)(B0)−1,
(2.88)
{e−tAεA−20 − (I + εG(ε))e
−tA0A
−2
0 }22 = −(cos(tB
1/2
ε )− cos(t(B
0)1/2))(B0)−1.
(2.89)
We proceed to consideration of the terms Jj(ε; t), j = 1, . . . , 7. By (2.3),
(2.9), and (2.30),
J1(ε; t) =
(
0 −B
−1/2
ε sin(tB
1/2
ε )R1(ε)
0 cos(tB
1/2
ε )R1(ε)
)
. (2.90)
Next, using (2.3), (2.5), and (2.28), we obtain
J2(ε; t) =
(
cos(tB
1/2
ε )εK(ε) 0
B
1/2
ε sin(tB
1/2
ε )εK(ε) 0
)
. (2.91)
Now, let us consider the term J3(ε; t). According to (2.28) and (2.30),
G(ε)A−10 (A
−1
ε − A
−1
0 ) = 0.
So,
J3(ε; t) = A
−1
0 (A
−1
ε − A
−1
0 )e
−tA0
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and (by (2.7), (2.9), and (2.30))
{J3(ε; t)}11 = {J3(ε; t)}12 = 0, (2.92)
{J3(ε; t)}21 = −R1(ε)(B
0)1/2 sin(t(B0)1/2), (2.93)
{J3(ε; t)}22 = −R1(ε) cos(t(B
0)1/2).
To evaluate the matrix entries of the terms J4(ε; t) and J5(ε; t), we need
to calculate the commutator [A−1ε , (I + εG(ε))A
−1
0 ]. By (2.9) and (2.28),
(I + εG(ε))A−10 =
(
0 −(B0)−1 − εK(ε)
I 0
)
.
Together with (2.5), this implies
A−1ε (I + εG(ε))A
−1
0 =
(
−B−1ε 0
0 −(B0)−1 − εK(ε)
)
, (2.94)
(I + εG(ε))A−10 A
−1
ε =
(
−(B0)−1 − εK(ε) 0
0 −B−1ε
)
. (2.95)
Recall notation (1.54). Combining (2.94) and (2.95), we obtain[
A−1ε , (I + εG(ε))A
−1
0
]
= A−1ε (I + εG(ε))A
−1
0 − (I + εG(ε))A
−1
0 A
−1
ε
=
(
−R2(ε) 0
0 R2(ε)
)
.
(2.96)
Now from (2.3) and (2.96) it follows that
J4(ε; t) =
(
cos(tB
1/2
ε )R2(ε) B
−1/2
ε sin(tB
1/2
ε )R2(ε)
B
1/2
ε sin(tB
1/2
ε )R2(ε) − cos(tB
1/2
ε )R2(ε)
)
. (2.97)
By (2.7) and (2.96),
J5(ε; t) =
(
−R2(ε) cos(t(B
0)1/2) R2(ε)(B
0)−1/2 sin(t(B0)1/2)
R2(ε)(B
0)1/2 sin(t(B0)1/2) R2(ε) cos(t(B
0)1/2)
)
.
(2.98)
Next, by using (2.3), (2.7), and (2.31), we calculate J6(ε; t). It turns out
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that
{J6(ε; t)}11 =
∫ t
0
cos(t˜B1/2ε )R2(ε)(B
0)1/2 sin((t˜− t)(B0)1/2) dt˜, (2.99)
{J6(ε; t)}12 = −
∫ t
0
cos(t˜B1/2ε )R2(ε) cos((t˜− t)(B
0)1/2) dt˜, (2.100)
{J6(ε; t)}21 =
∫ t
0
B1/2ε sin(t˜B
1/2
ε )R2(ε)(B
0)1/2 sin((t˜− t)(B0)1/2) dt˜,
(2.101)
{J6(ε; t)}22 = −
∫ t
0
B1/2ε sin(t˜B
1/2
ε )R2(ε) cos((t˜− t)(B
0)1/2) dt˜.
Finally, by (2.3), (2.5), (2.7), and (2.27),
{J7(ε; t)}11
= −ε
∫ t
0
B−1/2ε sin(t˜B
1/2
ε )(Λ
εΠεb(D) + Λ˜
εΠε) cos((t˜− t)(B
0)1/2) dt˜,
(2.102)
{J7(ε; t)}12
= −ε
∫ t
0
B−1/2ε sin(t˜B
1/2
ε )(Λ
εΠεb(D) + Λ˜
εΠε)(B
0)−1/2 sin((t˜− t)(B0)1/2) dt˜,
(2.103)
{J7(ε; t)}21 = ε
∫ t
0
cos(t˜B1/2ε )(Λ
εΠεb(D) + Λ˜
εΠε) cos((t˜− t)(B
0)1/2) dt˜,
(2.104)
{J7(ε; t)}22
= ε
∫ t
0
cos(t˜B1/2ε )(Λ
εΠεb(D) + Λ˜
εΠε)(B
0)−1/2 sin((t˜− t)(B0)1/2) dt˜.
Combining (2.85), (2.86), (2.90)–(2.92), (2.97)–(2.99), and (2.102), we
obtain
− cos(tB1/2ε )(B
0)−1 + (I + εΛεΠεb(D) + εΛ˜
εΠε) cos(t(B
0)1/2)(B0)−1
= cos(tB1/2ε )εK(ε) + cos(tB
1/2
ε )R2(ε)−R2(ε) cos(t(B
0)1/2)
+
∫ t
0
cos(t˜B1/2ε )R2(ε)(B
0)1/2 sin((t˜− t)(B0)1/2) dt˜
− ε
∫ t
0
B−1/2ε sin(t˜B
1/2
ε )(Λ
εΠεb(D) + Λ˜
εΠε) cos((t˜− t)(B
0)1/2) dt˜.
37
It is the equality for the operators, acting from H1 to H1. Taking (1.54) and
(2.56) into account, we arrive at
cos(tBε)
1/2B−1ε − cos(t(B
0)1/2)(B0)−1 − εK1(ε; t)
= R2(ε) cos(t(B
0)1/2)−
∫ t
0
cos(t˜B1/2ε )R2(ε)(B
0)1/2 sin((t˜− t)(B0)1/2) dt˜
+ ε
∫ t
0
B−1/2ε sin(t˜B
1/2
ε )(Λ
εΠεb(D) + Λ˜
εΠε) cos((t˜− t)(B
0)1/2) dt˜.
Together with (1.20), (1.45), (1.55), (1.56), and (2.52), this implies (2.58)
with the constant C11 := max{C2; c5c6C
1/2
L C2 + c6(M1α
1/2
1 + M˜1)}.
Recall the notation (2.57). Combining (2.85), (2.87), (2.90)–(2.92), (2.97),
(2.98), (2.100), and (2.103), we arrive at
B−1/2ε sin(tB
1/2
ε )(B
0)−1 − (B0)−1/2 sin(t(B0)1/2)(B0)−1 − εK2(ε; t)(B
0)−1
= −εB−1/2ε sin(tB
1/2
ε )K(ε) +R2(ε)(B
0)−1/2 sin(t(B0)1/2)
−
∫ t
0
cos(t˜B1/2ε )R2(ε) cos((t˜− t)(B
0)1/2) dt˜
− ε
∫ t
0
B−1/2ε sin(t˜B
1/2
ε )(Λ
εΠεb(D) + Λ˜
εΠε)(B
0)−1/2 sin((t˜− t)(B0)1/2) dt˜.
(2.105)
Here the equality R2(ε) − R1(ε) = −εK(ε) was taken into account. By
construction, identity (2.105) should be understood in the (H1 → L2)-sense.
By continuity, we extend domains of the operators from the left- and right-
hand sides of identity (2.105) onto the space L2. Moreover, the ranges of all
operators in (2.105) lie in H1.
By Theorem 1.8, the elementary inequality | sin x|/|x| 6 1, x ∈ R, and
(1.20), (1.51), (1.52), (1.56), (2.53), and (2.105),
‖
(
B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)− εK2(ε; t)
)
(B0)−1‖L2(Rd)→H1(Rd)
6 c6CKε+ (1 + c5c6)C2ε|t|+ c6cˇ
−1/2
∗ (M1α
1/2
1 + M˜1)ε|t|.
Together with (1.46), this implies estimate (2.59) with the constant C12 :=
CLmax{c6CK ; (1 + c5c6)C2 + c6cˇ
−1/2
∗ (M1α
1/2
1 + M˜1)}.
Combining (2.85), (2.88), (2.90), (2.91), (2.93), (2.97), (2.98), (2.101),
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and (2.104), we arrive at the (H1 → L2)-equality
−B1/2ε sin(tB
1/2
ε )(B
0)−1 + (B0)1/2 sin(t(B0)1/2)(B0)−1
= B1/2ε sin(tB
1/2
ε )εK(ε)−R1(ε)(B
0)1/2 sin(t(B0)1/2)
+B1/2ε sin(tB
1/2
ε )R2(ε) +R2(ε)(B
0)1/2 sin(t(B0)1/2)
+
∫ t
0
B1/2ε sin(t˜B
1/2
ε )R2(ε)(B
0)1/2 sin((t˜− t)(B0)1/2) dt˜
+ ε
∫ t
0
cos(t˜B1/2ε )(Λ
εΠεb(D) + Λ˜
εΠε) cos((t˜− t)(B
0)1/2) dt˜.
Taking (1.53), (1.54), and (2.57) into account, we get
B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)− εK2(ε; t)
= −
∫ t
0
B1/2ε sin(t˜B
1/2
ε )R2(ε)(B
0)1/2 sin((t˜− t)(B0)1/2) dt˜
− ε
∫ t
0
cos(t˜B1/2ε )(Λ
εΠεb(D) + Λ˜
εΠε) cos((t˜− t)(B
0)1/2) dt˜.
(The equality here is understood in the (H1 → L2)-sense.) Together with
(1.45), (1.56), and (2.52), this implies
‖B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)− εK2(ε; t)‖H1(Rd)→L2(Rd)
6 (c5C2C
1/2
L +M1α
1/2
1 + M˜1)ε|t|.
(2.106)
Next, since the operator B0 commutes with differentiation, by (2.52) and the
elementary inequality | sin x|/|x| 6 1, we have
‖K2(ε; t)‖H1(Rd)→L2(Rd) 6 (M1α
1/2
1 + M˜1)‖(B
0)−1/2 sin(t(B0)1/2)‖H1(Rd)→H1(Rd)
6 (M1α
1/2
1 + M˜1)|t|.
Together with (2.106), this implies estimate (2.60) with the constant C13 :=
c5C2C
1/2
L + 2M1α
1/2
1 + 2M˜1.
Remark 2.10. Consideration of element (2.89) does not give us any new
information compared with estimate (2.11).
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3 Removal of the smoothing operator from
the corrector
3.1 Removal of Πε under additional assumptions on Λ
and Λ˜
It turns out that the smoothing operator can be removed from the corrector
if the matrix-valued functions Λ(x) and Λ˜(x) are subject to some additional
assumptions.
Condition 3.1. Assume that the Γ-periodic solution Λ(x) of problem (1.25)
is bounded, i. e., Λ ∈ L∞(R
d).
The cases when the Condition 3.1 is fulfilled automatically were distin-
guished in [BSu4, Lemma 8.7].
Proposition 3.2. Suppose that at least one of the following assumptions is
satisfied :
1◦) d 6 2;
2◦) the dimension d > 1 is arbitrary, and the differential expression Aε is
given by Aε = D
∗gε(x)D, where g(x) is a symmetric matrix with real entries;
3◦) the dimension d is arbitrary, and g0 = g, i. e., relations (1.32) are
satisfied.
Then Condition 3.1 holds.
In order to remove Πε from the term involving Λ˜
ε, it suffices to impose
the following condition.
Condition 3.3. Assume that the Γ-periodic solution Λ˜(x) of problem (1.33)
is such that
Λ˜ ∈ Lp(Ω), p = 2 for d = 1, p > 2 for d = 2, p = d for d > 3.
The following result was obtained in [Su1, Proposition 8.11].
Proposition 3.4. Condition 3.3 is fulfilled, if at least one of the following
assumptions is satisfied :
1◦) d 6 4;
2◦) the dimension d is arbitrary, and the differential expression Aε has the
form Aε = D
∗gε(x)D, where g(x) is a symmetric matrix-valued function with
real entries.
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Remark 3.5. If Aε = D
∗gε(x)D, where g(x) is a symmetric matrix-valued
function with real entries, from [LaU, Chapter III, Theorem 13.1] it follows
that Λ, Λ˜ ∈ L∞ and the norm ‖Λ‖L∞ is controlled in terms of d, ‖g‖L∞,
‖g−1‖L∞, and Ω; the norm ‖Λ˜‖L∞ does not exceed a constant depending on d,
ρ, ‖g‖L∞, ‖g
−1‖L∞, ‖aj‖Lρ(Ω), j = 1, . . . , d, and Ω. In this case, Conditions
3.1 and 3.3 are fulfilled simultaneously.
Theorem 3.6. Let the assumptions of Subsections 1.1–1.6 be satisfied. As-
sume that Conditions 3.1 and 3.3 hold. Denote
K01(ε; t) := (Λ
εb(D) + Λ˜ε) cos(t(B0)1/2)(B0)−1, (3.1)
K02(ε; t) := (Λ
εb(D) + Λ˜ε)(B0)−1/2 sin(t(B0)1/2). (3.2)
Let 0 6 s 6 1. Then for 0 < ε 6 1 and t ∈ R we have
‖ cos(tB1/2ε )B
−1
ε − cos(t(B
0)1/2)(B0)−1 − εK01(ε; t)‖Hs(Rd)→H1(Rd)
6 C19ε
s(1 + |t|)s,
‖B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)− εK02(ε; t)‖H1+s(Rd)→H1(Rd)
6 C20ε
s(1 + |t|)s.
The constants C19 and C20 depend only on s, p, ‖Λ‖L∞, ‖Λ˜‖Lp(Ω), and on
the problem data (1.24).
Proof of Theorem 3.6 is given below in Subsection 3.3. In the proof we
use some properties of the matrix-valued functions Λ and Λ˜ from the next
subsection.
3.2 Properties of the matrix-valued functions Λ and Λ˜
The following results were obtained in [PSu, Corollary 2.4] and [MSu1,
Lemma 3.5 and Corollary 3.6].
Lemma 3.7. Suppose that Λ is the Γ-periodic solution of problem (1.25).
Assume also that Λ ∈ L∞. Then for any u ∈ H
1(Rd) and ε > 0 we have∫
Rd
|(DΛ)ε(x)|2|u(x)|2 dx 6 c1‖u‖
2
L2(Rd)
+ c2ε
2‖Λ‖2L∞
∫
Rd
|Du(x)|2 dx.
The constants c1 and c2 depend only on m, d, α0, α1, ‖g‖L∞, and ‖g
−1‖L∞.
Lemma 3.8. Suppose that the Γ-periodic solution Λ˜ of problem (1.33) satis-
fies Condition 3.3. Then for 0 < ε 6 1 the operator [Λ˜ε] is a continuous map-
ping from H1(Rd) to L2(R
d), and ‖[Λ˜ε]‖H1(Rd)→L2(Rd) 6 ‖Λ˜‖Lp(Ω)C
(p)
Ω , where
C
(p)
Ω is the norm of the embedding H
1(Ω) →֒ L2(p/2)′(Ω). Here (p/2)
′ =∞
for d = 1, and (p/2)′ = p(p− 2)−1 for d > 2.
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Lemma 3.9. Suppose that Λ˜ is the Γ-periodic solution of problem (1.33).
Suppose also that Λ˜ satisfies Condition 3.3. Then for any u ∈ H2(Rd) and
0 < ε 6 1 we have∫
Rd
|(DΛ˜)ε(x)|2|u(x)|2 dx 6 c˜1‖u‖
2
H1(Rd) + c˜2ε
2‖Λ˜‖2Lp(Ω)(C
(p)
Ω )
2‖Du‖2H1(Rd).
The constants c˜1 and c˜2 depend only on n, d, α0, α1, ρ, ‖g‖L∞, ‖g
−1‖L∞, the
norms ‖aj‖Lρ(Ω), j = 1, . . . , d, and the parameters of the lattice Γ.
To prove Theorem 3.6, we need the following lemmas. With another
smoothing operator (Steklov smoothing), these lemmas were proven in [MSu3,
Lemmas 7.7 and 7.8]. For our smoothing operator Πε, the proof is quite sim-
ilar.
Lemma 3.10. Suppose that Condition 3.1 is satisfied. Let Πε be the opera-
tor (1.48). Then for 0 < ε 6 1 we have
‖[Λε]b(D)(Πε − I)‖H2(Rd)→H1(Rd) 6 CΛ. (3.3)
The constant CΛ depends only on m, d, α0, α1, ‖g‖L∞, ‖g
−1‖L∞, the param-
eters of the lattice Γ, and the norm ‖Λ‖L∞.
Proof. Let Φ ∈ H2(Rd;Cn). From (1.2), (1.49), and Condition 3.1, it follows
that
‖Λεb(D)(Πε − I)Φ‖L2(Rd) 6 2α
1/2
1 ‖Λ‖L∞‖DΦ‖L2(Rd). (3.4)
Consider the derivatives:
∂j (Λ
εb(D)(Πε − I)Φ) = ε
−1(∂jΛ)
ε(Πε − I)b(D)Φ+ Λ
ε(Πε − I)b(D)∂jΦ.
Hence,
‖D (Λεb(D)(Πε − I)Φ) ‖
2
L2(Rd)
6 2ε−2‖(DΛ)ε(Πε − I)b(D)Φ‖
2
L2(Rd)
+ 2‖Λ‖2L∞‖(Πε − I)b(D)DΦ‖
2
L2(Rd)
.
By Lemma 3.7, this yields
‖D (Λεb(D)(Πε − I)Φ) ‖
2
L2(Rd)
6 2c1ε
−2‖(Πε − I)b(D)Φ‖
2
L2(Rd)
+ 2‖Λ‖2L∞(c2 + 1)‖(Πε − I)b(D)DΦ‖
2
L2(Rd)
.
So, combining (1.2), (1.49), and Proposition 1.6, we get
‖D (Λεb(D)(Πε − I)Φ) ‖
2
L2(Rd)
6 α1
(
2c1r
−2
0 + 8‖Λ‖
2
L∞(c2 + 1)
)
‖D2Φ‖2L2(Rd).
(3.5)
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Finally, relations (3.4) and (3.5) imply the inequality
‖Λεb(D)(Πε − I)Φ‖H1(Rd) 6 CΛ‖DΦ‖H1(Rd) 6 CΛ‖Φ‖H2(Rd),
Φ ∈ H2(Rd;Cn), C2Λ := α1
(
2c1r
−2
0 + (8c2 + 12)‖Λ‖
2
L∞
)
.
This is equivalent to estimate (3.3).
Lemma 3.11. Suppose that Condition 3.3 is satisfied. Let Πε be the smooth-
ing operator (1.48). Then for 0 < ε 6 1 we have
‖[Λ˜ε](Πε − I)‖H2(Rd)→H1(Rd) 6 CΛ˜.
The constant CΛ˜ depends only on n, d, α0, α1, ρ, p, ‖g‖L∞, ‖g
−1‖L∞, the
norms ‖aj‖Lρ(Ω), j = 1, . . . , d, and ‖Λ˜‖Lp(Ω), and the parameters of the lattice
Γ.
Proof. Let Φ ∈ H2(Rd;Cn). From (1.49) and Lemma 3.8 it follows that
‖Λ˜ε(Πε − I)Φ‖L2(Rd) 6 2C
(p)
Ω ‖Λ˜‖Lp(Ω)‖Φ‖H1(Rd). (3.6)
Consider the derivatives:
∂j
(
Λ˜ε(Πε − I)Φ
)
= ε−1(∂jΛ˜)
ε(Πε − I)Φ+ Λ˜
ε(Πε − I)∂jΦ.
Together with Lemmas 3.8 and 3.9, this yields
‖D
(
Λ˜ε(Πε − I)Φ
)
‖2L2(Rd) 6 2˜c1ε
−2‖(Πε − I)Φ‖
2
H1(Rd)
+ 2(˜c2 + 1)‖Λ˜‖
2
Lp(Ω)(C
(p)
Ω )
2‖D(Πε − I)Φ‖
2
H1(Rd).
Combining this with (1.49) and Proposition 1.6, we obtain
‖D
(
Λ˜ε(Πε − I)Φ
)
‖2L2(Rd) 6
(
2˜c1r
−2
0 + 8(˜c2 + 1)‖Λ˜‖
2
Lp(Ω)(C
(p)
Ω )
2
)
‖DΦ‖2H1(Rd).
(3.7)
Now, (3.6) and (3.7) imply that
‖Λ˜ε(Πε − I)Φ‖H1(Rd) 6 CΛ˜‖Φ‖H2(Rd), Φ ∈ H
2(Rd;Cn).
Here C2
Λ˜
:= 2˜c1r
−2
0 + (8˜c2 + 12)(C
(p)
Ω )
2‖Λ˜‖2Lp(Ω).
43
3.3 Proof of Theorem 3.6
Proof of Theorem 3.6. By (1.42),
‖ cos(t(B0)1/2)(B0)−1‖Hs(Rd)→H2(Rd)
6 ‖ cos(t(B0)1/2)(B0)−1‖L2(Rd)→H2(Rd) 6 cˇ
−1
∗ .
(3.8)
According to estimate (1.37) for the symbol of B0,
‖(B0)−1/2 sin(t(B0)1/2)‖H1+s(Rd)→H2(Rd)
6 ‖(B0)−1/2 sin(t(B0)1/2)‖H1(Rd)→H2(Rd) 6 cˇ
−1/2
∗ .
(3.9)
Together with Theorem 2.8, Lemmas 3.10 and 3.11, estimates (3.8) and (3.9)
imply the results of Theorem 3.6 with the constants C19 := C14+(CΛ+CΛ˜)cˇ
−1
∗
and C20 := C15 + (CΛ + CΛ˜)cˇ
−1/2
∗ .
3.4 Removal of the smoothing operator from the cor-
rector for 3 6 d 6 4
If d 6 2, then, according to Propositions 3.2 and 3.4, Theorem 3.6 is appli-
cable. So, let d > 3. Now we are interested in the possibility to remove the
smoothing operator from the corrector without any additional assumptions
on the matrix-valued functions Λ and Λ˜.
If 3 6 d 6 4, it turns out that the smoothing operator Πε can be elimi-
nated from both terms of the corrector. But now restrictions on s are stronger
than ones from Theorem 2.8. These new restrictions are caused by the mul-
tiplier properties of the matrix-valued function Λε. The following result was
obtained in [MSu2, Lemma 6.3].
Lemma 3.12. Let Λ(x) be the Γ-periodic matrix-valued solution of problem
(1.25). Assume that d > 3 and put l = d/2.
1◦. For 0 < ε 6 1, the operator [Λε] is a continuous mapping from H l−1(Rd;Cm)
to L2(R
d;Cn) and
‖[Λε]‖Hl−1(Rd)→L2(Rd) 6 C
(0).
2◦. Let 0 < ε 6 1. Then for the function u ∈ H l(Rd;Cm) we have the
inclusion Λεu ∈ H1(Rd;Cn) and the estimate
‖Λεu‖H1(Rd) 6 C
(1)ε−1‖u‖L2(Rd) + C
(2)‖u‖Hl(Rd).
The constants C(0), C(1), and C(2) depend on m, d, α0, α1, ‖g‖L∞, ‖g
−1‖L∞,
and the parameters of the lattice Γ.
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Theorem 3.13. Suppose that the assumptions of Subsections 1.1–1.6 are
satisfied. Let 3 6 d 6 4. Let 1/2 6 s 6 1 for d = 3 and s = 1 for d = 4.
Let K01(ε; t) and K
0
2(ε; t) be the operators (3.1), (3.2), respectively. Then for
0 < ε 6 1 and t ∈ R we have
‖ cos(tB1/2ε )B
−1
ε − cos(t(B
0)1/2)(B0)−1 − εK01(ε; t)‖Hs(Rd)→H1(Rd)
6 C21ε
s(1 + |t|)s,
(3.10)
‖B−1/2ε sin(tB
1/2
ε )− (B
0)−1/2 sin(t(B0)1/2)− εK02(ε; t)‖H1+s(Rd)→H1(Rd)
6 C22ε
s(1 + |t|)s.
(3.11)
The constants C21 and C22 depend only on the problem data (1.24) and s.
Proof. By Proposition 1.6, Lemma 3.12(2◦), and (1.2), (1.42), (1.49),
‖εΛε(Πε − I)b(D) cos(t(B
0)1/2)(B0)−1‖Hs(Rd)→H1(Rd)
6 C(1)‖(Πε − I)b(D)(B
0)−1‖Hs(Rd)→L2(Rd)
+ εC(2)‖(Πε − I)b(D)(B
0)−1‖Hs(Rd)→Hl(Rd)
6 εα
1/2
1 (r
−1
0 C
(1) + 2C(2))cˇ−1∗ , l = d/2.
(3.12)
Similarly, by Proposition 3.4, Lemma 3.11, and (1.42),
‖εΛ˜ε(Πε − I) cos(t(B
0)1/2)(B0)−1‖Hs(Rd)→H1(Rd) 6 εCΛ˜cˇ
−1
∗ . (3.13)
Combining (2.56), (2.61), (3.1), (3.12), and (3.13), we arrive at estimate
(3.10) with the constant C21 := C14 + α
1/2
1 (r
−1
0 C
(1) + 2C(2))cˇ−1∗ + CΛ˜cˇ
−1
∗ .
Now we proceed to the proof of estimate (3.11). Combining Proposi-
tion 1.6, Lemma 3.12(2◦), estimate (1.37) for the symbol of the operator B0,
and (1.2), (1.49), we get
‖εΛε(Πε − I)b(D)(B
0)−1/2 sin(t(B0)1/2)‖H1+s(Rd)→H1(Rd)
6 εα
1/2
1 (r
−1
0 C
(1) + 2C(2))cˇ−1/2∗ .
(3.14)
Next, by Proposition 3.4, Lemma 3.11, and estimate (1.37) for the symbol
of the operator B0,
‖εΛ˜ε(Πε − I)(B
0)−1/2 sin(t(B0)1/2)‖H1+s(Rd)→H1(Rd) 6 εCΛ˜cˇ
−1/2
∗ . (3.15)
Bringing together (2.57), (2.62), (3.2), (3.14), and (3.15), we arrive at es-
timate (3.11) with the constant C22 := C15 + α
1/2
1 (r
−1
0 C
(1) + 2C(2))cˇ
−1/2
∗ +
(r−10 C˜
(1) + 2C˜(2))cˇ
−1/2
∗ .
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4 Homogenization of solutions of inhomoge-
neous hyperbolic systems
It the present section, we apply the results in operator terms to homogeniza-
tion of solutions of hyperbolic systems.
4.1 Principal term of approximation
Let uε be the generalized solution of the problem{
∂2t uε(x, t) = −Bεuε(x, t) + F(x, t), x ∈ R
d, t ∈ (0, T ),
uε(x, 0) = φ(x), (∂tuε)(x, 0) = ψ(x), x ∈ R
d.
(4.1)
Here φ ∈ Hr(Rd;Cn), ψ ∈ Hr−1(Rd;Cn), and F ∈ L1((0, T );H
r−1(Rd;Cn))
for some 0 < T 6∞ and 0 6 r 6 2. We have
uε(·, t) = cos(tB
1/2
ε )φ+B
−1/2
ε sin(tB
1/2
ε )ψ
+
∫ t
0
B−1/2ε sin((t− t˜)B
1/2
ε )F(·, t˜) dt˜,
(4.2)
∂tuε(·, t) = − sin(tB
1/2
ε )B
1/2
ε φ+ cos(tB
1/2
ε )ψ
+
∫ t
0
cos((t− t˜)B1/2ε )F(·, t˜) dt˜.
(4.3)
Let u0 be the solution of the effective problem{
∂2t u0(x, t) = −B
0u0(x, t) + F(x, t), x ∈ R
d, t ∈ (0, T ),
u0(x, 0) = φ(x), (∂tu0)(x, 0) = ψ(x), x ∈ R
d.
Combining estimates (2.15), (2.17), (2.18), and (2.63) with identities
(4.2), (4.3) and similar representations for u0 and ∂tu0, we arrive at the
following result.
Theorem 4.1. Under the assumptions of Subsections 1.1–1.6 and 4.1, for
0 < ε 6 1 and t ∈ (0, T ), we have
‖uε(·, t)− u0(·, t)‖L2(Rd) 6 C7ε
r/2(1 + |t|)r/2‖φ‖Hr(Rd)
+ C16ε
r/2|t|r/2(‖ψ‖Hr−1(Rd) + ‖F‖L1((0,t);Hr−1(Rd))),
‖(∂tuε)(·, t)− (∂tu0)(·, t)‖H−1(Rd) 6 C9ε
r/2(1 + |t|)r/2‖φ‖Hr(Rd)
+ C10ε
r/2|t|r/2(‖ψ‖Hr−1(Rd) + ‖F‖L1((0,t);Hr−1(Rd))).
The constants C7, C9, C10, and C16 are controlled explicitly in terms of r and
the problem data (1.24).
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4.2 Approximation with corrector
Now, consider the following problem:{
∂2t u˜ε(x, t) = −Bεu˜ε(x, t) + F(x, t), x ∈ R
d, t ∈ (0, T ),
u˜ε(x, 0) = B
−1
ε φ(x), (∂tu˜ε)(x, 0) = ψ(x), x ∈ R
d.
(4.4)
Here φ ∈ Hs(Rd;Cn), ψ ∈ H1+s(Rd;Cn), and F ∈ L1((0, T );H
1+s(Rd;Cn))
for some 0 < T 6∞ and 0 6 s 6 1. We have
u˜ε(·, t) = cos(tB
1/2
ε )B
−1
ε φ+B
−1/2
ε sin(tB
1/2
ε )ψ
+
∫ t
0
B−1/2ε sin((t− t˜)B
1/2
ε )F(·, t˜) dt˜,
(4.5)
∂tu˜ε(·, t) = − sin(tB
1/2
ε )B
−1/2
ε φ+ cos(tB
1/2
ε )ψ
+
∫ t
0
cos((t− t˜)B1/2ε )F(·, t˜) dt˜.
(4.6)
Let u˜0 be the solution of the corresponding effective problem:{
∂2t u˜0(x, t) = −B
0u˜0(x, t) + F(x, t), x ∈ R
d, t ∈ (0, T ),
u˜0(x, 0) = (B
0)−1φ(x), (∂tu˜0)(x, 0) = ψ(x), x ∈ R
d.
(4.7)
Then
u˜0(·, t) = cos(t(B
0)1/2)(B0)−1φ+ (B0)−1/2 sin(t(B0)1/2)ψ
+
∫ t
0
(B0)−1/2 sin((t− t˜)(B0)1/2)F(·, t˜) dt˜,
(4.8)
∂tu˜0(·, t) = − sin(t(B
0)1/2)(B0)−1/2φ+ cos(t(B0)1/2)ψ
+
∫ t
0
cos((t− t˜)(B0)1/2)F(·, t˜) dt˜.
(4.9)
Let v˜ε be the first order approximation for the solution u˜ε:
v˜ε(·, t) = u˜0(·, t) + ε(Λ
εΠεb(D) + Λ˜
εΠε)u˜0(·, t). (4.10)
From Theorem 2.8, (2.15) with r = s + 1, and (4.5), (4.6), (4.8)–(4.10)
we derive the following result.
Theorem 4.2. Under the assumptions of Subsections 1.1–1.7 and 4.2, let
0 6 s 6 1. Then for 0 < ε 6 1 and t ∈ (0, T ) we have
‖(∂tu˜ε)(·, t)− (∂tu˜0)(·, t)‖L2(Rd) 6 C16ε
(s+1)/2|t|(s+1)/2‖φ‖Hs(Rd)
+ C7ε
(s+1)/2(1 + |t|)(s+1)/2(‖ψ‖H1+s(Rd) + ‖F‖L1((0,t);H1+s(Rd))),
‖u˜ε(·, t)− v˜ε(·, t)‖H1(Rd) 6 C14ε
s(1 + |t|)s‖φ‖Hs(Rd)
+ C15ε
s(1 + |t|)s(‖ψ‖H1+s(Rd) + ‖F‖L1((0,t);H1+s(Rd))).
(4.11)
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The constants C7, C14, C15, and C16 are controlled explicitly in terms of s
and the problem data (1.24).
According to Propositions 3.2 and 3.4 and Theorems 3.6 and 3.13, for
d 6 2 we can always replace function (4.10) by
vˇε(·, t) = u˜0(·, t) + ε(Λ
εb(D) + Λ˜ε)u˜0(·, t) (4.12)
in approximation (4.11), i. e., to remove the smoothing operator from the
corrector. This changes only the constants in estimate. For d = 3, 4, we also
can remove the smoothing operator, but not for all s ∈ (0, 1].
Theorem 4.3. Under the assumptions of Subsections 1.1–1.7 and 4.2, let
d 6 4. Let 0 6 s 6 1 for d = 1, 2; 1/2 6 s 6 1 for d = 3; and let s = 1 for
d = 4. Let vˇε(·, t) be the function (4.12). Then for 0 < ε 6 1 and t ∈ R we
have
‖u˜ε(·, t)− vˇε(·, t)‖H1(Rd) 6 C23ε
s(1 + |t|)s‖φ‖Hs(Rd)
+ C24ε
s(1 + |t|)s(‖ψ‖H1+s(Rd) + ‖F‖L1((0,t);H1+s(Rd))).
(4.13)
The constants C23 and C24 depend only on s and the problem data (1.24).
Under the additional assumption that Conditions 3.1 and 3.3 hold, we
also can remove smoothing operator from the corrector due to Theorem 3.6.
Theorem 4.4. Let the assumptions of Subsections 1.1–1.7 and 4.2 be sat-
isfied. Assume that Conditions 3.1 and 3.3 hold. Let vˇε(·, t) be function
(4.12). Then for 0 < ε 6 1 and t ∈ R
‖u˜ε(·, t)− vˇε(·, t)‖H1(Rd) 6 C19ε
s(1 + |t|)s‖φ‖Hs(Rd)
+ C20ε
s(1 + |t|)s(‖ψ‖H1+s(Rd) + ‖F‖L1((0,t);H1+s(Rd))).
The constants C19 and C20 depend only on s, p, ‖Λ‖L∞, ‖Λ˜‖Lp(Ω), and on
the problem data (1.24).
4.3 Discussion of the results
According to the abstract theory of hyperbolic equations (see, e. g., [BSol,
§8.2.4]), the following law of conservation of energy holds for the solution u˜ε
of problem (4.4) with F = 0:
‖∂tu˜ε(·, t)‖
2
L2(Rd)
+ ‖B1/2ε u˜ε(·, t)‖
2
L2(Rd)
= ‖∂tu˜ε(·, 0)‖
2
L2(Rd)
+ ‖B1/2ε u˜ε(·, 0)‖
2
L2(Rd)
= ‖ψ‖2L2(Rd) + ‖B
−1/2
ε φ‖
2
L2(Rd)
.
(4.14)
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For the solution u˜0 of problem (4.7) with F = 0 we also have the conservation
of energy:
‖∂tu˜0(·, t)‖
2
L2(Rd)
+ ‖(B0)1/2u˜0(·, t)‖
2
L2(Rd)
= ‖ψ‖2L2(Rd) + ‖(B
0)−1/2φ‖2L2(Rd).
(4.15)
As was mentioned in Introduction, we consider problem of the form (4.4)
instead of (4.1) to have convergence of the corresponding energy to the en-
ergy of the solution of the effective problem. This convergence allows us
to give energy norm approximation for the solution. For φ ∈ H2(Rd;Cn),
convergence of the energy (4.14) to the energy (4.15) is a consequence of the
following lemma.
Lemma 4.5. Under the assumptions of Subsections 1.1–1.6, for 0 < ε 6 1
we have
‖B−1/2ε − (B
0)−1/2‖H2(Rd)→L2(Rd) 6 Cε. (4.16)
The constant C depends only on the problem data (1.24).
Proof. According to [ViKr, Chapter III, §3, Subsection 4], we have
B−1/2ε =
1
π
∫ ∞
0
ν−1/2(Bε + νI)
−1 dν.
The similar representation holds for the operator (B0)−1/2. So,
(B−1/2ε − (B
0)−1/2)(B0)−1
=
1
π
∫ ∞
0
ν−1/2
(
(Bε + νI)
−1 − (B0 + νI)−1
)
(B0)−1 dν.
By using the resolvent identity, we obtain
(B−1/2ε − (B
0)−1/2)(B0)−1
=
1
π
∫ ∞
0
ν−1/2Bε(Bε + νI)
−1(B−1ε − (B
0)−1)(B0 + νI)−1 dν.
(4.17)
We have
‖Bε(Bε + νI)
−1‖L2(Rd)→L2(Rd) 6 sup
x>0
x
x+ ν
6 1, ν > 0. (4.18)
Next, by (1.36),
‖(B0 + νI)−1‖L2(Rd)→L2(Rd) 6 sup
x>cˇ∗
1
x+ ν
6
1
cˇ∗ + ν
, ν > 0. (4.19)
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Now from Theorem 1.8 and (4.17)–(4.19) it follows that
‖(B−1/2ε − (B
0)−1/2)(B0)−1‖L2(Rd)→L2(Rd) 6
1
π
C1ε
∫ ∞
0
ν−1/2(cˇ∗ + ν)
−1 dν
6
C1ε
π
(
cˇ−1∗
∫ 1
0
ν−1/2 dν +
∫ ∞
1
ν−3/2 dν
)
=
2C1ε
π
(cˇ−1∗ + 1).
(4.20)
Together with (1.46), this implies estimate (4.16) with the constant C :=
2π−1(cˇ−1∗ + 1)C1CL.
Remark 4.6. Estimate (4.16) does not look optimal with respect to type
of the norm. It is natural to expect that the correct type of the norm is
(H1 → L2)- one. But to prove such estimate we need to have approximation
of the operator (Bε + νI)
−1, ν ∈ R+, in (H
1 → L2)-norm with the error
estimate of the form Cε(1+ν)−1. It is one of the results of the author’s work
in progress [M5].
4.4 The case where the corrector is equal to zero
Assume that relations (1.31) and (2.76) hold. Then the corrector is equal to
zero (see Subsection 2.6), i. e., u˜ε(·, t) = u˜0(·, t). Proposition 2.9 implies the
following result.
Proposition 4.7. Let the assumptions of Subsections 1.1–1.7 be satisfied.
Suppose that relations (1.31) and (2.76) hold. Let u˜ε(·, t) and u˜0(·, t) be the
solutions of problems (4.4) and (4.7), respectively, where φ ∈ H−1+r(Rd;Cn),
ψ ∈ Hr(Rd;Cn), and F ∈ L1((0, T );H
r(Rd;Cn)) for some 0 < T 6 ∞ and
0 6 r 6 2. Then for 0 < ε 6 1 and t ∈ R we have
‖u˜ε(·, t)− u˜0(·, t)‖H1(Rd) 6 (c
2
6 + cˇ
−1
∗ )
1−r/2C
r/2
11 ε
r/2(1 + |t|)r/2‖φ‖H−1+r(Rd)
+ (c6 + cˇ
−1/2
∗ )
1−r/2C
r/2
12 ε
r/2(1 + |t|)r/2(‖ψ‖Hr(Rd) + ‖F‖L1((0,t);Hr(Rd))).
4.5 Approximation of the flux
Theorem 4.8. Let the assumptions of Subsections 1.1–1.7 and 4.2 be sat-
isfied. Let 0 6 s 6 1. Let g˜ be the matrix-valued function (1.27). Then for
0 < ε 6 1 and t ∈ (0, T ), for the flux pε(·, t) := g
εb(D)u˜ε(·, t) we have an
approximation
‖pε(·, t)− g˜
εΠεb(D)u˜0(·, t)− g
ε(b(D)Λ˜)εΠεu˜0(·, t)‖L2(Rd)
6 C25ε
s(1 + |t|)s‖φ‖Hs(Rd)
+ C26ε
s(1 + |t|)s(‖ψ‖H1+s(Rd) + ‖F‖L1((0,t);H1+s(Rd))).
(4.21)
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The constants C25 and C26 are controlled explicitly in terms of s and the
problem data (1.24).
Proof. By (1.2) and (4.11),
‖gεb(D)u˜ε(·, t)− g
εb(D)v˜ε(·, t)‖L2(Rd) 6 α
1/2
1 ‖g‖L∞C14ε
s(1 + |t|)s‖φ‖Hs(Rd)
+ α
1/2
1 ‖g‖L∞C15ε
s(1 + |t|)s(‖ψ‖H1+s(Rd) + ‖F‖L1((0,t);H1+s(Rd))).
(4.22)
Combining (1.1) and (4.10), we obtain
gεb(D)v˜ε = g
εb(D)u˜0 + g
ε(b(D)Λ)εΠεb(D)u˜0
+ gε(b(D)Λ˜)εΠεu˜0 + ε
d∑
j=1
gεbj(Λ
εΠεb(D) + Λ˜
εΠε)Dju˜0.
(4.23)
The fourth term in the right-hand side of (4.23) can be estimated with the
help of (1.3) and (2.52):
‖ε
d∑
j=1
gεbj(Λ
εΠεb(D) + Λ˜
εΠε)Dju˜0(·, t)‖L2(Rd) 6 εC27‖u˜0(·, t)‖H2(Rd),
(4.24)
where C27 := ‖g‖L∞(dα1)
1/2(M1α
1/2
1 + M˜1). From (4.8) and the estimate
(1.37) for the symbol of the operator B0 it follows that
‖u˜0(·, t)‖H2(Rd) 6 ‖u˜0(·, t)‖H2+s(Rd) 6 ‖(B
0)−1φ‖H2+s(Rd)
+ ‖(B0)−1/2ψ‖H2+s(Rd) +
∫ t
0
‖(B0)−1/2F(·, t˜)‖H2+s(Rd) dt˜
6 cˇ−1∗ ‖φ‖Hs(Rd) + cˇ
−1/2
∗ (‖ψ‖H1+s(Rd) + ‖F‖L1((0,t);H1+s(Rd))),
(4.25)
for any 0 6 s 6 1. Next, by Proposition 1.6 and (1.2),
‖gεb(D)u˜0(·, t)− g
εΠεb(D)u˜0(·, t)‖L2(Rd) 6 εr
−1
0 α
1/2
1 ‖g‖L∞‖D
2u˜0(·, t)‖L2(Rd).
(4.26)
Now from (1.27), and (4.22)–(4.26) we derive required estimate (4.21) with
the constants
C25 := α
1/2
1 ‖g‖L∞C14 + C27cˇ
−1
∗ + r
−1
0 α
1/2
1 ‖g‖L∞ cˇ
−1
∗ ,
C26 := α
1/2
1 ‖g‖L∞C15 + C27cˇ
−1/2
∗ + r
−1
0 α
1/2
1 ‖g‖L∞ cˇ
−1/2
∗ .
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4.6 On the possibility to remove Πε from approxima-
tion of the flux
If d 6 4, we can derive approximation of the flux pε from Theorem 4.3. The
proof repeats the proof of Theorem 4.8 with some simplifications.
Theorem 4.9. Under the assumptions of Theorem 4.8, let d 6 4. If d = 3,
we additionally assume that 1/2 6 s 6 1; and, if d = 4, we suppose that
s = 1. Then for 0 < ε 6 1 and t ∈ R, we have
‖pε(·, t)− g˜
εb(D)u˜0(·, t)− g
ε(b(D)Λ˜)εu˜0(·, t)‖L2(Rd)
6 C28ε
s(1 + |t|)s‖φ‖Hs(Rd)
+ C29ε
s(1 + |t|)s(‖ψ‖H1+s(Rd) + ‖F‖L1((0,t);H1+s(Rd))).
(4.27)
The constants C28 and C29 depend on s and the problem data (1.24).
Proof. By (1.2) and (4.13),
‖gεb(D)u˜ε(·, t)− g
εb(D)vˇε(·, t)‖L2(Rd) 6 α
1/2
1 ‖g‖L∞C23ε
s(1 + |t|)s‖φ‖Hs(Rd)
+ α
1/2
1 ‖g‖L∞C24ε
s(1 + |t|)s(‖ψ‖H1+s(Rd) + ‖F‖L1((0,t);H1+s(Rd))).
(4.28)
From (1.1) and (4.12) it follows that
gεb(D)vˇε = g
εb(D)u˜0 + g
ε(b(D)Λ)εb(D)u˜0
+ gε(b(D)Λ˜)εu˜0 + ε
d∑
j=1
gεbj(Λ
εb(D) + Λ˜ε)Dju˜0.
(4.29)
Let us estimate the last summand in the right-hand side of (4.29). By (1.2),
(1.3), Propositions 3.2 and 3.4, Lemmas 3.8 and 3.12(1◦),
‖ε
d∑
j=1
gεbj(Λ
εb(D) + Λ˜ε)Dju˜0(·, t)‖L2(Rd)
6 (dα1)
1/2‖g‖L∞(C
(0)α
1/2
1 ‖u˜0(·, t)‖Hl+1(Rd) + ‖Λ˜‖Lp(Ω)C
(p)
Ω ‖u˜0(·, t)‖H2(Rd)).
(4.30)
(Here C(0) := ‖Λ‖L∞ and l = 1 for d = 1, 2.) Note that ‖u˜0(·, t)‖Hl+1(Rd) 6
‖u˜0(·, t)‖H2+s(Rd) for d = 3, 4. So, together with (1.27), (4.25), and (4.28),
estimate (4.30) implies inequality (4.27) with the constants
C28 := (dα1)
1/2‖g‖L∞(C23 + C
(0)α
1/2
1 cˇ
−1
∗ + ‖Λ˜‖Lp(Ω)C
(p)
Ω cˇ
−1
∗ ),
C29 := (dα1)
1/2‖g‖L∞(C24 + C
(0)α
1/2
1 cˇ
−1/2
∗ + ‖Λ˜‖Lp(Ω)C
(p)
Ω cˇ
−1/2
∗ ).
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If d > 5, under Conditions 3.1 and 3.3, we can remove the smoothing
operator Πε from approximation of the flux. The proof of the following
result is based on Theorem 4.4 and is quite similar to that of Theorem 4.9.
We omit the details.
Theorem 4.10. Under the assumptions of Theorem 4.8, let Conditions 3.1
and 3.3 hold. Then for 0 < ε 6 1 and t ∈ R, we have
‖pε(·, t)− g˜
εb(D)u˜0(·, t)− g
ε(b(D)Λ˜)εu˜0(·, t)‖L2(Rd)
6 C30ε
s(1 + |t|)s‖φ‖Hs(Rd)
+ C31ε
s(1 + |t|)s(‖ψ‖H1+s(Rd) + ‖F‖L1((0,t);H1+s(Rd))).
The constants
C30 := (dα1)
1/2‖g‖L∞(C19 + ‖Λ‖L∞α
1/2
1 cˇ
−1
∗ + ‖Λ˜‖Lp(Ω)C
(p)
Ω cˇ
−1
∗ ),
C31 := (dα1)
1/2‖g‖L∞(C20 + ‖Λ‖L∞α
1/2
1 cˇ
−1/2
∗ + ‖Λ˜‖Lp(Ω)C
(p)
Ω cˇ
−1/2
∗ ),
depend on s, ‖Λ‖L∞, ‖Λ˜‖Lp(Ω), p, and the problem data (1.24).
4.7 The special case
Assume that g0 = g, i. e., relations (1.32) are satisfied. Then, by Propo-
sition 3.2(3◦), Condition 3.1 holds. Herewith, according to [BSu3, Remark
3.5], the matrix-valued function (1.27) is constant and coincides with g0, i. e.,
g˜(x) = g0 = g. Thus, g˜εb(D)u˜0(·, t) = g
0b(D)u˜0(·, t).
Assume that condition (2.76) holds. Then the Γ-periodic solution of
problem (1.33) also equals to zero: Λ˜(x) = 0. So, Theorem 4.10 implies the
following result.
Proposition 4.11. Under the assumptions of Theorem 4.8, suppose that
relations (1.32) and (2.76) hold. Then for t ∈ R and 0 < ε 6 1 we have
‖pε(·, t)− g
0b(D)u˜0(·, t)‖L2(Rd) 6 C30ε
s(1 + |t|)s‖φ‖Hs(Rd)
+ C31ε
s(1 + |t|)s(‖ψ‖H1+s(Rd) + ‖F‖L1((0,t);H1+s(Rd))).
5 On approximation of the operator e−itBε
5.1 Principal term of approximation
In the present subsection we give an alternative proof of Theorem 3.1.1 from
[D].
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Theorem 5.1 ([D]). Let the assumptions of Subsections 1.1–1.6 be satisfied.
Let 0 6 r 6 3. Then for 0 < ε 6 1 and t ∈ R we have
‖e−itBε − e−itB
0
‖Hr(Rd)→L2(Rd) 6 C32ε
r/3(1 + |t|)r/3. (5.1)
The constant C32 depends only on r and the problem data (1.24).
Proof. Denote Υ(t) := e−itBεB−1ε (B
0)−1eitB
0
. Then, according to (1.53),
dΥ(t)
dt
= ie−itBεR1(ε)e
itB0 .
Thus,
Υ(t)−Υ(0) = e−itBεB−1ε (B
0)−1eitB
0
− B−1ε (B
0)−1
= i
∫ t
0
e−it˜BεR1(ε)e
it˜B0 dt˜.
Multiplying this equality by e−itB
0
from the right, we obtain
e−itBεB−1ε (B
0)−1 − B−1ε (B
0)−1e−itB
0
= i
∫ t
0
e−it˜BεR1(ε)e
i(t˜−t)B0 dt˜.
The ranges of all operators in this identity lie in H1(Rd;Cn), so we can
multiply it by B
1/2
ε from the left:
e−itBεB−1/2ε (B
0)−1 − B−1/2ε (B
0)−1e−itB
0
= i
∫ t
0
e−it˜BεB1/2ε R1(ε)e
i(t˜−t)B0 dt˜.
Thus,
(e−itBε − e−itB
0
)(B0)−3/2 = −e−itBε(B−1/2ε − (B
0)−1/2)(B0)−1
+ (B−1/2ε − (B
0)−1/2)(B0)−1e−itB
0
+ i
∫ t
0
e−it˜BεB1/2ε R1(ε)e
i(t˜−t)B0 dt˜.
(5.2)
Let us consider the last summand in the right-hand side of (5.2). Ac-
cording to (1.53) and (1.54),
i
∫ t
0
e−it˜BεB1/2ε R1(ε)e
i(t˜−t)B0 dt˜ = i
∫ t
0
e−it˜BεB1/2ε R2(ε)e
i(t˜−t)B0 dt˜
+ i
∫ t
0
e−it˜BεB1/2ε εK(ε)e
i(t˜−t)B0 dt˜.
(5.3)
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By (1.56),∥∥∥∫ t
0
e−it˜BεB1/2ε R2(ε)e
i(t˜−t)B0 dt˜
∥∥∥
L2(Rd)→L2(Rd)
6 c5C2ε|t|. (5.4)
Integrating by parts and taking (1.51) into account, we rewrite the last sum-
mand in the right-hand side of (5.3) as follows:
i
∫ t
0
e−it˜BεB1/2ε εK(ε)e
i(t˜−t)B0 dt˜ = −
∫ t
0
de−it˜Bε
dt˜
B−1/2ε εK(ε)e
i(t˜−t)B0 dt˜
= −e−itBεB−1/2ε εK(ε) +B
−1/2
ε εK(ε)e
−itB0
+ i
∫ t
0
e−it˜BεB−1/2ε ε(Λ
εΠεb(D) + Λ˜
εΠε)e
i(t˜−t)B0 dt˜.
(5.5)
By (1.52) and (2.64),
‖− e−itBεB−1/2ε εK(ε)+B
−1/2
ε εK(ε)e
−itB0‖L2(Rd)→L2(Rd) 6 2εβ
−1/2CK . (5.6)
We proceed to estimation of the third summand in the right-hand side of
(5.5). By (1.2),
‖b(D)‖L2(Rd)→H−1(Rd) 6 sup
ξ∈Rd
(1 + |ξ|2)−1/2|b(ξ)|
6 α
1/2
1 sup
ξ∈Rd
(1 + |ξ|2)−1/2|ξ| 6 α
1/2
1 .
(5.7)
By (1.20) for a function u = B
−1/2
ε v, v ∈ L2(R
d;Cn),
‖(D2 + I)1/2B−1/2ε v‖L2(Rd) = ‖B
−1/2
ε v‖H1(Rd) 6 c6‖v‖L2(Rd).
So,
‖B−1/2ε ‖L2(Rd)→H1(Rd) = ‖(D
2 + I)1/2B−1/2ε ‖L2(Rd)→L2(Rd) 6 c6.
By the duality arguments,
‖B−1/2ε ‖H−1(Rd)→L2(Rd) 6 c6. (5.8)
Now from Proposition 1.7 and (1.28), (5.7), and (5.8) it follows that
‖B−1/2ε εΛ
εΠεb(D)‖L2(Rd)→L2(Rd)
6 ε‖B−1/2ε ‖H−1(Rd)→L2(Rd)‖[Λ
ε]Πε‖H−1(Rd)→H−1(Rd)‖b(D)‖L2(Rd)→H−1(Rd)
6 εc6α
1/2
1 M1.
(5.9)
55
By Proposition 1.7 and (1.34), (2.64),
‖B−1/2ε ε[Λ˜
ε]Πε‖L2(Rd)→L2(Rd) 6 εβ
−1/2M˜1. (5.10)
From (5.9) and (5.10) it follows that∥∥∥i ∫ t
0
e−it˜BεB−1/2ε ε(Λ
εΠεb(D) + Λ˜
εΠε)e
i(t˜−t)B0 dt˜
∥∥∥
L2(Rd)→L2(Rd)
6 (c6α
1/2
1 M1 + β
−1/2M˜1)ε|t|.
(5.11)
It remains to estimate the first two summands in the right-hand side of
(5.2). Using (4.20), (5.2)–(5.6), and (5.11), we arrive at
‖(e−itBε − e−itB
0
)(B0)−3/2‖L2(Rd)→L2(Rd) 6 C33ε(1 + |t|),
where
C33 := max{4π
−1(cˇ−1∗ + 1)C1 + 2β
−1/2CK ; c5C2 + c6α
1/2
1 M1 + β
−1/2M˜1}.
Together with (1.47) this implies that
‖e−itBε − e−itB
0
‖H3(Rd)→L2(Rd) 6 C33C
3/2
L ε(1 + |t|). (5.12)
Interpolating between the rough estimate
‖e−itBε − e−itB
0
‖L2(Rd)→L2(Rd) 6 2
and (5.12), we derive the required estimate (5.1) with the constant C32 :=
21−r/3C
r/3
33 C
r/2
L .
5.2 Approximation of the operator e−itBεB−1ε in the en-
ergy norm
As for hyperbolic problems, we can give approximation for the solution of
the non-stationary Schro¨dinger equation in the energy norm only for the very
specific choice of the initial data. In operator terms, we deal with the operator
e−itBεB−1ε . We give the corresponding approximation for completeness of the
presentation.
Theorem 5.2. Let the assumptions of Subsections 1.1–1.6 be satisfied. De-
note
K3(ε; t) := (Λ
εΠεb(D) + Λ˜
εΠε)e
−itB0(B0)−1. (5.13)
Let 0 6 r 6 2. Then for 0 < ε 6 1 and t ∈ R we have
‖e−itBεB−1ε − e
−itB0(B0)−1 − εK3(ε; t)‖Hr(Rd)→H1(Rd) 6 C34ε
r/2(1 + |t|)r/2.
(5.14)
Here the constant C34 depends only on r and the problem data (1.24).
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Remark 5.3. Lemma 4.5 together with Theorem 5.2 allows us to obtain
approximation for the operator e−itBεB
−1/2
ε in the (H3 → H1)-norm with the
error estimate of the form Cε(1 + |t|).
Remark 5.4. Using properties of the matrix-valued functions Λ and Λ˜ (see
Subsection 3.2, Lemma 3.12, and Lemma 6.5 from [MSu2]), it is always
possible to remove Πε from the corrector (5.13) for d = 1, 2. If 3 6 d 6
6, it is possible under the additional restriction on r: d/2 − 1 6 r 6 2.
If Conditions 3.1 and 3.3 hold, it is also possible to remove Πε from the
corrector.
Proof of Theorem 5.2. Denote
Ψ(t) := e−itBεB−1ε ((B
0)−1 + εK(ε))eitB
0
.
Then, according to (1.51) and (1.54),
dΨ(t)
dt
= ie−itBεR2(ε)e
itB0 + ie−itBεB−1ε (εΛ
εΠεb(D) + εΛ˜
εΠε)e
itB0 .
So,
Ψ(t)−Ψ(0) = e−itBεB−1ε ((B
0)−1 + εK(ε))eitB
0
− B−1ε ((B
0)−1 + εK(ε))
= i
∫ t
0
e−it˜BεR2(ε)e
it˜B0 dt˜+ i
∫ t
0
e−it˜BεB−1ε (εΛ
εΠεb(D) + εΛ˜
εΠε)e
it˜B0 dt˜.
Multiplying this identity by e−itB
0
from the right, we obtain
e−itBεB−1ε (B
0)−1 − B−1ε ((B
0)−1 + εK(ε))e−itB
0
= −e−itBεB−1ε εK(ε) + i
∫ t
0
e−it˜BεR2(ε)e
i(t˜−t)B0 dt˜
+ i
∫ t
0
e−it˜BεB−1ε (εΛ
εΠεb(D) + εΛ˜
εΠε)e
i(t˜−t)B0 dt˜.
Together with (1.54) and (5.13), this implies
(e−itBεB−1ε − e
−itB0(B0)−1 − εK3(ε; t))(B
0)−1
= R2(ε)(B
0)−1e−itB
0
+B−1ε εK(ε)e
−itB0 − e−itBεB−1ε εK(ε)
+ i
∫ t
0
e−it˜BεR2(ε)e
i(t˜−t)B0 dt˜
+ i
∫ t
0
e−it˜BεB−1ε (εΛ
εΠεb(D) + εΛ˜
εΠε)e
i(t˜−t)B0 dt˜.
(5.15)
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Combining (1.42), (1.52), (1.56), (2.64), (5.6), (5.11), and (5.15), we ar-
rive at the estimate∥∥∥B1/2ε (e−itBεB−1ε − e−itB0(B0)−1 − εK3(ε; t)) (B0)−1∥∥∥
L2(Rd)→L2(Rd)
6 C35ε(1 + |t|),
(5.16)
C35 := max{c5C2cˇ
−1
∗ + 2β
−1/2CK ; c5C2 + c6α
1/2
1 M1 + β
−1/2M˜1}.
Bringing together (1.20), (1.46), and (5.16), we get
‖e−itBεB−1ε − e
−itB0(B0)−1 − εK3(ε; t)‖H2(Rd)→H1(Rd) 6 C36ε(1 + |t|), (5.17)
where C36 := c6C35CL.
By (1.20) and (2.64),
‖e−itBεB−1ε ‖L2(Rd)→H1(Rd) 6 c6‖B
−1/2
ε ‖L2(Rd)→L2(Rd) 6 c6β
−1/2. (5.18)
Next, according to (1.42),
‖e−itB
0
(B0)−1‖L2(Rd)→H1(Rd) 6 cˇ
−1
∗ . (5.19)
Finally, by analogy with (2.67) and (2.68),
‖K3(ε; t)‖L2(Rd)→H1(Rd) 6 (2εM1 +M2)α
1/2
1 cˇ
−1
∗ + (2εM˜1 + M˜2)cˇ
−1/2
∗ . (5.20)
Bringing together (5.18)–(5.20), we obtain
‖e−itBεB−1ε − e
−itB0(B0)−1 − εK3(ε; t)‖L2(Rd)→H1(Rd) 6 C37, (5.21)
where C37 := c6β
−1/2 + cˇ−1∗ + (2M1 + M2)α
1/2
1 cˇ
−1
∗ + (2M˜1 + M˜2)cˇ
−1/2
∗ . In-
terpolating between (5.21) and (5.17), we arrive at estimate (5.14) with the
constant C34 := C
1−r/2
37 C
r/2
36 .
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