This paper considers the problem of finding robust estimators of population size in closed K-sample capture-recapture experimerts.Particular attention is paid to models where heterogeneity of capture probabilities is allowed. First a general estimation procedure is given which does not depend on assuming anything about the form of the distribution of capture probabilities. This is followed by a detailed discussion of the usefulness of the generalized jackknife technique to reduce bias. Numerical comparisons of the bias and variance of various estimators are given. Finally a general discussion is given with several recommendations on estimators to be used in practice.
Introduction
In this paper we address the problem of finding robust estimators of N, the population size, in a K-sample capture-recapture experiment with closure assumed and where an animal's capture probability is constant over sampling times except as influenced by trap response. The animals are also assumed to behave independently with respect to capture. The specific models These models have been considered in the senior author's unpublished Ph.D. thesis and also in Pollock (1975 Pollock ( , 1981 . Otis et al. (1978) in an important monograph gave a detailed discussion for biologists.
These models are likely to be useful in applied problems except that often we may also have variability of capture probabilities over time which is very difficult to deal with statistically unless there is no heterogeneity and trap response. Sometimes it is also hard to guarantee closure of the population.
First we give a general estimation procedure for all the models. This is followed by robust estimators for the heterogeneity models (~,~h)' some based on jackknife techniques to reduce bias. An extensive numerical comparison of the bias and variance of the estimators is given for a wide range of capture -3-distributions. Finally there is a general discussion section which gives recommendations on which estimator to use in practice.
Notation
The following notation will be used in this paper.
Parameters N the population size (assumed constant over the whole study).
= the probability of capture of the jth animal prior to its initial capture, j = 1, ... , N.
the probability of capture of the .th animal after its initial 1. = the number of animals captured i times in the K samples.
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A General Estimation Procedure
In this section a general estimation procedure is developed which can be applied to all 4 models given in Section 1. Let us first consider the joint probability distribution of {X }, the collection of all possible which can be rearranged to (2) Obviously in practical situations (2) is not really a M.L. estimator of N because the capture probabilities are unknown. A practical estimator would be~+
where we now need to focus on how to estimate E(l_P)K under the four different models.
No Heterogeneity (Models
Under M o and~~there is no heterogeneity of capture probabilities over animals so that F(p,c) is degenerate to the constant probabilities of capture p, for first time caught, and c for recaptures. For these two models (3) becomes th . Substitution in (4) gives a K degree polynomial which has to be solved iteratively.
The properties of these estimators have been discussed in detail in the literature (see in particular Otis et ale (1978) and Seber (1973».
These models are not considered further as we intend to concentrate on the more difficult problems associated with estimation of N when heterogeneity is present (Mh and Mbh).
Heterogeneity (Model Mb and Mbh)
Under Mh and Mbh which have heterogeneity operating (3) depends on
where f(p) is the marginal probability density function of p, the probability of first capture which may vary over animals. Here we are interested in finding a method of estimating N which does not require a specific form (for example a Beta distribution) for f(p).
Let fW(p) be the probability density function of first capture probabilities of all animals captured. Then fW(p) is derived from f(p) as a weighted distribution (see Patil and Rao (1978) )with weight w(p) = l_(l_p)K, the probability of capture at least once.
Equation (2) can be rewritten as
and we note that an unbiased estimator of [1 -E(l_p)KJ-l is
using the properties of weighted distributions. Thus it follows that
would be an unbiased estimator of N if the p.'s were known exactly for all J animals captured. Overton (1969) first derived this result using a different method based on a theorem of Horvitz and Thompson (1952) .
To make use of (6) we now require point estimators of the p. 's for J all animals captured. The form of these estimators and the resulting estimators of N will depend on the specific model considered (~or Mbh) and are considered in the next sections. i=l (7) where f i is the number of animals captured i times. This estimator was first derived by Overton (1969) . See also Zarnoch (1979) .
Note that this estimator is of the form
a linear combination of the capture frequencies with the constants aiK only K depending on i and K. Other estimators of this type are~+l = i~lfi' the total number of animals captured at least once and N., the jackknife estimator J of Burnham and Overton (1978) . For all estimators of form (8) we have and Further discussion of the properties of these estimators will be given in Section 5.
Model Mbh
Under this model only the time to first capture can be used to estimate the P.'s because the recaptures are influenced by trap response.
J
The number of trapping occasions to first capture (i) follows a geometric distribution which for animal j is given by
The M.L. estimator of Pj = l/i so that (6) now takes the form
where u. is the number of unmarked animals captured in the i th sample.
In the above argument we have ignored uncaptured animals because we do not need to estimate their capture probabilities for (6).
Note that this estimator is of the form 
var
* [
. 1] the analogues of (9) and (10) Overton (1978, 1979) and Otis et a1. (1978) . Under
Model~and using MK+l' the number of distinct animals seen, as the biased initial estimator he developed a series of jackknife estimators and showed that they were effective at reducing bias for a range of capture probability distributions (f(p» using simulation.
Here we give the definition and properties of the generalized jackknife statistic (Gray and Schucany (1972, p. 2» . Then we consider the jackknife technique for both models~and Mbh using MK+1 as the initial (biased) estimators. This is followed by use of the jackknife with NO (7) and N p (11) as the initial (biased) estimators for Models~and Mbh respectively.
The Generalized Jackknife Statistic
Let us define the generalized jackknife estimator of population size (15) of Gray and Schucany (1972, p. 2) where N 1 and N 2 are consistent estimators of Nand R is any real number not equal to unity. Now let us consider the properties of this estimator (15). The first property of consistency follows directly from N l and N 2 being consistent.
The potential bias reduction properties of this estimator become clear from the following theorem (Gray and Schucany (1972, p. 2) Theorem 2.1). If
with~, a set of nuisance parameters which are functions of the P.'s (capture 
1 Within the class of estimators for which R is positive it is then clearly desirable to choose N l and N 2 to be highly positively correlated. Quenouille (1956) has given a general procedure for achieving this and also we give another method specific to the capture-recapture problem.
1 Gray and Schucany (1972, p. 4) also proposed an objective technique for choosing which one to use on a particular data set. Using simulation he showed that this approach is reasonably effective for a wide range of capture probability distributions.
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Model~h
Here we find it necessary to use the other method described in Section 4.1. N 1 is chosen to be MK+1 and N 2 to be MK (i.e., based on the first K-1 samples) with R a (K-l)/K. If we note that and K-l r i=l U.
We obtain using (15) K-1
K Notice that this estimator is of the form (12) (N = r b iK u i ) so that i-I expectation and variance can be calculated using (13) and (14).
Approximation of R
Here let us consider the form of R which results from use of Theorem 2.1 of Gray and Schucany (1972) which was discussed in Section 4.1.
Using the theorem we find for N
which depends on the nuisance parameters and is thus unknown.
Let us now consider the form of R in more detail with the hope we may be able to find a useful approximation which only depends on K. First suppose that f(p) is uniform on (0, U) for which case where 0 < U~1. If U = 1 we have R = K/(K+l) whereas when U < 1 we have -14-R < K/(K+l) but unless U is close to°R~K/(K+l) so that a jackknife estimator using R = K/(K+l) should be highly effective at reducing bias.
It is interesting to note that Burnham's jackknife procedure, N JI uses R = (K-l)/K which will be "close to" R = K/(K+l) for reasonable size K and he showed it to be most effective when f(p) was uniform.
Next consider f(p) to be Beta (a,~) (Johnson and Kotz (1970, p. 37» .
In this case we have R = (S+K-l)/(a+6+K-l) which only reduces to K/(K+l) when a = 6 = 1, the uniform distribution on (0, 1). If a = 1, then f(p) is a reverse J shaped distribution for 6 > 1 and it has been suggested this may be a "typical" distribution in practice. For reasonable size K and~not too large the jackknife with R = K/(K+l) should do well with some underestimation.
In this case we find the jackknife using R = K/(K+l) overshoots and gives a positive bias.
These results are confirmed by Burnham's simulation results.
The message from this brief analysis is that Burnham's jackknife and the modification with R = K/(K+l) will work reasonably well for reverse J shaped distributions (a = 1, 6 > 1) or the uniform distribution. It will underestimate for severe heterogeneity (a < 1, 6 > 1) because too many animals are essentially uncatchable and overestimate for small heterogeneity (a > 1, 6 > 1).
Jackknifing on NO under ModelH
ere we use the Quenouille (1956) approach described in Section 4.1 with NO of equation (7) as the basic estimator. We find
where a iK Otis et al (1978) and are based on at least 100 simulation runs.
(ii) MK+l -The number of distinct animals seen.
Overton's estimator which is given in Equation (7).
(iv) N -The Jackknife version of Overton's estimator which is given Jo in equation (19).
It should be emphasized that the results presented in Table 2 are exact and based on Equations (9) and (10) except for N h , for which results based on simulation are presented.
( Table 2 to appear here)
Next we carry out a systematic comparison of the same estimators as above with the exception that we have used the first order jackknife estimator of Burnham (N J ) rather than the estimator given in Otis et al (1978) 
We use a population of 400 animals divided into 4 potentially different 
Model~h
To begin with we compare the expectations and standard errors of 5 competing estimators of N for seven different trials originally used by Otis et al (1978) when assessing their generalized removal estimate (N bh )
for Model~h. The description of the trials which have varying degrees of heterogeneity is given in Table 4 .
( Table 4 to appear here)
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(i) N bh -This is the generalized removal estimator which is recommended by Otis et al (1978) and the results given are taken from their Table N.6.b. and are based on at least 100 simulation runs.
(ii) MK+l -This is the number of distinct animals seen.
(iii) N -This is a new "distribution free" estimator derived here -L and given in Equation (11).
(iv) NJb The Jackknife version of MK+l which is given in Equation (18). 
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It should be emphasized that the results presented in Table 5 are exact and based on Equations (13) and (14) except for N bh , for which results based on simulation are presented.
( Table 5 to are very low. This decline in standard error with sample number is not followed by the jackknife estimator. It has a standard error which usually rises for five to ten samples and then stays constant. The typical situation is that the generalized removal estimator has much worse precision than the jackknife for five samples and much better for twenty samples. Overall we tend to favor the jackknife estimator (N Jb ) for practical use as there will often be less than ten samples and heterogeneity will often be pronounced. 1 These results for N h are based on simulation while the other results are exact. e' e e * PI P2 P3 P4 .15, i=5l, 200; P i =0.25, i=20l, 300; P i =0.30, i=30l, 400 Pi=O.lO, i=l, lOO; P i =0.20, i=101, 200; P i =0.25, i=20l, 300; P i =0.30, i=30l, 400 P i =0.20, i=1, 100; P i =0.30, i=101, 200; P i =0.40, i=20l, 300; P i =0.50, i=30l ,400 •• e -
