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Abstract 
 
 
Distance Education is considered as the one of the main modes of modern 
education, due to its many advantages. Teaching and Learning are no longer 
confined to the lecture room or classroom. There are many technologies that 
can offer a great deal of flexibility in the manner in which education resources 
are distributed  
The purpose of this study is to investigate the current state of 
videoconferencing system technology and evaluate the potential effectiveness 
of this technology for delivering interactive lectures to remote audience. 
Technologies for videoconferencing were discussed, including the 
compression of audio and video data and the transmission of this data over 
various communication channels. 
To demonstrate the use of videoconference system for distance 
learning, three experiments were made, using the Intranet of 
University of Khartoum. The setup of these experiments and their 
outcome are fully discussed. 
As the economical side of any project takes a considerable part 
in any Engineering planning, the fixed and running costs of 
different media were also considered, in order to select the best 
media from the point of technical as well as economical views.  
 
  ﻤﺴﺘﺨﻠﺹ
 
 
ﻤﻥ ﺃﻫﻡ ﺍﻟﻨﻤﺎﺫﺝ ﺍﺍﻟﻤﺴﺘﺨﺩﻤﺔ ﻓﻰ ﺍﻟﺘﻌﻠﻴﻡ ﺍﻟﺤﺩﻴﺙ ﻨﺴﺒﺔ ﻟﺘﻌﻠﻴﻡ ﻋﻥ ﺒﻌﺩ  ﺍ ﻴﻌﺘﺒﺭ
ﻟﻔﺼل ﺍﻟﺩﺭﺍﺴﻰ ﺃﻭﺍ  ﺒﻘﺎﻋﺔ ﺍﻟﺩﺭﺍﺴﺔ ﻏﻴﺭ ﻤﺤﺩﺩ ﺍﻟﺘﻌﻠﻴﻡ ﺼﺎﺭ ﺤﻴﺙ . ﻟﻤﺯﺍﻴﺎﻩ ﺍﻟﻤﺨﺘﻠﻔﺔ 
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ﺨﻼل ﺍﻟﺒﺤﺙ ﺘﻡ ﺍﻟﺘﻁﺭﻕ ﻟﻭﺴﺎﺌل ﻀﻐﻁ ﺍﻟﺼﻭﺕ ﻭﺍﻟﺼﻭﺭﺓ ﻤﻥ ﺨـﻼل . ﻋﻥ ﺒﻌﺩ 
  .ﺃﻨﻭﺍﻉ ﻗﻨﻭﺍ ﺕ ﺍﻻﺘﺼﺎل 
 
ﺠـﺭﺍﺀ ﺜﻼﺜـﺔ ﺇﻟﺩﺭﺍﺴﺔ ﺘﻘﻨﻴﺔ ﺍﻟﻤﺅﺘﻤﺭﺍﺕ ﺍﻟﻤﺘﻠﻔﺯﺓ ﻓﻰ ﺍﻟﺘﻌﻠﻴﻡ ﻋﻥ ﺒﻌﺩ ﺘـﻡ 
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1.1 Problem Definition:- 
Distance education refers interactive, educational process between two people, student and 
teacher, separated by physical distance. What it means that distance education provides equal 
opportunities to learner and reduce distance among communicators for global, competitive 
learning environments among the countries. Distance education becomes popular among the 
developed countries. But its applications are new for developing like Sudan. 
Internet enabled learning is fast becoming a major vehicle for delivering faster learning at 
reducing costs, while providing increased access to educational resources. Today, e-learning 
is fast growing, together with the increase of Internet bandwidth where the contribution of 
audio and video transmitting software is indispensable. 
As it was mentioned before, technology changes the living styles and tendencies of people 
toward social communicational, economical, educational aspects. People need to reach 
information or any resources fast, and easy. In addition to this, they need to exchange and 
share resources in on information base. Through help of technology, today is very easy to 
reach information, and share with others with the help of the information technology like 
Internet connection. 
 
1.2 Objective of the research:- 
• The objective of research is to develop distance learning by using Internet video 
conference system with many other effective functions that is compatible with low 
Internet bandwidth connections and meets minimum requirements of a remote class or 
a remote meeting, with a remote control. 
• The other objective is to make comparison between various types of communication 
channels at the side of cost and quality of services. 
 
 
1.3 Videoconferencing system overview: 
With the development of videoconference technologies, the market of videoconference is 
booming very fast. All walks of life are enjoying the convenience and high efficiency 
brought about by this new communication tool. Currently, videoconference technology 
has been widely employed in quite a few areas:  
•  Remote Conferencing: 
Videoconference is a modernized method of holding conference, through which people from 
different areas can have all kinds of meetings without being together. It is especially suitable 
for areas where transportation is not convenient. 
• Remote Education: 
Universities may employ the videoconference to give lectures for students in different areas 
or the related institutions. Companies can also employ videoconference to provide training for 
their employees distributed at different areas. 
 
•  Remote Medical Treatment: 
A doctor at the modern medical treatment center can provide treatment and diagnosis for 
patients at remote areas through the multimedia communication network. 
•  Business Video: 
It is a point video broadcasting service, providing service, and providing services for 
entertaining, commercials and tourism. 
•  Management supervision: 
The company supervisor can employ videoconference to manage and control the branches 
distributed at different areas, saving him from having to rush about. [2] 
 
1.4 Thesis layout:- 
The research is separated into five main chapters. The first chapter expresses overview of 
distance learning, the second one is about requirements of video conferencing system. The 
third chapter about implementation of video conference system by using the Intranet of 
University of Khartoum, three experiments was made. The fourth chapters discusses the 
results of experiments, and at the five chapter the fixed and running cost of different media 
were also considered, in order to select the best media from the point of technical as well as 
economical views. 
2.1 Introduction: 
There are many synonyms used for Distance learning, such as Distance Education, 
Distributed learning, or Remote Education. Distance learning will be defined by the 
following criteria: 
(1) The teacher and students are separated by distance (this distance could mean 
different classrooms in the same school or different locations thousands of miles 
apart). 
(2)  The instruction is delivered via print, voice or computer technology. 
(3) The communication is interactive in that the teacher receives some feed back from 
the student. The feedback may be immediate or delayed. 
 
Distance learning can be roughly divided into synchronous or a synchronous delivery 
types: 
• Synchronous means that the teacher and the student interact with each other in 
“real time”. 
• A synchronous delivery does not take place simultaneously. In this case, the 
teacher may deliver the instruction via video, computer, or other means, and the 
students respond at a later time. 
 
2.2 Benefits of Technology in Distance Learning: 
Distance learning technologies offer myriad of benefits for education, including 
convenience, flexibility, effectiveness, and efficiency. 
• Convenience: 
Distance learning technologies can provide convenient locations for both students and 
instructors. Many of the technologies, such as the Internet, videotape, and telephone, are 
easily accessed at home. Others, such as a desktop videoconferencing, can be distributed 
from a single point (such as a university) to multiple remote sites (such as schools). 
• Flexibility: 
Many forms of distance learning provide students the option to participate whenever 
they wish, on an individualized basis. For example, some students may want to review 
videotape in the middle of the night or read their e-mail during early morning hours. 
• Effectiveness: 
Not only is distance learning convenient, it is also effective. Several research studies have 
found that distance learning is equally or more effective than traditional instruction 
when the method and technologies used are appropriate to the instructional tasks, when 
there is student-to-student interaction, and when there is timely teacher-to-student 
feedback. 
•  Multi-sensory: 
One of the benefits of distance learning is that there is a wide variety of materials that 
can meet everyone’s learning preference, at least part of the time. For example, some 
students learn from visual stimuli, such as video, and other learn best by listening or 
interacting with a computer program. If distance learning courses are well designed, 
they will likely offer learners a wide range of choices, thereby providing the optimal 
combinations of interaction and media. 
• Interactivity: 
Contrary to popular opinion, distance learning course can offer increased interactions 
with students. In particular, introverted students who are too shy to ask questions in 
class will often “open up” when provided the opportunity to interact via e-mail or other 
individualized means. Through the increased interactions, teachers can better meet 
individual student’s needs. 
• Equity: 
Educational inequity is a major issue in this and other countries. Rural schools often 
have less contact with educational trends, fewer qualified teachers, and more need for 
technology. [1]  
 
2.3Technologies of Distance Learning: 
The various technologies used in distance learning can be roughly divided into four 
categories: 
(1) Print.    (3) Computer (data). 
(2) Audio (voice).    (4) Video. 
Each of these categories has several subdivisions. The basic technologies are illustrated in the 
table (2.1) below: 
 
Print Audio/ Voice 
Text books 
Study guides 
Work books 
Fax 
Telephone 
Voice mail 
Audio conferences 
Audio tape 
Radio 
Computer Video 
E-mail 
Web-bases courses 
Videoconferences 
CD-ROM 
Video tape 
Satellite delivery 
Microwave 
Broadcast Video 
Collaboration software Desktop Video 
 
Table (2.1): Distance learning technologies 
 
2.3.1 Print Technologies: 
The original form of distance learning was correspondence courses, in which print materials 
were mailed to students and returned to the teachers through the postal system. Even through 
there are numerous new options for distance learning, print remains a significant component 
of most courses. 
Print materials may serve as the primary source of instruction or they may be supplemental. 
As a primary source, distance students might use a textbook and read various units on specific 
timetable. Other technologies, such as e-mail, could then be used to ask questions or send 
assignments back to the teacher. 
As supplement to instruction, text materials may take the form of worksheets or study guides 
that are used in conjunction with video or voice technologies. It is important to note that the 
supplement print materials may be disseminated via regular mail or over the Internet. In 
addition, fax machines are often used to transmit the print materials back and forth between 
the student and the teachers. There are many advantages and disadvantages to incorporating 
print materials. [1] 
Advantage of print Materials: 
• Can be used in any location. 
• High comfort level. 
• Cost effective can be created and duplicated with little expense. 
• Readily available can take advantage of existing textbooks thus saving the time and 
expense of creating custom materials. 
Disadvantage of Print Materials: 
• No interactions. It don not generally provide built in interactions. 
• No audio/ visual elements. It is static and not appropriate for teaching languages and 
visual concepts. 
• Require reading skills. 
• Time delay. 
 
2.3.2 Audio/ Voice Technologies: 
Audio or voice technologies offer cost-effective ways to enhance distance-learning 
courses. The audio component can be as simple as a telephone with voicemail, or it can 
be as complex as an audio conference with microphone, telephone bridges, and speakers. 
 
2.3.2.1 Voice Mail: 
There is great deal that voicemail can offer to distance learning initiatives. For example, voice 
mail: 
• Allow instructors to leave message for individual or groups. 
• Allows student to leave message for instructors regardless of the time. 
• Can be used to administer quizzes (this option requires some programming). 
• Serves as an alternative to e-mail for those students who do not have a computer. 
• Used as a supplement to other technologies in a course. 
Advantages: 
• Every one has easy access to a telephone. 
• Voice mail message can be picked up at any time of the day or night. 
Disadvantages: 
• The length of message is generally limited. A toll-free number must be provided for 
students who may be calling from out of the local area. 
 
2.3.2.2 Audio Tapes: 
Audiotapes (cassettes) are inexpensive, easily duplicated and very versatile. They can be used 
to deliver lectures, panel discussions, or instructions for the distant learner. 
Audio is especially useful in course that requires the nuances of inflection, such as foreign 
languages, or those that are designed for non-readers. 
Advantages: 
• They are very inexpensive and readily accessible  
• Almost all students have access to cassette player in their home school or car.  
• Easy to create, duplicate, and use. 
Disadvantages:  
• They are not interactive. 
• They do not provide the visual elements that many students desire. 
 
2.3.3 Computer (Data) Technologies: 
The primary computer technologies used for distance education include e-mail, on line 
collaborations, and Web-based education. 
 
2.3.3.1 E-mail: 
Sending e-mail messages is a common and inexpensive way for students to communicate with 
instructors. In some cases, an entire distance learning courses may be structured using e-mail 
as the only method of communication. In other cases, e-mail may be used to supplement 
audio or video technologies. 
In addition to e-mail messages, discussion groups or news groups are electronic forums where 
students can “post” messages or read messages that others have posted. A threaded discussion 
group is that allows students to reply specific messages (the reply is then indented or in some 
way linked to the original message). List serves are automated e-mail distribution systems. 
Many faculty members establish list serves for distance teaching classes to facilitate the inter 
actions among the students. 
Advantages: 
• Sending straight text. 
• Versatility and convince (it can be accessed at any time of the day or night). 
• Allow student to attach files  
Disadvantages: 
• Requirement to have an internet connection  
• Complexity of learning to use e-mail software and attachment. 
• Prior involving students in e-mail instruction, you must ensure that they all have 
hardware, software, and knowledge to make the communications successful. [1]  
 
2.3.3.2 On Line Collaboration: Internet Chat and Conferencing: 
Email communications are asynchronous, meaning that they do not take place simultaneously. 
However, synchronous communications are possible through online chat, shared white 
boards, and videoconferences. 
On line chat refers to a two-way, interactive exchange on the Internet. In chat mode, two or 
more people at remote computers connect to the same chat “room” and type messages. As 
each types his or her message, the others can see the messages on a shared screen (see 
figure2.1)                                                             
 
Fig (2.1): Chat screen 
 
On line chat allows students and teachers to communicate in “real time”. For example, many 
instructors will establish virtual office hours, during which they will be available to chat with 
any students who may have questions. Because the chat takes place on the Internet, there are 
no phone charges to worry about! 
Advantages: 
• Communications are synchronous and the feed back for the students is immediate. 
Disadvantages: 
• Need for similar software at both sites. 
• Requirement to schedule the interactions in advance. 
• The number of participants may be limited for simultaneous collaboration. 
2.3.3.3 Web-bases Education: 
The World Wide Web has opened a whole new area for distance learning courses and the 
access to remote resources. The Web can be used to chance education through remote access 
to resources or experts or it can be used to deliver educational programs. Teachers can locate 
relevant Web sites for students to explore or have students conduct searches for information 
related to a specific topic. Bookmark files or Web pages with links can be developed to 
provide quick access to appropriate sites for students. 
 2.3.3.4 Advantage of Computer Technologies: 
• Computers allow learners to proceed at their own pace, receive feed back 
immediately, and review as often as they like. 
• Allow high levels of interactivity. 
• Provide written record of discussions and instruction. 
• Inexpensive with access to the Internet, it is relatively inexpensive to participate in 
computer technologies for distance learning. 
• Worldwide access. The Internet can be accessed by millions of people throughout 
the world. 
 
2.3.3.5 Disadvantage of Computer Technologies: 
• Require hardware and software, a computer and Internet connection required for 
most distance learning options that involve computers. 
• Generally rely on written communications. 
• Require substantial planning and preparation on the part of instructor. 
• Computer viruses, there is always a risk of viruses. 
• No guaranteed performance. Computer networks are notoriously unreliable. If 
students wait until the last minute to check their e-mail messages or search the 
Web, there is always the risk the server may be down or the Web sites may have 
moved. 
 
2.3.4 Video Technologies: 
The ability to see and hear an instructor offers opportunities for behavior modeling, 
demonstrations, and instruction of abstract concepts. Video techniques for distance learning 
are often characterized by the transmission media (videotapes, satellites, television cables, 
computers, and microwave). Each of the media can be described as it relates to the direction 
of the video and audio signals--one-way video, two- way video, one-way audio, and two- way 
audio (see figure 2.2). 
                                                         
 
 
 
2.3.4.1 Videotapes: 
Videotapes are popular, easy to use format for instructional materials can be used for 
demonstrations or documentaries. In addition, it is quite easy, to videotapes a lecture for 
student who is unable to attend class. 
Advantages: 
• The tapes are quite inexpensive. 
• Easy access to the hardware. 
• If video camcorder is available, videotapes are relatively easy to record. 
Fig (2.2): Three audio and video technologies  
Disadvantages: 
• They are not interactive. 
• They wear out with continual use can be costly to send via the mail. 
 
2.3.4.2 Cable and Broadcast Television: 
Cable and public broadcast television have been used to distribute instruction for years. This 
type of connection can be used to transmit one-way video and one-way audio to the 
community at large or between specific schools. For example, if two area high schools do not 
each have enough students to Justify an advanced math course, they might team up to teach a 
single course delivered through cable television. In one school, the teacher would conduct a 
regular class, in the other school; the students would watch and listen through a standard cable 
television channel. 
Distance learning through cable television systems requires both a studio and channels 
through which to broadcast. The cost depends largely on the “partnership” offered by the 
cable or broadcast system. Even though the broadcast will take place at a scheduled time, 
research shows that the majority of the time, students will tape the program and play it back at 
convenient time. 
Cable companies will soon be able to use the technology of digital video to offer hundreds of 
channels to each home and school. Although many of these channels to each home and 
school, it is almost certain that a large number of channels will become available for 
education. 
 
2.3.4.3 Satellite Video Conferencing: 
Full-motion video teleconferencing, offers the “next best thing to being there.”Satellite 
transmission is one of the oldest, most established techniques for videoconferencing.  In most 
cases, satellite delivery offers one-way video and two-way audio. 
Two sets of equipment are needed for satellite systems. The up link (a large satellite dish) 
transmits the video and audio signals to the satellite. The downlink (a small dish antenna) 
receives and displays the signals (see figure 2.3). 
When satellite videoconferences are used for distance learning, a studio classroom must be 
properly wired for the lighting, microphones, and cameras needed to produce an acceptable 
lesson. The cameras are usually connected to a control room, where one or more 
technicians control the signals. The resulting television signal is then sent to the up link 
transmitter. 
The receiving sites of satellite videoconferences must have satellite down links. These dishes 
select, amplify, and feed signals in to the classrooms, where they can display on standard 
television monitors. To provide two-way audio with interactions from the remote classrooms 
back to the teacher, a telephone bridge is usually employed. 
                                                                         
 
Fig (2.3): Configuration for satellite videoconferences 
 
2.3.4.4 Digital (Desktop) Videoconferencing: 
Desktop videoconferencing uses a computer along with a camera and microphone at one site 
to transmit video and audio to a computer at another site or sites. The remote sites also 
transmit video and audio, resulting in two-way video and two-way audio communications. 
With digital video conferencing, all the computers involved must have a video conferencing 
board installed. These boards often have ability to compress and decompress the digitized 
video, and they are called codec boards (see figure2.4). 
Although desktop video conferencing is considerably less expensive than satellite, there are a 
couple of limitations. First, the images are usually transmitted at 15 images per second, half 
the normal video speed. This causes the video to appear somewhat jerky if any rapid motion 
takes place. A second concern is related to the connection between the computers. Most 
systems have been demonstrated either through local Area Network (LANs) or through 
relatively fast connections such as ISDN, T1 lines.  
 
 
 Fig (2.4): Configuration for desktop videoconferencing 
 
2.3.4.5 Internet Videoconferencing: 
It is also possible to conduct videoconference over the Internet. Two software programs that 
allow videoconferences are need. You need video camera and digitizing card to transmit 
video signals. A microphone, speakers and an audio card are required for audio (see figure 
2.5). 
Internet, videoconferencing usually results in small image about 1/16 the size of a computer 
screen. The video is generally jerky (about 3 or 4 frames per second) depending on the speed 
of the Internet connection. In most cases, a regular modem is far too slow to transmit effective 
video. 
While all of this sounds exiting, it is still very early in the development process. The images 
that are produced by products are extremely low in quality, and can not be used for many 
instructional purposes. 
With luck, it is possible to identify an individual if he or she fills entire widow, but even then, 
there may be poor synchronization between lips and sound. [1] 
 
 
Fig (2.5): Configuration for Internet videoconferencing 
 
2.3.4.6 Advantages of Video Technologies: 
•  Allow both audio and video communications. Video technologies can provide the visual 
and audio realism of a face-to-face class. It is generally considered the “next best thing 
to being there”. 
•  Facilitate personal feelings; enable students and instructors to see facial expressions and 
body language, adding personalities to communication. 
•  Enable high levels of synchronous, allowing high degrees of interactions, questions and 
answers, etc. 
 
2.3.4.7 Disadvantages of Video Technologies: 
•  May be expensive, camera and editing equipment can be expensive. In addition, the 
infrastructure at each site and the links between sites can be costly. 
•  Require a great deal of planning and preparation. To be effective, the camera crews and 
the instructor must practice and become a team. 
•  Must be scheduled. Most videoconferences are not spontaneous. Instead, they must be 
planned and the necessary resources must be scheduled. 
3.1 Requirements of a Videoconference System: 
The videoconference is composed of video input/ output, video codec, audio codec, Multi 
point Control Unit (MCU). 
Components: 
(1) Video: 
Input: Main camera, assistant camera, graphic context camera, Video Cassette 
Recorders. 
Output: TV, VGA monitor, projector. 
(2) Audio: 
Input: Microphone, reverberation unit. 
Output: Loudspeaker, sound box, power amplifier. 
(3) Video codec. 
(4) Audio codec. 
(5) White boards. 
(6) Multi point Control Unit. 
 
3.1.1 Video Input/Output: 
Video Input: 
The movement of master camera is controllable; it is up to the conference participants to 
adjust the position and focus of the camera through controller. The master camera in a branch 
conference site is also controllable. The master camera is mainly used to video record the 
close-ups of the lecturers. The slave camera is mainly used to video record the over view 
image of the conference site, or part of the site image from different angles, or the contents on 
the white board. The slave camera is operated manually. The graphic context camera is fixed 
at a certain position, which is used to video record files, graphs and so on, whose focus has 
been already adjusted well before hand. 
Video Cassette Recorders (VCRs) and Camcorders can be most group systems and some 
desktop systems. This gives the potential of showing video to the far-end, for example a video 
of work produced by pupils or video of the school environment. Camcorders can also be used 
as document cameras to show close-up views of objects or documents. Some systems have 
video/ audio out sockets to enable videoconferences to be recorded. It should be noted, 
however, that the picture quality will be similar to the actual conference-this may have been 
acceptable in a live conference but it may not be good enough to use as a recorded archive. 
Video output: 
The television is used for displaying the received images if there is a large number of a person 
in the conference room; employ the projector or television wall. In order to display both the 
received images and the local site images on the television, the dual-screen configuration 
mode is generally employed. It is used for displaying the image of the local site. The large 
area on the screen is for displaying the received images. [3] 
Projectors: 
Most video conferencing can be connected to a data/ video projector to give a large image. 
This can be useful when conferencing with large classes or groups. Enlarging the image with 
a projector can make it look poor, particularly if it is a low bandwidth video image. It may be 
better to reduce the size of the projected image or use large TV/ monitor. The audio from the 
videoconferencing unit can be put through the speaker in a projector but these often have very 
small speaker and a low-powered amplifier. It may be necessary to consider using another 
form of amplification. 
A problem associated with projecting a large image is that it becomes difficult to place 
the near-end camera in a position close to the center of the image. This is important 
because those watching the conference and up looking at the projected image and not 
the camera. This can be disconcerting for users at the far-end who may feel that those at 
the near-end are not giving the conference their full attention. This can also be problem 
with users who are sitting close to large monitors. [4] 
 
3.1.2  Audio Input/Output: 
Microphones and loud speakers are mainly used by participants to make speeches made by 
other speakers. The reverberator is audio input assistant equipment, which is used to lead in 
multiple microphones and to adjust the tone and the volume of each microphone. 
Modern videoconference systems use auto gain control of the audio input in conjunction 
with echo canceling electronics to minimize the effect of big variations in sound level. In 
an interactive session it is for better to have all the participants, if they are all 
contributing to the meeting, to be sited at an equal distance from the microphone. The 
audio input will “hear” equal sound pressure levels and adjust the audio input level to 
“a standard” level to maintain the echo cancellation performance. If a speaker gets 
closed to the microphone it won’t matter how loud he speaks, the auto gain control 
system will actually reduce the input audio level to the “standard” level. If another 
speaker, further away, now speaks, the system will not have time to adjust the input 
level for a short period and the second speaker appears to be very quiet. It is important 
to ensure there is reasonable distance between the microphone and the speakers. Usually 
this is three to five meters for group systems. This helps the echo canceller. 
 
3.1.3 Video Encoder: 
Video encoder is the center equipment of videoconference terminal equipment. It processes 
the video signals of different television systems, so as to make videoconference system using 
different video systems connect with each other directly. At the same times, after being 
digitized, the analog video signals are compressed and encoded, so as be adjustable to the 
narrow band digital channel transmission. Under the environment of multi-point 
videoconference television communication, it is should be able to support MCU to implement 
multi point switching control. 
 
3.1.4 Audio Encoder: 
The audio encoder is used to digitized the analog signal of 50 HZ ~ 3.4 KHZ or 50HZ ~ 
7KHZ. It encodes in the mode of PCM, the digital audio signal rate after encoding should be 
16 K bit/s, 48 k bit/s 56 k bit/s, and 64 k bit/s. 
Because the video encoder might cause time delay it might results in the inharmonious 
movement between the voice and lip actions of the speaker. There is a time delay between lip 
actions and voices. Therefore, the suitable time delay should be added to the encoded video 
signal in the voice encoder, so as to synchronize the video and audio signals in the encoder.[3] 
 
3.1.5 Whiteboards: 
Using a video conferencing unit in conjunction with an interactive whiteboard can add a new 
dimension to conferences. Although it is possible to project the video image onto the 
whiteboard, the combination of a TV/monitor for the video image and the use of the 
whiteboard for data and application sharing enhance the potential of presentations and 
collaborative work, for example: 
• A teacher can be teaching a lesson where s/he appears on the TV/monitors whilst 
showing a PowerPoint presentation that appears on the whiteboard. 
• Two groups can be conferencing and using the whiteboard as a shared space that each 
group can use for making notes and drawing diagrams whilst seeing each other on the 
TV/monitor. 
• Two classes can be working on a mathematical problem on a shared spreadsheet 
displayed and controlled on the interactive whiteboard whilst seeing each other on the 
TV/monitor. 
 
3.1.6 Multi – Point Controlling Unit   (MCU): 
MCU is the Key equipment in videoconference. It serves as a switch. However, it is different 
from the common switches in the common switching network. 
It mainly serves to switch the image, voice and data signals furthermore, it switches the data 
flow, not the analog signals. 
Functions of MCU include voice mixing/ codec, video/audio switching and multi – point 
communication protocol processing (see figure 3.1).  
 
 
 
 
 
 
 
 
 
 
 
• Video Processing Unit: 
The current MCU products only switch video signals that do not have to be processed when 
distributed to each site after being inserted to the channel frames. In the mode of audio 
control, MCU makes judgment for the switching of images: images of the site where a 
speaker is situated (it is marked by the biggest audio signal power). However, there must be 
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Fig (3.1): MCU function block diagram 
some time interval, so as to avoid the continuous image switching caused by noise (for 
example, coughs, and knocks on the microphone and so on). Besides the switch over can also 
employ the chairman method, through which the chairman controls the switching of images 
between conference sites. 
• Data processing unit: 
The data processor is an optional unit, including the data broadcasting function, realizing the 
processing of non – voice information. 
• Controlling processing unit: 
The controlling processor determines the correct routing of audio/video/ data/ controlling 
signals, mixes or switchover audio/ video/ data signals, and controls the videoconference. 
• Multiplexer: 
The multiplexer from frames with audio/ video/ data/ controlling signals that are to be sent in 
accordance with the frame structure proposed in H. 221. 
• Call Control: 
It sets up an interaction system of physical link between MCU and terminals. 
• Call control processor: 
It processes the call control process. MCU separates the signals sent from each 
videoconference terminal, and extracts the video/ audio/ data/ controlling signals, which are 
sent to the corresponding processing unit.  
• Network Interface: 
The network interface module consists of input and output realizing code type conversion 
between the code flow of single/ multiple 64 k bit/s lines and that of the in/ out multiplexer/ 
demultiplexer. 
• De multiplexer: 
The signals accessing De multiplexer are the signals that come from terminals. Operation 
methods of MCU de multiplexer are similar to that of the terminal de multiplexer, which 
mainly realize the following functions: 
1-  Frame resuming, multi-frame locating 
2-  Buffer synchronizing and ordering for the multiple relevant channels. 
3-  Extracts password and de-crypts when encryption is involved. 
4-  Extracts audio signals, and sends them to audio processing unit. 
5-  Extracts video signals, and sends them to video processing unit. 
6-  Extracts data, and sends them to data processor. 
• Audio Processing Unit: 
The audio processor is composed of audio transcoder (ATC) and voice – mixing modules, 
realizing audio processing. Through switching/ mixing or the combination of two modes, 
voice processing unit acquires N audio output rj from N input audio signal Si. Combination 
mode requires ATC to separate the voice signals of A and µ low from the frame structure of 
the data flow from each point after encoding these signals, they are sent to combiner unit and 
then sent to encoder, where they are formed into suitable encoding modes, which are sent 
back to the corresponding interface for multiplexing. In the case of separated dialogue, voices 
are not mixed, but switched internally. [3]  
 
3.2 Environmental Requirements of the Meeting Room: 
Meeting rooms are sites for having meeting and for placing the video conferencing 
equipment. Hence the design of meeting rooms determines the quality of video conferencing 
images as well as the efficiency of conferences with a comfortable environment. Furthermore, 
it may present vivid images of people and scenes at conferences and strong sense of 
involvement. 
 
3.2.1 Type of the Meeting Room: 
Meeting rooms are classified according to the characteristics of conferences and include 
public and specialized meeting rooms. Public meeting rooms are mainly used for conferences 
opened to the public, for example administrative conferences and business conferences. It 
equipped with a whole set of facilities, mainly including the video conferencing terminal 
equipment. Specialized meeting rooms are mainly used for academic conferences, remote 
education and medical consultation. A part from the facilities in public meeting rooms, 
specialized meeting rooms should also equipped with teaching and academic facilities. 
3.2.2 Size of the Meeting Room: 
The number of video conferencing equipment and people attended determines sizes of 
meeting rooms. The space occupied by each person is considered as 2m2, excluding the 
distance between seats of the first row to the monitor in the front (this distance in necessary 
for taking pictures). It may also acceptable that each person can occupy 2.5m2. The height of 
the ceiling should be more than 3m. 
 
3.2.3 Environment of the Meeting Room: 
Temperature and humidity in meeting rooms should be appropriate. The general temperature 
of meeting rooms is 18~22c ْ and the humidity is 60%~80%. Video equipment in the video 
conferencing room places quite high requirements for temperature and humidity, the 
appropriation of which is the basic condition for stable and reliable operations of the system. 
To keep the meeting rooms at a proper temperature and humidity, air conditioning systems 
may be installed to warm, humidify, cool, dehumidify and ventilate the meeting rooms. The 
environmental noise level of meeting rooms should be 40 dB so as to form a fine meeting 
environment. If there are too noisy in meeting rooms, e.g. if the noises generated by air 
conditioners are too loud, the performance of the voice system might be greatly affected, and 
the speeches made in the noisy meeting room may not be heard in other meeting rooms.[3] 
 
3.2.4 Image Display Mode: 
The photographing of images in the meeting room is of two modes, the full scenes and the 
speaker. The selection of the two modes can be controlled either by the local meeting place 
or by other meeting places. The display of images can present a single screen or the double 
screens. Terminal equipment of different display mode is also different. 
Single–screen display mode: 
The big image presented by this mode displays the scenes or people received from the 
opposite end. The small window presented (or picture-in-picture PIP) displays picture of 
the local meeting place. 
Double screen mode: 
One TV is used to display remote pictures, and the other is used to display local pictures. 
 
3.2.5 Power Supply System of the Meeting Room: 
To guarantee the safety and reliability of the meeting room power supply system and reduce 
the electric cross talk brought by power supply, three power supply systems should be used: 
(1) A system that provides power for the whole terminal equipment and the control 
equipment, using the UPS (un-paused supply). 
(2) A system that is used for lighting in the conference room. 
(3) A system that is used for power supply for equipment such as air-conditioning. 
 
In the conference room, we should better install a power distribution panel, so as to 
converge all the above 3 sets of power supply to the power distribution panel. 
Grounding is quite important to the power supply system. Ground wires required is the 
control room or the equipment room and the conference room should be led out from ground 
collecting bar on the equipment in the control room or equipment room. The grounding 
resistance should be less than 4 Ω. If pure equipment grounding is difficult, combined 
grounding with other grounding systems is allowed, but the grounding resistance should be 
less than 0.5 Ω. [3] 
 
3.3 Connectivity Issues & Alternatives: 
A major concern for distance learning is the connectivity and transmission speed between the 
teaching site and the students. Some distance learning technologies use analog transmission 
and some use digital. Traditional distance learning techniques (such as telephone and 
videotape) are analog. Newer technologies (such as the computer and desktop 
videoconferences) are digital. 
The trend is to move toward primarily digital systems. The problem is that digital files 
(especially audio and video) are huge, and they require “pipes” or cables with tremendous 
capacity to transmit quickly and effectively. The transmission capacity of cable or any other 
technology is referred to as the bandwidth. The greater the bandwidth, the greater the amount 
of digital information that can be transmit per second. 
There are several options available now or in the near future that will help to expand the 
bandwidth and increase the speed of information transfer. These options include ISDN lines, 
T1 lines, ADSL modems, cable modems, and satellite delivery. 
 
3.3.1 Standard Modems: 
The “standard” speed for modems is currently between 28.8 kbps and 56 kbps. Those speeds 
can provide effective communications via e-mail and Web sites that do not have extensive 
graphics. Advantage of standard modems includes low cost and compatibility with standard 
telephone lines. Although the bandwidth and speed of modems continues to improve, they are 
far too slow for most video applications. In addition, two modems of different speeds will 
communicate at the slower of the two rates. Other factor, such as the amount of congestion on 
the Internet, also affects the transmission rate. 
 
3.3.2 ISDN: 
ISDN stands for Integrated Service Digital Network. It is a totally digital system designed to 
transmit information faster than standard modems. It is often used for desktop 
videoconferencing or Internet access. ISDN telephone lines use interface device (called ISDN 
terminal adapters) to connect to computers (see figure 3.2).    
There are two available ISDN connections, Basic Rate Interface (BRI) and primary Rate 
Interface (PRI). Essentially, a BRI provides two 64 kbps B-channels and one 16 kbps D-
channel. In Europe, a PRI provides 30 × 64 kbps B-channels and one 64 kbps D-channel, 
whilst in North America a PRI provides 23 × 64 kbps B-channel and one 64 kbps D-channel. 
ISDN connections usually aggregate the BRI and share the same number for both B-channels. 
Known as ISDN-2, this provides a line speed of 128 kbps is typically used by Desktop video 
conferencing system over ISDN, for increased bandwidth ISDN-6 provides a line speed of 
384 kbps and is typically used by Group or room-based video conferencing system over 
ISDN. 
ISDN has great potential for distance learning because it can use the copper telephone wire 
system that is currently in place. [5] 
                                                                 
 
 
Fig (3.2): ISDN connections 
 
3.3.3 T1 and T3 Lines: 
A standard T1 allows digital information to be transmitted at 1.544 Mbps. This transmission 
speed is almost 54 times faster than 28.8 kbps modem. Because T1 lines can be quite 
expensive to lease, many schools lease "fractional"T1 lines through which they have access to 
a portion of bandwidth. 
T3 lines are even faster than T1 lines. It can transmit data at 44.736 Mbps. This is roughly 
equivalent to 29 simultaneous T1 lines. T3 lines are extremely expensive, though. In most 
cases, T3 lines are used to connect parts of the Internet backbone or to connect super 
computers at government and research sites. Both T1 and T3 lines can support video, audio, 
and data transmissions.[7] 
 
3.3.4 ADSL Modems: 
ADSL stands for Asymmetric Digital Subscriber Line. ADSL modems can transmit data to 
users at up to 9 Mbps. The return rate is not quite as fast only 640 kbps. In most cases, the 
difference in the transfer rates is acceptable for Internet access. We are most likely to receive 
large files from the Internet that require the faster rates. On the other hand, we generally do 
not send back as much data to the Internet segment is not detrimental. 
A major advantage of ADSL technology is that it uses standard, copper telephone lines; 
however, the telephone lines in many areas need to be upgraded to allow the rapid 
transmission of data. [6] 
 
3.3.5 Cable Modems: 
 In some areas, cable companies are offering Internet access through the same cable that 
delivers television signals to our homes. If your area has been configured for this service, you 
can connect a cable line to a network card on your computer. 
The main advantage of cable modems is the bandwidth. Cable modems can bring data to your 
computer at roughly 400 times faster than regular modem. If you have a 10 Mbps network 
card in a computer, you may be able to receive information at that speed.  
Disadvantage of cable modems is that you must have a computer with a network card and you 
must purchase a cable modem (see figure 3.3). In addition, the transfer rate may be slowed if 
too many people in your neighborhood all connect to the Internet at the same time. Although 
this technology is new and the standards for cable modems are not firmly established, cable 
modems offer great potential for high-speed access to the Internet. [7] 
 
 
Fig (3.3): Cable modem in a home 
3.3.6 Satellite Delivery: 
It is possible to receive information from the Internet via satellite. Satellite access is relatively 
fast, does not require the installation of telephone or data lines, and is not adversely affected 
by the number of users. 
Satellite delivery, however, is usually one-way; you cannot send information back up to the 
satellite. In most cases, a telephone line is used to send information back to the Internet or 
service provider, and the satellite is used to receive information (see figure 3.4). This 
configuration works well in most cases, because the information you send back is generally 
very small, whereas the information you receive can be quite large (video files, Web pages, 
etc). [7] 
 
 
Satellite connection schematic.
 
Fig (3.4): Connecting to the Internet via Satellite 
 
3.3.7 Issues to Consider: 
Each of the above technologies has it is own strengths and weaknesses that should be 
considered carefully for deciding upon which one to use. The trade-off factors involved in 
determining the best system for your situation will be: 
3.3.7.1 Required versus Available Bandwidth: 
Video conferencing is a form of communications involving the transfer of information 
between two or more locations. The connection between these locations is the communication 
channel and is called the network. It is the network loading in terms of required bandwidth 
that needs to be considered. Bandwidth is the resource of network. It is the term given to the 
rate of transfer of information, usually in bits/ second, it is like the speed limit of the network 
and cannot be exceeded. 
Available bandwidth is the limiting factor with desktop conferencing and sending video 
creates lots of data. Consider typical Central Intermediate format (CIF) video image size of 
352 × 288 pixels, and then this represents 101376 pixels or 304128 bytes of information (if 
the image depth is 24 bits) per single frame. Now consider how many frames per second that 
you want see, this is called frame rate. The human eye perceives 25 frames per second as 
continuous motion, therefore using this rate in our calculation means that if we wanted to see 
continuous motion video at this image size, we would need to transfer 304128 × 25 or 
approximately 7.2 Mbytes per second. 
It is clear from the above examples that video can place enormous demands on the network 
and hence why available bandwidth is bottleneck with desktop conferencing systems. 
There are essentially two ways of reducing the impact of this bottleneck. One is to use faster 
method of communications that increases the available bandwidth to the conference, the other 
is to utilize methods that reduce the amount of data to be transmitted and use systems that 
support H. 264 compression. [5] 
 
3.3.7.2 Acceptable Quality:  
There are several steps that can be taken to reduce the amount of data that has to be 
transmitted when conferencing. The obvious combination is to use smallest acceptable 
window size with the minimum acceptable frame rate. Applying compression can then further 
reduce the resulting amount of data, but which type has a crucial effect on quality. 
There are two types of compression techniques, lossless and lossy. GIF files are an example 
of lossless compression. With this technique, the exact data that went into the algorithm 
comes out when the data is uncompressed. But GIF compression is applicable to 
conferencing. 
Take the previous example of a CIF sized video at 25 frames per second; to transfer this over 
an ISDN -2 line at 128 kbps, we need to apply compression ratio of approximately 500:1. To 
achieve this, videoconferencing systems use loosy compression. The amount of loosy 
compression applied, or lack of compression, is some times expressed as a 'quality' 
percentage, with 100% quality meaning least compression. The use of loosy algorithms 
creates compromises between acceptable image quality and data volume. An important 
consideration in the selection of a compression technique is the interoperability between the 
systems being used in the conference. [5] 
•  Video Conferencing Applies Compression: 
The H. 261, H. 263 and H. 264 algorithms are all designed for use low bandwidth 
communications and incorporate motion prediction as well as lossy compression to further 
reduce the amount of information to be transmitted. Whilst H.261 and H 263 images are also 
limited to CIF and QCIF (Quarter CIF) sizes, The basic technique of motion prediction works 
by sending a full frame followed by a sequence of frame that only contain the parts of the 
image that have changed. Full frames are also known as ‘1-frame’ and the predicted frames 
are known as ‘P-frames’. Since a lost or dropped frame can cause a sequence of frames sent 
after it to be illegible, new ‘1-frames’ are sent after predetermined number of ‘P-frames’. It is 
the combination of both lossy compression and motion prediction that allow H.261, H.263 
and H.264 systems to achieve the required reduction in data whilst still providing an 
acceptable image quality.[5] 
 
3.3.7.3 Number of Participants: 
H.320 conferences are essentially a point-to-point connection and need to use a Multi point 
Control Unit (MCU) to link and manage all the lines in order to hold a conference with three 
or more participants. The MCU’s basic function is to maintain the communications between 
all the participants in the conference.  
Most H.323 systems support IP multicast and use this to send just one audio and one video 
stream to the other participants when in a broadcast. However, to allow three or more 
participants into a conference, most H.323 systems usually require Multi point conference 
server (MCS). This is also referred to as an H.323 Multi point Control Unit (H.323 MCU). 
The H. 323 MCU’s basic function is to maintain all the audio, video, data and control streams 
between all the participants in the conference. 
 
3.3.7.4 System Management: 
Although the H.323 standard describes the Gatekeeper, as an optioned component, it is in 
practice an essential tool for defining and controlling how voice and video communications 
are managed over the IP network. Gatekeepers are responsible for providing address 
translation between LAN aliases and IP addresses; call control and routing services to H.323 
end points, system management and security policies. These services provide by the 
gatekeeper in communicating between H.323 end points are defined in RAS (register/ 
Admission/ Status).  
Gatekeepers provide the intelligence for delivering new IP services and applications. They 
allow network administrators to configure, monitor and manage the activities of registered 
endpoints, set policies and control network resources such as bandwidth usage within their 
H.323 zone. Registered endpoints can be H.323 Terminals, Gateways or MCU's. Only one 
Gatekeeper can manage a H.323 zone, but this zone could include several Gateways and 
MCU’s. [5] 
 
3.3.8 Video Conference Network: 
The videoconference network is not an independent transmission network, but a value – 
added network setup on the basis of digital transmission network. 
The networking mode involves the concept of master and slave conference sites. The former 
refers to the site where it sends images and voices to other conference sites at the same time, 
and makes dialogue with any branch conference site through MCU, directing the image and 
voice switching of the tandem equipment. 
 
3.3.8.1 Networking Mode with the Application of Digital Lines: 
The digital transmission line network employing E1 interface is one of the most common 
modes being used. MCU and terminal interface board employ E1 interface, (see figure 3.5). 
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Fig (3.5): Networking with digital lines  
 
In the whole network, there are three kinds of connection MCU: 
• If the wiring distance between terminal and MCU is less than 300 meters, uses the 
coaxial cable directly. 
• If the wiring distance between terminal and MCU is over 300 meters, and E1 interface 
exists between the terminal and MCU, digital line transmission network is used for 
connection. 
• If the wiring distance between the terminal and MCU is over 300 meters, and there is no 
E1 interface between the terminal and MCU, employ HDSL (High – bit – rate Digital 
Subscriber loop) as the transmission equipment. 
• HDSL employs high – bit – rate digital filter and advanced signal processing technology 
to equalize the loss on the lines of all frequencies. Noise and cross talk are eliminated. 
It is bi- directional digital transmission at the rate of 2M bit/s is realized on the two 
pairs of normal copper core cable of user’s loop. In 2 M videoconference system 75 Ω 
coaxial cable is employed for transmission between the transmission distributor and 2 
M interface. The transmission distance is generally not more than 300 - 500 meters. 
With the application of HDSL equipment a distance like this can be extended to 3-8 
km. [2] 
 
3.3.8.2 IP Video Conference: 
IP video conferencing is possible a cross the Internet. Each device on a network has an 
address called an IP address. At its simplest, a conference call may be established by calling 
the remote user’s IP address. Many computer-based systems will use software, such as 
Microsoft NetMeeting to establish the call. Other computer-based system use proprietary 
software. 
Using the IP address works as long as you can find the address of the remote user, however, 
these addresses are often allocated to a system when it is switched on or connected. This 
means that a particular system may pickup a different address each time it is used. This is 
often the case with system connected to the Internet. Addresses may also be unavailable for 
security reasons. 
The solution is to use some form of directory. Many networks have directory servers for 
conferencing, each system logs on to the directory servers when it is started up. A list of those 
logged on can then be seen as a list of names. A conference is established by clicking on the 
name of remote user, the system then takes care of addressing issues. Software such as 
Microsoft NetMeeting has an option to add directory server details. Some networks have 
setup a gatekeeper. Gatekeepers operate in a similar way to directory servers but can also 
allow conferences with external users without compromising the security of the network. The 
details for a particular network should be obtained from the network administrator. [5] 
4.1 Introduction 
The practical side of this work has been implemented by applying three different experiments 
on a videoconference system within a wide area network (WAN). The following lines start 
with the videoconference system used, a brief description of the network used, and then the 
three experiments in details. 
 
4.2 Experimental Setup: 
4.2.1 Videoconference terminal:  
The videoconference terminal used is a commercial medium cost device with the following 
features shown in table (4.1) below: [8] 
 
Hardware 
LAN 1 × 10/ 100 Mbps Rj-45 Port 
Camera Built-in High quality CCD camera, adjustable focus  
Audio/ video Input 3 RCA video input 1 MIC connector 
Audio/ video output 1 pair RCA Audio/ Video, output 1                              
speaker connector 1 VGA connector 
Dimension (WXDXH) 295 × 200 × 71.5 mm 
Weight 1.13 kg 
Operating 
Environment 
0 – 40 degree C, 10 – 90 % humidity 
Power requirement 12 VDC, 2A 
Protocols and Standard 
Standard 1 T U – T   H.323 V.2 
Video standard H. 263, H. 263 + 
Audio standard G 723.1, G. 711 
Control standard H. 245 
Compatibility Compatible with Gatekeeper H. 323 videophone, H. 323 
Vo IP gateway, Microsoft NetMeeting, Multipoint control 
Unit (MCU) 
LAN standard IEEE 802.3, Ethernet IEEE 802.3u fast Ethernet 
Network and Configuration
Connection ADSL, Cable, VPN, LAN 
Access Mode ADSL, Cable, VPN, LAN Static IP, PPP o E , DHCP 
Bandwidth usage 128 kbps, 256 kbps, 768 kbps and No limit 
Video Resolution CIF (352 × 288), QCIF (176 × 144) and SQCIF (128 × 96) 
 
Table (4-1): Specification of videoconference terminal 
 
4.2.2 Network link used at Khartoum University: 
University of Khartoum now has a unique networking setup over all education institutes in 
Sudan. The university campus is composed of four parts: Central Campus, Medicine Campus, 
Shambat Campus, and Education Campus. All these parts are interconnected together with 
Internet routers forming a WAN, and each faculty has its own LAN, which is connected 
through a switch to the main Data Center in the central campus. The inter switch which links 
the campus faculty are fiber optical link where the LAN inside the faculty are UTP. 
There are routers in the main data center for connecting campus and another one for the 
Internet connection. U of K network is classified as high – tech and a well designed network 
(see figure 4.1). 
Network cables are categorized in the following: (i) Inter-campus WAN, which uses frame 
relay and HDSL links. (ii) Inter-faculty links are fiber optical which lead to a Data Center. 
(iii) LAN inside the collages and Departments uses Cat 5e cables. 
The Internet routers are connected to the Internet via a Frame relay technology (2 Mbps), with 
a satellite connection as a redundant.  
In network operation, all servers mainly rely on Red Hat Linux, the mail server utilizes 
Postfix, all proxies utilize Squid, the web server uses Apache Server, and the DNS uses Bind. 
Most of the networking components are Cisco (routers and switch) and Most of the servers 
are Dell and HP-Compaq.  

4.2.3 Experiment (1):   
Atypical test configuration is shown in (figure 4.2). From this figure we notice that the used 
devices are: - 
1- Televisions or Screens to display the received video and audio. 
2- Videoconference Units. 
3- Data Terminal Units. 
4- Switches. 
5- Routers. 
To conduct this experiment between faculty of Engineering and faculty of medicine, 
videoconference devices were connected in each of the faculties, while linking 
videoconference unit with switch that was available in laboratory of each faculty. After that 
addresses were allocated to the two units according to the available addresses in the two 
faculties.  
This experiment was carried out during (11: 00 am to 4: 00 pm) because in this time, the 
network is congested by Internet users; therefore, it is considered as the best time for testing 
to emphasize the quality of picture and audio exchanged in different bandwidths during peak 
time. 
To evaluate the quality of video and audio some friends were asked to evaluate the change in 
audio and video, which occurred when changing bandwidths, in order to compare the 
bandwidths for quality of picture and audio. A connection was made between two units. Each 
unit has the ability of recording sending and receiving bit rates, which helped in calculating 
the quality of picture and audio. 
 
          Fig (4.2): Experiment (1) Implementation  
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4.2.4 Experiment (2):  
From the figure (4.3) shown, we notice that the devices, which are used in the experiment, are 
the same as the later experiment. Also the same procedure has been carried out by using 
Frame relay technology between Faculty of Engineering and Faculty of Agriculture (Shambat 
sector). The time shown for this experiment is from (11:00 am – 4:00 pm) a busy time. The 
result of this experiment will be shown in the next chapters. 
 
 
Fig (4.3): Experiment (2) Implementation  
Faculty of Engineering        Shambat sector  
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4.2.5 Experiment (3) Using the software of Microsoft NetMeeting to 
conference multipoint: 
The experiments described in the last section were essentially point-to-point 
connection .We need a Multipoint Control Unit (MCU) to link and manage all the 
lines. However, no MCU were available, and they are usually very costly. Therefore 
we made use of a conference unit compatible with Microsoft NetMeeting software.  
Net Meeting features allow placing calls using conferencing servers. It makes it easier 
to place calls over the Internet.  
Net meeting's audio and video let you see and hear other people, with chat feature, you 
can talk with multiple people, using the white board, and you can explain concepts by 
diagramming information, using a sketch or displaying graphics.  
In this experiment one personal computer (PC) was assigned as a server for 
broadcasting multimedia to other terminals by using Microsoft NetMeeting program 
(See figure 4.4). 
Fig (4.4): Experiment (3) Implementation  
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5.1 Results of Experiment (1):   
1. For the bandwidth 128 kbps: 
 
• The sending rate was in the range of (20-80kbps) while the receiving bit rate was 
in the range of (20 -70 kbps). For these low rates the video quality was low (i.e. 
the image is blocking or freezing) also the audio was not clear.  
• The difference between sending and receiving rate is small, and this low rate is not 
suitable for a videoconference system. 
 
2. For the bandwidth 256 Kbps:  
 
•    The sending rate was in the range of (70 -220 kbps), as the receiving bit rate was 
in the range of (70 -200 kbps). For these rates the quality of the picture was better 
than the above bandwidth but the image was not clear, and rapid motion was 
observed. This could be attributed to the low bit rate used. 
•   Frame rate, the number of frames per second received during a video      
connection was in the range of (8-15) fps, and the image was smoothed when 
the frame rate was raised to 15 fps. 
•   The quality of audio was good during the time of connection.  
 
3. For the bandwidth 384 Kbps:  
 
• The sending bit rate was in the range of (100-350 kbps) while the       receiving 
bit rate was in the range of (100-340 kbps).The quality of the picture was good, 
but in some time the quality was decreased in the received site therefore 
delayed has occurred.  
•   The image was smoothed at the value of frame rate equal to 20 fps. 
•   The quality of audio was clear because the minimum bandwidth of    128 kbps 
required for both upstream and down stream was satisfied.  
•   Figure (5.1) shows the life picture obtained at the postgraduate studies   library 
in Faculty of Medicine. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig (5.1): Postgraduate studies library in Faculty of Medicine as seen at the  
Faculty of Engineering 
5.2 Results of Experiment (2):   
1. For the bandwidth 128 kbps: 
 
The sending rate was in the range of (20-80kbps) while the receiving bit rate was in 
the range of (10 -60 kbps), for these low rates the video quality was low (i.e. the image 
is blocking or freezing) also the audio was not clear.  
The difference between sending and receiving rate is small, but this low rate is not 
suitable for a video conference system. 
 
2. For the bandwidth 256 kbps: 
 
  The sending rate was in the range of (70 -230 kbps), While the receiving bit rate was 
in the range of (60 -220 kbps), for these rates the quality of picture was better than the 
above band width but the image was not clear when rapid motion occurred because it 
need higher bit rate not available for this case.  
 
3. For the bandwidth 384 kbps: 
 
The sending bit rate was in the range of (100-350 kbps) while the receiving bit rate 
was in the range of (100-340 kbps) the quality of picture was good, but in some time 
the quality was decreased in the received site due to delay occurrence.  
Figure (5.2) shows the life picture obtained at the MSC. Computer Laboratory in 
Faculty of Engineering. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig (5.2):  MSC. Computer laboratory in Faculty of Engineering as seen at   
Shambat campus 
 
5.3 Results of Experiment (3):   
First: A connection was made between the videoconference unit at the faculty of 
Engineering, and a PC with NetMeeting (conferencing software embedded to the last 
version of MS - Windows) placed in faculty of Medicine. The bandwidth used was not 
limited (automatic, depend on the nature of the network at that time). 
The quality of video was good, but at some times, the quality decreased when the 
motion was increased. The maximum rate for good picture was 340 kbps and the 
minimum rate was 100 kbps. 
Then another terminal was added. Thus making the number of participants three .The 
quality of video in the third participant was good in normal motion but when a motion 
increased the picture quality decreased.  
The quality of audio was good at all the time of connection. In order to transmit clear 
audio between different sites, we need a minimum bandwidth of 64 kbps so that the 
audio will be clear during phases of the experiment.  
For video, the bandwidth of 384 kbps was found to be the minimum bandwidth that 
gives clear picture at remote sites. However the quality of video degraded when the 
third site was added. This could be attributed to the fact that public (free) software, i.e. 
NetMeeting was used in these experiments compared to the propriety software which 
is embedded in the videoconference unit. 
 
 
6.1 Economical Consideration: 
The use of communication technology in the modern world in different aspects of life has 
been necessary to the educated   human being, but the high cost and finding suitable 
multimedia is becoming a hard problem. The productive sector has tried to overcome such 
problems, through producing the best and the most suitable devices in terms of cost so that 
they can be able to compete in this field.  
In this study, that introduces the use of communication technology in different fields of 
education “Distance learning ’’, we should take into account the economic side of this 
technology. As we know the educational sector is considered as a consumer sector, 
therefore, we have to try to find the best and suitable multimedia in these fields, through 
contrasting the technical and the economic aspects of the available methods of 
communication, such as ISDN, Frame relay, and DSL. This is achieved by making a 
trade-off between quality and cost so as to choose the best combination. We show that in 
the table (6.1) both the initial cost and running cost of each method according to 
SUDATEL rate at the time of this study (i.e. September 2004). Prices do not include the 
cost of equipment of videoconference terminal.        
 
 Location  In Khartoum state In other states 
Method (1) ISDN Initial cost 
    (SD)  
Running cost 
         (SD) 
Initial cost 
    (SD)   
Running cost 
        (SD) 
BRI 6.000 2.17  + cost of     
phone call 
6.000 2.17  + cost of     
phone call 
  PRT or E1 6.000 11.174 + cost of 
phone call 
6.000 11.174 7+ cost of 
phones call 
Method (2) Frame relay 
Bandwidth:  
 
64   kbps 10.000 12.7 10.000 17.000 
128 kbps 10.000 21.595 10.000 28.900 
256 kbps 10.000 36.703 10.000 49.130 
384 kbps 10.000 55.055 10.000 73.695 
512 kbps 10.000 82.582 10.000 110.543 
  1    Mbps 10.000 127.000 10.000 170.000 
  2   Mbps 10.000 254.000 10.000 340.000 
Method (3) DSL 
Bandwidth:  
 
256 kbps 20.000 25.000 20.000 25.000 
384 kbps 20.000 38.000 20.000 38.000 
512 kbps 20.000 65.000 20.000 65.000 
               1 Mbps 
20.000 98.000 20.000 98.000 
 
Table (6.1): The financial cost of three methods of connection 
  
Figure (6.1) indicates the relation between different media of videoconference system, and the 
cost  of each  medium , which contains  ( initial cost and running cost ) in  Khartoum  state 
(fig 6.1.a), other states (fig 6.1.b) In order to make a comparison between different media we 
need a second factor, which is regarded as the backbone of utilizing videoconference 
technology. This factor is the quality of both video and audio quality which are exchanged 
between different sites, that shown in figure (6.2). 
 
Fig (6.1.a) : Initial and running costs of the various methods of connection in Khartoum 
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Fig (6.1.b) : Initial and running costs of the various methods of connection in other 
states
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Based on the above discussion, figure (6.2) is constructed to give a quantitative measure of 
quality of service (QoS). In order to make a meaningful comparison between different media, 
we need to give a quantitative value for the quality of the received video and audio. From the 
experimental results obtained in the last section, we notice that the bandwidth of 384 kbps 
gave an acceptably clear picture and at the same time clear audio. Therefore, if we take this 
bandwidth as a reference, and give it a certain quantitative measure, say 75%, we can judge 
all other media and different bandwidth, by comparing their performance relative to this 
reference             
 
Fig (6.2) :The Percentages of the quality of vedio & audio for various methods 
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From these two diagrams a customer would be able to choose the best media in term of cost 
and QoS. 
 
Concerning the first medium, which utilizes ISDN technology, we notice that initial cost is 
very low while the running cost is shooting high up. 
We also notice from figure (6.2) the quality of video and audio when using bandwidth 
128kbps is very low, hence this speed is unacceptable to transmit live videoconference in 
spite of its low cost. We notice at the same time, when using bandwidth of 2 Mbps, we gain 
high quality in both video and audio, therefore this bandwidth is the best but with higher cost 
than the other. 
The second medium that uses Frame relay technology has various Bandwidths, starting from 
64kbps to 2 Mbps. In order to transmit effective and active lectures with the company of 
students and teachers, the minimum and suitable Bandwidth is 384 kbps. Thus if we use 
bandwidths (64 kbps, 128 kbps, 256 kbps) we will confront a problem in video quality which 
is transmitted and received between different sites, in spite of its low cost. 
 
If bandwidth 384 kbps is used it can be considered reasonable and costs less to some 
extended. If bandwidth 512 kbps is used, we notice that, from figure (6.2) the quality of video 
is better than 384kbps. But from the diagram in figure (6.1) it is more expensive in 
comparison with bandwidth 384kbps .If bandwidth 1 Mbps and 2 Mbps are used, high quality 
of video and audio will be obtained. However from figure (6.1), it is noticed that it is 
expensive when 1Mbps is used and more expensive too when 2 Mbps is utilized. When these 
four bandwidths are compared, it is better to use 384 kbps or 512 kbps as a compromise 
between the outcome and cost. 
 
Concerning the third medium that uses DSL technique, which is a modern one, we notice that 
cost is less in comparison with the other two media at the same bandwidth .As it is said 
previously bandwidth 256 kbps is not suitable to transfer live video between two sites, 
although it costs less when this technique is used. However, when bandwidth 384 kbps is used 
we notice that it costs less in comparison with the other two technologies (ISDN & Frame 
relay), at the same quality of video and audio.  
We can also notice from figure (6.1) and figure (6.2) a high quality of video and audio is 
obtained when Bandwidth 1 Mbps and 512 Kbps is used, with high cost of the previous 
Bandwidth. But in comparison with other medium its cost is less. Therefore use of this media 
in connecting videoconference system is the best option, when this service is available in the 
cities, which we want to connect by videoconference net. 
 
All these comparisons have been made in Khartoum area but we notice that Frame relay 
technology prices differ from area to another. This factor will be considered when making 
comparison in other states.  
 
We used in this project an already setup network (University of Khartoum WAN), and 
borrowed a conference unit from Sudan Open University. However in practice, when you 
design and implement a new system, you will need to establish the network and buy 
conference units, MCU, switches, routers, etc, and all these should be taken into consideration 
because they affect cost at the time of implementation.  
 
7.1 Discussion: 
We have used Internet videoconference unit, which is considered as the best unit to transmit 
lecture between different places. Many people have used the old more traditional method of 
video conferencing, which used ISDN or leased telephone lines at high hourly rates and 
requiring special room setups and advanced scheduling. Internet video conferencing has none 
of this complication. It is much more like using the telephone, with the added feature of being 
able to see the person you talking to. 
 
In the intra environment, NetMeeting proved to have reached a sufficiently high level of 
quality and sophistication to support one – to – one interaction in real time synchronous 
learning. The most important finding was that both the video and audio were synchronized to 
a real time standard with clarity, consistency, and minimum delays. 
 
Audio quality in videoconference depends on several factors, including the codec that is used 
for voice compression. The ideal video conferencing audio codec is the one that offers the 
widest frequency response while using only a small amount of conferencing bandwidth.  
Audio quality is also very dependent on the particular speakers and microphones. 
 
If a product claims 15 frames per second video rates does this mean that you are seeing great 
video? Not necessarily. Much higher frame rates are possible even on standard analog phone 
lines if you reduce the resolution of the image or transmit fewer bits per frame. Peak quality is 
achieved by tuning the audio and video compression rates based on the speed of the 
communication channel and amount of processing power. The frame rate versus video quality 
trade off can be seen by comparing 384 kbps room conferencing system. Some of these 
systems operate at 30 frames per second, and the video quality is almost as good as broadcast. 
But many 384 kbps systems operate at 15 frames per second, and provide the same level or 
even higher perceived quality by sending more video information per frame.  The difference 
become more a pronounced at lower bit rates, where it becomes increasingly difficult to 
provide an acceptable level of quality while maintaining sufficient frame rate if the subject is 
relatively still a very high frame rates are easy to achieve. But it there is a lot of motion in the 
video then either frame will vary or the number of video artifacts is likely to increase. 
 
Image clarity is Just as important as frame rate in assessing the over all performance of a 
videoconference system. The camera supplied with the system will often be the most 
important determinant in producing a good quality image. 
 
7.2 Conclusion: 
In this research we explained the requirements of videoconference system, in terms of 
terminal equipment and linking media between sites so that the reader can acquire a good 
understanding of this modern technology.  
 
We can benefit from this technology in the field of education, to transmit lecture effectively 
and lively between various areas so that teacher and students will not be affected by place and 
time. 
 
We also considered the methods of connections, which are used to link sites and the 
transmission rates provided by these methods of connections. From the results obtained, we 
can indicate that the bandwidth of 348 kbps is considered to be the best of these bandwidths 
for quality of picture and audio, as well as cost, if it is compared with others bandwidths.  
 
From the experiences, which were made, we actually need Multipoint Control Units (MCU) 
to connect more than two sites, but unfortunately this device was not available at that time so 
we use Net Meeting to link only three sites. To link more than three we recommend the use 
this effective device in order to join various sites.  
 
Videoconference technology was used before in different Sudanese Universities to deliver 
lectures at different sites. The system was very effective in transmitting live lectures but the 
cost was very high. This unaffordable high cost led to the termination of this project as its 
experimental stage. Nowadays we can use simple devices at terminal site, with low cost. In 
addition to that a medium connection of low cost can be chosen.  
 
Therefore we strongly recommend utilizing this technology in Sudanese Universities.  
GLOSSARY: 
ADSL:  
(Asymmetrical Digital Subscriber Lines) a communication technology used to transmit high – 
speed digital data over existing copper POTS telephone lines . It is expected to transmit up to 
six mega bits per second and be use for video – on – demand service to telephone customers. 
Audio:  
The term is used in video communication to describe electrical signals that carry sounds. 
B channel: 
The ISDN circuit - switched bearer channels, capable of transmitting 64 kbps of digital 
information. 
Bandwidth: 
A mount of information transmission capacity. In analogue systems it is measured in hertz, as 
the difference between the highest and lowest frequencies channel can carry. In digital 
systems the bandwidth is measured in bits per second. 
CIF (Common Intermediate Format): 
Part of the I T U - T’s H.261 and H263 standards. The 288-luminance lines contain 352 pixels 
and 144 chrominance lines contain 176 pixels. CIF is sent frame rates of 7.5, 10, 15 or 30 per 
second. 
CCD  
Charge coupled device used in cameras. It consist of shift register that stores sample analog 
signals    
Codec - coder – decoder: 
A device that encodes an incoming analog signal in to a digital signal for transmission to 
another codec. The digital signal is decoded in to analog format. 
Compression: 
Reductions of the amount of information accommodate cost–effective digital transmission to 
another codec. 
Delay:  
Refers to the slight delay that sometimes occurs when transferring video, data and audio 
signals. 
Desktop video: 
Communications that rely on videophones or personal computer that offer a video window. 
DHCP: 
 Dynamic Host Configuration Protocol. DHCP servers permit multiple devices to share a 
group of IP addresses, assigning one to specific device as needed. 
Echo Cancellation: 
In any situation where microphones and speakers are used for tow – way communication 
there is the potential echo. E.g. hearing your own voice a short time after you have spoken. 
Echo cancellation eliminates the possibility of this happening and is important for easy 
communication. 
Frame Relay: 
 A high – speed packet switching protocol used for Wide Area Network  ( WANS) . 
Frames per Second (fps): 
 Frequency with which video frames appear on a monitor. Broadcast quality videos generally 
consist of 30 frames per second. Full – motion video conferencing typically offers video in 
the range of 10-15 frames per second. 
Full motion: 
 In compressed video, picture quality that is generally acceptable to users although not of 
broadcast quality. Typically full – motion compressed video provides any where from 10- 30 
frames per second depending on the bandwidth allocated. 
Gatekeeper: 
A security device that controls audio and video conferences in and out of a network. It can 
restrict or allow users external to the network to conference with internal users. 
G.711:  
3   KHZ audio - coding   at 64 kbps. 
G.722:  
7   KHZ audio - coding   at 64 kbps. 
G.728:  
 3   KHZ audio- coding at 16 kbps. 
 
H.261:   
The ITU- T’s recommendation that allows dissimilar video codes to interpret how single has 
been encoded and compressed and to decode and decompress that signal. The standard also 
identifies two picture formats: The (CIF) and the (QCIF). These two formats are compatible 
with all three television standards: NTSC, PAL, and SECAM. This is the video compression 
standard. 
H.263: 
 Refer to the compression techniques for low data rate transmission. More sophisticated codec 
than H.261, which uses half   pixels increments. 
H.264:  
 Also known as MPEG-4 AVC (Advanced Video Coding) or H.264, offers significantly 
greater compression than its predecessors. It can provide DVD-quality video at fewer than 
40% of the bit rate of MPEG-2 and is considered promising for full-motion video over 
wireless, satellite, and ADSL Internet connections. It is also one of the video codices that 
have been provisionally chosen for blue laser HD DVD. 
H.323:  
ITU-T standard, which defines multimedia system for communication on packet, based net 
works (IP networks). 
IP: 
Internet protocol: standard for addressing devices and transmitting data between devices on a 
network. 
ISDN: 
 (Integrated Services Digital Net Works) .A switched network service providing end-to-end 
digital connectivity for transmitting voice data and video simultaneously over a single time 
verses multiple. Conferencing a cross local or Wide Area Networks and between networks. 
ITU– T:  
The International Telecommunication Union - Telecommunication standardization Sector, 
which establishes “recommendation” for standard protocols. 
MCU:  
Multipoint Control Unit, a device that connects multiple sites for audio and video 
conferencing. 
Multicast:  
To transmit a message to multiple recipients at the same time. Multicasting is used in 
teleconferencing and data communications networks multiplexer a device that permits 
subdivision of a given bandwidth. 
NetMeeting:  
A software tool from Microsoft, which manages audio and video conferencing on a PC. It 
supports the use of microphone and cameras and can access central directory servers and 
Gatekeepers. 
NTSC: -  
North American Standard for analog video format (National Television System Committee). 
PAL: -  
European Standard for analog video format.  
PRI:    
The ISDN primary Rate Interface or PRI in the U.S. provides 23 B channels and one 64 kbps 
D channel, equivalent to T1. In Europe, PRI includes 30 channels and one D channels, which 
is equivalent to European E1. 
Protocol:  
(Standards) which enable devices such as computers or video conferencing units to 
communicate with each other. 
QCIF:  
Quarter Common Intermediate Format. A video resolution of ¼ the size of CIF . 176 pixels 
horizontally and 144 pixels vertically. It is used primarily low bit rate (128 kbps and lower) 
video conferencing. 
QoS: 
Quality of service. Measure of performance for a transmission system that reflects its 
transmission quality and service availability. 
Router: 
A device (or software package) that handles the connection between two or more networks. 
Routers concentrate or looking at the destination addresses of the data passing through them 
and deciding the on ward route. 
 SECAM: 
French Standard for analog video format. 
Standards:  
Uniform specification to permit interoperability in video conferencing . 
T1:  
Commonly used transmission line for video obtained from a local or long distance telephone 
carrier. 
Video: - 
A sequence of still images that, when presented at a sufficient frame rate, give the illusion of 
fluid motion. 
VPN: 
Virtual Private Network .A network a cross a region that runs on facilities provided by service 
provider. The network is a secure from access by unauthorized users 
 
 
 
 
 
 
 
 
 
References: 
[1] Verduin, J. R. and Clark, T. A. “Distance education: The  foundations of effective 
practice.” San Francisco, CA: Jossey-Bass Publishers (1991). 
[2] http://www.zte.com/        (June 2002). 
[3] ZTE CORPORATION, User's manuals of Videoconference System. 
[4] http://www.sisco.com/en/us/tech/tk543/tk757/technologies-tech  (May 2003). 
[5] http://www.teamsolutions.co.uk/video/html  (May 2004). 
[6] http://www.cid.aclcatel.com/doctypes/techbrochure/dsl/applic.Jhtml (Sep 2003). 
[7] Casey, P. & Dager, N. “Emerging Technology.”  
        AV Video Multimedia Producer. 44 – 53 (1998).   
[8] http://www.kn.planet.com.tw   (Feb 2004). 
 
 
 
