In this paper we introduce and study the domination game on hypergraphs. This is played on a hypergraph H by two players, namely Dominator and Staller, who alternately select vertices such that each selected vertex enlarges the set of vertices dominated so far. The game is over if all vertices of H are dominated. Dominator aims to finish the game as soon as possible, while Staller aims to delay the end of the game. If each player plays optimally and Dominator starts, the length of the game is the invariant 'game domination number' denoted by γ g (H). This definition is the generalization of the domination game played on graphs and it is a special case of the transversal game on hypergraphs. After some basic general results, we establish an asymptotically tight upper bound on the game domination number of k-uniform hypergraphs. In the remaining part of the paper we prove that γ g (H) ≤ 5n/9 if H is a 3-uniform hypergraph of order n and does not contain isolated vertices. This also implies the following new result for graphs: If G is an isolate-free graph on n vertices and each of its edges is contained in a triangle, then γ g (G) ≤ 5n/9.
Introduction

Structure of the paper
In Section 2 we introduce related notions, state connection of the domination game on hypergraphs with the transversal game on hypergraphs and with domination game on certain graphs. In Section 3 we state our results. In Section 4 we prove our theorem on the asymptotics of the game domination number of k-uniform hypergraphs. In Section 5 we prove an upper bound on the game domination number of 3-uniform hypergraphs. Finally in Section 6 we pose some open problems.
We will use the following standard notation: for any positive integer n, we denote by [n] the set {1, 2, . . . , n} of the first n positive integers, and for any set S we use S k to denote the set {T : T ⊂ S, |T | = k} of all k-element subsets of S.
Preliminaries
For a hypergraph H = (V (H), E(H)), we associate the closed neighborhood hypergraph CN H(H) to H, defined on the same set V (H) of vertices, by setting the edges as
E(CN H(H)) := {N H [x] : x ∈ V (H)}.
Let us note that these hypergraphs are in fact multi-hypergraphs, since different vertices may have the same neighborhood. 
Transversal number, game transversal number
A subset T of vertices in a hypergraph H is a transversal (also called hitting set or vertex cover in many papers) if T has a nonempty intersection with every edge of H. A vertex hits or covers an edge if it belongs to that edge. The transversal number τ (H) of H is the minimum size of a transversal in H. In hypergraph theory the concept of transversal is fundamental and well studied. The major monograph [1] of hypergraph theory gives a detailed introduction to this topic, for recent results see [13, 15] and the references therein.
The transversal game played on a hypergraph H involves two players, Edge-hitter and Staller, who take turns choosing a vertex from H. Each vertex chosen must hit at least one edge not hit by the vertices previously chosen. We call such a chosen vertex a legal move in the transversal game. The game ends when the set of vertices chosen becomes a transversal in H. Edge-hitter wishes to end the game with the smallest possible number of vertices chosen, and Staller wishes to end the game with as many vertices chosen as possible. The game transversal number (resp. Staller-start game transversal number ), τ g (H) (resp. τ g (H)), of H is the number of vertices chosen when Edge-hitter (resp. Staller) starts the game and both players play optimally.
Given a hypergraph H and a subset S ⊆ V (H), we denote by H|S the residual hypergraph, in which the vertices contained in S are declared to have been already dominated. That is, D is a dominating set of
We write γ g (H|S) (resp. γ g (H|S)) for the number of further steps in the game under optimal play when Dominator (resp. Staller) has the next turn. Two games on H 1 and H 2 are called equivalent if 
Proof. For every vertex v ∈ V (H), its closed neighborhood is the same in H as in [H] 2 . By definitions, this fact directly implies (i) − (iii).
By Proposition 2.1, several results which were proved for the domination game on graphs can be generalized for the game on hypergraphs. First we state the so-called "Continuation Principle" for hypergraphs, which follows from the corresponding results in [32] and also from that in [15] . Proposition 2.3 below is the consequence of Proposition 2.1 and the inequality γ g (G) ≤ 5 8 n which holds for every isolate-free graph G [12] . Corollary 2.2 (Continuation Principle for Hypergraphs). Given a hypergraph H and vertex sets A and B such that A ⊆ B ⊆ V (H), we have
Proposition 2.3. If H is a hypergraph on n vertices, and H does not contain any isolated vertices and 1-element edges, then we have
Due to the '3/5-conjecture' [32] the game domination number of an isolate-free graph G of order n is expected to be at most 3n/5. Once this conjecture will be proved, also the upper bound 5n/8 can be replaced with 3n/5 in Proposition 2.3.
Our results
We will be interested in the maximum possible value of the ratio γg(H) |V (H)| over all k-uniform hypergraphs.
Results on k-uniform hypergraphs
Our first theorem establishes a bound on
for all k-uniform hypergraphs. We also show that it is asymptotically sharp as k tends to infinity.
(b) There exists a sequence H k of k-uniform hypergraphs with
The minimum cardinality of a total dominating set is the total domination number γ t (H) of the hypergraph, introduced in [16] . If one uses total domination instead of domination (that is open neighborhoods instead of closed ones) in the definition of the game domination number, then it is called the game total domination number of a hypergraph, and we denote it by γ tg (H). Total domination is a well-studied notion in graphs [25] , the game total domination number is also a recently introduced [24] active area [11, 19, 23] . We could achieve the same result as Theorem 3.1 for the game total domination number of k-uniform hypergraphs. We state the result, but omit its proof as it is analogous to the proof of Theorem 3.1, which will be given in Section 4.
Results on 3-uniform hypergraphs
After determining the asymptotics of the maximum of γ g among k-uniform hypergraphs, we concentrate on the domination game on 3-uniform hypergraphs. Denoting by G 2,3 the class of graphs in which each edge (K 2 ) is contained in a triangle (K 3 ), we can observe the following correspondence. For any 3-uniform hypergraph H on n vertices, γ g (H) ≤ 3n/5 follows from Proposition 3.3 and from the recent result of [26] where Kinnersley and Henning proved the 3/5-conjecture for graphs of minimum degree at least 2. In Section 5 we will show that the bound on γ g (H) can be improved to 5n/9. (ii) If G is an isolate-free graph of order n and each edge of G belongs to a triangle, then
By Proposition 3.3, the two statements are clearly equivalent. In the proof we will consider a graph G ∈ G 2,3 and assign weights to the vertices which will be changed during the game reflecting on the current status of the vertices.
In the case of 3-uniform hypergraphs the best lower bound we can prove is the following: Proposition 3.5. There exists a 3-uniform hypergraph H with
Proof. Let H be the hypergraph consisting of all but one lines of the 3 × 3 grid. Formally, let V (H) = {1, 2 . . . , 9} and E(H) = {{1, 2, 3}, {4, 5, 6}, {1, 4, 7}, {2, 5, 8}, {3, 6, 9}}. We claim that γ g (H) = γ g (H) = 4. For the ordinary game Staller in his first move must make sure that after his move there still exist 2 non-adjacent vertices that are undominated. Because of symmetry, we may assume that the first move of Dominator is either 1 or 9 (only the degree of the vertex picked matters). In both cases, Staller can pick 4 (it dominates 5 and 6), and 8 and 9 will be the undominated non-adjacent vertices. Dominator may insist on playing vertices of degree two whose no neighbors have been played so far in the game. The Staller start game can be analyzed similarly.
Proof of Theorem 3.1
Proof. To prove (a) we consider an arbitrary k-uniform hypergraph H on n vertices and its closed neighborhood hypergraph F = CN H(H). Then, every edge of F contains at least k vertices and, by Proposition 2.1 (ii) we have
(a simple proposition from [14] ), and
and we are done with the proof of (a).
The construction showing (b) is based on Alon's construction from [2] . He showed that if the vertex set of H k is [ k log k ] and the edge set of H k consists of k many k-subsets of V (H k ) chosen uniformly at random, then the transversal number of H k is at least (1 − o(1)) log 2 k with probability tending to 1 as k tends to infinity. Our hypergraph H k is an extension of H k−1 . Its vertex set is
and its edge set is
where e 1 , e 2 , . . . , e k−1 are chosen uniformly at random from
Observe that if D is a dominating set of H k , then it is also a transversal of H k as D must contain an element of e i to dominate (k − 1) log(k − 1) + i. Therefore Staller's strategy is the following: as long as there is an edge e i that is disjoint from the set of already chosen vertices, she picks the vertex (k − 1) log(k − 1) + i.
How long can the game last? As only Dominator selects vertices from V (H k−1 ), after m rounds there are at most m such vertices and at most 2m vertices from
Therefore if for any m-subset X of V (H k−1 ) the number of edges of H k−1 that are disjoint from X is at least 2m, then the game lasts for at least 2m steps. As
the following lemma will finish the proof of (b).
Lemma 4.1. For any set X of size log 2 k − 10 log k log log k there exist at least log 9 k 2 edges of H k that are disjoint from X, with probability tending to 1 as k → ∞.
Proof of Lemma. Let us fix subset X of V (H k ) of size log 2 k − 10 log k log log k . Alon [2] calculated that for a k-set e chosen uniformly at random from
Therefore if we introduce the random variable Z X as the number of edges in H k that are disjoint from X, we obtain that E(Z X ) ≥ log 9 k.
Applying Chernoff's inequality, we obtain
for some constant c > 0. As the number of subsets of size log 2 k − 10 log k log log k is k log k log 2 k − 10 log k log log k < (k log k) log 2 k−10 log k log log k < e log 4 k we obtain
We are done with the proof of Theorem 3.1.
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5 Proof of Theorem 3.4
Colors, residual graphs and weights
We consider a domination game played on a graph G * and assume that each vertex and edge of G * is contained in at least one triangle. The vertex which is played in the ith turn of the game will be denoted by p i ; we also use the notation D i = {p 1 , . . . , p i } for i ≥ 1, and
Note that p i is played by Dominator if i is odd, otherwise it is played by Staller. We assign colors to the vertices during the game which reflect the current dominated/nondominated status of the vertices and their neighbors. After the ith turn of the game, for a vertex v ∈ V (G * ):
The set of white, blue and red vertices are denoted by W , B and R, respectively. That is, only the vertices from B ∪ R are dominated, and only the vertices from W ∪ B might be played in the continuation of the game. Before the first turn, every vertex of G * is white; in a turn when a vertex v becomes dominated, its color turns from white to blue or red; if all neighbors of a blue vertex u become dominated, u is recolored red. Note that no other types of color-changes are possible. The game ends when W = B = ∅. If a (white or blue) vertex is played, it will be recolored red, all its white neighbors turn blue or red, and there might be some further blue vertices which are recolored red.
It was observed in several earlier papers (e.g., [32, 9, 35] ) that the red vertices and the edges connecting blue vertices do not effect the continuation of the game, they can be deleted. After the ith turn, deleting these vertices and edges, we obtain the residual graph G i whose vertices are considered together with the assigned white or blue colors. Observe that if a vertex is white in G i , then none of its neighbors in G * and none of the incident edges were deleted. After the last turn of the game the residual graph is empty (without vertices); we also define G 0 := G * with all vertices colored white which is the residual graph at the beginning of the game.
In a residual graph G i , the W-degree deg (v) equals the number of (white and blue) neighbors in G i . We also introduce the following notations and concept: W j denotes the set of white vertices of W-degree j; B j denotes the set of blue vertices of W-degree j; we say that a K 3 subgraph of G i is a special triangle, if it contains one blue and two white vertices; B T denotes the set of those blue vertices which are contained in at least one special triangle. Given a residual graph G i , we assign a non-negative weight w(v) to every vertex v ∈ V (G i ), and the weight of G i is defined as w(G i ) = v∈V (G i ) w(v). The weight assignemnt will be specified such that w(G i ) ≤ w(G i−1 ) holds for any two consecutive residual graphs, and the decrease w(G i−1 ) − w(G i ) will be denoted by g i . We will have w(G 0 ) = 20n at the beginning of the game and the weight will be zero at the end. Thus, it is enough to prove that Dominator has a strategy which makes sure that the average decrease of w(G i ) in a turn is at least 36. Throughout, we suppose that Dominator follows a greedy strategy; that is, in each of his turns, he chooses a vertex such that the decrease g i is maximum possible.
Phase 1
Observe that once the game is in Phase 2, it will remain in this phase until the end. We also remark that Phase 1 always ends after one of Staller's moves with the only exception when Dominator finishes the game by playing a vertex v with v ∈ W and deg W (v) ≥ 4, or with v ∈ B and deg W (v) ≥ 5. In Phase 1, the weights of the vertices are determined as shown in Table 1 . Proof. Consider the residual graph G i−1 , and assume first that v is a white vertex with deg W (v) ≥ 4. If Dominator plays v, it will be recolored red and each white neighbor of v turns either blue or red. Hence, the decrease g i in the weight of the residual graph is at least 20 + 4(20 − 12) = 52. Note that Dominator might play another vertex instead of v but, by his greedy strategy, the decrease cannot be smaller than 52. In the other case, if no such white v exists, there is a blue vertex u with deg W (u) ≥ 5. If Dominator selects u, it turns red and all the at least 5 white vertices in N G i−1 (u) are recolored blue or red. Hence, in this case g i ≥ 12 + 5(20 − 12) = 52 holds again. Now, consider Staller's turn. By the rule of the game, he must dominate at least one new vertex. Then, the played vertex p i+1 is either white and turns red, which results in g i+1 ≥ 20, or p i+1 is blue and has a white neighbor v. In this latter case, p i+1 is recolored red and v is recolored blue or red that yields g i+1 ≥ 12 + (20 − 12) = 20. Hence, g i + g i+1 ≥ 72 and the second part of the statement also follows as g i ≥ 52.
Phase 2
Assume that the game did not finish in the first phase, and denote by i * the length of Phase 1. Hence, i * is even, and Phase 2 begins with the residual graph G i * in which every white vertex has W-degree of at most 3, and every blue vertex has W-degree of at most 4. First, we change the weight assignment. The weight of a blue vertex v in G i (i ≥ i * ) will depend on the following three factors: its W-degree, containment in special triangles, and on the color of v in G i * . From now on, the weight of v in a residual graph G i is defined as w(v) = f (v) + f + (v), where f (v) is determined according to Table 2 , and f + (v) is given here:
(v) ≥ 2 and v was blue in G i * ; 0 otherwise. By this definition, when the assignment is changed, none of the vertices may have larger weight at the beginning of Phase 2 than it had before at the end of Phase 1. Further, for any fixed vertex v, neither f (v) nor f + (v) may increase during Phase 2. We remark that the decrease in f + (v) will be referred to in only one special part of the proof of the following lemma.
Lemma 5.2. If i is odd and the ith turn belongs to Phase 2, then either g i + g i+1 ≥ 72 or the game ends with the ith turn and g i ≥ 36.
Proof. We will consider nine cases concerning the structure of the residual graph G i−1 . They together cover all possibilities which we may have in Phase 2.
(i) There exist three pairwise adjacent white vertices, say u, v and w. If one of the three vertices, say u, belongs to W 3 , let us choose p i = u. Then, u is recolored red; v turns red or blue, but in the latter case it will have only one remaining white neighbor and hence, f (v) decreases by at least 12; the case is similar for w; the third neighbor of u is recolored blue or red and hence, its weight decreases by at least 10. Consequently, g i ≥ 20 + 2 · 12 + 10 = 54. In the other case, none of u, v and w belongs to W 3 in G i−1 . Then, after the choice p i = u, all the three vertices are recolored red and g i ≥ 60 follows. Staller either plays a white vertex which is recolored red and g i+1 ≥ 20, or he plays a blue vertex v with a white neighbor u. In this case, v turns red and f (v) decreases by at least 8, while u turns blue or red which results in a decrease of at least 10. Hence, g i+1 ≥ 18 and in any case g i + g i+1 ≥ 54 + 18 = 72 follows.
For the remaining cases, we observe that if (i) is not true for G i−1 , there is no triangle induced by three white vertices. Then, if a white vertex v is recolored blue, v cannot be contained in any special triangles and f (v) decreases by at least 11. From now on, we will assume that (i) and (ii) are not valid. Hence, in G i−1 , every white vertex is of W-degree 0, 1 or 2, and every blue vertex is of W-degree 1, 2, or 3.
(iii) There exists an edge uv with u ∈ W 1 and v ∈ W 2 in G i−1 , but (i) and (ii) are not valid. Assume that Dominator plays v. Then v is recolored red and f (v) decreases by 20. Since u had only one white neighbor, namely v, and in this turn u and v become dominated, u is also recolored red and f (u) decreases by 20. Consider the other white neighbor w of v. Since deg
(w) ≤ 2, in G i either w is red or it is a blue vertex with deg
(w) = 1. Hence, f (w) decreases by at least 12. By the condition of our theorem, the edge vw was contained in a triangle in the graph G * = G 0 . Let us denote by w its third vertex. In G i−1 , w cannot be red (because it has white neighbors) and cannot be white because our present condition excludes the case (i). So, w belongs to (B 2 ∪ B 3 ) ∩ B T in G i−1 . When v and w become dominated, w is either recolored red or recolored blue with deg
(w ) = 1. Therefore, f (w ) decreases by at least 2. The case is similar for the edge vu. For the blue vertex u , which is adjacent to both v and u, f (u ) decreases by at least 2, and if w = u , it becomes red and the decrease is higher. Thus, g i ≥ 20 + 20 + 12 + 2 · 2 = 56. Concerning Staller's move, the same argumentation as given in (ii) proves g i+1 ≥ 19. We may conclude that g i + g i+1 ≥ 56 + 19 = 75 holds.
Observe that if none of (i)-(iii) is valid, then each component of the subgraph G i−1 [W ] induced by the white vertices in G i−1 is either a cycle of length at least 4, or K 2 or K 1 .
(iv) There exist three pairwise adjacent vertices u, v, w in G i−1 such that u, v ∈ W 1 and w ∈ B 3 , but none of (i)-(iii) are valid. If Dominator plays w (that is a blue vertex in a special triangle), then u, v and w are recolored red. Moreover, the third white neighbor x of w turns blue. Hence, g i ≥ 10 + 2 · 20 + 11 = 61, Since g i+1 ≥ 19, we have g i + g i+1 ≥ 61 + 19 = 80.
(v) There exists a blue vertex v which belongs to two different special triangles, and none of (i)-(iv) are valid. Since (i) and (ii) are not valid and v is contained in two special triangles, N (v) induces a path u 1 u 2 u 3 with u 1 , u 2 , u 3 being white vertices. If Dominator plays v, then u 2 and v are recolored red, while u 1 and u 3 become blue vertices with a W-degree of 1. Then, g i ≥ 10+20+2·12 = 54 follows. In the next turn g i+1 ≥ 19 holds again and we conclude g i + g i+1 ≥ 54 + 19 = 73.
At this point we prove separately that if none of (i)-(v) hold, then the following two claims are true.
Claim (a) If u and v are two adjacent white vertices in G i−1 , then there exists a blue vertex w such that f (w) decreases if at least one of u and v becomes dominated. In particular, if u, v ∈ W 1 , f (w) decreases by at least 2. Indeed, by the assumption of our theorem, the edge uv was contained in a triangle uvw in G * . In G i−1 , the vertex w cannot be red since u and v are undominated; and w cannot be white as case (i) is excluded. Hence, uvw is a special triangle, w ∈ B T , and f (w) = 10 in G i−1 . Since case (v) is also excluded, uvw is the only special triangle incident to w. When u or/and v become blue or red, w will not be contained in any special triangles anymore and f (w) ≤ 9 will be valid. Further, as the case (iv) is excluded, if u, v ∈ W 1 in G i−1 , then w ∈ B 2 . If u becomes dominated, w will be either red or a blue vertex of degree 1. Thus, f (w) decreases by at least 2.
Claim (b)
The weight of the graph decreases by at least 20 in every turn. This statement clearly holds if a white vertex is played. Assume that a vertex v ∈ B is selected. If deg
(v) equals 2 or 3, the decrease in w(G i−1 ) would be at least 9 + 2 · 11 = 31. Also, if v has a white neighbor u such that deg
(u) = 0, the decrease is g i ≥ 8 + 20 = 28. Hence, we may assume that there is an induced path vuw such that v ∈ B 1 and u, w ∈ W . Then, the edge uw belongs to a special triangle uww . When v is played, v is recolored red and f (v) decreases by 8; u is recolored blue and f (u) decreases by at least 11 as it cannot be contained in any special triangles in G i . Moreover, w also becomes a vertex which is not contained in any special triangles, therefore f (w ) decreases by at least 1. These imply g i ≥ 8 + 11 + 1 = 20.
(vi) There exists an edge vu in G i−1 such that v ∈ W 0 , u ∈ B 3 , and none of (i)-(v) are valid. Let w 1 and w 2 be the further white neighbors of u and assume that Dominator plays u. Clearly, if w i ∈ W 0 (for i = 1 or 2), at least three vertices, namely u, v and w i are recolored red and the decrease in the weights is g i ≥ 9 + 2 · 20 + 11 > 52. Now, assume that w 1 and w 2 are adjacent, i.e. w 1 w 2 u is a special triangle. Then, f (u) = 10 and w 1 , w 2 ∈ W 2 in G i−1 . After u is selected, f (u) decreses by 10, f (v) decreases by 20 and both w 1 and w 2 become a blue vertex of W-degree 1. Hence, g i ≥ 10 + 20 + 2 · 11 = 52. If w 1 and w 2 are not adjacent and p i = u, then f (u) decreases by 9 and f (v) decreases by 20. First assume that w i ∈ W 1 (for i = 1 or 2). After playing u, the vertex w i will be a blue vertex of W-degree 1. Hence, f (w i ) decreases by 12. In the other case, w i ∈ W 2 in G i−1 . Let x i,1 and x i,2 be the two white neighbors of w i . By Claim (a), there exist blue vertices y i,1 and y i,2 (y i,1 = y i,2 ) such that f (y i,1 ) and f (y i,2 ) decreases by at least 1 when w i becomes blue. Together with the decrease of 11 in f (w i ), it also yields a decrease of 12 associated to the vertex w i . Hence, when u is not contained in a special triangle, g i ≥ 9 + 20 + 2 · 12 = 53. By Claim (b), g i ≥ 20 and hence g i + g i+1 ≥ 72 holds for all cases.
(vii) There exists a vertex v ∈ W 2 in G i−1 , and none of (i)-(vi) hold. The vertex v ∈ W 2 must be contained in a 2-regular component of G i−1 [W ] which is a cycle v 1 , . . . , v j of length at least 4. Assume that v = v 1 and Dominator plays this vertex. Since v 1 is recolored red and both v j , v 2 belong to B 1 in G i , f (v 1 ), f (v j ) and f (v 2 ) decrease by 20, 12, 12, respectively. Moreover, consider the blue vertices w j , w 1 , w 2 , w 3 forming special triangles with the vertex pairs (v j−1 , v j ), (v j , v 1 ), (v 1 , v 2 ), and (v 2 , v 3 ), respectively. By Claim (a), f (w j ) and f (w 3 ) decrease by at least 1 each. For i = 1, 2, the W-degree of w i decreases by 2; and hence, w i ∈ R ∪ B 1 in G i . Thus, f (w i ) decreases by at least 2 for i = 1, 2. Further, we observe that at least one of w 1 and w 2 had to be blue already in G i * . Indeed, otherwise the white vertex v 1 would be of W-degree 4 in G i * that contradicts the definition of Phase 1. Hence, f + (w 1 ) + f + (w 2 ) ≥ 2 in G i−1 and, as they both are contained in
We infer that g i ≥ 20 + 2 · 12 + 2 · 1 + 2 · 2 + 2 = 52 and we have g i + g i+1 ≥ 52 + 20 = 72.
Consequently, if none of (i)-(vii) hold, W = W 0 ∪ W 1 in the residual graph G i−1 . Under the same condition, we prove next that g j ≥ 22 holds for every j ≥ i. Assume that a vertex p j is played in G j−1 . If p j ∈ W 1 , the vertex p j and its white neighbor are recolored red and g j ≥ 40. If p j ∈ W 0 , it has at least two blue neighbors, since it was contained in a triangle in G 0 . Further, as case (vi) is excluded, these blue neighbors, namely u 1 and u 2 , are from B 1 ∪ B 2 . Hence, when p j is recolored red, each of f (u 1 ) and f (u 2 ) changes either from 9 to 8, or from 8 to 0. Hence, g j ≥ 20 + 2 · 1 = 22. If p j ∈ B 2 ∪ B 3 , then p j is recolored red and its neighbors are recolored blue or red. This gives p j ≥ 9 + 2 · 12 = 33. If p j ∈ B 1 and its neighbor is from W 0 , both vertices turn to red and g j ≥ 8 + 20. The only remaining case is when p j ∈ B 1 and its neighbor w belongs to W 1 . Denote by v the white neighbor of w. By Claim (a), there exists a special triangle incident with the edge wv, we denote its blue vertex by u. Since w and v belong to W 1 in G j−1 , by Claim (a), f (u) decreases by at least 2 when w is recolored blue. In this case, again, we have g j ≥ 8 + 12 + 2 = 22 that proves the statement.
(viii) There exists a vertex v ∈ W 1 in G i−1 , and none of (i)-(vii) hold. In this case we have a pair v, u of adjacent white vertices. Let w be the third vertex of a triangle which contains the edge uv in G * . As case (vi) is excluded, w is contained in We have shown that g i + g i+1 ≥ 72 and also g i ≥ 36 are true in all the ten cases. Since these cases (i)-(x) together cover all possibilities, Lemma 5.2 is proved.
By Lemma 5.2, the average decrease of the weight of the residual graph in a turn is at least 36, if Dominator plays greedily. Since w(G 0 ) = 20n at the beginning of the game and w(G k ) = 0 at the end, Dominator can make sure that k ≤ 20n/36 holds for the length k of the game. Therefore, γ g (G * ) ≤ k ≤ 20n 36 = 5n 9 that proves Theorem 6.1 (ii). By Proposition 2.1 (ii), this is equivalent with the statement (i), that finishes the proof of Theorem 6.1. Problem 6.2. Improve the above upper bounds for the game domination numbers of kuniform hypergraphs with k ≥ 3.
The best lower bounds that we have for small values of k come from the following constructions:
Construction 1 (generalization of the construction given in the proof of Proposition 3.5): Let H k,1 be the hypergraph on k 2 vertices with vertex set V (H k,1 ) = {(i, j) : 1 ≤ i, j ≤ k} and edge set E(H k,1 ) = {{(i, j) : j = j 0 } : 1 ≤ j 0 ≤ k} ∪ {{(i, j) : i = i 0 } : 1 ≤ i 0 ≤ k − 1} (see Figure 1) . In a domination game which is played on H k,1 , Staller may use the following strategy: after any move (i, j) of Dominator he plays an (i, j ) if there exists such a legal move. Hence, γ g (H k,1 ) ≥ k + k−1 2
. On the other hand, while it is possible, Dominator may insist on playing vertices of degree two no neighbors of which have been played so far in the game. This proves γ g (H k,1 ) = k + k−1 2
, and it can be proved that γ g (H k,1 ) = γ g (H k,1 ). Note that in the Staller-start version, the optimal first move is a vertex of degree one. For a k-uniform hypergraph F with vertex set x 1 , . . . , x t take t disjoint copies of H k,2 , namely H 1 k,2 , . . . , H t k,2 , and identify x i with the vertex b i from H i k,2 for 1 ≤ i ≤ t. This way, the k-uniform hypergraph F(H k,2 ) is obtained on n(2k + 1) vertices (see Figure 2 ). In the domination game, Staller can achieve that each b i is played. Then, at least three vertices must be played from each H i k,2 during the game. On the other hand, any reasonable strategy of Dominator can ensure that the game is not longer than 3t. Hence, γ g (F(H k,2 )) = γ g (F(H k,2 )) = 3t. Note that for k odd Construction 1 gives better lower bound while for k even Construction 2 is the stonger one.
