Abstract. Suppose n ≥ 3 and let B be the open unit ball in R n . Let ϕ : B → B be a C 2 map whose Jacobian does not change sign, and let ψ be a C 2 function on B. We characterize bounded weighted composition operators W ϕ,ψ acting on harmonic Hardy spaces h p (B). In addition, we compute the operator norm of W ϕ,ψ on h p (B) when ϕ is a Möbius transformation of B.
Introduction
We begin by recalling the notions of composition operators and weighted composition operators in the classical setting. Let D denote the open unit disk in the complex plane. Let ϕ be an analytic self-map of D and let ψ be an analytic function on D. The weighted composition operator W ϕ,ψ is defined on the space of analytic functions on D by
There are two particularly interesting special cases of such operators: on one hand, taking ψ = 1 gives the composition operator C ϕ , and on the other, putting ϕ = id, the identity map of D, gives the multiplication operator M ψ . Weighted composition operators arise naturally in many situations. For example, a classical result due to Forelli [13] states that all surjective isometries of the Hardy space H p (D), 1 ≤ p < ∞, p = 2, are of this form. They also arise in the description of commutants of analytic Toeplitz operators (see for example [4, 5] ) and in the adjoints of (unweighted) composition operators (see for example [6, 7] ). Of course, they are also of interest in their own right. Recently, there have been an increasing interest in studying weighted composition operators acting on various spaces of holomorphic functions. See [8, 11, 12, 14, 15, 16] , to mention only a few. We refer to [9] , [25] or [28, Chapter 11] for more about the classical background.
It is clear that, with analytic symbols ϕ and ψ, the weighted composition operator W ϕ,ψ is also well defined on spaces of harmonic functions on D. But there is little new to be said. Just as in the usual Hardy space setting, it follows from Littlewood's subordination principle that each composition operator C ϕ induces 2010 Mathematics Subject Classification. Primary 47B33; Secondary 31B05. Key words and phrases. weighted composition operators; harmonic Hardy spaces; Möbius transformations.
The second author was supported by the National Natural Science Foundation of China grants 11571333, 11471301; The third author was supported by the National Natural Science Foundation of China grants 11471111; the fourth author was supported by Natural Science Foundation of Zhejiang province grant (No. LQ13A010005), the Scientific Research and Teachers project of Huzhou University (No. RP21028) and partially by the National Natural Science Foundation of China grant 11571105. a bounded linear operator on the harmonic Hardy space h p (D). If further ψ is bounded on D, then W ϕ,ψ is bounded on h p (D). For 1 < p < ∞, the compactness problems for composition operators C ϕ on both h p (D) and H p (D) are trivially the same, by the Riesz projection theorem. However, when p = 1, the Riesz projection theorem no longer operates. Sarason [24] showed that the compactness of C ϕ on h 1 (D) implies its compactness on H 2 (D) (and so on H p (D) for all 0 < p < ∞). The reverse implication was proved by Shapiro and Sundberg [26] . A vector-valued analogue of these results was recently established by Laitila and Tylli [21] . See also [17, 18] for a variant of (1.1) acting on h ∞ (D). We are concerned in this paper with weighted composition operators of the form (1.1), acting on harmonic Hardy spaces h p (B), where B is the unit ball in R n with n ≥ 3. The situation turns out to be substantially different in this setting.
Note that f • ϕ may not be harmonic even both f and ϕ are harmonic. Also, it is well known that the product of two harmonic functions is not necessarily a harmonic function. So, at the beginning, we assume that ϕ and ψ are smooth but not necessarily harmonic or holomorphic in B (the holomorphicity of a function is meaningless in this setting, at least in odd dimensions). The purpose of this paper is to find necessary and sufficient conditions on ϕ and ψ in order for W ϕ,ψ to be well defined and bounded on h p (B). Although in a different spirit, this is partially motivated by the work of Koo and Wang [20] , in which the authors studied the composition operator C ϕ with a smooth symbol ϕ, acting from the weighted harmonic Bergman spaces b
. They did not include the limit case α = −1, the harmonic Hardy spaces h p (B). Before stating our main results, we introduce some definitions and notation. For a fixed positive integer n ≥ 2, let B = B n be the open unit ball and S = ∂B be the unit sphere in R n . Let dσ be the surface area measure on S, normalized so that σ(S) = 1. For 1 ≤ p < ∞, the harmonic Hardy space h p (B) consists of all complex-valued harmonic function f on B such that
Also, let h ∞ (B) be the Banach space of complex-valued bounded harmonic function on B, with norm
A Möbius transformation of R n (the one-point compactification of R n ) is a finite composition of reflections in spheres or hyperplanes. See the next section for the detailed definitions.
For a differentiable map ϕ :
where Ω is a domain in R n , let Dϕ(x) and J ϕ (x) denote the Jacobian matrix and the Jacobian determinant of ϕ at x ∈ B respectively. Let ϕ : B → B be a non-constant C 2 -smooth map with Jacobian not changing sign, and let ψ be a C 2 function on B. The weighted composition operator W ϕ,ψ is defined by W ϕ,ψ f := ψ · (f • ϕ). Throughout this paper, for a weighted composition operator W ϕ,ψ , we shall always assume that the Jacobian J ϕ of its inducing map ϕ does not change sign in B. This assumption is natural, since for a holomorphic composition operator, the real Jacobian of its inducing map is always nonnegative.
Our first main result is the following. 
and ψ is a constant multiple of |x − a|
, where a ∈ R n \ B, b ∈ R n , α ∈ R, A is an orthogonal matrix, and ǫ is either 0 or 2.
The case of most interest is when ϕ is a Möbius transformation of B onto B, i.e., ϕ ∈ Möb(B). In this case, we obtain a formula for the precise norm of W ϕ,ψ , acting on h p (B). In our next two theorems, we do not assume n ≥ 3.
. Then
This may be regarded as a higher dimensional analogue of the well-known result of Nordgren [23] concerning the norms of composition operators with inner symbols.
In this case, we can also compute the essential norm of W ϕ,ψ . Recall that the essential norm of a bounded linear operator T is the distance from T to the compact operators, that is,
Note that T e = 0 if and only if T is compact. Theorem 1.3. Suppose n ≥ 2 and 1 < p < ∞. Let ϕ ∈ Möb(B) and ψ = |Dϕ| n−2
We do not know whether this formula is valid for the cases p = 1 and p = ∞ and leave it as an open question.
The rest of the paper is organized as follows: In Section 2 we recall some basic materials about Möbius transformations and the harmonic Hardy spaces. Theorem 1.1, 1.2 and 1.3 will be proved in Sections 3, 4 and 5 respectively.
Preliminaries

2.1.
Conformal mappings in space and Möbius transformations. We recall some basic facts on Möbius transformations on n-dimensional Euclidean space R n . Good references for these topics are [1] , [3] and [27] Let R n := R n ∪ {∞} be the one-point compactification of R n . The reflection in the unit sphere S is defined by
In general, the reflection in the sphere S(a, r) := {x ∈ R n : |x − a| = r} is the map ϕ : R n → R n defined by
Let Π(a, t) := {x ∈ R n : x · a = t} be a hyperplane in R n , where a is a unit vector in R n and t ∈ R. The reflection in Π(a, t) is the map ϕ : R n → R n defined by
The (general) Möbius group Möb(n) is the group of homeomorphisms of R n generated by all reflections (in spheres or hyperplanes). Its members are known as the Möbius transformations of R n . Möbius transformations are conformal mappings, in the sense that, for any Möbius transformation ϕ there is a finite subset E of R n such that the restriction of ϕ to the set Ω := R n \ E is a conformal diffeomorphism of Ω onto ϕ(Ω). In particular, Möbius transformations satisfy the Cauchy-Riemann system
for all x ∈ Ω. It should be noted that the notion of the Cauchy-Riemann system defined here is slightly different from that in [19] , because all vectors in this paper will be column vectors. Conversely, according to the generalized Liouville theorem proved in 1993 by T. Iwaniec and G.J. Martin, the only nonconstant solutions to the Cauchy-Riemann system of Sobolev class W 1,n loc (Ω, R n ) are the restrictions to Ω of Möbius transformations of R n . Let Ω be a domain in R n . By a weak solution of the Cauchy-Riemann System on Ω we mean any function ϕ :
• ϕ is sense-preserving or sense-reversing; • (2.2) holds for almost every x ∈ Ω. 
A is an orthogonal matrix, and ǫ is either 0 or 2.
We denoted by Möb(B) the subgroup of Möb(n) which keeps B invariant; in other words, Möb(B) consists of all Möbius transformations of B onto B. To each point a ∈ B we may associate a unique ϕ a ∈ Möb(B), enjoying the following properties:
(i) ϕ a (0) = a, ϕ a (a) = 0; (ii) ϕ −1 a = ϕ a ; (iii) ϕ a has a unique fixed point. Such a Möbius transformation can be expressed by an explicit formula
The Möbius transformation ϕ b • ϕ a carries the point a ∈ B to the point b ∈ B.
Thus the group Möb(B) is transitive on B. Furthermore, any ϕ ∈ Möb(B), ϕ = I, has a unique representation of the form:
where A is an orthogonal transformation and a = ϕ −1 (0). We present three convenient formulas, in which ϕ ∈ Möb(B),
Also, (2.5), together with the easy observation that |ϕ(0)| = |ϕ −1 (0)|, implies
Harmonic Hardy spaces.
For the material in this section we refer the reader to [2, Chapter 6].
As it has been defined in the introduction, for 1 ≤ p < ∞, the harmonic Hardy space h p (B) consists of all complex-valued harmonic function f on B such that
Also, h ∞ is the Banach space of complex-valued bounded harmonic function on B. For a complex Borel measure µ on S, its Poisson integral is the function
where Given δ > 1 and ζ ∈ S, let Γ δ (ζ) be the nontangential approach region with vertex ζ consisting of all points x ∈ B such that
A function f on B is said to have nontangential limit L at ζ ∈ S if for each δ > 1, 
for almost every ζ ∈ S.
Proof. It is equivalent to show that (f • ϕ) * (ϕ −1 (ζ)) = f * (ζ) for almost every ζ ∈ S (by replacing ζ by ϕ −1 (ζ)). Assume that f has a nontangential limit at ζ ∈ S. It suffices to show that for any δ > 1,
Assume x ∈ Γ δ (ζ). Using (2.6), (2.7) and (2.9), we get
which implies that ϕ(x) ∈ Γδ(ϕ(ζ)). The proof is complete.
The following change-of-variable formula is well-known. We give a proof of it for completeness.
Proof. By an approximation argument, we may assume that f is continuous on S.
We denote by P [f ] the Poisson integral of f . Since W ϕ,ψ (P [f ]) is harmonic in B, for every 0 ≤ r < 1, 0) ), where the last equality follows from the mean-value property of harmonic functions and the formula
Note that ϕ(rζ) → ϕ(ζ) as r → 1, and
for each ζ ∈ S. So, passing to the limit in (2.11) yields
in the above equality yields (2.10).
Extended Poisson Kernel.
For fixed y ∈ B, put
Note that (P y ) * = P (y, ·) on S, where P (y, ζ) is the Poisson kernel for the unit ball. It is easy to check that P y ∈ h p (B) for 1 ≤ p ≤ ∞. Furthermore, we have the following
where p ′ is the conjugate exponent of p, and
Moreover, we have
Proof. Since the case p = ∞ is trivial, we shall assume that 1 ≤ p < ∞. We recall the following formula from [22, Lemma 2.1]:
(2.14)
It follows that
which is exactly (2.12). In the last equality we used the formula
Also, (2.13) is immediate from (2.12) and the following well-known formula
The proof is complete. ψ∆ϕ + 2(Dϕ)(∇ψ) = 0, (3.1b)
Proof. A lengthy, but straightforward calculation yields
where
is the Hessian matrix of the function f and ∆ϕ = ∆ϕ (1) , . . . , ∆ϕ (n) t . It is then easy to see that the conditions (3.1a)-(3.1c) imply that
This proves the "if" part of our statement. To prove the "only if" part, we first take f ≡ 1 in (3.2). Then the assumption ∆(W ϕ,ψ f ) = 0 immediately yields (3.1a).
Next, we take f (x) = x i in (3.2), for i = 1, 2, · · · , n. The assumption ∆(W ϕ,ψ f ) = 0, along with (3.1a) then yields (3.1b). Now we take f (x) = x 2 i − x 2 j in (3.2), for i, j = 1, 2, · · · , n. Then, together with (3.1a) and (3.1b), the assumption ∆(W ϕ,ψ f ) = 0 implies
Namely,
Finally, we take f (x) = x i x j in (3.2), for i, j ∈ {1, 2, · · · , n} with i = j. Then it follows from (3.1a) and (3.1b) and the assumption ∆(W ϕ,ψ f ) = 0 that
that is,
This, together with (3.3), gives (3.1c), and the proof is complete.
Proof of Proposition 3.1. To prove the "if" part, it suffices to verify (3.1a)-(3.1c) for all reflections (in spheres or hyperplanes) ϕ and ψ = |Dϕ| n−2
2 . The verifications (3.1a)-(3.1c) for reflections in hyperplanes are trivial. We sketch the calculations for the reflection (2.1) in the sphere S(a, r). More explicitly,
with a ∈ R n \ B (otherwise contradicts ϕ(B) ⊂ B, since ϕ(a) = ∞). Since ϕ is conformal, it trivially satisfies (3.1c). Also, it is easy to show that
and hence ∆ψ(x) = 0 for all x ∈ B, so (3.1a) holds. Finally, straightforward calculations yield
where Q(x) is the matrix with entries x i x j /|x| 2 , and (3.1b) easily follows. Now we suppose that W ϕ,ψ preserves harmonic functions. Then, by Lemma 3.2, the pair {ϕ, ψ} satisfies (3.1a)-(3.1c). In particular, (3.1c), by Lemma 2.1, implies that ϕ is the restriction to B of a Möbius transformation of R n . Next, it follows from (3.1b) that
Combing with (3.1c), this gives
On the other hand, a straightforward calculation shows
which in turn shows that
for some constant C. The proof is complete. 
where a ∈ R n \ B, b ∈ B, α ∈ R, A is an orthogonal matrix, and ǫ is either 0 or 2. The case ǫ = 0 is trivial. When ǫ = 2, it is clear that ϕ(a) = ∞. Since ϕ(B) ⊂ B, we must have |a| > 1. Thus,
Next, we show that the inequality
holds for every r ∈ [0, 1) and every η ∈ S. Indeed, by Theorem 1.1, for each fixed η ∈ S, the function
is harmonic in B. Then, for every r ∈ (0, 1),
by the mean-value property of harmonic functions. The inequality (3.5) then follows, since
The rest of the proof is divided into three cases.
Case I: p = 1. Let f ∈ h 1 (B). By [2, theorem 6.13], there exists a complex measure µ on S such that f = P [µ] and f h 1 = µ . It follows that
where in the last line we used (3.5) . This gives
. Then by [2, Theorems 6.13 and 6.39],
By Jensen's inequality,
and hence
Again, in the last line we used (3.5). This implies
Case III: p = ∞. Trivial. 
follows immediately from (3.6), together with the observation that
for any ϕ ∈ Möb(B). When p = ∞, the upper estimate reads
, which is immediate, since
for any ϕ ∈ Möb(B) and any x ∈ B, in view of (2.8).
proving ( Proof. Clearly, the family {k We proceed to the proof of theorem 1.3. Since W ϕ,ψ e ≤ W ϕ,ψ h p →h p , it follows from Theorem 1.2 that 
Now, an application of (4.6) completes the proof.
