Abstract| This paper examines the potential uses of interband leakage in image coders based on subband decomposition. The approach taken is to use the lowpass subband to predict the signal behavior in the other bands. This information is then used to both inform the coder/decoder as to likely locations for signi cant energy in the highpass bands, and to form a di erence signal that can be coded at a lower rate. These methods give signi cant gains for some image/ lter combinations, but in general it seems that analysis lters producing low correlation should be used if possible.
I. Introduction
Most image subband-coders 1] 2] process each subband separately even though the choice of the analysis lter set may result in signi cant energy leakage between the bands, especially in those regions corresponding to edges in the original image, where the local frequency content i s high. Depending on the lter set, leakage results in a level of inter-band correlation that appears visually as similar edge patterns in the subbands. However, this correlation is not always high, which means that energy in the high-pass subbands may not correspond to edges in the low-pass subband. For instance, in the case of quadrature-mirror lters (QMF) 1], the subband images can be viewed as the projections on orthogonal wavelet functions 3] and are thus themselves orthogonal (and hence uncorrelated). However, the correlation is quite high in the case of the short-kernel lters developed by LeGall 4] . The objectives of this study are to examine the coding gains possible through the exploitation of leakage.
The technique presented in this paper exploits interband correlation by using the lowpass subband to predict the behavior in the other subbands. These predicted subbands are then used in two w ays. In the rst method, each predicted subband is subtracted from the corresponding original subband to form a lower power di erence signal that can be coded at a lower rate than the original. The second method uses the predicted subbands to identify the high activity regions in the original subbands, information which is often sent as side information in subband image coders 2]. The idea behind the second approach is to test the independence of the information in the subbands i.e., it is possible that the high-pass subband pixel amplitudes may be uncorrelated with those in the low-pass band, but that regions of activity can still be reliably identi ed.
Previous work on exploiting interband correlation has been done by Kim et al. 5] , where they use the lowpass subband to specify the state of the nite-state vector quantizer that quantizes the highpass subbands, Johnsen et al. 6] , who use the lowpass subband to classify the highpass subband pixels into several amplitude classes, each o f which is assigned to a di erent q u a n tizer, and more recently by Mohsenian et al. 7] , who selectively quantize the high-frequency bands based on the edge content o f t h e low-frequency band.
II. Predicting the Highpass Subbands
In image subband coders, the input is typically divided into subbands using two 1-D analysis lters 1], one highpass and the other low-pass. If only one level of decomposition is used, then four subbands will result, which a r e termed the LL (or lowpass), LH, HL and HH subbands, according to which of the lters is applied horizontally (the rst letter) and which is applied vertically. When determining which lter set to use in a design, it is important t o b e a ware of several factors. The rst important parameter is the lter bandwidth, which roughly speci es how m uch of the frequency domain will appear in each band. The second factor to consider is the lter sharpness. Analysis lters having a slow rollo cause a large amount of leakage between bands. The signi cant post-subsampling aliasing that this causes does not a ect the quality of the reconstruction, since it is canceled by the other subband signals, but it does increase the power in the subbands and thus forces the quantizer to use more bits to produce the same delity. Thirdly, it is important to consider the lter smoothness, a parameter that a ects both the appearance of the subbands and the quality o f t h e reconstruction when the subbands are quantized. Subband smoothness is relevant, since it may be desirable to extract certain information from the subband data, or to use the lowpass subband as the rst stage of a progressive transmission scheme. Finally, i t i s a l s o i m p o r t a n t t o b e a ware of the length of the lters, since too many taps may make the algorithm di cult to implement in real time.
Our method of exploiting interband correlation is based on a four-band decomposition and uses the LL subband to predict the pixel amplitudes in the other bands. The lowpass information is used as the basis of the prediction since most of the signal energy is con ned to this subband and it is often sent rst as part of a progressive transmission scheme (making it available for the decoding of the other bands at the receiver). In addition, the LH and HL subbands contain the majority of the highpass energy, and the analysis lters for these bands have frequency responses that overlap with the LL band over a wide range of frequencies (see the subband map given in 1]).
The prediction is done by examining a 3 3 neighborhood around each pixel in the LL band and classifying the result into one of 17 groups according to the pixel behavior. (A potentially excessive n umb e r o f c l a s s e s i s u s e d since we wish to evaluate the maximum potential of this method of prediction.) This region size was deemed sucient, since it corresponds to a 6 6 region in the original and most analysis lters of interest have impulse responses that are concentrated around a few samples. The result of the classi cation is then used to choose a family of 9-coe cient predictors, one for each of the high-pass bands. More speci cally, if the predictor coe cients for the ij th subband (where i equals 0 or 1 depending upon whether the horizontal lter is lowpass or highpass respectively and j speci es the vertical lter) are given by the vector p ij = ( p The classes used in the predictor are comprised of a single shade class and sixteen event classes containing four feature types and four possible orientations (horizontal, vertical and both 45 diagonals). The type is determined by projecting the 3 3 LL region onto the orthogonal feature vectors determined by F rei and Chen 8], which m a t c h \edge", \line", and \ripple" characteristics. More specifically, if the centre coe cient of a template is written as t(0 0), then the coe cients can be formed into the following vector, t = t(;1 ;1) t (;1 0) t (0 0) t (1 1 In order to make ner distinctions between regions, the \edge" group is then split into a step class with all four orientations and a ramp class with only horizontal and vertical directions. The \line" group is also divided into thick and thin line classes, each with all four orientations, while the \ripple" class has only the two diagonal orientations (vertical or horizontal ripple looks like a line).
The highpass subbands are predicted for each of the sixteen non-shade classes, meaning that 48 predictors must be designed. The three predictors for each class are designed by analyzing a training set consisting of 3 3 L L regions, each o f w h i c h h a ve been categorized as belonging to the desired class, and the corresponding values of the highpass pixels. This training set is then used to dene a least-squares estimation problem 9] that produces the desired lter coe cients as the solution of the resulting normal equations. These equations can be solved with several numerical techniques however, we c hose to use the singular-value decomposition method due to it's robustness in the face of near singular matrices. LU decomposition was also tried, but it was found to give poor results.
It was initially hoped that good predictors could be designed for a speci c lter set by using a training set consisting of data collected from typical image sources. However, it was found that these general predictors performed quite poorly and it became necessary to design specialized predictors for each image. Unfortunately, this means both extra computation and delay during coding, as well as a requirement that the lter coe cients be transmitted as side-information.
III. Using the Predicted Subbands
In order to understand the way in which the prediction information is used, we rst present a t ypical strategy for coding the highpass subbands that exploits the fact that many of the pixels have v ery low amplitudes. In typical coders, for example 2] and 4], the highpass bands are rst quantized with a deadzone quantizer to set the small amplitude pixels (those with magnitudes less than the selection threshold, T s , w h i c h are usually the vast majority) to zero. The data stream then consists of two parts: the transmission of a sparse binary map indicating the locations of the non-zero pixels (coded using either run-length encoding 2], or arithmetic coding 4]), followed by the quantized values. Arithmetic coding 10] is more powerful than runlength coding and gives better results at the expense of greater computation. The basic idea behind binary arithmetic coding is to use a nite-state machine, whose state is determined by previously coded pixels, to estimate the probability that the next pixel will be a \1" (or a \0").
In this paper, the predicted pixels are used to reduce the bit rate in two w ays. The rst technique is to create di erence subbands de ned by g ij (m n) = f ij (m n) ;f ij (m n) i j 2 f (0 1) (1 0) (1 1)g (6) which can then be coded instead of the original subbands. The second method is based on the arithmetic coding algo- rithm given in 10] and uses the predicted values to guess at which of the highpass pixels will be non-zero after deadzone quantization. If the prediction is fairly good, then the guess will improve the prediction as to whether or not the next pixel will be a \1", allowing the binary map to be coded at a lower rate.
IV. Results
The amount of coding gain that can be obtained by exploiting the leakage information is heavily dependent o n the type of analysis lter used. To illustrate this point, we present results showing the possible improvements for three di erent lter types and two di erent g r a yscale images: the 512 512 image \Barb", a sub-image of the ISO standard image \Barbara" and a 256 256 version of \Lena", derived from the 512 512 \Lena" by using the LL band of a QMF-based subband decomposition (the 512 512 \Lena" is not suitable for this analysis since it contains very little energy outside of the LL band). These two images are shown in Fig. 1 . Results were also obtained for other types of images (ie: airplane, sailboat, clown : : : ) however, all of the major issues we found can be demonstrated using \Barb" and \Lena".
The lters tested are separable in nature and are derived using the following 1D prototypes: the 32-tap QMF Fig. 2 . In order to give results that are reasonably independent of the actual coding algorithm used, we present potential improvements in two w ays: in the form o f a p o wer drop between the di erence and original subbands and as the number of bits necessary to transmit the binary map using the method of arithmetic coding as implemented above. For all of the results shown, T ev and T s were set to 140 and 5 respectively.
In the course of our experiments, it was found that the FS-QMF case produced very little interband correlation, and that reliable predictions could not be made when using these lters. Reasonable predictions could be made, however, in the other two cases, and these prediction results are shown in Tables I and II . These tables give three types of results: the power drop due to prediction the success at predicting signi cant subband pixels, indicated by the number above T s in the original subband, the number predicted (based on the predicted amplitude being larger that 2) and the number of times a predicted \1" actually turned out to be a \1" in the original as we l l a s t h e n umber of bits necessary to code the binary map with and without the prediction information. The LL, HL, and predicted HL subbands of \Barb" are shown for both lter sets in Fig. 3 , where the highpass images are o set by an amplitude of 128 in order to display negative v alues. In observing the Fig. 3 , it is immediately apparent there is much greater correlation between the LL and HL bands in the case of the FS-LeGall lter set than with the FS-Smith. Even the \trouser region", which has signi cant energy in all of the highpass subbands, looks quite \ at" in the LL band generated using the FS-Smith lters. The e ect is even more pronounced when using the FS-QMF lters and means that the LL subband will be very poor predictor of activity i n the high-pass subbands for these cases. Note that the moir e patterns in the high-pass subbands are artifacts of the PMT process used to print the images.
To get a performance baseline, tests were also done with all of the non-shade classes lumped together. In the case of There are several points that should be observed from the tables. Firstly, the raw p o wer in the subbands is much higher in the FS-LeGall case than in the FS-Smith case, meaning that more bits will be necessary to code the former. However, the power drop due to the subband prediction is also much higher with the FS-LeGall lters. Nonetheless, this extra drop is not su cient (although it comes close in the case of the HL subband) to cover the total power di erence resulting from the two di erent lter sets. Secondly, t h e n umber of times that the prediction correctly indicates a signi cant pixel in the highpass bands varies between 36% and 55% with the FS-Smith lters, and between 60% and 78% with the FS-LeGall lters. Both of these predictions are reasonably good, since the percentage of signi cant pixels in the highpass bands is quite low. It is this success which allows the LL band to be used as a basis for the selection of quantizers for the high-pass bands as has been done in 6] with 16-tap QMF lters. Finally, w e note that the number of bits saved in the encoding of the binary map is typically around 3%, except in the case of \Barb" using the FS-Smith lters, where it is very small. Given the large number of classes used in the prediction, the number of bits saved here will likely be on the order of the number of bits needed to transmit the predictor coefcients to the receiver however, it should be remembered that the numb e r o f c l a s s e s w as made excessively large to enable us to do as good a prediction as possible.
V. Conclusions
This paper has evaluated the utility of exploiting interband correlation to subband-based image coders. Three di erent lter types from the literature were examined and results show that a signi cant gain (up to a 2.8dB drop in subband power) can be obtained with some image/ lter combinations however, the result is highly lter dependent and the gains are often small. In general, it seems that the gains possible using our technique are unlikely to be worth the extra computational burden associated with the calculation of the predicted subbands unless the application demands analysis lters having slow rollo factors. Because of the basic nature of our approach, this same conclusion should apply to all techniques that attempt to exploit interband correlation through direct prediction. Without a strong reason otherwise, implementations of subband coding algorithms should use lters that rollo quickly, minimizing aliasing and interband leakage. 
