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A quantitative compactness estimate for scalar conservation laws
Abstract
In the case of a scalar conservation law with convex flux in space dimension one, P. D. Lax proved
[Comm. Pure and Appl. Math. 7 (1954)] that the semigroup defining the entropy solution is compact in
L for each positive time. The present note gives an estimate of the -entropy in L of the set of entropy
solutions at time t > 0 whose initial data run through a bounded set in L1. © 2005 Wiley Periodicals,
Inc.
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A QUANTITATIVE COMPACTNESS ESTIMATE
FOR SCALAR CONSERVATION LAWS
CAMILLO DE LELLIS AND FRANCOIS GOLSE
Abstrat. In the ase of a salar onservation law with onvex
ux in spae dimension one, P.D. Lax proved [Comm. Pure and
Appl. Math. 8 (1954)℄ that the semigroup dening the entropy
solution is ompat in L
1
lo
for eah positive time. The present
note gives an estimate of the "-entropy in L
1
lo
of the set of entropy
solutions at time t > 0 whose initial data run through a bounded
set in L
1
.
1. Estimates for entropy solutions
Let f : R! R be a C
2
funtion suh that
f
00
 a > 0 on R and f(0) = 0 : (1.1)
We onsider the Cauhy problem for the onservation law with ux f :
8
<
:
u
t
+ f(u)
x
= 0 ;
u


t=0
= u
in
x 2 R : (1.2)
For eah u
in
2 L
1
(R), there exists a unique entropy solution u  u(t; x)
to (1.2). This denes a (nonlinear) semigroup S(t) by u(t; ) = S(t)u
in
.
Let us reall some well-known properties of the entropy solution to
(1.2). First, it satises the Lax-Oleinik bound:
for eah t > 0, u
x
(t; ) 
1
at
(1.3)
in the sense of distributions on R. It also satises the following L
1
bound:
Proposition 1.1. Assume that u
in
2 L
1
(R) and that f satises (1.1).
Then, for eah t > 0, one has
ku(t; )k
L
1

r
2ku
in
k
L
1
at
: (1.4)
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Proof. We reall that for eah t > 0, the entropy solution u(t; ) to (1.2)
belongs to BV
lo
(R) and is expressed by the Lax-Oleinik variational
priniple:
u(t; x 0) = (f
0
)
 1

x  y

(t; x)
t

(1.5)
where y
 
(t; x) (resp. y
+
(t; x)) is the smallest (resp. largest) minimum
point y of the ation funtional
L
t;x
(y) = tf


x  y
t

+
Z
y
 1
u
in
(z)dz : (1.6)
As usual, f

designates the Legendre dual of f , dened by
f

(p) = sup
x2R
 
px  f(p)

or equivalently by
f

(f
0
(u)) = uf
0
(u)  f(u)
(beause, thanks to the rst property in (1.1), f
0
is an inreasing one-
to-one mapping of R onto itself). Therefore
f

(f
0
(u(t; x 0))) =
1
t
 
inf
y2R
L
t;x
(y) 
Z
y

(t;x)
 1
u
in
(z)dz
!

1
t
 
L
t;x
(x  tf
0
(0)) 
Z
y

(t;x)
 1
u
in
(z)dz
!
=
1
t
 
Z
x tf
0
(0)
 1
u
in
(z)dz  
Z
y

(t;x)
 1
u
in
(z)dz
!
;
where the last equality follows from f

(f
0
(0)) =  f(0) = 0 (reall the
seond property in (1.1)). Hene
f

 
f
0
(u(t; x 0))


1
t
ku
in
k
L
1
: (1.7)
Finally, sine (zf
0
(z)  f(z))
0
= zf
00
(z), one has
f

(f
0
(z)) = zf
0
(z)  f(z) 
a
2
z
2
: (1.8)
The inequalities (1.7) and (1.8) imply (1.4). 
We also reall that the entropy solution satises the maximum prin-
iple: If u
in
2 L
1
\ L
1
(R), then
kS(t)u
in
k
L
1
 ku
in
k
L
1
for eah t > 0. (1.9)
Moreover, the semigroup S(t) is an L
1
-ontration, that is
kS(t)u  S(t)vk
L
1
(R)
 ku  vk
L
1
(R)
8t > 0 and 8u; v 2 L
1
(R) :
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Thus, sine S(t)0 = 0, we have
kS(t)u
in
k
L
1
(R)
 ku
in
k
L
1
(R)
: (1.10)
2. Compatness of the semigroup S(t)
P.D. Lax proved in [2℄ that, for eah t > 0, the map S(t) is ompat
from L
1
(R) to L
1
lo
(R). In [3℄, he asked whether it is possible to give a
quantitative estimate of the ompatness of S(t) and suggested to use
the notion of "-entropy to do so. We rst reall this notion, introdued
by A. Kolmogorov (see [1℄).
Denition 2.1. Let (X; d) be a metri spae, and E be a preompat
subset of X. Let N
"
(E) be the minimal number of sets in an "-overing
of E | i.e. a overing of E by subsets of X with diameter no greater
than 2". The "-entropy of E is dened as
H
"
(E j X) = log
2
N
"
(E) :
In the rest of this note, given A  L
1
(R), we denote by S(t)A the
set fS(t)u
in
ju
in
2 Ag. By using the Lax-Oleinik bound (1.3) and the
L
1
bound (1.4), we arrive at the following quantitative variant of the
Lax ompatness theorem.
Theorem 2.2. Assume that f satises (1.1). For L > 0 and M > 0,
set 
M
= sup
jzjM
jf
0
(z)j and dene
C
L;m;M
=
n
u
in
2 L
1
(R)



supp(u
in
)  [ L; L℄ ;
ku
in
k
L
1
 m ; and ku
in
k
L
1
M
o
Then, for " suÆiently small, the "-entropy of S(t) C
L;m;M
in L
1
(R)
satises
H
"

S(t) C
L;m;M



L
1
(R)


4
"
 
4(L + 
M
t)
2
at
+4(L+ 
M
t)
r
2m
at
!
;
for every t > 0.
The theorem below is a loalized version of Theorem 2.2. If R > 0
and A  L
1
(R), we denote by H
"
 
A j L
1
 
[ R;R℄

the "{entropy of
A
0
=

f


[ R;R℄
when f runs through A
	
as subset of L
1
 
[ R;R

.
Theorem 2.3. Under the same assumptions as in Theorem 2.2,
H
"

S(t) C
L;m;M



L
1
 
[ R;R℄



C
1
(t)
"
+ 2 log
2

C
2
(t)
"
+ C
3
(t)

:
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In the estimate above, one an take
C
1
(t) =
16R
2
at
+ 8R
r
2m
at
C
2
(t) =
4RL(t)
at
+ 2R
r
2m
at
C
3
(t) =
2L(t) +
p
2mat
2R +
p
2mat
+ 2 :
with L(t) = L + 
M
t.
These bounds show that the leading order term in the "-entropy of
S(t) C(L;m;M) loalized in any segment vanishes as t tends to +1.
Remark 2.4. Dene
C
m
=

u
in


ku
in
k
L
1
(R)
 m
	
C
m;M
=

u
in


ku
in
k
L
1
(R)
 m and ku
in
k
L
1
 M
	
:
From (1.4), (1.9), and (1.10), it follows that
S(t)C
m
 S
 
t
2

C
m;M(t)
where M(t) =
r
4m
at
:
From the nite speed of propagation of equation 1.2, we know that for
any u
in
2 C
m;M
0
the values of S(t)u
in
on [ L; L℄ only depend on the
values of u
in
in

 L   
M
0
t; L + 
M
0
t

. Hene, if we dene L
0
(t) =
L+ 
M(t)
t
2
, we onlude that
H
"

S(t)C
m



L
1
 
[ R;R℄


 H
"

S
 
t
2

C
L
0
(t);m;M(t)



L
1
 
[ R;R℄


:
Applying then Theorem 2.3, we arrive eventually at an upper bound
of the form
H
"

S(t)C
m



L
1
 
[ R;R℄



C
4
(t)
"
+ 2 log
2

C
5
(t)
"
+ C
6
(t)

;
where
C
4
(t) =
32R
2
at
+ 16R
r
m
at
C
5
(t) =
8R
at
0

R +
t
2
sup
z
2

4m
at
jf
0
(z)j
1
A
+ 4R
r
m
at
C
6
(t) =
1
2R +
p
mat
0

2R + t sup
z
2

4m
at
jf
0
(z)j +
p
mat
1
A
+ 2 :
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3. "-entropy in L
1
for the lass of nondereasing
funtions with presribed total variation
For L > 0 and V > 0, set
I
L;V
=

f : [0; L℄! [0; V ℄ j f is nondereasing
	
:
In what follows we use the notation [x℄ = maxfz 2 Z j z  xg.
Lemma 3.1. For 0 < " 
LV
"
the following holds
H
"
 
I
L;V
j L
1
 
[0; L℄

 4

LV
"

:
Proof. Let N be a positive integer, and set x = L=N and y = V=N .
To eah f 2 I
L;V
we assoiate the pair of funtions (
+
[f ℄; 
 
[f ℄)
dened by


[f ℄ =
N 1
X
k=0


k
y1
[kx;(k+1)x[
(3.1)
where

 
k
= [f(kx + 0)=y℄ ; 
+
k
= [f((k + 1)x  0)=y℄ + 1 :
Notie that, sine f is nondereasing,

+
k
  
 
k+1
 1 ; k = 0; : : : ; N   2 : (3.2)
Hene



+
[f ℄  
 
[f ℄


L
1
=
N 1
X
k=0
(
+
k
  
 
k
)yx
= (
+
N 1
  
 
0
)yx +
N 2
X
k=0
(
+
k
  
 
k+1
)yx
 Nyx + (N   1)yx = (2N   1)yx : (3.3)
For 

2 I
L;V
, dene
U(
 
; 
+
) = ff 2 I
L;V
j
 
 f  
+
g :
Sine f 2 U
 

 
[f ℄; 
+
[f ℄

, the set
U =
n
U
 

 
[f ℄; 
+
[f ℄




f 2 I
L;V
o
is a overing of I
L;V
. On the other hand, by (3.3)
diam U
 

 
[f ℄; 
+
[f ℄

=



+
[f ℄  
 
[f ℄


L
1
 2Nyx : (3.4)
Moreover
℄U 

℄

0  a
0
 a
1
 : : :  a
N 1
 N


a
k
2 N
	

2
: (3.5)
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Dene
(N; k) := ℄f(p
1
; : : : ; p
N
) 2 N
N
j p
1
+ : : :+ p
N
= kg :
We reall the elementary method for omputing (N; k): by denition
of (N; k),
X
k0
(N; k)X
k
= (1 X)
 N
=
1
(N   1)!
d
N 1
dx
N 1
(1 X)
 1
=
1
(N   1)!
X
k0
(k + 1) : : : (k +N   1)X
k
and therefore
(N; k) =

N   1 + k
k

:
Clearly
℄

0  a
0
 a
1
 : : :  a
N 1
 N


a
k
2 N
	
= ℄
n
(p
1
; : : : ; p
N+1
) 2 N
N+1



p
1
+ : : :+ p
N+1
= N
o
= (N + 1; N) =

2N
N

:
(3.6)
Therefore, if N  6 we have
℄U 
 

12
6

N
Y
i=7
2i(2i  1)
i
2
!
2
=
 
924  2
2(N 6)

2
 2
4N 4
:
For " > 0, set
N =

LV
"

+ 1 ;
the set U is a overing of I
L;V
with at most 2
4[LV="℄
sets of diameter
not exeeding
2Nxy = 2
LV
N
 2" :
Hene
H
"

I
L;V



L
1

0; L℄


 4

LV
"

:

Next, onsider the lass of funtions
I
L;M;V
=
n
f 2 I
L;M



f(L  0)  f(0
+
)  V
o
:
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Corollary 3.2. For 0 < " 
LV
"
the following holds
H
"

I
L;M;V



L
1
 
[0; L℄


 4

LV
"

+ 2 log
2

ML
"
+
M
V
+ 2

:
Proof. With the same notations as in the proof of Lemma 3.1 | and
espeially with the same denitions of x and y | we introdue
U
0
=
n
U
 

 
[f ℄; 
+
[f ℄




f 2 I
L;M;V
o
:
Let
N =

LV
"

+ 1 :
As before, U
0
is a overing of I
L;M;V
by sets of diameter at most
2Nxy = 2
LV
N
 2" :
On the other hand ℄U
0

 
℄A

2
, where A is the set
n
0  a
0
 : : :  a
N 1


M
V
N

+ 1



a
k
2 N and a
N 1
  a
0
 N
o
:
To any suh sequene a
0
; : : : ; a
N 1
we assoiate (a
0
; p
1
; : : : ; p
N 1
) de-
ned by p
k
= a
k
  a
k 1
for k = 1; : : : ; N   1. Dene
B =
n
a
0
2 N



0  a
0


M
V
N

+ 1
o
C =
n
(p
1
; : : : ; p
N 1
) 2 N
N 1



p
1
+ : : :+ p
N 1
 N
o
:
By using the estimate (3.6) for ℄C, we obtain
℄A  ℄B  ℄C 


M
V
N

+ 2

2
2N 2
;
whih implies
℄U
0
 2
4(N 1)


M
V
N

+ 2

2
:
Hene
H
"

I
L;M;V



L
1
 
[0; L℄


 4(N   1) + 2 log
2

M
V
N + 2

:
With N = [LV="℄ + 1, this leads to the desired estimate. 
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4. Proofs of Theorem 2.2 and 2.3
Proof of Theorem 2.2. First, we use the nite speed of propagation for
the hyperboli equation (1.2). Let 
M
= sup
jzjM
jf
0
(z)j. For every
u
in
2 C
L;m;M
and t > 0 we have
supp(S(t)u
in
)  [ L(t); L(t)℄ where L(t) = L + 
M
t : (4.1)
Next, for eah t > 0, u(t; ) = S(t)u
in
is a funtion of bounded variation.
Speially, by the Lax-Oleinik bound (1.3),

t
=
1
at
  u
x
(t; )
is a nonnegative distribution | and therefore a nonnegative Radon
measure | for eah t > 0. Thus, u(t; ) is deomposed into the dier-
ene of two nondereasing funtions in the following way:
u(t; x0) =
Z
x
 L(t)
dz
at
 
Z
x 0
 L(t) 0
d
t
(z) = u
1
(t; x) u
2
(t; x0) : (4.2)
Below, we use the notation
S
2
(t)u
in
= u
2
(t; ) ; for eah t > 0 :
Notie that the funtion u
1
in the deomposition (4.2) is independent
of u
in
. Hene, for eah t > 0 and " 2 ℄0; 1[, we have
H
"

S(t) C
L;m;M



L
1
(R)

= H
"

S
2
(t) C
L;m;M



L
1
 
[ L(t); L(t)℄


:
(4.3)
Next we disuss the properties of u
2
(t; ). Clearly, u
2
(t; ) is a non-
dereasing funtion on [ L(t); L(t)℄ that satises u
 
 L(t)   0

= 0
and
u(L(t) + 0) =
Z
L(t)+0
 L(t) 0
d
t
(z)
=
2L(t)
at
 

u
 
t; L(t) + 0

  u
 
t; L(t)  0



2(L+ 
M
t)
at
+ 2
r
2m
at
:
Thus, for eah t > 0, the set of funtions
x 7! S
2
(t)u
in
 
x+ L(t)

is inluded in the lass I
L
0
;V
0
with
L
0
= 2(L+ 
M
t) and V
0
=
2(L+ 
M
t)
at
+ 2
r
2m
at
:
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Theorem 2.2 follows from this observation, after applying Lemma 3.1
and (4.3). 
Proof of Theorem 2.3. Observe that S
2
(t)u
in
is a nondereasing fun-
tion suh that
S
2
(t)u
in
 
R  0

  S
2
(t)u
in
 
 R + 0


2R
at
+ 2
r
2m
at
and
0  S
2
(t)u
in

2L(t)
at
+ 2
r
2m
at
on [ R;R℄ :
In other words, the set of funtions dened on [0; 2R℄ by
x 7! S
2
(t)u
in
 
x+R

belongs to the lass I
2R;M
0
;V
0
with
M
0
=
2L(t)
at
+ 2
r
2m
at
and V
0
=
2R
at
+ 2
r
2m
at
:
Then we onlude as in the proof of Theorem 2.2 by applying this time
Corollary 3.2. 
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