Abstract Survey research depends crucially on its ability to collect data from a targeted sample and for that sample to mirror the population of interest. Increasingly, survey firms are using data purchased from marketing firms such as Experian and Acxiom (consumer-file marketing data) as a means to improve correspondence between survey respondents and the general public. These data hold tremendous promise, not only for sampling at a reduced cost, but also for allowing researchers to adjust biases that often occur across groups in traditional survey research. Though these new techniques are gaining momentum and currency, there is to date no published research comparing marketing data to more traditionally sampled data.
Introduction
Survey research depends crucially on its ability to collect data from a targeted sample and for that sample to mirror the population of interest. To achieve these goals, survey methodologists are constantly comparing self-report survey data with data from other sources-known as auxiliary data-as a way to both improve data collection and adjust for survey nonresponse (Deville, Sarndal, and Sautory 1993; Smith 2011) . Since the 1950s, for example, surveys have been compared to benchmarking studies, such as the Current Population Survey, to determine which groups of people may be more or less responsive when sampled (cf. Kessler and Little 1995) . Researchers have also explored how paradata (information gathered in the process of survey administration) and linked administrative data (from official sources) might reveal patterns about whether and how people respond to particular kinds of surveys (Couper and Lyberg 2005; Calderwood and Lessof 2009; Sakshaug and Kreuter 2012) . As auxiliary data sources, benchmarking, paradata, and administrative records can then be used to adjust for differences in how people respond across groups and to improve administration and targeting during the survey process (Smith 2011; Kreuter 2013) . These sources are limited, however, in that adjustments can be made only after households have been sampled for a study, but not prior to the sampling process. 1 Recently, an additional type of auxiliary data has surfaced; researchers are purchasing (usually through sample vendors) information from marketing companies such as Experian and Axciom-so-called "consumer-file data"-which they are appending to survey samples (e.g., Sinibaldi, Trappmann, and Kreuter, 2014) . We refer to this particular type of data as ancillary data. Unlike both paradata and benchmark data, consumer-file ancillary data can improve survey design even before any responses have been collected. This is because the consumer-file data can be purchased in advance of data collection. Consumer-file databases also include considerable information about American households, ranging from demographic characteristics to partisanship. As an ancillary data source, consumer-file marketing data could allow 1. In the case of benchmarks, this is true because adjustments need to be made on aggregate totals or "marginal" rather than individual-level data. In the case of paradata, this is the case because information is generated only in the process of sampling. Finally, in the case of administrative data, respondent consent is often required for linkage (cf. Sakshaug and Kreuter 2012). researchers to conduct targeted sampling, to adjust for differences between respondents and the full set of sampled households (i.e., including nonrespondents), and even to generalize from nonprobability samples to the public (Smith 2011) . These potential advantages, however, depend in part on our ability to trust the quality of information provided in the marketing databases.
The current study represents a first test in evaluating one set of ancillary measures in terms of both their accuracy and completeness as an early-stage inquiry into the potential of consumer-file data to enrich our survey toolkit for sampling and weighting. Using a unique data set that combines survey data sourced from an Address Based Sample (ABS) with consumer-file data from a well-regarded commercial source, we examine whether data derived from both survey self-reports and an ancillary consumer-file data set lead to similar conclusions about the households and individuals that respond. Our ability to use these data depends on whether ancillary data values (1) correspond with survey responses (a proxy for accuracy); and (2) are not missing information in ways that could undermine either the sample design applications or the conclusions derived from the data (a proxy for completeness).
UNDERSTANDING CONSUMER-FILE DATA Smith (2011, 393) notes that "many databases are 'black boxes' that do not disclose how they are constructed and what rules are followed." The provider Experian® (2013) , for example, reports that the data come "from more than 3,500 original public and proprietary sources" and that the data provided "is tested and validated." Ironically, they call this process "black box analytics" (Tewksbury and Roy 2012) . InfoUSA (2013) indicates the sources of some data, stating that they come from places as diverse as "real estate and tax assessments" and "voter registration files," but many important facets of the final data-such as specific sources for the variables-are obscured on proprietary grounds. The firms do not provide information on how many sources of data were aggregated, when the data were obtained, how discrepancies were identified and prioritized, how data sources were linked to one another, what modes of data collection were used, and the extent to which the data presented represent inferences rather than observations. All of this challenges researchers' ability to evaluate accuracy and completeness. This is a fast-evolving area where customer requests from the public opinion research community can play a useful role in encouraging commercial enterprises to provide more transparency into the sources and construction of their consumer-file data.
CONSUMER-FILE DATA QUALITY
Studies assessing other forms of auxiliary data for survey administration have highlighted the importance of both accuracy and completeness. These concerns have been raised most notably in comparisons between self-reported questionnaires and official records. A number of recent studies have identified discrepancies when linking survey results with both health records (Fowles, Fowler, and Craft 1998; Hebert et al. 1999; Davern et al. 2008) and official voter statistics (Berent, Lupia, and Krosnick 2011) . Researchers initially presumed that such discrepancies were a product of self-report errors. Emerging evidence, however, indicates that incorrect official records are sometimes to blame (Hebert et al. 1999; Berent, Lupia, and Krosnick 2011) . Additionally, linking surveyed individuals with official records can introduce sources of bias (Antoni 2011) . Given that even official records can introduce errors, it should come as no surprise that less carefully collected data might introduce problems, as has been noted in some studies of paradata (West 2013; Sinibaldi, Durrant, and Kreuter 2013) . These sorts of errors can massively complicate the goal of using auxiliary sources to improve survey sampling (cf. West and Little 2013), especially if, as Sinibaldi, Durrant, and Kreuter (2013) found, there are differences in accuracy between survey respondents and nonrespondents. Hence, although there are huge differences between different types of auxiliary data, their uses commonly depend on their ability to match survey results and consistent coverage of the population.
There are a number of reasons to worry that ancillary consumer-file data may suffer from particular limitations in accuracy, completeness, and also currency.
Inaccurate data might emerge (1) because information is out of date (e.g., the residents in a household have changed or the data describe someone's past situation but not their current status); (2) because marketing data were linked to the wrong individual or household (see Winkler 2006; Yancey 2010) ; (3) if individuals provided data to marketing companies that were untrue (e.g., filling out a warranty form under an assumed name); (4) if the data were inferred from other information, but happened to be inaccurate (e.g., presuming that anyone who buys diapers is a parent or that anyone who lives in a highly educated neighborhood is highly educated); or (5) if there is an error in reconciling conflicting data from two or more data sources. Mismatches between ancillary consumerfile data and self-report information emerged in the one earlier examination of this type (DiSogra, Dennis, and Fahimi 2010), but results have not yet appeared in the peer-reviewed literature. DiSogra, Dennis, and Fahimi (2010) found evidence of inconsistent accuracy across variables, indicating the potential for serious inferential problems when both sorts of data are used together.
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Incomplete consumer-file data could result either from people who fail to provide the kinds of information that marketing companies use (e.g., not filling out warranty forms, registering to vote, deeding property, or borrowing credit), or from an inability to confidently determine which piece of consumer-file data should be linked to a particular household or individual. Although DiSogra, Dennis, and Fahimi (2010) noted that a large proportion of households lacked 2. A few additional conference papers have examined the use of marketing data for survey purposes, but have not focused on the key issues of accuracy and completeness addressed here (e.g., Srinath, Battaglia, and Khare 2004; Barron et al. 2012; Li et al. 2013). information on some ancillary variables, they did not explore whether missing data represented systematic (rather than solely stochastic) error. Identifying the prevalence and nature of errors in consumer-file data thus remains a critical question for understanding their potential utility. If errors in various sources of consumer-file data are sufficiently frequent and systematic, the data may not be useful for targeted sampling or nonresponse adjustment.
IMPLICATIONS OF DATA QUALITY
Low-quality ancillary data-whether because of misinformation or missing information-present large challenges for incorporation into survey research. Consider, for example, the use of various forms of auxiliary data to improve the sampling of a group like the US Hispanic population. Traditionally, Hispanic persons have been difficult to sample because they have a lower response rate than non-Hispanic persons (cf. Zambrana and Carter-Pokras 2001; Johnson et al. 2002; Perl, Greely, and Gray 2006) . Hence, it might seem efficient to use available data to identify this population in advance and to increase the probability that Hispanic individuals would be sampled. This could be accomplished by targeting individuals with common Hispanic surnames (e.g., Hazuda et al. 1986; Word and Perkins 1996; Davern et al. 2007 ), areas with a high Hispanic-population density (e.g., Fiscella and Fremont 2006), or using consumer-file data where Hispanic households have been "flagged" (cf. Barron et al. 2012; Li et al. 2013; Link and Burks 2013) .
If done properly, oversampling procedures might ensure that the Hispanic segment comprised the same proportion of respondents as in the target population (cf. Kalton 2009) . But bias could enter this process if some individuals were misclassified in any source of auxiliary data, including ancillary data (cf. Swallen et al. 1997) . If proper correctives are not employed, non-Hispanic persons who were misclassified as Hispanic might be overrepresented in the final data set, whereas Hispanic persons who were incorrectly classified as non-Hispanic would be underrepresented. Collectively, this could lead us to mischaracterize the nature of both the Hispanic segment of the sample and the larger population. In a similar vein, an inability to characterize some individuals because of missing ancillary data could also result in inaccurate conclusions (cf. King et al. 2001) or compel researchers to limit the share of the sample allocated to strata dependent on ancillary data. Corrective strategies can be employed to prevent these issues from introducing bias (Estevao and Sarndal 2006; West and Little 2013) , but the benefits of stratifying may or may not outweigh the costs (cf. Santos 1991; Winship and Radbill 1994; Davern et al. 2007) .
3 Hence, the capacity for consumer-file data to improve sampling similarly depends on their accuracy and completeness.
Similar inferential limitations may confront researchers hoping to use consumer-file data to create post-stratification weights or address problematic sampling frames. Such correctives depend on the extent to which ancillary data can discriminate between respondents and the population as a whole (cf. Deville, Sarndal, and Sautory 1993) . Although weighting adjustments do not directly depend on the accuracy of ancillary data, most corrective tools require that the processes generating any source of ancillary data are unrelated to distinctions between respondents and nonrespondents (Ibrahim, Lipsitz, and Horton 2001) . To the extent that some consumer-file data are inferred from other information (e.g., Greenyer 2006) , this assumption is likely to be violated. 4 Missing information in consumer-file data may also correlate with distinctions between respondents and nonrespondents, which could hinder correctives as well.
To uncover the presence and potential implications of these sorts of errors, researchers need to systematically evaluate consumer-file data to understand the conditions under which they might be useful and where they may introduce additional complications.
THE CURRENT STUDY
This research represents a first foray into evaluating the quality of one well-regarded source of consumer-file ancillary data for survey purposes. With the aid of a unique data set from GfK that links an address-based sample (ABS) with ancillary demographic data from a single vendor, we conduct two analyses: Analysis 1 explores correspondence between ancillary data and self-reports by comparing survey responses in the ABS sample to consumer-file values about those same households for the same variables. Analysis 2 evaluates the nature of incompleteness in these ancillary data by investigating whether missingness in the ancillary data is ignorable or nonignorable. The results allow us to test whether the ancillary data examined appear to provide an accurate picture of respondents, and thus whether the data might lead to improvements in sampling and nonresponse adjustment.
Methods

SAMPLE
Data for all analyses come from GfK Custom Research, LLC. In January 2011, GfK used the US Postal Service's Computerized Delivery Sequence File (CDSF) to choose 25,000 random addresses that would be recruited by mail (with telephone follow-ups where numbers were available) for the purpose of having them join KnowledgePanel®, an online probabilitybased sample of US adults. The CDSF covers over 95 percent of American households, making it one of the broadest potential sampling frames (Iannacchione 2011) . 5 Because of the breadth of the sampling frame, we 4. The processes distinguishing between actual values and inferred values are likely to correlate with the distinction between respondents and nonrespondents. 5. It excludes only groups like the homeless. In addition, drop points (e.g., college dorms, prisons, and some New York apartment buildings) as well as homes that the postal service deemed as vacant or seasonal and postal boxes that are not the sole method for reaching a household were excluded before sampling.
could expect that a 100 percent response rate among selected households would closely mirror that of all American households. Addresses were chosen in four strata based on age (household contained an 18-24-year-old person versus all others and unknown) and Hispanic status (a Hispanic person or surname is associated with the household versus all others and unknown) as predicted by the ancillary data. Weights were used to correct for this decision (see below). Of 25,000 sampled addresses, 2,498 households were successfully recruited to join the panel, a household response rate of 10.0 percent (AAPOR RR1). This response rate is in line with many current probability sample surveys and thus represents a typical survey circumstance for testing correspondence between data sources. Multiple individuals were allowed to sign up for the panel from each of these households. In total, 4,472 individuals were recruited, with the median household yielding two respondents.
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Because all panel surveys for KnowledgePanel® are completed online, GfK provided a laptop computer, Internet access, or both to panel members for whom these devices/services were not already available. Self-report data came from the Core Adult Profile Survey, the first survey respondents complete upon admission to the panel. Thus, there is no gap between panel admission and unit-level survey response. By using the first available data provided by these panelists, we minimized the potential influence of attrition and panel conditioning.
The survey data used for the current study are intended to be illustrative of the quality of samples used broadly by academic and commercial researchers. GfK's KnowledgePanel has been demonstrated to have error rates similar to RDD (Yeager et al. 2011) ; therefore, the findings in the current study would appear to be projectable RDD surveys of comparable quality.
CONSUMER-FILE DATA
Consumer-file data were linked to all 25,000 households in the ABS sample.
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These data were provided and matched to addresses by Marketing Systems Group (MSG), the firm that produced the ABS sampling frame. MSG collates data from several sources to compile information on the CDSF addresses; 6. No households in the sampling frame were deemed out of scope for the analysis. All individuals aged 13 and older in each household were considered eligible to participate. All recruitment materials were provided in both English and Spanish, as were all questionnaires. The mean number of respondents per household was 1.79. Fewer than 1 percent of all households yielded more than 4 respondents, and none yielded more than 10. 7. Consumer-file ancillary data are appended to GfK data, but not the other way around. GfK KnowledgePanel® data are provided by respondents under an agreement where it cannot be linked to outside data sources in an identifiable fashion. Data provided by respondents thus cannot directly influence the consumer-file data source, avoiding one possible confound.
MSG was responsible for matching consumer-file data to the CDSF addresses and to one another. All addresses in the sampling frame had consumer-file data for at least one variable. Ancillary data for the current study were originally sourced from InfoUSA, Experian, and Acxiom. Since consumer-file data were themselves produced through a combination of aggregation and inferential techniques, it was impossible to trace the source of any particular piece of information about a particular household.
Despite the opaque nature of individual ancillary measures, the firms providing the information to MSG suggest that these data are ideal for tracking and identifying Americans and are used as such by some researchers or in direct mail campaigns. Acxiom (2011, 10) claims its data "covers more than 99% of marketable addresses worldwide" and incorporates regular updates from the US Postal Service. Experian notes that it excels at linking identities between social-media sites, phone numbers (landline and mobile), work and home addresses, e-mail accounts, and other online identifiers (Tewksbury and Roy 2012) . And InfoUSA (2013) monitors voter registration, utility, and real estate data to compile information, with monthly updates to keep records current. These three firms represent some of the largest and most well-respected sources of consumer-file data. The aggregation across these sources as implemented by MSG should also reduce the number of households for which we are missing data (though this process could result in inconsistent data quality). Hence, we would expect that aggregating across these sources would provide one of the best potential databases for keeping track of the American public, presuming that the data themselves are accurate. 8 
VARIABLES
Homeownership, household income, and household size were measured in both data sets at the household level. Full question wordings and coding for household-level variables in the ancillary data are shown in online appendix A.
9 Marital status, education, and age were measured in both data sets at the individual level. Question wordings and coding for these variables are shown in online appendix B. Table 1 presents descriptive statistics for all measures and their related missingness count among respondents (n = 4,472) and for all sampled cases (n = 25,000). 8 . Because of the nature of these data, we are not able to diagnose the source of discrepancies between ancillary and self-reported data. We also cannot conclude that other sources of ancillary data or other sources of survey data would not result in different results. Such comparisons should be a subject of continuing research. 9. Substantive variables used at both the household level and the individual level were those for which measurement categories could be matched across self-report and ancillary measures. Three ancillary measures for presence of a telephone, race/ethnic status, and number of children in the household were excluded because the match between these measures in the data sets would have been inconsistent. Six sets of weights were generated to assess correspondence between selfreported and ancillary distributions across both analyses. For all analyses, we produced weights to correct for GfK's procedure in stratifying its recruitment sample. Additional weights were then designed to adjust for differences between individual-level self-reports and household-level ancillary data. Correctives were created that either (1) down-weighted data from households with multiple members (for which two approaches were examined); or (2) sampled only the individual in each household whose age most closely corresponded with the age in the ancillary data (which was examined with four additional methods). Because the substantive findings did not vary across the six weighting strategies, which are described in full in online appendix C, we present only results from those respondents in each household who most closely corresponded with the age values from the ancillary data for all analyses.
Analysis 1: Correspondence between Ancillary Data and Self-Reports
ANALYTIC METHOD
To evaluate agreement (our proxy for accuracy) between self-reports and the ancillary data examined herein, we compared the distributions of variables in the ancillary data with corresponding measures in the self-reported survey results. This evaluation proceeded in a three-step process. We first assessed the extent to which self-reported and ancillary data revealed consistent information about households (and individuals). High agreement rates indicated relatively accurate ancillary data, whereas low agreement rates would call that accuracy into question. 10 Second, to understand whether the ancillary and self-report data differed in systematic ways, we explored whether ancillary measures tended to provide systematically larger or smaller values than corresponding self-reports. If larger or smaller values were disproportional, the results would suggest that misclassifications were a product of bias rather than random measurement error. Finally, for measures with more than two categories, we assessed the proportion of responses that differed by a large margin-defined as greater than five years for age and two or more categories for ordinal measures. These "far-off" cases were unlikely to be a product of ancillary data that was simply out of date.
10. Although some of these discrepancies could occur as a product of inaccuracies in survey values, we think this is not a major concern for two reasons. First, there is little evidence of systematic biases in reporting demographic variables in surveys (Calahan 1968; Weaver 2000) . Second, web-based survey administration appears to minimize biases (see Chang and Krosnick 2010) , further mitigating this likelihood.
RESULTS
Correspondence between ancillary and self-reported values differed markedly across variables. The reports largely agreed in cases like homeownership, marital status, and age, with 89.0, 73.1, and 67.0 percent agreement, respectively (table 2) . In contrast, household income, household size, and education differed enormously between the data sources (with 22.1, 27.8, and 27.2 percent corresponding, respectively). There was no apparent pattern discriminating between variables with high and low correspondence. These results can be compared with around 90-95 percent of individuals who report consistent values for changeable demographic variables from year to year (Smith and Stephenson 1979) .
Ancillary and self-reported measures corresponded at different rates across levels of the same variables, a pattern indicative of bias. Looking only at households with both types of data, homeownership, marital status, and income were consistently higher in the ancillary data relative to self-reports; 23.4 percent of households self-reported that they did not own their homes, but fully 28.9 percent of these cases were classified as homeowners in the ancillary data. In contrast, only 5.5 percent of self-reported homeowners were classified as non-owners in the ancillary data (see table D1 in online appendix D). Perhaps most troublingly, of the 38.8 percent of individuals who reported they were unmarried in the self-reports, more than half (51.8 percent) were classified as married in the ancillary data. Yet among individuals reporting that they were married, 89.9 percent were identically classified in the ancillary data.
Self-report and ancillary values did not always diverge in similar patterns. Individuals tended to self-report lower incomes and educational achievement than was apparent in the ancillary data, whereas discrepancies in reports of household size and age did not skew as strongly in a single direction. Overall, there did not seem to be a clear pattern for when the values from the two data sources differed in these manners (table 2; online appendix D).
Large discrepancies between data sources emerged frequently for most variables (see table 2, percent far-off). Some 43.1 percent of households reported income that differed from the category suggested in the ancillary data by more than $10,000 per year. The number of occupants reported by a household differed by two or more individuals from the ancillary value in 35.1 percent of cases. One in four individuals, 24.7 percent, reported an education level that differed by two or more categories from the ancillary value. And 19.9 percent of self-reported ages differed from the ancillary value by six or more years, even though respondents were selected for the closest age match. Such large discrepancies seem unlikely to have emerged from slightly outdated consumer-file data.
We also computed correlations between consumer-file and self-reported measures of each variable to test whether data for continuous measures may have differed in some systematic way between the two sources. This could happen if ages were consistently out of date or if incomes were overstated in Accuracy and Completeness in Consumer-File Data Note.-Far-off cases are counted when values from self-reported survey and ancillary data differ by more than one category (household income, household size, and education) or more than five years (for ages). Far-off cases were not computed for dichotomous variables. Ages within one year were considered equivalent. N is the weighted overlap of non-missing cases between ancillary and self-report measures. All numbers are weighted by the best respondent match weight (see online appendix E for alternatives).
the ancillary data. The correlations (r) varied considerably, but tended to be moderate in strength (ranging from a single low of r = .19 for household size and a range of .39 to .73 for all others). Hence, it seems unlikely that a single source of systematic error was responsible for the discrepancies observed.
DISCUSSION
Correspondence between the ancillary data and self-reports varied across the six variables examined. Disparities between self-report and ancillary results were fairly large for income, household size, and education; the data streams were generally more consistent when assessing homeownership, though notable biases emerged. At a minimum, the findings indicate that the ancillary data used may not be particularly accurate in their description of individual or population parameters. However, ancillary information was considerably better than chance determinations for all variables.
In considering uses of ancillary data, current results present a mixed picture. For example, the data could either help or hinder researchers who wish to use the information to better target demographic groups that are traditionally underrepresented in surveys.
11 Typically this process involves an attempt to sample individuals from such groups at disproportionately high rates. Yet identifying targeted individuals has long proven a challenge, because we ordinarily do not know anything about households or individuals before they are sampled. Prior studies have stratified samples using tools such as lists of ethnic surnames (e.g., Fiscella and Fremont 2006; Davern et al. 2007) or heavily minority Census tracts (Kalton 2009; ANES 2013) to increase the proportion of respondents in these groups. Such strategies can increase the error in a survey estimate even when proper weighting is applied (due to increases in variance). Hispanic persons with traditionally Hispanic surnames might have different experiences from those with names that are more difficult to classify. Similarly, African American individuals who live in predominantly African American neighborhoods may have very different experiences from those who live in predominantly White neighborhoods. Hence, this kind of targeted sampling procedure can introduce bias unless proper weights are applied; researchers ignoring this bias when making inferences could reach inaccurate conclusions concerning both targeted groups and society as a whole.
Counteracting the potential for bias when using targeted sampling can be complicated. It may undermine the efficiency gained by using the ancillary (or other auxiliary) data in the sampling process. Two sets of weights must be applied to prevent bias (Estevao and Sarndal 2006) . First, one set must equalize the probability of selection between individuals in the ancillary-defined 11. The term "rare population" is often used to discuss targeted sampling of traditionally underrepresented subpopulations; we avoid that term here in favor of targeted groups because it is also feasible to alter the sampling ratio for large groups within the population (even a majority) based on the use of auxiliary data. target groups that were sampled at disproportionately high rates versus "all others" in all other ancillary-defined groups. This step ensures that the easyto-classify individuals do not end up defining the category, but also eliminates much of the benefit from the disproportionate sampling. Second, weights can be used to increase representation of the target group (as defined by selfreports) to bring that group back to population proportion. When agreement between ancillary and self-reported values is low, this can actually increase the variance in the estimates and thus the expected error because misidentified individuals in the target population will have even higher weights than they would have without targeted sampling (cf. Santos 1991; Winship and Radbill 1994) . The overall precision of a targeted sampling strategy of this sort could either go up or down, depending on agreement between the ancillary and selfreported measures as well as the size of the sampling strata.
Analysis 2: Missingness in Ancillary Data
ANALYTIC METHOD
Three tests were used to assess the scope and nature of missingness in the ancillary data. First, we examined the extent of missingness in the ancillary data for each variable and across cases. Second, we compared missingness in ancillary data variables to self-reports for those same measures. Differential missingness across self-report categories would provide strong evidence of nonignorable missingness. Finally, we used logistic regressions to predict the presence of missingness for each of the ancillary variables based on the values of self-report measures and an OLS regression to predict the number of ancillary variables for which data were missing across cases. Presumably, if ancillary data were Missing Completely at Random (MCAR), missing data should not be concentrated among specific cases, should be unrelated to self-reports of those same variables, and should be impossible to predict precisely with the logistic regressions. If ancillary data were Missing at Random (MAR), in a way that could be predicted using observable variables, we should see a strong ability for the logistic regressions to predict missingness. Strong relations between self-reports and ancillary missingness on the same variables, coupled with a relative inability to predict missingness in regressions, would indicate that missingness was almost certainly nonignorable.
MISSINGNESS
Missingness indicator variables were created to identify cases missing ancillary data for each of the variables of interest (0 = presence of data, 1 = absence of data). A total missingness variable was defined as the sum of the six missingness indicators for each case (ranging from 0 to 6).
DESCRIPTIVE STATISTICS
Ancillary data were missing for a large number of cases. On average, 16.5 percent of households were missing data for any given ancillary data variable. Missingness varied considerably across households, from only 3.6 percent of cases missing for household size to 28.5 percent of households missing age information ( figure 1, histogram a) .
We also explored how missing ancillary data varied across respondents. Although the modal household was not missing data for any of the ancillary variables (44.7 percent; figure 1, histogram b) , missingness was not concentrated in only a few households; only 10.3 percent were missing data for more than two variables ( figure 1, b) . Of households missing data, the vast majority were missing information for only a single variable. To examine whether cases lacking data on one variable were also likely to have missing data on other variables, we conducted a reliability test among six missingness indicator variables. Cronbach's alpha was .59, indicating a moderate consistency among missingness indicators, but not enough to consider them a single factor.
ANCILLARY MISSINGNESS BY SELF-REPORT VALUE
Missing ancillary data appeared distinctly nonrandom when compared with self-reported household status on the same variables. Ancillary homeownership was missing for 4.9 percent of self-reported home-owning households and 33.2 percent of non-owning households (figure 2, a; χ 2 (1) = 273.8, p < 0.001). Ancillary income was missing systematically for households with lower reported incomes; 13.5 percent of ancillary data were missing for households reporting an income of below $35,000 per year, whereas only 3.3 percent of ancillary data were missing for households with incomes above $150,000 (figure 2, b; χ 2 (7) = 56.7, p < 0.001). Smaller households were missing more information about household size than were larger households (figure 2, c; χ 2 (4) = 11.7, p < 0.05). These results refuted the possibility that these ancillary data were MCAR and indicated that missing ancillary household data were likely to be nonignorable.
Rates of missingness in individual-level ancillary data also frequently depended on self-reports for the same variables. When respondents reported that they were married, only 13.3 percent of ancillary marital status data were missing. In contrast, 36.3 percent of ancillary marital information was missing among unmarried individuals (figure 2, d; χ 2 (1) = 118.4, p < 0.001). Variation in missingness across self-reported education levels was not statistically significant (figure 2, e; χ 2 (4) = 3.9, p = .84). Finally, missing ancillary age information was more common among younger individuals. For individuals aged 18-24, 62.6 percent of ancillary age data were missing; only 12.7 percent of ancillary age data were missing for 55-64-year-olds (figure 2, f; χ 2 (6) = 292.2, p < 0.001). As with household-level variables, missing data for individual-level variables appeared systematic. 
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REGRESSIONS
To understand patterns of missingness, regressions predicted the presence of missingness for each of the ancillary data measures and the total number of missing ancillary variables as a function of each respondent's status on self-reported demographics. To conduct these regressions, multiple imputations were used to account for missingness in self-reported values among all respondents. 12 All regression results were weighted as described above. Predictors of missing ancillary data varied depending on the missingness indicator being predicted. Three self-reported demographics predicted multiple missingness indicators: homeownership, household size, and age. Compared to non-owners, self-reported owners were less likely to lack ancillary data for homeownership, household income, marital status, and age (table 3, row 1). The self-reported number of persons in the household predicted missing ancillary income, marital status, and age, with larger households translating into a reduced likelihood of missingness. Age predicted nonlinearly; middle-aged Americans were the least likely group to be missing information for marital status or age. Self-reported marital status and education each predicted one of the missingness indicators. Married individuals were, ceteris paribus, less likely than unmarried individuals to be missing information on marital status. Individuals who reported that they had less than a high school education (the omitted category) were the most likely to be missing ancillary age information.
Despite significant predictors for most missingness indicators, missing ancillary data were not well predicted in the current analyses. The McFadden's pseudo R 2 for missingness indicators was always below .20, suggesting that we could not effectively account for when data were missing, 13 and the full list of covariates improved the percent of cases correctly predicted over a null model for only one of the six indicators: missing ancillary age information (table 3) . Although the lack of strong prediction does not indicate that these covariates were irrelevant, they do imply that we have an incomplete understanding of the circumstances under which ancillary data were missing.
Using an OLS model, predictions of the number of ancillary measures missing have revealed similar challenges. Missingness remained poorly explained 12. Multiple imputations were conducted by using Multiple Imputations via Chained Equations predicting each missing value with all self-reports and ancillary demographic variables (Buuren and Groothuis-Oudshoorn 2011) . Running these same regressions without imputations led to the same conclusions. Imputed versions were used to avoid the possibility that missingness in self-reports would bias the results. Hence, values for all self-reported variables were imputed. Imputations were conducted to mirror the full set of respondents (not all sampled households). Imputations were used only for regression models. 13. McFadden's pseudo R 2 is an estimate of the proportion of variance accounted for in the tested model as compared to a null model with only an intercept. The statistic represents the proportion of the total log likelihood of the null model that is explained by the fitted model. It is calculated as 1 -(ln(L fitted )/ln(L null )). For most purposes, it can be interpreted similarly to an R 2 statistic and reveals the approximate proportion of the residual variance in a null model that is explained by the inclusion of all predictors. 3,199 3,199 3,199 3,199 3,199 3,199 3,199 Note.-Standard errors in parentheses. OLS was used to predict the number of missing variables for each individual (column 7). Number of missing variables ranged from 0 to 6. A negative binomial regression provided a poorer overall fit and was therefore not presented. All regressions were weighted using best respondent match weights. Ns reflect total number of non-zero weighted cases because weights were set to a mean of one for this analysis. All numbers reflect results after multiple imputation. +p < 0.10; *p < 0.05; **p < 0.01; ***p < 0.001 two-tailed even though evidence suggested that overall missingness was related to less self-reported homeownership, larger household sizes, unmarried status, and relative youth (table 3, column 7). These variables again captured only a small portion of the variance across individuals (R 2 = .12), though the model may be limited due to the small number of individuals missing multiple ancillary measures. 14 
DISCUSSION
Results of analysis 2 suggested that the ancillary data examined were missing in ways that could be problematic for survey research; specifically, they appeared to represent a nonignorable source of bias. Missingness was more common for some measures than for others and varied across categories of self-reports for the same variables. This presents a series of problems for researchers hoping to use ancillary data for sampling or to correct for known survey errors, as relevant data may be missing.
Patterns of missingness in the ancillary data were difficult to predict with simple covariates or regression techniques. Because missing data appeared to violate both Missing Completely at Random (MCAR) and Missing at Random (MAR) assumptions, the use of these ancillary data for analytic techniques could result in substantive error. For example, only 37 percent of 18-24-yearold householders could be identified using the ancillary age data. Conclusions using only this group might not mirror the 63 percent of 18-24-year-olds whose households lacked ancillary age data. Researchers hoping to use ancillary data such as those presented here for either oversampling or corrections might therefore be well advised to conduct an analysis of how sensitive their use of the data would be to violations in assumptions about the data's accuracy and completeness.
The most pernicious of our results indicated that missingness in these ancillary data was often related to self-reported values of the same variables. This is a major problem because it means that errors from the missing ancillary data may be apparent only once self-reports have been collected. Of course, this undermines one of the biggest advantages in the use of these consumer-file data-namely, that they could be used prior to the sampling process. Because ancillary missingness correlated with self-reports, sampling strategies based on this set of ancillary data would likely result in sampled units that are differentially accurate across different variables (e.g., we do a much better job identifying homeowners across variables than we do at identifying home renters). Instead of reducing variance in the weights required for such a sample, 14. Prediction may be slightly better than reported, however, given that the data are left-skewed and do not meet assumptions of normality implicit in OLS regression. Notably, however, no additional variance was explained by treating missingness as a negative binomial, indicating that such gains are likely to be minimal. oversampling with the use of ancillary variables instead necessitates a two-stage weighting process (i.e., oversampled young people need to be down-weighted before actual young people can be adjusted to match their population proportions).
15 Depending on the specific variables and sampling ratios in play, such corrections might sometimes increase the variance and design effect of sample weights instead of reducing them (cf. Santos 1991; Winship and Radbill 1994) .
General Discussion
Use of consumer-file data for sample targeting and as a survey corrective is growing (Smith 2011) . We can reasonably expect the consumer-file products to improve rapidly as a result of the commercial sector's investment in the data sciences. There is a productive role for public opinion researchers to collaborate with the commercial sector in conducting specific tests aimed at improving the accuracy and completeness of the consumer-file data, and creating new data products tailored to the sampling and weighting needs of the survey research field. This is the first study to explore how one vendor source of these data derived from multiple commercial sources compares with more traditional self-report measures. The current analyses represent a first foray into understanding the nature of potential biases when using ancillary marketing data to supplement (or supplant) the traditional survey process. In two analyses, we assessed accuracy and completeness in one source of consumer-file marketing data. The analyses presented provide some hopeful but many discomforting signs for researchers hoping to use at least the current source of ancillary consumerfile data to bolster survey research. We thus conclude that survey researchers should carefully consider the potential implications of systematic bias and missingness in consumer-file marketing data before incorporating data sets into sampling and weighting procedures.
The consumer-file data we examined were not consistently inaccurate. For some measures, agreement rates between consumer-file and self-reported information were very high. For other measures, agreement rates were little better than chance. This pattern might emerge if some variables or sources effectively reflect the population even while others do not. Continued assessments will be needed to determine if certain classes of variables or sources of data provide consistent agreement. Variables and sources where ancillary data correspond with self-reports should provide the best chance for improving both survey administration and correction (West and Little 2013). 15. Readers should note that this corrective will work only if all oversampled individuals are down-weighted (regardless of whether they are actually in the target category or not) to correct for the stratification procedure and if self-reports are used to weight the targeted group to match the population. Importantly, the method for collecting population-level benchmark data on the targeted group must also match the method used for generating this information about individuals (or households) in the survey for the final post-stratification to yield an unbiased set of weights.
Similar variability was observed in patterns of missing ancillary data in the current analyses. Information about some variables, such as household size, was far more complete than information about others, such as marital status. Further, patterns of missingness appeared stochastic for some measures, such as education, whereas missingness in other measures appeared to be highly systematic, such as age. This too presents a mixed picture. We should be wary of the large amount of missing ancillary data in thinking about survey correctives, but evidence of variability could imply that some ancillary measures may not pose systematic problems. Identifying reliable measures would be of considerable value for and should be the subject of further investigation.
SOURCES OF INCONSISTENCY
Inconsistencies between consumer-file data and self-reports that emerged in this study are difficult to diagnose. They could have appeared for a variety of reasons. Perhaps these ancillary data were out of date, perhaps they were products of inference on the part of data aggregators, perhaps the tools used to link ancillary data with addresses were flawed, or perhaps this was a function of the aggregation procedures used at the single firm examined. Generally consistent results with increasingly strict weighting strategies (see online appendix E) suggest that mismatches between individuals within a household were unlikely to account for all discrepancies observed. It is also possible that the ancillary measures are capturing something fundamentally different from survey responses (though what, exactly, would be unclear) or that survey misreporting may account for some of the discrepancies. The roots of missingness are similarly opaque. It is clear at a minimum that researchers cannot blindly trust that both survey and ancillary data are highly accurate when they give such discrepant results. Whether other sources of consumer-file data will provide results that consistently match survey responses remains an important topic for future research.
Of course, we wish that we could open the black box and critically evaluate the procedures used for each step in the process of generating the consumerfile data. Because these data are of considerable value to the private companies that aggregate them, however, social scientists seem unlikely to gain a full picture. Meanwhile, there remains considerable reward in evaluating the ways that even these flawed data may yet aid survey research.
The fact that an outside firm was able to match one source of consumer-file data to the entire sample and the generally decent correspondence between the ancillary and self-reported data examined suggest that such data could prove useful for some survey purposes. Specifically, even data that are only somewhat accurate may be able to help researchers conduct targeted sampling for underrepresented populations and adjust for survey nonresponse. We discuss some of these possibilities in online appendix F.
LIMITATIONS AND FUTURE RESEARCH
This study presents results that pertain to a handful of demographic variables from a single source of consumer-file data. They indicate that these particular data may prove problematic for a variety of research purposes. But there is much that remains unknown. We do not know whether similar inaccuracies and omissions might complicate the use of other sources of consumer-file data. Correspondences might differ if data were matched to addresses in a different way, derived from a different set of sources, or collected at different points in time. Differences might also be observed if ancillary data were compared with survey data derived using different sampling strategies (e.g., telephone sampling) or utilized different recruitment tools (e.g., without transitioning respondents to a web panel). Further, data on alternate types of variables may vary in their correspondence with survey data and completeness.
We also cannot conclude that ancillary data are inappropriate for any particular use without further examination. For most purposes, the use of any type of auxiliary data-including the ancillary consumer-file data examined hererepresents a trade-off between the information that can be gained through the use of a particular data source and the errors that emerge in the data-collection process. The value of the data for mitigating error depends on how those factors relate to one another, not on the absolute accuracy or completeness of the sources.
CONCLUSIONS
In theory, consumer-file marketing data would appear to offer a valuable resource for improving survey design and implementation. In practice, inconsistencies between one source of consumer-file data and self-reports coupled with patterns of systematic missingness lead to questions over how well we will be able to leverage these possibilities. The correspondence and bias observed when comparing self-reported demographic data with the consumerfile data presented here suggest that researchers should proceed with caution. Awareness of the accuracy and completeness of any source of ancillary information is an important prerequisite to its use. Hence, instead of blindly assuming that these data will present an accurate portrait of the American public, researchers should instead consider the potential improvements that the data could offer as a set of open empirical questions. These queries, more than the ease and ability of using consumer-file data, should guide practitioners in their decision-making.
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