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Abstract: Learner proﬁling is a methodology that draws a parallel from user pro-
ﬁling. Implicit feedback is often used in recommender systems to create and adapt
user proﬁles. In this work the implicit feedback is based on the learner’s answering
behaviour in the Android application UnlockYourBrain, which poses diﬀerent basic
mathematical questions to the learners. We introduce an analytical approach to model
the learners’ proﬁle according to the learner’s answering behaviour. Furthermore, sim-
ilar learner’s proﬁles are grouped together to construct a learning behaviour cluster.
The choice of hierarchical clustering as a means of classiﬁcation of learners’ proﬁles
derives from the observations of learners behaviour. This in turn reﬂects the similar-
ities and subtle diﬀerences of learner behaviour, which are further analysed in more
detail. Building awareness about the learner’s behaviour is the ﬁrst and necessary step
for future learning-aware applications.
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1 Introduction
The objective of learning applications is to support learners to attain their
learning goals eﬃciently. Learning analytics helps to improve reaching these
objectives by analysing the implicit gathered data from the learning applica-
tions [Ebner and Scho¨n 2013]. The aim is to better understand the learners’
behaviour and optimize the learning process as well as the application itself
[Siemens and Baker 2012]. One approach to reach these objectives is that the
learning applications proﬁle the learners according to their learning goals and
their relevant learning characteristics. During application usage the learner may
exhibit improvement or decline in his learning eﬃciency. In order to further
support the learner as much as possible, the learners’ proﬁle must be adapted
according to the evolution of the observed learning behaviour.
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User proﬁling is a methodology that became necessary in diﬀerent domains
outside e-learning. In most user proﬁling applications the user proﬁles are cre-
ated based on personal information and learning goals asked directly from users
[Linton and Schaefer 2000] [Wei and Yan 2009]. In contrast to this explicit feed-
back mechanism, there is implicit feedback that is gathered through monitoring
the users’ interaction with the system. The gathered data is used to better under-
stand the users’ preferences, grasp their characteristics and adapt the application
correspondingly to support the learners in reaching their learning goals. To oﬀer
a personalized support for each individual learner the application must be able
to diﬀerentiate the learners while taking their similarities also into account. The
novelty of the chosen clustering method is that it can provide insights about
the small deviations in the learning behaviour of learners classiﬁed in a coherent
cluster.
A feedback extractor with fusion capability that combines multiple feedback
features to infer user preferences is proposed in [Li and Chang 2005]. The user
preferences and the levels of expertise are collected by a user proﬁler to build
user proﬁles. Collaborative ﬁltering is applied on user proﬁles to provide person-
alized information to the user. Chen et al. [Chen et al. 2007] apply association
rule mining to create the learner proﬁles in order to discover common learning
misconceptions of learners. Jeon et al. [Jeon et al. 2008] describe an adaptive
user proﬁling mechanism for personalized information retrieval. They also apply
the collaborative ﬁltering method to deal with user proﬁles that are frequently
changed. Reba¨ı et al. [Reba¨ıet al. 2013] propose a semi-supervised learning based
adaptive method for learning the user proﬁles and identifying irrelevant proﬁle el-
ements. The method includes a classiﬁcation of proﬁle elements and a co-training
algorithm. [Mihaescu 2011] uses linear regression for modelling the quantity of
accumulated knowledge in relationship with the performed activity in e-learning
environments. [Yathongchai et al. 2013] introduce a learner classiﬁcation that
bases on learning behaviour and performance. They applied K-means clustering
to analyse the learning behaviours of each learner and a decision tree classiﬁer
to generate the learner classiﬁcation model based on the learning behaviours
and student’s performance. [Romero et al. 2008] compare diﬀerent data mining
methods and techniques for classifying students within a Moodle1 environment.
Their classiﬁer bases on usage data and the ﬁnal marks obtained in courses.
In this work we focus on a dataset provided by the Android application Un-
lockYourBrain2. The application covers basic mathematical problems (addition,
subtraction, multiplication and division). The user has to answer a question
correctly in order to unlock the smartphone screen. Two up to ﬁve answering
options are provided for each posed question. The same question can be provided
1 http://moodle.org/ (visited on 22/05/2014)
2 http://www.unlockyourbrain.com/en/ (visited on 22/05/2014)
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with a diﬀerent number of answering options. The user is allowed to skip the
application any time. The application gathers the answers to the posed ques-
tions as implicit data, which are interpreted as the result of the user’s learning
behaviour.
In our previous works [Taraghi et al. 2014a] [Taraghi et al. 2014b] , we were
engaged in analysing the one digit multiplication problem to improve basic math-
ematics education for primary schools [Scho¨n et al. 2012] . Considering our ex-
perience from these works, we improve the dataset preprocessing and deﬁne
a conﬁdence level for reliable statistical results. We enhance the question dif-
ﬁculty classiﬁer by deﬁning more features. Furthermore we model the learn-
ers’ proﬁle according to their answering behaviour using Markov chains. The
created learner proﬁles are then clustered using the hierarchical clustering al-
gorithm [Murphy 2012]. The clusters of similar learners (according to learning
behaviour) are further analysed. Comparison of neighbouring leaf clusters shows
the ﬁne diﬀerences in the learning behaviour of the learners they contain. On the
other hand, the parent cluster in which they are nested is characterized by their
similarities which in turn distinguish and diﬀerentiate them from other clusters.
One has to recognize the inﬂuence of several factors playing role in the learn-
ing process [Soussa 2006]. Considering metadata such as age, gender, learner
goals could enhance the research and improve the clustering algorithm. Unfor-
tunately, the used application, does not provide this information. Nevertheless,
the observed learning behaviour can be thought of as the result of several known
and unknown factors that can depend on each other. These inﬂuences can be
further explored by a more complex and sophisticated application.
[Section 2] of this publication introduces the methodologies that are used.
The used dataset and the preprocessing steps performed before the actual anal-
ysis takes place are described in [Section 3]. [Section 4] explains the questions
classiﬁcation process according to diﬃculty levels. [Section 5] goes through the
derived learner proﬁling and classiﬁcation. Finally, we present the results so far
as well as means to address future challenges.
2 Methodology
This section introduces the main mathematical concepts that were used in our
application components. The minimum sample size describes the minimum num-
ber of question occurrences in the whole data set that are necessary to obtain a
reliable statistical analysis. The Markov chain is used to represent the learner’s
proﬁle during the use of the application. Two classiﬁcation algorithms are used
for clustering of the question’s diﬃculties and learner proﬁles respectively; the
K-Means and Hierarchical clustering algorithms.
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2.1 Minimum Sample Size
The conﬁdence interval (also called margin of error) is the interval in which
the values of a probability distribution are expected to be. The conﬁdence level,
given in percentage, indicates the reliability that the values of a given probability
distribution lie within the conﬁdence interval. A conﬁdence level of 95% with a
conﬁdence interval of 2% means that one can be sure with a probability of 95%
that the actual probability values lie within ±2% of their calculated values.
For a given conﬁdence level (corresponding Z score) and a conﬁdence interval
Cint (margin of error), the minimum sample size Nmin [Rahme and Joseph 1998]
is calculated as follows:
Nmin =
Z2 ∗ p ∗ (1− p)
C2int
. (1)
The calculated minimum sample size in equation (1) is corrected for a given
ﬁnite population size Nps by:
Nmin =
Nmin
1 + Nmin−1Nps
. (2)
2.2 K-Means Classification Algorithm
The K-Means algorithm classiﬁes a set of data samples xi into K diﬀerent clus-
ters [Bishop 2006]. Each cluster is mainly characterized by its mean point µk
(centroid). All samples that are closer to a speciﬁc centroid rather than to all
the other centroids belong to this cluster. In this work the distance to the cen-
troids is computed by the Euclidean distance. The algorithm works iteratively;
in the ﬁrst iteration the K centroids are guessed (sometimes chosen randomly
from the samples of the dataset). After classifying each data sample to a cluster,
its centroid is recomputed as the mean of all samples assigned to it. This process
is repeated as long as the cumulative distance (3) over all samples and over all
centroids converges to a local minimum.
J =
∑
i
∑
k
rik ‖ xi − µk ‖2 (3)
where:
rik =
{
1 if argminj ‖ xi − µj ‖
0 otherwise
(4)
At the end of the algorithm each data point is assigned to a speciﬁc cluster
(hard classiﬁcation). To ﬁnd the optimal number of clusters the algorithm runs
for diﬀerent values of K parameter combined with a stopping criterion to avoid
over-ﬁtting. Detailed description of the implementation of the algorithm in our
case is provided by [Taraghi et al. 2014a].
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2.3 Markov Chain
A ﬁnite discrete Markov chain [Cover and Thomas 2006] of order one is a se-
quence of random variables X1, X2, X3, ..., Xn for which the following Markov
property holds:
P (Xn+1 = xn+1|Xn = xn, ..., X1 = x1) = P (Xn+1 = xn+1|Xn = xn) . (5)
The Markov chain of ﬁrst order is characterized as memoryless, meaning that
the future state is conditionally independent from all past states given that the
current state is observed. Considering a Markov chain of order k, the probability
of the next state depends on the k previous states. A Markov chain of order k
is described formally as follows:
P (Xn+1 = xn+1|Xn = xn, ..., X1 = x1) =
P (Xn+1 = xn+1|Xn = xn, ..., Xn−k+1 = xn−k+1) .
(6)
The Markov model is represented as a matrix P of all stochastic transition
probabilities between the states. Hence, for n states, the matrix P is of size
n ∗ n. Each row in the matrix represents the stochastic transition probabilities
from one state to all the other states. As a result the sum of probabilities within
a row is always 1.0.
2.4 Hierarchical Clustering
In contrary to the K-Means algorithm, hierarchical clustering classify a set of
data samples into a hierarchy of clusters that are nested within each other.
The objects that are close to each other (according to a linkage metric) are
merged together to build a new cluster. The main two approaches of hierarchical
cluster creation are bottom-up (agglomerative clustering) and top-down (divisive
clustering) [Murphy 2012].
In the agglomerative approach each data sample is considered as a one-
member object leaf of the tree. The most similar pair of clusters are merged
to one parent cluster at each step. This bottom-up process is continued until
the root cluster in the hierarchy is reached, containing all the data divided into
subclusters.
In contrast to the bottom-up approach, divisive clustering is performed in a
reverse order. Beginning with the root, the whole data samples are considered
as one cluster. The root cluster is split in to subclusters until the leaf clusters of
the hierarchy are created.
The result of hierarchical clustering is a tree-like structuring of the clusters.
Starting with the root cluster, the distance or height diﬀerence between branches
in the generated tree represent the dissimilarity between the subclusters that are
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Table 1: The size and composition of the cleaned dataset.
Addition Subtraction Multiplication Division
#Users 107603 47340 48114 48785
#Questions (distinct) 397914 161645 8633 52008
#Questions (total) 8169868 2125309 1773888 1796888
merged. Diﬀerent dissimilarity measures can be used for this purpose. One of
them, the Ward’s method bases on the incremental sum of squares; that is the
increase of sum of squares of distances between all objects of the clusters and the
cluster centroids when the clusters are merged. The merging cost of combining
the clusters used as distance measure is calculated as follows:
d(A,B) =
√
2nAnB
nA + nB
‖ c¯A − c¯B ‖2 . (7)
whereas nA and nB are the number of objects within some clusters A and B, c¯A
and c¯B are the centroids of the clusters A and B respectively and ‖ c¯A− c¯B ‖ is
their Euclidean distance.
3 Dataset Description
The dataset was provided by the Android application UnlockYourBrain. The
application poses one basic mathematical question (addition, subtraction, mul-
tiplication and division) each time the user tries to unlock the screen of the
smartphone. The user can select an answer from a set of provided options. The
number of answering options varies for each question between two and ﬁve. In
case the answer is correct, the screen is unlocked, otherwise the user can con-
tinue trying to select the correct answer from the remaining options. The user
can skip the application at the very beginning or at any further step.
The raw dataset contained inconsistencies due to missing records. Further-
more, there were cases where the user skipped the question without selecting
any answering option. It is assumed that when a user answers a question always
correctly (without ever trying any of the several false options), then this ques-
tion is already mastered. Therefore, the number of repeatedly correct answered
questions would compromise the statistical analysis. In all the above described
cases, the dataset was properly cleaned. The size of the cleaned dataset is given
in [Tab. 1].
The fact that some questions in the cleaned dataset appeared rarely indicated
that a question must have been posed suﬃciently many times to be considered in
the forthcoming analysis. The minimum number of question occurrences, known
as minimum sample size of the data, can be calculated by equation (1). After
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Table 2: The size and composition of the reduced ﬁnal dataset. The minimum
sample sizes are based on a conﬁdence level of 95% and a conﬁdence interval
(margin error) of 2%.
Addition Subtraction Multiplication Division
Minimum sample size 2400 2398 2398 2398
#Users 102722 38708 46357 47558
#Questions (distinct) 667 155 268 204
#Questions (total) 4228439 611312 1191450 1086256
trying several values, we decided on a conﬁdence level of 95% with an error rate
of 2%. The minimum numbers of questions that fulﬁl the requirements above are
corrected for each mathematical operation according to the equation (2). Hence
for addition it is 2400 and for the other three operations 2398. This led to a
reduction of our cleaned dataset. The size of the ﬁnal dataset that is used for
the analysis can be taken from [Tab. 2]. For instance within the set of addition
problems, only the questions that were posed at least 2400 times (the calculated
minimum sample size) were considered for the analysis. Consequently the dataset
was reduced from 397914 to 667 distinct questions. Summing up the frequencies
of occurrence of each individual distinct question, the total number of questions
that were analysed, was reduced from 8169868 to 4228439.
4 Question Classification
The overall answering behaviour of the users to a speciﬁc question is an indicator
of the relative diﬃculty of that question. The following subsections describe
the possible answering types of the users, the derived diﬃculty levels, and the
classiﬁcation algorithm that is used to cluster the questions in diﬀerent diﬃculty
levels.
4.1 Answering Types
As mentioned before, the questions are posed to the users with varying num-
ber of answering options. Depending on the number of options, the user has a
limited number of answering type possibilities. [Tab. 3] shows the user’s answer-
ing possibilities with regard to the posed answering options. The rows represent
diﬀerent answer possibilities (types) for each provided number of options. For
instance, given a question with two answering options, the user can only choose
one answer that will be either correct (R) of false (W). Considering a question
with three answering options, the user can either answer correctly (R) or make
a mistake in the ﬁrst round. In the later case two answering options remain.
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Table 3: Answer types for a question in regard to diﬀerent numbers of answering
options.
#Options Answer types
2 R W
3 R WR W WW
4 R WR W WWR WW WWW
5 R WR W WWR WW WWWR WWW WWWW
Dimension 1 2 3 4 5 6 7 8
The user goes on with the second round and chooses either the correct (WR)
or wrong answer (WW). The user may skip the application without selecting
any option in the second round. In that case the answering type of this question
remains wrong (W). The answer types for questions with four or ﬁve answering
options can be deﬁned accordingly.
Every question can be posed with varying numbers of options each time.
Therefore, before classifying a question, the probabilities of the same answer
types are summed up. In total there are eight diﬀerent answering possibilities
that will deﬁne the dimensions used in the classiﬁcation algorithm.
4.2 Classification of Questions
The classiﬁcation of questions is based on their answer types. Each question is
represented as a point in an eight-dimensional feature space, where each dimen-
sion represents the probability of occurrence of one answer type. The questions
of each mathematical operation were considered separately. The classiﬁcation
algorithm that was used is K-Means (see [Section 2.2]) which computed 13 clus-
ters for addition, 10 for subtraction, and 11 for multiplication as well as division
operations. Each cluster gathers questions that are considered to have similar
level of diﬃculty. [Fig. 1] depicts the computed clusters for the addition oper-
ation according to three of the eight features (R, W, WR). Each point in the
ﬁgure represents one posed addition question.
We then sort the clusters according to the diﬃculty level of the questions
they contain. As an example, the centroid’s coordinates in each dimension are
plotted in [Fig. 2] for the multiplication problems. The centroids represent each
cluster individually. It can be seen that clusters 11, 2, and 7 contain the most
diﬃcult questions whereas 1, 4, and 10 contain the easiest. It can be observed
that the more easy a cluster is characterized the less probable it is that a user
answers to the questions in this cluster incorrectly.
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Figure 1: The classiﬁer computed thirteen diﬃculty levels within the set of ad-
dition problems. The clusters are plotted on three out of eight dimensions: R,
WR and W.
Figure 2: Probability distribution of eleven clusters’ centroids of multiplication
problems, sorted in ascending order for the probabilities in answer type R. While
the probabilities for the sorted list of clusters increase in dimension R, they
decrease analogously in dimensions WR, WWR, WWWR and WWWW.
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5 Learner Profiling and Classification
5.1 Learner Profiling
The question clustering according to diﬃculty was designed to support the
adaptation of the application according to the user’s learning proﬁt. There
are several works that deal with the impact of the order of questions appear-
ance in a test or questionnaire [Weinstein and Roediger 2012], [Coniam 1993],
[Gray 2004], [Carraso et al. 2013], [Doerner and Calhoun 2009], [Perreault 1975].
Many of them put emphasis on the psychological eﬀects of the question sequence.
Without intention to neglect those facts, we nevertheless concentrate more on
the evolution of the learning process as it unfolds over time. Assuming the se-
quence of the posed questions has an inﬂuence on the learning process of the
users, one goal of the application will be to pose the questions in a sequence that
will eﬀectively advance the learning progress. Therefore, a Markov chain repre-
sentation, where the probability of answering a question of a speciﬁc diﬃculty
level can be assumed to be in relation to the previous answers, characterizes the
learning eﬀort of the user.
Such an application cannot remain static over time as the new answering be-
haviours will aﬀect the number and content of question’s clusters. Furthermore, it
cannot be assumed that each user learns in the same manner. An adaptive users
learning proﬁle can be constructed by using the initial answering behaviours as
a starting point.
The use of the application can be seen as a sequence of alternating question -
answer type pairs. The model of the application use was produced by a Markov
chain. Both the question clusters and the answer types are states of this Markov
chain. Transitions are only allowed between question clusters states and answer
type states. The Markov chain of order k = 1 is memoryless. Each transition from
a question cluster to an answer type has the probability of the user’s answering
any question within this speciﬁc question cluster as deﬁned by the answer type
(see [Section 4.1]). These transition probabilities are computed over the course
of the application use and are continuously updated. The transition probability
from a speciﬁc answer type to a question cluster (probability of the next posed
question) is deﬁned by the application. [Fig. 3] presents all possible transitions
for order k = 1 along with two explanatory examples. For order k > 1 the
transition probabilities are formed given the probabilities of occurrence of the
last k − 1 previous state transitions. [Fig. 4] shows all possible transitions for
order k = 2 along with two explanatory examples.
Given n question clusters and 8 answer types, the Markov chain model con-
tains n+8 states. The number of all possible transitions depends on the order k
of the Markov chain. Equation (8) expresses the number of possible transitions
in the introduced Markov chain model for each order k.
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Figure 3: Markov chain model of a user proﬁle for k = 1. The states in blue
denote the created question clusters. The states in red represent the eight answer
types. The links between states are all possible transitions during the use of the
application. For instance, C1 → R represents the transition probability that the
user answers correctly in the ﬁrst round (R) to the posed questions that are
classiﬁed in the cluster C1. WR → C2 represents the transition probability for
the case that the user solves questions classiﬁed in the cluster C2, after having
answered to the previous posed question correctly in the second round (WR).
Tk =
{
2(8n)
k+1
2 if k is odd
(n+ 8)(8n)
k
2 if k is even
(8)
As it can be seen, the number of possible transitions Tk is exponential in
the order k. For high order k the model tends to become very large and the
transition matrix sparse. The non-existing transition probabilities for a learner
are set to zero. The actual number of existing transitions for each learner in our
dataset is still very low. In other words, an individual learner experiences only
a small fraction number of all possible transitions.
5.2 Classification of Learner Profiles
As described in [Section 5.1] the learner proﬁles are created using a Markov
chain model that bases on the learners answers to the posed questions. The
transition probabilities built within the Markov chain model characterize the
learners’ behaviour. Each transition represents a diﬀerent dimension or feature.
The transition probabilities are the learner proﬁle feature values that are used
for classiﬁcation of the learners into diﬀerent clusters. Considering the equation
(8), the model becomes exponentially large and the transition matrix sparse for
higher orders k. Consequently, the computation time as well as the required
memory for the clustering algorithm is increased correspondingly. As an exam-
ple, the Markov chain model of the addition problem contains 227136 features
for each of the 86786 sample learners for order k = 4. This leads to a sparse
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Figure 4: Markov chain model of a user proﬁle for k = 2. The states in blue
denote the created question clusters, whereas the states in red are the eight
answer types. The links between states are all possible transitions in this model.
The rectangles wrap the last state transitions, namely the state transitions for
the previous step k = 1. For instance, (C1 → R) → C2 represents the transition
probability that the learner solves questions classiﬁed in the cluster C2, after
having answered correctly a previously posed question from cluster C1 in the
ﬁrst round (R). (WR → C1) → R represents the transition probability that the
user answers correctly in the ﬁrst round (R) to a posed question belonging in the
cluster C1, given that the previous posed question has been answered correctly
in the second round (WR).
probability matrix of size 86786 ∗ 227136 representing the Markov chain models
of all learners.
To overcome this problem, nonlinear dimensionality reduction techniques
were applied to reduce the number of features. We compared diﬀerent dimen-
sionality reduction techniques that best suit our dataset for the purpose of
classiﬁcation [Van der Maaten 2008]. The most appropriate technique for our
dataset was Multidimensional Scaling (MDS) [Van der Maaten 2007]. A detailed
comparative review on dimensionality reduction techniques can be found in
[Van der Maaten et al. 2008].
[Fig. 5] visualizes all learners according to their proﬁles after applying MDS
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Figure 5: Learners proﬁles (i.e. Markov chains of order k = 4 for the addition
problem) as points in a nonlinearly reduced space. The initial 227136 dimensions
are reduced to ﬁve dimensions. The dimensions D1, D2 and D3 represent the
ﬁrst three of the ﬁve dimensions after the application of the MDS algorithm.
for the addition problem and for order k = 4. Each point represents exactly
one learner. The axes D1, D2 and D3 represent the ﬁrst three dimensions after
dimensionality reduction. In the addition problem, the initial 227136 dimensions
are reduced to ﬁve dimensions.
For classiﬁcation of learner proﬁles into diﬀerent clusters the agglomerative
hierarchical clustering (see [Section 2.4]) has been applied. The Ward’s method
(see equation 7) has been used to measure the dissimilarity distance between
clusters.
[Fig. 6] depicts the dendrogram of the top ﬁve clusters and their nested
subclusters. [Fig. 7] depicts the ﬁve top hierarchical clusters of the data points
shown in earlier [Fig. 5]. The hierarchical clustering corresponds also to the
dendrogram of the [Fig. 6].
5.3 Analysis of Hierarchical Learner Profiles
From the ﬁrst observations of the hierarchical learner proﬁles one can attempt to
interpret the results of the classiﬁcation. The similarities between the question
- answer pairs between two users makes them members of the same cluster. We
started with the two users that have the lowest non zero distance and compared
their k = 4 sequences of the addition problem. One common sequence was
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Figure 6: Dendrogram of the top ﬁve hierarchical learner proﬁle clusters for the
addition problem and Markov chains of order k = 4. Each cluster contains many
nested subclusters. The leaves in the ﬁgure (each identiﬁed by a cluster ID on the
horizontal ”Clusters” axis) have themselves further nested clusters, which had
to be cropped for improved visibility. The vertical axis represents the distance
between the clusters, which is a measure of dissimilarity between them.
(R → C13 → WR → C10) → R. These transitions represent the following
application use scenario: both users begin with some correctly answered question.
When confronted with another question from cluster C13 they both answer it
correctly in the second round. Afterwards, the program chooses one question
from cluster C10, which is answered by both learners correctly in the ﬁrst round.
As we move on to user proﬁles with higher distance, the probabilities of the
similar transitions of length k = 4 became more diﬀerent. Furthermore, distant
clusters have also more diﬀerent transition sequences.
A detailed and quantitative evaluation that will also take into account the
relative distances between the questions clusters (and not only the sorted answer
types) will be the ﬁrst addressed part of future work. The results will provide
qualitative and interpretable declarations about the similarities and diﬀerences
between the learning behaviour of the learners. This is the ﬁrst step for creat-
ing learning-aware applications whereas the other parts include (among others)
decision making, support and enhancement of the learners.
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Figure 7: The top ﬁve clusters of the hierarchically classiﬁed user proﬁles. Each
point represents exactly one learner’s Markov chain model reduced to the ﬁrst
three main dimensions D1, D2 and D3. The order of the Markov chain is k = 4
and the addressed arithmetical problem is addition.
6 Conclusion
A user proﬁling mechanism applied to a dataset that deals with basic mathemat-
ical problems (addition, subtraction, multiplication and division) was proposed.
The user proﬁles are based on a Markov chain model that contains transition
probabilities between question clusters and answer types. The questions were
classiﬁed to diﬀerent clusters according to their diﬃculty levels by the K-Means
algorithm. User proﬁles were classiﬁed to detect similarities and and diﬀerences
between the learning process of the users, which can be further used for the
improvement and individualization of the learning environment. The balance
between learner personalization and detection of learning behaviour similarities
can be attained by hierarchical classiﬁcation algorithms that support a desired
and tunable granularity.
The fact that a learning application needs only implicit feedback to enhance
the learners eﬃciency is one of the most important eﬀorts of our proposal. This
approach already has several challenges and open research questions. The clus-
tering of very large number of users is computationally time consuming. The
large number of deﬁned features describing each learner makes the clustering
procedure tedious, hence it cannot be addressed without dimensionality reduc-
tion. The presented work consists a proof of concept that needs to be integrated
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in the original application. The design goals will deﬁne the degree of person-
alization and inﬂuence of the learning procedure itself. The evaluation of the
potential beneﬁts or drawbacks in the learning process as well as the revision
and adaptation of the learning goals can only be fully explored in an integrated,
learning-aware environment.
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