High-throughput sequencing technologies produce large collections of data, mainly DNA sequences with additional information, requiring the design of efficient and effective methodologies for both their compression and storage. In this context, we first provide a classification of the main techniques that have been proposed, according to three specific research directions that have emerged from the literature and, for each, we provide an overview of the current techniques. Finally, to make this review useful to researchers and technicians applying the existing software and tools, we include a synopsis of the main characteristics of the described approaches, including details on their implementation and availability. Performance of the various methods is also highlighted, although the state of the art does not lend itself to a consistent and coherent comparison among all the methods presented here.
INTRODUCTION
The advent of high-throughput sequencing (HTS) technologies has considerably increased the production rate of sequence data. Unfortunately, the cost rates of storage and processing have not witnessed a comparable decrease, turning the management and analysis of HTS data sets into a relevant economic problem and a major scientific challenge for bioinformatics [1] [2] [3] . Therefore, data compression and related techniques play a fundamental role in successfully addressing this challenge.
To this end, random access over compressed data and algorithms whose performance scales well through the memory hierarchy are two key points. They are discussed in Section 'Random access and the memory hierarchy', specifically for compression of biological sequences.
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paradigm for the compression of biological sequences [4, 5] . Although it was conceived as a mere 'theoretical possibility', it is now the main focus of most of the recent studies on compression for biological data, the difficulty being that fundamentally new theoretical insights on how to take full advantage of the mutual information contained in the entire set of sequences are still missing. Section 'Compression of large sequence collections: the generic case' is dedicated to those studies.
Moreover, the important special case of large sequence collections coming from HTS technologies is receiving increasing attention. Such technologies produce, besides the short nucleotidic sequences referred to as reads, also additional metadata, such as quality scores required to assess the reliability of the sequencing process. The simultaneous presence of both alphanumeric and numeric data, where the alphabet of such numeric values is much larger than the alphabet made of the four DNA nucleotides, leads the overall compression process to be far more complicated than the generic case discussed earlier. A compressor for HTS usually splits the input into three different streams of data, which are processed separately and with different techniques: header information, the flat file containing the sequence collection and a file containing numeric vectors, each corresponding to the quality values of each read. These issues are illustrated in Section 'Compression of large sequence collections: the important special case of HTS reads'. In both the generic and the HTS cases, some ad hoc techniques have also been designed, as summarized in Section 'Ad hoc methods'.
As for the third research area identified here, we observe that the sheer amount of sequence data now available is also changing the 'landscape' of sequence analysis. Berger et al. [6] have recently proposed the paradigm of compressive genomics, i.e. algorithms able to analyze biological sequence data in succinct form. The motivation is to tackle the Malthusian growth of sequence data by designing algorithms that work on their succinct representation. The idea is not new, neither in bioinformatics nor in computer science. The related area of succinct data structures was established nearly 25 years ago [7] and compressed string processing algorithms has a similar age. Pioneering work [8] [9] [10] in this latter area deserves special mention. The state of the art for self-indexes, compressed exact and approximate string matching are in [11] [12] [13] , respectively. Over the years, many basic primitives for the analysis of biological sequences in compressed form have been designed. In some cases, some of the algorithms have been engineered to yield 'proof of principle' to the practicality of the approaches. Section 'Toward compressive sequence analysis' presents recent advances on this topic.
Because one of our main goals is making this review useful for anyone applying the existing software and tools, in Section 'Resources, tools and performance evaluation' we provide the following. Table 1 gives a summary of the various software systems that have been engineered based on the methodologies presented in the previous sections. Table 2 gives a summary of performance evaluation of the various methods as they have been established in the literature, together with the data sets that have been used. As it will be self-evident, it is difficult to give recommendations on which method to use in which context, although the reader in the end will have enough information to make an informed choice. Moreover, to encourage proper benchmarking of new methods and possibly foster a homogeneous evaluation of existing ones, we also highlight in Table 3 data sets that can be used as benchmarks for algorithmic engineering and experimentation in this area.
The final section offers some conclusions. Finally, the reader lacking background may consult [50] to acquire the prerequisites.
RANDOM ACCESS AND THE MEMORY HIERARCHY
HTS data are the result of an experiment and, although convenient to archive them in compressed form, it is also to be expected that frequent access is needed to part of the uncompressed file. This gives rise to the problem of accessing part of a text file, from its compressed version, without going through the entire decompression process. The problem is hardly new, but its scale certainly is. Splitting the input into blocks, with the use of compressed full text indexes (discussed in Section 'Toward compressive sequence analysis') would in principle yield a solution, but it is not clear that the overhead to grant full text indexing is worth paying, since much less may actually be sufficient. Moreover, such an approach would severely limit the number of compression techniques available to the ones connected with full text indexing. Therefore, it is They are listed w.r.t. their year of publication.Columns show the method acronym and reference, the format of allowed input data, whether it is lossy or lossless, the category of the method and the approach it is based on. Details on the implementation and the URL of the method are also provided, if available. ZLIB Deflator algorithm achieved better compression ratio than Huffman algorithm in human data, while Huffman algorithm achieved slightly better compression ratio in virus and mouse data Bhola et al. [22] A set of FASTQ files downloaded from the 1000 Genomes Project Web site It compresses the input by as much as 10 times and, compared with DRSC and bzip2, outperforms DSRC in most and bzip2 in all the tested cases GDC [23] Two yeast data sets and a data set of four human genomes, two human genome sequences and the plant genomes of A. thaliana and rice, a large collection of human genomes taken from
Complete Genomics Inc. It improves compression ratio and speed on the yeast collections w.r.t. both specialized competitors, namely Comrad, RLZ-opt, RLCSA and RLZ-RePair, and general-purpose compressors, i.e. gzip, bzip2 and 7 z. The main competitors of GDC are RLZ-opt and RLZ-RePair DSRC [24] Nine files from 1000 Genomes Project
Compared against the two general-purpose compressors gzip 1.3.5 and bzip2 1.0.3 (both run with switch À9), and the specialized DNA reads compressor G-SQZ. DSRC is able to reduce the input data sets from four to over six times mzip [25] Simulated read data sets and two real data sets
The compression rates are close for both real and simulated data sets, and are between 5-fold to 54 -fold smaller than compressed FASTA or BAM, respectively
SlimGene [42] Chr 2 of GAhum GAhum data set with 1.1 B reads, which are sorted according to the alignment location, for a total size of 285 GB Compared with SAMtools, it provides higher compression rates in a lower execution time RLZ [27] A first data set of S. cerevisiae with 39 genomes, another one of
Saccharomyces paradoxus with 36
genomes, a third data set is 33 strains of E. coli sequences Compared with Comrad, RLCSA and XM, it is outperformed by Comrad on some data sets, although it has lower compression and decompression times
GReEn [28] The same sequences used in [32] , plus the YH genome compressed using KOREF_20090224 as reference and four different human genome assemblies (HuRef, Celera, YH and KOREF_20090224) using the NCBI37 version as reference
Compared with GRS and RLZ, it outperforms both of them on the analyzed data sets Each row corresponds to a method. Columns II^III: with reference to the original paper, information on the used data sets and the methods it has been compared against.
reasonable to expect that a trade-off exists between full random access and no random access at all. Some researchers have started its investigation, although not much is present in the current literature. Rather than highlighting, when discussed, whether the possibility of random access to the compressed data is granted by each method, such a feature is given in synoptic form in Table 1 . The size of HTS data sets together with the auxiliary memory requirements of an algorithm may exceed main memory capacity, preventing the processing of the entire data set at once. That may be a serious problem for compression and sequence analysis, as well argued in [30] . This scenario is not new in computer science. In the late 80s, Aggarwal and Vitter [51] , motivated by the availability of larger and larger files to be sorted, introduced a novel way to design and analyze algorithms when the input must reside on disk, since main memory is not large enough to store it. That was the birth of the area of external memory algorithms that, with the advent of larger and larger data sets in many disciplines, has flourished [52] . Given the pace at which HTS data sets grow, the design of algorithms, in particular for compression, that use external memory effectively seems to be a must. Unfortunately, not much has been done in this direction and it is not even clear whether the external memory approach would yield reasonable performance. It is expensive to perform I/ O operations on large data sets, even efficiently. However, some research gives proof of principle that the approach may be valid. Table 1 states whether each method has been designed to work well across the memory hierarchy, specifying whether it has been evaluated according to the external memory model.
COMPRESSION OF LARGE SEQUENCE COLLECTIONS:THE GENERIC CASE
We start with the description of algorithms and tools proposed for the compression of large collections of 
Statistical
The statistical approach is a well known data compression technique, usually based on encoding one symbol at a time depending on its probability. Huffman [53] and Arithmetic Coding (see [54] and references therein) are the most well known methods in this class and of relevance here. Methods have been developed only for some important and specific types of sequence collections: genome-scale multiple sequence alignments (MSA) [55, 56] (the MSAc and FcmMxMSA programs, respectively). They are both based on the construction of evolutionary probabilistic models to be used for text compression as well as image compression techniques. Matos et al. [56] have compared the performance of both methods on two MSA data sets, showing that FcmMxMSA improves the performance of MSAc by $7%. The execution time of the two programs is comparable and empirical evidence given in [56] shows that their time performance grows linearly with the data set size.
Lempel-Ziv
A clear indication of the acute need for a solution for the problem at hand certainly is the fact that the classic Lempel-Ziv data compression methods [57, 58] are now studies within the vertical mode of compression 'in the large'. Recall that the Lempel-Ziv 77 method [58] is based on the construction of a dictionary of repeated substrings that appear in the input string. Extensions to sets of strings have started to appear, where now the dictionary consists of repeated substrings that appear anywhere in the collection. Relevant for this review is COMRAD [38] , an adaptation to the compression of DNA sequences of another existing general-purpose compression algorithm [59] . COMRAD exploits Huffman coding to encode both the dictionary and the data, and takes into account information about the alphabet size and string variations due to evolution, also allowing for reverse complement matches to be included in the dictionary.
TGC [60] is a compression method designed to address the problem of compressing a collection of genomes of the same species when knowledge of the possible variants is given. It takes as input a file in VCF format [61] , containing sequences that are suitably rearranged to increase 'locality of reference' to increase compressibility (see also Subsection 'Boosting' under Section 'Compression of large sequence collections: the generic case'). Then, the rearranged data file is compressed using a specially designed version of Lempel-Ziv 77 that builds its dictionary taking into account the entire rearranged data set rather than the reference genome alone.
Relative compression
When the collection of data to compress is expected to contain strings that are similar to each other, one can exploit relative (also known as 'delta' or 'differential') compression, which basically consists of (i) choosing a reference sequence y; (ii) encoding the differences between the sequence one wants to compress and the reference. Early methods for the compression of biological sequences based on this approach are reviewed in [2, 4] . A key aspect for the success of this technique is the choice of the reference sequence. Although some systematic studies are present [15, 18] , no conclusive result is available and the problem deserves further attention. Next, we give an outline of methods that have appeared since the publication of [2, 4] .
In [43] , an adaptive algorithm is proposed, where the genome is divided into fixed blocks and, for the current position of the string x, the longest matching block is iteratively found and compressed.
GRS [32] stores and analyses individual genome resequencing data by first evaluating how different a chromosome sequence to be compressed is from an homologous reference chromosome. The difference is estimated based on nucleotide composition of the two chromosomes. Then, it filters the longest identical nucleotide sequence and extracts the portion of sequence that is different from the reference, by inserting it in a new file, finally compressing it with Huffman coding. Pinho et al. [28] present GReEn, a compression tool based on Arithmetic Coding that overcomes some drawbacks of the previously proposed tool GRS.
Some recent methods, i.e. [21, 23] , extend the relative compression approach, by allowing a set of strings to be candidate reference sequences. The compression strategy proposed in [14] searches for groups of similar sequences, by building a hash table for the location lists of all the DNA strings of length k. Special phylogenetic trees are then used such that, along their edges, they contain the fewest nucleotide insertions/deletions or substitutions. In [30] , a technique is proposed that, similar to [14] , encodes the differences between similar or overlapping reads, and furthermore uses hard disks as its working memory (all tasks can be done I/Oefficiently). Afify et al. [21] propose a method that stores the differences (and their locations) between each sequence in the set and the reference sequence. Kuruppu et al. [27, 62] propose a greedy technique based on Lempel-Ziv 77 to parse the input x into factors, each occurring in y. A similar technique is proposed in [34] , where a Lempel-Ziv 76 [57] sliding window approach is used to exploit the similarities between x and y, then Huffman encoding is applied to compress the differences. Deorowicz and Grabowski [23] propose an extension of Kuruppu et al. by allowing the 'reference' to be a set of strings: y in addition to some other short strings coming from the collection to be compressed. Finally, for the sake of completeness, we also mention that the method in [16] also uses relative compression; however, it takes as input a file encoding the differences between a reference genome and the one to be compressed, i.e. a delta file. The differences accounted for are single nucleotide polymorphisms, indels and reversals. Such a delta file, which is already a compressed file, is reduced in size even further by their method. Additional improvements of this technique have been recently obtained [63] , where a 37% improvement in compression of the Watson genome is reported with respect to the method in [16] , at the expense of twice the time and memory requirements.
Boosting
In the data compression context, a 'permutation' of the data can be exploited as a booster to facilitate the compression process. That is, a rearrangement of the data can considerably improve, i.e. boost, the performance of a poor (in terms of compression ratio) compression program. Two examples are known and well documented in the literature: table compression [64] and the Burrows-Wheeler Transform (BWT) [65, 66] .
For biological data, table compression has been the only boosting technique available so far [2, 4] . However, data in BAM format can also be reorganized in a sort of boosting. Sorting a BAM file by chromosome and position of alignment typically results in DNA strings that are strongly correlated to the previous BAM record. This is then exploited by the block-based LZ78 compression, provided the data set is 'deep' enough to yield many sequence overlaps. In addition, more rigorous studies have appeared trying to extend the BWT from a single sequence to a set of sequences. Although there are extensions of the BWT to sets of sequences [67] , no evidence of their effectiveness as a booster has been given, to the best of our knowledge. Therefore, a theoretically sound and convincing BWT-based data compression booster for multiple sequences is not available yet. However, heuristic approaches have been proposed. The authors of [35] identify a way of building a permutation of the sequences, and provide experimental evidence that the BWT of the permuted set can be more readily compressed than the BWT of the original collection. Such an approach also facilitates the construction of compressed full text indexes such as the FM-index [68] on largescale DNA sequence collections (see also Section 'Toward compressive sequence analysis'). Another compression algorithm based on a suitable reorganization of the input reads is Scalce [37] that, being specialized to HTS, will be described in Section 'Compression of large sequence collections: the important special case of HTS reads' under Subsection 'Boosting'.
COMPRESSION OF LARGE SEQUENCE COLLECTIONS:THE IMPORTANT SPECIAL CASE OF HTS READS
The approaches summarized below are applied to one of the following file formats: FASTQ [69] : an extension of the well known FASTA file format that records sequence quality data. SAM [70, 71] : additionally stores read names and mapping positions. BAM [70] : a blocked gzipped version of SAM.
It is worth pointing out that other specific formats also exist but they seem to be strictly tied to a specific technology, e.g. the Illumina Export format. Moreover, trace data, which is the real output of the sequencing machines, has its own formats, e.g. ZTR [72] .
Statistical G-SQZ [20] is a two-step algorithm where, in the first step, Huffman encoding is applied to each <base, quality> pair. In the second step, the encoded pairs are written to a binary file, along with a header containing the meta-information. The encoded file consists of a fixed-length header followed by a sequence of blocks, one block per read.
The method by Bhola et al. [22] works on the FASTQ format, which is decomposed into three distinct streams, compressed separately via an adaptive arithmetic encoder based on the statistics collected in the first step. Finally, the encoded streams are concatenated. Fqzcomp [3] works along the same lines.
Quip [39] is an assembly-based lossless compression algorithm that uses a de novo assembly algorithm. In particular, the d-left counting Bloom filter (dlCBF, for short) [73] is used for the matching process on which the k-mer counts are based.
According to the authors, the use of the dlCBF allows a savings in terms of memory usage with respect to the one required by traditional de Bruijn graph assemblers.
Lempel-Ziv
DSRC [24] takes FASTQ files as input and the three corresponding streams are processed by exploiting a hierarchical structure of the compressed data, to provide fast random access to records. The data set is divided into blocks of records and such blocks are grouped into superblocks of larger size. The format allows for an incremental growth of the archive, where new records can be added at the end. Each superblock is compressed independently, while blocks within a superblock share some statistics but, apart from that, are independent.
Relative compression
Fastqz [3] provides its best compression ratio when a reference is given, although it can work without. It first encodes the DNA alphabet via integers (i.e. A ¼ 1, C ¼ 2, G ¼ 3 and T ¼ 4) and then uses a Lempel-Ziv approach by attempting to match sequences to the reference and by then encoding each match as a 32-bit pointer, a direction bit and a list of up to four mismatched base positions. Fastqz may operate in both reference and nonreference modes of compression.
Gencompress by Daily et al. [18] encodes the sequences after statistics on the mismatches have been computed. These statistics aim at optimizing the number of bits required to encode a mismatch, including both its position within a read and the character. The rest of the algorithm is based on relative Elias Gamma encoding (see references in [18] ) for the location information and the combined encoding for the mismatch information.
Gencompress uses the Bowtie mapping program [74] , while Fastqz performs its own mapping. Both methods above work on FASTQ files, while the following methods use the SAM/BAM file format.
mzip [25] , now actively developed in the CRAM toolkit for short read compression [75] , is based on efficient reference-based compression and controlled loss of precision in terms of quality scores (see discussion on quality scores compression in Section 'Compression of large sequence collections: the important special case of HTS reads' under Subsection 'Quality scores compression'). It stores the lookup position of each read on the reference as an integer position, and the read lengths are compressed using Huffman coding, such that the value is stored only once in case of constant read length.
NGC [41] is based on reducing the number of required code words by exploiting common features of reads mapped to the same genomic positions, through a per-column alignment of reads that exploits common features of multiple mapped reads.
Finally, we also mention Samcomp (version 1 and 2) [3] that takes a different approach compared with Fastqz since it uses the alignment from a third-party program such as bowtie2 [76] .
Boosting
Scalce [37] uses a boosting scheme derived from Locally Consistent Parsing [77] , that is, a combinatorial pattern matching technique aiming at finding representative 'core' substrings that are shared among the reads. The reads are then clustered based on these core strings and ordered lexicographically with respect to the position of the representative core within the bucket. Lempel-Ziv variants are finally applied to compress the obtained buckets. Scalce also provides the option to compress both the quality scores and the read names, in addition to the reads themselves. The former are compressed by Arithmetic Coding, the latter by gzip [78] through the reordering Scalce provides on the reads.
Quality scores compression
A quality score is usually modeled as an integer value indicating the reliability of a particular read base. The reliability is initially expressed as a function of the probability of the base being correct and the corresponding quality score is obtained by binning. In turn, the binning process can be seen as a transformation of values in the interval [0, 1] into a set of jAEj discrete bins, where AE can be viewed as an alphabet. Usually jAEj ¼ 94. The vast majority of the methods that include quality score compression use binning and lossy compression. The exact recovery of the quality score is not of paramount importance as long as it is 'close enough' to the original one and, as already well established [44, 79, 80] , lossy compression can grant dramatic gains when exact decompression is not important. Moreover, as outlined next, further research is pushing this area forward.
In [47] , a lossy compression technique is proposed for quality scores, based on Rate Distortion theory. Intuitively, for each read, the corresponding quality score vector is assigned a user-specified number of bits for its encoding. The assignment of how many bits to use for each quality value gives rise to an optimization problem, where the objective function measures the fidelity of the encoding, according to some criterion. The authors of [47] use mean square error as the fidelity criterion and model the source of the quality values in the input file as a multivariate Gaussian distribution.
In [33] , Wan et al. address the issue of economical representation of quality scores and propose to use a stand-alone component for this task. In particular, they break the process of economical representation into three independent and optional components: lossy transformation, lossless transformation and coding (or compression), and use various options instead of advocating a single method for each component. Notably, they also study the relation between quality scores compression and random access of compressed data, giving evidence that some of their proposed solutions can be highly effective.
Finally, Janin et al. [31] have proposed an adaptive and reference-free quality scores compression that brilliantly uses the context of a base for its prediction. Intuitively, if the base can be accurately predicted from the symbols preceding it, its quality score carries little information and it can be encoded in few bits.
AD HOC METHODS
Some of the proposed compression algorithms working on HTS data are specialized approaches aiming at optimizing particular aspects of the problem, as mentioned below.
In Grassi et al. [48] , FASTQ files are first processed to create suitable output files, which are then compressed. In particular, the sequence and quality scores streams are compressed via run length encoding. They create ad hoc procedures to encode two of the most frequent IDs formats for effective compression of this part of the FASTQ stream.
SpeedGene [36] stores large SNP data sets, by selecting one of three different procedures based on the minor allele frequency of the genetic locus to be stored: the first procedure is based on the fact that the marker information of each marker can be represented using a 2-bit code; the second procedure uses subject indices to indicate heterogeneous, homogeneous and missing genotypes; the third procedure uses binary digits for heterogeneous genotype and subject indices for homozygous and missing genotypes.
SlimGene [42] performs fragment-level compression that can be viewed as a special case of compressing with respect to a reference sequence. The input data is a collection of potentially overlapping fragments annotated with quality values, and the entire process aims at efficiently encoding differences due to normal variation and sequencing errors. The main contributions here are the design of a series of domain-specific lossless compressors as well as an investigation of the effect of encoding quality scores on downstream applications, e.g. alignments and variant calling. Such an investigation aims at establishing the important facts of how robust downstream applications are to small changes in quality values.
SamZip [26] is a specialized encoding scheme, using two characteristics of SAM files to improve the compression ratio: (i) the fact that the alignment section of the SAM files consists of fields that can be processed independently, through parallel processing, and (ii) the specific format available for each of these fields. They generate at first an intermediate encoded set of files with a moderate compression ratio, and then apply one of the best case compression tools on each file. We also mention Goby [29] that uses a combination of general compression techniques and techniques that take advantage of the information provided by a data schema.
TOWARD COMPRESSIVE SEQUENCE ANALYSIS
Based on the motivation highlighted in the introduction, and accounting for the development of compressed string matching, we now provide an overview of the algorithms that have been proposed in the past few years to analyze biological sequence data in succinct form.
Self-Indexes
Long before the proposal by Berger et al. [6] about compressive genomics (i.e. analysis on compressed sequences), self-indexes have been at the base of genome-scale sequence analysis [2, 81] . A comprehensive review on the prospects and limitations of those data structures in bioinformatics is presented in [82] . Most of the recent analysis methods built on self-indexes allow for exact string searches. However, recently, some authors have concentrated on extending their use to approximate string matching (X. Yang, B. Wang, C. Li et al., submitted for publication) [83] and local alignments [19, 84] . In particular, Lam et al. [19] report methods and software to find all local alignments of a query string within a text string. For a query string of length 3000, finding all of its local alignments with the human genome requires less than a minute. Although not competitive in speed with BLAST [85] , it is a remarkable improvement over the standard Smith-Waterman local alignment algorithm [86] , since it allows alignments of long patterns in a matter of days rather than years.
An important topic, related to self-indexes, is the construction of lightweight data structures, i.e. data structures that require little space and provide efficient implementations of algorithms. Two recent results are particularly relevant for this review. Bauer et al. [87] propose a lightweight data structure, supporting longest common prefix queries as well as BWT construction over large collections of sequences. The initial experimentation clearly indicates that the proposed algorithms scale well to sequence collections that may come out of Human HTS experiments and opens the way to novel and efficient ways to compute statistics over large collections of data. Moreover, Bauer etal. [88] have proposed lightweight algorithms to build and invert the BWT for large string collections. They provide two versions of their algorithms. The first uses O(m log m) bits of main memory for m strings, while the second makes use of external memory to reduce main memory usage to a constant, independent of m. Their experiments, that account also for comparison with existing methods, show that the BWT of large sequence collections commonly available from HTS experiments can be built in a relatively short period on modest hardware, e.g. 0.98 ms per input base on 4 Gb of data on a nearly standard PC (see [88] for details).
Alignments and compressive genomics
Following up a 'proof of principle' study [45] , Berger et al. [89] provide implementations of some programs from the BLAST family that operate directly on a nonredundant version of a given protein database. In particular, there is a computationally intensive preprocessing step that, based on the detection of similarities among sequences in the database, builds a nonredundant version of it, which is then used for searching via the novel algorithms. Experiments show that the new programs have a running time sublinear in the size of the input data, with comparable precision and speed with respect to the original methods.
Sequence comparison
Another area in which data compression has played a key role is alignment-free comparison of biological sequences. The effectiveness of compression techniques for comparison and classification of biological sequences has been firmly established [2, 4, 90] . However, the problem of comparing large collections of sequences has been considered only recently. In particular, Cox et al. [17] have shown how to compare, all against all, two large sequence collections, via their BWTs. The algorithms have been designed according to the external memory model (see Section 'Random access and the memory hierarchy') to perform sequential scans on the BWT data structures, which reside in external memory. Experiments show that the algorithms scale well with the collection size. A proof of principle application of the technique is to show that BWTs of transcriptomic and genomic reads can be compared to obtain reference-free predictions of splice junctions that have high overlap with results from more standard reference-based methods.
Biological network comparison and assembly graphs
Following the approach of comparing strings via data compression, some algorithms have been developed to compare networks via graph compression. Since there are no universally accepted methods for compressing graphs, the resulting approaches are rather ad hoc. The interested reader can find them in [4, 40] . Although data compression has played only a marginal role in sequence assembly, e.g. [2, 4] , the advent of metagenomic projects demands the delivery of assembly procedures that use succinct data structures. Pell et al. [49] propose the use of probabilistic de Bruijn graphs, based on Bloom Filters [46] , to achieve a 40-fold memory requirement reduction in assembly of metagenomes in microbial studies. At the heart of the technique lies a graph representation method that needs only 4 bits per k-mer. Moreover, their work makes a compelling case for the use of probabilistic de Bruijn graphs for assembly. In the context of the use of probabilistic data structures for assembly problems, it is also worthwhile to recall the assembly algorithm on which Quip [39] is based. While the graph representation by Pell et al. can be seen as an approximation of the original graph, there has been progress also on its succinct exact representation [46, 92] .
RESOURCES,TOOLS AND PERFORMANCE EVALUATION
To allow interested readers to choose the most appropriate tools for their needs, Table 1 provides a summary of their salient features.
Furthermore, for each mentioned method, Table 2 provides a synopsis of the performance evaluation available in the original paper where it was proposed, together with a qualitative indication of the data sets used for that evaluation. No numeric time, space and compression ratio measurements are reported because they would be at least misleading, if not unfair, lacking a uniform criterion across all methods. Moreover, many methods designed specifically for HTS data sets have been compared with standard and generic compressors: those comparisons have an obvious methodological limitation.
Finally, Table 3 shows some of the most common available data sets storing both general and HTS sequence data.
CONCLUSIONS
In this review, we provided a classification of the main techniques proposed in the context of large collections of sequences, according to three specific research directions that have emerged from the literature and, for each, we also summarized the current techniques. Furthermore, to support those researchers and technicians interested in applying the existing software and tools, we presented a synopsis of the main characteristics of the described approaches, including details on their implementation and availability. We also endeavoured to show what is known about the performance of the various methods, including relative comparisons, where available. The review does not (and was not intended to) provide quantitative information, i.e. compression ratio, time and memory usage, of the various methods. One of the main findings of this study is to clearly show that such a comprehensive benchmarking, although difficult to design and carry out, is certainly the most urgent need to help the practitioner in making the right choice.
It is also fortunate that some fundamental steps in the right direction are being taken. The Pistoia Alliance recently organized an open competition [93] among open-source HTS sequence compression algorithms, referred to as the 'Sequence Squeeze Competition'. The corresponding report [94] provides valuable information on the methodologies followed in evaluating the various participating methods (see also [3, 37, 39] ) as well as pointers to the corresponding software. Most importantly, a table is available on the context webpage that provides timing, space usage and compression ratio measures that are at least consistent, since all methods have been evaluated on the same resources and on the same types of data. A winner is also indicated, although in [94] , it is clearly stated that the winner was picked because it did well according to several criteria.
It is also useful to remark on the difficulty in the choice of a method and the caution that one should take in evaluating compression programs for this type of data, which is so well summarized in the mentioned paper that it deserves a verbatim quote: 'Bonfield (the winner, our note) did not actually have one winning entry; rather he had a set of related entries that populated most of the top positions in each category of the contest. This reflected a key outcome, that a one-size-fits-all approach is simply not appropriate in the compression of sequence data. Some organizations may need faster compression times (for quick storage of large volumes), some might want faster decompression (for later review of the data), whereas others might need better compression ratios (for regular network transfer). The contest demonstrated that none of the algorithms would be able to deliver on all fronts variations or configurations could improve performance in one single category, but never more. ' In addition to the pressing practical aspects, this area has great methodological value for the information sciences and bioinformatics because progress in it seems to imply the discovery of fundamentally new ways to store and analyze biological sequence data.
Key Points
An overview of the current compression techniques for large data sets of biological sequences, with a focus on HTS data, is presented. Recent algorithms to analyze biological sequences in succinct form are also summarized. Availability and implementation of compression software tools is finally provided, together with reference databases and data sets.
