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I 
摘要 
当前互联网行业迅速发展，许多互联网平台每天产生大量访问日志，能否以
及如何从日志中挖掘出极有价值的信息成为从业人员关心的重要方向，但随着日
志数据量的不断增长，依靠通用型单机分析工具已经无法满足业务需要。因此，
一个可满足各种不同的临时搜索分析需求、提供可视化操作界面、定制化日志处
理和开放式分析、针对海量日志的迭代处理和查询引擎系统的出现成为必要。 
基于以上现状，本文设计了一个基于 Spark 平台的分布式日志处理引擎系统，
以满足海量 Web 访问日志进行定制化处理和开放式分析的需要。系统设计了日志
采集、日志查询、日志处理以及系统管理功能。日志采集模块实现原始日志文件
的采集与预处理；日志查询模块基于 Scala 的 lift Web 框架，通过简单易用的
交互式界面，由业务人员根据业务特征自行设计日志处理规则，建立查询任务并
进行数据展示；日志处理模块基于 Spark 框架的 RDD 迭代式计算模型，采用分布
式内存计算方式，实现针对海量日志的实时解析和分析处理；系统管理部分则主
要对配置文件进行管理和对集群进行管理与监控。本文还根据具体业务情况，针
对不同业务复杂度的查询任务，使用不同数据量的日志文件，对日志处理引擎系
统进行了功能和性能测试。 
通过系统的实际运行，证实了基于 Spark 的日志处理引擎系统能够较好的完
成日志实时处理的相关工作。后续将充分利用 Spark 生态系统，对功能进行持续
改进和扩展，并进一步提高程序性能。 
 
关键词：日志处理引擎；Spark；大数据 
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Abstract 
In recent years, internet platforms produce a large amount of log every day. 
Whether and how to dig out valuable information in log has become an important 
direction cared by practitioners. With the continual growth of log data, general 
stand-alone analyzer tools have been unable to deal with such huge amounts of data. 
As above, the implementation of a log processing engine system is necessary. The 
system should be able to meet different kinds of temporary needs, provide a visual 
interface for users, customize and iteratively process huge amounts of log. 
Because of the above situation, a distributed log processing engine system based 
on Spark is designed and implemented. The engine can process huge amounts of Web 
log by customized processing and real-time analysis. The engine system has four 
modules. The log collection module implements the collecting and preprocessing 
functions for the original log files. The implementation of log query module is based 
on Lift Web framework by the Scala language, which provides interactive web pages 
for users to make it simple and easy to use. Users can design and create query rules 
for log business by themselves, submit the query task, and view the result of the task 
through these web pages. Based on Spark framework with iterative model of RDD 
and distributed memory computing technology, the implementation of log processing 
module can implement parsing and processing functions according to the query rules 
for huge amounts of log data. System management module is designed to manage the 
configuration files and the Spark cluster. In view of query tasks with different 
business complexity, and different amount of log data, functional test and 
performance test of the system were performed.  
According to actual operation state of the engine system, the log processing 
engine based on Spark can complete the real-time log processing work well. The 
focus of future work is making full use of the Spark ecosystem to continuously 
expand system functionsand improve the performance of the application. 
 
Key Words:Log Processing Engine; Spark; Big Data
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1 
第一章  绪论 
本章描述日志处理引擎的基本背景和主要研究内容，首先主要介绍引擎系统
的研究背景，其次对实现引擎系统所依赖的分布式大数据处理技术的国内外研究
现状与存在问题进行说明，然后明确该系统的研究目标和内容，最后描述全文的
组织结构。 
1.1 研究背景与意义 
近年互联网行业迅速发展，许多互联网平台每天产生大量访问日志，这些日
志中包含了大量产品分析人员感兴趣的信息,能否以及如何从日志中挖掘出极有
价值的信息成为从业人员关心的主要方向。早年大多公司或企业进行日志处理分
析的方式比较单一，需要运营维护人员具有强大的正则表达式功底，使用 shell
命令如 grep、awk、sed 等，通过 crontab 配置定时任务来对日志数据进行分析
处理，再筛选出关键字或查询结果。随着越来越庞大的服务器数量，对于要求更
高的日志查询、排序和统计等要求，仍然使用这样的处理方式难免力不从心。如
果使用数据库进行数据存储，其检索和查询过程又极为繁琐，而且数据库本身不
能满足海量级别的日志处理要求，数据库的 schema 也无法适应多变的日志格式，
同样也无法有效地针对日志数据进行全文检索和字段检索。 
随着日志数据量、访问类型、输出格式、用户数量、产品分析需求的不断增
长，业务特征越来越多样化，遇到的产品问题也越来越繁杂，业务人员常常需要
通过查找和分析用户日志以定位这些问题的根源，并从中寻求最佳解决方案。同
样的，企业针对调研性质的需求也越来越多，如挖掘潜在的客户需求、分析客户
的业务特征等，这类需求具有突发性、临时性和多样性等特点，依靠通用型的单
机分析工具进行预先处理的常规统计项已经无法满足业务需要。综上所述，当前
迫切需要一个针对海量日志进行迭代处理和查询的日志处理系统，该系统应当能
够满足各种不同的临时搜索和分析需求，为用户提供可视化的交互界面，进行定
制化的日志处理和开放式分析，并且满足分布式存储、计算和管理的需要。 
近年来大数据处理技术得到广泛的研究和应用，Hadoop 生态圈的出现解决
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了单机服务无法处理大量数据且效率低下的瓶颈问题，其 MapReduce 计算引擎是
在数据分析过程中才实现对数据的解析，非常适合处理 Web 日志这样的非结构化
数据[1]。但是 MapReduce 抽象层次过低，难以上手，且其中间数据需要保存在 HDFS
上而不是直接存放在内存中，无法满足迭代式计算的性能要求。Apache Spark
则是 Hadoop MapReduce 的不断改进，作为一种内存计算框架，其 RDD 计算模型
具有强大的抽象能力，逻辑处理过程简单清晰，能够大量简化开发过程。Spark
框架还提供了统一的数据处理平台，整个生态系统非常完整，十分方便进行业务
平台的扩展。 
在大数据分析业务中，大部分都是半结构或非结构化数据，其中以日志数据
占比最多，而 Web 访问日志就是一种典型的非结构化数据记录。如何应用基于
Spark 平台的分布式计算和存储技术，对海量 Web 访问日志进行定制化处理和开
放式分析是本文作此研究的出发点。 
1.2 国内外研究现状与存在问题 
随着大数据技术的发展，国内外许多公司在 Google 论文中提到的
MapReduce[2]模型的基础上发布了一系列开源项目，逐渐有了一些相对成熟的分
布式技术平台，针对日志分析的分布式处理技术也有了很大改善，使得企业能够
从中选择更适合自己的技术，发挥日志数据的最大价值[3]。以下分别对当前主流
的几种分布式计算系统进行介绍。 
Apache Hadoop 基于 MapReduce 分布式计算框架和 HDFS 分布式文件系统，
其实质上是一个分布式数据的基础设施，具有完整的生态系统，它改变了集中式
计算采用昂贵大型机的硬件方式，而采用普通计算机组成的集群，通过集群中的
多个服务器节点进行数据集的分散存储和计算[4]，能够高效地从海量数据中挖掘
出有意义的信息。 
Hadoop 的发展经历了几个阶段，Hadoop 1.0 采用 MRv1 版本的 MapReduce
编程模型，可扩展性差，可用性差，资源利用率低，不能支持更多 MapReduce
框架。Apache为了解决以上问题，对Hadoop进行了升级改造，诞生了Hadoop MRv2。
MRv2 虽然仍然支持 MRv1，但其核心不再是 MapReduce，而是 YARN，MapReduce
框架成为可插拔的组件，可被替换为其它 MapReduce 实现，如 Strom、Spark 等。
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Hadoop2 从提出至今数年时间，国内外众多互联网公司，如国外的 Yahoo[5]、
Facebook[6]、Amazon[7]以及国内的阿里巴巴[8]和百度[9]等都在此基础上逐渐研发
出了相对成熟的分布式技术平台[10]。 
Storm 由 Twitter 数年前主推，常被称为实时流处理领域的 Hadoop。Storm
可用来进行持续的流消息处理或进行分布式 RPC 处理等具有实时性质的分析与
处理过程[11]。但 Storm 并不存储数据，而是更多用于在线接收和分析工作，其
针对大数据的特性仅适用于实时在线请求量比较大的情况，而非批处理。因此对
于 Storm 框架的实际落地，为了兼顾批处理和实时性要求，通常在架构上需要将
Hadoop 和 Storm 结合起来使用。2015 年 6 月，Twitter 对外宣讲了更适合超大
规模集群的实时流数据处理系统Heron，它在稳定性上有比Storm更优异的表现，
如今 Twitter 内部已经舍弃了 Storm 并用 Heron 替代[12]。 
Hadoop MRv2 虽然解决了 MRv1 中的一些问题，但由于对 HDFS 的频繁操作，
例如计算结果持久化、数据备份及 shuffle 操作等，导致磁盘 I/O 成为系统性能
的瓶颈，因此 Hadoop 只适用于离线数据处理，而不能提供实时数据处理能力，
如果要实现统计信息的实时查询，Hadoop 显然不适合这样的要求。 
出于实时数据计算和分析需求的驱动，近几年以来 Apache 顶级项目中最火
的大数据处理的计算引擎非 Spark 莫属。Spark 是一种能够针对大数据集进行快
速迭代和分析处理的基于内存的通用计算与处理框架，具有低延迟的特点[13]，
用于解决当前 Hadoop 框架在迭代式和交互式的计算过程中遇到的瓶颈问题[14]。
Spark 针对 Hadoop MRv1 的问题对 MapReduce 做了大量优化，可以说 Spark 是
Hadoop MapReduce 的增强版本。Spark 启用了基于内存使用的弹性分布式数据集
RDD，极大地提高了大数据的迭代处理速度，其流式计算能力甚至强于 Storm。
Spark 还具有丰富的数据源支持，极大的方便用户将现有计算系统迁移到 Spark
上。另外，Spark 本身使用 Scala 语言实现并运行于 JVM 上，与 Scala 和 Java
都能够紧密集成，同样也支持 Python 和 R 语言[15]，有效减少了开发人员的学习
成本，使开发人员能够快速实现程序，并提高开发效率。 
全世界有许多公司和组织使用 Spark，并且为 Spark 社区贡献代码，使得
Spark 的活跃度非常高。Spark 社区基本保持一个季度一个版本，2016 年 7 月 26
已发布 Spark 2.0 版本，相较于 Spark 1.0，Spark 2.0 对 API 进行了精简，同
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时对标准 SQL 的支持大幅减少了应用程序往 Spark 迁移的代价，其第二代
Tungsten engine 的整段代码生成(whole-stage code generation)技术大大提
高了处理性能，结构化数据流技术也极大简化了流数据的处理[16]。 
由于研发的相对简单和数据处理的灵活性，Spark 在开源社区和现实用例中
的受欢迎程度迅速提升，成为 Apache 软件基金会中最活跃的项目，开发者对
Spark 的拥抱以及开源项目本身的开放特质，促使 Hadoop 发行商们关注 Hadoop
与 Spark 的融合，在其发行版本的 Hadoop 框架内集成 Spark 以满足客户需求，
并进一步应用在生产环境中。例如，Cloudera 开发团队就在其发行版本 CDH 中
包含了 Spark 组件，使之成为 Cloudera 平台的补充。这些在大数据技术市场上
具有影响力的发行商的支持，加速推动了 Spark 的应用，进一步提高和扩展了用
户对 Spark 的使用能力。 
目前虽然大部分针对海量日志数据分析所采用的技术是 Hadoop、Storm、
Spark 等，这些技术各有其优势的使用场景，但利用实时搜索引擎处理日志的方
式还比较独特，国外如 Splunk 等公司已经能够提供这样的分析平台，国内也有
少数公司提供此类服务，随着业界对日志分析的关注度不断提升，其价值也将被
更多的挖掘出来，企业应当结合自身业务，调研不同技术的优点与不足，选择符
合自身当前发展需要的大数据技术，充分发挥日志数据的作用。 
1.3 研究目标与内容 
本文旨在探讨应用 Spark 计算框架对海量 Web 日志进行处理和分析，以缓解
传统海量日志并行计算的瓶颈问题。 
1.3.1 研究目标 
本文主要研究目标如下： 
(1) 了解大数据平台技术，结合 Spark 核心 RDD 的原理，实现具有强大查询
功能和定制化数据处理能力的日志处理引擎系统。 
(2) 基于 Spark 平台实现的日志处理引擎系统，其数据计算性能满足业务处
理需要，在一定程度上缓解传统海量日志并行计算的瓶颈问题。 
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1.3.2 研究内容 
本文主要研究内容如下： 
(1) 基于 Spark 建立开放式日志处理引擎的理论架构，并应用 Spark 框架理
论设计出海量 Web 日志处理引擎的系统架构； 
(2) 依照系统架构，结合日志查询和处理的实际应用场景，对系统进行详细
设计、开发和实现； 
(3) 以 Web 访问日志处理为例，根据不同规模的样本数据，针对日志查询和
日志处理模块进行功能和性能测试，检验日志处理引擎的处理效率。 
(4) 针对所得出的实验结果进行总结，并针对研究结果提出建议。 
1.4 论文结构安排 
本文各章节的内容安排如下： 
第一章：绪论，介绍日志处理引擎项目的研究背景，对相关的分布式大数据
处理技术的国内外研究现状与存在问题进行了简要说明，同时明确该项目的研究
目标和内容，并列举本文的整体结构安排。 
第二章：系统需求分析，分别从业务需求分析、功能性需求分析和非功能性
需求分析三个方面进行阐述。 
第三章：系统总体设计，描述引擎系统的整体软件架构和物理架构，基于
Spark 迭代式计算原理和 Lift Web 框架应用，对主要功能模块进行软件实现方
案设计。 
第四章：系统详细设计，结合 Spark 计算框架分层原理对各主要功能的具体
实现流程进行详细描述，并设计相关数据模型。 
第五章：系统实现与测试，详细介绍引擎系统各模块的具体实现细节，开始
部署测试环境，根据实际业务需求，对引擎系统各模块进行功能测试，并对日志
处理组件进行性能测试，最后进行结果分析和总结。 
第六章：总结与展望，总结研究成果，同时指出项目中存在的不足，提出后
续改进方向。 
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