Abstract. We prove exponential localization at all energies for two types of one-dimensional random Schrödinger operators: the Poisson model and the random displacement model. As opposed to Anderson-type models, these operators are not monotonic in the random parameters. Therefore the classical one-parameter version of spectral averaging, as used in localization proofs for Anderson models, breaks down. We use the new method of two-parameter spectral averaging and apply it to the Poisson as well as the displacement case. In addition, we apply results from inverse spectral theory, which show that two-parameter spectral averaging works for sufficiently many energies (all but a discrete set) to conclude localization at all energies.
Introduction
While the first rigorous proofs of localization for one-dimensional random Schrö-dinger operators and their discrete counterparts were given earlier (e.g. [11, 22, 3] ), it has been the results of Kotani on general ergodic potentials [18, 20] which have provided the deepest insights and become the basis of most subsequent work on onedimensional random operators. Kotani's results on Lyapunov exponents and their relation to spectral properties, combined with the method of spectral averaging or the use of Wegner estimates, have provided an elegant and widely applicable proof of one-dimensional localization; see for example [29, 21, 4, 32] .
Spectral averaging was originally introduced in the context of rank one perturbations and thus applied to situations involving random boundary conditions [19] in dimension d = 1 and the discrete Anderson model [29, 30] , for both d = 1 and d > 1. Subsequently, it was understood that spectral averaging can be used on more general perturbations: 'rank one' can be replaced by 'monotonicity' -in form sense -and an unrestrictive compactness assumption. This lead to proofs of localization for continuum Anderson and related models, in both the one-dimensional and multidimensional cases; e.g. [21, 7, 8] . Other approaches to localization, in particular in higher dimension, rely on Wegner estimates and avoid spectral averaging; e.g. [9, 12, 15] . This also usually requires some sort of monotonicity in the random parameters.
The Displacement Model. Let s < 
which is selfadjoint in L 2 (R) if defined as the closure of the corresponding operator on C ∞ 0 (R). The d n describe random displacements of particles in a crystal, modeling the disorder introduced by temperature effects. The existence of an absolutely continuous component in their distribution (or even pure absolute continuity) makes sense from the viewpoint of physics.
The Poisson Model. This is the random Schrödinger operator
where the x i (ω) for ω ∈ Ω are the points of a Poisson process on R with constant density α > 0. For almost every ω they can be labeled in a measurable way by i ∈ Z \ {0} such that . . . < x −1 (ω) < 0 < x 1 (ω) < x 2 (ω) < . . . .
They have the property that for every Borel set B ⊂ R P(#{i : x i (ω) ∈ B} = n) = (α|B|) n n! e −α|B| , (1.3) where | · | is Lebesgue measure. Also, if B 1 ∩ B 2 = ∅, then the random variables #{i : x i (ω) ∈ B 1 } and #{i : x i (ω) ∈ B 2 } are independent. Setting for a moment also x 0 := 0 (not a Poisson point), we define the random distances p n = x n+1 − x n , n ∈ Z.
(1.4)
The p n are i.i.d. with distribution density αe −αt (for more details and references see [32] ).
Since f is locally L 2 and compactly supported we have E(V P ω (0) 2 ) < ∞ (e.g. [32] ), and thus H P ω is almost surely essentially selfadjoint on C ∞ 0 (R) [14] . The Poisson model is used to describe amorphous media, i.e. solids with extreme structural disorder. H X ω is ergodic for both models X = P and X = D, i.e. there is an ergodic dynamical system {T y } on (Ω, F , P), where y ∈ R for X = P and y ∈ Z for X = D, such that
for all y and ω.
Here (U y f )(x) = f (x − y). This, in particular, implies that there are deterministic sets Σ X ac , Σ X sc and Σ X pp such that almost surely
where σ ac , σ sc and σ pp denote the absolutely continuous, singular continuous and point spectrum (closure of the set of eigenvalues), respectively. For the general theory of ergodic operators, see the monographs [5] and [27] .
The assumption f ∈ L 2 loc guarantees that the fundamental results of Kotani [18, 20] extend to the models considered here; see [14, Appendix B] . The generalizations of Kotani theory provided by Minami [23, 24] cover the case f ∈ L 1 loc , f ≥ 0. While all our methods presented below work for general f ∈ L 1 loc , this does not seem to be covered by any of the known versions of Kotani theory (but probably it could be).
Since f is compactly supported, it follows from the independence properties of the Poisson or displacement model that H X ω is non-deterministic in the sense of [23] (generalizing [18] ). Thus Kotani theory implies that the Lyapunov exponent γ X (E) is positive for almost every E ∈ R. This in turn has the consequence that Σ X ac = ∅. Our main result here is that in addition Σ X sc = ∅, and therefore the spectrum for both the Poisson model and the displacement model is pure point with probability one: To our knowledge, Theorem 1.2 provides the first proof of localization at all energies for the "pure" one-dimensional displacement model. In [16] , Klopp studies the semi-classical model −h 2 ∆ + n f (x − n − d n (ω)) in arbitrary dimension. For a certain class of single site potentials f , in particular f ≤ 0, f ∈ C ∞ 0 with sufficiently small support, and under suitable assumptions on the distribution of the d n , in particular the existence of a density, localization is established in certain energy regions near the bottom of the spectrum if h is sufficiently small. Some of the known proofs of localization for Anderson models extend to models with additional disorder in the displacement, but depend crucially on the existence of Anderson-type disorder; see for example [7, 17] . Theorem 1.1 extends the result of [32] , where localization for the one-dimensional Poisson model was proven at positive energies.
The problems arising from non-monotonicity can be illustrated by the breakdown of the methods in [32] for energies E < 0: One of the basic approaches to localization is to use positivity of the Lyapunov exponent in combination with the method of spectral averaging. The result for the Poisson model in [32] is based on spectral averaging for the one-parameter family of operators
Here V is a fixed potential. The family H a essentially arises by fixing all but one of the p n in H P ω . For the Weyl-Titchmarsh spectral measures ρ a of H a it was shown in [32] that the "average measure"
is absolutely continuous in (0, ∞) for arbitrary 0 < a 1 < a 2 < ∞. The proof of this fact uses monotonic a-dependence of eigenvalues of certain finite box operators. This is established in [32] by using Prüfer transform methods going back to Carmona's work, but can most easily be understood in terms of phase space volumes: Let H ρ a ({E}) da > 0. Thus the average measure has a non-trivial pure point component in (−∞, 0).
Similarly, fixing all but one d n in the displacement model leads to a family of the Thus the traditional method of one-parameter spectral averaging does not work in either model. Here are our basic ideas to overcome the problem of nonmonotonicity:
(i) H P ω and H D ω depend on many parameters, which vary independently (p n resp. d n ). If an eigenvalue E is stationary under varying one parameter (as in the above examples), then it should be less likely (respectively happen for fewer E's) that it is stationary under independent variation of two or more parameters. This leads to the idea of using multiparameter spectral averaging (here: two parameters). This will allow us to exclude continuous spectrum from all but a discrete set of energies, which itself cannot carry a continuous spectrum.
(ii) "Monotonicity" of the model enters the proofs in [21] and [32] in the form of monotonic dependence of Prüfer angles on one of the random parameters (equivalent to monotonicity of eigenvalues of finite box operators). Lacking monotonicity, we will use the fact that it is sufficient to have analytic and non-constant dependence on the parameters. This shows local monotonicity away from a discrete set of parameters. To show non-constancy for the various models requires results from inverse spectral theory. Basically, these results say that if f = 0 in one of our models, then at least some solutions will satisfy different data than in the case f = 0. We will collect these results in Section 3.
(iii) It is sufficient to do spectral averaging locally in parameter intervals where the considerations from (ii) yield monotonicity. As long as these parameter values appear with positive probability (guaranteed by requiring absolutely continuous distributions), this leads to a proof of localization with positive probability. Nonrandomness of the spectral type implies almost sure localization.
In a separate publication we will use similar ideas to generalize known results for continuum one-dimensional Anderson type models of the form H Our use of results from inverse spectral theory as given in Section 3 is closely related to ideas from scattering theory, as was pointed out to us by S. Molchanov and B. Simon. The use of scattering theoretic concepts in proofs of localization was discussed in [14] as well as in [26] . We plan to investigate these connections further in future work. In particular, this should allow us to extend our results to models with non-compactly supported single site potential f .
Some of the new ideas presented here, in particular the strategy of replacing monotonicity by analyticity and non-constancy, should also provide insights into related questions in higher dimensions. In particular, they may be useful in proving Wegner estimates for the Poisson model and for the 'non-semi-classical' version of the displacement model (i.e. without a small parameter h as required in [16] .
The proof of our main results is organized as follows: In Section 2 we use known facts from Kotani theory and the method of subordinate solutions to reduce the proofs of localization to results on two-parameter spectral averaging. Results from inverse theory, which will enter the proofs of spectral averaging, are provided in Section 3. Sections 4 and 5 make up the technical core of the paper, the proofs of spectral averaging for the Poisson model and displacement model, respectively. The details of this are somewhat easier for the Poisson model, while the method used for the displacement model in Section 5 has the advantage of supplying a second independent proof of localization for the Poisson case. We outline this briefly in Section 6.
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General Concepts
Let Q ∈ L 1 loc be real-valued and such that L = −d 2 /dx 2 + Q is the limit point at ±∞, and let ρ be the corresponding Weyl-Titchmarsh spectral measure (cf. [6] ), ρ = ρ ac + ρ sc + ρ pp the Lebesgue decomposition of ρ. Subordinacy theory [10] shows that
where M ac = E ∈ R : Lu = Eu has no subordinate solution at +∞, or Lu = Eu has no subordinate solution at −∞ ,
There exists a solution of Lu = Eu which is subordinate at +∞ and at
Defining also 
2) and (2.4) for
The idea of using subordinacy theory in proofs of localization is due to Minami [25] .
(ii) Theorem 2.1(a) and (2.1) imply that σ ac (H ω ) = ∅ almost surely, i.e. Σ ac = ∅. The proof of Theorem 2.1(a) below actually shows the Pastur-Ishii theorem Σ ac ⊂ {E : γ(E) = 0} ess . That this follows easily from subordinacy theory was noted in [2] .
Proof of Theorem 2.1. Positivity of the Lyapunov exponent implies by the theorem of Osceledec and Ruelle theorem (e.g. [5] ) that for almost every E there exist exponentially decaying solutions u + and u − of H ω u = Eu at +∞ respectively −∞ for a.e. ω. By Fubini 'a.e. E' and 'a.e. ω' can be exchanged. For these ω one has |M 
The results of the remaining Sections 3 to 6 of this paper are summarized in If (ξ n ) n∈Z\{0,1} is given such that |M sc | = 0 and P 0,1 denotes the joint distribution of (ξ 0 , ξ 1 ), then for every E 0 ∈ R \ M there exists ε > 0 such that
From here the proofs of our main results, Theorem 1.1 and Theorem 1.2, are completed as follows: By Theorem 2.1 one has |M sc (ω)| = 0 for a.e. ω, i.e. |M sc | = 0 for a.e. (ξ n ) n∈Z\{0,1} . Theorem 2.2, the independence of (ξ 0 , ξ 1 ) from (ξ n ) n∈Z\{0,1} , and Fubini imply This leaves us with having to prove Theorem 2.2, which will be done separately for X = P and X = D. In fact, we will find in both cases that Theorem 2.2 holds for a discrete set M .
Some Inverse Theory
The following Theorem 3.1 contains the key observation which will lead to the proof of Theorem 2.2 and thus of localization for X = P , i.e. the Poisson model (see Section 4). Theorem 3.1 combined with Corollary 3.2 will play an equally important role in the treatment of the displacement model in Section 5.
To prove Theorem 2.2 for X = P we need to study the operators H P ξ with all but the parameters ξ 0 = p 0 and ξ 1 = p 1 fixed. For this we introduce the two-parameter family 2 /dx 2 + V is limit point at +∞ and −∞. As in the counterexample given in Section 1, it is still possible to construct specific V and q such that for some E < 0 there is a solution of −u + V a,b u = Eu which satisfies 
is discrete.
(3.2) represents four different "spectral parameter dependent boundary value problems" for −u + qu = Eu, according to the different sign combinations of ± |E|. The theorem says that if at least one of these boundary value problems has non-discrete negative "spectrum", then q = 0. (Of course, for the sign combinations +− and −+ not even q = 0 gives negative spectrum.) The case +−, and only this one, is obvious, since in this case M 0 coincides with the negative eigenvalues of
Proof. We get a periodic potential Q on R by extending q periodically. Let T be the corresponding self-adjoint operator in L 2 (R). For α ∈ C let f α be the solution of −u + Qu = −α 2 u with initial conditions f α (0) = 1 and f α (0) = α. This gives entire functions
We are going to show that Q = 0, i.e. q = 0, which is a contradiction.
Case and M 1 the set of all those E ∈ R such that
The corollary may be reformulated as follows: If the set of E's such that (3.4) or (3.5) holds for all θ has an accumulation point, then q = 0.
Proof. Suppose that M 1 is not discrete. Then it follows from analyticity of (3.4) in E (for fixed θ) that M 1 = R. In particular, for arbitrary E < 0 and θ = arccot(± |E|), i.e. u (0)/u(0) ∈ {± |E|}, it follows from (3. 
Spectral Averaging for the Poisson Model
be the two-parameter family of self-adjoint operators defined by (3.1). We assume that q = 0. By ρ a,b we denote the Weyl-Titchmarsh spectral measure for H a,b . Theorem 2.2 in the case X = P will follow from Theorem 4.1 below, which establishes spectral averaging for the family H a,b away from M 0 ∪ {0}, where M 0 is the set whose discreteness was proven in Theorem 3.1. 
Then the Borel measure ρ is absolutely continuous on R \ (M 0 ∪ {0}).
At positive energies it will in fact not be necessary to average over both parameters simultaneously, i.e. it will turn out that a2 a1 ρ a,b (B) da defines an absolutely continuous measure on (0, ∞) for every b, which immediately implies that ρ is absolutely continuous on (0, ∞). This part of our result is basically identical to Proposition 3 of [32] , where a slightly different one-parameter model was used. We will comment on this briefly at the end of the section and for now concentrate on the more involved proof of the fact that ρ is absolutely continuous on (−∞, 0) \ M 0 .
For this it is sufficient to show the following: For every E 0 ∈ (−∞, 0) \ M 0 there exist ε > 0 and C > 0 such that
for every continuous non-negative f with support in (E 0 − ε, E 0 + ε). Thus we in fact establish local Lipshitz continuity of ρ in (−∞, 0) \ M 0 .
The proof of (4.2) will use Prüfer variables. For the solution u of −u +Qu = Eu with u(c) = sin θ and u (c) = cos θ let
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use be the Prüfer amplitude and
be the Prüfer angle. Uniqueness of φ c is achieved by requiring that φ c (c, θ, E, Q) = θ and that φ c (·, θ, E, Q) is continuous. The estimate (4.2) will be a consequence of
Proof. The definition of the Prüfer variables yields
r 0 (a + D + b + N, θ, E, V a,b ) −2 = r 0 (a, θ, E, 0) −2 r a (a + D + b + N, φ 0 (a, θ, E, 0), E, V a,b ) −2 ≤ C 1 r 0 (D + b + N, φ 0 (a, θ, E, 0), E, V 0,b ) −2
(4.4) locally uniformly in (a, θ, E). Here we used the fact that r 0 does not vanish and is continuous in (a, θ, E).
In order to get an estimate for the a-integral in (4. 
This and the continuity of φ 0 (D, θ, E, q) in θ and E imply the existence of ε > 0 such that
From the "phase space" structure of the solutions of −u = Eu for E < 0 (in particular the asymptotic character of the lines u = |E|u and u = − |E|u) it follows that there exists an ε = ε (a 2 ) > 0 such that a 2 ] and θ + arccot |E| ≤ ε , and such that
For fixed but arbitrary E ∈ [E 0 − ε, E 0 + ε] the estimate (4.3) will now be shown separately for θ ∈ T 1 = T 1 (E) and θ ∈ T 2 = T 2 (E), where
This can be used to substitute α(a) := φ 0 (a, θ, E, 0) for a after integrating (4.4). (4.10) which completes the proof of Lemma 4.2 for the case θ ∈ T 1 .
In the remaining case θ ∈ T 2 we will do the b-integration in (4.3) first. We start by estimating
locally uniformly in (a, b, θ, E) . In order to substitute β = φ 0 (a + D + b, θ, E, V a,∞ ) for b we will use the fact that
and that by "additivity" of the Prüfer angle
By (4.5) and (4.6) 
. Thus by (4.13) we get 
Thus for continuous, non-negative f with support in (E
(4.14)
The estimate (4.3) in Lemma 4.2, in particular its uniformity in θ, N and E, allows us to exchange the (a, b)-integration and the N -limit in (4.14) by Fatou's lemma and to conclude that
where finally spectral averaging over θ was used, see [19] . It remains to comment on the changes, in fact simplifications, in the above proof which show that ρ is absolutely continuous on (0, ∞). One has 1} be fixed and such that |M sc | = 0, and let p 0 ≥ s and p 1 ≥ 2s. Then H P ξ = H a,b , where the potential V in (3.1) is determined by (p n ) n∈Z\{0,1} and a = p 0 − s,  b = p 1 − 2s, D = 2s, q(x) = f (x − s) .
Proof of Theorem 2.2 in the case
If M 0 is the set from Theorem 4.1, then M := M 0 ∪{0} is discrete. Pick arbitrary a 2 > a 1 > 0 and
Since p 0 and p 1 have absolutely continuous distribution with density αe −αt , it follows that
This implies (2.6) since R \ M is open.
Spectral Averaging for the Displacement Model
To prove Theorem 2.2 in the case X = D we aim at Theorem 5.4 below, which is an analog to Theorem 4.1. However, the statements and proofs are somewhat more involved. Again, we exclude a set M of "singular" energies, see (5.1) below. For E 0 ∈ R \ M we will establish spectral averaging in a neighborhood of E 0 for the family −d 2 /dx 2 +Ṽ a,b defined by (5.7) below. The averaging will be done over
. By picking δ > 0 sufficiently small we can guarantee that for every initial angle θ either the Prüfer angle φ 0 (1, θ,Ṽ a,b ) is non-stationary in a or φ 0 (2, θ,Ṽ a,b ) is non-stationary in b (for fixed a). In fact, this will require that we exclude a finite set (depending on E 0 and a 0 ) of possible choices for b 0 , see Lemma 5.2 below. After these preparations, Lemma 5.3 below will be proven in the same way as the corresponding Lemma 4.2 in the Poisson case.
Let q ∈ L 1 (0, D) be real valued and non-zero, and u 0 (·, θ, E, q) the solution defined in Corollary 3.2. The set 
Proof. We have
By a well known formula (e.g. [32, Proposition 11] 
. This and the argument used in (5.4) yields
Finally, to calculate ∂f /∂α, we use the equality 
(5.7)
Fix an E 0 ∈ R \ M . Also fix a ∈ (0, 1 − D). 
Proof. Lemma 5.1 and
where we also used the fact that u 0 (·, θ,Ṽ a )
is a discrete and, obviously, π-periodic subset of R. The function α(θ) = φ 0 (a, θ, 0) is strictly increasing in θ and such that α(θ + π) = α(θ) + π for all θ. This implies that N (a, E 0 ) := {θ ∈ R : φ 0 (a, θ, 0) ∈ N (E 0 )} is discrete and π-periodic. By (5.8) we have
As in Lemma 5.1, one gets
, (5.10) and as in (5.8) this implies
where η = φ 0 (1, θ,Ṽ a ) . This holds if and only if φ 0 (b, η, 0) ∈ N (E 0 ). For fixed θ and thus fixed η the set
The latter would require cot η ∈ ± |E 0 | and cannot happen in combination with φ 0 (b, η, 0) ∈ N (E 0 ), since (5.11) would yield a contradiction to E 0 ∈ M .) From this and π-periodicity one gets that 
Proof. It is sufficient to assume N > 2. We will treat the two cases θ ∈ T 1 and θ ∈ T 2 separately. First, assume θ ∈ T 1 .
Similarly to (4.4), we have
Substituting α for a and using the argument from the proof of (4.8) and (4.10), we conclude that
Next, consider the case θ ∈ T 2 , in which we will do the b-integration in (5.12) first. We have a, b, θ, E ) and continue to argue very similarly to the case θ ∈ T 1 , doing the b-integration first. We conclude the existence of ε > 0 and δ > 0 such that
This implies (5.12) with the smaller of the two values found for ε respectively δ and the larger of the constants C and C . Then the Borel measureρ is absolutely continuous in (E 0 − ε, E 0 + ε).
Proof of Theorem 2.2 for
Let M be the discrete set defined in ( for E 0 ∈ R \ M and suitable ε > 0. Here P X1,X2 is the distribution of (X 1 , X 2 ) on Ω 0 , and M is the same discrete set as used in the proof of Theorem 2.2 for X = D in Section 5.
As in Section 2 it follows from positivity of the Lyapunov exponent that |M sc | = 0 for P Ω0 -a.e. 
