Markovian pure jump processes can model many phenomena, e.g. chemical reactions at molecular level, protein transcription and translation, spread of epidemics diseases in small populations and in wireless communication networks among many others. In this work we present a novel hybrid algorithm for simulating individual trajectories which adaptively switches between the SSA and the Chernoff tauleap methods. This allows us to: (a) control the global exit probability of any simulated trajectory, (b) obtain accurate and computable estimates for the expected value of any smooth observable of the process with minimal computational work.
Statement of the problem
Typically, X k (t) is the population size at time t of the k − th species in the chemical kinetics jargon. Goal: accurately approximate the Quantity of Interest (QoI)
E [g(X(T ))],
for some real observable g : R 
Example: Gene transcription and translation
In [1] the following example is proposed:
• G
25
− → G+M , a single gene is being transcribed into mRNA.
• M 1000 − − → M +P mRNA is then being translated into proteins.
• P +P Initial state: X(0) = (0, 0, 0), where X 1 , X 2 , X 3 give the molecular counts of the mRNA, proteins, and dimers, respectively. We want to estimate the expected number of Dimers at time T = 1 up to a given tolerance with high confidence. 
Idea: Simulate hybrid paths
• Exact algorithms, like SSA and MNRM [5, 2] , could be TOO EX-PENSIVE, since the expected inter-arrival time between transitions
• Approximate algorithms like tau-leap may be faster [6, 7] but may JUMP from x OUTSIDE Z d + (non physical results) with a positive probability η(x, τ ), where τ is the time step used by the algorithm when the approximate process is at state x.
This work: As we show in [9] , the P (Tau-leap-path exit) depends on P (one-step exit), which can be controlled by computing a bound τ Ch for τ . We propose a hybrid algorithm that at each step adaptively switches between SSA and Tau-leap.
A Chernoff bound for the Tau-leap
The Tau-leap algorithm:
where Y j (λ j ) are independent Poisson random variables with rate λ j . Problem: Given δ, find the largest τ = τ (x, δ) s.t.
In this work we compute ChBnd(x, τ ) as a Chernoff-type of bound for this particular distribution.
Exact pre-leaping: The Chernoff Tau-Leap
Single-reaction case. Let Q be a Poisson random variable with parameter λ > 0. Given a non negative integer n, the Chernoff bound is given by
valid for λ < n (otherwise the bound is trivial). Proof: First note that the Markov inequality gives
When λ ∈ (0, n), inf s>0 {−sn + λ(e s − 1)} is achieved ats = log(n/λ), and its value is n(1 − log(n/λ) − λ). Let n = 10 and λ ∈ (2, 10). Semi-logarithmic plot of
. See Klar's bound in [8] and gaussian approximation in [3] .
Multi-reaction case.
• Solve d unidimensional multi-reaction problems (one for each species). Output: τ i , i = 1, . . . , d.
• For each problem i = 1, . . . , d, we solve approximately by using the Moment-Generating Function of
We developed a fast non-iterative algorithm for computing an approximation of τ i .
• Finally τ Ch (X(t), δ) = min{τ 1 , . . . , τ d }.
Hybrid switching and step selection Algorithm 1: If we are in x at time t, we want to know how to move forward. T k is the next grid point. Use SSA. 4: else 5: Compute τ Ch (A more expensive calculation.) 6: if τ Ch ≥ K 2 τ P J then 7: Use Chernoff Tau-leap. 
Global error decomposition
that is, time discretiz. error
+ statistical error
Where A = A(ω) is the event in which theX-trajectory arrived to the final time T , without exiting the state space of X.Ê [N T L (h, δ)] is the estimation of the expected value of the number of Tau-leap steps in the hybrid path.
Estimation procedure
We have a two-step algorithm:
1. Calibration: Choose the method to use (SSA or Hybrid), and estimate the simulation parameters, given a prescribed TOL.
Define Ψ(h, δ) as the expected cost of a hybrid trajectory. Then,
In the hybrid case returns:
• δ (upper bound for the one-step exit probability for controlling the global exit error).
• a time mesh of size h (for controlling the time discretization error).
• M (the number of Monte Carlo realizations for controlling the statistical error).
In the SSA case returns M SSA .
Computation: Estimate E [g(X(T ))].

Numerical results for the GTT model
Here is one realization of the estimation procedure: 
Conclusions and future work
• We developed the Chernoff Tau-leap algorithm.
• We developed a Hybrid Algorithm based on the SSA algorithm and the Chernoff Tau-leap. This novel algorithm estimates the expected value of an observable of the process X at a final time T within a certain prescribed tolerance TOL with high probability.
• Our algorithm provides the elements for the simulation setting (i.e.one-step exit probability, time mesh and number of hybrid paths) that optimizes the computational work.
• By simulating hybrid paths we can obtain accurate estimates of the number of steps needed when using only pure-jump steps.
