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Abstract. This work introduces a method for constructing
polyphase alternating codes in which the length of a code
transmission cycle can be pm or p − 1, where p is a prime
number and m is a positive integer. The relevant properties
leading to the construction alternating codes and the algo-
rithm for generating alternating codes is described. Exam-
ples of all practical and some not that practical polyphase
code lengths are given.
1 Introduction
Alternating codes (Lehtinen, 1986) are widely used in inco-
herent scatter radar measurements and their properties are
well known. Currently, the only so called type 1 code
lengths are powers of two, which sometimes causes inflex-
ibility when designing radar experiments. With this in mind,
Sulzer (1993) proposed a new type of alternating codes (type
2) that made it possible to use other code lengths. These
codes also produce unambiguous back-scatter autocorrela-
tion function estimates of the target. But there does not exist
a search strategy efficient enough for finding longer type 2
codes. To best of our knowledge, the longest type 2 alternat-
ing code length is 14, which is not necessarily large enough
for all applications.
In this paper we generalize previous work (Markkanen and
Nygre´n, 1997) and apply it to polyphase codes, i.e., codes
that are phase coded with two or more different phases. We
have identified two different types of polyphase alternating
codes. The first type includes codes that have p phases and
code lengths of pm, where p is a prime number and m is a
positive integer. The other class contains codes with p − 1
phases and code length p− 1. The number of codes in these
kinds of alternating code sets is the same as the number of
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Fig. 1. First 50 alternating code lengths, solid black circles repre-
sent known binary phase alternating codes, open circles represent
new polyphase alternating code lengths.
bauds in a code. The first 50 alternating code lengths are
shown in Fig. 1.
This paper concentrates on polyphase alternating codes
satisfying the so called weak condition. Strong codes can
be generated from weak codes using the method described
by Sulzer (1989). This method also works for the polyphase
alternating codes presented in this work. To create an alter-
nating code set satisfying the strong condition, the code set is
duplicated. For each code in the duplicated part, bauds with
even indices are multiplied by −1.
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2 Construction of p-nary alternating codes
By a p-nary radar pulse we mean a phase modulated pulse,
where the complex phases of bauds belong to set Ep =
{1, α, . . . , αp−1}, where α = e2pii/p. In what follows, p
is a prime number unless otherwise stated. A p-nary al-
ternating code of length n is a set of sequences A0 =
(a0,0, . . . , a0,n−1), . . . , An = (an−1,0, . . . , an−1,n−1) of p-
nary pulses satisfying the natural extension of the weak con-
dition given in Lehtinen (1986) for binary codes:
Condition 1. For each i, i′, j and j′ where j−i = j′−i′, i 6=
j, and i 6= i′.
n∑
k=0
ak,iak,jak,i′ak,j′ = 0
Let us denote byM the operator, which shifts the elements
of a sequence cyclically by one, that is
M (a0, . . . , an−1) = (a1, . . . , an−1, a0).
Let A = (a0, . . . , an−1) be a p-nary sequence and let us
denote by U the unit sequence U = (1, 1, . . . , 1). By multi-
plication of two sequences we mean pointwise multiplication
of them and will denote it by ⊗. Similarly we will mean by
conjugate of A the pointwise complex conjugate of A and
denote it by A. Then A⊗A = U , because |ai| = 1 for all i.
Let us denote by C the set of sequences
A,MA, . . . ,Mn−1A,U . Here M i means i repeated
cyclical shift operations. We will show that when A satisfies
the following two conditions, C will constitute a p-nary
alternating code set:
Condition 2. All the sequences of C are different.
Condition 3. Multiplying all the sequences of C by a fixed
one of it permutes C.
To prove this, we need the following properties of the se-
quences satisfying conditions 2 and 3:
Property 1. The sum s of elements of A is −1.
This can be seen by considering the sequence S = A +
MA + · · · +Mn−1A + U , which equals (s + 1)U (the se-
quences A, . . . ,Mn−1A contain in each location all the el-
ements of A in some cyclic order). Because by condition 3
multiplication by A permutes the terms of S, A ⊗ S = S,
and because A⊗ U = A, it follows that
(s+ 1)A = (s+ 1)U.
Now condition 2 requires thatA 6= U . Thus s+1 = 0 and
s = −1.
Notice that in the case of p = 2, when Ep = {1,−1}, it
follows from property 1 that n is odd.
Property 2. There exists i0 so that M iA = M i+i0A for all
i.
By condition 3 there is i0 so that A⊗M i0A = U , that is,
M i0A = A. Then
M iA =M iA =M iM i0A =M i+i0A, for any i.
Let as denote by Ai the sequence formed by taking the
the ith elements of sequences A0, . . . , An−1. Condition 1 is
then the requirement that sum of elements of sequence D =
Ai ⊗ Aj ⊗ Ai′ ⊗Aj′ added by 1 (coming from An = U ) is
0, that is sum of elements of D is −1.
Now Ai =M iA and thus
D =M iA⊗M jA⊗M i′A⊗M j′A.
Property 2 says then that D ∈ C and if we can show that
D 6= U , it follows from property 1 that the sum of elements
of D is indeed −1.
Because B1 ⊗ B2 6= U for any B1 6= B2 it is enough to
show that
M iA⊗M jA 6=M i′A⊗M j′A. (1)
Now the left hand side is M iA ⊗ M j+i0A = M i(A ⊗
M j−i+i0A) and similarly the right hand side is M i
′
(A ⊗
M j
′−i′+i0A). Because j − i = j′ − i′, the sequences inside
parentheses are equal, and because i 6= j they are not equal
to U . Then indeed M i(. . .) 6=M i′(. . .), because i 6= i′.
We will finally make the number of codes and the length
of them equal by copying the first element of each sequence
the end of the sequence. Then An = A =MnA.
To see that condition 1 is still satisfied, let us first suppose
that n is in the set {i, j, i′, j′} but 0 is not. Then that con-
dition follows trivially from what was said above (by drop-
ping the first element of each sequence we have the same
codes, only in order MA, . . . ,Mn−1A,A,U ). If both 0 and
n belong to the set {i, j, i′, j′}, the only possibility is i = 0,
j = i′ = n/2. Then n must be even, so we can suppose
that p 6= 2. With the above choice of indices the left hand
side of Eq. 1 is A ⊗ Mn/2A and the right hand side is
Mn/2A ⊗ A. As they are conjugates, they are unequal, un-
less they are both equal to U . But Mn/2A 6= A and thus
A ⊗Mn/2A 6= A ⊗ A = U , and so D 6= U , meaning that
condition 1 is satisfied also in this case.
The requirement that p is prime is necessary for this
method of constructing alternating codes, with composite p
there isn’t any sequencesA satisfying conditions 2 and 3 (un-
less the elements of A belong already to E′p for some prime
number p′ dividing p). The essential reason for that is that for
composite p sequences A,A ⊗ A,A ⊗ A ⊗ A, . . . can have
different number of ones.
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3 Construction of sequence A
Instead of set Ep we will consider the set Zp = {0, . . . , p −
1} mod p of possible exponents of α. Instead of sequences
with elements inEp we then have vectors in vector space Znp ,
multiplication of sequences corresponds to addition, multi-
plication by complex conjugate corresponds to subtraction
and U is replaced by 0-vector 0 ∈ Znp . The operator M cor-
responds to a linear operator mapping each base vector of Znp
to the previous one, except the first one, which is mapped to
the last one.
Let us thus have a vector A = (a0, . . . , an−1) ∈ Znp and
set C = {A,MA, . . . ,Mn−1A,0} ⊂ Znp . Conditions 2 and
3 then correspond to the following conditions:
Condition 2a. All the vectors in C are different.
Condition 3a. Adding a fixed vector of C to all vectors be-
longing to it permutes C.
The sum of any two vectors in C belong to C by condition
3a. In fact, when condition 2a is satisfied, condition 3a is
equivalent to the condition that sum of any two vectors in
C belong to C, because addition of a fixed vector is then
bijection. Because for any B ∈ C also 2B = B + B ∈ C
and similarly for any k ∈ Zp by induction, it follows that
C is a vector subspace of Znp . If dim(C) = m, number of
vectors in C is pm, and thus n = pm − 1.
Let us now consider in Zp amth-order difference equation
xi+m = bm−1xi+m−1 + . . .+ b0xi, i = 0, . . . , (2)
with b0, . . . , bm−1 ∈ Zp. Because there is only a finite num-
ber of different m-tuples of elements of Zp, any sequence,
which is solution of (2), is periodic (possible beginning with
a non-periodic part if b0 = 0). Let us suppose that (2) has a
solution A′ = {ai}∞i=0 with period n = pm − 1. Then the
vector A = (a0, . . . , an−1) ∈ Znp satisfies conditions 2a and
3a.
Periodic part of A′ contains all pm − 1 different non-
zero m-tuples, and so A′ can’t have non-periodic start. Then
an = a0, an+1 = a1, . . ., and the m-tuples (a0, . . . , am−1),
(a1, . . . , am), . . . , (an−1, . . . , an+m−2), (0, . . . , 0), which
are the starts of vectors A,MA, . . . , Mn−1A,0 are all
the pm different m-tuples of Zp, proving condition 1a. If
B1, B2 ∈ C, there is B3 ∈ C such that the first m ele-
ments of B1 + B2 are equal to the first m elements of B3.
Because B1 + B2 is also a solution of (2), it follows that
B1 +B2 = B3, proving condition 2a.
Notice that we can choose as our A any nonzero vector of
C, e.g., one starting with m− 1 zeros followed by 1.
Thus, in order to satisfy the original condition for alter-
nating codes, it is sufficient that the following condition is
satisfied:
Condition 4. The mth order difference equation in Zp has a
period pm − 1
4 The number of pm-type alternating codes
If all the roots of polynomial Q(x) = xm − bm−1xm−1 −
. . . − b0 are different, the general solution of the difference
equation (2) is
xi = c1αi1 + . . .+ cmα
i
m, i = 0, . . . ,
where α1, . . . , αm are the roots of Q(x) and c1, . . . , cm are
arbitrary coefficients. If Q(x) is irreducible in Zp[x] and
there is no integer d smaller than n such that Q(x) divides
xd − 1, the roots of Q(x) are different and the period of all
sequences {1, αi, α2i , . . .} is n, and so is then also the pe-
riod of sequence {x0, x1, . . .}. Thus each m-degree poly-
nomial Q(x) ∈ Zp[x] satisfying the above mentioned con-
ditions determines a p-nary alternating code, and it is easy
to see that different Q:s determine different codes by com-
paring for all locations of 1, the elements following m-tuple
(0, . . . , 0, 1, 0, . . . , 0) in the solutions of corresponding dif-
ference equations.
It is possible to show (e.g., Lidl and Niederreiter, 1997,
p. 85) that the number of different polynomials Nc satisfying
the above mentioned conditions is
Nc =
ϕ(pm − 1)
m
.
Here ϕ(i) is the Euler ϕ-function, which is the number of
integers smaller than i which do not have a common factor
with i. It can also be shown that there are no other sets C sat-
isfying conditions 1a and 2a, so the number Nc given above
is the number of different alternating codes satisfying those
conditions. This means especially that for any prime number
p and any positive integer m there exist p-nary alternating
codes of length pm.
5 p-nary alternating codes of length p
We will now look more closely at the case m = 1. In this
case the difference equation is simply
xi+1 = b0xi b0 ∈ Zp, i = 0, 1, . . . , (3)
and if we choose x0 = 1, it’s solution is xi = bi0 (mod p).
We get thus a suitable A, if and only if all the numbers
1, b0, . . . , b
p−2
0 mod p are different, that is, if b0 is the gen-
erator of the cyclic multiplicative group Z∗p.
As an example, let us have a look at primes 3 and 5. The
only generator of Z∗3 is b0 = 2, giving the set of exponent
sequences
C = {(1, 2, 1), (2, 1, 2), (0, 0, 0)},
for the base element α = e2pii/3. For Z∗5 there are two gen-
erators b0 = 2, 3, giving the sets
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C = { (1, 2, 4, 3, 1), (2, 4, 3, 1, 2), (4, 3, 1, 2, 4),
(3, 1, 2, 4, 3), (0, 0, 0, 0, 0) }
and
C = { (1, 3, 4, 2, 1), (3, 4, 2, 1, 3), (4, 2, 1, 3, 4),
(2, 1, 3, 4, 2), (0, 0, 0, 0, 0) }
for the base element α = e2pii/5.
Let us suppose that b0 is a generator of Z∗p and A is the
solution of the corresponding difference equation (3). It
was shown in section 3 that the sequence kA belongs to the
code for all k = 0, . . . , p − 1, and by changing the order
of sequences we thus have C = {0, A, 2A, . . . , (p − 1)A}.
This means that the columns of the alternating code are suit-
ably chosen columns of the unnormalized Fourier matrix
Fp = (fij) with fij = eij2pi
√−1/p.
The columns of Fp are orthogonal and form a closed set
under pointwise multiplication. This is true for arbitrary p
and we can use them, or rather the columns of correspond-
ing exponents for searching p-nary alternating codes for any
p, analogously to the use of Walsh sequences in Lehtinen
(1986).
Because all the pointwise products of columns of Fp and
their conjugates are also columns of Fp, set C is an alter-
nating code if the pointwise products of it’s columns corre-
sponding indices of condition 1 are different from U . As
was said earlier, multiplication by complex conjugate corre-
sponds subtraction of exponents, and then for arbitrary p the
setC = {0, A, 2A, . . . , (p−1)A}with the defining sequence
A = (a0, . . . , an−1) ∈ Znp is an alternating code if A satis-
fies the following condition (analogous to the condition for
Walsh indices given in Lehtinen (1986))
Condition 5. For each i, i′, j and j′ where j−i = j′−i′, i 6=
j, and i 6= i′,
(ai − aj)− (ai′ − aj′) 6= 0,
The above condition can be rephrased as: all differences
(mod p) of values ai, aj of elements of A with fixed differ-
ence of indices i, j are different.
We will now consider again for a prime p the sequence
A = {1, b0, . . . , bp−20 } mod p, which defines an alternating
code of length p − 1 (we drop away the duplicate element
from the end).
Because of periodicity of bi0 the sequence A satisfies an
even stronger condition: all differences (mod p) of values
ai, aj of elements of A1 with fixed difference (mod p − 1)
of indices i, j are different.
Then it trivially satisfies also the following condition: all
differences (mod p−1) of indices i, j of elements ofA with
fixed difference (mod p) of values ai, aj are different.
For the “dual” sequence A′ with indices 1, b0, . . . , b
p−2
0
and corresponding values 0, 1 . . . , p − 2 this means that all
differences (mod p − 1) of values of elements of A′ with
fixed difference (mod p) of indices are different.
But this is again stronger than the condition for (p − 1)-
nary alternating codes: all differences (mod p−1) of values
of elements of A′ with fixed difference of indices are differ-
ent, and thus the sequence A′ defines a (p− 1)-nary alternat-
ing code of length p− 1!
Example: dual 7-nary and 6-nary sequences:
When p = 7 and b0 = 3 , we have the following situation:
Z7 Z6
index: 0 1 2 3 4 5 :value
value: 1 3 2 6 4 5 :index
This gives sequence {1, 3, 2, 6, 4, 5, 1} defining a 7-nary al-
ternating code and sequence {0, 2, 1, 4, 5, 3} defining a 6-
nary alternating code.
It can be noted that whereas in p-nary codes the first and
last columns are identical and the constant column of Fp is
not in the code, in (p−1)-nary codes all the columns of Fp−1
are in the code once.
The number of p-nary alternating codes of length p is
ϕ(p − 1) and one could think that it is also the number of
(p− 1)-nary alternating codes of length p− 1. However, this
is not the case, instead different p-nary codes give only dif-
ferent sequences of the same (p− 1)-nary code, and thus the
construction presented here gives only one (p−1)-nary alter-
nating code for each prime p. This can be seen by noticing
that if b0 and b1 are generators of Z∗p, there is k0 such that
b0 = bk01 . If then A = {a1, a2, . . .} and A′ = {a′1, a′2, . . .}
are dual sequences of {1, b0, . . .} and {1, b1, . . .},
a′bk0 = a
′
b
k0k
1
= k0k = k0abk0 ,
meaning that A′ = k0A.
6 Algorithm for generating pm-length alternating codes
Finding alternating codes is a fairly simple computation
that involves going through all possible m-tuples b =
(b0, ..., bm−1) with elements in Zp. This involves going
through only pm alternatives. For each b, we check if the
correspondingmth order difference equation (2) has a period
of pm − 1 (notice that the equation is calculated in modulo p
arithmetic). If this is true, then the difference equation with
coefficients b is a generator for an alternating code set, which
can then be defined as
Aj = {αxj+m+1 , ..., αxj+pm+m}, j ∈ 1, ..., pm − 1,
Apm = {1, 1, ..., 1},
where α = e2pii/p and xi are the values of the generating
difference equation (2), using initial values x1, ..., xm−1 = 0
and xm = 1.
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Fig. 2. The phases of a 25 baud alternating code. The cyclic nature
of the code can be easily seen. One can also see property 2, which
states that each code is conjugate symmetric.
To generate a (p − 1)-nary code, one first generates the
corresponding p-nary code and then forms the code group
using the transformation described in Sect. 5.
Table 1 lists alternating codes up to code length 366, only
one code per code length is listed. The codes are expressed
in terms of number of phases p, generating coefficients b =
(b0, ..., bm−1) and code length. As an example, a 25 baud
alternating code set is shown as phases in Fig. 2. A program
for generating weak and strong polyphase alternating codes
is available at request from the authors.
7 Discussion
It is also possible to use truncated polyphase alternating
codes in a similar manner as binary phase alternating codes,
in order to have smaller number of scans.
Like binary alternating codes, also general p-nary codes
made in this way have the worst possible covariance struc-
ture, and need randomization as described by Lehtinen et al.
(1997). The covariance structures of (p−1)-nary codes have
not been studied yet.
We have also done a complete search of codes with
columns from Fp for all numbers up to p = 15. For num-
bers followed by a prime there is indeed an unique code. On
the other hand, for the numbers 8, 9, 14 and 15 there are no
alternating code sets. These are the first composite numbers
not followed by a prime. This small search hints to the pos-
sibility that there are no p-nary alternating codes of length p
formed from Fp, except when p or p+ 1 is a prime.
8 Conclusions
Signal processing hardware today can easily generate arbi-
trary waveforms, this includes the polyphase codes presented
in this paper. Because these codes also have a constant am-
plitude, there is no transmission power trade-off compared
to binary phase codes. It should be pretty straightforward
to modify existing correlators to use these new codes. The
main benefit of polyphase alternating codes is the larger set
of code lengths compared to binary phase codes.
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Length Np Nc b Length Np Nc b Length Np Nc b
2 2 1 1 88 88 1 ↓ 226 226 1 ↓
3 3 1 2 89 89 40 3 227 227 112 2
4 2 1 1, 1 96 96 1 ↓ 228 228 1 ↓
4 4 1 ↓ 97 97 32 5 229 229 72 6
5 5 2 2 100 100 1 ↓ 232 232 1 ↓
6 6 1 ↓ 101 101 40 2 233 233 112 3
7 7 2 3 102 102 1 ↓ 238 238 1 ↓
8 2 2 1, 0, 1 103 103 32 5 239 239 96 7
9 3 2 1, 1 106 106 1 ↓ 240 240 1 ↓
10 10 1 ↓ 107 107 52 2 241 241 64 7
11 11 4 2 108 108 1 ↓ 243 3 22 2, 0, 0, 0, 1
12 12 1 ↓ 109 109 36 6 250 250 1 ↓
13 13 4 2 112 112 1 ↓ 251 251 100 6
16 2 2 1, 0, 0, 1 113 113 48 3 256 2 16 1, 0, 0, 0, 1, 1, 1, 0
16 16 1 ↓ 121 11 16 3, 1 256 256 1 ↓
17 17 8 3 125 5 20 2, 0, 1 257 257 128 3
18 18 1 ↓ 126 126 1 ↓ 262 262 1 ↓
19 19 6 2 127 127 36 3 263 263 130 5
22 22 1 ↓ 128 2 18 1, 0, 0, 0, 0, 0, 1 268 268 1 ↓
23 23 10 5 130 130 1 ↓ 269 269 132 2
25 5 4 2, 2 131 131 48 2 270 270 1 ↓
27 3 4 2, 0, 1 136 136 1 ↓ 271 271 72 6
28 28 1 ↓ 137 137 64 3 276 276 1 ↓
29 29 12 2 138 138 1 ↓ 277 277 88 5
30 30 1 ↓ 139 139 44 2 280 280 1 ↓
31 31 8 3 148 148 1 ↓ 281 281 96 3
32 2 6 1, 0, 0, 1, 0 149 149 72 2 282 282 1 ↓
36 36 1 ↓ 150 150 1 ↓ 283 283 92 3
37 37 12 2 151 151 40 6 289 17 48 3, 4
40 40 1 ↓ 156 156 1 ↓ 292 292 1 ↓
41 41 16 6 157 157 48 5 293 293 144 2
42 42 1 ↓ 162 162 1 ↓ 306 306 1 ↓
43 43 12 3 163 163 54 2 307 307 96 5
46 46 1 ↓ 166 166 1 ↓ 310 310 1 ↓
47 47 22 5 167 167 82 5 311 311 120 17
49 7 8 2, 2 169 13 24 2, 4 312 312 1 ↓
52 52 1 ↓ 172 172 1 ↓ 313 313 96 10
53 53 24 2 173 173 84 2 316 316 1 ↓
58 58 1 ↓ 178 178 1 ↓ 317 317 156 2
59 59 28 2 179 179 88 2 330 330 1 ↓
60 60 1 ↓ 180 180 1 ↓ 331 331 80 3
61 61 16 2 181 181 48 2 336 336 1 ↓
64 2 6 1, 0, 0, 0, 0, 1 190 190 1 ↓ 337 337 96 10
66 66 1 ↓ 191 191 72 19 343 7 36 3, 0, 1
67 67 20 2 192 192 1 ↓ 346 346 1 ↓
70 70 1 ↓ 193 193 64 5 347 347 172 2
71 71 24 7 196 196 1 ↓ 348 348 1 ↓
72 72 1 ↓ 197 197 84 2 349 349 112 2
73 73 24 5 198 198 1 ↓ 352 352 1 ↓
78 78 1 ↓ 199 199 60 3 353 353 160 3
79 79 24 3 210 210 1 ↓ 358 358 1 ↓
81 3 8 1, 0, 0, 1 211 211 48 2 359 359 178 7
82 82 1 ↓ 222 222 1 ↓ 361 19 48 4, 4
83 83 40 2 223 223 72 3 366 366 1 ↓
Table 1. Alternating codes with lengths up to 366, only one code for each number of phases. The number of phases is denoted by Np,
the number of different code sets Nc and the generator coefficients are denoted by b. The (p − 1)-nary codes are generated from the next
consecutive prime.
