In this paper a multi layer perceptron neural network is used to retrieve vertical atmospheric temperature profiles from satellite radiation data. The training set consists of data provided by the direct model characterized by the Radiative Transfer Equation (RTE) 2) Direct problem Equation (I) represents the direct problem, in which IA is the spectral radiance, A is the channel frequency; 3 is the layer to space atmospheric transmittance function; subscript s denotes surface [9] ; and B is the Planck function which is a function of the temperature T and pressure p given by equation (2), where h is the Planck constant, c is the light speed, and kB is Boltzmann's constant.
1) Introduction
Tikhonov and maximum entropy principle regularization techniques, respectively.
2) Direct problem Equation (I) represents the direct problem, in which IA is the spectral radiance, A is the channel frequency; 3 is the layer to space atmospheric transmittance function; subscript s denotes surface [9] ; and B is the Planck function which is a function of the temperature T and pressure p given by equation (2) , where h is the Planck constant, c is the light speed, and kB is Boltzmann's constant.
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The meteorological process of the atmosphere requires information of the vertical structure of the temperature and the water vapor, which are indirectly provided by satellite radiation data due to the lack of radiosonde observational stations over the globe. These pieces of information are especially important for weather analyses and data assimilation in numerical weather forecasting models in meteorology.
Satellite measured radiation is interpreted in terms of meteorological parameters, requiring the inversion of the Radiative Transfer Equation (RTE) that relates measurements of radiation at different spectral frequencies to the energy at different atmospheric regions. There is a degree of indetermination associated with the spectral resolution and the number of spectral channels.
Noises in the measuring process imply in instabilities to this solution [3, 4] , which led to the development of different methodologies and models to improve satellite data processing. Due to the difficulties to obtain correct RTE solutions, several approaches and methods have been developed to infer information from satellite data [5] [6] [7] .
In this paper a multilayer perceptron artificial neural network (ANN) is designed to solve the inversion of remotely sensed data in a multidimensional function approximation approach. The ANN retrieved temperatures are compared to those obtained [1] and [2] , who used
The solution of equation (l) maybe approached by discretization using central finite differences (3) ANNs are learning systems in the sense they are trained to solve problems by exposure to exemplar patterns. The multilayer perceptron performs a mapping among input and output vectors through the connection strengths among the several neurons that are tuned during the learning process, thus changing the performance of the network.
The design of an ANN solution requires the architecture specification and the definition of training and testing sets.
In this paper Multilayer Perceptrons are trained to solve the inverse problem of inferring vertical temperature profiles from satellite radiance measured. In this application, the experimental data is simulated by adding a random perturbation to the exact solution of the direct problem, corresponding to the intrinsic error measurements in the real world, that is,
where af is the standard deviation of the noise and ,u is a random variable taken from a Gaussian distribution, with zero mean and unitary variance.
All numerical experiments were carried out using 5% of noise (o=0.05). The training set consisted of 101 profiles built from the application of Equation (5) and it is called SDBI (Synthetic Dataset 1).
In addition, the TIGR database [151 provided 861 profiles, from which only 324 were chosen for the learning phase; 324 were chosen for the generalization phase; and 213 profiles were not considered in both phases due to existing outliers. A third training set resulted by combining both previous datasets (SBD1+TIGR).
Each input vector consists of 7 satellite radiance measurements corresponding to 7 different channels of the radiometer. The network outputs a vector with 40 values corresponding to the temperatures at 40 different heights in the atmosphere (see Figure 1) . Figure I shows the layers used for comparison where the error of temperature profiles were computed for each layer. This feature is important because the approach tries to achieved the best performance in layers that are of main interest for meteorological purposes (layers I and 2) which are below p=100 hPa.
The testing phase, also known as the generalization test of the ANN, used 324 profiles from the TIGR data set.
The average simulation errors results at each atmospheric layer obtained with the trained MLP are shown in Tables 1, 2 , and 3, for Layer-I (20 up to 70 hPa, subdivided into 10 sublayers), Layer-2 (85 up to 200 hPa, subdivided into 6 sublayers), Layer-3 (250 up to 475 hPa, subdivided into 6 sublayers), and Layer-4 (500 up to 1000 hPa, subdivided into 6 sublayers). The errors were computed by equation (6) , that relates the obtained ANNs' results to radiosonde-measured data.
Error =_ (TRadiosondc _T Neural Network )2 2 (6) Where N is the number of sub-layers within each layer (as defined in Figure 1 ). Tables 1, 2 , and 3 summarize the results obtained by several different ANN architectures with different number of processing elements in one hidden layer with logistic sigmoid functions. It is to be noticed that the three tables differ in the training set used to train the network. The ANNs perform better with the combined training set. Ten1tre (K) Figure 1 -Atmospheric profile -layer division. TerpwatLire (K) Figure 4 . Retrieved temperature profiles using radiance data from NOAA-14 satellite -SDB I +TIGR dataset.
6) Conclusions
This paper presents an ANN approach for the problem of retrieving vertical temperature profiles of the atmosphere, which is a problem whose mathematical formulation is given by the integral radiative transfer equation, and leads to the solution of a highly illconditioned Fredholm integral equation of the first kind.
The results summarized in Tables 1, 2 , 3, 4, 5, and 6 show the effectiveness of the multilayer perceptrons to solve this inverse problem, and the reconstructions are comparable with those obtained with regularization methods [1, 2] , even for with noise contaminated data.
However, the use of ANNs does not decrease the degree of the inherent ill-posedness of the inverse problem.
In general, operational inversion algorithms avoid being trapped in local minima by starting an iterative search process from an initial guess solution that is close enough to the true profile. Nevertheless, the dependence of the 2692 0L 0, 0n It is important to notice that the ANN perfbrmed well in layers I and 2, which are the most important ones for meteorological applications.
The use of ANNs to solve the problem stated in this paper may imply in a search time reduction, thus making ANNs faster than regularization techniques. Also, the ANNs' features make them appropriate for hardware-based solutions that may be placed directly onboard satellites.
This paper presents preliminary results of an ongoing research that investigates inverse solutions for this problem that may lead to a release in the amount of processing power required to run climate or weather forecasting. New databases have been collected and the obtained neural networks will further be evaluated and compared with other ANNs approaches. Another preliminary result can be found with non-linear Hopfield's neural network in [13] .
