For quasi-linear regression functions the Robbins-Monro process X n is decomposed in a sum of a linear form and a quadratic form both defined in the observation errors. Under regularity conditions the remainder term is of order O(n −3/2 ) with respect to the L p -Norm. If a cubic form is added, the remainder term can be improved up to an order of O(n −2 ). As a corollary the expectation of X n is expanded up to an error of order O(n −2 ). This is used to correct the bias of X n up to an error of order O(n −3/2 log n).
Introduction
To estimate the zero ϑ of an unknown regression function f : R → R whose function value f (X n ) at X n can be observed only with some error V n by Y n = f (X n ) − V n Robbins and Monro (1951) suggested the iteration X n+1 = X n − a n Y n with some fixed number a > 0 [8] . Sacks proved asymptotic normality of √ n(X n − ϑ) using the method of characteristic functions [9] .
Later on Walk showed asymptotic normality of the Robbins-Monro process in a Hilbert space by representing X n as a weighted sum of the observation errors and a remainder term of order o(n −1/2 ) with respect to convergence in probability (see [10] or [11] ). This representation can be considered as a weak first order approximation of the RobbinsMonro process. Strong first order approximations with respect to a.s. convergence were derived by Kersting [6] .
In this paper we obtain (weak) higher order representations which involve sums of linear, quadratic and cubic forms of the observation errors. Under regularity conditions on the regression function and on the constant a the linear term approximates the RobbinsMonro process up to an error of order O Lp (n −1 ) (first case in Theorem 1). By adding a quadratic term the remainder term can be strenghtened up to an order O Lp (n −3/2 ) (second case in Theorem 1). Even more, an additional cubic term improves the remainder up to an order O Lp (n −2 ) (third case in Theorem 1).
There are several applications of these results. The first one is a second order representation of X n − ϑ as an unbiased sum of a linear and a quadratic form plus a bias term which depends on the first and second derivatives of the regression function f at ϑ (Corollary 1). Secondly, an asymptotic expansion of the expectation of X n − ϑ is given (Corollary 2). Thirdly, this expansion is used to derive a bias correction of X n (Corollary 3). In Remark 3 we mention other applications of the representations as given in Theorem 1.
Some Notations. We use x ∨ y and x ∧ y to denote the maximum and minimum of the real numbers x and y, respectively. If the logical expression L is true, 1(L) is equal to the number 1, otherwise to 0. x is the smallest integer greater than or equal to the real number x, and x is the largest integer less than or equal to the real x. N coincides with the set {1, 2, . . .}.
Representations of the Robbins-Monro Process
For sake of simplicity the Robbins-Monro procedure will be studied under fairly simple conditions. For generalizations see Remark 2.
Condition 1 (Robbins-Monro process)
The regression function f : R → R is measurable; V, V 1 , V 2 , . . . is a sequence of independent identically distributed real random variables satisfying EV = 0, EV 2 = σ 2 , and, for some m ≥ 2, E|V | m < ∞; X 1 is a real random variable (the starting value) with E|X 1 | m < ∞. For a given a > 0 the recursion
defines the stochastic process (X n ).
To obtain non-recursive representations of the Robbins-Monro process some regularity conditions must be imposed on the regression function f which concern the local behavior of f around the zero ϑ of f as well as the global behavior of f .
Condition 2 (Quasi-linearity and local smoothness) The measurable function f :
R → R is quasi-linear around ϑ in the sense that
Moreover, f is β-smooth at ϑ ∈ R in the sense that the β * -th derivative of f is Hölder continuous of order β − β * at ϑ where β * := max{n ∈ N : n < β}. For brevity we will use A = f (ϑ), B = f (ϑ) and C = f (ϑ), whenever the relevant derivative exists.
Actually, instead of asking for Hölder continuity of the derivative f (β * ) at ϑ it would be sufficient to require a little bit less, namely existence of some constants c 1 , . . . , c β *
The graph of a quasi-linear function is enclosed between two straight lines intersecting in (x, y) = (ϑ, 0) and having positive slope.
To derive central limit theorems for stochastic approximation procedures Walk rewrote the recursion in a non-recursive representation consisting of a weighted sum L • n defined in the observation errors V 1 , . . . , V n and a remainder term of negligible size [10] . To obtain higher order approximations of the distribution function the Robbins-Monro process will be approximated more accurately involving additional quadratic and cubic forms defined in the observation errors V 1 , . . . , V n which reflect the non-linear behavior of the regression function. Furthermore, the weights in the linear form have to be refined due to the nonlinearity of the recursion. For this let us define multilinear forms
where i, j, k, l ∈ {1, . . . , n}. The weight w n (j, k, l) isn't symmetric in the arguments j, k, l; using a symmetrization argument it can be replaced easily by a symmetric one.
In the following theorem the statement in the case β ∈ (1, 2] is common folklore.
Together with a central limit theorem for triangular arrays of random variables it may serve as a tool to prove a central limit theorem for the Robbins-Monro process. Having this result in mind, by Slutky's theorem it suffices to ensure ∆ n = o(1/ √ n) only. This route was chosen in many investigations dealing with asymptotic normality in stochastic approximation. The next two cases show how this result can be refined by representing the Robbins-Monro process as a sum of a linear and a quadratic (and a cubic) form plus a remainder term of order smaller than the preceding ones.
Theorem 1 Choose p ≥ 1. Assume that Conditions 1 and 2 hold with some β ∈ (1, 4] and some m ≥ p max{β, 2(β − 1)}. If aK 1 > 1/2 and aA > β/2, then the representation
holds with
and
Remark 1 (i) Under the assumptions of this theorem L n , Q n and C n are of order
, respectively. The order of the remainder terms are in
respectively.
(ii) As it can be seen from the proof of the theorem the remainder terms depend not only on the local smoothness of f at ϑ but also on how fast the contribution of the starting value X 1 is averaged out. The latter depends on the size of aA.
(iii) If the assumption aA > β/2 in Theorem 1 is relaxed to aA > β * /2, the statements of Theorem 1 remain valid with
The same comment applies to Corollaries 1-2.
If the diagonal is removed from the symmetric matrix (v n (j, k)) 1≤j,k≤n , the following useful variant of Theorem 1 can be formulated. we have: if β ∈ (2, 4], the following representation
In the last representation the expectation of the linear and quadratic form equals zero. If the second derivative of f at ϑ vanishes, the bias term − 1 n a 3 Bσ 2 2(aA−1)(2aA−1) vanishes as well.
Corollary 2 Under the assumptions of Theorem 1 we have:
Notice that the order of the remainder terms is in between of o(n −1/2 ) and
If ϑ is known, in view of Corollary 1 the expression 1/n 2 n i=1 i(X i − ϑ) is a plausible candidate for an estimate of the leading term in the bias expansion of X n+1 − ϑ. Since ϑ is unknown in practice, we replace it by its estimate X n+1 . To make the estimate working the summation will run only over a subset of the sequence X 1 , . . . , X n+1 . The resulting estimate can then be used to improve on the bias of X n+1 asymptotically. Obviously this bias correction doesn't require any auxiliary estimate. 
converges to zero in L 2 (P ), and corrects the bias of X n in the following way
If m n = n α with α = 2/β is chosen, the remainder is of order O n −2+2/β (log n) 1(β=4) .
In some respects the following proposition complements Theorem 1, but it is also needed as an auxiliary result in the case aK 1 > 1/2.
The sequence of random variables
Remark 2 Condition 2 on quasi-linearity is a rather restrictive assumption on the global behavior of the regression function. It excludes, e.g., bounded regression functions. However, it can be relaxed considerably but on the expense of obtaining remainder terms bounded with respect to the metric induced by convergence in probability only. This is done elsewhere for sub-linear regression functions which do not exclude bounded regression functions anymore (see [3] ). As another possibility to weaken Condition 2 we suggest to modify the recursion by defining X n+1 as the projection of X n − a n Y n on a fixed open interval which is chosen in advance but contains the unknown root ϑ.
Weakening the assumptions to non-identically distributed and dependent random vari-
. . seem to be feasible as well.
Remark 3
In [5] higher order representations as given in Theorem 1 are successfully applied to derive valid second order Edgeworth expansions of the Robbins-Monro process,
i.e.
uniformly in x ∈ R with σ n = var(X n+1 ), distribution function Φ and density φ of a standard normal random variable, and polynomials p 1 and p 2 . Due to the non-linearity of the regression function and the non-linear behavior of the recursion it appears to be easier to deal with explicit approximations of the process instead with the process itself.
The ∆-method provides a means to carry over the expansion of the approximation to an expansion of the Robbins-Monro process itself. These Edgeworth expansions can then be used to find other interesting higher order approximations like coverage probabilites of confidence intervals of ϑ.
Auxiliary Results and Proofs
The following lemma is crucial for the proofs of our theorems.
Lemma 1 Let A > 0. Uniformly in n ∈ N and i ∈ N with 1 ≤ i ≤ n we have
Proof. Using the gamma function Γ we have for all i, n ∈ N with A − 1 < i ≤ n
According to [1] , pp. 304ff, for z > 0 it holds
with Euler constant γ. The occurring integral can be bounded as follows:
Using this we obtain
Multiple application of Taylor's theorem yields
By (1) we obtain in the case
But this is sufficient to prove the lemma.
Lemma 2 Let p ≥ 2. For independent identically distributed real random variables
Proof. By Rosenthal's inequality [7] we show
This proves the lemma.
Remark 4 In the case bp > −1 (i.e. b > −1/p > −1/2) the moment inequality for martingales in [2] delivers the same bounds.
Proof of Proposition 1. Without loss of generality assume a = 1 and ϑ = 0. Then
, if X n = 0 defines a measurable function satisfying K 1 ≤ A n ≤ K 2 on Ω. Induction and partial summation yield
The products can be bounded by
with some constant c independent of j and n. Hence
Lemma 3 Let p ≥ 2, A > 1 and V, V 1 , V 2 , . . . independent identically distributed real random variables with EV = 0 and E|V | p < ∞. Then
Proof. Define random variables R i and S i by
Since E(S i | V 1 , . . . , V i−1 ) = S i−1 a.s., (S i ) is a martingale with respect to the filtration (F i ) of σ-fields given by F i := F(V 1 , . . . , V i−1 ). Now we consider ξ i :
according to Lemma 2. Since Γ i :=
)∨0) , the martingale moment inequality in [2] ensures
A further application of Lemma 2 shows
This concludes the proof of the lemma.
Proof of Theorem 1 in the case 3 < β ≤ 4. Without loss of generality we assume ϑ = 0 and a = 1 (hence A > 3 2 ). Set δ 3 := β − β * ∈ (0, 1]. Then m ≥ 2p(2 + δ 3 ). For each n the random variable A n is defined by
Due to Condition 2 we have
By induction we obtain
Bound for T 0,n . By Lemma 1
Expansion of the linear term T 1,n . Regarding Lemma 1 again we arrive at
) (log n)
according to Lemma 2.
Expansion of the quadratic term T 2,n . Due to Lemma 1 and Proposition 1 it holds
Hence it suffices to expand −
2 X 2 i instead of T 2,n . In the following step we show that in the last sum the random variable
can be replaced by (2)
This can be justified by
, since, applying Proposition 1, one can show
2 , and
) .
Furthermore, in definition (2) of X i the random variable X j can be replaced by
By Hölder's inequality this can be concluded from
, where e 1 and e 2 denote the expressions in the first and the second squared brackets, respectively. The exponents q, q > 1 will be chosen later on such that 1/q + 1/q = 1. To justify the second last equality in the last display we observe that
Furthermore,
and E |e 2 |
, hence consequently q =−1 = 2 + δ 3 . Notice that under the assumptions of the theorem Proposition 1 guarantees the repeatedly used property E| √ jX j | 2p(2+δ 3 ) = O(1). Finally, this implies
Concerning T 2,n it is sufficient to expand
Expansion of S n,1 . Since by Lemmas 1 and 2
we consider
where ∆ j,k,n :=
Hence the p-th absolute moment of the very last double sum in display (3) equals
Expansion of S n,2 . Define
Applying arguments used in the derivation of expansions for T n,1 and S n,1 we show
Using Hölder's inequality, q = 3 and q = 3 2 we find
Similarly as above it can be shown that
) (log i)
Hence it holds
As in (4) one shows
and obtains
Now we demonstrate that the quadruple sum including the first O-term in the last display is of order O L p n −(A∧2) :
applying Lemmas 2 and 3 we continue with
Similarly, for the quadruple sum including the second O-term in the upper expansion of S n,2 one can show
Hence we obtain the following representation
Bound of S n,3 . For
Lemmas 1 and 2 imply
and therefore
Expansion of the cubic term T 3,n . By Proposition 1 it follows 
As in the discussion of the term S n,2 one shows that the second triple sum behind the last equality sign is of order O Lp n −(A∧2) , hence negligible.
Bound of of the remainder term T 4,n . By Proposition 1 we have ) (log n) p1(A= ) .
Now the proof of the theorem is completed.
Proof of Theorem 1 in the case 2 < β ≤ 3. This proof follows the lines of the proof of the case 3 < β ≤ 4. In current case the decomposition of X n+1 consists only of four terms T 0,n , T 1,n , T 2,n and a remainder term 
The Proof of Theorem 1 in the case 1 < β ≤ 2 uses a decomposition of X n+1 in now only three terms T 0,n , T 1,n and a remainder term (log m n ) 1(β=4) + m n n .
