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SURVEY 1
On Refined Versions of the Azuma-Hoeffding
Inequality with Applications in Information Theory
Igal Sason
Abstract—This paper derives some refined versions of the
Azuma-Hoeffding inequality for discrete-parameter martingales
with uniformly bounded jumps, and it considers some of their
potential applications in information theory and related topics.
The first part of this paper derives these refined inequalities,
followed by a discussion on their relations to some classical results
in probability theory. It also considers a geometric interpretation
of some of these inequalities, providing an insight on the inter-
connections between them. The second part exemplifies the use
of these refined inequalities in the context of hypothesis testing
and information theory, communication, and coding theory. The
paper is concluded with a discussion on some directions for
further research. This work is meant to stimulate the use of
some refined versions of the Azuma-Hoeffding inequality in
information-theoretic aspects.
Index Terms—Azuma-Hoeffding inequality, hypothesis testing,
capacity, channel coding, Chernoff information, concentration of
measures, cycles, crest factor, divergence, error exponents, Fisher
information, large deviations, martingales, moderate deviations
principle.
I. INTRODUCTION
Inequalities providing upper bounds on probabilities of the
type P(|X − x| ≥ t) (or P(X − x ≥ t) for a random variable
(RV) X , where x denotes the expectation or median of X ,
have been among the main tools of probability theory. These
inequalities are known as concentration inequalities, and they
have been subject to interesting developments in probability
theory. Very roughly speaking, the concentration of measure
phenomenon can be stated in the following simple way: “A
random variable that depends in a smooth way on many
independent random variables (but not too much on any of
them) is essentially constant” [62]. The exact meaning of such
a statement clearly needs to be clarified rigorously, but it will
often mean that such a random variable X concentrates around
x in a way that the probability of the event {|X − x| > t}
decays exponentially in t (for t ≥ 0). The foundations in
concentration of measures have been introduced, e.g., in [1,
Chapter 7], [10, Chapter 2], [11], [36], [39], [40, Chapter 5],
[41], [61] and [62]. Concentration inequalities are also at the
core of probabilistic analysis of randomized algorithms (see,
e.g., [1], [17], [43], [46], [54]).
The Chernoff bounds provide sharp concentration inequal-
ities when the considered RV X can be expressed as a sum
of n independent and bounded RVs. However, the situation
is clearly more complex for non-product measures where
the concentration property may not exist. Several techniques
have been developed to prove concentration of measures.
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Among several methodologies, these concentration inequalities
include isoperimetric inequalities for product measures (e.g.,
[61] and [62]), logarithmic-Sobolev inequalities (e.g., [27],
[34] and [36, Chapter 5]), transportation-cost inequalities (e.g.,
[36, Chapter 6]), and the Azuma-Hoeffding inequality that is
used to derive concentration inequalities for discrete-parameter
martingales with bounded jumps (e.g., [1, Chapter 7], [5],
[41]). The focus of this paper is on the last methodology.
The Azuma-Hoeffding inequality is by now a well-known
methodology that has been often used to prove concentration
phenomena. It is due to Hoeffding [30] who proved this
inequality for X =
∑n
i=1Xi where {Xi} are independent and
bounded RVs, and Azuma [5] later extended it to bounded-
difference martingales. Some relative entropy and exponential
deviation bounds were derived in [35] for an important class
of Markov chains, and these bounds are essentially identical
to the Hoeffding inequality in the special case of i.i.d. RVs.
A common method for proving concentration of a function
f : Rn → R of n independent RVs, around the expected
value E[f ], where the function f is characterized by bounded
differences whenever the n-dimensional vectors differ in only
one coordinate, is called McDiarmid’s inequality (see [41,
Theorem 3.1]). Some of the applications of this inequality are
exemplified in [41, Section 3]. The derivation of McDiarmid’s
inequality is based on introducing a martingale-difference
sequence whose jumps are proved to be bounded almost surely
(a.s.), and then the rest of the proof relies on the Azuma-
Hoeffding inequality.
The use of the Azuma-Hoeffding inequality was introduced
to the computer science literature in [58] in order to prove
concentration, around the expected value, of the chromatic
number for random graphs. The chromatic number of a graph
is defined to be the minimal number of colors that is required
to color all the vertices of this graph so that no two vertices
which are connected by an edge have the same color, and the
ensemble for which concentration was demonstrated in [58]
was the ensemble of random graphs with n vertices such that
any ordered pair of vertices in the graph is connected by an
edge with a fixed probability p for some p ∈ (0, 1). It is noted
that the concentration result in [58] was established without
knowing the expected value over this ensemble. The migration
of this bounding inequality into coding theory, especially
for exploring some concentration phenomena that are related
to the analysis of codes defined on graphs and iterative
message-passing decoding algorithms, was initiated in [38],
[53] and [59]. During the last decade, the Azuma-Hoeffding
inequality has been extensively used for proving concentration
of measures in coding theory (see, e.g., [32], [42], [45], [54]
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and [63]). In general, all these concentration inequalities serve
to justify theoretically the ensemble approach of codes defined
on graphs. However, much stronger concentration phenomena
are observed in practice. The Azuma-Hoeffding inequality
was also recently used in [64] for the analysis of probability
estimation in the rare-events regime where it was assumed
that an observed string is drawn i.i.d. from an unknown
distribution, but the alphabet size and the source distribution
both scale with the block length (so the empirical distribution
does not converge to the true distribution as the block length
tends to infinity). In another recent work [68], Azuma’s
inequality was used to derive achievable rates and random
coding error exponents for non-linear additive white Gaussian
noise channels. This was followed by another work of the same
authors [69] who used some other concentration inequalities,
for discrete-parameter martingales with bounded jumps, to
derive achievable rates and random coding error exponents for
non-linear Volterra channels (where their bounding technique
can be also applied to intersymbol-interference (ISI) channels,
as was noted in [69]).
This work derives some refined versions of the Azuma-
Hoeffding inequality, and it exemplifies some of their possible
applications in information theory and related topics. The
paper is structured as follows: Section II presents briefly some
background that is essential to the analysis in this work. The
core of the paper is divided into two parts. The first part
includes Sections III and IV. Section III is focused on the
derivation of some refined versions of Azuma’s inequality, and
it considers interconnections between these bounds. Section IV
considers some relations between concentration inequalities
that are introduced in Section III to the method of types,
central limit theorem, law of iterated logarithm, moderate de-
viations principle, and some previously-reported concentration
inequalities for discrete-parameter martingales with bounded
jumps. The second part of this work includes Sections V
and VI. Section V is focused on some of the applications
of these concentration inequalities to hypothesis testing and
information theory, communications and coding. This paper
is summarized in Section VI, followed by a discussion on
some topics for further research (mainly in Shannon theory
and coding). Various mathematical details of the analysis are
relegated to the appendices. This work is meant to stimulate
the derivation and use of some refined versions of the Azuma-
Hoeffding inequality in various information-theoretic aspects.
II. PRELIMINARIES
In the following, we present briefly some background that
is essential to the analysis in this work, followed by some
examples that serve to motivate the continuation of this paper.
A. Doob’s Martingales
This sub-section provides a short background on martingales
to set definitions and notation. For a more thorough study of
martingales, the reader it referred to standard textbooks, e.g.,
[8], [55] and [65].
Definition 1: [Doob’s Martingale] Let (Ω,F ,P) be a prob-
ability space. A Doob’s martingale sequence is a sequence
X0, X1, . . . of random variables (RVs) and corresponding sub
σ-algebras F0,F1, . . . that satisfy the following conditions:
1) Xi ∈ L1(Ω,Fi,P) for every i, i.e., each Xi is defined
on the same sample space Ω, it is measurable with
respect to the σ-algebra Fi (i.e., Xi is Fi-measurable)
and E[|Xi|] =
∫
Ω |Xi(ω)|dP(ω) <∞.
2) F0 ⊆ F1 ⊆ . . . (this sequence is called a filtration).
3) For all i ∈ N, Xi−1 = E[Xi|Fi−1] almost surely (a.s.).
In this case, it is written that {Xi,Fi}∞i=0 or {Xi,Fi}i∈N0
(with N0 , N ∪ {0}) is a martingale sequence (the inclusion
of X∞ and F∞ in the martingale is not required here).
Remark 1: Since {Fi}∞i=0 forms a filtration, then it follows
from the tower principle for conditional expectations that a.s.
Xj = E[Xi|Fj ], ∀ i > j.
Also for every i ∈ N, E[Xi] = E
[
E[Xi|Fi−1]
]
= E[Xi−1], so
the expectation of a martingale sequence stays constant.
Remark 2: One can generate martingale sequences by the
following procedure: Given a RV X ∈ L1(Ω,F ,P) and an
arbitrary filtration of sub σ-algebras {Fi}∞i=0, let
Xi = E[X |Fi], ∀ i ∈ {0, 1, . . .}.
Then, the sequence X0, X1, . . . forms a martingale since
1) The RV Xi = E[X |Fi] is Fi-measurable, and also
E[|Xi|] ≤ E[|X |] < ∞ (since conditioning reduces the
expectation of the absolute value).
2) By construction {Fi}∞i=0 is a filtration.
3) For every i ∈ N
E[Xi|Fi−1] = E
[
E[X |Fi]|Fi−1
]
= E[X |Fi−1] (sinceFi−1 ⊆ Fi)
= Xi−1 a.s.
Remark 3: In continuation to Remark 2, one can choose
F0 = {∅,Ω} and Fn = F , so that X0, X1, . . . , Xn is a
martingale sequence where
X0 = E[X |F0] = E[X ] (since X is independent of F0)
Xn = E[X |Fn] = X a.s. (since X is F -measurable).
In this case, one gets a martingale sequence where the first
element is the expected value of X , and the last element
of the sequence is X itself (a.s.). This has the following
interpretation: At the beginning, one doesn’t know anything
about X , so it is initially estimated by its expectation. At each
step more and more information about X is revealed until one
is able to specify it exactly (a.s.).
B. Azuma’s Inequality
Azuma’s inequality1 forms a useful concentration inequal-
ity for bounded-difference martingales [5]. In the following,
this inequality is introduced. The reader is referred to [1,
Chapter 11], [10, Chapter 2], [11] and [41] for surveys on
concentration inequalities for (sub/ super) martingales.
1Azuma’s inequality is also known as the Azuma-Hoeffding inequality.
Since this inequality is referred numerous times in this paper, it will be named
from this point as Azuma’s inequality for the sake of brevity.
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Theorem 1: [Azuma’s inequality] Let {Xk,Fk}∞k=0 be a
discrete-parameter real-valued martingale sequence such that
for every k ∈ N, the condition |Xk −Xk−1| ≤ dk holds a.s.
for some non-negative constants {dk}∞k=1. Then
P(|Xn −X0| ≥ r) ≤ 2 exp
(
− r
2
2
∑n
k=1 d
2
k
)
∀ r ≥ 0. (1)
The concentration inequality stated in Theorem 1 was
proved in [30] for independent bounded random variables,
followed by a discussion on sums of dependent random
variables; this inequality was later derived in [5] for bounded-
difference martingales. For a proof of Theorem 1 see, e.g.,
[10, Chapter 2], [16, Chapter 2.4] and [43, Chapter 12]). It
will be revisited in the next section for the derivation of some
refined versions of Azuma’s inequality.
Remark 4: In [41, Theorem 3.13], Azuma’s inequality is
stated as follows: Let {Yk,Fk}∞k=0 be a martingale-difference
sequence with Y0 = 0 (i.e., Yk is Fk-measurable, E[|Yk|] <∞
and E[Yk|Fk−1] = 0 a.s. for every k ∈ N). Assume that, for
every k ∈ N, there exist numbers ak, bk ∈ R such that a.s.
ak ≤ Yk ≤ bk. Then, for every r ≥ 0,
P
(∣∣∣∣ n∑
k=1
Yk
∣∣∣∣ ≥ r
)
≤ 2 exp
(
− 2r
2∑n
k=1(bk − ak)2
)
. (2)
Hence, consider a discrete-parameter real-valued martingale
sequence {Xk,Fk}∞k=0 where ak ≤ Xk −Xk−1 ≤ bk a.s. for
every k ∈ N. Let Yk , Xk − Xk−1 for every k ∈ N. This
implies that {Yk,Fk}∞k=0 is a martingale-difference sequence.
From (2), it follows that for every r ≥ 0,
P (|Xn −X0| ≥ r) ≤ 2 exp
(
− 2r
2∑n
k=1(bk − ak)2
)
. (3)
Note that according to the setting in Theorem 1, ak = −dk
and bk = dk for every k ∈ N, which implies the equivalence
between (1) and (3).
As a special case of Theorem 1, let {Xk,Fk}∞k=0 be a
martingale sequence, and assume that there exists a constant
d > 0 such that a.s., for every k ∈ N, |Xk−Xk−1| ≤ d. Then,
for every n ∈ N and α ≥ 0,
P(|Xn −X0| ≥ α
√
n) ≤ 2 exp
(
− α
2
2d2
)
. (4)
Example 1: Let {Yi}∞i=0 be i.i.d. binary random variables
which get the values ±d, for some constant d > 0, with equal
probability. Let Xk =
∑k
i=0 Yi for k ∈ {0, 1, . . . , }, and define
the natural filtration F0 ⊆ F1 ⊆ F2 . . . where
Fk = σ(Y0, . . . , Yk) , ∀ k ∈ {0, 1, . . . , }
is the σ-algebra that is generated by the random variables
Y0, . . . , Yk. Note that {Xk,Fk}∞k=0 is a martingale sequence,
and (a.s.) |Xk − Xk−1| = |Yk| = d, ∀ k ∈ N. It therefore
follows from Azuma’s inequality in (4) that
P(|Xn −X0| ≥ α
√
n) ≤ 2 exp
(
− α
2
2d2
)
. (5)
for every α ≥ 0 and n ∈ N. From the central limit theorem
(CLT), since the RVs {Yi}∞i=0 are i.i.d. with zero mean and
variance d2, then 1√
n
(Xn−X0) = 1√n
∑n
k=1 Yk converges in
distribution to N (0, d2). Therefore, for every α ≥ 0,
lim
n→∞
P(|Xn −X0| ≥ α
√
n) = 2Q
(α
d
)
(6)
where
Q(x) ,
1√
2pi
∫ ∞
x
exp
(
− t
2
2
)
dt, ∀x ∈ R (7)
is the probability that a zero-mean and unit-variance Gaussian
RV is larger than x. Since the following exponential upper and
lower bounds on the Q-function hold
1√
2pi
x
1 + x2
· e−x
2
2 < Q(x) <
1√
2pi x
· e−x
2
2 , ∀x > 0 (8)
then it follows from (6) that the exponent on the right-hand
side of (5) is the exact exponent in this example.
Example 2: In continuation to Example 1, let γ ∈ (0, 1],
and let us generalize this example by considering the case
where the i.i.d. binary RVs {Yi}∞i=0 have the probability law
P(Yi = +d) =
γ
1 + γ
, P(Yi = −γd) = 1
1 + γ
.
Hence, it follows that the i.i.d. random variables {Yi} have
zero mean and variance σ2 = γd2 as in Example 1. Let
{Xk,Fk}∞k=0 be defined similarly to Example 1, so that it
forms a martingale sequence. Based on the CLT
Xn −X0√
n
=
∑n
k=1 Yk√
n
weakly converges to N (0, γd2), so for every α ≥ 0
lim
n→∞
P(|Xn −X0| ≥ α
√
n) = 2Q
(
α√
γ d
)
. (9)
From the exponential upper and lower bounds of the Q-
function in (8), the right-hand side of (9) scales exponentially
like e−
α2
2γd2
. Hence, the exponent in this example is improved
by a factor 1
γ
as compared Azuma’s inequality (that is the same
as in Example 1 since |Xk−Xk−1| ≤ d for every k ∈ N). This
indicates on the possible refinement of Azuma’s inequality by
introducing an additional constraint on the second moment.
This route was studied extensively in the probability literature,
and it is further studied in Section III.
Example 2 serves to motivate the introduction of an addi-
tional constraint on the conditional variance of a martingale
sequence, i.e., adding an inequality constraint of the form
Var(Xk | Fk−1) = E
[
(Xk −Xk−1)2 | Fk−1
] ≤ γd2
where γ ∈ (0, 1] is a constant. Note that since, by assumption
|Xk − Xk−1| ≤ d a.s. for every k ∈ N, then the additional
constraint becomes active when γ < 1 (i.e., if γ = 1, then
this additional constraint is redundant, and it coincides with
the setting of Azuma’s inequality with a fixed dk (i.e., dk = d).
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III. REFINED VERSIONS OF AZUMA’S INEQUALITY
A. First Refinement of Azuma’s Inequality
Theorem 2: Let {Xk,Fk}∞k=0 be a discrete-parameter real-
valued martingale. Assume that, for some constants d, σ > 0,
the following two requirements are satisfied a.s.
|Xk −Xk−1| ≤ d,
Var(Xk|Fk−1) = E
[
(Xk −Xk−1)2 | Fk−1
] ≤ σ2
for every k ∈ {1, . . . , n}. Then, for every α ≥ 0,
P(|Xn −X0| ≥ αn) ≤ 2 exp
(
−nD
(
δ + γ
1 + γ
∣∣∣∣∣∣ γ
1 + γ
))
(10)
where
γ ,
σ2
d2
, δ ,
α
d
(11)
and
D(p||q) , p ln
(p
q
)
+ (1− p) ln
(1− p
1− q
)
, ∀ p, q ∈ [0, 1]
(12)
is the divergence (a.k.a. relative entropy or Kullback-Leibler
distance) between the two probability distributions (p, 1 − p)
and (q, 1 − q). If δ > 1, then the probability on the left-hand
side of (10) is equal to zero.
Remark 5: Theorem 2 is known in the probability literature
(see, e.g., [16, Corollary 2.4.7]), as is discussed later in
Section IV-B. The reasons for introducing and proving this
theorem here are as follows:
• The geometric interpretation that is associated with the
proof of Theorem 2 provides an insight on the underlying
connections between this theorem and some other results
(e.g., Theorem 3 and Azuma’s inequality).
• The technique that is used to derive Theorem 2 serves
as a starting point for the derivation of Theorem 4.
Then, it is shown that under a certain sufficient condition,
the exponent in Theorem 4 is better than the one in
Theorem 2. This will be also exemplified numerically.
• Some of the inequalities obtained along the proof of
Theorem 2 are meaningful in their own right. They
serve to demonstrate, later in this work, the underlying
connections of Theorem 2 with some other concentration
inequalities. These inequalities are also helpful for some
applications discussed in the continuation to this work.
• The proof of Theorem 2 is of interest since it indicates
that it is possible to improve the exponent of inequal-
ity (10) by imposing some additional assumptions on the
conditional distribution of the jumps ξk , Xk − Xk−1
given Fk−1 (see the first item in Section VI-B).
• The inclusion of Theorem 2 and its proof at this stage
makes the material self-contained, and enables the use of
the same set of notation throughout the paper.
Remark 6: From the above conditions then without any loss
of generality, σ2 ≤ d2 and therefore γ ∈ (0, 1].
Proof: Xn−X0 =
∑n
k=1 ξk where ξk = Xk−Xk−1 for
k = 1, . . . , n. By assumption |ξk| ≤ d a.s. for some d > 0,
and also for k = 1, . . . , n
E
[
ξk | Fk−1
]
= E
[
Xk | Fk−1
]− E[Xk−1 | Fk−1]
= E
[
Xk | Fk−1
]−Xk−1 (since Xk−1 is Fk−1-measurable)
= Xk−1 −Xk−1 = 0. (13)
Based on Chernoff’s inequality, it follows that for every α ≥ 0
P(Xn −X0 ≥ αn)
= P
(
n∑
k=1
ξk ≥ αn
)
≤ exp(−αnt) E
[
exp
(
t
n∑
k=1
ξk
)]
, ∀ t ≥ 0. (14)
For every t ≥ 0
E
[
exp
(
t
n∑
k=1
ξk
)]
= E
[
E
[
exp
(
t
n∑
k=1
ξk
)
| Fn−1
]]
= E
[
E
[
exp
(
t
n−1∑
k=1
ξk
)
exp(tξn) | Fn−1
]]
= E
[
exp
(
t
n−1∑
k=1
ξk
)
E
[
exp(tξn) | Fn−1
]] (15)
where the last transition holds since Y = exp
(
t
∑n−1
k=1 ξk
)
is
Fn−1-measurable. The measurability of Y is due to fact that
ξk , Xk − Xk−1 is Fk-measurable for every k ∈ N, and
Fk ⊆ Fn−1 for 0 ≤ k ≤ n− 1 since {Fk}∞k=0 is a filtration;
hence, the RV
∑n−1
k=1 ξk and its exponentiation (Y ) are both
Fn−1-measurable, and a.s. E[XY |Fn−1] = Y E[X |Fn−1].
From Bennett’s inequality [7] (see, e.g., [16, Lemma 2.4.1]),
if X is a real-valued random variable with x = E(X) and
E[(X − x)2] ≤ σ2 for some σ > 0, and X ≤ b a.s. for some
b ∈ R, then for every λ ≥ 0
E
[
eλX
] ≤ eλx
[
(b − x)2 exp− λσ
2
b−x +σ2eλ(b−x)
]
(b− x)2 + σ2 . (16)
Applying Bennett’s inequality for the conditional law of
ξk given the σ-algebra Fk−1, since E[ξk|Fk−1] = 0,
Var[ξk|Fk−1] ≤ σ2 and ξk ≤ d a.s. for k ∈ N, then a.s.
E [exp(tξk) | Fk−1] ≤
σ2 exp(td) + d2 exp
(
− tσ2
d
)
d2 + σ2
. (17)
Hence, it follows from (15) and (17) that, for every t ≥ 0,
E
[
exp
(
t
n∑
k=1
ξk
)]
≤
σ2 exp(td) + d2 exp
(
− tσ2
d
)
d2 + σ2
E[exp(t n−1∑
k=1
ξk
)]
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and, by induction, it follows that for every t ≥ 0
E
[
exp
(
t
n∑
k=1
ξk
)]
≤
σ2 exp(td) + d2 exp
(
− tσ2
d
)
d2 + σ2
n .
From the definition of γ in (11), this inequality is rewritten as
E
[
exp
(
t
n∑
k=1
ξk
)]
≤
(
γ exp(td) + exp(−γtd)
1 + γ
)n
, ∀ t ≥ 0. (18)
Let x , td (so x ≥ 0). Combining (14) with (18) gives that,
for every α ≥ 0 (based on the definition of δ in (11), αt = δx),
P(Xn −X0 ≥ αn)
≤
(
γ exp
(
(1− δ)x) + exp(−(γ + δ)x)
1 + γ
)n
, ∀x ≥ 0. (19)
Consider first the case where δ = 1 (i.e., α = d), then (19) is
particularized to
P(Xn −X0 ≥ dn) ≤
(
γ + exp
(−(γ + 1)x)
1 + γ
)n
, ∀x ≥ 0
and the tightest bound within this form is obtained in the limit
where x→∞. This provides the inequality
P(Xn −X0 ≥ dn) ≤
(
γ
1 + γ
)n
. (20)
Otherwise, if δ ∈ [0, 1), the minimization of the base of the
exponent on the right-hand side of (19) w.r.t. the free non-
negative parameter x yields that the optimized value is
x =
(
1
1 + γ
)
ln
(
γ + δ
γ(1− δ)
)
. (21)
and its substitution into the right-hand side of (19) gives that,
for every α ≥ 0,
P(Xn −X0 ≥ αn)
≤
[(
γ + δ
γ
)− γ+δ1+γ
(1− δ)− 1−δ1+γ
]n
= exp
{
−n
[(
γ + δ
1 + γ
)
ln
(
γ + δ
γ
)
+
(
1− δ
1 + γ
)
ln(1 − δ)
]}
= exp
(
−nD
(
δ + γ
1 + γ
∣∣∣∣∣∣ γ
1 + γ
))
(22)
and the exponent is equal to infinity if δ > 1 (i.e., if α > d).
Applying inequality (22) to the martingale {−Xk,Fk}∞k=0,
and using the union bound gives the two-sided concentration
inequality in (10). This completes the proof of Theorem 2.
Example 3: Let d > 0 and ε ∈ (0, 12 ] be some constants.
Consider a discrete-time real-valued martingale {Xk,Fk}∞k=0
where a.s. X0 = 0, and for every m ∈ N
P(Xm −Xm−1 = d | Fm−1) = ε ,
P
(
Xm −Xm−1 = − εd
1− ε
∣∣∣Fm−1) = 1− ε .
This indeed implies that a.s. for every m ∈ N
E[Xm −Xm−1 | Fm−1] = εd+
(
− εd
1− ε
)
(1− ε) = 0
and since Xm−1 is Fm−1-measurable then a.s.
E[Xm | Fm−1] = Xm−1.
Since ε ∈ (0, 12 ] then a.s.
|Xm −Xm−1| ≤ max
{
d,
εd
1− ε
}
= d.
From Azuma’s inequality, for every x ≥ 0,
P(Xk ≥ x) ≤ exp
(
− x
2
2kd2
)
(23)
independently of the value of ε (note that X0 = 0 a.s.). The
concentration inequality in Theorem 2 enables one to get a
better bound: Since a.s., for every m ∈ N,
E
[
(Xm −Xm−1)2 | Fm−1
]
= d2ε+
(
− εd
1− ε
)2
(1− ε) = d
2ε
1− ε
then from (11)
γ =
ε
1− ε , δ =
x
d
and from (22), for every x ≥ 0,
P(Xk ≥ x) ≤ exp
(
−kD
(x(1− ε)
d
+ ε || ε
))
. (24)
Consider the case where ε → 0. Then, for every x > 0,
Azuma’s inequality in (23) provides an upper bound that stays
bounded away from zero, whereas the one-sided concentration
inequality of Theorem 2 implies a bound in (24) that tends to
zero. This exemplifies the improvement that is obtained by
Theorem 2 as compared to Azuma’s inequality.
Remark 7: As was noted, e.g., in [41, Section 2], all the
concentration inequalities for martingales whose derivation is
based on Chernoff’s bound can be strengthened to refer to
maxima. The reason is that since {Xk − X0,Fk}∞k=0 is a
martingale and h(x) = exp(tx) is a monotonic increasing
function for t ≥ 0, then {exp(t(Xk − X0)),Fk}∞k=0 is a
sub-martingale for every t ≥ 0. Hence, by applying Doob’s
maximal inequality for sub-martingales, then for every α ≥ 0
P
(
max
1≤k≤n
Xk −X0 ≥ αn
)
= P
(
max
1≤k≤n
exp (t(Xk −X0)) ≥ exp(αnt)
)
t ≥ 0
≤ exp(−αnt) E
[
exp
(
t(Xn −X0)
)]
= exp(−αnt) E
[
exp
(
t
n∑
k=1
ξk
)]
which coincides with the proof of Theorem 2 when started
from (14). This concept applies to all the concentration in-
equalities derived in this paper.
Corollary 1: In the setting of Theorem 2, for every α ≥ 0,
P(|Xn −X0| ≥ αn) ≤ 2 exp
(
−2n
(
δ
1 + γ
)2)
. (25)
Proof: This concentration inequality is a loosened version
of Theorem 2. From Pinsker’s inequality,
D(p||q) ≥ V
2
2
, ∀ p, q ∈ [0, 1] (26)
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where
V , ||(p, 1− p)− (q, 1− q)||1 = 2|p− q| (27)
denotes the L1-variational distance between the two probabil-
ity distributions. Hence, for γ, δ ∈ [0, 1]
D
(
δ + γ
1 + γ
∣∣∣∣∣∣ γ
1 + γ
)
≥ 2
(
δ
1 + γ
)2
.
Remark 8: As was shown in the proof of Corollary 1, the
loosening of the exponential bound in Theorem 2 by using
Pinsker’s inequality gives inequality (25). Note that (25) forms
a generalization of Azuma’s inequality in Theorem 1 for the
special case where, for every i, di , d for some d > 0.
Inequality (25) is particularized to Azuma’s inequality when
γ = 1, and then
P(|Xn −X0| ≥ αn) ≤ 2 exp
(
−nδ
2
2
)
. (28)
This is consistent with the observation that if γ = 1 then,
from (11), the requirement in Theorem 2 for the conditional
variance of the bounded-difference martingale sequence be-
comes redundant (since if |Xk − Xk−1| ≤ d a.s. then also
E[(Xk − Xk−1)2 | Fk−1] ≤ d2). Hence, if γ = 1, the
concentration inequality in Theorem 2 is derived under the
same setting as of Azuma’s inequality.
Remark 9: The combination of the exponential bound in
Theorem 2 with Pinsker’s inequality deserves further attention.
Note that Pinker’s inequality is especially loose in the case
where the L1-variational distance in (27) is close to 2 (due
to (27), V ∈ [0, 2] so V 22 is upper bounded by 2, whereas
the divergence D(p||q) can be made arbitrarily large in the
limit where V = 2|p − q| tends to 2). Let P and Q be
two discrete probability distributions defined on a common
measurable space (Ω,F), and let
V (P,Q) ,
∑
ω∈Ω
|P (ω)−Q(ω)|
denote the L1-variational distance between the probability
measure P and Q. Let
D , inf
(P,Q):V (P,Q)=V
D(P ||Q)
be the infimum value of the information divergence subject to
the constraint where the value of the L1-variational distance
is set to V ∈ [0, 2]. A refinement of Pinsker’s inequality was
introduced in [20, Theorem 7], and it states that
D ≥ V
2
2
+
V 4
36
+
V 6
270
+
221V 8
340220
. (29)
However, this lower bound in (29) suffers from the same
problem that it stays uniformly bounded for V ∈ [0, 2], and
it is therefore especially loose for values of V that are close
to 2. A recent lower bound on the divergence, subject to a
fixed value of the L1-variational distance, was introduced in
[25]; it states that
D ≥ ln
(
2
2− V
)
− 2− V
2
ln
(
2 + V
2
)
(30)
which also has the pleasing property that it tends to infinity
as one lets V tend to 2. Note however that (30) is a looser
lower bound than (29) for V ≤ 1.708.
In the context of Theorem 2, the L1-variational distance that
corresponds to the divergence (see the exponent on the right-
hand side of (10)) is equal to V = 2δ1+γ . This implies that at
γ = 1, where V = δ, then the following holds:
• Since, without any loss of generality, δ , α
d
is less than
or equal to 1 (as otherwise, the right hand side of (31)
due to the bounded jumps of the martingale) then the L1-
variational distance (V ) is upper bounded by 1. Hence,
according to the previous paragraph (where V ≤ 1.708),
then it follows that the lower bound in (29) gives a better
lower bound on the divergence of Theorem 2 (see the
right-hand side of (10)) than the lower bound in (30).
• Instead of using Pinsker’s inequality to reproduce
Azuma’s inequality from Theorem 2, it is possible to
apply the lower bound in (29) to get a slightly improved
concentration inequality. This gives that, for every α ≥ 0,
P(|Xn −X0| ≥ αn)
≤ 2 exp
[
−n
(
δ2
2
+
δ4
36
+
δ6
270
+
221δ8
340220
)]
. (31)
Note that, for δ ∈ [0, 1], the exponent on the right-hand
side of (31) improves the exponent of Azuma’s inequality
in (28) by a marginal factor of at most 1.064 (at δ = 1).
Corollary 2: Let {Xk,Fk}∞k=0 be a discrete-parameter
real-valued martingale, and assume that for some constant
d > 0
|Xk −Xk−1| ≤ d
a.s. for every k ∈ {1, . . . , n}. Then, for every α ≥ 0,
P(|Xn −X0| ≥ αn) ≤ 2 exp (−nf(δ)) (32)
where
f(δ) =
{
ln(2)
[
1− h2
(
1−δ
2
)]
, 0 ≤ δ ≤ 1
+∞, δ > 1
(33)
and h2(x) , −x log2(x)− (1− x) log2(1− x) for 0 ≤ x ≤ 1
denotes the binary entropy function on base 2.
Proof: By substituting γ = 1 in Theorem 2 (i.e., since
there is no constraint on the conditional variance, then one can
take σ2 = d2), the corresponding exponent in (10) is equal to
D
(
1 + δ
2
∣∣∣∣∣∣1
2
)
= f(δ)
since D(p|| 12 ) = ln 2[1− h2(p)] for every p ∈ [0, 1].
Remark 10: Based on Remark 8, and since Corollary 2 is
a special case of Corollary 1 when γ = 1, then it follows that
Corollary 2 is a tightened version of Azuma’s inequality. This
can be verified directly, by comparing the exponents of (28)
and (32). To this end, it is required to show that f(δ) > δ22 for
every δ > 0. If δ > 1, then it is obvious since f is by definition
infinity, whereas the right-hand side of this inequality is finite.
In order to prove this inequality for δ ∈ (0, 1], note that the
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power series expansion of the binary entropy function around
one-half is equal to
h2(x) = 1− 1
2 ln 2
∞∑
p=1
(1 − 2x)2p
p(2p− 1) , 0 ≤ x ≤ 1
so from (33), for every δ ∈ [0, 1],
f(δ) =
∞∑
p=1
δ2p
2p(2p− 1) =
δ2
2
+
δ4
12
+
δ6
30
+
δ8
56
+
δ10
90
. . . (34)
which indeed proves that f(δ) > δ
2
2 for δ ∈ (0, 1]. It is shown
in Figure 1 that the two exponents in (28) and (32) nearly
coincide for δ ≤ 0.4. Also, the improvement in the exponent
of the right-hand side of (32) as compared to the exponent
of Azuma’s inequality in (28) at the end point where δ =
1 is a by a factor 2 ln 2 ≈ 1.386. This improvement in the
exponent of (28) is larger than the factor of 1.064 obtained
by (31). This follows from the use of the lower bound in (29)
of the divergence at γ = 1 in Theorem 2, instead of its exact
calculation at γ = 1 that leads to the improved bound in (32).
As a result of this, the power series on the right-hand side of
(34) replaces the exponent on the right-hand side of (31).
Discussion 1: Corollary 2 can be re-derived by the replace-
ment of Bennett’s inequality in (17) with the inequality
E[exp(tξk)|Fk−1] ≤ 1
2
[
etd + e−td
]
= cosh(td) (35)
that holds a.s. due to the assumption that |ξk| ≤ d (a.s.)
for every k. The geometric interpretation of this inequality
is based on the convexity of the exponential function, which
implies that its curve is below the line segment that intersects
this curve at the two endpoints of the interval [−d, d]. Hence,
exp(tξk) ≤ 1
2
(
1 +
ξk
d
)
etd +
1
2
(
1− ξk
d
)
e−td (36)
a.s. for every k ∈ N (or vice versa since N is a countable
set). Since, by assumption, {Xk,Fk}∞k=0 is a martingale then
E[ξk|Fk−1] = 0 a.s. for every k ∈ N, so (35) indeed follows
from (36). Combined with Chernoff’s inequality, it yields
(after making the substitution x = td where x ≥ 0) that
P(Xn −X0 ≥ αn) ≤
(
exp(−δx) cosh(x))n, ∀x ≥ 0. (37)
This inequality leads to the derivation of Azuma’s inequality.
The difference that makes Corollary 2 be a tightened version
of Azuma’s inequality is that in the derivation of Azuma’s
inequality, the hyperbolic cosine is replaced with the bound
cosh(x) ≤ exp(x22 ) so the inequality in (37) is loosened, and
then the free parameter x ≥ 0 is optimized to obtain Azuma’s
inequality in Theorem 1 for the special case where dk , d for
every k ∈ N (note that Azuma’s inequality handles the more
general case where dk is not a fixed value for every k). In the
case where dk , d for every k, Corollary 2 is obtained by an
optimization of the non-negative parameter x in (37). If δ ∈
[0, 1], then by setting to zero the derivative of the logarithm of
the right-hand side of (37), it follows that the optimized value
is equal to x = tanh−1(δ). Substituting this value into the
right-hand side of (37) provides the concentration inequality
in Corollary 2; to this end, one needs to rely on the identities
tanh−1(δ) =
1
2
ln
(
1 + δ
1− δ
)
, cosh(x) =
(
1−tanh2(x))− 12 .
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Fig. 1. Plot of the lower bounds on the exponents from Azuma’s inequality
in (28) and the refined inequalities in Theorem 2 and Corollary 2 (where f is
defined in (33)). The pointed line refers to the exponent in Corollary 2, and
the three solid lines for γ = 1
8
, 1
4
and 1
2
refer to the exponents in Theorem 2.
We obtain in the following a loosened version of Theorem 2.
Lemma 1: For every x, y ∈ [0, 1]
D
(
x+ y
1 + y
∣∣∣∣∣∣ y
1 + y
)
≥ x
2
2y
B
(x
y
)
(38)
where
B(u) ,
2[(1 + u) ln(1 + u)− u]
u2
, ∀u > 0. (39)
Proof: This inequality follows by calculus, and it appears
in [16, Exercise 2.4.21 (a)].
Corollary 3: Let {Xk,Fk}∞k=0 be a discrete-parameter
real-valued martingale that satisfies the conditions in Theo-
rem 2. Then, for every α ≥ 0,
P(|Xn −X0| ≥ αn)
≤ 2 exp
(
−nγ
[(
1 +
δ
γ
)
ln
(
1 +
δ
γ
)
− δ
γ
])
(40)
where γ, δ ∈ [0, 1] are introduced in (11).
Proof: This inequality follows directly by combining
inequalities (10) and (38) with the equality in (39).
B. Geometric Interpretation
The basic inequality that leads to the derivation of Azuma’s
inequality (and also its tightened version in Corollary 2) relies
on the convexity of the exponential function. Hence, this
function is upper bounded over an arbitrary interval by the line
segment that intersects the curve of this exponential function
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at the two endpoints of this interval. Under the additional
assumption made in Theorem 2 regarding the conditional
variance, one may be motivated by the above geometric
viewpoint to improve Azuma’s inequality by looking for a
suitable parabola that coincides with the exponential function
at the two endpoints of the interval, and which forms an
improved upper bound to this exponential function over the
considered interval (as compared to the upper bound that is
obtained by referring to the line segment that intersects the
curve of the exponential function at the two endpoints of this
interval, see inequality (36)). The analysis that follows from
this approach leads to the following theorem.
Theorem 3: Let {Xk,Fk}∞k=0 be a discrete-parameter real-
valued martingale that satisfies the conditions in Theorem 2
with some constants d, σ > 0. Then, for every α ≥ 0,
P(|Xn −X0| ≥ αn) ≤ 2 exp
(−nC(γ, δ))
where γ and δ are introduced in (11), and the exponent in this
bound is defined as follows:
• If δ > 1 then C(γ, δ) =∞.
• If δ = 1 then
C(γ, δ) = ln
(
4
1 + γ
)
.
• Otherwise, if δ ∈ [0, 1), then
C(γ, δ) = − ln(u + v)
where
u ,
(
1 + γ
4
)
e(1−δ)x
v ,
(
1
2
+
(1 + 2x)(1− γ)
4
)
e−(1+δ)x.
In the above two equalities, x ∈ (0,∞) is given by
x , −1 +W−1(w)
2
− γ + δ
(1 + δ)(1− γ)
where W−1 stands for a branch of the Lambert W
function [12], and
w , − (1 + γ)(1− δ)
(1− γ)(1 + δ) · e
−1− 2(γ+δ)
(1+δ)(1−γ) .
Proof: See Appendix A.
As is explained in the following discussion, Theorem 3 is
looser than Theorem 2 (though it improves Corollary 2 and
Azuma’s inequality that are independent of γ). The reason
for introducing Theorem 3 here is in order to emphasize the
geometric interpretation of the concentration inequalities that
were introduced so far, as is discussed in the following.
Discussion 2: A common ingredient in proving Azuma’s
inequality, and Theorems 2 and 3 is a derivation of an upper
bound on the conditional expectation E
[
etξk | Fk−1
]
for t ≥ 0
where E
[
ξk | Fk−1
]
= 0, Var
[
ξk|Fk−1
] ≤ σ2, and |ξk| ≤ d
a.s. for some σ, d > 0 and for every k ∈ N. The derivation
of Azuma’s inequality and Corollary 2 is based on the line
segment that connects the curve of the exponent y(x) = etx
at the endpoints of the interval [−d, d]; due to the convexity of
y, this chord is above the curve of the exponential function y
over the interval [−d, d]. The derivation of Theorem 2 is based
on Bennett’s inequality which is applied to the conditional
expectation above. The proof of Bennett’s inequality (see, e.g.,
[16, Lemma 2.4.1]) is shortly reviewed, while adopting its
proof to our notation, for the continuation of this discussion.
Let X be a random variable with zero mean and variance
E[X2] = σ2, and assume that X ≤ d a.s. for some d > 0. Let
γ , σ
2
d2
. The geometric viewpoint of Bennett’s inequality is
based on the derivation of an upper bound on the exponential
function y over the interval (−∞, d]; this upper bound on y
is a parabola that intersects y at the right endpoint (d, etd)
and is tangent to the curve of y at the point (−γd, e−tγd). As
is verified in the proof of [16, Lemma 2.4.1], it leads to the
inequality y(x) ≤ ϕ(x) for every x ∈ (−∞, d] where ϕ is the
parabola that satisfies the conditions
ϕ(d) = y(d) = etd,
ϕ(−γd) = y(−γd) = e−tγd,
ϕ′(−γd) = y′(−γd) = te−tγd.
Calculation shows that this parabola admits the form
ϕ(x) =
(x+ γd)etd + (d− x)e−tγd
(1 + γ)d
+
α[γd2 + (1− γ)d x− x2]
(1 + γ)2d2
where α ,
[
(1 + γ)td + 1
]
e−tγd − etd. At this point, since
E[X ] = 0, E[X2] = γd2 and X ≤ d a.s., then the following
bound holds:
E
[
etX
] ≤ E[ϕ(X)]
=
γetd + e−γtd
1 + γ
+ α
(
γd2 − E[X2]
(1 + γ)2d2
)
=
γetd + e−γtd
1 + γ
=
E[X2]etd + d2e−
tE[X2]
d
d2 + E[X2]
which indeed proves Bennett’s inequality in the considered
setting, and it also provides a geometric viewpoint to the
proof of this inequality. Note that under the above assumption,
the bound is achieved with equality when X is a RV that
gets the two values +d and −γd with probabilities γ1+γ and
1
1+γ , respectively. This bound also holds when E[X
2] ≤ σ2
since the right-hand side of the inequality is a monotonic non-
decreasing function of E[X2] (as it was verified in the proof
of [16, Lemma 2.4.1]).
Applying Bennett’s inequality to the conditional law of ξk
given Fk−1 gives (17) (with γ in (11)). From this discussion,
the parabola that serves for the derivation of Bennett’s inequal-
ity is the best one in the sense that it achieves the minimal
upper bound on the conditional expectation E
[
etξk | Fk−1
]
(where t ≥ 0) with equality for a certain conditional prob-
ability distribution. In light of this geometric interpretation, it
follows from the proof of Theorem 3 that the concentration
inequality in this theorem is looser than the one in Theorem 2.
The reason is that the underlying parabola that serves to get an
upper bound on the exponential function in Theorem 3 is the
parabola that intersects y at x = d and is tangent to the curve
of this exponent at x = −d; as is illustrated in Figure 2, this
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Fig. 2. The function y = ex (solid line), and the upper bounds on this
function that are used to derive Azuma’s inequality and Corollary 2 (the
dashed line segment intersecting the exponential function at the endpoints
of the interval [−d, d]), Theorem 2 (the pointed line for the parabola that
coincides with the exponential function at x = d and is tangent to this function
at x = −γd), and Theorem 3 (the dash-dot line for the parabola that coincides
with the exponential function at x = d and is tangent to this function at
x = −d). These parabolas are upper bounds on the exponential function over
(−∞, d].
parabola forms an upper bound on the exponential function
y over the interval (−∞, d]. On the other hand, Theorem 3
refines Azuma’s inequality and Corollary 2 since the chord
that connects the curve of the exponential function at the two
endpoints of the interval [−d, d] is replaced by a tighter upper
bound which is the parabola that coincides with the exponent
at the two endpoints of this interval. Figure 2 compares the
three considered upper bounds on the exponential function
that serve for the derivation of Azuma’s inequality (and
Corollary 2), and Theorems 2 and 3. A comparison of the
resulting bounds on the exponents of these inequalities and
some other bounds that are derived later in this section is
shown in Figure 3; it verifies that indeed the exponent of
Theorem 2 is superior over the exponent in Theorem 3, but this
difference is reduced by increasing the value of γ ∈ (0, 1] (e.g.,
for γ = 34 , this difference is already marginal). The reason for
this observation is that the two underlying parabolas that serve
for the derivation of Theorems 2 and 3 almost coincide when
the value of γ is approached to 1 (and they are exactly the
same parabola when γ = 1); in this respect, note that the left
tangent point at x = −γd for the parabola that refers to the
derivation of Theorem 2 (via Bennet’s inequality) tends to the
left endpoint of the interval [−d, d] as γ → 1, and therefore
the two parabolas almost coincide for γ close to 1.
C. Another Approach for the Derivation of a Refinement of
Azuma’s Inequality
Theorem 4: Let {Xk,Fk}∞k=0 be a discrete-parameter real-
valued martingale, and let m ∈ N be an even number. Assume
that the following conditions hold a.s. for every k ∈ N
|Xk −Xk−1| ≤ d,∣∣∣E[(Xk −Xk−1)l | Fk−1]∣∣∣ ≤ µl, l = 2, . . . ,m
for some d > 0 and non-negative numbers {µl}ml=2. Then, for
every α ≥ 0,
P(|Xn −X0| ≥ nα)
≤ 2
{
inf
x≥0
e−δx
[
1 +
m−1∑
l=2
(γl − γm)xl
l!
+ γm(e
x − 1− x)
]}n
(41)
where
δ ,
α
d
, γl ,
µl
dl
, ∀ l = 2, . . . ,m. (42)
Proof: The starting point of this proof relies on (14) and
(15) that were used for the derivation of Theorem 2. From
this point, we deviate from the proof of Theorem 2. For every
k ∈ N and t ≥ 0
E
[
exp(tξk)|Fk−1
]
= 1 + tE
[
ξk|Fk−1
]
+ . . .+
tm−1
(m− 1)! · E
[
(ξk)
m−1|Fk−1
]
+E
[
exp(tξk)− 1− tξk − . . .− t
m−1(ξk)m−1
(m− 1)!
]
= 1 + tE
[
ξk|Fk−1
]
+ . . .+
tm−1
(m− 1)! · E
[
(ξk)
m−1|Fk−1
]
+
tm
m!
· E[(ξk)mϕm(tξk)|Fk−1] (43)
where
ϕm(y) ,
{
m!
ym
(
ey −∑m−1l=0 yll! ) if y 6= 0
1 if y = 0
. (44)
In order to proceed, we need the following lemma:
Lemma 2: Let m ∈ N be an even number, then the function
ϕm has the following properties:
1) limy→0 ϕm(y) = 1, so ϕm is a continuous function.
2) ϕm is monotonic increasing over the interval [0,∞).
3) 0 < ϕm(y) < 1 for every y < 0.
4) ϕm is a non-negative function.
Proof: See Appendix B.
Remark 11: Note that [23, Lemma 3.1] states that ϕ2 is a
monotonic increasing and non-negative function over the real
line. In general, for an even m ∈ N, the properties of ϕm in
Lemma 2 are sufficient for the continuation of the proof.
From (43) and Lemma 2, since ξk ≤ d a.s. and m is even,
then it follows that for an arbitrary t ≥ 0
ϕm(tξk) ≤ ϕm(td), ∀ k ∈ N (45)
a.s. (to see this, lets separate the two cases where ξk is either
non-negative or negative. If 0 ≤ ξk ≤ d a.s. then, for t ≥ 0,
inequality (45) holds (a.s.) due to the monotonicity of ϕm
over [0,∞). If ξk < 0 then the second and third properties in
Lemma 2 yield that, for t ≥ 0 and every k ∈ N,
ϕm(tξk) ≤ 1 = ϕm(0) ≤ ϕm(td),
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so in both cases inequality (45) is satisfied a.s.). Since m is
even then (ξk)m ≥ 0, and
E
[
(ξk)
m ϕm(tξk)|Fk−1
] ≤ ϕm(td)E[(ξk)m|Fk−1], ∀ t ≥ 0.
Also, since {Xk,Fk}∞k=0 is a martingale then E
[
ξk|Fk−1
]
=
0, and based on the assumptions of this theorem
E[(ξk)
l|Fk−1] ≤ µl = dlγl, ∀ l ∈ {2, . . . ,m}.
By substituting the last three results on the right-hand side of
(43), it follows that for every t ≥ 0 and every k ∈ N
E
[
exp(tξk)|Fk−1
] ≤ 1 + m−1∑
l=2
γl (td)
l
l!
+
γm (td)
m ϕm(td)
m!
(46)
so from (15)
E
[
exp
(
t
n∑
k=1
ξk
)]
≤
(
1 +
m−1∑
l=2
γl (td)
l
l!
+
γm (td)
m ϕm(td)
m!
)n
, ∀ t ≥ 0. (47)
From (14), if α ≥ 0 is arbitrary, then for every t ≥ 0
P(Xn −X0 ≥ αn)
≤ exp(−αnt)
(
1 +
m−1∑
l=2
γl (td)
l
l!
+
γm (td)
m ϕm(td)
m!
)n
.
Let x , td. Then, based on (11) and (44), for every α ≥ 0
P(Xn −X0 ≥ αn)
≤
{
inf
x≥0
e−δx
(
1 +
m−1∑
l=2
γl x
l
l!
+
γmx
m ϕm(x)
m!
)}n
=
{
inf
x≥0
e−δx
[
1 +
m−1∑
l=2
γl x
l
l!
+ γm
(
ex −
m−1∑
l=0
xl
l!
)]}n
=
{
inf
x≥0
e−δx
[
1 +
m−1∑
l=2
(γl − γm)xl
l!
+ γm (e
x − 1− x)
]}n
.
(48)
The two-sided concentration inequality in (41) follows by
applying the above one-sided inequality to the martingale
{−Xk,Fk}∞k=0, and using the union bound.
Remark 12: Without any loss of generality, it is assumed
that α ∈ [0, d] (as otherwise, the considered probability is zero
for α > d). Based on the above conditions, it is also assumed
that µl ≤ dl for every l ∈ {2, . . . ,m}. Hence, δ ∈ [0, 1], and
γl ∈ [0, 1] for all values of l. Note that, from (11), γ2 = γ.
Remark 13: From the proof of Theorem 4, it follows that
the one-sided inequality (48) is satisfied if the martingale
{Xk,Fk}nk=0 fulfills the following conditions a.s.
Xk −Xk−1 ≤ d,
E
[
(Xk −Xk−1)l | Fk−1
] ≤ µl, l = 2, . . . ,m
for some d > 0 and non-negative numbers {µl}ml=2. Note
that these conditions are weaker than those that are stated in
Theorem 4. Under these weaker conditions, γl , µldl may be
larger than 1. This remark will be helpful later in this paper.
1) Specialization of Theorem 4 for m = 2: Theorem 4 with
m = 2 (i.e., when the same conditions as of Theorem 2 hold)
is expressible in closed form, as follows:
Corollary 4: Let {Xk,Fk}∞k=0 be a discrete-parameter
real-valued martingale that satisfies a.s. the conditions in
Theorem 2. Then, for every α ≥ 0,
P(|Xn −X0| ≥ αn) ≤ 2 exp
(−nC(γ, δ))
where γ and δ are introduced in (11), and the exponent in this
upper bound gets the following form:
• If δ > 1 then C(γ, δ) =∞.
• If δ = 1 then
C(γ, δ) =
1
γ
− ln
(
γ
(
e
1
γ − 1)).
• Otherwise, if δ ∈ (0, 1), then
C(γ, δ) = δx− ln(1 + γ(ex − 1− x))
where x ∈ (0, 1
γ
)
is given by
x =
1
γ
+
1
δ
− 1−W0
(
(1− δ)e 1γ+ 1δ−1
δ
)
(49)
and W0 denotes the principal branch of the Lambert W
function [12].
Proof: See Appendix C.
Proposition 1: If γ < 12 then Corollary 4 gives a stronger
result than Corollary 2 (and, hence, it is also better than
Azuma’s inequality).
Proof: See Appendix D.
It is of interest to compare the tightness of Theorem 2 and
Corollary 4. This leads to the following conclusion:
Proposition 2: The concentration inequality in Corollary 4
is looser than Theorem 2.
Proof: See Appendix E.
The statements in Propositions 1 and 2 are illustrated in
Figure 3. Sub-plots (a) and (b) in Figure 3 refer to γ ≤ 12
where the statement in Proposition 1 holds. On the other hand,
sub-plots (c) and (d) in Figure 3 refer to higher values of γ,
and therefore the statement in Proposition 1 does not apply to
these values of γ.
2) Exploring the Dependence of the Bound in Theorem 4
in Terms of m: In the previous sub-section, a closed-form
expression of Theorem 4 was obtained for the special case
where m = 2 (see Corollary 4), but also Proposition 2
demonstrated that this special case is looser than Theorem 2
(which is also given as a closed-form expression). Hence, it is
natural to enquire how does the bound in Theorem 4 vary in
terms of m (where m ≥ 2 is even), and if there is any chance
to improve Theorem 2 for larger values of m. Also, in light
of the closed-form expression that was given in Corollary 4
for the special case where m = 2, it would be also pleasing
to get an inequality that is expressed in closed form for a
general even number m ≥ 2. The continuation of the study in
this sub-section is outlined as follows:
• A loosened version of Theorem 4 is introduced, and
it is shown to provide an inequality whose tightness
consistently improves by increasing the value of m. For
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Fig. 3. Plots of the exponents c , c(γ, δ) for bounds of the form
P{|Xn − X0| ≥ nα} ≤ e−nc(γ,δ) for an arbitrary α ≥ 0. The sequence
{Xk,Fk}
∞
k=0 is a discrete-parameter martingale that satisfies the conditions
in Theorem 2 for some positive constants d and σ (without loss of generality,
σ ≤ d), and where γ ∈ (0, 1] and δ ∈ [0, 1] are introduced in (11). The
plots show lower bounds on the exponents according to Azuma’s inequality
in (28), the bounds in Theorems 2 and 3 Corollary 4. The plots are depicted
for a fixed value of γ , σ
2
d2
; the horizontal axes refer to the parameter
δ , α
d
, and the vertical axes refer to the lower bounds on the exponents
c(γ, δ). The dashed lines refer to Azuma’s inequality, the solid lines refer to
Theorem 2, the circled lines refer to Theorem 3, and the pointed lines refer
to Corollary 4. The subplots (a)-(d) correspond to values of γ = 1
4
, 1
2
, 3
4
and
9
10
, respectively.
m = 2, this loosened version coincides with Theorem 4.
Hence, it follows (by introducing this loosened version)
that m = 2 provides the weakest bound in Theorem 4.
• Inspired by the closed-form expression of the bound in
Corollary 4, we derive a closed-form inequality (i.e., a
bound that is not subject to numerical optimization) by
either loosening Theorem 4 or further loosening its looser
version from the previous item. As will be exemplified
numerically in Section V, the closed-form expression
of the new bound causes to a marginal loosening of
Theorem 4. Also, for m = 2, it is exactly Theorem 4.
• A necessary and sufficient condition is derived for the
case where, for an even m ≥ 4, Theorem 4 provides
a bound that is exponentially advantageous over Theo-
rem 2. Note however that, whenm ≥ 4 in Theorem 4, one
needs to calculate conditional moments of the martingale
differences that are of higher orders than 2; hence, an
improvement in Theorem 4 is obtained at the expense of
the need to calculate higher-order conditional moments.
Saying this, note that the derivation of Theorem 4 deviates
from the proof of Theorem 2 at an early stage, and it
cannot be considered as a generalization of Theorem 2
when higher-order moments are available (as is also
evidenced in Proposition 2 which demonstrates that, for
m = 2, Theorem 4 is weaker than Theorem 2).
• Finally, this sufficient condition is particularized in the
asymptotic case where m→∞. It is of interest since the
tightness of the loosened version of Theorem 4 from the
first item is improved by increasing the value of m.
The analysis that is related to the above outline is presented
in the following. Then, following this analysis, numerical
results that are related to the comparison of Theorems 2 and 4
are relegated to Section V (while considered in a certain
communication-theoretic context).
Corollary 5: Let {Xk,Fk}nk=0 be a discrete-parameter
real-valued martingale, and let m ∈ N be an even number.
Assume that |Xk−Xk−1| ≤ d holds a.s. for every k ∈ N, and
that there exists a (non-negative) sequence {µl}ml=2 so that for
every k ∈ N
µl = E[|Xk −Xk−1|l | Fk−1], ∀ l = 2, . . . ,m. (50)
Then, inequality (41) holds with the notation in (42).
Proof: This corollary is a consequence of Theorem 4
since
|E[(Xk −Xk−1)l | Fk−1]| ≤ E[|Xk −Xk−1|l | Fk−1].
Proposition 3: Theorem 4 and Corollary 5 coincide for
m = 2 (hence, Corollary 5 provides in this case the result
stated in Corollary 4). Furthermore, the bound in Corollary 5
improves as the even value of m ∈ N is increased.
Proof: See Appendix F.
Inspired by the closed-form inequality that follows from
Theorem 4 for m = 2 (see Corollary 4), a closed-form inequal-
ity is suggested in the following by either loosening Theorem 4
or Corollary 5. It generalizes the result in Corollary 4, and it
coincides with Theorem 4 and Corollary 5 for m = 2.
Corollary 6: Under the conditions of Corollary 5 then, for
every α ≥ 0,
P(Xn −X0 ≥ nα)
≤
{
e−δx
[
1 +
m−1∑
l=2
(γl − γm)xl
l!
+ γm(e
x − 1− x)
]}n
(51)
where {γl}ml=2 and δ are introduced in (42),
x =
a+ b
c
−W0
(
b
c
· e a+bc
)
(52)
with W0 that denotes the principal branch of the Lambert W
function [12], and
a ,
1
γ2
, b ,
γm
γ2
(
1
δ
− 1
)
, c ,
1
δ
− b. (53)
Proof: See Appendix G.
Remark 14: It is exemplified numerically in Section V that
the replacement of the infimum over x ≥ 0 on the right-hand
side of (41) with the sub-optimal choice of the value of x that
is given in (52) and (53) implies a marginal loosening in the
exponent of the bound. Note also that, for m = 2, this value
of x is optimal since it coincides with the exact value in (49).
Corollary 7: Under the assumptions of Theorem 2 then, for
every α ≥ 0,
P(Xn −X0 ≥ nα) ≤ e−nE (54)
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where
E = E2(γ2, δ) , D
(
δ + γ2
1 + γ2
∣∣∣∣∣∣ γ2
1 + γ2
)
. (55)
Also, under the assumptions of Theorem 4 or Corollary 5 then
(54) holds for every α ≥ 0 with
E = E4({γl}ml=2, δ)
, sup
x≥0
{
δx− ln
(
1 +
m−1∑
l=2
(γl − γm)xl
l!
+ γm(e
x − 1− x)
)}
(56)
where m ≥ 2 is an arbitrary even number. Hence, Theorem 4
or Corollary 5 are better exponentially than Theorem 2 if and
only if E4 > E2.
Proof: The proof follows directly from (22) and (48).
Remark 15: In order to avoid the operation of taking the
supermum over x ∈ [0,∞), it is sufficient to first check if
E˜4 > E2 where
E˜4 , δx− ln
(
1 +
m−1∑
l=2
(γl − γm)xl
l!
+ γm(e
x − 1− x)
)
with the value of x in (52) and (53). This sufficient condition
is exemplified later in Section V.
D. Concentration Inequalities for Small Deviations
In the following, we consider the probability of the events
{|Xn − X0| ≥ α√n} for an arbitrary α ≥ 0. These events
correspond to small deviations. This is in contrast to events
of the form {|Xn − X0| ≥ αn}, whose probabilities were
analyzed earlier in this section, and which correspond to large
deviations.
Proposition 4: Let {Xk,Fk}∞k=0 be a discrete-parameter
real-valued martingale. Then, Theorem 2 and 3, and also
Corollaries 3 and 4 imply that, for every α ≥ 0,
P(|Xn−X0| ≥ α
√
n) ≤ 2 exp
(
− δ
2
2γ
)(
1+O
(
n−
1
2
))
. (57)
Also, under the conditions of Theorem 4, inequality (57) holds
for every even m ≥ 2 (so the conditional moments of higher
order than 2 do not improve, via Theorem 4, the scaling of
the upper bound in (57)).
Proof: See Appendix H.
Remark 16: From Proposition 4, all the upper bounds on
P(|Xn − X0| ≥ α√n) (for an arbitrary α ≥ 0) improve the
exponent of Azuma’s inequality by a factor of 1
γ
.
E. Inequalities for Sub and Super Martingales
Upper bounds on the probability P(Xn−X0 ≥ r) for r ≥ 0,
earlier derived in this section for martingales, can be easily
adapted to super-martingales (similarly to, e.g., [10, Chapter 2]
or [11, Section 2.7]). Alternatively, replacing {Xk,Fk}nk=0
with {−Xk,Fk}nk=0 provides upper bounds on the probability
P(Xn −X0 ≤ −r) for sub-martingales.
IV. RELATIONS OF THE REFINED INEQUALITIES TO SOME
CLASSICAL RESULTS IN PROBABILITY THEORY
A. Relation of Theorem 2 to the Method of Types
Consider a sequence of i.i.d. RVs X1, X2, . . . that are
Bernoulli(p) distributed (i.e., for every i ∈ N, P(Xi = 1) = p
and P(Xi = 0) = 1 − p). According to the method of types
(see, e.g., [13, Section 11.1]), it follows that for every n ∈ N
and r ≥ p
e−nD(r||p)
n+ 1
≤ P
(
1
n
n∑
i=1
Xi ≥ r
)
≤ e−nD(r||p) (58)
where the divergence D(r||p) is given in (12), and therefore
lim
n→∞
1
n
ln P
(
1
n
n∑
i=1
Xi ≥ r
)
= −D(r||p), ∀ r ≥ p
(59)
gives the exact exponent. This equality can be obtained as
a particular case of Crame´r’s theorem in R where the rate
function of X ∼ Bernoulli(p) is given by
I(x) =
{
D(x||p) if x ∈ [0, 1]
+∞ otherwise
(for Crame´r’s theorem in R see, e.g., [16, Section 2.2.1 and
Exercise 2.2.23] and [31, Section 1.3]).
In the following, it is shown that Theorem 2 gives in the
considered setting the upper bound on the right-hand side of
(58), and it therefore provides the exact exponent in (59). To
this end, consider the filtration where F0 = {∅,Ω} and
Fn = σ(X1, . . . , Xn), ∀ n ∈ N
and let the sequence of RVs {Sn}∞n=0 be defined as S0 = 0,
and
Sn =
n∑
i=1
Xi − np, ∀n ∈ N. (60)
It is easy to verify that {Sn,Fn}∞n=0 is a martingale, and for
every n ∈ N
|Sn − Sn−1| = |Xn − p| ≤ max{p, 1− p},
Var(Sn|Fn−1) = E[(Xn − p)2] = p(1− p).
Consider the case where p ≤ 12 . Then, from the notation of
Theorem 2
σ2 = p(1− p), d = 1− p.
Therefore, it follows from Theorem 2 that for every α ≥ 0
P(Sn ≥ nα) ≤ exp
(
−nD
(
δ + γ
1 + γ
∣∣∣∣∣∣ γ
1 + γ
))
(61)
where
γ =
p
1− p , δ =
α
1− p . (62)
Substituting (62) into (61) gives that for every α ≥ 0
P(Sn ≥ nα) ≤ exp
(−nD(α+ p || p)). (63)
Let r , α+ p (where r ≥ p⇐⇒ α ≥ 0). The substitution of
(60) into the left-hand side of (63) implies that (63) coincides
with the upper bound on the right-hand side of (58). Hence,
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Theorem 2 gives indeed the exact exponent in (59) for the case
of i.i.d. RVs that are Bernoulli(p) distributed with p ∈ [0, 12 ].
The method of types gives that a similar one-sided version
of inequality (58) holds for every r ≤ p, and therefore
lim
n→∞
1
n
ln P
(
1
n
n∑
i=1
Xi ≤ r
)
= −D(r||p), ∀ r ≤ p. (64)
For the case where p ≥ 12 , let Yi , 1−Xi for every i ∈ N.
From Theorem 2, for every α ≥ 0,
P
(
n∑
i=1
Xi ≤ n(p− α)
)
= P
(
n∑
i=1
Yi ≥ n(α+ 1− p)
)
(a)
≤ exp(−nD(α+ 1− p || 1− p))
(b)
= exp
(−nD(p− α || p)) (65)
where inequality (a) follows from inequality (63) since the
i.i.d. RVs {Yi}i∈N are Bernoulli(1−p) distributed (1−p ≤ 12 ),
and equality (b) is satisfied since D(1− x || 1− y) = D(x||y)
(see (12)). The substitution r , p− α (so r ≤ p⇐⇒ α ≥ 0)
in (65) gives the same exponent as on the right-hand side of
(64), so Theorem 2 also gives the exact exponent in (64) for
i.i.d. RVs that are Bernoulli(p) distributed with p ∈ [ 12 , 1].
B. Relations of [16, Corollary 2.4.7] with Theorem 2 and
Proposition 4
According to [16, Corollary 2.4.7], suppose v > 0 and a
sequence of real-valued RVs {Yn}∞n=1 satisfies a.s.
• Yn ≤ 1 for every n ∈ N.
• E[Yn |Sn−1] = 0 and E[Y 2n |Sn−1] ≤ v for
Sn ,
n∑
j=1
Yj , S0 = 0.
Then, for every λ ≥ 0,
E[exp(λSn)] ≤
(
v exp(λ) + exp(−λv)
1 + λ
)n
. (66)
Moreover, for every x ≥ 0
P
(
Sn
n
≥ x
)
≤ exp
(
−nD
(x+ v
1 + v
∣∣∣∣∣∣ v
1 + v
))
(67)
and, for every y ≥ 0,
P
(
Sn√
n
≥ y
)
≤ exp
(
− 2y
2
(1 + v)2
)
. (68)
In the following, we show that [16, Corollary 2.4.7] is
closely related to Theorem 2 in this paper. To this end, let
{Xk,Fk}∞k=0 be a discrete-parameter real-valued martingale
where Xk−Xk−1 ≤ d a.s. for every k ∈ N. Let us define the
martingale-difference sequence {Yk,Fk}∞k=0 where
Yk ,
Xk −Xk−1
d
, ∀ k ∈ N
and Y0 , 0. Based on the assumptions in Theorem 2, it follows
from (11) that Yk ≤ 1 a.s. for every k ∈ N, and
E[Yk | Fk−1] = 0, E[Y 2k | Fk−1] ≤
σ2
d2
= γ.
Hence, by definition, ξk , Xk −Xk−1 satisfies the equality
ξk = dYk for every k ∈ N. From (18), with t = λd and γ = v,
it follows that for every λ ≥ 0
E
[
exp
(
λSn
)]
= E
[
exp
(
λ
d
n∑
k=1
ξk
)]
≤
(
v exp(λ) + exp(−vλ)
1 + v
)n
which then coincides with (66). It is noted that in Theorem 2
it was required that |Xk − Xk−1| ≤ d whereas, due to [16,
Corollary 2.4.7], it is enough that Xk − Xk−1 ≤ d. In fact,
this relaxation is possible due to the use of Bennett’s inequality
which only requires that ξk ≤ d. The only reason it was stated
in Theorem 2 with the absolute value was simply because we
wanted to get without any loss of generality that γ ≤ 1 (due
the second requirement on the conditional variance). Finally,
since
Sn
n
=
Xn −X0
nd
,
then it follows from Theorem 2 that for every x ≥ 0
P
(
Sn
n
≥ x
)
= P(Xn −X0 ≥ nxd)
≤ exp
(
−nD
(x+ v
1 + v
∣∣∣∣∣∣ v
1 + v
))
(69)
where, from (11), the correspondence between Theorem 2
and [16, Corollary 2.4.7] is that γ = v and δ = x. This
shows the relation between Theorem 2 and Eqs. (66) and (67)
(respectively, Eqs. (2.4.8) and (2.4.9) in [16]).
We show in the following that Proposition 4 suggests an
improvement over the bound in (68) (that is introduced in
[16, Eq. (2.4.10)]). To see this, note that from Proposition 4
(see (57)), then for every y ≥ 0,
P
(
Sn√
n
≥ y
)
= P
(
Xn −X0 ≥ yd
√
n
)
≤ exp
(
− y
2
2v
) (
1 +O
( 1√
n
))
(70)
where the term on the right-hand side of (70) that scales
like O
(
1√
n
)
is expressed explicitly in terms of n for each
concentration inequality that was derived in Section III (see
the proof of Proposition 4 in Appendix H). The improvement
of the exponent (70) over the exponent in [16, Eq. (2.4.10)])
(see (68)) holds since
y2
2v
− 2y
2
(1 + v)2
=
y2
2v
(
v − 1
v + 1
)2
≥ 0
with equality if and only if v = 1. Note that this improvement
is especially pronounced if v ≪ 1; in the limit where v tends to
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zero then the improved exponent (y
2
2v ) tends to +∞, whereas
the other exponent (i.e., 2y
2
(1+v)2 ) stays bounded.
C. Relations of [16, Execrise 2.4.21(b)], [23, Theorem 1.6]
and [60, Theorem 1] with Corollary 3 and Proposition 4
The following theorem was introduced in [23, Theorem 1.6]
and [60, Theorem 1] (and in [16, Execrise 2.4.21(b)] with the
weaker condition below).
Theorem 5: Let {Sn,Fn}∞n=0 be a discrete-parameter real-
valued martingale such that S0 = 0, and Yk , Sk−Sk−1 ≤ 1
a.s. for every k ∈ N. Let us define the random variables
Qn ,
n∑
j=1
E(Y 2j |Fj−1) (71)
where Q0 , 0. Then for every z, r > 0
P(Sn ≥ z,Qn ≤ r) ≤ exp
(
−z
2
2r
· B
(z
r
))
(72)
where B was introduced in (39).
Proposition 5: Let {Xk,Fk}∞k=0 be a discrete-parameter
real-valued martingale. Then, Theorem 5 implies the results
in Corollary 3 and inequality (57) in Proposition 4.
Proof: See Appendix I.
D. Relation between the Martingale Central Limit Theorem
(CLT) and Proposition 4
In this subsection, we discuss the relation between the
martingale CLT and the concentration inequalities for discrete-
parameter martingales in Proposition 4.
Let (Ω,F ,P) be a probability space. Given a filtration
{Fk}, then {Yk,Fk}∞k=0 is said to be a martingale-difference
sequence if, for every k,
1) Yk is Fk-measurable,
2) E[|Yk|] <∞,
3) E[Yk | Fk−1] = 0.
Let
Sn =
n∑
k=1
Yk, ∀n ∈ N
and S0 = 0, then {Sk,Fk}∞k=0 is a martingale. Assume that
the sequence of RVs {Yk} is bounded, i.e., there exists a
constant d such that |Yk| ≤ d a.s., and furthermore, assume
that the limit
σ2 , lim
n→∞
1
n
n∑
k=1
E
[
Y 2k | Fk−1
]
exists in probability and is positive. The martingale CLT
asserts that, under the above conditions, Sn√
n
converges in dis-
tribution (i.e., weakly converges) to the Gaussian distribution
N (0, σ2). It is denoted by Sn√
n
⇒ N (0, σ2). We note that
there exist more general versions of this statement (see, e.g.,
[8, pp. 475–478]).
Let {Xk,Fk}∞k=0 be a discrete-parameter real-valued mar-
tingale with bounded jumps, and assume that there exists a
constant d so that a.s. for every k ∈ N
|Xk −Xk−1| ≤ d, ∀ k ∈ N.
Define, for every k ∈ N,
Yk , Xk −Xk−1
and Y0 , 0, so {Yk,Fk}∞k=0 is a martingale-difference se-
quence, and |Yk| ≤ d a.s. for every k ∈ N∪{0}. Furthermore,
for every n ∈ N,
Sn ,
n∑
k=1
Yk = Xn −X0.
Under the assumptions in Theorem 2 and its subsequences,
for every k ∈ N, one gets a.s. that
E[Y 2k | Fk−1] = E[(Xk −Xk−1)2 | Fk−1] ≤ σ2.
Lets assume that this inequality holds a.s. with equality. It
follows from the martingale CLT that
Xn −X0√
n
⇒ N (0, σ2)
and therefore, for every α ≥ 0,
lim
n→∞
P(|Xn −X0| ≥ α
√
n) = 2Q
(α
σ
)
where the Q function is introduced in (71).
Based on the notation in (11), the equality α
σ
= δ√
γ
holds,
and
lim
n→∞
P(|Xn −X0| ≥ α
√
n) = 2Q
(
δ√
γ
)
. (73)
Since, for every x ≥ 0,
Q(x) ≤ 1
2
exp
(
−x
2
2
)
then it follows that for every α ≥ 0
lim
n→∞
P(|Xn −X0| ≥ α
√
n) ≤ exp
(
− δ
2
2γ
)
.
This inequality coincides with the asymptotic result of the
inequalities in Proposition 4 (see (57) in the limit where
n → ∞), except for the additional factor of 2. Note also
that the proof of the concentration inequalities in Proposition 4
(see Appendix H) provides inequalities that are informative for
finite n, and not only in the asymptotic case where n tends to
infinity. Furthermore, due to the exponential upper and lower
bounds of the Q-function in (8), then it follows from (73)
that the exponent in the concentration inequality (57) (i.e.,
δ2
2γ ) cannot be improved under the above assumptions (unless
some more information is available).
E. Relation between the Law of the Iterated Logarithm (LIL)
and Proposition 4
In this subsection, we discuss the relation between the law of
the iterated logarithm (LIL) and the concentration inequalities
for discrete-parameter martingales in Proposition 4.
According to the law of the iterated logarithm (see, e.g., [8,
Theorem 9.5]) if {Xk}∞k=1 are i.i.d. real-valued RVs with zero
mean and unit variance, and Sn =
∑n
i=1Xi for every n ∈ N,
then
lim sup
n→∞
Sn√
2n ln lnn
= 1 a.s. (74)
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and
lim inf
n→∞
Sn√
2n ln lnn
= −1 a.s. (75)
Equations (74) and (75) assert, respectively, that for ε > 0,
along almost any realization
Sn > (1− ε)
√
2n ln lnn
and
Sn < −(1− ε)
√
2n ln lnn
infinitely often (i.o.).
Let {Xk}∞k=1 be i.i.d. real-valued RVs, defined over the
probability space (Ω,F ,P), with E[X1] = 0 and E[X21 ] = 1.
Hence Xk ∈ L2(Ω,F ,P), and therefore Xk ∈ L1(Ω,F ,P)
for every k ∈ N.
Let us define the natural filtration where F0 = {∅,Ω}, and
Fk = σ(X1, . . . , Xk) is the σ-algebra that is generated by
the RVs X1, . . . , Xk for every k ∈ N. Let S0 = 0 and Sn
be defined as above for every n ∈ N. It is straightforward to
verify by Definition 1 that {Sn,Fn}∞n=0 is a martingale.
In order to apply Proposition 4 to the considered case, let
us assume that the RVs {Xk}∞k=1 are uniformly bounded, i.e.,
it is assumed that there exists a constant c > 0 such that
|Xk| ≤ c a.s. for every k ∈ N. This implies that the martingale
{Sn,Fn}∞n=0 has bounded jumps, and for every n ∈ N
|Sn − Sn−1| ≤ c a.s.
Moreover, due to the independence of the RVs {Xk}∞k=1, then
Var(Sn | Fn−1) = E(X2n | Fn−1) = E(X2n) = 1 a.s.
which by Proposition 4 implies that for every α ≥ 0
P(|Sn| ≥ α
√
n) ≤ 2 exp
(
−α
2
2
)(
1 +O
(
1√
n
))
. (76)
(in the setting of Proposition 4, (11) gives that γ = 1
c2
and δ = α
c
). Note that the exponent on the right-hand side
of (76) is independent of the value of c, and it improves
by a factor of 1
c
(where c ≤ 1) the exponent of Azuma’s
inequality. Under the additional assumption that the RVs {Xk}
are uniformly bounded as above, then inequality (76) provides
further information to (74) and (75) where
√
2n ln lnn roughly
scales like the square root of n.
F. Relation of Theorems 2 and 4 with the Moderate Deviations
Principle
According to the moderate deviations theorem (see, e.g.,
[16, Theorem 3.7.1]) in R, let {Xi}ni=1 be a sequence of
real-valued RVs such that ΛX(λ) = E[eλXi ] < ∞ in some
neighborhood of zero, and also assume that E[Xi] = 0 and
σ2 = Var(X) > 0. Let {an}∞n=1 be a non-negative sequence
such that an → 0 and nan →∞ as n→∞, and let
Zn ,
√
an
n
n∑
i=1
Xi, ∀n ∈ N. (77)
Then, for every measurable set Γ ⊆ R,
− 1
2σ2
inf
x∈Γ0
x2 ≤ lim inf
n→∞
an lnP(Zn ∈ Γ)
≤ lim sup
n→∞
an lnP(Zn ∈ Γ)
≤ − 1
2σ2
inf
x∈Γ
x2 (78)
where Γ0 and Γ designate, respectively, the interior and closure
sets of Γ.
Let η ∈ (12 , 1) be an arbitrary fixed number, and let {an}∞n=1
be the non-negative sequence
an = n
1−2η, ∀n ∈ N
so that an → 0 and nan → ∞ as n → ∞. Let α ∈ R+, and
Γ , (−∞,−α] ∪ [α,∞). Note that, from (77),
P
(∣∣∣ n∑
i=1
Xi
∣∣∣ ≥ αnη) = P(Zn ∈ Γ)
so from the moderate deviations principle (MDP)
lim
n→∞n
1−2η
P
(∣∣∣ n∑
i=1
Xi
∣∣∣ ≥ αnη) = − α2
2σ2
, ∀α ≥ 0. (79)
It is demonstrated in Appendix J that, in contrast to Azuma’s
inequality, Theorems 2 and 4 (for every even m ≥ 2 in
Theorem 4) provide upper bounds on the probability
P
(∣∣∣ n∑
i=1
Xi
∣∣∣ ≥ αnη) , ∀n ∈ N, α ≥ 0
which both coincide with the correct asymptotic result in
(79). The analysis in Appendix J provides another interesting
link between Theorems 2 and 4 and a classical result in
probability theory, which also emphasizes the significance of
the refinements of Azuma’s inequality.
G. Relation of [41, Lemma 2.8] with Theorem 4 & Corollary 4
In [41, Lemma 2.8], it is proved that if X is a random
variable that satisfies E[X ] = 0 and X ≤ d a.s. (for some
d > 0), then
E
[
eX
] ≤ exp(ϕ(d)Var(X)) (80)
where
ϕ(x) =
{
exp(x)−1−x
x2
if x 6= 0
1
2 if x = 0
.
From (44), it follows that ϕ(x) = ϕ2(x)2 for every x ∈ R.
Based on [41, Lemma 2.8], it follows that if {ξk,Fk} is a
difference-martingale sequence (i.e., for every k ∈ N,
E[ξk | Fk−1] = 0
a.s.), and ξk ≤ d a.s. for some d > 0, then for an arbitrary
t ≥ 0
E
[
exp(tξk)|Fk−1
] ≤ exp(γ (td)2 ϕ2(td)
2
)
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holds a.s. for every k ∈ N (the parameter γ was introduced
in (11)). The last inequality can be rewritten as
E
[
exp(tξk)|Fk−1
]
≤ exp
(
γ
(
exp(td)− 1− td
))
, t ≥ 0.
(81)
This forms a looser bound on the conditional expectation,
as compared to (46) with m = 2, that gets the form
E
[
exp(tξk)|Fk−1
] ≤ 1 + γ (exp(td)− 1− td), t ≥ 0. (82)
The improvement in (82) over (81) follows since ex ≥ 1 + x
for x ≥ 0 with equality if and only if x = 0. Note that the
proof of [41, Lemma 2.8] shows that indeed the right-hand
side of (82) forms an upper bound on the above conditional
expectation, whereas it is loosened to the bound on the right-
hand side of (81) in order to handle the case where
1
n
n∑
k=1
E
[
(ξk)
2 | Fk−1
] ≤ σ2
and derive a closed-form solution of the optimized parameter t
in the resulting concentration inequality (see the proof of [41,
Theorem 2.7] for the case of independent RVs, and also [41,
Theorem 3.15] for the setting of martingales with bounded
jumps). However, if for every k ∈ N, the condition
E
[
(ξk)
2 | Fk−1
] ≤ σ2
holds a.s., then the proof of Corollary 4 shows that a closed-
form solution of the non-negative free parameter t is obtained.
More on the consequence of the difference between the bounds
in (81) and (82) is considered in the next sub-section.
H. Relation of the Concentration Inequalities for Martingales
to Discrete-Time Markov Chains
A striking well-known relation between discrete-time
Markov chains and martingales is the following (see, e.g.,
[26, p. 473]): Let {Xn}n∈N0 (N0 , N ∪ {0}) be a discrete-
time Markov chain taking values in a countable state space S
with transition matrix P, and let the function ψ : S → S be
harmonic, i.e., ∑
j∈S
pi,jψ(j) = ψ(i), ∀ i ∈ S
and consider the case where E[|ψ(Xn)|] < ∞ for every n.
Then, {Yn,Fn}n∈N0 is a martingale where Yn , ψ(Xn) and
{Fn}n∈N0 is a the natural filtration. This relation, which fol-
lows directly from the Markov property, enables to apply the
concentration inequalities in Section III for harmonic functions
of Markov chains when the function ψ is bounded (so that the
jumps of the martingale sequence are uniformly bounded).
In the special case of i.i.d. RVs, one obtains Hoeffding’s
inequality and its refined versions.
We note that relative entropy and exponential deviation
bounds for an important class of Markov chains, called
Doeblin chains (which are characterized by a convergence
to the equilibrium exponentially fast, uniformly in the initial
condition) were derived in [35]. These bounds were also shown
to be essentially identical to the Hoeffding inequality in the
special case of i.i.d. RVs (see [35, Remark 1]).
I. Relations of [11, Theorem 2.23] with Corollary 4 and
Proposition 4
In the following, we consider the relation between the in-
equalities in Corollary 4 and Proposition 4 to the particularized
form of [11, Theorem 2.23] (or also [10, Theorem 2.23]) in the
setting where dk = d and σ2k = σ2 are fixed for every k ∈ N.
The resulting exponents of these concentration inequalities are
also compared.
Let α ≥ 0 be an arbitrary non-negative number.
• In the analysis of small deviations, the bound in [11,
Theorem 2.23] is particularized to
P(|Xn −X0| ≥ α
√
n) ≤ 2 exp
(
− α
2n
2nσ2 + 2dα
√
n
3
)
.
From the notation in (11) then α2
σ2
= δ
2
γ
, and the last
inequality gets the form
P(|Xn−X0| ≥ α
√
n) ≤ 2 exp
(
− δ
2
2γ
) (
1 +O
( 1√
n
))
.
It therefore follows that [11, Theorem 2.23] implies a
concentration inequality of the form in (57). This shows
that Proposition 4 can be also regarded as a consequence
of [11, Theorem 2.23].
• In the analysis of large deviations, the bound in [11,
Theorem 2.23] is particularized to
P(|Xn −X0| ≥ αn) ≤ 2 exp
(
− α
2n
2σ2 + 2dα3
)
.
From the notation in (11), this inequality is rewritten as
P(|Xn −X0| ≥ αn) ≤ 2 exp
(
− δ
2n
2γ + 2δ3
)
. (83)
It is claimed that the concentration inequality in (83) is looser
than Corollary 4. This is a consequence of the proof of [11,
Theorem 2.23] where the derived concentration inequality is
loosened in order to handle the more general case, as compared
to the setting in this paper (see Theorem 2), where dk and
σ2k may depend on k. In order to show it explicitly, lets
compare between the steps of the derivation of the bound
in Corollary 4, and the particularization of the derivation of
[11, Theorem 2.23] in the special setting where dk and σ2k
are independent of k. This comparison is considered in the
following. The derivation of the concentration inequality in
Corollary 4 follows by substituting m = 2 in the proof of
Theorem 4. It then follows that, for every α ≥ 0,
P(Xn −X0 ≥ αn)
≤ e−nδx
(
1 + γ
(
ex − 1− x))n, ∀x ≥ 0 (84)
which then leads, after an analytic optimization of the free
non-negative parameter x (see Lemma 6 and Appendix C),
to the derivation of Corollary 4. On the other hand, the
specialization of the proof of [11, Theorem 2.23] to the case
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where dk = d and σ2k = σ2 for every k ∈ N is equivalent to
a further loosening of (84) to the bound
P(Xn −X0 ≥ αn)
≤ e−nδxenγ(ex−1−x) (85)
≤ en
(
−δx+ γx2
1− x
3
)
, ∀ x ∈ (0, 3) (86)
and then choosing an optimal x ∈ (0, 3). This indeed shows
that Corollary 4 provides a concentration inequality that is
more tight than the bound in [11, Theorem 2.23].
In order to compare quantitatively the exponents of the
concentration inequalities in [11, Theorem 2.23] and Corol-
lary 4, let us revisit the derivation of the upper bounds on the
probability of the events {|Xn − X0| ≥ αn} where α ≥ 0
is arbitrary. The optimized value of x that is obtained in
Appendix C is positive, and it becomes larger as we let the
value of γ ∈ (0, 1] approach zero. Hence, especially for small
values of γ, the loosening of the bound from (84) to (86) is
expected to deteriorate more significantly the resulting bound
in [11, Theorem 2.23] due to the restriction that x ∈ (0, 3);
this is in contrast to the optimized value of x in Appendix C
that may be above 3 for small values of γ, and it lies in general
between 0 and 1
γ
. Note also that at δ = 1, the exponent
in Corollary 4 tends to infinity in the limit where γ → 0,
whereas the exponent in (83) tends in this case to 32 . To
illustrate these differences, Figure 4 plots the exponents of
the bounds in Corollary 4 and (83), where the latter refers to
[11, Theorem 2.23], for γ = 0.01 and 0.99. As is shown in
Figure 4, the difference between the exponents of these two
bounds is indeed more pronounced when γ gets closer to zero.
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Fig. 4. A comparison of the exponents of the bound in Corollary 4 and the
particularized bound (83) from [11, Theorem 2.23]. This comparison is done
for both γ = 0.01 and 0.99. The solid curves refer to the exponents of the
bound in Corollary 4, and the dashed curves refer to the exponents of the
looser bound in (83). The upper pair of curves refers to the exponents for
γ = 0.01, and the lower pair of curves (that approximately coincide) refers
to the exponents for γ = 0.99.
Consider, on the other hand, the probability of an event
{|Xn −X0| ≥ α√n} where α ≥ 0 is arbitrary. It was shown
in Appendix D that the optimized value of x for the bound in
Corollary 4 (and its generalized version in Theorem 4) scales
like 1√
n
. Hence, it is approximately zero for n ≫ 1, and
u , γ(ex − 1 − x) ≈ γx22 scales like 1n . It therefore follows
that (1 + u)n ≈ enu for n ≫ 1. Moreover, the restriction on
x to be less than 3 in (86) does not affect the tightness of the
bound in this case since the optimized value of x is anyway
close to zero. This explains the observation that the two bounds
in Proposition 4 and [11, Theorem 2.23] essentially scale
similarly for small deviations, where the probability of an
event {|Xn −X0| ≥ α√n} for α ≥ 0 is considered.
V. APPLICATIONS IN INFORMATION THEORY AND
RELATED TOPICS
The refined versions of Azuma’s inequality in Section III
are exemplified in this section to hypothesis testing and
information theory, communication and coding.
A. Binary Hypothesis Testing
Binary hypothesis testing for finite alphabet models was
analyzed via the method of types, e.g., in [13, Chapter 11] and
[14]. It is assumed that the data sequence is of a fixed length
(n), and one wishes to make the optimal decision (based on the
Neyman-Pearson ratio test) based on the received sequence.
Let the RVs X1, X2.... be i.i.d. ∼ Q, and consider two
hypotheses:
• H1 : Q = P1.
• H2 : Q = P2.
For the simplicity of the analysis, let us assume that the RVs
are discrete, and take their values on a finite alphabet X where
P1(x), P2(x) > 0 for every x ∈ X .
In the following, let
L(X1, . . . , Xn) , ln
Pn1 (X1, . . . , Xn)
Pn2 (X1, . . . , Xn)
=
n∑
i=1
ln
P1(Xi)
P2(Xi)
designate the log-likelihood ratio. By the strong law of large
number (SLLN), if hypothesis H1 is true, then a.s.
lim
n→∞
L(X1, . . . , Xn)
n
= D(P1||P2) (87)
and otherwise, if hypothesis H2 is true, then a.s.
lim
n→∞
L(X1, . . . , Xn)
n
= −D(P2||P1) (88)
where the above assumptions on the probability mass functions
P1 and P2 imply that the relative entropies, D(P1||P2) and
D(P2||P1), are both finite. Consider the case where for some
fixed constants λ, λ ∈ R where
−D(P2||P1) < λ ≤ λ < D(P1||P2)
one decides on hypothesis H1 if
L(X1, . . . , Xn) > nλ
and on hypothesis H2 if
L(X1, . . . , Xn) < nλ.
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Note that if λ = λ , λ then a decision on the two hypotheses
is based on comparing the normalized log-likelihood ratio
(w.r.t. n) to a single threshold (λ), and deciding on hypothesis
H1 or H2 if this normalized log-likelihood ratio is, respec-
tively, above or below λ. If λ < λ then one decides on H1
or H2 if the normalized log-likelihood ratio is, respectively,
above the upper threshold λ or below the lower threshold λ.
Otherwise, if the normalized log-likelihood ratio is between
the upper and lower thresholds, then an erasure is declared
and no decision is taken in this case.
Let
α(1)n , P
n
1
(
L(X1, . . . , Xn) ≤ nλ
)
(89)
α(2)n , P
n
1
(
L(X1, . . . , Xn) ≤ nλ
)
(90)
and
β(1)n , P
n
2
(
L(X1, . . . , Xn) ≥ nλ
)
(91)
β(2)n , P
n
2
(
L(X1, . . . , Xn) ≥ nλ
)
(92)
then α(1)n and β(1)n are the probabilities of either making an
error or declaring an erasure under, respectively, hypotheses
H1 and H2; similarly α(2)n and β(2)n are the probabilities of
making an error under hypotheses H1 and H2, respectively.
Let pi1, pi2 ∈ (0, 1) denote the a-priori probabilities of the
hypotheses H1 and H2, respectively, so
P (1)e,n = pi1α
(1)
n + pi2β
(1)
n (93)
is the probability of having either an error or an erasure, and
P (2)e,n = pi1α
(2)
n + pi2β
(2)
n (94)
is the probability of error.
1) Exact Exponents: When we let n tend to infinity, the
exact exponents of α(j)n and β(j)n (j = 1, 2) are derived via
Crame´r’s theorem. The resulting exponents form a straight-
forward generalization of, e.g., [16, Theorem 3.4.3] and [31,
Theorem 6.4] that addresses the case where the decision is
made based on a single threshold of the log-likelihood ratio.
In this particular case where λ = λ , λ, the option of erasures
does not exist, and P (1)e,n = P (2)e,n , Pe,n is the error probability.
In the considered general case with erasures, let
λ1 , −λ, λ2 , −λ
then Crame´r’s theorem on R yields that the exact exponents
of α(1)n , α(2)n , β(1)n and β(2)n are given by
lim
n→∞
− lnα
(1)
n
n
= I(λ1) (95)
lim
n→∞−
lnα
(2)
n
n
= I(λ2) (96)
lim
n→∞
− lnβ
(1)
n
n
= I(λ2)− λ2 (97)
lim
n→∞−
lnβ
(2)
n
n
= I(λ1)− λ1 (98)
where the rate function I is given by
I(r) , sup
t∈R
(
tr −H(t)) (99)
and
H(t) = ln
(∑
x∈X
P1(x)
1−tP2(x)t
)
, ∀ t ∈ R. (100)
The rate function I is convex, lower semi-continuous (l.s.c.)
and non-negative (see, e.g., [16] and [31]). Note that
H(t) = (t− 1)Dt(P2||P1)
where Dt(P ||Q) designates Re´yni’s information divergence of
order t [52, Eq. (3.3)], and I in (99) is the Fenchel-Legendre
transform of H (see, e.g., [16, Definition 2.2.2]).
From (93)– (98), the exact exponents of P (1)e,n and P (2)e,n are
equal to
lim
n→∞
− lnP
(1)
e,n
n
= min
{
I(λ1), I(λ2)− λ2
}
(101)
and
lim
n→∞
− lnP
(2)
e,n
n
= min
{
I(λ2), I(λ1)− λ1
}
. (102)
For the case where the decision is based on a single
threshold for the log-likelihood ratio (i.e., λ1 = λ2 , λ),
then P (1)e,n = P (2)e,n , Pe,n, and its error exponent is equal to
lim
n→∞
− lnPe,n
n
= min
{
I(λ), I(λ) − λ
}
(103)
which coincides with the error exponent in [16, Theorem 3.4.3]
(or [31, Theorem 6.4]). The optimal threshold for obtaining
the best error exponent of the error probability Pe,n is equal
to zero (i.e., λ = 0); in this case, the exact error exponent is
equal to
I(0) = − min
0≤t≤1
ln
(∑
x∈X
P1(x)
1−tP2(x)t
)
, C(P1, P2) (104)
which is the Chernoff information of the probability mea-
sures P1 and P2 (see [13, Eq. (11.239)]), and it is sym-
metric (i.e., C(P1, P2) = C(P2, P1)). Note that, from (99),
I(0) = supt∈R
(−H(t)) = − inft∈R(H(t)); the minimization
in (104) over the interval [0, 1] (instead of taking the infimum
of H over R) is due to the fact that H(0) = H(1) = 0 and the
function H in (100) is convex, so it is enough to restrict the
infimum of H to the closed interval [0, 1] for which it turns
to be a minimum.
Paper [9] forms a classical paper that considers binary
hypothesis testing from an information-theoretic point of view,
and it derives the error exponents of binary hypothesis testers
in analogy to optimum channel codes via the use of relative
entropy measures. We will further explore on this kind of anal-
ogy in the continuation to this section (see later Sections V-A5
and V-A6 w.r.t. moderate and small deviations analysis of
binary hypothesis testing).
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2) Lower Bound on the Exponents via Theorem 2: In the
following, the tightness of Theorem 2 is examined by using
it for the derivation of lower bounds on the error exponent
and the exponent of the event of having either an error or an
erasure. These results will be compared in the next sub-section
to the exact exponents from the previous sub-section.
We first derive a lower bound on the exponent of α(1)n .
Under hypothesis H1, let us construct the martingale sequence
{Uk,Fk}nk=0 where F0 ⊆ F1 ⊆ . . .Fn is the filtration
F0 = {∅,Ω}, Fk = σ(X1, . . . , Xk), ∀ k ∈ {1, . . . , n}
and
Uk = EPn1
[
L(X1, . . . , Xn) | Fk
]
. (105)
For every k ∈ {0, . . . , n}
Uk = EPn1
[
n∑
i=1
ln
P1(Xi)
P2(Xi)
∣∣∣ Fk
]
=
k∑
i=1
ln
P1(Xi)
P2(Xi)
+
n∑
i=k+1
EPn1
[
ln
P1(Xi)
P2(Xi)
]
=
k∑
i=1
ln
P1(Xi)
P2(Xi)
+ (n− k)D(P1||P2).
In particular
U0 = nD(P1||P2), (106)
Un =
n∑
i=1
ln
P1(Xi)
P2(Xi)
= L(X1, . . . , Xn) (107)
and, for every k ∈ {1, . . . , n},
Uk − Uk−1 = ln P1(Xk)
P2(Xk)
−D(P1||P2). (108)
Let
d1 , max
x∈X
∣∣∣∣ln P1(x)P2(x) −D(P1||P2)
∣∣∣∣ (109)
so d1 < ∞ since by assumption the alphabet set X is finite,
and P1(x), P2(x) > 0 for every x ∈ X . From (108) and (109)
|Uk − Uk−1| ≤ d1
holds a.s. for every k ∈ {1, . . . , n}, and
EPn1
[
(Uk − Uk−1)2 | Fk−1
]
= EP1
[(
ln
P1(Xk)
P2(Xk)
−D(P1||P2)
)2]
=
∑
x∈X
{
P1(x)
(
ln
P1(x)
P2(x)
−D(P1||P2)
)2}
, σ21 . (110)
Let
ε1,1 = D(P1||P2)− λ, ε2,1 = D(P2||P1) + λ (111)
ε1,2 = D(P1||P2)− λ, ε2,2 = D(P2||P1) + λ (112)
The probability of making an erroneous decision on hypothesis
H2 or declaring an erasure under the hypothesis H1 is equal
to α(1)n , and from Theorem 2
α(1)n , P
n
1
(
L(X1, . . . , Xn) ≤ nλ
)
(a)
= Pn1 (Un − U0 ≤ −ε1,1 n) (113)
(b)
≤ exp
(
−nD
(δ1,1 + γ1
1 + γ1
∣∣∣∣∣∣ γ1
1 + γ1
))
(114)
where equality (a) follows from (106), (107) and (111), and
inequality (b) follows from Theorem 2 with
γ1 ,
σ21
d21
, δ1,1 ,
ε1,1
d1
. (115)
Note that if ε1,1 > d1 then it follows from (108) and (109) that
α
(1)
n is zero; in this case δ1,1 > 1, so the divergence in (114)
is infinity and the upper bound is also equal to zero. Hence,
it is assumed without loss of generality that δ1,1 ∈ [0, 1].
Similarly to (105), under hypothesis H2, let us define the
martingale sequence {Uk,Fk}nk=0 with the same filtration and
Uk = EPn2
[
L(X1, . . . , Xn) | Fk
]
, ∀ k ∈ {0, . . . , n}. (116)
For every k ∈ {0, . . . , n}
Uk =
k∑
i=1
ln
P1(Xi)
P2(Xi)
− (n− k)D(P2||P1)
and in particular
U0 = −nD(P2||P1), Un = L(X1, . . . , Xn). (117)
For every k ∈ {1, . . . , n},
Uk − Uk−1 = ln P1(Xk)
P2(Xk)
+D(P2||P1). (118)
Let
d2 , max
x∈X
∣∣∣∣ln P2(x)P1(x) −D(P2||P1)
∣∣∣∣ (119)
then, the jumps of the latter martingale sequence are uni-
formly bounded by d2 and, similarly to (110), for every
k ∈ {1, . . . , n}
EPn2
[
(Uk − Uk−1)2 | Fk−1
]
=
∑
x∈X
{
P2(x)
(
ln
P2(x)
P1(x)
−D(P2||P1)
)2}
, σ22 . (120)
Hence, it follows from Theorem 2 that
β(1)n , P
n
2
(
L(X1, . . . , Xn) ≥ nλ
)
= Pn2 (Un − U0 ≥ ε2,1 n) (121)
≤ exp
(
−nD
(δ2,1 + γ2
1 + γ2
∣∣∣∣∣∣ γ2
1 + γ2
))
(122)
where the equality in (121) holds due to (117) and (111), and
(122) follows from Theorem 2 with
γ2 ,
σ22
d22
, δ2,1 ,
ε2,1
d2
(123)
and d2, σ2 are introduced, respectively, in (119) and (120).
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From (93), (114) and (122), the exponent of the probability
of either having an error or an erasure is lower bounded by
lim
n→∞
− lnP
(1)
e,n
n
≥ min
i=1,2
D
(δi,1 + γi
1 + γi
∣∣∣∣∣∣ γi
1 + γi
)
. (124)
Similarly to the above analysis, one gets from (94) and (112)
that the error exponent is lower bounded by
lim
n→∞
− lnP
(2)
e,n
n
≥ min
i=1,2
D
(δi,2 + γi
1 + γi
∣∣∣∣∣∣ γi
1 + γi
)
(125)
where
δ1,2 ,
ε1,2
d1
, δ2,2 ,
ε2,2
d2
. (126)
For the case of a single threshold (i.e., λ = λ , λ)
then (124) and (125) coincide, and one obtains that the error
exponent satisfies
lim
n→∞
− lnPe,n
n
≥ min
i=1,2
D
(δi + γi
1 + γi
∣∣∣∣∣∣ γi
1 + γi
)
(127)
where δi is the common value of δi,1 and δi,2 (for i = 1, 2).
In this special case, the zero threshold is optimal (see, e.g.,
[16, p. 93]), which then yields that (127) is satisfied with
δ1 =
D(P1||P2)
d1
, δ2 =
D(P2||P1)
d2
(128)
with d1 and d2 from (109) and (119), respectively. The
right-hand side of (127) forms a lower bound on Chernoff
information which is the exact error exponent for this special
case.
3) Comparison of the Lower Bounds on the Exponents with
those that Follow from Azuma’s Inequality: The lower bounds
on the error exponent and the exponent of the probability
of having either errors or erasures, that were derived in the
previous sub-section via Theorem 2, are compared in the
following to the loosened lower bounds on these exponents
that follow from Azuma’s inequality.
We first obtain upper bounds on α(1)n , α(2)n , β(1)n and β(2)n via
Azuma’s inequality, and then use them to derive lower bounds
on the exponents of P (1)e,n and P (2)e,n .
From (108), (109), (113), (115), and Azuma’s inequality
α(1)n ≤ exp
(
−δ
2
1,1n
2
)
(129)
and, similarly, from (118), (119), (121), (123), and Azuma’s
inequality
β(1)n ≤ exp
(
−δ
2
2,1n
2
)
. (130)
From (90), (92), (112), (126) and Azuma’s inequality
α(2)n ≤ exp
(
−δ
2
1,2n
2
)
(131)
β(2)n ≤ exp
(
−δ
2
2,2n
2
)
. (132)
Therefore, it follows from (93), (94) and (129)–(132) that the
resulting lower bounds on the exponents of P (1)e,n and P (2)e,n are
lim
n→∞
− lnP
(j)
e,n
n
≥ min
i=1,2
δ2i,j
2
, j = 1, 2 (133)
as compared to (124) and (125) which give, for j = 1, 2,
lim
n→∞
− lnP
(j)
e,n
n
≥ min
i=1,2
D
(δi,j + γi
1 + γi
∣∣∣∣∣∣ γi
1 + γi
)
. (134)
For the specific case of a zero threshold, the lower bound on
the error exponent which follows from Azuma’s inequality is
given by
lim
n→∞
− lnP
(j)
e,n
n
≥ min
i=1,2
δ2i
2
(135)
with the values of δ1 and δ2 in (128).
The lower bounds on the exponents in (133) and (134) are
compared in the following. Note that the lower bounds in (133)
are loosened as compared to those in (134) since they follow,
respectively, from Azuma’s inequality and its improvement in
Theorem 2.
The divergence in the exponent of (134) is equal to
D
(δi,j + γi
1 + γi
∣∣∣∣∣∣ γi
1 + γi
)
=
(
δi,j + γi
1 + γi
)
ln
(
1 +
δi,j
γi
)
+
(
1− δi,j
1 + γi
)
ln(1− δi,j)
=
γi
1 + γi
[(
1 +
δi,j
γi
)
ln
(
1 +
δi,j
γi
)
+
(1− δi,j) ln(1− δi,j)
γi
]
.
(136)
Lemma 3:
(1+u) ln(1+u) ≥
{
u+ u
2
2 , u ∈ [−1, 0]
u+ u
2
2 − u
3
6 , u ≥ 0
(137)
where at u = −1, the left-hand side is defined to be zero (it
is the limit of this function when u→ −1 from above).
Proof: The proof follows by elementary calculus.
Since δi,j ∈ [0, 1], then (136) and Lemma 3 imply that
D
(δi,j + γi
1 + γi
∣∣∣∣∣∣ γi
1 + γi
)
≥ δ
2
i,j
2γi
− δ
3
i,j
6γ2i (1 + γi)
. (138)
Hence, by comparing (133) with the combination of (134) and
(138), then it follows that (up to a second-order approximation)
the lower bounds on the exponents that were derived via
Theorem 2 are improved by at least a factor of
(
max γi
)−1
as compared to those that follow from Azuma’s inequality.
Example 4: Consider two probability measures P1 and P2
where
P1(0) = P2(1) = 0.4, P1(1) = P2(0) = 0.6,
and the case of a single threshold of the log-likelihood ratio
that is set to zero (i.e., λ = 0). The exact error exponent in
this case is Chernoff information that is equal to
C(P1, P2) = 2.04 · 10−2.
The improved lower bound on the error exponent in (127)
and (128) is equal to 1.77 · 10−2, whereas the loosened lower
bound in (135) is equal to 1.39 · 10−2. In this case γ1 = 23
and γ2 = 79 , so the improvement in the lower bound on the
error exponent is indeed by a factor of approximately(
max
i
γi
)−1
=
9
7
.
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Note that, from (114), (122) and (129)–(132), these are lower
bounds on the error exponents for any finite block length
n, and not only asymptotically in the limit where n → ∞.
The operational meaning of this example is that the improved
lower bound on the error exponent assures that a fixed error
probability can be obtained based on a sequence of i.i.d. RVs
whose length is reduced by 22.2% as compared to the loosened
bound which follows from Azuma’s inequality.
4) Comparison of the Exact and Lower Bounds on the Error
Exponents, Followed by a Relation to Fisher Information: In
the following, we compare the exact and lower bounds on
the error exponents. Consider the case where there is a single
threshold on the log-likelihood ratio (i.e., referring to the case
where the erasure option is not provided) that is set to zero.
The exact error exponent in this case is given by the Chernoff
information (see (104)), and it will be compared to the two
lower bounds on the error exponents that were derived in the
previous two subsections.
Let {Pθ}θ∈Θ, denote an indexed family of probability mass
functions where Θ denotes the parameter set. Assume that
Pθ is differentiable in the parameter θ. Then, the Fisher
information is defined as
J(θ) , Eθ
[
∂
∂θ
lnPθ(x)
]2
(139)
where the expectation is w.r.t. the probability mass function
Pθ . The divergence and Fisher information are two related
information measures, satisfying the equality
lim
θ′→θ
D(Pθ ||Pθ′)
(θ − θ′)2 =
J(θ)
2
(140)
(note that if it was a relative entropy to base 2 then the right-
hand side of (140) would have been divided by ln 2, and be
equal to J(θ)ln 4 as in [13, Eq. (12.364)]).
Proposition 6: Under the above assumptions,
• The Chernoff information and Fisher information are
related information measures that satisfy the equality
lim
θ′→θ
C(Pθ, Pθ′)
(θ − θ′)2 =
J(θ)
8
. (141)
• Let
EL(Pθ, Pθ′) , min
i=1,2
D
(δi + γi
1 + γi
∣∣∣∣∣∣ γi
1 + γi
)
(142)
be the lower bound on the error exponent in (127) which
corresponds to P1 , Pθ and P2 , Pθ′ , then also
lim
θ′→θ
EL(Pθ, Pθ′)
(θ − θ′)2 =
J(θ)
8
. (143)
• Let
E˜L(Pθ, Pθ′) , min
i=1,2
δ2i
2
(144)
be the loosened lower bound on the error exponent in
(135) which refers to P1 , Pθ and P2 , Pθ′ . Then,
lim
θ′→θ
E˜L(Pθ, Pθ′)
(θ − θ′)2 =
a(θ)J(θ)
8
(145)
for some deterministic function a bounded in [0, 1],
and there exists an indexed family of probability mass
functions for which a(θ) can be made arbitrarily close to
zero for any fixed value of θ ∈ Θ.
Proof: See Appendix K.
Proposition 6 shows that, in the considered setting, the
refined lower bound on the error exponent provides the correct
behavior of the error exponent for a binary hypothesis testing
when the relative entropy between the pair of probability
mass functions that characterize the two hypotheses tends to
zero. This stays in contrast to the loosened error exponent,
which follows from Azuma’s inequality, whose scaling may
differ significantly from the correct exponent (for a concrete
example, see the last part of the proof in Appendix K).
Example 5: Consider the index family of of probability
mass functions defined over the binary alphabet X = {0, 1}:
Pθ(0) = 1− θ, Pθ(1) = θ, ∀ θ ∈ (0, 1).
From (139), the Fisher information is equal to
J(θ) =
1
θ
+
1
1− θ
and, at the point θ = 0.5, J(θ) = 4. Let θ1 = 0.51 and
θ2 = 0.49, so from (141) and (143)
C(Pθ1 , Pθ2), EL(Pθ1 , Pθ2) ≈
J(θ)(θ1 − θ2)2
8
= 2.00 · 10−4.
Indeed, the exact values of C(Pθ1 , Pθ2) and EL(Pθ1 , Pθ2) are
2.000 · 10−4 and 1.997 · 10−4, respectively.
5) Moderate Deviations Analysis for Binary Hypothesis
Testing: So far, we have discussed large deviations analysis
for binary hypothesis testing, and compared the exact error
exponents with lower bounds that follow from refined versions
of Azuma’s inequality.
Based on the asymptotic results in (87) and (88), which
hold a.s. under hypotheses H1 and H2 respectively, the large
deviations analysis refers to upper and lower thresholds λ and
λ which are kept fixed (i.e., these thresholds do not depend on
the block length n of the data sequence) where
−D(P2||P1) < λ ≤ λ < D(P1||P2).
Suppose that instead of having some fixed upper and lower
thresholds, one is interested to set these thresholds such that
as the block length n tends to infinity, they tend simultaneously
to their asymptotic limits in (87) and (88), i.e.,
lim
n→∞λ
(n)
= D(P1||P2), lim
n→∞λ
(n) = −D(P2||P1).
Specifically, let η ∈ (12 , 1), and ε1, ε2 > 0 be arbitrary
fixed numbers, and consider the case where one decides on
hypothesis H1 if
L(X1, . . . , Xn) > nλ
(n)
and on hypothesis H2 if
L(X1, . . . , Xn) < nλ
(n)
where these upper and lower thresholds are set to
λ
(n)
= D(P1||P2)− ε1n−(1−η)
λ(n) = −D(P2||P1) + ε2n−(1−η)
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so that they approach, respectively, the relative entropies
D(P1||P2) and −D(P2||P1) in the asymptotic case where
the block length n of the data sequence tends to infinity.
Accordingly, the conditional probabilities in (89)–(92) are
modified so that the fixed thresholds λ and λ are replaced
with the above block-length dependent thresholds λ(n) and
λ(n), respectively. The moderate deviations analysis for binary
hypothesis testing studies the probability of an error event and
the probability of a joint error and erasure event under the two
hypotheses, and it studies the interplay between each of these
probabilities, the block length n, and the related thresholds
that tend asymptotically to the limits in (87) and (88) when
the block length tends to infinity.
Before proceeding to the moderate deviations analysis for
binary hypothesis testing, the related literature is reviewed
shortly. As was noted in [2], moderate deviations analysis
appears so far in the information theory literature only in
two recent works: Moderate deviations behavior of channel
coding for discrete memoryless channels was studied in [2],
with direct and converse results which explicitly characterize
the rate function of the moderate deviations principle (MDP).
In their considered analysis, the authors of [2] studied the
interplay between the probability of error, code rate and block
length when the communication takes place over discrete
memoryless channels, having the interest to figure out how
the error probability of the best code scales when simulta-
neously the block length tends to infinity and the code rate
approaches the channel capacity. The novelty in the setup of
their analysis was the consideration of the scenario mentioned
above, in contrast to the case where the rate is kept fixed
below capacity, and the study is reduced to a characterization
of the dependence between the two remaining parameters
(i.e., the block length n and the average/ maximal error
probability of the best code). As opposed to the latter case,
which corresponds to large deviations analysis and implies
a characterization of error exponents as a function of the
fixed rate, the analysis made in [2] (via the introduction of
direct and converse theorems) demonstrated a sub-exponential
scaling of the maximal error probability in the considered
moderate deviations regime. In another recent paper [28], the
moderate deviations analysis of the Slepian-Wolf problem was
studied, and to the best of our knowledge, the authors of
[28] were the first to consider moderate deviations analysis in
the information theory literature. In the probability literature,
moderate deviations analysis was extensively studied (see, e.g.,
[16, Section 3.7]), and in particular the MDP was studied
in [15] in the context of continuous-time martingales with
bounded jumps.
In light of the discussion in Section IV-F on the MDP for
i.i.d. RVs and the discussion of its relation to the concentration
inequalities in Section III (see Appendix J), and also motivated
by the two recent works in [2] and [28], we proceed to
consider in the following moderate deviations analysis for
binary hypothesis testing. Our approach for this kind of
analysis relies on concentration inequalities for martingales.
In the following, we analyze the probability of a joint error
and erasure event under hypothesis H1, i.e., derive an upper
bound on α(1)n in (89). The same kind of analysis can be
adapted easily for the other probabilities in (90)–(92). As
mentioned earlier, let ε1 > 0 and η ∈ (12 , 1) be arbitrarily fixed
numbers. Then, under hypothesis H1, it follows that similarly
to (113)–(115)
Pn1
(
L(X1, . . . , Xn) ≤ nλ(n))
= Pn1
(
L(X1, . . . , Xn) ≤ nD(P1||P2)− ε1nη
)
≤ exp
(
−nD
(
δ
(η,n)
1 + γ1
1 + γ1
∣∣∣∣ γ1
1 + γ1
))
(146)
where
δ
(η,n)
1 ,
ε1n
−(1−η)
d1
, γ1 ,
σ21
d21
(147)
with d1 and σ21 from (109) and (110). From (136), (137) and
(147), it follows that
D
(
δ
(η,n)
1 + γ1
1 + γ1
∣∣∣∣ γ1
1 + γ1
)
=
γ1
1 + γ1
[(
1 +
δ
(η,n)
1
γ1
)
ln
(
1 +
δ
(η,n)
1
γ1
)
+
(
1− δ(η,n)1
)
ln
(
1− δ(η,n)1
)
γ1
]
≥ γ1
1 + γ1
[(
δ
(η,n)
1
γ1
+
(
δ
(η,n)
1
)2
2γ21
−
(
δ
(η,n)
1
)3
6γ31
)
+
1
γ1
(
−δ(η,n)1 +
(δ
(η,n)
1 )
2
2
)]
=
(
δ
(η,n)
1
)2
2γ1
−
(
δ
(η,n)
1
)3
6γ21(1 + γ1)
=
ε21 n
−2(1−η)
2γ1d21
(
1− ε1
3d1γ1(1 + γ1)
1
n1−η
)
=
ε21 n
−2(1−η)
2σ21
(
1− ε1d1
3σ21(1 + γ1)
1
n1−η
)
provided that δ(η,n)1 < 1 (which holds for n ≥ n0 for some
n0 , n0(η, ε1, d1) ∈ N that is determined from (147)). By
substituting this lower bound on the divergence into (146), it
follows that
Pn1
(
L(X1, . . . , Xn) ≤ nD(P1||P2)− ε1nη
)
≤ exp
(
−ε
2
1 n
2η−1
2σ21
(
1− ε1d1
3σ21(1 + γ1)
1
n1−η
))
(148)
so this upper bound has a sub-exponential decay to zero. In
particular, in the limit where n tends to infinity
lim
n→∞
n2η−1 ln Pn1
(
L(X1, . . . , Xn) ≤ nD(P1||P2)− ε1nη
)
≤ − ε
2
1
2σ21
(149)
with σ21 in (110), i.e.,
σ21 ,
∑
x∈X
{
P1(x)
(
ln
P1(x)
P2(x)
−D(P1||P2)
)2}
.
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From the analysis in Section IV-F and Appendix J, the
following things hold:
• The inequality for the asymptotic limit in (149) holds in
fact with equality.
• The same asymptotic result also follows from Theorem 4
for every even-valued m ≥ 2 (instead of Theorem 2).
To verify these statements, consider the real-valued sequence
of i.i.d. RVs
Yi , ln
(
P1(Xi)
P2(Xi)
)
−D(P1||P2), i = 1, . . . , n
that, under hypothesis H1, have zero mean and variance σ21 .
Since, by assumption, the sequence {Xi}ni=1 are i.i.d., then
L(X1, . . . , Xn)− nD(P1||P2) =
n∑
i=1
Yi, (150)
and it follows from the one-sided version of the MDP in (79)
that indeed (149) holds with equality. Moreover, Theorem 2
provides, via the inequality in (148), a finite-length result
that enhances the asymptotic result for n → ∞. The second
item above follows from the second part of the analysis in
Appendix J (i.e., the part of analysis in this appendix that
follows from Theorem 4).
A completely similar analysis w.r.t. moderate deviations
for binary hypothesis testing can be also performed under
hypothesisH2. Note that, in the considered setting of moderate
deviations analysis for binary hypothesis testing, the error
probability has a sub-exponential decay to zero that is similar
to the scaling that was obtained in [2] by the moderate
deviations analysis for channel coding.
6) Second-Order Analysis for Binary Hypothesis Testing:
The moderate deviations analysis in the previous sub-section
refers to deviations that scale like nη for η ∈ (12 , 1). Let us
consider now the case of η = 12 which corresponds to small
deviations. To this end, refer to the real-valued sequence of
i.i.d. RVs {Yi}ni=1 with zero mean and variance σ21 (under
hypothesis H1), and define the partial sums Sk =
∑k
i=1 Yi for
k ∈ {1, . . . , n} with S0 = 0. This implies that {Sk,Fk}nk=0
is a martingale-difference sequence. At this point, it links the
current discussion on binary hypothesis testing to Section IV-D
which refers to the relation between the martingale CLT and
Proposition 4. Specifically, since from (150),
Sn − S0 = L(X1, . . . , Xn)− nD(P1||P2)
then from the proof of Proposition 4, one gets an upper bound
on the probability
Pn1
(
L(X1, . . . , Xn) ≤ nD(P1||P2)− ε1
√
n
)
for a finite block length n (via an analysis that is either related
to Theorem 2 or 4) which agrees with the asymptotic result
lim
n→∞
ln Pn1
(
L(X1, . . . , Xn) ≤ nD(P1||P2)− ε1
√
n
)
= − ε
2
1
2σ21
. (151)
Referring to small deviations analysis and the CLT, it shows
a duality between these kind of results and recent works on
second-order analysis for channel coding (see [29], [49], [50]
and [51], where the variance σ21 in (110) is replaced with the
channel dispersion that is defined to be the variance of the
mutual information RV between the channel input and output,
and is a property of the communication channel solely).
B. Pairwise Error Probability for Linear Block Codes over
Binary-Input Output-Symmetric DMCs
In this sub-section, the tightness of Theorems 2 and 4 is
studied by the derivation of upper bounds on the pairwise
error probability under maximum-likelihood (ML) decoding
when the transmission takes place over a discrete memoryless
channel (DMC).
Let C be a binary linear block code of block length n,
and assume that the codewords are a-priori equi-probable.
Consider the case where the communication takes place over
a binary-input output-symmetric DMC whose input alphabet
is X = {0, 1}, and its output alphabet Y is finite.
In the following, boldface letters denote vectors, regular
letters with sub-scripts denote individual elements of vectors,
capital letters represent RVs, and lower-case letters denote
individual realizations of the corresponding RVs. Let
PY|X(y|x) =
n∏
i=1
PY |X(yi|xi)
be the transition probability of the DMC, where due to the
symmetry assumption
PY |X(y|0) = PY |X(−y|1), ∀ y ∈ Y.
It is also assumed in the following that PY |X(y|x) > 0 for
every (x, y) ∈ X × Y . Due to the linearity of the code and
the symmetry of the DMC, the decoding error probability is
independent of the transmitted codeword, so it is assumed
without any loss of generality that the all-zero codeword
is transmitted. In the following, we consider the pairwise
error probability when the competitive codeword x ∈ C has
a Hamming weight that is equal to h, and denote it by
WH(x) = h. Let PY denote the probability distribution of
the channel output.
In order to derive upper bounds on the pairwise error
probability, let us define the following two hypotheses:
• H1 : PY(y) =
∏n
i=1 PY |X(yi|0), ∀y ∈ Yn,
• H2 : PY(y) =
∏n
i=1 PY |X(yi|xi), ∀y ∈ Yn
which correspond, respectively, to the transmission of the all-
zero codeword and the competitive codeword x ∈ C.
Under hypothesis H1, the considered pairwise error event
under ML decoding occurs if and only if
n∑
i=1
ln
(
PY |X(yi|xi)
PY |X(yi|0)
)
≥ 0.
Let {ik}hk=1 be the h indices of the coordinates of x where
xi = 1, ordered such that 1 ≤ i1 < . . . < ih ≤ n. Based on
this notation, the log-likelihood ratio satisfies the equality
n∑
i=1
ln
(
PY |X(yi|xi)
PY |X(yi|0)
)
=
h∑
m=1
ln
(
PY |X(yim |1)
PY |X(yim |0)
)
. (152)
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For the continuation of the analysis in this sub-section, let us
define the martingale sequence {Uk,Fl}nk=0 with the filtration
Fk = σ(Yi1 , . . . , Yik), k = 1, . . . , h
F0 = {∅,Ω}
and, under hypothesis H1, let
Uk = E
[
h∑
m=1
ln
(
PY |X(Yim |1)
PY |X(Yim |0)
) ∣∣∣Fk
]
, ∀ k ∈ {0, 1, . . . , h}.
Since, under hypothesis H1, the RVs Yi1 , . . . , Yih are statisti-
cally independent, then for k ∈ {0, 1, . . . , h}
Uk =
k∑
m=1
ln
(
PY |X(Yim |1)
PY |X(Yim |0)
)
+(h− k)
∑
y∈Y
PY |X(y|0) ln
(
PY |X(y|1)
PY |X(y|0)
)
=
k∑
m=1
ln
(
PY |X(Yim |1)
PY |X(Yim |0)
)
−(h− k) D(PY |X(·|0) ||PY |X(·|1)). (153)
Specifically
U0 = −hD
(
PY |X(·|0) ||PY |X(·|1)
) (154)
Uh =
n∑
i=1
ln
(
PY |X(Yi|xi)
PY |X(Yi|0)
)
(155)
where the last equality follows from (152) and (153), and the
differences of the martingale sequence are given by
ξk , Uk − Uk−1
= ln
(
PY |X(Yik |1)
PY |X(Yik |0)
)
+D
(
PY |X(·|0) ||PY |X(·|1)
) (156)
for every k ∈ {1, . . . , h}. Note that, under hypothesis H1,
indeed E[ξk|Fk−1] = 0.
The probability of a pairwise error event, where the ML
decoder prefers a competitive codeword x ∈ C (WH(x) = h)
over the transmitted all-zero codeword, is equal to
Ph , P(Uh > 0 | H1)
= P
(
Uh − U0 > hD
(
PY |X(·|0) ||PY |X(·|1)
) | H1).(157)
It therefore follows that a.s. for every k ∈ {1, . . . , h}
|ξk| ≤ max
y∈Y
∣∣∣∣ ln(PY |X(y|1)PY |X(y|0)
)∣∣∣∣+D(PY |X(·|0) ||PY |X(·|1))
, d <∞ (158)
which is indeed finite since, by assumption, the alphabet Y
is finite and PY |X(y|x) > 0 for every (x, y) ∈ X × Y . Note
that, in fact, taking an absolute value in the maximization of
the logarithm on the right-hand side of (158) is redundant
due to the channel symmetry, and also due to the equality∑
y PY |X(y|0) =
∑
y PY |X(y|1) = 1 (so that it follows, from
this equality, that there exists an element y ∈ Y such that
PY |X(y|1) ≥ PY |X(y|0)).
As an interim conclusion, {Uk,Fk}hk=0 is a martingale
sequence with bounded jumps, and |Uk − Uk−1| ≤ d holds
a.s. for every k ∈ {1, . . . , h}. We rely in the following on the
concentration inequalities of Theorems 2 and 4 to obtain, via
(156)–(158), upper bounds on the pairwise error probability.
The tightness of these bounds will be examined numerically,
and they will be compared to the Bhattacharyya upper bound.
1) Analysis Related to Theorem 2: From (156), for every
k ∈ {1, . . . , h}
E[ξ2k|Fk−1]
=
∑
y∈Y
PY |X(y|0)
[
ln
(
PY |X(y|1)
PY |X(y|0)
)
+D
(
PY |X(·|0) ||PY |X(·|1)
)]2
=
∑
y∈Y
PY |X(y|0)
[
ln
(
PY |X(y|1)
PY |X(y|0)
)]2
−
[
D
(
PY |X(·|0) ||PY |X(·|1)
)]2
, σ2 (159)
holds a.s., where the last equality follows from the definition
of the divergence (relative entropy). Based on (157) and the
notation in (11), let
γ =
σ2
d2
, δ ,
D
(
PY |X(·|0) ||PY |X(·|1)
)
d
(160)
where d and σ2 are introduced in (158) and (159), respectively.
Under hypothesis H1, one gets from (157) and Theorem 2 that
the pairwise error probability satisfies the upper bound
Ph ≤ Zh1 (161)
where
Z1 , exp
(
−D
(δ + γ
1 + γ
∣∣∣∣ γ
1 + γ
))
(162)
and γ, δ are introduced in (160).
In the following, we compare the exponential bound in (161)
with the Bhattacharyya bound
Ph ≤ ZhB (163)
where the Bhattacharyya parameter ZB of the binary-input
DMC is given by
ZB ,
∑
y∈Y
√
PY |X(y|0)PY |X(y|1) . (164)
Example 6: Consider a binary symmetric channel (BSC)
with crossover probability p. The Bhattacharyya parameter
which corresponds to this channel is ZB =
√
4p(1− p). In
the following, Z1 from (162) is calculated for comparison.
Without loss of generality, assume that p ≤ 12 . Straightforward
calculation shows that
d = 2(1− p) ln
(1− p
p
)
σ2 = 4p(1− p)
[
ln
(1− p
p
)]2
D
(
PY |X(·|0) ||PY |X(·|1)
)
= (1− 2p) ln
(1− p
p
)
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and therefore (160) gives that
γ =
p
1− p , δ =
1− 2p
2(1− p) .
Substituting γ and δ into (162) gives that the base of the
exponential bound in (161) is equal to
Z1 = exp
(
−D
(1
2
∣∣∣∣ p)) =√4p(1− p)
which coincides with the Bhattacharyya parameter for the
BSC. This shows that, for the BSC, Theorem 2 implies the
Bhattacharyya upper bound on the pairwise error probability.
In general, it is observed numerically that Z1 ≥ ZB for
binary-input output-symmetric DMCs with an equality for the
BSC (this will be exemplified after introducing the bound on
the pairwise error probability which follows from Theorem 4).
This implies that Theorem 2 yields in general a looser bound
than the Bhattacharyya upper bound in the context of the
pairwise error probability for DMCs.
2) Analysis Related to Theorem 4: In the following, a par-
allel upper bound on the pairwise error probability is derived
from Remark 13 on Theorem 4, and the martingale sequence
{Uk,Fk}hk=0. Under hypothesis H1 (i.e., the assumption that
the all-zero codeword is transmitted), (156) implies that the
conditional expectation of (Uk −Uk−1)l given Fk−1 is equal
(a.s.) to the un-conditional expectation where l is an arbitrary
natural number. Also, it follows from (156) that for every
k ∈ {1, . . . , h} and l ∈ N
E[(Uk − Uk−1)l | Fk−1]
= (−1)lE
[(
ln
(
PY |X(Y |0)
PY |X(Y |1)
)
−D(PY |X(·|0) ||PY |X(·|1))
)l]
and, from the requirement that the sequence {µl} be non-
negative, (then, based on Remark 13) let
µl , max
{
0, (−1)lE
[(
ln
(
PY |X(Y |0)
PY |X(Y |1)
)
−D(PY |X(·|0) ||PY |X(·|1))
)l]}
. (165)
for every l ∈ N (for even-valued l, there is no need to take
the maximization with zero). Based on the notation used in
the context of Remark 13, let
γl ,
µl
dl
, l = 2, 3, . . .
and δ be the same parameter as in (160). Note that the equality
γ2 = γ holds for the parameter γ in (160). Then, Remark 13
on Theorem 4 yields that for every even-valued m ≥ 2
Ph ≤
(
Z
(m)
2
)h (166)
where
Z
(m)
2 , inf
x≥0
{
e
−δx
[
1 +
m−1∑
l=2
(γl − γm)xl
l!
+ γm(e
x − 1− x)
]}
.
Example 7: In the following example, the bases of the two
exponential bounds on the pairwise error probability in (161)
TABLE I
THE BASES OF THE EXPONENTIAL BOUNDS Z1 AND Z
(m)
2 IN (161) AND(166) (FOR AN EVEN-VALUED m ≥ 2), RESPECTIVELY. THE BASES OF
THESE EXPONENTIAL BOUNDS ARE COMPARED TO THE BHATTACHRYYA
PARAMETER ZB IN (164) FOR THE FIVE DMC CHANNELS IN (167) WITH
p = 0.04 AND |Y| = Q = 2, 3, 4, 5, 10.
Q 2 3 4 5 10
ZB 0.3919 0.4237 0.4552 0.4866 0.6400
Z1 0.3919 0.4424 0.4879 0.5297 0.7012
Z
(2)
2 0.3967 0.4484 0.4950 0.5377 0.7102
Z
(4)
2 0.3919 0.4247 0.4570 0.4877 0.6421
Z
(6)
2 0.3919 0.4237 0.4553 0.4867 0.6400
Z
(8)
2 0.3919 0.4237 0.4552 0.4866 0.6400
Z
(10)
2 0.3919 0.4237 0.4552 0.4866 0.6400
and (166) are compared to the corresponding Bhattachryya
parameter (see (164)) for some binary-input output-symmetric
DMCs.
For a integer-valued Q ≥ 2, let P (Q)
Y |X be a binary-input
output-symmetric DMC with input alphabet X = {0, 1} and
output alphabet Y = {0, 1, . . . , Q − 1}, characterized by the
following probability transitions:
P
(Q)
Y |X(0|0) = P (Q)Y |X(Q− 1|1) = 1− (Q− 1)p,
P
(Q)
Y |X(1|0) = . . . = P (Q)Y |X(Q − 1|0) = p
P
(Q)
Y |X(0|1) = . . . = P (Q)Y |X(Q − 2|1) = p (167)
where 0 < p < 1
Q−1 . The considered exponential bounds are
exemplified in the following for the case where p = 0.04 and
Q = 2, 3, 4, 5, 10. The bases of the exponential bounds in
(161) and (166) are compared in Table I to the corresponding
Bhattachryya parameters of these five DMCs that, from (164),
is equal to
ZB = 2
√
p
[
1− (Q − 1)p]+ (Q − 2)p.
As is shown in Table I, the choice of m = 2 gives the worst
upper bound in Theorem 4 (since Z(2)2 ≥ Z(m)2 for every even-
valued m ≥ 2). This is consistent with Corollary 3. Moreover,
the comparison of the third and forth lines in Theorem 4
is consistent with Proposition 2 which indeed assures that
Theorem 4 with m = 2 is looser than Theorem 2 (hence,
indeed Z1 < Z(2)2 for the considered DMCs). Also, from
Example 6, it follows that Theorem 2 coincides with the
Battacharyya bound (hence, Z1 = ZB for the special case
where Q = 2, as is indeed verified numerically in Table I). It
is interesting to realize from Table I that for the five considered
DMCs, the sequence {Z(2)2 , Z(4)2 , Z(6)2 , . . .} converges very
fast, and the limit is equal to the Bhattacharyya parameter for
all the examined cases. This stays in contrast to the exponential
base Z1 that was derived from Theorem 2, and which appears
to be strictly larger than the corresponding Bhattacharyya
parameter of the DMC (except for the BSC, where the equality
Z1 = ZB holds, as is shown in Example 6).
Example 7 leads to the following conjecture:
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TABLE II
THE BASE Z˜(m)2 OF THE EXPONENTIAL BOUND IN (161) AND ITS (TIGHT)
UPPER BOUND Z˜(m)2 THAT FOLLOWS BY REPLACING THE INFIMUM
OPERATION BY THE SUB-OPTIMAL VALUE IN (52) AND (53). THE FIVE
DMCS ARE THE SAME AS IN (167) AND TABLE I.
Q 2 3 4 5 10
Z
(10)
2 0.3919 0.4237 0.4552 0.4866 0.6400
Z˜
(10)
2 0.3919 0.4237 0.4553 0.4868 0.6417
Conjecture 1: For the martingale sequence {Uk,Fk}hk=0
introduced in this sub-section,
lim
m→∞
Z
(m)
2 = ZB
and this convergence is quadratic.
Example 8: The base Z(m)2 of the exponential bound in
(166) involves an operation of taking an infimum over the
interval [0,∞). This operation is performed numerically in
general, except for the special case where m = 2 for which a
closed-form solution exists (see Appendix C for the proof of
Corollary 4).
Replacing the infimum over x ∈ [0,∞) with the sub-
optimal value of x in (52) and (53) gives an upper bound
on the respective exponential base of the bound (note that due
to the analysis, this sub-optimal value turns to be optimal in
the special case where m = 2). The upper bound on Z(m)2
which follows by replacing the infimum with the sub-optimal
value in (52) and (53) is denoted by Z˜(m)2 , and the difference
between the two values is marginal (see Table II).
C. Concentration of the Crest-Factor for OFDM Signals
Orthogonal-frequency-division-multiplexing (OFDM) con-
verts a high-rate data stream into a number of low-rate steams
that are transmitted over parallel narrow-band channels. This
modulation is used in several international standards related
to digital audio broadcasting, digital video broadcasting, and
wireless local area networks. For a textbook that provides
a survey on OFDM, see e.g. [44, Chapter 19]. One of the
problems of OFDM is that the peak amplitude of the signal
can be significantly higher than the average amplitude. In the
following, we consider the concentration issue of the crest-
factor (CF) of OFDM signals.
Given an n-length codeword {Xi}n−1i=0 , a single OFDM
baseband symbol is described by
s(t) =
1√
n
n−1∑
i=0
Xi exp
( j 2piit
T
)
, 0 ≤ t ≤ T. (168)
Lets assume that X0, . . . , Xn−1 are i.i.d. complex RVs with
|Xi| = 1. Since the sub-carriers are orthonormal over [0, T ],
then 1
T
∫ T
0
|s(t)|2dt = 1. (169)
The CF of the signal s, whose average power over the interval
[0, T ] is 1, is defined as
CF(s) , max
0≤t≤T
|s(t)|. (170)
From [56, Section 4] and [66], it follows that the CF scales
with high probability like
√
lnn for large n. In [37, Theorem 3
and Corollary 5], a concentration inequality was derived for
the CF of OFDM signals. It states that for an arbitrary γ ≥ 2.5
P
(∣∣∣CF(s)−√lnn∣∣∣ < γ ln lnn√
lnn
)
= 1−O
(
1(
lnn
)4
)
.
Remark 17: The analysis used to derive this rather strong
concentration inequality (see [37, Appendix C]) requires some
assumptions on the distribution of the Xi’s (see the two condi-
tions in [37, Theorem 3] followed by [37, Corollary 5]). These
requirements are not needed in the following analysis, and
the derivation of concentration inequalities via the martingale-
based approach is simple, though it leads here to a weaker
concentration result than in [37, Theorem 3]. The emphasis
here is on the approach of using Azuma’s inequality and some
of its refined versions, and applying these probabilistic tools
in the context of OFDM signals.
1) Establishing Concentration of the Crest-Factor via
Azuma’s Inequality: In the following, Azuma’s inequality is
used to derive another concentration result. Let us define
Yi = E[CF(s) |X0, . . . , Xi−1], i = 0, . . . , n (171)
Based on Remarks 2 and 3, this sequence forms indeed a
martingale sequence where the associated filtration of the σ-
algebras F0 ⊆ F1 ⊆ . . . ⊆ Fn is defined so that Fi (for
i = 0, 1, . . . , n) is the σ-algebra that is generated by all the
first i coordinates (X0, . . . , Xi−1) in (168). Moreover, it is a
martingale sequence with bounded jumps, where
|Yi − Yi−1| ≤ 2√
n
for i ∈ {1, . . . , n}, since CF(s) is defined as in (170), and
therefore revealing the additional i-th coordinateXi affects the
CF by at most 2√
n
(see first part of the proof in Appendix L).
Hence, one obtains from Azuma’s inequality that
P(|CF(s)− E[CF(s)]| ≥ α)
≤ 2 exp
− α2
2
∑n
k=1
(
2√
n
)2

= 2 exp
(
−α
2
8
)
, ∀α > 0 (172)
which demonstrates the concentration of this measure around
its expected value.
2) Establishing (via Proposition 4) an Improved Concen-
tration Inequality for OFDM Signals with an M-ary PSK
Constellation: In the following, we rely on Proposition 4 to
derive an improved concentration result. It is assumed here that
each of the i.i.d. RVs {Xi} gets the M values exp
(
j(2k+1)pi
M
)
for k = 0, . . . ,M−1 with equal probability. For the martingale
sequence {Yi}ni=0 in (171), it is shown in Appendix L that the
following properties hold a.s.:
|Yi − Yi−1| ≤ 2√
n
, E
[
(Yi − Yi−1)2 | Fi−1
] ≤ 2
n
(173)
for every i ∈ {1, . . . , n} where the conditioning on the σ-
algebra Fi−1 is equivalent to the conditioning on the values
of X0, . . . , Xi−2 (for i = 1 there is no conditioning).
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Let Zi =
√
nYi for i ∈ {0, . . . , n}, so (173) gives that
|Zi − Zi−1| ≤ 2, E
[
(Zi − Zi−1)2 | Fi−1
] ≤ 2
(i.e., d = 2 and σ2 = 2 in our notation). Proposition 4
therefore implies that for an arbitrary α > 0
P(|CF(s)− E[CF(s)]| ≥ α)
= P(|Yn − Y0| ≥ α)
= P(|Zn − Z0| ≥ α
√
n)
≤ 2 exp
(
− δ
2
2γ
(
1 +O
( 1√
n
))
(174)
where from (11)
γ =
σ2
d2
=
1
2
, δ =
α
d
=
α
2
.
Substituting γ, δ in (174) gives the concentration inequality
P(|CF(s)− E[CF(s)]| ≥ α)
≤ 2 exp
(
−α
2
4
) (
1 +O
( 1√
n
))
(175)
and its exponent is doubled as compared to the bound in
(172) that was obtained via Azuma’s inequality. Note that the
O
(
1√
n
)
term on the right-hand side of (175) is expressed
explicitly (in terms of δ and γ that are calculated above) for
a finite value of n (see Appendix H).
D. Concentration of the Cardinality of the Fundamental Sys-
tem of Cycles for LDPC Code Ensembles
Low-density parity-check (LDPC) codes are linear block
codes that are represented by sparse parity-check matrices
[24]. A sparse parity-check matrix enables to represent the
corresponding linear block code by a sparse bipartite graph,
and to use this graphical representation for implementing
low-complexity iterative message-passing decoding. The low-
complexity decoding algorithms used for LDPC codes and
some of their variants are remarkable in that they achieve
rates close to the Shannon capacity limit for properly designed
code ensembles (see, e.g., [54]). As a result of their remarkable
performance under practical decoding algorithms, these coding
techniques have revolutionized the field of channel coding and
they have been incorporated in various digital communication
standards during the last decade.
In the following, we consider ensembles of binary LDPC
codes. The codes are represented by bipartite graphs where
the variable nodes are located on the left side of the graph,
and the parity-check nodes are on the right. The parity-check
equations that define the linear code are represented by edges
connecting each check node with the variable nodes that
are involved in the corresponding parity-check equation. The
bipartite graphs representing these codes are sparse in the
sense that the number of edges in the graph scales linearly with
the block length n of the code. Following standard notation, let
λi and ρi denote the fraction of edges attached, respectively,
to variable and parity-check nodes of degree i. The LDPC
code ensemble is denoted by LDPC(n, λ, ρ) where n is the
block length of the codes, and the pair λ(x) ,
∑
i λix
i−1 and
ρ(x) ,
∑
i ρix
i−1 represents, respectively, the left and right
degree distributions of the ensemble from the edge perspective.
For a short summary of preliminary material on binary LDPC
code ensembles see, e.g., [57, Section II-A].
It is well known that linear block codes which can be
represented by cycle-free bipartite (Tanner) graphs have poor
performance even under ML decoding [19]. The bipartite
graphs of capacity-approaching LDPC codes should therefore
have cycles. For analyzing this issue, we focused on the notion
of ”the cardinality of the fundamental system of cycles of
bipartite graphs”. For the required preliminary material, the
reader is referred to [57, Section II-E]. In [57], we address
the following question:
Question: Consider an LDPC ensemble whose transmission
takes place over a memoryless binary-input output symmetric
channel, and refer to the bipartite graphs which represent codes
from this ensemble where every code is chosen uniformly at
random from the ensemble. How does the average cardinality
of the fundamental system of cycles of these bipartite graphs
scale as a function of the achievable gap to capacity ?
In light of this question, an information-theoretic lower
bound on the average cardinality of the fundamental system
of cycles was derived in [57, Corollary 1]. This bound was
expressed in terms of the achievable gap to capacity (even
under ML decoding) when the communication takes place over
a memoryless binary-input output-symmetric channel. More
explicitly, it was shown that if ε designates the gap in rate
to capacity, then the number of fundamental cycles should
grow at least like log 1
ε
. Hence, this lower bound remains
unbounded as the gap to capacity tends to zero. Consistently
with the study in [19] on cycle-free codes, the lower bound
on the cardinality of the fundamental system of cycles in [57,
Corollary 1] shows quantitatively the necessity of cycles in
bipartite graphs which represent good LDPC code ensembles.
As a continuation to this work, we present in the following a
large-deviations analysis with respect to the cardinality of the
fundamental system of cycles for LDPC code ensembles.
Let the triple (n, λ, ρ) represent an LDPC code ensemble,
and let G be a bipartite graph that corresponds to a code from
this ensemble. Then, the cardinality of the fundamental system
of cycles of G, denoted by β(G), is equal to
β(G) = |E(G)| − |V (G)| + c(G)
where E(G), V (G) and c(G) denote the edges, vertices and
components of G, respectively, and |A| denotes the number
of elements of a (finite) set A. Note that for such a bipartite
graph G, there are n variable nodes and m = n(1 − Rd)
parity-check nodes, so there are in total |V (G)| = n(2 −Rd)
nodes. Let aR designate the average right degree (i.e., the
average degree of the parity-check nodes), then the number
of edges in G is given by |E(G)| = maR. Therefore, for a
code from the (n, λ, ρ) LDPC code ensemble, the cardinality
of the fundamental system of cycles satisfies the equality
β(G) = n[(1− Rd)aR − (2 −Rd)]+ c(G) (176)
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where
Rd = 1−
∫ 1
0 ρ(x) dx∫ 1
0 λ(x) dx
, aR =
1∫ 1
0 ρ(x) dx
denote, respectively, the design rate and average right degree
of the ensemble.
Let
E , |E(G)| = n(1−Rd)aR (177)
denote the number of edges of an arbitrary bipartite graph G
from the ensemble (where we refer interchangeably to codes
and to the bipartite graphs that represent these codes from
the considered ensemble). Let us arbitrarily assign numbers
1, . . . , E to the E edges of G. Based on Remarks 2 and 3,
lets construct a martingale sequence X0, . . . , XE where Xi
(for i = 0, 1, . . . , E) is a RV that denotes the conditional
expected number of components of a bipartite graph G, chosen
uniformly at random from the ensemble, given that the first i
edges of the graph G are revealed. Note that the corresponding
filtration F0 ⊆ F1 ⊆ . . . ⊆ FE in this case is defined so that
Fi is the σ-algebra that is generated by all the sets of bipartite
graphs from the considered ensemble whose first i edges are
fixed. For this martingale sequence
X0 = ELDPC(n,λ,ρ)[β(G)], XE = β(G)
and (a.s.) |Xk − Xk−1| ≤ 1 for k = 1, . . . , E (since by
revealing a new edge of G, the number of components in this
graph can change by at most 1). By Corollary 2, it follows
that for every α ≥ 0
P
(|c(G) − ELDPC(n,λ,ρ)[c(G)]| ≥ αE) ≤ 2e−f(α)E
⇒ P (|β(G) − ELDPC(n,λ,ρ)[β(G)]| ≥ αE) ≤ 2e−f(α)E (178)
where the last transition follows from (176), and the function
f was defined in (33). Hence, for α > 1, this probability is
zero (since f(α) = +∞ for α > 1). Note that, from (176),
ELDPC(n,λ,ρ)[β(G)] scales linearly with n. The combination of
Eqs. (33), (177), (178) gives the following statement:
Theorem 6: [Concentration inequality for the cardinality
of the fundamental system of cycles] Let LDPC(n, λ, ρ) be
the LDPC code ensemble that is characterized by a block
length n, and a pair of degree distributions (from the edge
perspective) of λ and ρ. Let G be a bipartite graph chosen
uniformly at random from this ensemble. Then, for every
α ≥ 0, the cardinality of the fundamental system of cycles
of G satisfies the following inequality
P
(|β(G) − ELDPC(n,λ,ρ)[β(G)]| ≥ αn) ≤ 2 · 2−[1−h2( 1−β2 )]n
where h2 designates the binary entropy function to the base 2,
β , α(1−Rd) aR , and Rd and aR designate, respectively, the
design rate and average right degree of the of the ensemble.
Consequently, if β > 1, this probability is zero.
Remark 18: The loosened version of Theorem 6, which
follows from Azuma’s inequality, gets the form
P
(|β(G) − ELDPC(n,λ,ρ)[β(G)]| ≥ αn) ≤ 2e−β2n2
for every α ≥ 0, and β as defined in Theorem 6. Note,
however, that the exponential decay of the two bounds is
similar for values of α close to zero (see the exponents in
Azuma’s inequality and Corollary 2 in Figure 1).
Remark 19: For various capacity-achieving sequences of
LDPC code ensembles on the binary erasure channel, the
average right degree scales like log 1
ε
where ε denotes the
fractional gap to capacity under belief-propagation decoding
(i.e., Rd = (1−ε)C) [38]. Therefore, for small values of α, the
exponential decay rate in the inequality of Theorem 6 scales
like
(
log 1
ε
)−2
. This large-deviations result complements the
result in [57, Corollary 1] which provides a lower bound on
the average cardinality of the fundamental system of cycles
that scales like log 1
ε
.
Remark 20: Consider small deviations from the expected
value that scale like
√
n. Note that Corollary 2 is a special case
of Theorem 2 when γ = 1 (i.e., when only an upper bound on
the jumps of the martingale sequence is available, but there
is no non-trivial upper bound on the conditional variance).
Hence, it follows from Proposition 4 that Corollary 2 does not
provide any improvement in the exponent of the concentration
inequality (as compared to Azuma’s inequality) when small
deviations are considered.
VI. SUMMARY AND OUTLOOK
This section provides a short summary of this work, fol-
lowed by a discussion on some directions for further research
as a continuation to this work.
A. Summary
This paper derives some refined versions of the Azuma-
Hoeffding inequality (see [5] and [30]) for discrete-parameter
martingales with uniformly bounded jumps, and it considers
some of their applications in information theory and related
topics. The first part is focused on the derivation of these
refined inequalities, followed by a discussion on their relations
to some classical results in probability theory. Along this
discussion, these inequalities are linked to the method of types,
martingale central limit theorem, law of iterated logarithm,
moderate deviations principle, and to some reported concen-
tration inequalities from the literature. The second part of this
work exemplifies these refined inequalities in the context of
hypothesis testing and information theory, communication, and
coding theory. The interconnections between the concentration
inequalities that are analyzed in the first part of this work (in-
cluding some geometric interpretation w.r.t. some of these in-
equalities) are studied, and the conclusions of this study serve
for the discussion on information-theoretic aspects related to
these concentration inequalities in the second part of this
work. Rather than covering a large number of applications, we
chose to exemplify the use of the concentration inequalities by
considering several applications carefully, which also provide
some insight on these concentration inequalities. Several more
applications and information-theoretic aspects are outlined
shortly in the next sub-section, as a continuation to this work.
It is our hope that the analysis in this work will stimulate
the use of some refined versions of the Azuma-Hoeffding
inequality in information-theoretic aspects.
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B. Topics for Further Research
We gather here what we consider to be the most interesting
directions for future work as a follow-up to this paper.
• Possible refinements of Theorem 2: The proof of the
concentration inequality in Theorem 2 relies on Bennett’s
inequality (16). This inequality is applied to a martingale-
difference sequence where it is assumed that the jumps
of the martingale are uniformly upper bounded, and a
global upper bound on their conditional variances is
available (see (17)). As was noted in [7, p. 44] with
respect to the derivation of Bennett’s inequality: “The
above analysis may be extended when more informa-
tion about the distribution of the component random
variables is available.” Hence, in the context of the
proof of Theorem 2, consider a martingale-difference
sequence {ξk,Fk}nk=0 where, e.g., ξk is conditionally
symmetrically distributed around zero given Fk−1 (for
k = 1, . . . , n); it enables to obtain a tightened version
of Bennett’s inequality, and accordingly to improve the
exponent of the concentration inequality in Theorem 2
under such an assumption. In general, under some proper
assumptions on the conditional distribution of ξk given
Fk−1, the exponent in Theorem 2 can be improved by a
refinement of the bound in (17).
• Perspectives on the achievable rates and random coding
error exponents for linear ISI and non-linear Volterra
channels: Martingale-based concentration inequalities
were recently applied in [69] to obtain lower bounds on
the error exponents, and upper bounds on the achievable
rates of random codes whose transmission takes place
over nonlinear Volterra channels. Performance analysis of
random coding over these channels is of theoretical and
practical interest since various wireless communication
channels exhibit non-linear behavior (e.g., the satellite
amplifier operates near its saturation point, and exhibits
highly non-linear characteristics). For background on
digital transmission over non-linear Volterra channels see,
e.g., [6, Chapter 14].
The concentration inequalities in Section III can be ap-
plied to improve the recent bounds of the work in [69]. To
this end, note that the jumps and the conditional variance
of the martingale in [69] are uniformly bounded (see
[69, Eq. (22)], followed by the refined analysis in [69,
Section IV]). Hence, inequality (46) for the special case
where m = 2 (serving for the derivation of Corollary 4)
provides an improvement to the analysis in [69, Eq. (38)]
(since ex > 1 + x for x > 0). Furthermore, based on
Proposition 2, a further improvement to this analysis can
be obtained by using, instead of (47) with m = 2, the
inequality in (18) (that was used to derive Theorem 2).
Based on the analysis in Section III-C, a yet another
improvement to this analysis can be obtained by relying
on (47) for even values of m larger than 2. This provides
an improvement to the analysis of the lower bound on
the random coding exponents under ML decoding where
the communication takes place over a non-linear Volterra
channel; respectively, it also improves the upper bounds
on the maximal achievable rates of random coding under
ML decoding. As was noted in [69, Section V], the same
kind of analysis can be applied to the special case where
the communication takes place over a stationary, causal
and linear intersymbol-interference (ISI) channel.
• Channel Polarization: Channel polarization was recently
introduced by Arikan [3] to develop a channel coding
scheme called polar codes. The fundamental concept of
channel polarization is introduced in [3, Theorem 1], and
it is proved via the convergence theorem for martingales.
This analysis was strengthened in [4] where the key to
this analysis is in [4, Observation 1]; it states that the
random processes that keep track of the mutual informa-
tion and Bhattacharyya parameter arising in the course
of the channel polarization are, respectively, a martingale
and a super-martingale. Since both random processes
are bounded (so their jumps are also bounded), it is
of interest to consider the applicability of concentration
inequalities for refining the martingale-based analysis of
channel polarization for finite block-lengths.
• Message-passing decoding for graph-based codes: A
great simplification in the analysis of codes defined
on graphs under iterative message-passing decoding is
obtained by considering the asymptotic performance of
ensembles instead of the performance of specific codes.
The theoretical justification of this approach is based on
Azuma’s concentration inequality and a definition of a
proper martingale that enables to assert that all except an
exponentially (in the block length) small fraction of codes
behave within an arbitrary small δ from the ensemble
average. This important concentration result was proved
by Richardson and Urbanke (see [54, pp. 487–490]).
It implies that for a sufficiently large block length, the
ensemble average is a good indicator for the performance
of individual codes from this ensemble, and it therefore
seems a reasonable route to focus on the design and
analysis of capacity-approaching ensembles (by density
evolution [54]). Some more concentration inequalities
for codes defined on graphs and iterative decoding al-
gorithms were derived in the coding literature during
the last decade (see [54] and references therein). The
concentration inequalities which have been proved in the
setting of iterative message-passing decoding so far rely
on Azuma’s inequality. They are rather loose, and much
stronger concentration phenomena can be observed in
practice for moderate to large block lengths. Therefore,
to date, these concentration inequalities serve mostly
to justify theoretically the ensemble approach, but they
do not provide tight bounds for finite block lengths. It
is of interest to apply martingale-based concentration
inequalities, which improve the exponent of Azuma’s
inequality, in order to obtain better concentration results
for finite block lengths. To this end, one needs to tackle
the problem of evaluating the conditional variance or
higher conditional moments for the related martingales
that were used for the derivation of some concentration
inequalities that refer to graph-based code ensembles.
• Second-order lossless source coding theorems for finite
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block length: Shannon’s source coding theorem asserts
that the entropy rate is a fundamental limitation on the
asymptotic compression rate of stationary ergodic sources
with finite alphabets. Shannon’s theorem was linked in
[33] to the central limit theorem (CLT) and the law of
the iterated logarithm (LIL) to prove asymptotic second-
order lossless source coding theorems for the deviation of
the codeword lengths from the entropy rate of a stationary
ergodic source. Due to the relations of Proposition 4 with
both the CLT and LIL (see Sections IV-D and IV-E), it is
of interest to explore further possible refinements of the
asymptotic results presented in [33] via the concentration
inequalities in Proposition 4 (note that the terms that ap-
pear in (57) as O(n− 12 ) are expressed explicitly in terms
of n along the proof of this proposition in Appendix H).
According to the notation in [33], let A be a finite
alphabet of a stationary ergodic source, Ln : An → N
be an arbitrary sequence of codeword-length assignments,
and Dn , Ln(Xn1 ) − H(Xn1 ). The suggested direction
of study may be done by introducing the natural filtration
where F0 = {∅,Ω} and Fn = σ(X1, . . . , Xn) for every
n ∈ N. Then, for fixed value of n, let Yk = E[Dn | Fk] for
k = 0, . . . , n. By Remark 2, the sequence {Yk,Fk}nk=0 is
a martingale. By Remark 3, Y0 = E(Dn) and Yn = Dn.
It is of interest to prove sufficient conditions to assert that
this martingale sequence has uniformly bounded jumps,
and to calculate the respective conditional variance. The
use of Proposition 4 under this setting is likely to provide
some refined information for finite block length n.
As a follow-up to [33], the asymptotic redundancy of
lossless source coding with two codeword lengths was
studied in [21]. Furthermore, an un-published extended
version of this paper [22] relied on Talagrand’s concen-
tration inequalities on product spaces [61] for this study.
• Martingale-based Inequalities Related to Exponential
Bounds on Error Probability with Feedback: As a follow-
up to [47, Section 3.3] and [51, Theorem 11], an analysis
that relies on the refined versions of Azuma’s inequality
in Section III (with the standard adaptation of these in-
equalities to sub-martingales) has the potential to provide
further results in this direction.
• Some possible extensions: Azuma’s inequality for
discrete-time real-valued martingales was extended in
[48, Theorem 3.5] to martingales in Hilbert spaces; this
extension was introduced in [70, Lemma B.1] as the
Pinelis-Hoeffding inequality. Similarly, the extension of
Corollary 3 to martingales in a Hilbert space follows
from the discussion in [48] (see the remark in [48,
pp. 1685–1686]); it was introduced in [70, Lemma B.2]
as the Pinelis-Bennett inequality, followed by a looser
version of this inequality in [70, Corollary B.3] that was
introduced as Pinelis-Bernstein inequality. Extensions of
some other concentration inequalities that are introduced
in Section III to martingales in Hilbert spaces are likely
to extend the applicability of these bounds. For example,
some concentration inequalities for martingales in Hilbert
spaces were applied in [70] to a probabilistic analysis of
the convergence rate of an online learning algorithm.
APPENDIX A
PROOF OF THEOREM 3
Consider a discrete-parameter martingale {Xk,Fk}∞k=0 that
satisfies the assumptions of Theorem 2 (a.s.) for some fixed
constants d, σ > 0. Due to the convexity of the exponential
function, this function is upper bounded over an arbitrary
interval by the line segment that intersects the curve of the
exponential function at the two endpoints of this interval. The
improvement made in the derivation of Theorem 3 relies on a
specification of the tightest parabola that coincides with the ex-
ponential function at the endpoints of the interval [−d, d], and
is above this exponential function over the interval (−d, d).
Let ξk , Xk −Xk−1 for every k ∈ N. This correspondingly
improves the upper bound on E
[
exp(tξk) | Fk
]
for t ≥ 0 as
compared to the simple upper bound that refers to the line
segment that connects the exponential function at the endpoints
of the interval [−d, d]. The calculation of the considered
parabola leads to the following lemma:
Lemma 4: Let d be an arbitrary positive number. Then, for
every x ∈ (−∞, d]
e
x ≤
(
d+ x
2d
)
e
d+
(
d− x
2d
)
e
−d− sinh(d)− de
−d
2
(
1−
(x
d
)2)
.
Moreover, this is the tightest parabola that coincides with the
exponential function at the endpoints of the interval [−d, d],
and is above the exponential function over the interval (−d, d).
Proof: The proof follows by calculus, and the details are
omitted for the sake of brevity.
Since by definition ξk = Xk −Xk−1, for every k ∈ N, then
Xn −X0 =
∑n
k=1 ξk. By the first assumption of Theorem 2,
|ξk| ≤ d a.s. for every k. By Lemma 4, for every t ≥ 0,
etξk ≤
(
td+ tξk
2td
)
etd +
(
td− tξk
2td
)
e−td
−
(
sinh(td) − tde−td
2
)(
1−
(ξk
d
)2)
(179)
a.s. for every k ∈ N. The assumptions of Theorem 2 on the
martingale sequence {Xk,Fk}∞k=0 yield that a.s.
E[ξk | Fk−1] = 0 (180)
E[ξ2k | Fk−1] ≤ σ2 (181)
|ξk| ≤ d (182)
for every k, where without any loss of generality σ can be
determined such that σ ≤ d. From (179) and (181) then, for
every t ≥ 0,
E
[
etξk | Fk−1
] ≤ cosh(td)− (1− γ)(sinh(td)− tde−td)
2
where γ , σ
2
d2
is introduced in (11). From (15) and the last
inequality, then for every t ≥ 0
E
[
exp
(
t
n∑
k=1
ξk
)]
≤
[
cosh(td) − (1− γ)(sinh(td)− tde
−td)
2
]n
.
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From (14) and the last inequality, then for an arbitrary α ≥ 0
P(Xn −X0 ≥ αn)
≤
{
e−αt
[
cosh(td)− (1 − γ)(sinh(td)− tde
−td)
2
]n
=
{(
1 + γ
4
)
e(d−α)t +
[
1
2
+
(1 + 2td)(1− γ)
4
]
e−(α+d)t
}n
for every t ≥ 0. In the following, the value of the non-negative
parameter t that obtains the tightest exponential bound within
this form is calculated. Let δ , α
d
as in (11).
If δ > 1 then P(Xn −X0 ≥ αn) = 0, and the exponent of
the bound is therefore set to infinity. In the continuation, we
consider the case where δ ≤ 1. Based on the notation in (11)
and the substitution x = td (where x ≥ 0 is a free parameter),
the last inequality admits the equivalent form
P(Xn −X0 ≥ αn)
≤
{
(1 + γ)e(1−δ)x +
[
2 + (1− γ)(1 + 2x)]e−(1+δ)x
4
}n
(183)
where the non-negative parameter x is subject to optimization
in order to get the tightest bound within this form.
In the particular case where δ = 1 (note also that γ ≤ 1),
then the tightest bound in (183) is obtained in the limit where
we let x tend to infinity. This gives
P(Xn −X0 ≥ dn) ≤
(1 + γ
4
)n
. (184)
In the following, we derive a closed-form expression for
the optimized bound in (183) for the case where δ ∈ [0, 1). In
this case, by differentiating the base of the exponential bound
on the right-hand side of (183) (w.r.t. the free non-negative
parameter x) and setting this derivative to zero, one gets the
following equation:{
(1 + δ)
[
2 + (1 + 2x)(1− γ)]− 2(1− γ)
}
e−2x
= (1 + γ)(1− δ). (185)
Let us first examine the special case where σ = d (i.e., γ = 1).
In this case, one gets from the assumptions in Theorem 2 that
the requirement on the conditional variance is redundant which
then implies the same requirement of a bounded-difference
martingale that was used to derive the tightened Azuma’s
inequality in Corollary 2. Indeed, in the case where γ = 1,
equation (185) is simplified, and its solution is x = tanh−1(δ).
The substitution of this value of x and γ = 1 into the right-
hand side of (183) gives the bound
P(Xn −X0 ≥ αn)
≤
(e(1−δ)x + e−(1+δ)x
2
)n
=
(
e−δx cosh(x)
)n
= exp
{
−n ln(2)
[
1− h2
(
1− δ
2
)]}
which indeed coincides with Corollary 2.
The following lemma asserts the existence and uniqueness
of a non-negative solution of equation (185), and it also
provides a closed-form expression for this solution.
Lemma 5: If γ, δ ∈ (0, 1), then there exists a unique non-
negative solution to equation (185), and it is equal to
x = −1 +W−1(w)
2
− γ + δ
(1 + δ)(1 − γ) (186)
where W−1 stands for a branch of the Lambert W function
[12], and
w , − (1 + γ)(1− δ)
(1− γ)(1 + δ) · e
−1− 2(γ+δ)
(1+δ)(1−γ) .
Proof: Equation (185) can be rewritten in the form
(a+ bx)e−2x = c (187)
where
a , 1+γ+(3−γ)δ, b , 2(1−γ)(1+δ), c , (1+γ)(1−δ).
Lets define the function
f(x) = (a+ bx)e−2x − c, ∀x ∈ R+
then, since γ, δ ∈ (0, 1),
f(0) = a− c = 4δ > 0, lim
x→∞
f(x) = −c < 0
so, it follows from the intermediate-value theorem that there
exists a solution x ∈ (0,∞) to the equation f(x) = 0; this
value of x is also a solution of equation (185). This assures
the existence of a positive solution of equation (185). In order
to prove the uniqueness of this positive solution, note that
f ′(x) =
[
(b − 2a)− 2bx]e−2x
= −4[γ + δ + (1 + δ)(1− γ)x]e−2x
< 0, ∀x > 0
which yields that f is a monotonic decreasing function over
the interval (0,∞), so the positive solution of the equation
f(x) = 0 (or equivalently equation (185)) is unique.
In order to solve equation (185), we rely on the equivalent
simplified form in (187). The substitution z = −2(x + a
b
)
transforms it to the equation
zez = −2c
b
· e− 2ab .
Its solution is, by definition, expressed in terms of the Lambert
W-function [12]:
z =W
(
−2c
b
· e− 2ab
)
=W (w)
where
w , −1
e
(1 + γ)(1− δ)
(1− γ)(1 + δ) · e
− 2(γ+δ)
(1+δ)(1−γ) .
The inverse transformation gives
x = −z
2
− a
b
= −1 + z
2
− γ + δ
(1 + δ)(1 − γ) .
Since w ∈ (− 1
e
, 0
)
, then the branch W =W−1 of the multi-
valued Lambert W-function ensures that x is a real positive
number as required. This completes the proof of Lemma 5.
Putting all the pieces of this proof together, it completes the
proof of Theorem 3.
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APPENDIX B
PROOF OF LEMMA 2
The first two properties of ϕm in Lemma 2 follow from the
power series expansion of the exponential function, so
ϕm(y) =
m!
ym
∞∑
l=m
yl
l!
=
∞∑
l=0
m!yl
(m+ l)!
, ∀ y ∈ R.
By the absolute convergence of this series, limy→0 ϕm(y) = 1,
and it follows from this power series expansion that ϕm is
strictly monotonic increasing over the interval [0,∞). In order
to show the third property of ϕm, it is proved in the following
that for every even k ≥ 2
1+y+. . .+
yk−1
(k − 1)! < e
y < 1+y+. . .+
yk
k!
, ∀ y < 0. (188)
Proof: The proof is based on mathematical induction. For
k = 2, one needs to verify that
1 + y < ey < 1 + y +
y2
2
, ∀ y < 0. (189)
To this end, let f1(y) , ey−1−y, so f1(0) = 0, and f ′1(y) =
ey − 1 < 0 for y < 0, so f1 is monotonic decreasing over
(−∞, 0] and therefore f1(y) > 0 for y < 0. This proves
the left-hand side of (189). Let f2(y) , ey − 1 − y − y
2
2 ,
so f ′2(y) = e
y − 1 − y > 0 for y < 0 (from the proof of
the left-hand side of this inequality). Hence, f2 is monotonic
increasing over (−∞, 0], and f2(y) < f2(0) = 0 for y < 0.
This proves the right-hand side of (189).
Assume that (188) is satisfied for a specific even number
k ≥ 2. It will be shown to be valid also for k + 2. Similarly,
define f1(y) , ey −
(
1 + y + . . .+ y
k+1
(k+1)!
)
so f1(0) = 0,
and by the assumption of the induction where (188) holds for
some even k ≥ 2, then for every y < 0
f ′1(y) = e
y −
(
1 + y + . . .+
yk
k!
)
< 0
so f1 is monotonically decreasing over (−∞, 0]. This implies
that f1(y) > 0 for every y < 0, so the left-hand side of (188)
follows when k is replaced by k+2. To prove the second part
of the inequality, let f2(y) , ey−
(
1 + y + . . .+ y
k+2
(k+2)!
)
then
f2(0) = 0, and for every y < 0
f ′2(y) = e
y −
(
1 + y + . . .+
yk+1
(k + 1)!
)
> 0
due to the proof of the first part of this inequality. Hence, f2 is
monotonically increasing over (−∞, 0], so f2(y) < f2(0) = 0
for every y < 0. This then implies that the right-hand side of
(188) holds when k is replaced by k + 2. To conclude, (188)
holds for k = 2, and also if (188) holds for a specific even
number k ≥ 2 then it is also valid for k + 2. Hence, by
mathematical induction, inequality (188) holds for every even
number k ≥ 2.
Based on (188), it follows that 0 < ϕm(y) < 1 for every
even m ≥ 2 and y < 0, so it completes the proof of the
third item in Lemma 2. The last property of ϕm in Lemma 2
follows directly by combining the second and third items of
this lemma with the equality ϕm(0) = 1.
APPENDIX C
PROOF OF COROLLARY 4
The proof of Corollary 4 is based on the specialization of
Theorem 4 for m = 2. This gives that, for every α ≥ 0, the
following concentration inequality holds:
P(|Xn −X0| ≥ nα)
≤ 2
{
inf
x≥0
e−δx
[
1 + γ(ex − 1− x)
]}n
(190)
where γ = γ2 according to the notation in (11).
By differentiating the logarithm of the right-hand side of
(190) w.r.t. x (where x ≥ 0) and setting this derivative to
zero, it follows that
1− γx
γ(ex − 1) =
1− δ
δ
. (191)
Let us first consider the case where δ = 1. In this case,
this equation is satisfied either if x = 1
γ
or in the limit where
x→∞. In the former case where x = 1
γ
, the resulting bound
in (190) is equal to
exp
[
−n
(
1
γ
− ln
(
γ
(
e
1
γ − 1)))] . (192)
In the latter case where x→∞, the resulting bound in (190)
when δ = 1 is equal to
lim
x→∞ e
−nx(1 + γ(ex − 1− x))n
= lim
x→∞
(
e−x + γ
(
1− (1 + x)e−x))n
= γn.
Hence, since for γ ∈ (0, 1)
ln
( 1
γ
)
=
1
γ
− ln
(
γe
1
γ
)
<
1
γ
− ln
(
γ
(
e
1
γ − 1))
then the optimized value is x = 1
γ
, and the resulting bound in
the case where δ = 1 is equal to (192).
Let us consider now the case where 0 < δ < 1 (the case
where δ = 0 is trivial). In the following lemma, the existence
and uniqueness of a solution of this equation is assured, and
a closed-form expression for this solution is provided.
Lemma 6: If δ ∈ (0, 1), then equation (191) has a unique
solution, and it lies in (0, 1
γ
). This solution is given in (49).
Proof: Consider equation (191), and note that the right-
hand side of this equation is positive for δ ∈ (0, 1). The
function
t(x) =
1− γx
γ(ex − 1) , x ∈ R
on the left-hand side of (191) is negative for x > 1
γ
(since the
numerator of the function t is negative and its denominator is
positive), and it is also negative for x < 0 (positive numerator
and negative denominator). Since the function t is continuous
on the interval (0, 1
γ
] and
t
(
1
γ
)
= 0, lim
x→0+
t(x) = +∞
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then there is a solution x ∈(0, 1
γ
)
. Moreover, the function t is
monotonic decreasing in the interval
(
0, 1
γ
] (the numerator
of t is monotonic decreasing and the denominator of t is
monotonic increasing and both are positive there, hence, their
ratio t is a positive and monotonic decreasing function in this
interval). This implies the existence and uniqueness of the
solution, which lies in the interval (0, 1
γ
). In the following, a
closed-form expression of this solution is derived. Note that
Eq. (191) can be expressed in the form
a− x
ex − 1 = b (193)
where
a ,
1
γ
, b ,
1− δ
δ
(194)
are both positive. Eq. (193) is equivalent to
(a+ b− x)e−x = b.
The substitution u = a+ b− x transforms this equation to
ueu = bea+b.
The solution of this equation is, by definition, given by
u =W0
(
bea+b
)
where W0 denotes the principal branch of the multi-valued
Lambert W function [12]. Since a, b are positive then bea+b >
0, so that the principal branch of W is the only one which is
a real number. In the following, it will be confirmed that the
selection of this branch also implies that x > 0 as required.
By the inverse transformation one gets
x = a+ b− u
= a+ b−W0
(
bea+b
) (195)
Hence, the selection of this branch for W indeed ensures that
x is the positive solution we are looking for (since a, b > 0,
then it readily follows from the definition of the Lambert W
function that W0
(
bea+b
)
< a+ b and it was earlier proved in
this appendix that the positive solution x of (191) is unique).
Finally, the substitution of (194) into (195) gives (49). This
completes the proof of Lemma 6.
The bound in (190) is given by
P(|Xn −X0| ≥ αn)
≤ 2 exp
(
−n
[
δx− ln(1 + γ(ex − 1− x))]) (196)
with the value of x in (49). This completes the proof of
Corollary 4.
APPENDIX D
PROOF OF PROPOSITION 1
Lets compare the right-hand sides of (37) and (190) that
refer to Corollaries 2 and 4, respectively. Proposition 1 follows
by showing that if γ ≤ 12
1 + γ(exp(x)− 1− x) < cosh(x), ∀x > 0. (197)
To this end, define
f(x) , cosh(x)− γ(exp(x)− 1− x), ∀x ≥ 0.
If γ ≤ 12 , then for every x > 0
f ′(x) = sinh(x) − γ(exp(x) − 1)
=
(1
2
− γ
)
exp(x) + γ − exp(−x)
2
>
(1
2
− γ
)
+ γ − 1
2
= 0
so, since f is monotonic increasing on [0,∞) and f(0) = 0,
then f(x) > 0 for every x > 0. This validates (197), and it
therefore completes the proof of Proposition 1.
APPENDIX E
PROOF OF PROPOSITION 2
Lemma 7: For every γ, x > 0
γex + e−γx
1 + γ
< 1 + γ(ex − 1− x). (198)
Proof: Let γ be an arbitrary positive number, and define
the function
fγ(x) ,
γex + e−γx
1 + γ
− [1 + γ(ex − 1− x)] , x ≥ 0.
Then, fγ(0) = 0, and the first derivative is equal to
f ′γ(x) = γ
(
1− γe
x + e−γx
1 + γ
)
.
From the convexity of the exponential function y(u) = eu,
then for every x > 0
γex + e−γx
1 + γ
=
(
γ
1 + γ
)
y(x) +
(
1
1 + γ
)
y(−γx)
> y
(
γ
1 + γ
· x+ 1
1 + γ
· (−γx)
)
= y(0) = 1
so, it follows that f ′γ(x) < 0 for every x > 0. Since fγ(0) = 0
and the first derivative is negative over (0,∞), then fγ(x) < 0
for every x > 0. This completes the proof of inequality (198).
This claim in Proposition 2 follows directly from Lemma 7,
and the two inequalities in (18) and (47) with m = 2. In the
case where m = 2, the right-hand side of (47) is equal to(
1 + γ(etd − 1− td))n.
Note that (18) and (47) with m = 2 were used to derive,
respectively, Theorem 2 and Corollary 4 (based on Chernoff’s
bound). The conclusion follows by substituting x , td on the
right-hand sides of (18) and (47) with m = 2 (so that x ≥ 0
since t ≥ 0 and d > 0, and (198) turns from an inequality if
x > 0 into an equality if x = 0).
APPENDIX F
PROOF OF PROPOSITION 3
For the case where m = 2, the conditions in Theorem 4 are
identical to Corollary 5. Hence, since Corollary 4 follows as
a particular case of Theorem 4 for m = 2, then Corollary 5
implies the result in Corollary 4.
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The sequence {γl}ml=2 is monotonic non-increasing and non-
negative. This follows from the assumption where a.s.
|Xk −Xk−1| ≤ d, ∀ k ∈ N
and the definition of the sequences {γl}ml=2 and {µl}ml=2 in
(42) and (50), respectively. Hence, for every l
0 ≤ γl+1 = E
[( |Xk+1 −Xk|
d
)l+1 ∣∣∣Fk−1
]
≤ E
[( |Xk+1 −Xk|
d
)l ∣∣∣Fk−1
]
= γl ≤ 1.
Since {γl}∞l=2 is monotonic non-increasing and non-negative
(note also that γl is independent of the value of m) then it is
a convergent sequence.
Referring to the base of the exponential bound on the right-
hand side of (41), for an arbitrary x ≥ 0 and an even m ∈ N,
we want to show that the value of the non-negative base of
this exponential bound is decreased by increasing m to m+2;
hence, it implies that the bound in Corollary 5 is improved as
the value of m is increased (where m ∈ N is even). To show
this, note that for an arbitrary x ≥ 0 and an even m ∈ N,
[
1 +
m−1∑
l=2
(γl − γm)xl
l!
+ γm(e
x − 1− x)
]
−
[
1 +
m+1∑
l=2
(γl − γm+2)xl
l!
+ γm+2(e
x − 1− x)
]
=
m−1∑
l=2
(γm+2 − γm)xl
l!
− (γm − γm+2)x
m
m!
− (γm+1 − γm+2)x
m+1
(m+ 1)!
+ (γm − γm+2)(ex − 1− x)
= (γm − γm+2)
(
e
x −
m∑
l=0
xl
l!
)
− (γm+1 − γm+2)x
m+1
(m+ 1)!
= (γm − γm+2)
∞∑
l=m+1
xl
l!
− (γm+1 − γm+2)x
m+1
(m+ 1)!
= (γm − γm+2)
[
xm+1
(m+ 1)!
+
∞∑
l=m+2
xl
l!
]
− (γm+1 − γm+2)x
m+1
(m+ 1)!
=
(γm − γm+1)xm+1
(m+ 1)!
+ (γm − γm+2)
∞∑
l=m+2
xl
l!
.
Since γm − γm+1 ≥ 0 and γm − γm+2 ≥ 0 (due to the
monotonicity of the sequence {γl}∞l=2) and x ≥ 0, then the
above difference is non-negative and therefore
1 +
m−1∑
l=2
(γl − γm)xl
l!
+ γm(e
x − 1− x)
≥ 1 +
m+1∑
l=2
(γl − γm+2)xl
l!
+ γm+2(e
x − 1− x).
Multiplying the two sides of this inequality by e−δx and taking
the infimum w.r.t. x ≥ 0 gives that, for every m ∈ N that is
even,
inf
x≥0
{
e
−δx
[
1 +
m−1∑
l=2
(γl − γm)xl
l!
+ γm(e
x − 1− x)
]}
≥ inf
x≥0
{
e
−δx
[
1 +
m+1∑
l=2
(γl − γm+2)xl
l!
+ γm+2(e
x − 1− x)
]}
.
Note that the right-hand side of this inequality is non-negative
due to inequality (41) where the right-hand side is a non-
negative upper bound. Hence, it follows that the bound in
Corollary 5 improves as the value of the even number m ∈ N
is increased. This completes the proof of Proposition 3.
APPENDIX G
PROOF OF COROLLARY 6
A minimization of the logarithm of the exponential bound
on the right-hand side of (51) gives the equation
m−1∑
l=2
(γl − γm)xl−1
(l − 1)! + γm(e
x − 1)
1 +
m−1∑
l=2
(γl − γm)xl
l!
+ γm(e
x − 1− x)
= δ
and after standard algebraic operations, it gives the equation
γm
(
1
δ
− 1
)
(ex − 1− x) + γ2x
δ
+
m−1∑
l=1
{[γl+1
δ
− γl − γm
(1
δ
− 1
)]xl
l!
}
− 1 = 0. (199)
As we have seen in the proof of Corollary 4 (see Appendix C),
the solution of this equation can be expressed in a closed-
form for m = 2, but in general, a closed-form solution to
this equation is not available. A sub-optimal value of x on the
right-hand side of (41) is obtained by neglecting the sum that
appears in the second line of this equation (the rationality for
this approximation is that {γl} was observed to converge very
fast, so it was verified numerically that γl stays almost constant
starting from a small value of l). Note that the operation of
infx≥0 can be loosened by taking an arbitrary non-negative
value of x; hence, in particular, x will be chosen in the
following to satisfy the equation
γm
(
1
δ
− 1
)
(ex − 1− x) + γ2x
δ
= 1.
By dividing both sides of the equation by γ2, then it gives the
equation a + b − cx = bex with a, b and c from (53). This
equation can be written in the form(
a+ b
c
− x
)
e−x =
b
c
.
Substituting u , a+b
c
− x gives the equation
ueu =
b
c
· e a+bc
whose solution is given by
u =W0
(
b
c
· e a+bc
)
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where W0 denotes the principal branch of the lambert W
function [12]. The inverse transformation back to x gives that
x =
a+ b
c
−W0
(
b
c
· e a+bc
)
.
This justifies the choice of x in (52), and it provides a
loosening of either Theorem 4 or Corollary 5 by replacing
the operation of the infimum over the non-negative values of
x on the right-hand side of (41) with the value of x that is
given in (52) and (53). For m = 2 where the sum on the left-
hand side of (199) that was later neglected is anyway zero, this
forms indeed the exact optimal value of x (so that it coincide
with (186) in Corollary 4).
APPENDIX H
PROOF OF PROPOSITION 4
Let {Xk,Fk}∞k=0 be a discrete-parameter martingale. We
prove in the following that Theorems 2 and 4, and also
Corollaries 3 and 4 imply that (57) holds. Since Theorem 3
is looser than Theorem 2, and it was introduced in Section III
in order to highlight geometric interpretations, then we skip
the proof that also Theorem 3 implies the same scaling as in
(57).
A. Analysis Related to Theorem 2
Let {Xk,Fk}∞k=0 be a discrete-parameter martingale that
satisfies the conditions in Theorem 2. From (10)
P(|Xn −X0| ≥ α
√
n)
≤ 2 exp
(
−nD
(
δ′ + γ
1 + γ
∣∣∣∣∣∣ γ
1 + γ
))
(200)
where from (11)
δ′ ,
α√
n
d
=
δ√
n
. (201)
From the right-hand side of (200)
D
(
δ′ + γ
1 + γ
∣∣∣∣∣∣ γ
1 + γ
)
=
(
δ√
n
+ γ
1 + γ
)
ln
(
1 +
δ
γ
√
n
)
+
(
1− δ√
n
1 + γ
)
ln
(
1− δ√
n
)
=
γ
1 + γ
[(
1 +
δ
γ
√
n
)
ln
(
1 +
δ
γ
√
n
)
+
1
γ
(
1− δ√
n
)
ln
(
1− δ√
n
)]
. (202)
From the equality
(1 + u) ln(1 + u) = u+
∞∑
k=2
(−u)k
k(k − 1) , −1 < u ≤ 1
then it follows from (202) that for every n > δ2
γ2
nD
(
δ′ + γ
1 + γ
∣∣∣∣∣∣ γ
1 + γ
)
=
nγ
1 + γ
[
δ2
2n
(
1
γ2
+
1
γ
)
+
δ3
6n
3
2
(
1
γ
− 1
γ3
)
+ . . .
]
=
δ2
2γ
− δ
3(1 − γ)
6γ2
1√
n
+ . . .
=
δ2
2γ
+O
(
1√
n
)
.
Substituting this into the exponent on the right-hand side of
(200) gives (57).
B. Analysis Related to Corollary 3
Let {Xk,Fk}∞k=0 be a discrete-parameter martingale that
satisfies the conditions in Theorem 2. From Corollary 3, it
follows that for every α ≥ 0
P(|Xn −X0| ≥ α
√
n)
≤ 2 exp
(
−nγ
[(
1 +
δ′
γ
)
ln
(
1 +
δ′
γ
)
− δ
′
γ
])
where δ′ is introduced in (201). By substituting (39) and (201)
into the last inequality, it follows that for every α ≥ 0
P(|Xn −X0| ≥ α
√
n) ≤ 2 exp
(
− δ
2
2γ
B
(
δ
γ
√
n
))
. (203)
The power series expansion around zero of the function B in
(39) is given by
B(u) =
∞∑
k=0
2(−1)k uk
(k + 1)(k + 2)
, |u| ≤ 1.
Therefore, if n≫ 1, substituting this equality in (203) implies
that for every α ≥ 0
P(|Xn −X0| ≥ α
√
n)
≤ 2 exp
(
− δ
2
2γ
(
1− 1
3
δ
γ
√
n
+
δ2
6γ2n
− . . .
))
= 2 exp
(
− δ
2
2γ
)(
1 + O
( 1√
n
))
which gives the inequality in (57).
C. Analysis Related to Theorem 4
From (41), for every α ≥ 0,
P(|Xn −X0| ≥ α
√
n)
≤ 2
{
inf
x≥0
e−δ
′x
[
1 +
m−1∑
l=2
(γl − γm)xl
l!
+ γm(e
x − 1− x)
]}n
where
δ′ =
α√
n
d
=
δ√
n
, γl ,
µl
dl
, ∀ l = 2, . . . ,m.
36 SURVEY
The optimization of the free non-negative parameter x in the
above upper bound is obtained by minimizing the exponent of
this bound. This gives the equation
d
dx
{
−δ′x+ ln
[
1 +
m−1∑
l=2
(γl − γm)xl
l!
+ γm(e
x − 1− x)
]}
= 0
that is equivalent to the equation
(γ2 − γm)x+ γm(ex − 1) +
∑m−1
l=3
(γl−γm)x
l−1
(l−1)!
1 +
∑m−1
l=2
(γl−γm)x
l
l!
+ γm(ex − 1− x)
=
δ√
n
. (204)
Note that if n ≫ 1, then δ′ ≈ 0 but the values of {γl}ml=2
stay fixed. Hence, in this case, the solution of (204) is
approximately zero. As in the previous analysis, we start with
an approximate analysis to get an approximate solution of
(204). Since the above upper bound is valid for every x ≥ 0,
we then perform an exact analysis with the approximated value
of x that forms a solution of the optimization equation in (204).
For x ≈ 0, we calculate a first order approximation of the
left-hand side of (204). Note that
(γ2 − γm)x+ γm(ex − 1) +
m−1∑
l=3
(γl − γm)xl−1
(l − 1)!
= γ2x+O(x
2),
and
1 +
m−1∑
l=2
(γl − γm)xl
l!
+ γm(e
x − 1− x) = 1 +O(x2)
so the left-hand side of (204) is equal to γ2x+O(x2). Hence,
if n ≫ 1, then x ≈ δ
γ2
√
n
is an approximated solution of
(204). Following this approximation, we chose sub-optimally
the value of x to be
x =
δ
γ2
√
n
(205)
and proceed with an exact analysis that relies on the concen-
tration inequality in Theorem 4. Substituting δ′ = δ√
n
, and the
replacement of the infimum in the upper bound by the value
of the bound at x in (205) gives that, for every α ≥ 0,
P(|Xn −X0| ≥ α
√
n)
≤ 2
{
e−δ
′x
[
1 +
m−1∑
l=2
(γl − γm)xl
l!
+ γm(e
x − 1− x)
]}n
= 2 exp
(
− δ
2
γ2
)[
1 +
m−1∑
l=2
γlx
l
l!
+ γm
(
ex −
m−1∑
l=0
xl
l!
)]n
= 2 exp
(
− δ
2
γ2
)[
1 +
γ2x
2
2
+O(x3)
]n
= 2 exp
(
− δ
2
γ2
)[
1 +
δ2
2γ2n
+O
(
n−
3
2
)]n
= 2 exp
(
− δ
2
2γ2
) (
1 +O
(
n−
1
2
))
.
Note that γ2 = γ in (11) and Theorem 4. This proves (57) via
the concentration inequality in Theorem 4 for every m ≥ 2.
D. Analysis Related to Corollary 4
The concentration inequality in (57) was proved to be a
consequence of Theorem 4 for an arbitrary even m ≥ 2. Since
Corollary 4 is a special case of Theorem 4 for m = 2, then
it follows that (57) results in from Corollary 4 without a need
for a separate analysis.
APPENDIX I
PROOF OF PROPOSITION 5
Consider the setting of Theorem 2 where {Xk,Fk}∞k=0 is
a discrete-parameter real-valued martingale such that
|Xk −Xk−1| ≤ d, E[(Xk −Xk−1)2 | Fk−1] ≤ σ2
a.s. for every k ∈ N. Let Sk , Xk−X0d , so {Sk,Fk}∞k=0 is a
martingale sequence with S0 = 0. Also, a.s.
Yk , Sk − Sk−1 = Xk −Xk−1
d
≤ 1
Qn ,
n∑
j=1
E(Y 2j | Fj−1) ≤
nσ2
d2
= γn
where γ , σ
2
d2
is introduced in (11). Hence, Qn ≤ γn a.s.,
and it follows from Theorem 5 that for every α ≥ 0
P(Xn −X0 ≥ αn)
= P(Sn ≥ δn,Qn ≤ γn)
≤ exp
(
−δ
2n
2γ
B
(
δ
γ
))
where the last inequality follows from (72). From the definition
of the function B in (39) then, for every α ≥ 0,
P(Xn −X0 ≥ αn)
≤ exp
(
−nγ
[(
1 +
δ
γ
)
ln
(
1 +
δ
γ
)
− δ
γ
])
.
By applying the last inequality to the martingale sequence
{−Xk,Fk}∞k=0, then the same inequality also holds as an
upper bound on P(Xn −X0 ≤ −αn) for an arbitrary α ≥ 0.
Finally, the use of the union bound gives the two-sided
concentration inequality in (40). This shows that Corollary 3
is a consequence of Theorem 5.
Similarly, it follows from (72) that, for every α ≥ 0,
P(Xn −X0 ≥ α
√
n) ≤ exp
(
− δ
2
2γ
B
(
δ
γ
√
n
))
.
The latter inequality coincides with (203). As is shown in
Appendix H, (57) follows from (203), so a concentration
inequality of the form of (57) in Proposition 4 follows as
a consequence of Theorem 5. This completes the proof of
Proposition 5.
APPENDIX J
ANALYSIS RELATED TO THE MODERATE DEVIATIONS
PRINCIPLE IN SECTION IV-F
It is demonstrated in the following that, in contrast to
Azuma’s inequality, both Theorems 2 and 4 provide upper
bounds on
P
(∣∣∣ n∑
i=1
Xi
∣∣∣ ≥ αnη) , ∀α ≥ 0
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which coincide with the correct asymptotic result in (79). It
is proved under the further assumption that there exists some
constant d > 0 such that |Xk| ≤ d a.s. for every k ∈ N. Let
us define the martingale sequence {Sk,Fk}nk=0 where
Sk ,
k∑
i=1
Xi, Fk , σ(X1, . . . , Xk)
for every k ∈ {1, . . . , n} with S0 = 0 and F0 = {∅,F}.
1) Analysis related to Azuma’s inequality: The martingale
sequence {Sk,Fk}nk=0 has uniformly bounded jumps, where
|Sk −Sk−1| = |Xk| ≤ d a.s. for every k ∈ {1, . . . , n}. Hence
it follows from Azuma’s inequality that, for every α ≥ 0,
P (|Sn| ≥ αnη) ≤ 2 exp
(
−α
2n2η−1
2d2
)
and therefore
lim
n→∞
n1−2η lnP
(|Sn| ≥ αnη) ≤ − α2
2d2
. (206)
This differs from the limit in (79) where σ2 is replaced by d2,
so Azuma’s inequality does not provide the correct asymptotic
result in (79) (unless σ2 = d2, i.e., |Xk| = d a.s. for every k).
2) Analysis related to Theorem 2: The analysis here is
a slight modification of the analysis in Appendix H-A with
the required adaptation of the calculations for η ∈ (12 , 1). It
follows from Theorem 2 that, for every α ≥ 0,
P(|Sn| ≥ αnη) ≤ 2 exp
(
−nD
(
δ′ + γ
1 + γ
∣∣∣∣∣∣ γ
1 + γ
))
where γ is introduced in (11), and δ′ in (201) is replaced with
δ′ ,
α
n1−η
d
= δn−(1−η) (207)
due to the definition of δ in (11). Following the same analysis
as in Appendix H-A, it follows that for every n ∈ N
P(|Sn| ≥ αnη)
≤ 2 exp
(
−δ
2n1−2η
2γ
[
1 +
α(1 − γ)
3γd
· n−(1−η) + . . .
])
and therefore (since, from (11), δ2
γ
= α
2
σ2
)
lim
n→∞
n1−2η lnP
(|Sn| ≥ αnη) ≤ − α2
2σ2
. (208)
Hence, this upper bound coincides with the exact asymptotic
result in (79).
3) Analysis related to Theorem 4: It is shown in the
following that Theorem 4 coincides with the exact asymptotic
result in (79) for an arbitrary even number m ≥ 2. To this
end, it is sufficient to prove it w.r.t. the looser version in
Corollary 5. Due to Proposition 3, the tightness of the bound
in Corollary 5 is improved by increasing the even value of
m ≥ 2. It is therefore enough to show that choosing m = 2,
which provides the weakest bound in Corollary 5, is already
good enough to get the exact asymptotic result in (79). But, for
m = 2, Theorem 4 and Corollary 5 coincide (and both imply
the inequality in Corollary 4). This suggests to follow the
analysis in Appendix H-C for m = 2 with the slight required
modification of this analysis for η ∈ (12 , 1) (instead of the case
where it is one-half as in Appendix H-C). In the following, we
refer to the martingale sequence {Sk,Fk}nk=1 as above. Based
on the analysis in Appendix H-C, the sub-optimal value of x
in (205) is modified to x =
(
δ
γ
)
n−(1−η) where, from (11),
γ = σ
2
d2
and δ = α
d
. Hence, x = δ
′
γ
with δ′ in (207). Following
the analysis in Appendix H-C for the special case of m = 2
with the sub-optimal x as above, then for every α ≥ 0
P(|Sn| ≥ αnη)
≤ 2
{
e
−δ′x
[
1 + γ(ex − 1− x)
]}n
= 2 exp
(
−nδ
′2
γ
)(
1 +
γx2
2
+
γx3
6
+O(x4)
)n
= 2 exp
(
−α
2n2η−1
γd2
)(
1 +
α2n−2(1−η)
2γd2
+
α3n−3(1−η)
6γ2d3
+ . . .
)n
≤ 2 exp
(
−α
2n2η−1
σ2
)
exp
(
α2n2η−1
(
1 +O(n−(1−η))
)
2σ2
)
≤ 2 exp
(
−α
2n2η−1
(
1 +O(n−(1−η))
)
2σ2
)
so the asymptotic result in (208) also follows in this case, thus
coinciding with the exact asymptotic result in (79).
APPENDIX K
PROOF OF PROPOSITION 6
The proof of (141) is based on calculus, and it is similar to
the proof of the limit in (140) that relates the divergence and
Fisher information. For the proof of (143), note that
C(Pθ, Pθ′) ≥ EL(Pθ, Pθ′) ≥ min
i=1,2
{
δ2i
2γi
− δ
3
i
6γ2i (1 + γi)
}
. (209)
The left-hand side of (209) holds since EL is a lower bound on
the error exponent, and the exact value of this error exponent is
the Chernoff information. The right-hand side of (209) follows
from Lemma 3 (see (138)) and the definition of EL in (142).
By definition γi , σ
2
i
d2i
and δi , εidi where, based on (128),
ε1 , D(Pθ||Pθ′), ε2 , D(P ′θ||Pθ). (210)
The term on the left-hand side of (209) therefore satisfies
δ2i
2γi
− δ
3
i
6γ2i (1 + γi)
=
ε2i
2σ2i
− ε
3
i d
3
i
6σ2i (σ
2
i + d
2
i )
≥ ε
2
i
2σ2i
(
1− εidi
3
)
so it follows from (209) and the last inequality that
C(Pθ , Pθ′) ≥ EL(Pθ, Pθ′) ≥ min
i=1,2
{
ε2i
2σ2i
(
1− εidi
3
)}
.
(211)
Based on the continuity assumption of the indexed family
{Pθ}θ∈Θ, then it follows from (210) that
lim
θ′→θ
εi = 0, ∀ i ∈ {1, 2}
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and also, from (109) and (119) with P1 and P2 replaced by
Pθ and P ′θ respectively, then
lim
θ′→θ
di = 0, ∀ i ∈ {1, 2}.
It therefore follows from (141) and (211) that
J(θ)
8
≥ lim
θ′→θ
EL(Pθ, Pθ′)
(θ − θ′)2 ≥ limθ′→θ mini=1,2
{
ε2i
2σ2i (θ − θ′)2
}
.
(212)
The idea is to show that the limit on the right-hand side of
this inequality is J(θ)8 (same as the left-hand side), and hence,
the limit of the middle term is also J(θ)8 .
lim
θ′→θ
ε21
2σ21(θ − θ′)2
(a)
= lim
θ′→θ
D(Pθ||Pθ′)2
2σ21(θ − θ′)2
(b)
=
J(θ)
4
lim
θ′→θ
D(Pθ ||Pθ′)
σ21
(c)
=
J(θ)
4
lim
θ′→θ
D(Pθ||Pθ′)∑
x∈X Pθ(x)
(
ln Pθ(x)
Pθ′ (x)
−D(Pθ||Pθ′)
)2
(d)
=
J(θ)
4
lim
θ′→θ
D(Pθ||Pθ′)∑
x∈X Pθ(x)
(
ln Pθ(x)
Pθ′ (x)
)2
− D(Pθ||Pθ′)2
(e)
=
J(θ)2
8
lim
θ′→θ
(θ − θ′)2∑
x∈X Pθ(x)
(
ln Pθ(x)
Pθ′ (x)
)2
− D(Pθ||Pθ′)2
(f)
=
J(θ)2
8
lim
θ′→θ
(θ − θ′)2∑
x∈X Pθ(x)
(
ln Pθ(x)
Pθ′ (x)
)2
(g)
=
J(θ)
8
(213)
where equality (a) follows from (210), equalities (b), (e)
and (f) follow from (141), equality (c) follows from (110)
with P1 = Pθ and P2 = Pθ′ , equality (d) follows from
the definition of the divergence, and equality (g) follows by
calculus (the required limit is calculated by using L’Hoˆpital’s
rule twice) and from the definition of Fisher information in
(139). Similarly, also
lim
θ′→θ
ε22
2σ22(θ − θ′)2
=
J(θ)
8
so
lim
θ′→θ
min
i=1,2
{
ε2i
2σ2i (θ − θ′)2
}
=
J(θ)
8
.
Hence, it follows from (212) that limθ′→θ EL(Pθ,Pθ′ )(θ−θ′)2 = J(θ)8 .
This completes the proof of (143).
We prove now equation (145). From (109), (119), (128) and
(144) then
E˜L(Pθ, Pθ′) = min
i=1,2
ε2i
2d2i
(214)
with ε1 and ε2 in (210). Hence,
lim
θ′→θ
E˜L(Pθ, Pθ′)
(θ′ − θ)2 ≤ limθ′→θ
ε21
2d21(θ
′ − θ)2
and from (213) and last inequality then it follows that
lim
θ′→θ
E˜L(Pθ, Pθ′)
(θ′ − θ)2
≤ J(θ)
8
lim
θ′→θ
σ21
d21
(a)
=
J(θ)
8
lim
θ′→θ
∑
x∈X Pθ(x)
(
ln Pθ(x)
Pθ′ (x)
−D(Pθ||Pθ′)
)2
(
maxx∈X
∣∣∣ln Pθ(x)Pθ′ (x) −D(Pθ||Pθ′)∣∣∣
)2 .
(215)
It is clear that the second term on the right-hand side of (215)
is bounded between zero and one (if the limit exists). This
limit can be made arbitrarily small, i.e., there exists an indexed
family of probability mass functions {Pθ}θ∈Θ for which the
second term on the right-hand side of (215) can be made
arbitrarily close to zero. For a concrete example, let α ∈ (0, 1)
be fixed, and θ ∈ R+ be a parameter that defines the following
indexed family of probability mass functions over the ternary
alphabet X = {0, 1, 2}:
Pθ(0) =
θ(1− α)
1 + θ
, Pθ(1) = α, Pθ(2) =
1− α
1 + θ
.
Then, it follows by calculus that for this indexed family
lim
θ′→θ
∑
x∈X Pθ(x)
(
ln Pθ(x)
Pθ′ (x)
−D(Pθ||Pθ′)
)2
(
maxx∈X
∣∣∣ln Pθ(x)Pθ′ (x) −D(Pθ||Pθ′)∣∣∣
)2 = (1 − α)θ
so, for any θ ∈ R+, the above limit can be made arbitrarily
close to zero by choosing α close enough to 1. This completes
the proof of (145), and also the proof of Proposition 6.
APPENDIX L
PROOF OF THE PROPERTIES IN (173)
Consider an OFDM signal from Section V-C. The sequence
in (171) is a martingale due to Remarks 2 and 3. It is claimed
that |Yi − Yi−1| ≤ 2√n (a.s.). To show this, note that from
(170), for every i ∈ {0, . . . , n− 1}
Yi = EXi,...,Xn−1
[
max
0≤t≤T
∣∣s(t;X0, . . . , Xi−1, Xi, . . . , Xn−1)∣∣∣∣∣X0, . . . , Xi−1].
The conditional expectation for the RV Yi−1 refers to the case
where only X0, . . . , Xi−2 are revealed. Let X ′i−1 stand for the
next RV in the sequence {Xj}n−1j=0 whose value is not revealed
(note that for i = n−1, an expectation is not required). Then,
for every 1 ≤ i ≤ n,
Yi−1 = EX′
i−1
,Xi,...,Xn−1
[
max
0≤t≤T
∣∣s(t;X0, . . . , X ′i−1, Xi, . . . , Xn−1)∣∣∣∣∣X0, . . . , Xi−2].
Since |E(Z)| ≤ E(|Z|), then for i ∈ {1, . . . , n}
|Yi − Yi−1| ≤ EX′
i−1,Xi,...,Xn−1
[
|U − V |
∣∣∣ X0, . . . , Xi−1] (216)
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where
U , max
0≤t≤T
∣∣s(t;X0, . . . , Xi−1, Xi, . . . , Xn−1)∣∣
V , max
0≤t≤T
∣∣s(t;X0, . . . , X ′i−1, Xi, . . . , Xn−1)∣∣.
It therefore implies that
|U − V | ≤ max
0≤t≤T
∣∣s(t;X0, . . . , Xi−1, Xi, . . . , Xn−1)
−s(t;X0, . . . , X ′i−1, Xi, . . . , Xn−1)
∣∣
= max
0≤t≤T
1√
n
∣∣∣(Xi−1 −X ′i−1) exp( j 2piitT )∣∣∣
=
|Xi−1 −X ′i−1|√
n
≤ 2√
n
(217)
where the last equality holds since |Xi−1| = |X ′i−1| = 1. It
therefore follows from (216) that, for every i ∈ {1, . . . , n},
the inequality |Yi − Yi−1| ≤ 2√n holds a.s. In the following,
an upper bound on the conditional variance
Var(Yi | Fi−1) = E
[
(Yi − Yi−1)2 | Fi−1
]
is derived for every i ∈ {1, . . . , n}. From (216), (217), and
since
(
E(Z)
)2 ≤ E(Z2) for a real-valued RV Z , and the
RVs Xi, . . .Xn−1 are independent of Xi−1 and X ′i−1 (by
assumption), then
(Yi − Yi−1)2 ≤ 1
n
· EX′i−1
[|Xi−1 −X ′i−1|2 ∣∣Xi−1] .
This implies that
E
[
(Yi − Yi−1)2 |Fi−1
] ≤ 1
n
· EX′i−1
[|Xi−1 −X ′i−1|2 | Fi]
where Fi is the σ-algebra that is generated by X0, . . . , Xi−1.
By assumption, the RVs Xi−1 and X ′i−1 get independently
each of the M possible values on the unit circle e
j(2k+1)pi
M
for k = 0, . . . ,M − 1 with equal probability ( 1
M
)
. The
above conditioning on the σ-algebra Fi is equivalent to the
conditioning on the RVs X0, . . . , Xi−1 (i.e., a conditioning
on the first i elements of the sequence {Xj}n−1j=0 that serves
to construct the OFDM signal in (168)). Due to the symmetry
of the considered constellation of M points on the unit-circle,
one can assume without any loss of generality that Xi−1 is
equal to exp
(
jpi
M
) (i.e., it is set to be fixed to one of these M
points), and X ′i−1 gets with equal probability each of the M
possible points on this unit circle. This gives that
E
[
(Yi − Yi−1)2 | Fi−1
]
≤ 1
n
EX′
i−1
[|Xi−1 −X ′i−1|2 | Fi]
=
1
n
E
[|Xi−1 −X ′i−1|2 |X0, . . . , Xi−1]
=
1
n
E
[|Xi−1 −X ′i−1|2 |Xi−1]
=
1
n
E
[
|Xi−1 −X ′i−1|2 |Xi−1 = e
jpi
M
]
=
1
nM
M−1∑
k=0
|e jpiM − e j(2k+1)piM |2
=
4
nM
M−1∑
k=0
sin2
(
pik
M
)
=
2
n
. (218)
To clarify the last equality, note that if x ∈ R and m ∈ N∪{0}
m∑
k=0
sin2(kx) =
1
2
m∑
k=0
(
1− cos(2kx))
=
m+ 1
2
− 1
2
Re
{ m∑
k=0
e
j2kx
}
=
m+ 1
2
− 1
2
Re
{
1− e2j(m+1)x
1− e2jx
}
=
m+ 1
2
− 1
2
Re
{(
ej(m+1)x − e−j(m+1)x)ejmx
ejx − e−jx
}
=
m+ 1
2
− 1
2
Re
{
sin((m+ 1)x) ejmx
sin(x)
}
=
m+ 1
2
− sin
(
(m+ 1)x
)
cos(mx)
2 sin(x)
which then implies the equality in (218).
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