This paper presents a novel image fusion method based on nonsubsampled shearlet transform (NSST) and block-based random image sampling for infrared and visible images. In the method, the NSST is firstly performed on each of the source images to obtain their low frequency and high frequency subbands coefficients. Then the low frequency coefficients are fused by combing the block-based random image sampling and the sliding widow technique, while the high frequency coefficients are fused using classical absolute value maximum choosing rule. The fused image is reconstructed though performing the inverse NSST. The experiments are carried out on five pairs of infrared and visible images using five traditional fusion methods to verify the effectiveness and efficiency of the proposed method and by comparing the fused results visually and objectively it is demonstrated that the proposed fusion method is competitive or even superior to the other wellknown methods.
INTRODUCTION
Image fusion is to merge multiple image signals into a single one to enhance the complementary information and achieve more exact, reliable and comprehensive description (Kun and Lei et al., 2009 ). Fusion of infrared and visible images is mainly for the purpose of surveillance because of the differences between infrared and visible sensors, which is that the visible image has ability to represent the background more abundantly and legibly than the infrared image, while the infrared image can easily detect the targets of interest that are hard to be discovered in visible image (Kun and Lei et al., 2009) .
The multiscale transform (MST) based fusion methods (Li and Ye et al., 2016; Shi, 2016; Zhang and Blum, 1999) are considered as important means among a large number of image fusion approaches. The commonly used MST tools include the Laplacian pyramid transform (LP), the discrete wavelet transform (DWT), and the stationary wavelet transform (SWT). In recent years, some new MSTs such as curvelet, contourlet, and shearlet are introduced for image fusion.
It is known that the DWT suffers from some fundamental defects, such as shift-variance, aliasing, and lack of directionality. As a solution to the problem, the SWT is successfully applied for image fusion, the key of which is its shift-invariance that can reduce the ringing artifacts. However, a common limitation of the tools is that they cannot well represent the curves and edges of images (Li and Kang et al., 2017) . To represent the geometrical information more accurately, some novel multiscale geometrical analysis tools are introduced into image fusion. Candès et al. (Candès and Donoho et al., 2001) proposed the curvelet bases to represent images. Do and Vetterli et al. (Do and Vetterli, 2005) proposed the contourlet transform that can capture the intrinsic geometrical structure of an image. However, since curvelet and contourlet contain downsampling process in the transform, they have no shift-invariance property. The nonsubsampled version of the contourlet, nonsubsampled contourlet transform (NSCT), is a possible solution, but it is more time-consuming. Furthermore, the directional filter bank used in the directional decomposition stage of the contourlet is fixed, which means that it cannot well represent complex spatial structures with many different directions. Recently, the nonsubsampled shearlet transform (NSST) has been successfully applied for image fusion. Compared to the NSCT, the implementation of NSST is more computationally efficient, and there is no restriction on the number of directions for shearing, as well as the size of the supports (Li and Kang et al., 2017) .
As a novel image representation theory, sparse representation (SR) has been successfully applied to image processing by simulating the sparse coding mechanism of human vision system. The SR can describe an image by a sparse linear combination of atoms selected from an overcomplete dictionary, and the obtained weighted coefficients are sparse, which means that only very few nonzero elements in the sparse coefficients can efficiently represent the saliency information of the original image. By exploiting the properties of the sparse coefficients, Yang et al. (Yang and Li, 2010) first apply the SR theory to image fusion. Then the SR-based fusion has emerged as a new branch in fusion research with many improved approaches being proposed (Yang and Li, 2012; Yin and Li et al., 2013; Liu et al., 2013) .
Liu et al. (Liu et al., 2013) proposed a fusion framework based on MST and SR, in which the low frequency MST subbands are merged with a SR-based fusion rule, while the high frequency subbands are fused using the maximum choosing rule with the absolute value of coefficient as activity level measure. Although the fusion framework has achieved excellent performance, it is worthwhile to notice that it still have some defects. The first is that it does not take the NSST into account, and the second is the machine learning algorithm K-SVD for training overcomplete dictionary is complicated and time-consuming.
Motivated by the above discussion, a novel image fusion method for infrared and visible images based on NSST is proposed, in which the block-based random image sampling technique is used to substitute the training process of dictionary construction.
The rest of this paper is organized as follows. Section 2 briefly reviews the theory of the NSST and blockbased random image sampling technique. Section 3 describes the proposed image fusion method. Experimental results and discussion are given in Section4, and the conclusion are presented in Section 5.
RELATED WORKS

NSST
The NSST was proposed by Easley et al. (Easley and Labate et al., 2008) , which is implemented by combining the nonsubsampled Laplacian pyramid (NSLP) and several shearing filters It is an extension of DWT in multidimensional and multidirectional case, which the variable directional selectivity and shift-invariance (Singh and Gupta et al., 2015) . Firstly, the NSLP is used to decompose an image into low frequency and high frequency subbands, and then the directional filter is employed to get the shearlet coefficients of different directional subbands. The directional filter is implemented using the shear matrix (Singh and Gupta et al., 2015) .
Consider a two dimension affine system of shearlet transform (ST) with composite dilation as 
That is, each element is supported on a pair of trapezoids, of approximate size , oriented along lines of slope (Easley and Labate et al., 2008; Kong and Zhang et al., 2014 ). As mentioned above, the NSLP and shearing filters are utilized to provide the multiscale and multidirectional decomposition. At each NSLP decomposition level, one high frequency and one low frequency subbands are generated and further the low frequency subband is decomposed iteratively. At the decomposition level , an image is decomposed into subbands with the same size of the source image, in which one subband is the low frequency component and other images are the high frequency subband images. Shearing filter is used in high frequency subbands decomposition without downsampling, which satisfies the shift-invariance property. Using the shearing filter at levels, the high frequency subbands obtained from the NSLP at each decomposition level, directional subbands are produced with the same size of the source image (Singh and Gupta et al., 2015) . In this study, the number of the shearing direction is set to be [32, 32, 16] from finer to coarser scale using three level NSST decomposition.
Block-based Random Image Sampling
SR address the signal's natural sparsity, which is in accord with the physiological characteristics of human visual system . Consider a signal , it can be approximately represented as , where is an overcomplete dictionary, and is the unknown sparse coefficient. The dictionary is a collection of parameterized waveforms called atoms, and the number of the atoms of the dictionary exceeds the length of signal (Li and Yang, 2011) . Each column of corresponds to an image or image patch in . Those images are referred as atomic images. A collection of parameterized 2-D waveforms wavelets, Gabor dictionaries, and cosine packets is the commonly used dictionary (Li and Yang, 2011) . However, dictionary learning is difficult and time consuming (Li and Yang, 2011) . In fusion process, it should be avoided, especially in hardware implementation, and we should find another way to measure the activity level of the subbands coefficients.
In compressed sensing (CS) theory, CS consists of three crucial components: sparse representation, sensing measurement and reconstruction. Its core idea is to reconstruct from indirect measurements with sampling signals at a smaller rate compared to conventional Shannon's sampling rate (Yin and Liu et al., 2015) . In this work, the component of sensing measurement is discussed and conducted to measure the activity level of subbands coefficients.
The sensing measurement plays an important role in the procedure of non-adaptive linear projection to obtain the measurements, and it is demonstrated that the measurement matrix must satisfy the Null Space Property and Restricted Isometry Property (RIP) in order to recover the signal. In practical applications, the equivalent condition of RIP is that is incoherent with (Yin and Liu et al., 2015; Candès and Wakin, 2008) . There are many matrices meeting the condition including Gaussian random matrix, Bernoulli matrix and Hadamard matrix, in which Gaussian random matrix is used in this work. There are two reasons to utilize the Gaussian random matrix: firstly, the matrix is incoherent with any sparse basis and requires less number of measurements to acquire the salient information; secondly, it can obtain better results in inverse solution and restrict the mean error to project the sparse coefficients (Yin and Liu et al., 2015) .
However, the utilization faces several challenges including a computationally expense and huge memory required to store the matrix, and is not suitable to measure the activity level of the subbands coefficients directly. Recently, Gan (Gan, 2007) proposed block-based random image sampling for fast CS of natural images, where the original image is divided into small blocks and each block is sampled independently using the same Gaussian random matrix. Different from the framework of Ref. (Gan, 2007) , in order to eliminate blocking artifacts, like the scheme used in Ref. , the sliding window technique is used in dividing blocks.
For an image , firstly it should be appropriately padded by repeating border elements, then if is applied the sliding window technique, at last the divided blocks is generated, which is a vector representing each sliding block centered on the location of . Then the measurement result can be obtained
where is an orthonormal Gaussian random matrix with , is sampling rate, and is the block size. In this paper, , and . The main advantages of the above modified block-based random image sampling technique are: (1) the Gaussian random matrix is conveniently generated, stored and employed because of its compact size (Mun and Fowler, 2009) ; (2) the measurement of each block is convenient to capture the underlying salient information to measure the activity level of the subbands coefficients.
PROPOSED FUSION METHOD
In this section, the proposed fusion method will be discussed in detail. For the convenience of description, let the source infrared and visible images be and respectively, and be the fused images. The fusion method contains the following steps. STEP 1. NSST decomposition. Perform the NSST on the two source images to obtain the low frequency and high frequency subbands coefficients and respectively. STEP 2. Low frequency coefficients fusion.
(1) Apply the sliding window technique to padded and to generate divided blocks, and the blocks are vectorized and denoted as and respectively.
(2) Using a Gaussian random matrix stored in advance to measure and for each location
then the measurement results and are obtained to measure the activity level.
(3) Fuse the low frequency coefficients with maximum choosing rule based on and
where is the low frequency coefficient of the fused image , and denote L2-norm.
STEP 3. High frequency coefficients fusion.
Fuse the high frequency coefficients with the maximum choosing rule based on the corresponding absolute values (12) where is the high frequency coefficient of the fused image , and denote absolute value.
STEP 4. NSST reconstruction.
Perform the inverse NSST on and to reconstruct the fused image . As seen from the fusion steps, we address great attention to the fusion of low frequency coefficients. It is known that the most energy of an image is concentrated on the low frequency subband, but the traditional averaging fusion rule tends to lose some energy to a large extent, especially for the fusion of infrared and visible images, the fused image are often in low contrast . This is mainly because different imaging sensors have different physical attributes, the infrared and visible image are sensitive to temperature and illumination respectively, therefore the same object in different images may have different features and brightness, which is reflected in the intensity or grayscale value of the image pixels.
As for the high frequency coefficients, their influence on the performance of fusion of infrared and visible images is less than the low frequency coefficients, and also for the sake of computational efficiency, the classical maximum absolute value choosing fusion rule is used here, which can effectively capture the geometrical structure information.
EXPERIMENTS
Source Images
As shown in Fig. 1 , five pairs of source infrared and visible images are utilized to verify the effectiveness of the proposed fusion method, where the first and last pairs are with size of and respectively, and the others are all with size of . Moreover, the former two pairs are downloaded from website http://imagefusion.org, which are named as 'quad' and 'kayak (e518a)' respectively, and the latter three are taken from Liu's homepage http://home.ustc.edu.cn/~liuyu1/, which are denoted as 'set 3', 'set 4' and 'set 5' for simplicity, respectively. For each pair, the two source images are registered in advance.
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Liu et al., g the above fi 2. The five co n methods, n ed fusion meth mances are sim sferring all t mances of SW s lack of brigh DTCWT-SR-4 it can be foun ain objects. In ).) of the 'set source images rast and satura quality. To further evaluate the fusion performance, Table 1 lists the quantitative values of fusion metrics objectively, and for each row the best value is indicated in bold. In order to observe these values more conveniently, we draw the data in several graphs, shown in Fig. 4 , and each graph describes one fusion metric of values. From Table 1 and Fig. 4 , it can be found that the proposed fusion method provides the relatively better fusion performance. Although several measure values are not the best in certain rows or graphs, the overall performance of the proposed fusion method is competitive or even superior to the other fusion methods. Figure 4 . Graphs of the fusion performance results. (a)-(h) are the graphs on SD, AG, SF, IE, UIQI, , and , respectively.
CONCLUSIONS
The NSST and CS are two most widely used image representation tools. Motivated by the study and discussion of the Liu's work, which presented a general framework for image fusion based on MST and SR, we proposed a novel fusion method for infrared and visible images based on the NSST and block-based random image sampling. The advantages of the NSST and block-based random image sampling are presented in advance, and then the proposed fusion method is introduced in detail. To verify the effectiveness and efficiency of the proposed method, the following experiments are carried out on five pairs of infrared and visible images using five well-known DWT-based, SWT-based, NSCT-based, NSST-based and Liu-DTCWT-SR-4 fusion methods. By comparing the visual effects and quantitative fusion metrics, experimental results demonstrate that the proposed fusion method is competitive or even superior to the other well-known methods.
