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Introduction
Cohen proved that the axiom of choice does not follow from the axioms of the Zermelo-Fraenkel set theory in 1963 by introducing the technique of forcing and mimicking the known Fraenkel-Mostowski-Specker constructions which assume the existence of atoms (or urelements). This opened the flood gates for new results and during the 1960s and 1970s many proofs were written which explored the many ways a universe of set theory can be an extremely counterintuitive place for doing mathematics in the absence of the axiom of choice.
Most of the proofs were local, in the sense that for a given set we can build a specific extension of the universe where the axiom of choice fails and we have a certain witness for a certain failure of choice related to our set (e.g. have a Dedekindfinite set which maps onto that set [12] ). But there were not that many successful attempts in constructing global results, namely extending the universe once, so that for every set the counterexample can be found in that extension. This is what we call a ∀∃-∃∀ problem: assuming for every set there is an extension where the set has a certain property, is there an extension in which all the sets have the property?
One of the obvious solutions for a ∀∃-∃∀ problem is to iterate our construction, and each step solve it for more and more sets (including new sets). But an iteration method for symmetric extensions-the main tool to construct models where the axiom of choice fails-did not exist until very recently, and forcing over models of ZF is a task rife with difficulties. Some results are obtained by products, but those only cover the ground model sets, or in general sets which can be well-ordered. We can solve this by showing that the resulting models might have some particular property that it is enough to work out the solution for ground model sets, but this is no an easy task either.
Another significant problem, to which is what we provide a partial solution in this paper, is the fact that forcing over models of ZF may introduce back the axiom of choice to initial segment of the model. For example, adding a subset to ω 1 by countable approximation will either add new subsets of ω, or a well-ordering of P(ω) (the ground model's version of this set, of course). This means that unlike the case in ZFC where we can just iterate forcings which add more and more information, in ZF it is a lot less trivial to ensure that (1) no sets of low rank are added; and (2) no well-orderings of old sets are added.
In this paper we point out a known observation can be applied to iterating of symmetric extensions to provide a framework for dealing with some ∀∃-∃∀ problems.
We show that a minor modification (in line with the observation) of the previous work of the author in [7] (which was exactly a partial solution that covered all ground model sets, but not necessarily all sets) we can in fact obtain a general framework for ∃∀ solutions, and we use it to prove that every partial order can be embedded into the cardinals of a model (extending [2] and [14] which obtained a local solution, and [5] where a global solution for ground model is shown). In addition we prove that in this model every set can be the surjective image of a Dedekind-finite set (extending the local, and global for ground model solutions of [12] ).
We also outline the construction of a model in which every field has a vector space whose endomorphisms are only scalar multiplications (this extends the work of the author in [4] , which is based on [10] .)
The technical framework for iterating symmetric extensions will not be described here in full, since we circumvent its full power, but we hope that this work will encourage others to study it, as it can certainly be improved.
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Preliminaries
Our treatment of forcing is standard. We say that P is a notion of forcing if P is a preordered set with a maximum, 1 P . We write q ≤ p to mean that q is a stronger condition. Two conditions are compatible if they have a common extension, and are incompatible otherwise. If {ẋ i | i ∈ I} is a collection of Pnames, we write {ẋ i | i ∈ I} • to denote "the obvious P-name" is creates, namely { 1 P ,ẋ i | i ∈ I} • . This notation extends to ordered pairs, sequences, etc. This also somewhat simplifies the canonical names for ground model sets, as we can now writex = {y | y ∈ x} • .
We will use the following group theoretic notion of the wreath product. If A and B are two sets, and G ⊆ S A , H ⊆ S B , where S X is the group of all permutations of X, then G ≀ H is a group of permutations of A × B. If π ∈ G ≀ H, then there are π A ∈ G and π a | a ∈ A such that π a ∈ H, and π(a, b) = π A (a), f a (b) .
Symmetric extensions and (some) iterations thereof.
To violate the axiom of choice we cannot use forcing on its own, as forcing preserves the axiom of choice in the ground model. In order to violate the axiom of choice we need to pass from the generic extension, V [G], to an inner model M where it fails. The method of symmetric extensions allows us to identify an appropriate class of names which define such model M . Iterating symmetric extensions was developed by the author in [6] , and while the full theory is not trivial at all, we will only need a smaller fraction of it here. We start by defining symmetric extensions.
Let P be a notion of forcing, and let π be an automorphism of P. We can extend π to act on P-names by recursion,
As the forcing relation is defined from the order of P, the following lemma should not be surprising.
Lemma (The Symmetry Lemma). p ϕ(ẋ) ⇐⇒ πp ϕ(πẋ).
Fix G ⊆ P, and denote by sym G (ẋ) the subgroup {π ∈ G | πẋ =ẋ}. This is sometimes called the stabiliser ofẋ. We want to have a way to say that a name is stable under "most" of the automorphisms (in G ). And so we need a suitable notion of a filter.
We say that F is a filter of subgroups of G if it is a filter on the lattice of subgroups. Namely, it is a non-empty family of subgroups of G which is closed under finite intersections and supergroups. We say that F is normal if for every H ∈ F and every π ∈ G , πHπ −1 ∈ G . We will say that P, G , F is a symmetric system if P is a notion of forcing, G is a group of automorphisms of P, and F is a normal filter of subgroups of G . It is easier to assume only the case where F is a base for a normal filter, since this is preserved when extending the universe (and perhaps adding new subgroups to G ) and we will do so implicitly.
If sym G (ẋ) ∈ F , we say thatẋ is F -symmetric, and if the condition holds hereditarily to names which are inẋ, we say that it is hereditarily F -symmetric. We write HS F to denote the class of hereditarily F -symmetric names.
This model, M , is called a symmetric extension. The forcing relation relativises to HS F , namely p HS ϕ(ẋ) whenẋ ∈ HS F and p ϕ HS (ẋ). The usual truth lemma holds for HS and the Symmetry Lemma holds as well, assuming π ∈ G . The next step, after taking one symmetric extension, is to take many. This can be done simultaneously by a product or iteratively by an iteration (which is a general case of a product also in the "usual" context of forcing). We will not cover the whole apparatus for iterating symmetric extensions in this paper, but give a very informal account of the idea behind it.
If Q 0 , G 0 , F 0 is a symmetric system, and M 0 is the symmetric extension it defines after fixing some V -generic filter G 0 ⊆ Q 0 , we want to take a symmetric extension of M 0 . Say Q 1 , G 1 , F 1 is the second symmetric system. By the definition of M 0 there is a name Q 1 ,Ġ 1 ,Ḟ 1
• ∈ HS F0 which is interpreted as the symmetric system, and there is some condition p ∈ G 0 forcing that this is a name of a symmetric system. Our goal is to identify a class of Q 0 * Q 1 -names which will predict the second symmetric extension, as well as understand the conditions necessary for this process to continue in a coherent way.
So when is a name going to be interpreted in this intermediate model? It has to project to a Q 0 -name which is in HS F0 and be forced to be aQ 1 -name that satisfies the property of being in HS • F1 . In particular, that means there is a group H 0 ∈ F 0 and a name for a groupḢ 1 forced to be inḞ 1 , such that automorphisms which live in the groups preserve the name at each step.
We can use this to derive a direct definition which looks a bit like that of a symmetric extension. We first observe the following: ifẋ is a Q 0 -name and p "ẋ is aQ 1 -name", then if π is an automorphism, πp "πẋ is a πQ 1 -name". This leads us to the following definition which is a necessary condition for the apparatus to run smoothly. Definition 2.2. Let P be a forcing, π ∈ Aut(P) andȦ a P-name. We say that π respectsȦ if 1 πȦ =Ȧ. IfȦ has an implicit structure (e.g. it is a name for a forcing or a symmetric system) then we also implicitly require that the structure is respected.
If every π ∈ G respects the name forQ 1 , then q 0 ,q 1 → πq 0 , πq 1 is indeed an automorphism of Q 0 * Q 1 . Moreover, ifπ is a name for an automorphism ofQ 1 , then q 0 ,q 1 → q 0 ,πq 1 is also an automorphism of Q 0 * Q 1 .
We can therefore combine G 0 andĠ 1 to an automorphism group of Q 0 * Q 1 . To simplify our statements in this section, we will set up the context: Q 0 , G 0 , F 0 is a symmetric system and Q 1 ,Ġ 1 ,Ḟ 1
• ∈ HS F0 is a name forced to be a symmetric system which is also respected by G 0 . Definition 2.3. If π 0 ,π 1 is a pair such that π 0 ∈ G 0 and Q0π0 ∈Ġ 0 , then we define the automorphism π0,π1 of Q 0 * Q 1 as follows:
π0,π1 q 0 ,q 1 = π 0 q 0 , π 0 (π 1q1 ) = π 0 , π 0 (π 1 )(π 0q1 ) . We let G 1 = G 0 * Ġ 1 denote the group of all such automorphisms, and we call it the generic semi-direct product.
Next we need to handle the filters of groups. Ifẋ is a name which is to identify a set in the iterated symmetric extension, we essentially have H 0 ∈ F 0 and some nameḢ 1 forced to be inḞ 1 such that whenever π 0 ∈ H 0 and Q0π1 ∈Ḣ 1 (which we will abbreviate as π 0 ,π 1 ∈ H 0 ,Ḣ 1 ), then π0,π1 respectsẋ. We will write F 1 = F 0 * Ḟ 1 to denote the collection of these pairs which we call F 1 -supports.
In this case we say thatẋ is F 1 -respected, and if the property holds hereditarily we say that it is hereditarily F 1 -respected. We denote by IS 1 the class of all hereditarily F 1 -respected names.
We can now extend this to any length with a finite support iteration.
are sequences satisfying the following:
(1) P α is the finite support iteration ofQ α .
• is hereditarily F α -respected, and the name itself is respected by any automorphism in G α . Then the class IS α for α ≤ δ is a class of P α -names which predicts the iteration of symmetric extensions. Moreover, IS α+1 will be a symmetric extension of
We also have a relativised forcing relation, IS , which is defined similarly as HS . 
In other words, if each symmetric extension is homogeneous, and we do not add sets of rank η on a tail below δ, then we do not add such sets at the δth stage either. This is very important, as non-trivial forcing will tend to add Cohen reals at limit steps, or even collapse cardinals if we are not careful about our chain conditions. Almost as importantly, this means that if we guarantee increasing distributivity and homogeneity, then we may iterate even class length, while preserving ZF in the final model. Remark 2.7. We diverge from [6] in the definition of supports, as we do not discuss where the namesḢ α come from, and seem to hint that they are P α -names. This is fine, and due to the finite support nature of the iteration, it is also equivalent to the definition given in the paper. The paper, however, points out that we utilise mixing over antichains to define the automorphisms and the iteration anyway, and there is something to be gained by allowingḢ α to be, in fact, a P δ -name for a member ofḞ α .
In other words, we are allowed to hold off on choosing our pointwise groups until much later in the iteration. This has a certain elegance to it, and it is certainly useful in smoothing out the definition (although causing bumps elsewhere). Nevertheless, we do not really care for this here, since our situation is going to be quite specific.
Iterated generic copies
Let V be a model of ZF. Suppose that Q is a forcing which does not add sets of rank < α. Let P be a finite support product of Q indexed by I, and let G be a subgroup of S I satisfying that for every finite E, F, F ′ ⊆ I there is a function π ∈ G such that π ↾ E = id and π"(F \ E) ∩ F ′ = ∅. We define the action of G on P in the natural way: πp(πi) = p(i). And let F be the filter generated by fix(E) = {π ∈ G | π ↾ E = id} for a finite E. Fact 3.1. Ifẋ ∈ HS such that rank(ẋ) <α, then for every p there is q ≤ p and y ∈ V α such that q ẋ =y.
Proof. We prove this by induction onẋ, so we may assume that ifu appears inẋ, then itǔ for some u ∈ V α . Now suppose that p ǔ ∈ẋ, for some u ∈ V α , then we claim p ↾ E ǔ ∈ẋ.
To see why, simply note that if p ′ ≤ p ↾ E, then by the condition on G there is some π ∈ fix(E) such that π moves dom p \ E to be disjoint from dom p ′ \ E. Since πp ǔ ∈ẋ, it follows that p ′ cannot force the opposite. In particular this means that we may replaceẋ by the name { p ↾ E,ǔ | p ǔ ∈ẋ} which is a name in a finite product of Q. Therefore, by the assumption on Q, there is some q ≤ p and y ∈ V α such that q ẋ =y.
We now observe that if we iterate symmetric extensions starting from a model of ZFC + GCH, we may use i∈I×ω Add(κ, 1) V (for the appropriate κ) with the permutation group {id} ≀ S <ω (acting on I × ω), where S <ω is the group of permutations moving only finite many integers. And this will not add bounded sets to the universe, as every finite product commutes with the iteration as a whole.
This allows for class-length iterations where we add "generic copies" of sets which were not in the ground model, and we can do so uniformly as long as I has a name which is respected by all permutations. This method can now be applied to a wide variety of ∀∃-∃∀ problems. This can now be applied in a way similar to what is described in Theorem 4.3 of [8].
We note, however, that the key point is not quite that we have to use something that looks like Add(κ, 1) V . But rather that as long as the "finite parts" are sufficiently well-behaved, this reflects to the entire product, and thus to the iteration as a whole. Indeed, in neither examples below we use this exact formulation.
The Morris iteration
We start with a model V satisfying ZFC + GCH. While the assumption of GCH can be eliminated by allowing gaps between the "active iterands" of the forcing it is much easier to ignore these problems altogether in favour of a harmless axiom.
We define an iteration of symmetric extensions by working in tandem: first we force with a ground model partial order, adding some Cohen subsets to a regular cardinal κ, which will not add sets of rank η, for some appropriately chosen η, and then we take a symmetric extension over the whole model in such way that ensures that we are still not adding sets of rank η. If we are careful, and ensure that the sequence of these ηs is indeed increasing from each pair of systems to the next, this will guarantee the wanted result.
Previously, in [7], the second step of each tandem was defined relative to the model V [G] where G was V -generic for the Cohen step. We then took a product of those two-steps iterations. This worked fine for a global solution for ground model sets, but we can now use sets from the full iterated model up to the stage of the tandem for the second step of the forcing. We also point out that an even simpler form of this idea can be found in §5.2 of [3] where the first step did not include any symmetries at all, and was thus relegated to a preparatory forcing.
It will be easy, if so, to talk about the symmetric extensions as Q α,0 and Q α,1 , after having constructed the iteration P α of all previous pairs. As we first describe the local construction of each of the two steps, we omit α and simply write P, Q 0 , Q 1 (and similarly for G 0 and G 1 , etc.). Nevertheless, it is a good place to point out that by the time we force with these two symmetric systems, we have constructed a mode of ZF, denoted by M , between V and V [G] which is the full generic extension by P. To avoid confusion, and to emphasise this, we will refer to the symmetric names in the iteration of P * Q 0 as IS * HS.
The first step, locally.
Let κ be a suitable regular cardinal, which means a large enough cardinal such that V α of whatever intermediate step we reached this far satisfies that |V α | < κ in the full generic extension, and as we started with GCH, we may also include in this choice that κ <κ = κ still holds in the full generic extension as well.
The first step is similar to the first step of the local construction in [7] . We take Q 0 = Add(κ, ω × ω × κ) V , with G 0 the group {id} ≀ S ω ≀ § κ (as computed in V ). In other words, if π ∈ G 0 its action on ω × ω × κ is given by the following process:
(1) For each n < ω, let π * n ∈ S ω be a permutation, (2) for each n, m < ω let π n,m ∈ S κ be a permutation, (3) map n, m, α to n, π * n (m), π n,m (α) . The action on Q 0 is defined by the equation πp(π(n, m, α) , β) = p(n, m, α, β).
Finally, F 0 is generated by fix
We need to verify that the conditions for iterating hold, e.g. that Q 0 , G 0 , and F 0 have names respected by previous automorphisms, etc. but since these are all coming from V this is trivial, as no previous automorphism moves canonical ground model names. In particular, we may ignore the fact we are iterating symmetric extensions.
We now define the following names: As an immediate corollary, all of the names are in HS. Prop. 3.3 in [7] ). HS ∀n < ω, |Ȧ n | = ℵ 0 and |Ȧ| > ℵ 0 .
Proposition 4.2 (
The following theorem is an immediate corollary of the following general fact (which appears as Lemma 2.3 in [3] , with a proof given by Yair Hayut). Let N denote the model defined by the symmetric iteration on P * Q 0 , which is the symmetric extension of M by the first step above. Let x n,m,α , a n,m , A n and A denote the interpretation of the names above. Let T denote the forcing n<ω k<n A k , namely the forcing which adds a choice function from the A n 's. We let Q 1 be the forcing whose conditions are sequences in the finite support product of V α × ω copies of T , and here V α is computed in the iterated model (as opposed to [7] where it is computed in the symmetric extension of V by Q 0 ). For x, n ∈ V α × ω and t ∈ Q 1 we write t x,n to denote the x, n th coordinate of t which is a condition in T . We denote by supp t the set of x, n on which t x = ∅, and this is a finite set by the definition of Q 1 . If E ⊆ V α × ω, we write t ↾ E to denote the condition t ′ for which t ′ x = t x when x ∈ E and otherwise t ′ x = ∅, that is the condition obtained by restricting the support of t into E.
We define the order on Q 1 as follows:
(1) s ≤ t if supp t ⊆ supp s, and for all x ∈ supp t, t x ⊆ s x .
(2) If x, y ∈ supp t and n / ∈ dom t x ∩ dom t y , then s x (n) = s y (n) whenever s x (n) and s y (n) are both defined. In other words, any extension in s must be pairwise disjoint. The group G 1 is given by finitary permutations in {id} ≀ S ω . For π ∈ G 1 we denote by π x the permutation of ω such that π(x, n) = x, π x n , and by the finitary requirement, for only finitely many x's we have π x = id and for all but finitely many n's, π x n = n. The permutations are acting on Q 1 by the same principle as before, πt x,n = t x,πxn . To finish off the definition of the symmetric system, F 1 is generated by fix
Unlike before, this time we cannot ignore the previous iterations, since are using V α as computed in the iterated model, rather than the extension of V by Q 0 . First we observe, as in [7] , that if s ∈ ω <ω , thenḟ s = ȧ s(n) | n ∈ dom s • is a canonical name for an element of T , and in fact T = {ḟ s | s ∈ ω <ω } • , so every name for a condition in T can be extended to a canonical name.
This means that from the point of N , every condition in Q 1 has a canonical name given by a finitary function from V α × ω → ω <ω . This, in turn, translates to a canonical name for Q 1 in IS * HS: { ẋ,ň,ḟ s • | rank(ẋ) < α, n < ω, s ∈ ω <ω }. Moreover, since automorphisms preserve rank, this means that Q 1 is stable under all the automorphisms of P * Q 0 aggregated so far in the iteration. The same observation holds for G 1 and F 1 , meaning that indeed we are not to worry regarding continuing our iteration. Letḃ x,n = { t,ǎ | ∃m : t x (m) = a} and letḂ x = {ḃ x,n | n < ω} • . It is not hard to see that both are in HS F1 . Proposition 4.5. Ifẋ ∈ HS F1 is a name for a subset of M and all the names appearing inẋ are of the formy, then there is some t ∈ Q 1 and x ∈ N such that t ẋ =x.
The proof here is essentially the same proof as in [7] of the same fact (here we combine Prop. 3.6 and Lemma 3.8 into a single proof).
Proof. Letẋ ∈ HS be such a name. First we note that by the fact that G 1 witnesses the homogeneity of Q 1 , if E ⊆ V α × ω is a finite set such that fix(E) ⊆ sym(ẋ), then t y ∈ẋ if and only if t↾E y ∈ẋ. If t ′ ≤ Q1 t↾E, then there is π ∈ fix(E) such that supp(πt ′ ) \ E is disjoint from supp t, which means that the two are compatible. As π ∈ fix(E) we have πẋ =ẋ and πy =y. We may assume, therefore that supp t = E.
We write [ẋ] to denote a P * Q 0 -name in IS * HS forẋ. Let n be large enough such that if H ⌢ fix * (e) is an F * F -support for [ẋ], then e = n × e 1 × e 2 where e 1 and e 2 are finite subsets of ω and κ respectively.
Assume without loss of generality that n also satisfies that dom t x = n for all x ∈ supp t. Let s, s ′ ≤ Q1 t such that supp s = supp s ′ = E as well and without loss of generality dom s x = dom s ′ x for all x ∈ E. Suppose that s Q1y ∈ẋ. Let p, q ∈ P * Q 0 be a condition such that p, q ISṡ Q1ẏ ∈ [ẋ], such that: (1)ṫ,ṡ are canonical names for t, s, we will also assume thatṡ ′ is a canonical name that p, q decides will be s ′ , (2)ẏ is a P-name for the canonical name for y, and (3) [ẋ] is the name for the nameẋ. By the condition that supp s = supp t, we know that for all i ≥ n,
We can therefore find a permutation π ∈ fix * (n × {0} × {0}) which satisfies the following conditions:
(
πẏ =ẏ, as it is a P-name, and (5) πq is compatible with q. The last condition is obtainable by noting that we can choose π n,i as a permutation of κ which moves all the α < κ which appear anywhere in q to a disjoint subset of κ.
This means that p, πq ISṡ′ Q1ẏ ∈ [ẋ], but since p, q and p, πq are compatible, andṡ ′ is a canonical name, we get that p, q cannot force a contradictory statement, that s ′ Q1y ∈ẋ. In particular, that means that p, q ISṫ Q1ẏ ∈ [ẋ]. Therefore any new subsets of M was added by Q 0 , and is in N . Let x, n / ∈ E and assume towards contradiction that for some m < ω there is t ≤ s such that t ḟ (m) =ḃ x,n . Let n ′ < ω such that:
Easily, the permutation π ∈ fix(E) which satisfies π x = (n n ′ ) and the identity elsewhere satisfies that πt is compatible with t. By virtue of being in fix(E) we have that πs = s and πḟ =ḟ . But πt ḟ (m) =ḃ x,n ′ and therefore
Therefore s ḟ (m) ∈ {ḃ x,n | x, n ∈ E} • for all m < ω, and in particular s ḟ is not injective.
4.4.
Embedding orders into the cardinals. We work in N , for u ∈ V α+1 , i.e. u ⊆ V α , letṠ u = x∈uḂ x . It is easily seen that eachṠ u ∈ HS and that πṠ u =Ṡ u . We repeat the argument from [5] .
Proof. If u ⊆ v, then there is nothing to check since the names satisfyṠ u ⊆Ṡ v and therefore there is an injection, and in particular a surjection (or u = ∅, in which caseṠ u = ∅ as well).
Suppose that u v and letḟ ∈ HS such that t HSḟ : S v → S u , and let E ∈ [V α × ω] be such that fix(E) ⊆ sym(ḟ ). We aim to show that t HSḟ is not surjective.
Let x ∈ u \ v and let n < ω such that x, n / ∈ E. Assume that s ≤ t is a condition such that s HSḟ (ḃ y,m ) =ḃ x,n for some y ∈ v and m < ω. Then there is some k < ω for which x, k / ∈ E ∪ supp s, since E ∪ supp s is finite. Let π be the permutation in G 1 such that π x = (n k) and otherwise the identity. Easily, π ∈ fix(E) and πs is compatible with s. However πḃ x,n =ḃ x,k , so we have that s ∪ πs HSḃ x,n =ḟ (ḃ y,m ) =ḃ x,k =ḃ x,n . Remark 4.9. We can, in fact, use any subset of V α in the symmetric extension by definingṠ u = { t,ḃ x,n | t x ∈u, n < ω} and showing that the same argument holds. However due to the nature of the iteration all those will be captured by the next pair anyway.
4.5.
Tying it all together. We now iterate through all the ordinals, the pair defined above, where for the αth pair we pick κ to be large enough such that V α+57 of the intermediate model is smaller than κ in the full generic extension. 1 From Corollary 4.6 we obtain that the resulting model satisfy ZF. Moreover, V M α is the same as the one obtained by some initial segment of the iteration. If x ∈ M is not empty, then it is in some V α which is the same as the V α of the ηth model in the iteration, and therefore by the ηth iterands we will have added a set which is a countable union of countable sets and can be mapped onto V η , and thus on x. Moreover Dedekind-finite is preserved, so we get that the that every set is in fact the image of a Dedekind-finite set.
And finally, if I, ≤ is any partial order in M , then it embeds into some V η , ⊆ , and therefore into the cardinals of M .
Every field has a Läuchli vector space
Definition 5.1. We say that a vector space X is a Läuchli space (over a field F ) if dim F X > 1 and yet every endomorphism of X as an F -vector space is a scalar multiplication.
Proposition 5.2. If X is a Läuchli space over F , then there are no two proper subspaces X 0 , X 1 such that X 0 ∩ X 1 = {0} and X 0 + X 1 = X. Therefore X admits no linear functionals except the 0 functional. Therefore X does not have a basis. Fact 5.3 (Läuchli [10] ). It is consistent that there is a Läuchli space such that every linearly independent subset is finite.
The author's master thesis focused mainly on showing that if V satisfies ZFC, then any field F has a Läuchli space in some symmetric extension (see [4] ). While Läuchli originally worked over models of ZF with atoms, and used a countable field, the construction translates to symmetric extensions in a fairly direct way to any field (see [8] for an outline of the technique).
Theorem 5.4. It is consistent with the statement that every field has a proper class of Läuchli spaces. 2
At each step, let κ α be large enough such that Add(κ α , 1) V does not add subsets of rank < α. And for each field F ∈ V α , take v∈F <ω Add(κ α , ω) V . For the group of automorphisms let G F denote the linear automorphisms of F <ω which are the identity outside a finite dimensional subspace, and let S <ω denote the finitary permutations of ω. Then G F ≀S <ω has a natural action on the forcing. Finally, F is the filter of subgroups given by fixing pointwise finite subsets of F <ω ×ω. Following the proof in [4] , it is not hard to show that this indeed generates a Läuchli space over F .
Finally, we take the finite support product of all the symmetric systems described in the previous paragraph, for F ∈ V α a field.
Where should we go now?
We only have a framework for finite supports. As we saw in [7] and [8], we have a natural appeal for κ-support products, especially if each step is κ-closed, or so. As this will ensure the preservation of DC <κ .
In fact, working out this would serve as a good intermediate step for developing a more general theory of iterating symmetric extensions with κ-support iterations. Combining this with the results from [1] which ensure the preservation of DC under proper forcing is sure to be very useful to the theory of the reals without the axiom of choice. This is important since we have several candidates for using these style of iterations. For example, in [9] we provide a criteria for certain forcings to not add sets of ordinals. This could be extended in the style of [11] (which was extended in some sense by the author in [6] and later by [13] ). Another example, which perhaps illuminate why working with "locally well-ordered forcing" is nice is the following proposition. Proposition 6.1. Suppose that P is a well-orderable forcing, then P "Ǎ admits a choice function" if and only if A already admits a choice function in the ground model.
Proof. Fix a well-ordering of P as {p α | α < λ}. Suppose thatḟ is a P-name for a choice function. For every a ∈ A, define F (a) = x if and only if the first p β which decides the value ofḟ (ǎ) decides it to bex.
Other important questions would be how does the choice of symmetric systems reflect to the iteration. Namely, we choose at each step a "nice forcing" and take a symmetric extension based on products of this forcing. Can we provide conditions for the entire iteration to preserve the Boolean Prime Ideal theorem, or other weak choice principles?
Of course, this is not the ultimate result that we want to have. Ideally we want to find a "nicely definable forcing" which mimics κ-Cohen subsets in ZFC by adding subsets to an arbitrary set satisfying certain conditions (i.e. the "right definition" for a regular cardinal) without adding "bounded subsets".
