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Uyghur text similarity detection method using N-gram and semantic analysis 
Zhang Ying1, Yasen Aizezi1†, Wu Shunxiang2 
(1. Dept. of Information Security Engineering Xinjiang Police College, Urumqi Xinjiang 830013, China; 2. Dept. of Automation, 
Xiamen University, Xiamen Fujian 361005, China) 
Abstract: At present, most of the researches on the similarity of natural language texts are aimed at some major languages such 
as English. In order to detect similarities between Uighur texts, this paper proposed a similarity detection method based on N-
gram and semantic analysis. Firstly, it used N-gram statistical model to obtain the words based on Uyghur word features, and 
constructed the word-text relation matrix according to the appearance frequency of the words in the text. Then, it adopted a 
latent semantic analysis (LSA) to obtain the hidden association between the words and their texts, so as to solve the problem of 
vague semantic meaning in Uyghur language and obtain exact similarity. Experiments on plagiarized text sets containing 
reorganization and synonym replacement show that this method can detect the similarity accurately and effectively.  
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0 引言 
通过网络获取信息十分容易，这使学术剽窃成为一种简单
操作。存在以下几种类型的文档剽窃[1]：a)直接从发表的文本中
复制短语或段落，而不给出引用出处和作者；b)将已发表内容
进行语句和结构修改并进行使用。为了保护作者的版权，对待
发表文档进行剽窃检测是一种重要手段[2]。一些相似度估计和
剽窃检测方法是与语言无关的，可以适用于多种语言，而另一
些则是对语言比较敏感。语言无关的方法是基于文本特征的估
计，这些特征不是特定自然语言固有的，如单个字符的数量和
平均句子长度值等[3]。而语言敏感的方法是基于单一语言特定
属性的，比语言无关的方法具有更高的针对性和准确性。 
近些年，随着新疆经济和教育的发展，产生了很多以维吾
尔语进行书写的学术论文[4]。对维语文档进行相似度计算和剽
窃检测对维语文化的健康发展具有重要意义。本文是针对维吾
尔语文本相似性的检测，由于维吾尔语词语可能有多种词形变
化、同义词和不同含义。比如，每个词有不同形态，前缀和后
缀可以以连续的方式附加到单词上。单个字符串可能包含动词
变形、介词变形、代词变形和连词变形等。因此，维吾尔语文
本单词的语义比较模糊，给剽窃检测造成了一定的难度[5]。 
由于维吾尔语文档的信息化处理发展较晚，目前在维吾尔
语文档相似性等方面的研究单位主要为新疆大学。由于维吾尔
语的复杂语言结构，一些常用的相似性度量都不能很好地应用
[6]。目前很少有学者提出相关方法，其中文献[7]提出一种维吾
尔语句子相似度计算方法(MUSM)，其采用词形特征，通过多策
略精选算法来计算两个维吾尔语句子的相似度。然而，其只能
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在句子级进行检测，且没有考虑到同义词的替换问题。文献[8]
首先引入和分析了维吾尔语文本语义相似性度量，通过上下文
来确定语义相似度，可以应对同义词的问题，但是其精确性较
低。 
本文提出一种基于 N-gram 和语义分析的维吾尔语文本相
似性检测方法。其主要创新点为：a)根据维吾尔语单词特征，采
用了 N-gram 统计模型来获得词干，并根据单词频率来构建文
本模型；b)为了解决维吾尔语单词词义模糊的问题，采用了潜
在语义分析(latent semantic analysis，LSA)来获得词语及其文本
之间的隐藏关联，获得相似度。实验结果表明，提出的方法能
够准确有效地检测出包含重组和同义词替换的剽窃文本。 
1 提出方案的基本框架 
1.1 维吾尔语特征 
维吾尔语是以阿拉伯字母为基础的文字，具有高度的黏着
性。维吾尔字母共有 32 个，字母的形式具有多样性，通常包含
4 种表现形式，致使其形态变化较为复杂。维吾尔语单词由词
干和词缀组成，在同一词干前后添加不同的词缀可以表示不同
的词义[9]。由于这些特征，给维吾尔语文本信息处理造成一定
的困难，如特征维数大[10]。 
表 1 展示了在词干“بىدەئ”（作者）的前后添加不同词缀所
形成的词语及其含义，其中，下划线划出的为词缀。 
表 1 词干“بىدەئ”(作者)上添加词缀形成的词语 
词语 词义 词语 词义 
بىدەئ 作者 ڭىنبىدەئ 作者的 
ەبىدەئ 作者（女） ڭىنەبىدەئ 作者的（女） 
رەلبىدەئ 作者们 كەتبىدەئ 像那个作者 
رەلەبىدەئ 作者们 مىبىدەئ 我的作者 
1.2 基本框架 
本文目标是开发一种用于自然语言文本的相似度分析方法。
提出的方法可以采取两种工作模式。第一种模式，分析文本之
间的相似度，包括可疑和参考文本；而第二种模式包含一个输
入，即为基于文本的查询，输出是文本或查询之间的相似度度
量。 
提出的方法中，假设原始文本和重写文本都具有可衡量的
差异，这些差异可以通过统计和语言指示器来获取。为了克服
维吾尔语文本中的相似度/剽窃检测的困难，本文主要采用了三
个技术手段。第一个是采用了自然语言处理（natural language 
processing，NLP）技术，而不是依赖于传统的字符串匹配方法。
第二个是采用了能够克服大量词汇和句法挑战的文本建模技术。
第三个是使用了潜在语义分析(LSA)来确定文本中包含的隐藏
关联。其中，为了能从给定的文本中推断出潜在语义，进行大
量的统计计算，本文考虑了奇异值分解（ singular value 
decomposition，SVD）。提出的文本相似度分析方法的整体步骤
如图 1 所示。 
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图 1 提出的文本相似度分析方法的框架 
提出的方法主要由以下几个部分组成，包括文本预处理、
词语提取、文本建模和相似性分析。其中，预处理阶段包括文
本归一化标记、无用词删除等操作。词语提取阶段主要包括利
用 N-gram 技术的词语提取和排序。文本建模阶段包括文本的
TF-IDF 矩阵计算和词语匹配。相似度阶段包括奇异值分解和潜
在语义分析。 
预处理过程中，索引模块逐个读取文本，为每个语句生成
单词索引，并将这些索引传递给 N-gram 计数模块。N-gram 计
数模块将每个文本生成的 N-gram 词语写入单独的临时文件。
这些临时文件被合并到一个文件中，并且对 N-gram 结构进行
排序，去除重复计数。接下来，文本建模模块读取排序的 N-gram
结构文件以计算 TF-IDF 矩阵，该矩阵作为给定文本集的特征
矩阵。然后，相似度估计模块通过特征矩阵计算文本间的余弦
相似度，作为文本相似度的初步估计。接着，将 TF-IDF 矩阵传
递给 LSA 函数，实现对文本集相似度进行深度估计。主要数据
处理流程图如图 2 所示。 
跟踪文件
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图 2 相似度估计的数据处理流程图 
2 文本相似度估计步骤 
2.1 文本预处理 
文本预处理是自然语言处理任务成功实现的重要前提。首
先，将输入文本集转换为纯文本，文本中所有控制字符需进行
过滤。接下来，解析文本以进行 PoS 标记，在这项工作中使用
了维吾尔语言模型。 
优先出版 张 莹，等：利用 N-gram和语义分析的维吾尔语文本相似性检测方法 第 36卷第 9期 
对于每个文本，标记每个语句并且将其存储在存储器中，
文本标记案例如图 3 所示维吾尔文文本“ىشخاي كەب ۇس ۇب”（译：
这口水真好）。通过调用形态分析器来获取词语索引，以获得每
个变形词的同类分析。这些分析是用来消除歧义的，对每个变
形词采用相关的词性（PoS）标签。应用 PoS 标注可以解决可
能存在的单词形态模糊性。如果仍然有多个可能的同类词，则
使用 Levenshtein 编辑距离[11]用于选择最可能的词干，其变形
词与可能的词干之间的编辑距离最小。在这项工作中，使用了
文献[12]采用的形态分析器以及维吾尔语词法查询。这种形态
分析器是基于语言学方法开发的，根据所选择的词干，使用存
储在词典中的词干索引来对变形词进行索引。 
 
图 3 文本标记例子 
索引时删除停止词，这是通过检查每个变形词的形态特征
来实现的。如果这些特征的值表示当前的词是感叹词、介词或
代词，则认为变形词是停止词。 
2.2 基于 N-gram 统计模型的词语提取 
在文本分类、检测等应用中，通常需要首先提取文本中的
词语。本文采用更适合维吾尔语环境的统计方法来提取词语。
所采用的统计方法为 N-gram 统计模型[13]。在字母层上进行单
词切分，即将连续 N 个字母作为一个 gram 单元。 
N-gram 模型中，对于文本中一个特定字母 il ，设定其出现
的概率与前面 N-1 个字母的出现情况相关。因此，字母序列
1 2 3 ,..., NL l l l l 出现的概率为 
 
1 2 3 1 1
1
( ) ( ,..., ) ( | ,..., )
N
N i i N i
i
P L P l l l l P l l l  

    (1) 
N-gram 模型中 N 的设定需要结合具体的语言环境，对于
维吾尔语，由于其每个单词都由多个字母结合而成，为此较小
的 N 不能有效地代表单词属性，而 N 较大如等于 3 或 4 时，
则具有较强的代表性。 
本文利用 N-gram 统计模型提取词语过程中，为了降低单
词维度和冗余度，首先根据维吾尔语词典，删除了单词中最常
见的词缀。然后，计算两个词语的相似度，以此来提取词干。 
为了展示 N-gram 统计模型提取词语的过程，列举了一个
N=2 时的例子，即计算两个词ىۋلاىقنىئ（革命）和ىغىلىۋلاىقنىئ（革
命的）的相似度。 
نىئ ،ىق ،لا  ،ىۋ ،ىل ،ىغ  ⇒ ىغىلىۋلاىقنىئ 。（首先将词分解为
N=2 字母组合单元） 
去除常用词缀的两字母组合 ⇒  نىئ ،ىق ، لا ،ىۋ 。 
。نىئ ،ىق ، لا ،ىۋ ⇒ ۋلاىقنىئ.  
去除常用词缀的两字母组合 ⇒  نىئ ،ىق ، لا ،ىۋ  。 
那 么 ， 这 两 个 单 词 的 相 似 性 为
2 2 3
= 0.8571
4 3
C
S
A B

 
 
。其中，A 表示第一个单词中所包
含的且第二个单词中不存在的字母组合的数量；同样，B 第二
个单词中所包含的且第一个单词中不存在的字母组合的数量；
C 表示两个词中都包含的相同字母组合的数量。若两个单词的
相似性大于设定的阈值，则将这两个词合并为一个词干。 
从预处理文本中提取指定长度的 N-gram 单词。最近的实
验表明，N-gram 最合适的长度在 2~7 [14]。对于所考虑的每个 N-
gram 大小，词语提取的过程必须是连续的，例如，对于 unigram、
bigram 和 trigram 程序必须运行三次。为了避免巨大的存储要
求，从单个数据块中提取 N-gram 并且一次只将一个 N-gram 大
小保存在存储器中，以使效率最大化。 N-gram 计数步骤的基
本过程如图 4 所示。 
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图 4 N-gram 计数的数据处理流程图 
剽窃检测最有效的方法是将文本频率（DF）作为特征。为
了减少文本中的词语数量，本文根据文本频率来确定一些词语
是否重要。只在一个文本中存在的词语将被立即删除，因为它
们不会在任何其他文本中被剽窃。此外，本文删除了包含在超
过u  个文本中的一些词语（其中u是平均文本频率， 是
平均文本频率的标准偏差）。换句话说，即从文本中删除了所有
常见的词语。 
2.3 构建文本模型 
本文考虑了文本中词语的出现频率，提出了一种词语文本
模型。这些词语与文本的关系以矩阵形式表示，其中列表示文
本，行表示词语。考虑由 m 个向量组成 n m 矩阵 A  
 1 2, ,..., mA A A ，其中向量 jA 表示包含在文本 j 中的词语。
每个向量 jA 由 n个元素 ija 组成， ija 表示文本 j 中词语 i出
现频率的权值，如式（2）所示。这个等式是本文提出的用于构
造特征矩阵 A的权值系数，是标准 TF-IDF 加权的修改版本。 
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其中： ijPF 表示文本 j中词语 i出现的频率， iDF表示出现词
语 i的文本数量，M 是所有文本的数量。与 TF-IDF 相比，提
出的频率权重计算方法的差异在于 IDF 的标准化。本文将其除
以 log( )M ，以使 0.5,1ija  。另一方面，如果词语 i不
在文本 j中出现，则 0ija  。这种加权机制有助于后续采用的
SVD 产生最佳效果。 
在构建 TF-IDF 矩阵 A期间，执行成对的 N-gram 词语匹
配。这是一个直接比较的过程，其整体复杂度为  O N ，其中
N 是所考虑文本中单独词语的数量。当考虑词汇和句法变化
时，整个配对过程的复杂度将增加到  2O N 。对于这种情况，
可以使用一些技术来估计成对词语匹配得分。在这项工作中，
本文在这种匹配过程中使用了匹配平均和骰子系数。这是通过
以矩阵形式表示每对标记词语之间的关系来进行的，以此来计
算匹配得分。 
表示两个词语成对匹配的矩阵“cost”的计算方法为：如果第
一个词语内标记 i的索引等于第二个词语及其同义词、反义词
中标记 j的索引，则 cost 1ij  ；否则，cost 0ij  。匹配得
分的值表示所考虑的两个词语是否等同。在这项工作中，如果
匹配得分等于 1.00，则认为该对词语是等同的。 
2.4 潜在语义分析 
这个阶段用于推断出文本中包含的词语之间的潜在语义关
联。LSA[15]是一种智能文本比较技术，使用数学算法分析大量
文本，并揭示文本的底层语义信息，使其成为自然语言文本剽
窃检测的可行技术。 
本文使用一种将对称矩阵对角化的线性代数技术：奇异值
分解（SVD），将矩阵 A分解成三个独立的矩阵即左奇异矩阵
U 、奇异矩阵 和右奇异矩阵V 。其中，矩阵 仅包含对角
元素，称为奇异值，矩阵U 和V 包含分解的详细信息。 
所有这些矩阵都可以在潜在空间 k中被分解，以执行 A的
最佳 k级近似，使得奇异值 1 2, ,...,k k m    被替换为 0，其
中1 k m  。那么，矩阵U 是 n k 列正交矩阵，其列是词
语奇异向量。 是 k k 对角矩阵，不包含表示奇异值的负数
和零。 
1 2 1= 0k k m            （3） 
SVD 的一个特征是 对角线上的奇异值按降序排列，满
足式（3）。矩阵 TV 是一个 k m 正交矩阵，其行是文本奇异
向量。 
图 5 呈现了 SVD 分解过程。在分解之后获得的矩阵 TV 是
进一步处理的基本构件，因为它包含文本的独立轮廓向量。 
文本文档
n×m 词语奇异向量
n×k
k×k k×m
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图 5 文本词语矩阵的奇异值分解 
2.5 相似度估计 
最后一个阶段为计算成对文本的相似度。在我们使用矩阵
TV 之前，必须用相应的奇异值重新缩放所有文本配置文件的
单个元素，如下所示。 
TB V            （4） 
然后，根据式（5）计算相关性。其中，矩阵 B 的列长度被
标准化。所得到的 simSVD是对称矩阵，其中每对文本由一个得
分来表示相似度。 
sim =
T
SVD B B          （5） 
减少词语有助于文本得到更高的 sinSVD得分，其中绝大多
数短语是无意义的，需要被删除。因此，本文修改矩阵 sinSVD
的计算式，如式（6）所示。所得到的估计结果为对应相似度测
量的总体情况。 
sim( , )=sim ( , )
( ) ( )
min( ( ) ( ) )
SVD
red red
orig orig
R S R S
N R N S
N R N S


 

（6） 
其中， 是相似度阈值。 
如果使用与查询中指定类型相对应的加权频率来计算查询
向量 q，则其表示一个与矩阵 kA（与原始 n m 词语文本矩阵
A相对应）的列相比较的可疑文本。假设向量 je 表示维度为
m的第 j个规范向量（即，m m 单位矩阵 mI 的第 j 列）。
因此，向量 k jA e 是秩为 k 的矩阵 kA 的第 j列。对于文本向量
T
j k j
k
b V e ，查询向量 q和 kA 的m维文本向量（或列）
之间的夹角余弦值可以由以下公式表示： 
2 2
( )
cos 1,2,...,
T T
j k
j T
j k
b U q
j m
b U q
  ，   （7） 
可以通过设置 A中所有除了 k 个最大值以外的奇异值等
于零，来近似构造 A的秩 k ，其中 Ak r 并且 Ar 为 中非零
对角线元素的数量。 kA 与 A的近似误差为 
min
( )
2 2
1= + Ak rF rank B k kFA A A B       （8） 
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其中， = Tk k k kA U V ， kU 和 kV 分别是U 和V 的第 k 列，
k 是 k k 对角矩阵，包含 A中 k 个最大奇异值。换句话说，
原始词语文本矩阵 A与 kA 的近似误差由截断的（或丢弃的）
奇异值（ 1 2, ,..., Ark k    ）确定。通过 kA 近似 A所反映的
相对变化由
k F
F
A A
A

估计，其中，实数 m n 矩阵
ijB b    的 Frobenius 矩阵范数（ F ）被定义为：
2
1 1
m n
ijF
i j
B b
 
  。 
3 实验及分析 
3.1 实验设置 
为了估计所提出的方法在估计维吾尔语文本与潜在文字剽
窃（包括词语重组和同义词替换）文本之间相似度的性能，使
用包含 9 个维吾尔语文本(L1~L9)的数据集来进行测试。文本中
包含了特定数量的无用停止词与有用词语，如图 6 所示。 
测试文本
词
语
数
量
停止词
索引词
 
图 6 用于相似度估计的 9 个文本 
为了构建包含重新组合和同义词替换的剽窃文本，本文设
定的数据集中前 5 个文本为原件文本，第 6 个文本是从第 3 个
文本中提取的。第 7 个文本由两部分组成，一部分来自于第 3
个文本，另一部分来自于第 4 个文本。第 8 个文本是第 7 个文
本的精确副本，但是 50％的词被更改为其同义词。最后一个文
本是从第 7 个文本中生成的，但对 50％的语句进行了重组。图
7 显示了所考虑的 9 个文本的实际相似度关系。 
 
图 7 9 个文本的实际相似度 
所有实验在 Intel Core i7-4700 CPU，主频 2.4 GHz，微软
Windows 8 系统平台上，通过 MATLAB 编译实现本文算法，并
进行相似度估计。 
3.2 参数选择 
为了获得 N-gram 算法中最优的 N 值，设定其值在 1 到 6
之间时，测量相似度估计的精确度、召回率和 F-measure 值。
其中，设置剽窃文本相似度阈值 为 30%，即当两个文本之间
的相似度达到 30%时，即为剽窃。 
为了取得统计意义上的比较结果，在 9 个文本上重复进行
了 30 次实验，平均结果如图 8 所示。可以看出，不同 N 值下
算法的检测性能不一样。当 N 值较大和较小时性能都不理想，
但当 N=3 或 4 能够取得较为优越的结果。这是因为 N 较小时，
获得的词不能足够表达真实含义。当 N 较大时，增加了近似矩
阵 A的语义维数，对相似度度量估计具有负面影响。 
 
图 8 本文方法在不同 N 值下的性能指标 
为了更加准确地展现性能差异，参考真实相似度值，统计
本文方法 30 次实验所估计的成对文本相似度度与真实值的绝
对差的最大值和平均值，如表 2 所示。可以得出结论：N-gram
中使用 N=3 获得的结果要优于其他结果。 
表 2 相似度估计值与真实值的最大差值和平均差值 
N-gram 值 最大|差|值 平均|差|值 
N=1 28.74% 12.82% 
N=2 17.66% 3.32% 
N=3 12.27% 2.25% 
N=4 13.62% 2.57% 
N=5 21.72% 3.54% 
N=6 25.87% 4.71% 
另外，随着 N 值的增加，本文方法的计算时间也会增加，
如图 9 所示。为此，在综合考虑检测性能和检测时间情况下，
最终选择 N=3。 
 
图 9 本文方法在不种 N 值下的计算时间 
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3.3 性能比较 
将本文提出的检测方法与文献[8]提出的相似性检测方法
进行比较，其中本文方法中设置 N=3。同样在上述 9 个文本中
进行实验，相似度估计和检测性能结果如表 3 所示。 
表 3 性能比较结果 
方法 文献[8]方法 本文方法 
相似度估计 
|差|的最大值 16.63% 12.27% 
|差|的平均值 2.58% 2.25% 
检测性能 
精确度 92.8% 99.4% 
召回率 85.6% 88.6% 
F-measure 值 92.5% 95.5% 
可以看出，本文方法优于文献[8]方法，这是因为提出的方
法是基于自然语言处理，能够很好地适合维吾尔语这种复杂语
言。而文献[8]方法在估计相似度时包括了停止词，使其相似度
估计值较高。 
通常，在不存在同义词替换的情况下，本文方法与文献[8]
方法对相似量的估计结果相近，特别是对于重组的文本集。而
在同义词替换情况下，对于所有合成剽窃文本进行相似度测量
时，所提出的方法比文献[8]方法表现更好。 
因此，综上实验结果表明，本文方法能够准确估计具有形
态变化、重组和同义词替换的维吾尔语文本相似度。 
4 结束语 
本文提出了一种专门用于维吾尔语文本相似度估计的方法。
基于文本与 N-gram 词语之间的关系模型，对检查文本使用 PoS
标记，以支持在文本归一化期间解决形态歧义问题。通过文本
索引和停止词删除，以构建文本 TF-IDF 模型。最后，使用 LSA
和 SVD 研究文本与词语之间的隐藏关联。实验结果证明，提出
的方法在检测文字相似度方面表现出很强的能力，能够应对复
制、句子重排和同义词替换等剽窃。本文相似性检测方法是针
对维吾尔语文本提出，为此采用了 N-gram 统计模型来获得词
干，对于英语、汉语等文本则无需采用这种词干提取方法。另
外，所采用的基于 LSA 获得词语及文本之间隐藏关联的方法可
适用于其他语言本文，有助于提高对具有模糊性语言文本的检
测性能。 
在未来工作中，将尝试更有效的词语匹配方法，以提高在
检测语句变化情况下的效率。另外，还将考虑采用并行算法来
处理大规模的文本。 
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