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Abstract
We investigate the total least square problem (TLS) with Chebyshev norm instead of the
traditionally used Frobenius norm. The use of Chebyshev norm is motivated by the need for
robust solutions. In order to solve the problem, we introduce interval computation and use
many of the results obtained there. We show that the problem we are tackling is NP-hard in
general, but it becomes polynomial in the case of a ﬁxed number of regressors. This is the most
important practical result since usually we work with regression models with a low number
of regression parameters (compared to the number of observations). We present not only a
precise algorithm for the problem, but also a computationally eﬃcient heuristic. We illustrate
the behavior of our method in a particular probabilistic setup by a simulation study.
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1 Introduction and motivation
Notation. For a vector v ∈ Rn and a matrix M ∈ Rm×n, we use vector Lp norms ‖v‖1 =∑
i |vi|, ‖v‖2 =
√∑
i v
2
i , ‖v‖∞ = maxi |vi|, and matrix norms: Frobenius norm ‖M‖F =√∑
i,j M
2
ij and Chebyshev (max) norm ‖M‖max = maxi,j |Mij |. Next, |M | denotes the en-
trywise absolute value and Mi∗ the i-th row of a M . Eventually, In stands for the identity
matrix of size n, and E and e for the matrix and the vector of ones (with suitable dimensions),
respectively.
Motivation. We often need to work with data suﬀering from imprecision, instability, uncer-
tainty or various kinds of errors. For example, in econometrics we often work with estimated
future values suﬀering from prediction errors; in numerical analysis, data are aﬀected by round-
ing errors; in operations research, data often represent planned values (such as ﬂight times or
processing times) which diﬀer from the true ones. Many further examples of erroneous data
can be found in other areas as well.
This paper is a contribution to a particular problem in regression analysis where erroneous
data can appear both in the output variable and the input variables.
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OLS, TLS and problem formulation. In linear regression and data ﬁtting, we try to ﬁnd
x that “suits best” a given overdetermined system of equations Ax = b. In case of ordinary
least squares (OLS) it is assumed that errors are in b and we are to ﬁnd the closest b′ such that
Ax = b′ is consistent, where the distance between b and b′ is measured by the L2-norm. It is
well-known that under some circumstances, other norms are also useful; e.g. in robust statistics
one often minimizes ‖b− b′‖1 or ‖b− b′‖∞. Another example of usage of a norm diﬀerent from
L2 is the case when errors follow the Laplace distribution; then the minimization of ‖b − b′‖1
leads to maximum likelihood estimation.
Total least-squares (TLS) is a natural generalization of OLS admitting errors in both A
and b; see [5, 12, 22]. The usual problem formulation is: ﬁnd (A′ | b′) such that A′x = b′ is
consistent and ‖(A | b) − (A′ | b′)‖F is minimal. The above mentioned ideas from statistics,
leading to the replacement of L2-norm by another norm, can be reformulated to the TLS case
in a straightforward way. In general, we are interested in solving the TLS problem when the
Frobenius norm is replaced by another norm. (This problem is much less studied than TLS,
see [10, 13, 17, 22, 23, 24].) Said otherwise, the general question is:
given an overdetermined system Ax = b and a matrix norm ‖ · ‖, ﬁnd (A′ | b′)
such that A′x = b′ is solvable and ‖(A | b)− (A′ | b′)‖ is minimal. (1)
Motivation also arises from the fact that the classical TLS solutions are sometimes ill-
conditioned, even more than OLS solutions [4, 12]. Thus, searching for an appropriate norm in
(1) yielding more robust solutions is of high importance.
Our contribution. This paper is a contribution to the general question (1) for the case of
Chebyshev norm.
Remark 1. Observe that the problem has also applications in numerical analysis. Say that
we know that a system A′x = b′ has a solution, but the exact data A′, b′ of the system are not
available; what is available is an imprecisely computed matrix A and an imprecisely computed
vector b. Let each element of (A | b) diﬀer from the corresponding element in (A′ | b′) by
at most δ ≥ 0, where δ is assumed to be as small as possible. Then, solving (1) with the
Chebyshev norm can be seen as a method of reconstruction of (A′ | b′) from (A | b), overcoming
the problem of the imprecise computation.
Interval computation. The main tool of our analysis is theory of computation with interval
vectors and matrices. By an interval matrix we mean a family of matrices
A := [A,A] = {A ∈ Rm×n; A ≤ A ≤ A},
where A ≤ A are given and inequalities between matrices/vectors are understood entrywise.
The set of all m × n interval matrices is denoted by IRm×n. Interval vectors are deﬁned and
denoted accordingly.
Let A ∈ IRm×n and b ∈ IRm. Then the solution of the interval system Ax = b is any
x ∈ Rn such that Ax = b for some A ∈ A and b ∈ b. Thus, the solution set to Ax = b is
deﬁned as
{x ∈ Rn; ∃A ∈ A, ∃b ∈ b : Ax = b}.
Notice that we use this deﬁnition not only for square, but also for overdetermined systems.
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An interval matrix A ∈ IRn×n is regular if every matrix A ∈ A is nonsingular; otherwise A
is singular. Similarly, A ∈ IRm×n has full column rank if every A ∈ A has full column rank.
An enclosure of a set S ⊂ Rn is any interval vector v ∈ IRn such that S ⊆ v.
One of major problems of interval analysis is to ﬁnd a tight enclosure to the solution set
of a given system of interval-valued linear equations. For some classical methods and recent
developments see, e.g., [2, 6, 15, 18]. Overdetermined systems in particular were discussed in
[8, 9].
Interval-theoretic formulation of (1). Let A ∈ Rm×n and b ∈ Rm. We are to solve the
optimization problem
min ‖(ΔA | Δb)‖max subject to (A+ΔA)x = b+Δb is solvable. (2)
We can formulate (2) in terms of interval computation as
min δ subject to [A− δE,A+ δE]x = [b− δe, b+ δe] is solvable. (3)
In this paper, we will investigate a more general problem
min δ subject to [A− δAΔ, A+ δAΔ]x = [b− δbΔ, b+ δbΔ] is solvable, (4)
where AΔ ∈ Rm×n and bΔ ∈ Rm are nonnegative.
Remark 2. The fact that we admit a general matrix AΔ ≥ 0 and a general vector bΔ ≥ 0
can give us more ﬂexibility (but the reader could always think of AΔ = E and bΔ = e). We
can, for example, set AΔ := |A| and bΔ := |b|, which results in computation of minimal relative
perturbations of given data such that the system is solvable.
Remark 3. So far, interval computation was used in linear regression to deal with inter-
val input data [1, 7]. Formulation (4) creates a link between linear regression and interval
computation, and opens the door to a possible application of interval techniques in TLS.
Optimal solutions. In the following sections, δopt denotes the optimal value and xopt denotes
an optimal solution of (4).
2 Determining δopt and xopt
Consider the interval system Aδx = bδ, where
Aδ := [A− δAΔ, A+ δAΔ],
bδ := [b− δbΔ, b+ δbΔ].
By the Oettli–Prager theorem [2, 16], the solution set S of this interval system is characterized
as
S = {x ∈ Rn : |Ax− b| ≤ δAΔ|x|+ δbΔ}. (5)
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This is a nonlinear system, but it can be reformulated by means of 2n linear systems. Actually,
x ∈ Rn is a solution iﬀ there is s ∈ {±1}n such that the linear system
(A− δAΔDs)x ≤ b+ δbΔ, (6a)
(−A− δAΔDs)x ≤ −b+ δbΔ, (6b)
Dsx ≥ 0 (6c)
is solvable, where Ds = diag(s). Thus, δ
opt, xopt can be determined as
δopt = min
s∈{±1}n
min{δ ≥ 0; (6) is solvable}. (7)
The right-hand side optimization problem of (7) can be written as
min
s∈{±1}n
min
x∈Rn
max
i∈{1,...,m}
j∈{0,1}
(−1)1−jAi∗x+ (−1)jbi
AΔi∗Dsx+ b
Δ
i
subject to AΔDsx+ b
Δ ≥ 0, Dsx ≥ 0,
︸ ︷︷ ︸
()
.
The inner optimization problem () is a generalized linear fractional programming problem
(GLFP) solvable in polynomial time using e.g. an interior point method [3, 14]. (The constraint
AΔDsx + b
Δ ≥ 0 is obviously redundant, but we have stated it explicitly in order it be clear
that () is indeed a GLFP.) We have proved the ﬁrst important result:
Theorem 1. Problem (1) can be solved in time O(2n ·p(bitsize(A, b))), where p is a polynomial
and bitsize denotes the length of binary representations of rational numbers in A, b.
The following corollary captures the case which is important for practice: the point is that
we usually have regression models with a low number of regression parameters compared to
the number of observations. (Said otherwise, computation time exponential in the number of
regression parameters is “good news” — an algorithm exponential in the number of observations
would be indeed bad.)
Corollary 1. When the number of regression parameters is ﬁxed, that is
n = O(1), (8)
then problem (1) can be solved in polynomial time.
Unfortunately, relaxation of the assumption (8) leads to a hardness result, which will be
proved in the next section.
2.1 Complexity
We show that computation of δopt is NP-hard even for the case with AΔ = E, bΔ = e. NP-
hardness is proved for a natural decision version of the optimization problem. The hardness
result shows that the computation bound of Theorem 1 is in some sense best possible and that
we are indeed “lucky” that there exists an algorithm which is exponential in n but not in m.
Theorem 2. Let α ≥ 0. Then it is NP-hard to decide whether δopt ≤ α on a sub-class of
problems with AΔ = E, bΔ = e, and m = n+ 1.
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Proof. First notice that the condition δopt ≤ α is equivalent to solvability of [A−αE,A+αE]x =
[b− αe, b+ αe].
Now, let M ∈ Qn×n and α ∈ Q, α ≥ 0. Checking whether the interval matrix [M−αE,M+
αE] is singular is an NP-hard problem [11]. The interval matrix [M −αE,M +αE] is singular
iﬀ there is i ∈ {1, . . . , n} and x∗ ∈ Rn, x∗i = 1 such that x∗ solves [M − αE,M + αE]x = 0. In
other words, the interval system
[M¬i − αE,M¬i + αE]x = [M∗i − αe,M∗i + αe] (9)
has a solution, where M∗i denotes the ith column of M and M¬i denotes the matrix M with
the ith column deleted. Thus, if we can decide on solvability of (9) in polynomial time, we could
check for singularity of interval matrices in polynomial time as well. Therefore the problem in
question is NP-hard.
2.2 Finding a minimizer
We know how to compute xopt and δopt. When we are to ﬁnd a minimizer (A′ | b′) of (1), it
suﬃces to solve the system
A′xopt = b′, A− δoptAΔ ≤ A′ ≤ A+ δoptAΔ, b− δoptbΔ ≤ b′ ≤ b+ δoptbΔ (10)
with data δopt, xopt, A,AΔ, b, bΔ and variables A′, b′. This is a linear feasibility problem which
can be solved in polynomial time by linear programming techniques. Moreover, (10) describes
exactly the set of all minimizers. On the other hand, if we are interested in only one minimizer,
we can use the explicit formula from [2]: Deﬁne z := sgn(x) and deﬁne the vector y ∈ [−1, 1]m
as
yi =
⎧⎨
⎩
(Axopt − b)i
δopt(AΔ|xopt|+ bΔ)i if δ
opt(AΔ|xopt|+ bΔ)i > 0,
1 otherwise.
Now, we can put
A′ := A− δopt · diag(y)AΔ diag(z), b′ := b+ δopt · diag(y)bΔ.
2.3 Properties
Existence. As in the classical TLS, the optimal solution needn’t exist. As an example,
consider
A =
⎛
⎝1 00 1
0 1
⎞
⎠ , b =
⎛
⎝10
1
⎞
⎠ , AΔ =
⎛
⎝0 10 0
0 0
⎞
⎠ , bΔ =
⎛
⎝00
0
⎞
⎠ .
Here, the optimal value of (4) is unbounded. Typically, however, the optimal value is bounded.
This is the case, for instance, for the most natural choices AΔ = E, bΔ = e or AΔ = |A|,
bΔ = |b| since δopt ≤ maxi,j{|aij |, |bi|} holds in the former and δopt ≤ 1 holds in the latter.
Conversely, even when the optimal value is bounded, the optimal value still needn’t be
attained. For example, when
A =
(
1 1
1 1
)
, b =
(
0
1
)
, AΔ =
(
0 1
0 0
)
, bΔ =
(
0
0
)
.
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Here, any δ > 0 is feasible, but δ = 0 is not. Such problems are called non-generic in the
classical TLS.
Denote
δinf := inf δ subject to [A− δAΔ, A+ δAΔ]x = [b− δbΔ, b+ δbΔ] is solvable.
As long as δ is bounded from above, we have δinf < ∞. If Aδx = bδ is solvable for δ = δinf ,
then δopt is attained and δopt = δinf . The following observation gives another condition under
which (4) has an optimal solution.
Proposition 1. Suppose that Aδ has full column rank for δ = δ
inf . Then δopt = δinf .
Proof. For an interval matrix M ∈ IRm×n, denote its smallest singular value as
σmin(M) := min{σmin(M); M ∈ M}, (11)
where σmin(M) is the smallest singular value of a real-valued matrix M . Due to continuity of
σmin(·) for real matrices and compactness of M , the minimum in (11) always exists.
Under the assumption of the proposition, Aδx = bδ is solvable iﬀ the interval matrix
(Aδ | bδ) has not full column rank. Equivalently, σmin(Aδ | bδ) = 0. Since σmin(Aδ | bδ) = 0
for every δ > δinf , it vanishes also for δ = δinf and therefore δopt is attained.
Uniqueness. Similarly as for L∞-regression (or: Chebyshev approximation), we uniqueness
of the optimal solution is not guaranteed in general. As an example, consider
A =
(
1
1
)
, b =
(
1
−1
)
, AΔ =
(
1 1
1 1
)
, bΔ =
(
1
1
)
.
for which δopt = 1 and xopt is any real value.
Another formulation. In view of (5), problem (3) can be expressed as
min δ subject to |Ax− b| ≤ δE|x|+ δe is solvable,
which is equivalent to
min
x
‖Ax− b‖∞
‖x‖1 + 1 .
This gives a nice link to the classical TLS, which can be formulated as optimization problem
min
x
‖Ax− b‖22
‖x‖22 + 1
.
3 A heuristic method
The negative result of Theorem 2 shows that we might meet instances for which the computation
of δopt is intractable, even in spite of the good news of Corollary 1. Then we must turn to
heuristics. Here we present two useful ideas, which can be used as a basis for more sophisticated
methods or combined with general metaheuristic approaches. (We are convinced that design of
heuristics for (1) is a tempting topic deserving a separate research.).
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3.1 Lower bound on δopt
The system Ax = b is infeasible if the matrix (A | b) has full column rank. Thus, the interval
system Aδx = bδ has no solution if the interval matrix (Aδ | bδ) has full column rank, that is,
it contains only full column rank matrices.
Full column rank of interval matrices were investigated in several papers; see, e.g., [19, 20,
21]. Among the known methods, the following performs well. An interval matrix M has full
column rank if ρ(|(M c)†|MΔ) < 1, where ρ(·) denotes the spectral radius and (·)† the Moore–
Penrose pseudoinverse. Applying this suﬃcient condition to our case with M := (Aδ | bδ), we
get the condition
ρ
(|(A | b)†| · δ · (AΔ | bΔ)) = δ · ρ (|(A | b)†| · (AΔ | bΔ)) < 1.
In other words, if
δ < ρ
(|(A | b)†| · (AΔ | bΔ))−1 ,
then (Aδ | bδ) has full column rank and Aδx = bδ is infeasible. Hence,
δopt ≥ ρ (|(A | b)†| · (AΔ | bΔ))−1 .
3.2 Upper bounds on δopt
We propose two upper bounds on δopt.
First, let x∗ be the traditional least-squares solution of Ax = b, or any other heuristic
solution. Denote s := sgn(x∗). Solve the GLFP () associated with this sign vector s and
denote by δ∗ its optimal value. Then
δopt ≤ δ∗.
Second, let δF be the optimal value of the classical TLS problem
min ‖(ΔA | Δb)‖F subject to (A+ΔA)x = b+Δb is solvable,
which can be found easily with SVD decomposition.
Since ‖ · ‖max ≤ ‖ · ‖F , we have
δopt ≤ δF .
The drawback of this approach is that it does not give us explicitely the corresponding pertur-
bations ΔA and Δb.
3.3 The resulting heuristic
Now, we present a heuristic for determining δopt.
Calculate an upper bound δU ≥ δopt by any method mentioned in Section 3.2. Let x ∈ IRn
be an enclosure of the solution set of the overdetermined interval system Aδx = bδ.
If x crosses only a small number of orthants, than we can eﬀectively calculate δopt, xopt by
(7), where s is subject to sign vectors of all crossing orthants instead of {±1}n.
In particular, if δ∗ is the upper bound from Section 3.2, and if x lies in one orthant only,
then δopt = δ∗ and xopt is the corresponding optimal solution of the GLFP ().
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Figure 1: Average simulated values of δopt (left plot) and ‖xopt‖∞ (right plot) as a function of
k ∈ {2, 8, 16, 24, 40, 60} with γ ∈ {0.2, 0.4, 0.6}.
4 Example: A simulation study
The aim of this section is to illustrate how the exact method of Section 2 works in a particular
probabilistic error-generating setup.
For a given k ≥ 1, we consider the simple choice
A∗ = (In | In | · · · | In︸ ︷︷ ︸
k times
)T , b∗ = 0kn×1.
Clearly, the correct solution of A∗x∗ = b∗ is x∗ = 0. Now we introduce errors: we run our
method with AΔ = E, bΔ = e and
A = A∗ + U, b = b∗ + u,
where U is a random (nk × n)-matrix with independent entries sampled from Unif(−γ, γ) and
u is an (nk × 1)-vector with independent entries sampled again from Unif(−γ, γ).
Figure 1 shows:
• average simulated values of δopt as a function of k for three choices γ ∈ {0.2, 0.4, 0.6};
• average simulated values of ‖xopt‖∞ as a function of k for the same choices of γ.
Figure 1 suggests that the following (not surprising) claims could be true, at least in the
particular setup of this simulation study:
• δ∗ underestimates γ, but asymptotically δ∗ estimates γ consistently;
• asymptotically, the method consistently estimates x∗.
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Remark 4. The plotted Figure is for n = 2. Additional simulations (not presented here)
showed that for other values of n the graphs would conﬁrm similar trends. Of course, it is not
surprising that the speed of convergence depends on all involved parameters n, k, γ.
Experiments with other distributions with support [−γ, γ] conﬁrm analogous behavior, too.
5 Conclusion
We considered the TLS problem with Chebyshev norm and designed an algorithm which solves
2n generalized linear fractional programs. We proved that the problem is NP-hard and thus it
cannot be expected that our method could be signiﬁcantly improved. But the complexity of
our method can be understood as good news, since it is exponential in the number of regression
parameters but not in the number of observations. (In practice we have usually regression
models with a low number of regression parameters compared to the number of observations;
only rarely we meet regression model with more that 20 regressors, say.) Then, we designed
a heuristic method utilizing eﬃciently computable lower and upper bounds on the optimal
residual value. Finally, we illustrated the behavior of our method by a simulation study.
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