The presence of duplicate records is a major data quality concern in large databases. To detect duplicates, entity resolution also known as duplication detection or record linkage is used as a part of the data cleaning process to identify records that potentially refer to the same real-world entity. We present the Stringer system that provides an evaluation framework for understanding what barriers remain towards the goal of truly scalable and general purpose duplication detection algorithms. In this paper, we use Stringer to evaluate the quality of the clusters (groups of potential duplicates) obtained from several unconstrained clustering algorithms used in concert with approximate join techniques. Our work is motivated by the recent significant advancements that have made approximate join algorithms highly scalable. Our extensive evaluation reveals that some clustering algorithms that have never been considered for duplicate detection, perform extremely well in terms of both accuracy and scalability.
INTRODUCTION
The presence of duplicates is a major concern for data quality in large databases. To detect duplicates, entity resolution also known as duplication detection or record linkage, is used to identify records that potentially refer to the same entity. Despite the large, and growing, number of duplicate detection techniques, the research literature comparing their quality is surprisingly sparse. There are studies and surveys comparing the similarity measures used within these techniques [16, 29, 31] . However, to the best of our knowledge there are no comprehensive empirical studies that evaluate the quality of the grouping or clustering employed by these techniques. This is the case, despite the large number and variety of clustering techniques that have been proposed for duplicate detection within the Information Retrieval, Data Management, Theory, and Machine Learning communities. These clustering algorithms are quite diverse in terms of their properties, their complexity, and their scalability. This diversity cries out for a study comparing the accuracy of the different clustering approaches for the duplicate detection task. In this paper, we present a thorough experimental comparison of clustering approaches from all these areas.
Our work is motivated by the recent exciting advancements that have made approximate join algorithms highly scalable [3, 7, 15, 41, 43] . These innovations lend hope to the idea that duplicate detection can be made sufficiently scalable and general purpose to be introduced as a generic, data-independent operator within a DBMS. In this paper, we describe the Stringer system 1 that provides an evaluation framework for understanding what barriers remain towards the goal of truly scalable and general purpose duplication detection algorithms. Our focus in this paper is on using Stringer to understand which clustering algorithms can be used in concert with scalable approximate join algorithms to produce duplicate detection algorithms that are robust with respect to the threshold used for the approximate join, and various data characteristics including the amount and distribution of duplicates.
Stringer Duplicate Detection Framework
In Stringer, we are interested in scalable algorithms that do not rely on a specific structure in the data. So while there are duplicate detection algorithms that can take advantage of co-citation or co-occurrence information in data such as author co-citation data or social networks, we do not consider these specialized algorithms [8, 9] . 2 Our reasons are two-fold. First, such information is not always available. Hence, in considering the integration of bibliographic databases, our techniques can match tables on publication titles, person names, or any set of attributes about the publications, but will not take advantage of a social network relationship between the authors. While such social network information is common for data about people, it is less common for other types of data. Even when additional information is available, it may not be shared or may be represented differently. Therefore, in evaluating general purpose techniques, we focus on duplication detection algorithms that match two relations (on one or more attributes). Second, we believe that this study, with its strict focus on general purpose techniques, will provide results that can be used to inform empirical studies of the more specialized models that require additional structure within the data.
To ensure scalability, we consider clustering approaches which can use as input pairs of similar records that might be found by an approximate join algorithm ( Figure 1 ). The input to the clustering is the output of the approximate join which can be modeled as a similarity graph G(U, V ), where a node u ∈ U in the graph represents a record in the data and an edge (u, v) ∈ V exists only if the two records are deemed similar. In these join techniques, two records are deemed similar if their similarity score based on a similarity function is above a specified threshold θ. The similarity graph is often weighted, i.e., each edge (u, v) has a weight w(u, v) which is equal to the similarity score between the records corresponding to nodes u and v. But a key point is that these approximate join techniques are extremely proficient at finding a small and accurate set of similar items. This feature permits the effective use of clustering techniques on the output of the join, including the use of techniques that would not scale to graphs over the original input relations.
Given the result of a similarity or approximate join, a clustering algorithm can then be used to group nodes in the record similarity graph into clusters containing potential duplicates. Thus, the clustering algorithms must be unconstrained algorithms, that is, the algorithms do not require as input the number of clusters or other domain specific parameters. For this framework, they must be designed for graph data and should be able to produce a large (and unknown) number of clusters.
Clustering Algorithms
There exists a wealth of literature on clustering algorithms including several books [35, 40, 51] , surveys [18, 23, 28, 36, 50] , and theses [2, 39, 44, 47, 48] . In the classification of clustering algorithms in Figure 2 (from [35] ) our algorithms fall in the partitional class. That is, we are not interested in algorithms that are supervised or only produce hierarchical clusters. As noted above, we only consider those algorithms that are unconstrained. The main characteristic of such algorithms is that unlike the majority of clustering algorithms, they do not require the number of clusters as input. All these algorithms share the same goal of creating clusters that maximize the intra-cluster weights, and minimize the inter-cluster edge weights. Determining the best possible set of clusters that satisfies this objective is known to be computationally intractable. Therefore several proposals have been made to find an approximate solution either based on heuristics or theoretical justifications. We consider the following clustering algorithms:
• Single-pass algorithms including Partitioning, CENTER and MERGE-CENTER, that efficiently perform clustering by a single scan of the list of edges of the similarity graph. Partitioning or transitive closure has been used previously as a part of many duplicate detection algorithms [33] . The CEN-TER algorithm has shown to be effective in web document retrieval [32] . MERGE-CENTER is a new extension of CEN-TER we propose to enhance the accuracy of the algorithm for duplicate detection without losing efficiency. • Star clustering algorithm originally proposed for clustering documents [4] , creates star-shaped clusters from the similarity graph.
• Ricochet family of algorithms were recently proposed as unconstrained graph clustering algorithms for document clustering [49] . These algorithms are based on combining ideas from the classic K-means algorithm and the Star algorithm.
• Cut Clustering algorithm based on finding minimum cuts of edges in the similarity graph, and evaluated on bibliographic citation and web data [24] .
• Articulation Point Clustering a scalable graph partitioning algorithm based on finding articulation points and biconnected components [17] , and evaluated on blog data for identifying chatter in the blogosphere [6] .
• Markov Clustering (MCL) is a fast and scalable unsupervised clustering algorithm based on simulation of stochastic flow in graphs [47] . It has shown high efficiency and quality in applications in bio-informatics [11, 38] .
• Correlation Clustering was originally proposed for clustering graphs with binary edge labels indicating correlation or lack of correlation of connected nodes [5] . The labels can be assigned to edges based on the similarity scores of the records (edge weights) and a threshold value, which makes it appealing as an unconstrained algorithm for clustering similarity graphs.
In this work, we do not consider algorithms that contain parameters adjusting for characteristics in the data or cluster properties (such as the cluster diameter) [13, 34] . We do consider two algorithms that contain input parameters, namely, Markov Clustering (MCL) and Cut Clustering. MCL contains a parameter that can influence coarseness and the quality of the clustering. However, as reported by previous work [49] (and also supported by our experiments) an optimal value for the parameter is rather stable across applications. The Cut Clustering algorithm has a single parameter, which as our experiments show, directly influences the quality of the clustering. We therefore include this algorithm only for completeness. We however fix the value of the parameters of these algorithms in our experiments and treat them as unconstrained algorithms.
To the best of our knowledge, clustering algorithms not considered in this paper do not meet the requirements of our framework. Specifically, the X-means algorithm [42] (an extension of K-means), that does not require as input the number of clusters, as well as popular Spectral algorithms [14, 37] perform clustering on a set of points in Euclidean space, and need the coordinates of the data points as input. Moreover, the main application of these algorithms is in pattern recognition and image segmentation, with different characteristics that make them unsuitable for our framework.
Particularly, the size of the clusters is usually large in these applications whereas for duplicate detection in real world data, there are many small (and even singleton) clusters in the data. This makes some other (unconstrained) clustering algorithms for finding subgraphs [22, 26] inapplicable.
Evaluation Framework
To compare the quality of the detected duplicates, we have chosen a number of robust metrics. Part of our comparison is based on widely-used quality measures in information retrieval, namely precision, recall and the F1 measure which have previously been used for evaluation of clustering algorithms. We also use quality measures suitable for the task of duplicate detection. An important characteristic of the algorithms that should be evaluated in our framework is their ability to find the correct number of clusters.
For a thorough evaluation of the clustering algorithms, it is essential to have datasets of varying sizes, error types and distributions, and for which the ground truth is known. For the experiments in this paper, we use datasets generated by a publicly available version of the widely used UIS database generator which has been effectively used in the past to evaluate different approximate selection and join predicates used within duplicate detection [29, 31] . We follow the best practice guidelines from information retrieval and data management, to generate realistic errors in string data. Specifically, we use the data generator to inject different realistic types and percentages of errors to a clean database of string attributes. The erroneous records made from each clean record are put in one cluster (which we use as ground truth) in order to be able to measure quality (precision and recall) of the clustering algorithms.
Although some of the algorithms considered in this paper have been evaluated previously on synthetic randomly generated graphs [10, 47] , in document clustering [49] , and in computational biology [11] , our work is the first to compare all these algorithms for duplicate detection, and based on several robust quality measures.
Contributions and Organization
Our contributions include the following:
• We present a set of unconstrained clustering algorithms and show how they can be used, in conjunction with scalable approximate join algorithms, for duplicate detection. We include highly scalable (single pass) algorithms together with some more sophisticated and newer clustering algorithms (Correlation Clustering and Markov Clustering) that have generated a lot of buzz in the data management community, but have not been evaluated for duplicate detection. We also include algorithms from information retrieval, including the Star clustering algorithm and the Ricochet family of algorithms that were originally proposed for document clustering, as well as the graph-theoretic algorithms Cut Clustering and Articulation Point Clustering. The majority of the clustering algorithms presented in this paper were not previously used for duplicate detection.
• We present a comprehensive evaluation framework to study the behaviour of unconstrained clustering algorithms for the task of duplicate detection. This framework permits scalability by ensuring that grouping decisions can be made on the (relatively small) output of an approximate join, rather than on the original relation. Our evaluation is also based on several robust quality measures and on various datasets with many different characteristics.
• We present the results of our comprehensive evaluation and comparison study of the effectiveness of unconstrained clustering algorithms for duplicate detection over string data. Our results show the effect of the characteristics of the datasets and the similarity threshold on the accuracy of the algorithms. Specifically, we show that all algorithms with the exception of Ricochet family of algorithms are relatively robust to the distribution of the errors, although Ricochet algorithms are less sensitive to the value of the threshold and the amount of error in the datasets. We show that sophisticated but popular algorithms like Cut clustering and Correlation clusterings have lower accuracy than the more efficient single-pass algorithms. We are the first to propose using Markov clustering for duplicate detection and show that in fact it is among the most accurate algorithms for this task and is also very efficient.
This paper is organized as follows. We present an overview and brief description of the unconstrained clustering algorithms in the next section. In Section 3, we discuss the methodology as well as the results of our extensive experiments over several datasets of string data. Section 4 presents a summary of our evaluations and concludes the paper.
UNCONSTRAINED CLUSTERING
Unconstrained clustering algorithms aim to create clusters containing similar records C = {c1, . . . , c k } where the value of k is unknown. The clustering may be exclusive (disjoint), whereby the base relation is partitioned and there is no overlap of nodes among the clusters, that is, c i ∈C ci = R and ci∩cj = ∅ for all ci, cj ∈ C. Alternatively, non-exclusive clustering permits nodes to belong to more than one cluster, although it is desirable for this overlap to be small. The Star, Ricochet (OCR, CR), and Articulation Point clustering algorithms may produce overlapping clusters.
Consider the source relation as a graph G(U, V ) where each node u ∈ U represents a record in the base relation and each edge (u, v) ∈ V connects two nodes u and v only if they are similar, i.e., their similarity score based on some similarity function sim() is above a specified threshold θ.
Single-pass Algorithms
In this class of algorithms, we do not materialize the similarity graph. In fact, all the algorithms can be efficiently implemented by a single scan of the list of similar pairs returned by the similarity join module, although some require the list to be sorted by similarity score. We only use the graph G to illustrate these techniques. Figure 3 (from [30] ) illustrates the result of applying these algorithms to a sample similarity graph.
Partitioning (Transitive Closure)
The Partitioning algorithm clusters the given records by finding the connected components in the graph, and returning each connected component as a cluster. The algorithm performs clustering by first assigning each node to its own cluster. Then, the list of similar pairs (the output of the similarity join) is scanned once and if two connected nodes are not in the same cluster, their clusters are merged. Figure 3 (a) shows how this algorithm clusters a sample graph. As shown in this figure, the algorithm may result in big clusters, the results in many records that are not similar being put in the same cluster. Partitioning is the common approach used in early entity resolution work, and is included as a baseline. 
CENTER
The CENTER algorithm [32] performs clustering by partitioning the similarity graph into clusters that have a center, and all records in each cluster are similar to the center of the cluster. This algorithm requires the list of the similar pairs (the output of the similarity join) to be sorted by decreasing order of similarity scores. The algorithm then performs clustering by a single scan of the sorted list. The first time a node u is in a scanned pair, it is assigned as the center of the cluster. All the subsequent nodes v that are similar to u (i.e., appear in a pair (u, v) in the list) are assigned to the cluster of u and are not considered again. Figure 3 (b) illustrates how this algorithm clusters a sample graph of records. In this figure, node u1 is in the first pair in the sorted list of similar records and node u2 appears in a pair right after all the nodes similar to u1 are visited, and node u3 appears after all the nodes similar to u2 are scanned. As the figure shows, this algorithm could result in more clusters than Partitioning since it assigns to a cluster only those records that are similar to the center of the cluster.
MERGE-CENTER
The MERGE-CENTER algorithm [30] is a simple extension of the CENTER algorithm. It performs similar to CENTER, but merges two clusters ci and cj whenever a record similar to the center node of cj is in the cluster ci, i.e., a record that is similar to the center of the cluster ci is similar to the center of cj . This is done similarly by a single scan of the list of the similar records, but keeping track of the records that are already in a cluster. Again, the first time a node u appears in a pair, it is assigned as the center of the cluster. All the subsequent nodes v that appear in a pair (u, v) in the scan and are not assigned to any cluster, are assigned to the cluster of u, and are not assigned as the center of any other cluster. Whenever a pair (u, v ′ ) is encountered such that v ′ is already in another cluster, the cluster of u is merged with the cluster of v ′ . Figure  3 (c) shows the clustering of the sample similarity graph by this algorithm, assumimg that the nodes u1, u2 and u3 are the first three nodes in the sorted list of similar records that are assigned as the center of a cluster. As this figure shows, MERGE-CENTER creates fewer clusters for the sample graph than the CENTER algorithm, but more than the Partitioning algorithm.
Star and Ricochet Algorithms

Star Clustering Algorithm
This algorithm is motivated by the fact that high-quality clusters can be obtained from a weighted similarity graph by: (1) removing edges with weight less than a threshold θ, and (2) finding a minimum clique cover with maximal cliques on the resulting graph. This approach ensures that all the nodes in one cluster have the desired degree of similarity. Furthermore, minimal clique covers with maximal cliques allow vertices to belong to several clusters, which is a desirable feature in many applications (including ours). Unfortunately this approach is computationally intractable. It is shown that the clique cover problem is NP-complete and does not even admit polynomial-time approximation algorithms [46] . The Star clustering algorithm [4] is proposed as a way to cover the graph by dense star-shaped subgraphs instead. Aslam et al. [4] prove several interesting accuracy and efficiency properties, and evaluate the algorithm for document clustering in information retrieval. The Star algorithm performs clustering on a weighted similarity graph G(U, V ) as follows:
a. Let each vertex in G be initially unmarked.
b. Calculate the degree of each vertex u ∈ U .
c. Let the highest degree unmarked vertex be a star center, and construct a cluster from the center and its associated vertices. Mark each node in the newly constructed star.
d. Repeat step c until all the nodes are marked.
Note that this algorithm is similar to the single-pass algorithm CEN-TER, but may produce overlapping (non-disjoint) clusters. Implementing this algorithms requires another scan of the input list of similar records to calculate the degree of each vertex and sort the vertices based on their degrees.
Ricochet family of algorithms
Wijaya and Bressan [49] recently proposed a family of unconstrained algorithms called 'Ricochet' due to their strategy resembling the rippling of stones thrown in a pond. These algorithms perform clustering by alternating between two phases. In the first phase, the seeds of the clusters are specified, which is similar to selecting star centers in the Star algorithm. In the second phase, vertices are assigned to clusters associated with seeds. This phase is similar to the re-assignment phase in the K-means algorithm. Wijaya and Bressan propose four versions of the algorithm. In two of the algorithms, seeds are chosen sequentially one by one, while in the two other algorithms seeds are chosen concurrently. The sequential algorithms produce disjoint clusters, whereas concurrent algorithms may produce overlapping clusters (similar to the Star algorithm). In all four algorithms, a weight is associated with each vertex which is equal to the average weight of their adjacent edges. We briefly describe the four algorithms below and refer the reader to [49] for the complete algorithm pseudo-code.
Sequential Rippling (SR) performs clustering by first sorting the nodes in descending order of their weight (average weight of their adjacent edges). New seeds are chosen one by one from this sorted list. When a new seed is added, vertices are re-assigned to a new cluster if they are closer to the new seed than they were to the seed of their current cluster. If there are no re-assignments, then no new cluster is created. If a cluster is reduced to singleton, it is reassigned to its nearest cluster. The algorithm stops when all nodes are considered.
Balanced Sequential Rippling (BSR) is similar to the sequential rippling in selecting the first seed, and has a similar second phase. However its first phase differs whereby it chooses the next seed to maximize the ratio of its weight to the sum of its similarity to the seeds of existing clusters. This strategy is employed to select a node with a high weight that is far enough from the other seeds.
Concurrent Rippling (CR) initially marks every vertex as a seed. In each iteration, the algorithm picks for each seed the edge with highest weight. If the edge connects the seed to a vertex that is not a seed, the vertex is assigned to the cluster of the seed. If the vertex is a seed, it is assigned to the cluster of the other seed only if its weight is smaller than the weight of the seed. This iteration (propagation of ripple) is performed at equal speed for all seeds. This requires sorting of the edges in descending order of their weights, finding the minimum value of the weight of the edges picked in each iteration of the algorithm, and processing all the edges that have a weight above the minimum weight value.
Ordered Concurrent Rippling (OCR) performs clustering similar to concurrent rippling but removes the requirement that the rippling propagates at equal speeds. Therefore this algorithm is relatively more efficient and also could possibly create higher quality clusters by favoring heavy seeds.
Correlation Clustering
Suppose we have a graph G on n nodes, where each edge (u, v) is labeled either + or − depending on whether u and v have been deemed to be similar or different. Correlation clustering, originally proposed by [5] , refers to the problem of producing a partition (a clustering) of G that agrees as much as possible with the edge labels. More precisely, correlation clustering solves a maximization problem where the goal is to find a partition that maximizes the number of + edges within clusters and the number of − edges between clusters. Similarly, correlation clustering can also be formulated as a minimization problem where the goal is to minimize the number of − edges inside clusters and the number of + edges between clusters.
Correlation clustering is a NP-hard problem [5] . Thus, several attempts have been made to approximate both the maximization and minimization formulations [5, 12, 19, 45] . Most of them are different ways of approximating its linear programming formulation. For the maximation formulation, Bansal et al. give a polynomial time approximation scheme. For the minimization formulation, Bansal et al. give a constant factor approximation. They also present a result which states that any constant factor approximation for the minimization problem in {+, −}-graphs can be extended as a constant factor approximation in general weighted graphs. For the purpose of our application, we implemented and evaluated the algorithm Cautius in [5] . Using a notion of "δ-goodness", the algorithm Cautius expands a cluster associated with an arbitrary node by adding its neighbors that are δ-good into the cluster while removing its neighbors that are δ-bad from the given cluster.
Markov Clustering (MCL)
The Markov Cluster Algorithm (MCL), proposed by Stijn van Dongen [47] , is an algorithm based on simulation of (stochastic) flow in graphs. MCL clusters the graph by performing random walks on a graph using a combination of simple algebraic operations on its associated stochastic matrix. Similar to other algorithms considered in our paper, it does not require any priori knowledge about an underlying cluster structure. The algorithm is based on a simple intuition that a region with many edges inside forms a cluster and therefore the amount of flow within a cluster is strong. On the other hand, there exist a few edges between such produced regions (clusters) and therefore the amount of flow between such regions (clusters) is weak. Random walks (or flow) within the whole graph are used to strengthen flow where it is already strong (e.g. inside a cluster), and weaken it where it is weak (e.g. between clusters). By continuing with such random walks an underlying cluster structure will eventually become visible. Therefore, such random walks are finally ended when we find regions (clusters) with strong internal flow that are separated by boundaries with hardly any flow.
The flow simulation in the MCL algorithm is as an alternate application of two simple algebraic operations on stochastic matrix associated with the given graph. The first algebraic operation is called expansion, which coincides with normal matrix multiplication of a random walk matrix. Expansion models the spreading out of flow as it becomes more homogeneous. The second algebraic operation is called inflation, which is a Hadamard power followed by a diagonal scaling of another random walk matrix. Inflation models the contraction of flow, becoming thicker in regions of higher current and thinner in regions of lower current. The sequential application of expansion and inflation causes flow to spread out within natural clusters and evaporate in between different clusters. By varying the inflation parameter of the algorithm, clusterings on different scales of granularity can be found. Therefore, the number of clusters cannot and need not be specified in advance, and the algorithm can be adapted to different contexts.
Cut Clustering
Given a directed graph G = (U, V ) with edge capacities c(u, v) ∈ Z + , and two vertices s, t, the s − t maximum flow problem is to find a maximum flow path from the source s to the sink t that respects the capacity constraints. 3 Intuitively, if the edges are roads, the max flow problem determines the maximum flow rate of cars between two points. The max flow-min cut theorem proven by Ford and Fulkerson [25] states that finding the maximum flow of a network is equivalent to finding the minimum cut that separates s and t. Specifically, this involves finding a non-trivial partition of the vertices into two sets, where s and t are in different sets, such that the cut weight (the sum of edge weights in the cut) is minimal. There are many applications of this theorem to areas such as network reliability theory, routing, transportation planning, and cluster analysis.
We implemented and evaluated the Cut Clustering algorithm based on minimum cuts proposed by Flake, Tarjan, and Tsioutsiouliklis [24] . The goal is to find clusters with small inter-cluster cuts so that the intra-cluster weights are maximized giving strong connections within the clusters. The algorithm is based on inserting an artificial sink t into G and finding the minimum cut between each vertex u ∈ U (the source) and t. Removing the edges in the minimum cut yields two sets of clusters. Vertices participating in a cluster are not considered as a source in subsequent evaluations. Multiple iterations of finding minimum cuts yields a minimum cut tree, and after removing the sink t, the resulting connected components are the clusters of G.
There have been many algorithms proposed for finding the minimum cut of G, including finding augmenting paths by Ford and Fulkerson [25] , Edmonds and Karp [21] , and Dinic [20] , and other variations suited for dense graphs or sparse graphs. In our implementation, we use the push-relabel algorithm for finding minimum cuts which has been shown to perform as well as the best techniques for sparse and dense graphs [27] . The Cut Clustering algorithm contains a parameter α that defines the weight for edges connected to the sink t. We select a suitable α value for our experiments as described further in Section 3.3.
Articulation Point Clustering
This algorithm is based on a scalable technique for finding articulation points and biconnected components in a graph. Given a graph G, the algorithm identifies all articulation points in G and returns all vertices in each biconnected component as a cluster. An articulation point is a vertex whose removal (together with its incident edges) makes the graph disconnected. A graph is biconnected if it contains no articulation points. A biconnected component of a graph is a maximal biconnected graph. Finding biconnected components of a graph is a well-studied problem that can be performed in linear time [17] . The 'removal' 4 of all articulation points separates the graph into biconnected components. These components are returned as clusters of G. Note that overlapping clusters are produced. Figure 4 shows an example. A depth first search traversal is used to find all articulation points and biconnected components in G. We refer the reader to [6] for details of a scalable and memory efficient implementation of the algorithm and its pseudo-code.
EXPERIMENTAL EVALUATION
In this section we describe our evaluation methodology and present an overview of the results of our experiments. We first briefly discuss the characteristics of the datasets used in the experiments. We then explain the settings of our experiments including the similarity measure used for the approximate join, and finally present results of our extensive experiments.
Datasets
The datasets used in our experiments are generated using an enhanced version of the UIS database generator which has been effectively used in the past to evaluate duplicate detection algorithms and has been made publicly available [29, 33] . We use the data generator to inject different realistic types and percentages of errors to a clean database of string attributes. The erroneous records made from each clean record are put in a single cluster (which we use as ground truth) in order to be able to measure the quality of the clustering algorithms. The generator permits the creation of data sets of varying sizes, error types and distributions. Different error types injected by the data generator include common edit 4 Descriptive terminology. The articulation points are not actually removed. These vertices serve as links between the biconnected components and participate in each incident biconnected component vertex set. errors (character insertion, deletion, replacement or swap) 5 token swap errors and domain specific abbreviation errors, e.g., replacing Inc. with Incorporated and vice versa. We use two different clean sources of data: a data set consisting of company names that contains 2, 139 records (name of companies) with average record length of 21.03 characters and 2.92 words in each record on average, and a data set consisting of titles from DBLP which contains 10, 425 records with average 33.55 characters record length and average 4.53 words in each record. Note that the data sets created by the data generator can be much larger than the original clean sources. In our experiments, we create data sets of up to 100K records.
For the results in this paper, we used 29 different datasets (tables) with different sizes, error types and distributions. Tables 1 and 2 show the description of all these datasets along with the percentage of erroneous records in each dataset (i.e., the average number of the records in each cluster which are erroneous), the percentage of errors within each duplicate (i.e., the number of errors injected in each erroneous record), the percentage of token swap and abbreviation errors as well as the distribution of the errors (column Dist. in Table 2 ), the size of the datasets (the number of records in each table) and the number of the clusters of duplicates (column Cluster# in Table 2) 6 . Five datasets contain only a single type of error (3 levels of edit errors, token swap or abbreviation replacement errors) to measure the effect of each type of error individually. The datasets with uniform distribution have equal cluster sizes on average (e.g., 10 records in each cluster on average for a dataset of 5, 000 records with 500 clusters) whereas the size of the clusters in the Zipfian datasets follow a Zipfian distribution (i.e., most of the clusters have size 1 while a few clusters are very large). Note that we limited the size of the datasets for our experiments on accuracy due to the fact that some of the algorithms do not scale well. However, we run experiments on much larger datasets with the algorithms that do scale and the trends were similar. Following [29] , we believe the errors in these datasets are highly representative of common types of errors in databases with string attributes.
Accuracy Measures
In order to evaluate the quality of the duplicate clusters found by the clustering algorithms, we use several accuracy measures from the clustering literature and also measures that are suitable for the final goal of duplicate detection. Suppose that we have a set of k ground truth clusters G = {g1, . . . , g k } of the base relation R. Let C = {c1, . . . , c k ′ } denote the set of k ′ output clusters of a clustering algorithm. We define a mapping f from the elements of G to the elements of C, such that each cluster gi is mapped to a cluster cj = f (gi) that has the highest percentage of common elements with gi. Precision and recall for a cluster gi, 1 ≤ i ≤ k is defined as follows:
Intuitively, the value of P riis a measure of the accuracy with which cluster f (gi) reproduces cluster gi, while the value of Rei is a measure of the completeness with which f (gi) reproduces class gi. Precision, P r, and recall, Re, of the clustering are defined as the weighted averages of the precision and recall values over all 5 These errors are injected based on a study on common types of edit errors found in real dirty databases. 6 All these datasets along with a small sample of them are available at: http://dblab.cs.toronto.edu/project/stringer/clustering/ High  H1  90  30  20  50  Error  H2  50  30  20  50  Medium  M1  30  30  20  50  Error  M2  10  30  20  50  M3  90  10  20  50  M4  50  10  20  50  Low  L1  30  10  20  50  Error  L2  10  10  20  50  AB  50  0  0  50  Single  TS  50  0  20  0  Error  EDL  50  10  0  0  EDM  50  20  0  0  EDH  50  30  0  0  Zipfian  ZH1  90  30  20 
F1-measure is defined as the harmonic mean of precision and recall, i.e., F1 = 2 × P r × Re P r + Re .
We use precision, recall and F1-measure as indicative values of the ability of an algorithm to reconstruct the indicated clusters in the dataset. However, in our framework, the number of clusters created by the clustering algorithms is not fixed and depends on the datasets and the threshold value used in the similarity join. Therefore, we define two other measures specifically suitable for our framework. Let CPri be the number of pairs (of records) in each cluster ci that are in the same ground truth cluster gj : ci = f (gj), i.e.,
We define Clustering Precision, CP r, to be the average of CP ri for all clusters of size greater than or equal to 2. The value of CP r indicates the ability of the clustering algorithm to assign records that should be in the same cluster to a single cluster, regardless of the number and the size of the clusters produced. In order to penalizes those algorithms that create greater or fewer clusters than the ground truth, we define Penalized Clustering Precision, P CP r, and compute it as CP r multiplied by the percentage of extra or missing clusters in the result, i.e.,
Settings
Similarity Function There are a large number of similarity measures for string data that can be used in the similarity join. Based on the comparison of several such measures in [31] , we use weighted Jaccard similarity along with q-gram tokens (substrings of length q of the strings) as the measure of choice due to its relatively high efficiency and accuracy compared with other measures. Jaccard similarity is the fraction of tokens in r1 and r2 that are present in both. Weighted Jaccard similarity is the weighted version of Jaccard similarity, i.e.,
where w(t, R) is a weight function that reflects the commonality of the token t in the relation R. We choose the commonly-used Inverse Document Frequency (IDF) weights, with a slight modification based on the RSJ (Robertson/Sparck Jones) weights which was shown to make the weight values more effective [29] :
where N is the number of tuples in the base relation R and nt is the number of tuples in R containing the token t. The similarity value returned is between 0 (for strings that do not share any q-grams) and 1 (for equal strings). Note that this similarity predicate can be implemented declaratively and used as a join predicate in a standard RDBMS engine [29] , or used with some of the specialized, high performance, stateof-the-art approximate join algorithms [3, 7] . In our experiments we used q-grams of size 2 and the q-gram generation technique proposed by [29] : strings are first padded with whitespaces at the beginning and the end, then all whitespaces are replaced with q − 1 special symbols (e.g., $).
Implementation Details of the Clustering Algorithms. To compare the clustering algorithms, we have either implemented or obtained an implementation of the algorithms from their authors. Notably, not all of these algorithms have previously been implemented nor evaluated (even on their own), so we created some new implementations. For other algorithms where the authors provided us with an implementation, their implementation may have been in a different language and used different data structures from our own implementation. As a result, the time taken by different algorithms is not directly comparable. We report running times, but they should be taken as an upper bound on the computation time. All the implementations (our own and those of others) could be optimized further and, more notably for our study, we have not tried to ensure the time optimization is equitable. Rather, we are focusing on comparing the quality of the duplicates detected by each approach.
Some of the clustering algorithms were not originally designed for an input similarity graph and therefore we needed to make decisions on how to transform the similarity graph to suit the algorithm's input format. The original implementation of the Ricochet algorithms obtained from the authors worked only for complete graphs. Therefore, for all pairs of disconnected nodes (their similarity score was below θ), we added an edge with a small constant weight. In our implementation, for the SR and BSR algorithms we used a constant value of 0.05, and for the CR and OCR algorithms we used a constant value of 0. In Correlation Clustering, we build the input correlation graph by assigning '+' to edges between nodes with similarity greater than θ, and assign '−' to edges between nodes with similarity less than θ.
For the results in this paper, we use the term "Correlation Clustering to refer to the approximation algorithm Cautious [5] for general weighted graphs. A more efficient approximation is the CC-PIVOT algorithm [1] , which is a randomized expected 3-approximation algorithm for the correlation clustering problem. This algorithm is similar to the CENTER algorithm, but the center nodes are chosen randomly and not from the sorted list of the edges. Based on our experiments, this randomization did not improve the quality of the clusters on average comparing with the CENTER algorithm, and we therefore do not include the results in this paper.
For the MCL algorithm, we employed the latest C implementation of MCL, provided by the original author of the algorithm. 7 As noted previously, we fix the inflation parameter of the MCL algorithm for all the datasets and treat it as an unconstrained algorithm. We use the default parameter value (I = 2.0) as recommended by the author of the algorithm. For the Cut Clustering algorithm, we used a C implementation of the push-relabel algorithm available from the authors. 8 We evaluated different values for the parameter α across a subset of the datasets at varying thresholds to find the α value that would produce a total number of clusters (for each dataset) that was closest to the ground truth. We found that α = 0.2 worked best and used this value throughout our tests.
Results
We first report the results of our experiments and observations for each individual algorithm. We use the Partitioning algorithm, which returns the connected components in the similarity graph as clusters, as the baseline for our evaluations. We then present a comparative performance study among the algorithms, and finally, we report the running times for each algorithm.
Most of the accuracy results reported in this paper are average results over the medium error class of datasets in Table 1 since we believe that these results are representative of algorithm behaviour when using datasets with different characteristics. We show the results from other datasets whenever the trends deviate from the medium class datasets. Our extensive experimental results over all the 29 datasets in Table 1 are publicly available at: http://dblab.cs.toronto.edu/project/stringer/clustering/
Individual Results
Single-pass Algorithms. The table below shows the accuracy values for the single-pass algorithms over medium-error datasets and two thresholds that result in the best average F1 measure and the best average PCPr values in these algorithms. Similar trends were observed for the other thresholds and datasets. 7 http://micans.org/mcl/src/mcl-06-058/ 8 http://www.avglab.com/andrew/soft.html. The results above show that, assuming that the optimal threshold for the similarity join is known for, the CENTER algorithm performs better than the Partitioning algorithm, and that the MC algorithm is more effective than both CENTER and Partitioning over these datasets. This is to be expected since Partitioning puts many unsimilar records in the same cluster resulting in higher recall, but considerably lower precision. CENTER puts many similar records in different clusters resulting in lower recall, but higher precision. These results show that MC creates clusters with precision lower than CENTER but higher than Partitioning, with a recall that is almost as high as that of Partitioning.
Note that the number of clusters in the ground truth is 500. The last row in the table shows the number of clusters generated by each algorithm. These results show that precision, recall and F1 measures alone cannot determine the best algorithm since they do not take into account the number of clusters generated, this justifies using the CPr and PCPr measures. Furthermore, we can observe the high degree of sensitivity of all these algorithms to the threshold value used in the similarity join, although MC is less sensitive to this value among the single-pass algorithms.
Star algorithm. The table below gives the results for the Star algorithm, revealing that the algorithm has a better performance in terms of accuracy when a lower threshold value is used. With a lower threshold value, the Star algorithm significantly outperforms the Partitioning algorithm, and is less sensitive to the value of the threshold used. However, for higher thresholds, the quality of the clustering considerably decreases. This is because the star centers in this algorithm are chosen based on the degree of the nodes. Using higher threshold values decreases the degree of all the nodes in the graph and makes the choice of a proper cluster center harder, which results in clusters of lower quality. It is also worth mentioning that even with an ideal threshold, the Star algorithm's accuracy is less than the accuracy of the single-pass algorithms. Ricochet family of algorithms. The accuracy results for SR and BSR, presented in the table below for two similarity threshold values, show that these algorithms are also more effective at lower thresholds, but are overall more robust (less sensitive) across varying threshold values. OCR and CR algorithms, on the other hand, are very sensitive to the threshold value, and are more effective at higher θ values as shown in the table below. This is again due to different way of choosing cluster seeds (or centers) used in these algorithms. Marking all the nodes as seeds and gradually merging the clusters, as done in OCR and CR, results in higher quality clusters when the threshold value is high (i.e., the similarity graph is not dense) but does not work well when the threshold value is low (i.e., the similarity graph is very dense). On the other hand, when the seeds are chosen sequentially based on the weight of the nodes, as done in SR and BSR, a lower threshold value (i.e., a dense similarity graph) results in more accurate weight values and therefore better choice of cluster seeds and higher quality clusters. Cut Clustering (MinCut). Clustering the similarity graph based on minimum cuts improves the quality of the clustering when compared to the Partitioning algorithm, as shown in the table below. This improvement is significant as we increase the threshold up to 0.4. For θ > 0.4, MinCut Clustering produces the same clusters as the Partitioning algorithm, since as the input graph becomes less dense, only significantly related records remain connected and further cutting the edges does not improve the quality of the clusters. Articulation Point Clustering (ArtPt). As the results show in the following table, the Articulation Point clustering slightly enhances the Partitioning algorithm by splitting some of the components in the graph into a few more clusters. This makes the algorithm only slightly less sensitive to the threshold value. The algorithm works best with the optimal threshold for the Partitioning algorithm (the θ value that creates partitions of highest quality in the Partitioning algorithm). Markov Clustering (MCL). As shown in the table below, the MCL algorithm produces clusters of increased quality than those created by the Partitioning algorithm. The MCL algorithm is also most effective when used with the optimal threshold value, although it is much less sensitive overall across varying θ values. This shows the effectiveness of the flow simulation process using random walks on the graph, and that unlike the Star and SR algorithms, pruning the edges with low weights does not affect the quality of the clusters significantly, and unlike Partitioning and CR, a dense similarity graph (i.e., not pruning the low-weight edges) does not result in clusters with low precision. Correlation Clustering (CCL) This algorithm performs best when using lower threshold values, producing clusters with much higher quality than those created by the Partitioning algorithm. The quality of the produced clusters degrade at higher θ values. This is to be expected since the algorithm performs clustering based on correlation information between the nodes and a higher θ means a loss of this information. 
Overall Comparison
Sensitivity to the value of the threshold. Table 3 shows the accuracy results of all the algorithms for different thresholds over the medium-error class of datasets. These results can be used to compare different algorithms when using a fixed threshold, i.e., with the same similarity graph as input. Among all the algorithms, SR and BSR are least sensitive to the threshold value. However their accuracy does not always outperform the other algorithms. In other algorithms, those that use the weight and degree of the edges for the clustering perform relatively better using lower threshold vlues, when the similarity graph is more dense. Therefore, CENTER, Star, Correlation Clustering and MCL algorithms perform better with low threshold values comparing with the other algorithms. The single-pass algorithms along with Articulation Point and MinCut algorithms are generally more sensitive to the threshold value and are considerably more effective when used with the optimal threshold (when the number of components in the graph is close to the number of ground truth clusters), with MERGE-CENTER being the least sensitive among them.
Effect of the amount of errors. The results in Table 4 show the best accuracy values obtained by the algorithms on datasets with different amounts of error, along with the difference (Diff.) between the value obtained for the high error and low error groups of datasets. Note that the accuracy numbers in this table cannot be used to directly compare the algorithms since they are based on different thresholds and therefore the input similarity graph is different for each algorithm. We use these results to compare the effect of the amount of error on different algorithms. These results suggest that the Ricochet group of algorithms and MCL algorithm are relatively more robust on datasets with different amounts of errors, i.e., they perform equally well on the three groups of datasets with lowest drop in the quality of the clusters on high error datasets comparing with low error groups of datasets.
Sensitivity to the distribution of the errors. Table 5 shows the best accuracy values obtained for the algorithms on medium-error datasets with uniform and Zipfian distributions. Note that in Zipfian datasets, there are many records with no duplicates (singleton clusters) and only a few records with many duplicates. Due to the fact that the PCPr measure is the average CPr value for all the clusters and is calculated for clusters of size 2 or more, this accuracy measure is less indicative of the performance of the algorithms on this class of datasets. These results show that all the algorithms are equally robust with respect to the distribution of the errors in the data except SR, BSR and OCR algorithms from the Ricochet family which produce clusters of significantly lower quality. This is mainly due to the inability of these algorithms in finding singleton clusters. Effectiveness in predicting the correct number of clusters. The results of our experiments, partly shown in Tables 3,4 and 5, show that none of the algorithms are capable of accurately predicting the number of clusters regardless of the characteristics of the dataset. For uniform datasets, SR algorithms perform extremely well for finding the correct number of clusters on datasets with different amounts of errors. However, this algorithm fails when it comes to datasets with a Zipfian distribution of errors. Overall, algorithms that find star-shaped clusters, namely CENTER, MERGE-CENTER, Star, CR and OCR algorithms, can effectively find the right number of datasets with an optimal threshold. The graph-theoretic algorithms Correlation clustering and Markov clustering also find a reasonable number of clusters at lower thresholds.
Running Time
As stated previously, in this work we are focusing mainly on comparing the quality of the duplicates detected by each algorithm. However we do report the running times in this section, but the times taken by the different algorithms are not directly comparable, and should be taken as an upper bound on the computation time. All the implementations (our own and those of others) could be optimized further, and more notably for our study, we have not tried to ensure the time optimization is equitable. Different implementations and machines are used to run these experiments. The table below shows the running times for 8 of the algorithms run using a dataset of 100K records of DBLP titles described in Section 3.1, and with threshold θ = 0.4, giving 386, 068 edges in the similarity graph. PC1 is a Dell 390 Precision desktop with 2.66 GHz Intel Core2 Extreme Quad-Core Processor QX6700, 4GB of RAM running 32- The implementation for the Ricochet algorithms required building a complete similarity graph in memory. Therefore, running the algorithm on the dataset of 100K records required keeping a graph with 100 billion edges in memory which was not possible. We therefore had to limit the size of the dataset for these experiments. We used a dataset of 5K records with threshold θ = 0.1 resulting in 391,706 edges. The running times are shown in the These results support the scalability of single-pass algorithms as well as MCL and Articulation Point clustering algorithms. Note that we used the original implementation of the MCL algorithm which is highly optimized. Such an optimized implementation was not available for the Correlation Clustering algorithm.
SUMMARY AND CONCLUSION
In this paper, we evaluated and compared several unconstrained clustering algorithms for duplicate detection by extensive experiments over various sets of string data with different characteristics. We made the results of our extensive experiments publicly available and we intend to keep the results up-to-date with state-of-the-art clustering algorithms and various synthetic and real datasets. We hope these results serve as a guideline for researchers and practitioners interested in using unconstrained clustering algorithms especially for the task of duplicate detection.
A summary of the results is presented in Figure 5 . Our results using partitioning of the similarity graph (finding the transitive closure of the similarity relation) which is the common approach in many early duplicate detection techniques, confirms the common wisdom that this scalable approach results in poor quality of duplicate groups. But more importantly, we show that this quality is poor even when compared to other clustering algorithms that are as efficient. The Ricochet algorithms produce high quality clusterings when used with uniformly distributed duplicates, but failed in other distributions. All other algorithms were robust to the distribution of the duplicates. Our results also show that sophisticated but popular algorithms, like Cut clustering and Correlation clustering, gave lower accuracy than some of the more efficient single-pass algorithms. We were the first to propose the use of Markov clustering as an unconstrained algorithm for duplicate detection and showed that in fact it is among the most accurate algorithms for this task and is also very efficient.
A basic observation here is that none of the clustering algorithms produce perfect clusterings. Therefore a reasonable approach is to not only keep the clustering that results from our algorithms, but to also keep the important quantitative information produced by these algorithms. In [30] , we show how this quantitative information can be used to provide an accurate confidence score for each duplicate that can be used in probabilistic query answering.
