This paper presents Tau-collocation approximation approach for solving first and second orders ordinary differential equations. We use the method in the stimulation of numerical techniques for the approximate solution of linear initial value problems (IVP) in first and second order ordinary differential equations. The resulting numerical evidences show the method is adequate and effective.
Introduction
The subject of Ordinary Differential Equation (ODE) is an important aspect of mathematics. It is useful in modeling a wide variety of physical phenomena-chemical reactions, satellite orbit, electrical networks, and so on. In many cases, the independent variable represents time so that the differential equation describes changes, with respect to time, in the system being modeled. The solution of the equation will be a representation of the state of the system. Consequently, the problem of finding the solution of a differential equation plays a significant role in scientific research, particularly, in the stimulation of physical phenomena. However, it is usually impossible to obtain direct solution of differential equations for systems to be modeled, especially complex ones encountered in real world problems. Since most of these equations are, or can be approximated by ordinary differential equations, a fast, accurate and efficient ODE solver is much needed. The Tau method was introduced by [1] to provide approximate polynomial solution for linear ordinary differential equation with polynomial coefficient.
The method takes advantage of the special properties of Chebychev polynomials. The main idea is to obtain an approximate solution of a given problem by solving an approximate problem. To further enhance the desired simplicity Lanczos introduced the systematic use of the canonical polynomials in the Tau method. The difficulties presented by the construction of such polynomials limited its application to first order ODE with the polynomial coefficient. The said difficulties were resolved by [2] when he proposed the generation of these canonical polynomials recursively. The beauty of the result of Ortiz is that the elements of canonical polynomials sequences by means of a simple recursive relation which is self starting and explicit. There are many literature developed concerning the Tau/Tau-collocation approximation method (see ([3] - [8] )).
In this paper, we apply the Tau-collocation approximation method for the solution of linear initial value problems of the first and second order ODE in its differential and canonical form. We perform some numerical stimulation on some selected problems and compare the performance/effectiveness of the method with the analytic solutions given.
The Tau Method
where 
is the rth degree shifted Chebychev polynomial valid in the interval [ ]
The free parameters in Equation (4) 
Description of the Differential Form
Considering the mth order linear differential Equation
We seek an approximate solution of the differential solution by the Tau method using the nth degree polynomial function
which satisfies the perturbed problem ( )
We equate the corresponding coefficient of x in (8) and using the initial conditions
We then solve the system of equation by Gaussian elimination method.
Collocation Approach to the Tau Method
The Lanczos Tau method in [4] is an economization process for a function that is implicitly defined by differential equation. Let us assume an approximation of the power series expansion ( )
Consider an approximation to the residual
Then by the Tau method, if
we have
where L is a linear differential operator of order n.
We collocate (12) at ( )
The parameter 1, 2, , m  may be eliminated leaving the unknown coefficient
linear equations which can be solved by Gaussian elimination.
Error Estimation
Let us in this section consider and obtain the error estimator for the approximate solution of (1) 
and ( (1) and (9).
Thus, the error function, n E , satisfy the problem
and
which satisfies the conditions prescribed.
Illustrative Examples
In this section, two initial value problems are considered to show the efficiency of the method.
Example 1
Consider linear initial value problem in second order ordinary differential equation
We solve [4] for 2 n = using; (i) The Tau method; and (ii) Tau-collocation method.
The analytic solution is ( ) ( )
By the Tau method we obtain the linear differential operator as
The associated canonical polynomials are obtained as follows: ( ) ( )
Using initial conditions on Equation (23) 0  1  2  3  4  5 , , , , , ,1 x a a a a a a = , Using Equation (5), we obtain the following values, 1132  932  512  128  3  1,  ,  ,  ,  ,  ,  2342  1171  1171  1171  1171 
Discussion of Results
The results obtained above show that the Tau-collocation method is appropriate for the solution of linear initial value problems of first and second kind ordinary differential equations. From the tables ( Table 1 and Table 2 ) of results presented above, we observe that the approximate solution considered at grid points, 2 n = and 5 n = , for examples 1 and 2 converges to the analytic solution with maximum absolute errors of tion approximation method, which is very close to the minimax polynomial which minimizes the maximum error in approximation. Thus, the approximate solution will match the analytic solution as n increases.
Conclusions
This paper has considered Tau-collocation approximation approach for solving particular first and second order ordinary differential equations. The method offers several advantages which include, among others: 1) It takes advantages of the special properties of Chebychev polynomials which can be easily generated recursively;
2) Elements of canonical polynomials sequences by means of a simple re-cursive relation which is self starting and explicit; and
3) It can easily be programmed for experimentation. Tau-Collocation method can be extended to higher order ordinary differential equations and stochastic differential equations. It can also be used to solve integro-differential and stochastic integro-differential equations.
