Introduction
The object of this paper is to generalize the basic zero estimates which were obtained in our earlier article [4] . Let G be a commutative group variety embedded in some projective space, and let F be a finitely generated subgroup (not necessarily algebraic) of G. In [4] we gave sharp upper bounds for the number of zeroes in Y, counted without multiplicity, of an arbitrary homogeneous polynomial. In the present paper, we introduce a natural concept of multiplicity along a one-parameter subgroup, and by using the methods of [2] we obtain the analogous estimates which take this multiplicity into account.
We also incorporate several more new features into our results. Firstly, the estimates of [4] are very weak when F contains torsion points of high order, and so we use a more refined counting function on F which is capable of detecting such points. Secondly, we show how the results can be improved when G splits into a product G 1 x ... x G k of group varieties G1 ..... G k. For this we need to consider multiprojective embeddings rather than simply projective embeddings; see also the article [13] of Moreau for similar considerations. Lastly, by using more delicate properties of multiprojective varieties, we show how the estimates can be even further sharpened when the groups G~ ..... G k satisfy a certain natural disjointness condition.
The results of this paper have several applications to transcendence theory and related areas. They enable fairly rapid proofs to be given of Baker's theorem on linear forms in logarithms (cf. [9] ), and also of the elliptic analogue in the case of complex multiplication (see [12] for a particularly sharp refinement in this context). Furthermore they have already been used to establish the elliptic analogues of Gelfond's theorems on the algebraic independence of values of the exponential function (see [5] ), and it is also possible to give a simplified proof of an interesting related result of Philippon [7] on the p-adic Weierstrass zeta function. More recently, our estimates have played an important part in the second author's proof of the elliptic and abelian analogues of Lindemann's theorem [11] . It is also probable that they will lead to small improvements in the results of [6] on the N6ron-Tate height and division points on an abelian variety.
In order to state our results we start by discussing our multiprojective embedding and the concept of multiplicity. In [4] we considered a group variety embedded in projective space IP N for some integer N> 1. In this situation we shall say that the group variety is linear if the addition laws (see Sect with multihomogeneous polynomials which are homogeneous separately in the variables of IPN, ..... IPN. Each point of Y" can be described in terms of multiprojective coordinates in the usual way (see for example [10] ). Now G, being smooth, has the natural structure of an analytic manifold over K. By a one-parameter subgroup of G we shall mean a non-trivial analytic map (b from K to G which is also a homomorphism of additive groups, and we use the same symbol (b for 45(K); thus ~b+0 the origin of G. The map ~ will be fixed from now on throughout the paper. For an element g of G and a multihomogeneous polynomial P in 9~ we define the order of vanishing ordg P of P at g along 9 as follows. It is well-known that the map Tg from G to G representing translation by g is analytic. 
f (z)= P(~k l, o(Z) ..... O l,ul (z) ..... Ok, o(Z) ..... tPk, Nk (Z))
is identically zero we write ordg P= 0% this symbol being subject to the usual conventions. Otherwise we define ordgP as the order of zero off(z) at z=0. It is easily seen that this definition is independent of the choice of functions (1.1) representing kg(z). Furthermore ordg P > 0 if and only if P vanishes at g. If for some T>0 we have ordgP>T, we shall say that P vanishes at g to order at least T along q~. Now let X be a finite subset of G containing the origin. Suppose the dimensions of G 1 .... , G k are n~ > 1 ..... n k > 1 respectively, and put n = nl + ... + n k.
For integers r with l<r<n we define quantities Q,(X) as follows. Firstly, if G has no algebraic subgroup of codimension r, we put G(X) = IXI the cardinality of X. Otherwise, for each subgroup H of G we write IX~HI for the maximum number of elements of X that are distinct modulo H, and we put Qr(X) = min IX~HI as H runs over all connected algebraic subgroups of G of codimension r. We also write Gtors for the group of torsion points of G.
For an integer r> 1 we write X tr) for the r-fold iterated sum consisting of all expressions x~+...+x r for x~,..., G in X. Since X contains 0, we have X~_X ~ (r>l). Finally for integers dl>O .... ,dk>O we say that a multihomogeneous polynomial P in t5 has multidegree (d I 
EQ. (x)_>_ c ~.
IX/Go,sl = IXI.
Then P vanishes on all of g + q) for some g in the subgroup of G generated by the elements of X.
Before we state our other result we need a definition. We say that the groups G Then P vanishes on all of g + 4 for some g in the subgroup of G generated by the elements of X.
Let us make here a remark about the conditions (1.2) and (1.3). The effect of (1.2) in practice is to restrict the number T of derivatives to the same order of magnitude as E. This suffices for the applications in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . By imposing instead the condition (1.3) on X we can sometimes take T roughly up to E 2, and this is crucial for the work of [-5] . Similar remarks apply to the general version of the Main Theorem.
The arrangement of this paper is as follows. In Sect. 2 we set up the operators which provide the algebraic description of translation by elements of X. This is essentially the generalization to multiprojective space of Sects. 2 and 3 of [4] , but a few additional considerations are needed. Then in Sect. 3 we set up the derivation operator which is the algebraic equivalent of differentiating along 4, and we obtain some of its properties.
Next we give in Sect. 4 a technical estimate which in geometric terms generalizes to multiprojective space the result that the degree of a subvariety of G does not change much under translation. The result for a single projective space is probably not new, but we could not find a suitable reference, so our proof is self-contained. Then in Sect. 5 we derive another technical estimate, this time for the number of connected components of certain stabilizer groups; this is rather more delicate and it plays a central part in our overall proof.
Then we prove our Main Theorems. As the proofs are very similar, we are able to present them in parallel. In Sect. 6 we state a Proposition and we verify that it implies the Main Theorems. We subsequently prove the Proposition in Sect. 7.
Finally in Sect. 8 we show that the general version of our Main Theorem implies all the zero estimates announced in Sect. 9 of [-4]. We also give some practical criteria for establishing the disjointness of given group varieties.
For the convenience of the reader we include an Appendix which summarizes some fairly classical facts about degree theory for multihomogeneous ideals. The main reference here is [10] but this is not quite adequate for all our purposes.
We end this introduction with a few comments on terminology. We shall be working in the product space .~r = IpN1 x ... x IPNk using the Zariski topology for which the closed sets are those defined by the vanishing of multihomogeneous polynomials in 9t. For a subset S of 5f we write S for the closure in Y', and we shall sometimes write S G for the intersection G c~ S. If already S___ G it is easy to see from the continuity of the group laws on G that Gc~g + S=g +(G~S) (1.4) for any g in G. If further S is closed in G, that is, S = G n X for some closed set X in Y', then G~S=S; for example, this holds if S is an algebraic subgroup of G.
Next if V~G is an irreducible variety meeting G, the set G~V=V G is a non-empty open subset of V, and so
(1.5)
These remarks will be useful in Sects. 2 and 5; they enable us to avoid the construction of a theory of quasiprojective varieties in f. 
Translation operators
Let G 1 ..... G k be as in Sect. 1, not necessarily disjoint, and let F be a finitely generated subgroup of G=G 1 x ... x G k. Our object here is to define for each 7 in F an endomorphism E(7 ) of the associated polynomial ring 91 and a corresponding operator ~(7) acting on ideals of ~fl. These will generalize the constructions of Sects. 2 and 3 of [4] for the case k= 1.
Fix an integer i with l<_i<_k. Let gi denote the projection from G to Gi, and write F~= ~i(F). 
. a k Dk).
Next we let 15 be the multihomogeneous ideal of 91 generated by all multihomogeneous polynomials vanishing on G. Let also J4 be the multiplicative set of 9l consisting of all polynomials not vanishing at any point of F. As in Lemma 2 (p. 494) of [4] , it is easy to see that for any ~ in F we have E(7 ) 15 c 15 and E(7)J/_cJ/. For an ideal .3 of ~R we write .3* for the corresponding contracted extension of `3 with respect to J/r Finally for ~ in F and an ideal .3 of Ol define #(7) ~ = (E(~) 3,15)*.
We say that ~ is special if 15_~ and 3"=`3. Then we have the following properties. Proof The properties (i), (ii) and (iii), as well as property (v) for l= 1, can be proved as in Sects. 2 and 3 of [4] , with only trivial changes arising from the multihomogeneous nature of everything. We excuse ourselves from giving the details.
We next establish property (v) for arbitrary 1>1. To show that #(~)~ is primary it suffices to verify that if P, Q are multihomogeneous polynomials of ~R with PQ in #(7)3 but P not in #(7)3, then Qe is in #(~)`3 for some integer e=>l. On applying E(-j we see that P'Q' lies in E(-7)8(7),3, where P'=e(-jP, Q'=E(-jQ. But E(-7) 8(7),3 =__ 8(-7) 8(7),3 = 8(0)`3 =,3
by (i) and (ii) above. So P'Q' lies in `3. But P' is not in `3. For otherwise E( -7) (P) ~'3, whence 8(-7)(P) ~ (`3, ~)* = `3* = `3, which on applying 8(7) and using (i) above would give (P)~ 8(7)`3, contradicting the fact that P is not in 8(7)'3. Since ,3 is primary, it follows that Q,e is in ,3 for some integer e > 1. So 8( -7)(Qe)= (E( -7)(Qe), (9) , _~ (`3, ffi)* = `3, whence applying 8(7) and using (i) and (ii) we conclude that Qe lies in ,3 as required. Hence 8(j,3 is indeed primary.
Next suppose ,3 has rank r. Then so does its associated prime ~3, and, as ,3_~3, it follows that ~3 is special and 8(7) '3 ___ 8(j ~. By (iii) above 8(7)'3 has rank r, and by (v) above with l= 1 we see that 8(7) ~3 is prime of rank r. Hence 8(7) ~3 must be the associated prime of 8(7)'3.
Finally if ,U has length l then there is a strictly increasing chain of multihomogeneous special primary ideals of 9l, and on applying 8(j we obtain an increasing chain 8(7)'3 = 8(7) go-8(7) ~1... ~ 8(7) ~_ 1 = 8(7) ~.
This too must be strictly increasing, since from 8(7)~=8(j~+a would follow ~I=~+1 on applying 8(-7). As the ideals in this new chain are primary, it follows that the length m of 8(7)`3 is at least l. But by a similar argument the length of 8(-7)8(7)`3 is at least m. As this ideal is ,3 itself, we conclude that m = I. This proves (v) in general.
It remains to verify (iv). Suppose ,3 has rank r. Then we can write `3= 0 ~ taken over a collection of multihomogeneous primary ideals ~. Since ,3 is special, so is each ~. From ,3 ~_ f2 we deduce immediately To obtain the opposite inclusion, let P be an arbitrary multihomogeneous polynomial in the right-hand side of (2.1). Then Q=E(-7)P lies in 8(-J8(7)~=~ for each ~, so Q is in `3. This leads to 8(-7)(P)___,3, so (P) _ 8(0)(P) = 8(7) 8( -7)(P) ~-8(7) `3.
Hence P is in 8(7)`3, and since P was arbitrary, we get the opposite inclusion to (2.1). Therefore 8(7)`3= ('] 8(7)~, and it follows at once, possibly by omit-ting redundant components, that g (7)~ is unmixed. This establishes (iv) and so completes the proof of Lemma 1. We note here that it is in fact possible to prove Lemma 1 using directly the corresponding result for k= 1 given as Lemmas 3 and 4 of [4] . One embeds G in a single projective space by means of the Segre map and then one works with homogeneous polynomials in the corresponding polynomial ring in (N 1 + 1) ...(Nk+ 1) variables. But the details are tedious.
Finally we shall need the following lemma, which reveals explicitly the geometric significance of the operators g (7) . Note that a multihomogeneous prime ideal ~ of 91 is special if and only if its associated multiprojective variety V in • meets F and is contained in G. In this case V G = G c~ V is a nonempty open subset of V, so G c~ V = V, by (t.5). Proof Recall that the translation polynomials defining E(7) are valid on an open subset (9 of G containing F. Since g (7)~3 is special, W meets F, and therefore (9 ~ W G is a non-empty open subset of W. Pick any x in (9 c~ W G and any P in ~3. Then E(y)P is in g(7)~3, so vanishes at x. This means that P vanishes at 7+x. Since P was arbitrary, it follows that ?+x is in V~. Since x was arbitrary, we see that 7 + ((9 (~ We)-VG. Taking the closure, and intersecting with G using (1.4), we get 7+ WG~-VG. The opposite inclusion can be obtained by applying the same argument to the prime ideals #(7)~ and #( -7) #(7) ~3 = ~3. This proves Lemma 2.
The following is a useful consequence of this result. Suppose ~3 is a multihomogeneous prime ideal of 91 containing ffi, and let ? be any point of G. Let V be the variety of ~3, and let F be any finitely generated subgroup of G meeting V and containing % At first sight it might seem that the ideal #(7)~3 depends not only on the choice of F but also on the choice of addition laws valid on F • F. However, Lemma 2 shows that g (7)~3 is the ideal corresponding to V G-7, and so is in fact independent of all these choices.
Differentiation operators
Let G a ..... G k be as in Sect. 1, not necessarily disjoint, let F be a finitely generated subgroup of G=G1 x ... x Gk, and let tb be a one-parameter subgroup of G. In this section we define a derivation A on the associated polynomial ring 9t which provides the algebraic equivalent of differentiating along 
Lemma 3. (i) We have Affg~_ ff~.
(ii) Let P be any multihomogeneous polynomial of 91 and let y, ~ be in F. Then if orda P is infinite, so is ord~ rE(7)P; and otherwise ord~ e E(7) P = ordo P.
(iii) If ord~P is infinite so is ord~AP; and otherwise ord~ AP = ordo P-1 provided ord~ P >__ 1. 
Proof We prove (ii) first. Let ,91, o(Z) .... , Ox,NI(z) ..... Ok, o(Z) ..... Ok, N~(Z )
represent the map ~(z)=To(cI)(z)) near z=0, where t/i,0 .... ,r/i,u ' are projective coordinates of ~i (7) in IPN, (1 <iNk). Thus if we evaluate ordo_r E(7)P using (3.1) and ord~P using (3.2) it becomes clear that these two numbers are either both infinite, or both finite and equal. This proves (ii). Next let (9 be the open subset of G consisting of all g such that (zi(g),0) lies in the open subset (9~ of GixG i for all i with l<i<k. It contains F, and so is non-empty. We now prove (iii) for any 5 in (9.
Suppose first that t=ord~P is finite and positive. This implies that the power series development of the function
f(z+w)=P(~bl,o(Z+W ) ..... ~bX,N~(Z+W ) ..... Ok, o(Z+W) ..... t~k,N~(Z+W)) (3.3)
starts with c(z+w) t for some c:#0. But on recalling that 7'= T~(~b) we see that ~(z + w) = ~ + 4)(z + w) = 6 + ~(z) + ~(w) = 7'(z) + ,/)(w), and for z, w sufficiently small we can add the two terms on the extreme righthand side by means of our addition formulae. Thus if we write 
.. ~k,o(Z) ..... tPR,Nk (Z)).
It follows that ord~ AP = t-1 as required.
A similar argument works if ord~ P = ~, for then the function in (3.3) and f(z,w) are both identically zero. This proves (iii) for any 6 in (9, and in particular for any 6 in F.
Finally to prove (i) let P be an arbitrary multihomogeneous polynomial in 15. Then ord~P=oo for all 6 in (9. So by the above remarks we see that ordo AP= oe for all 6 in (9. In particular AP vanishes on (9. Since (9 is a nonempty open subset of G, it follows that AP is in 15. This establishes (i), and thereby completes the proof of Lemma 3.
Lastly it is convenient here to isolate in the following lemma the basic argument of Sect. 6 of [2] . For a multihomogenous ideal `3 of 9l and g in G we write ordg.3 for the minimum of ordg P as P runs over all multihomogeneous polynomials of .3. Put N = N 1 +... q-N k.
Lemma4. For l <_r<N let .3 be a multihomogeneous special unmixed ideal of rank r. Suppose ~3 is a multihomogeneous prime ideal of rank r such that for some T > 0 we have At`3~_~3 (0<t< T). (3.4)

Assume that there exists ~ in F such that ord~ ~ is finite and non-zero. Then has a primary component ~ of length at least T whose associated prime ideal is
Proof Taking t=0 in (3.4) we see at once that ~ must be a prime component of `3. Let ~ be the corresponding primary component, and let e be its exponent. We shall show that e>T. Let co=ordr ~, and pick P in ~3 with ord~ P= co. Then by (iii) of Lemma 3 we have ord~ AP = co -1 < ord~ ~3, and so AP is not in ~. If now ~ is the only primary component of .3, we put Q=I; otherwise we define Q as follows. For each of the other primary components ~'+~ of .3, their associated primes ~' satisfy ~'#:~. Since .3 is unmixed, the ranks of ~, ~3' are equal, and so ~'~ ~. Hence for each such ~3' we can find P' in ~' but not in ~3. So if e' is the exponent of ~' the polynomial P'~' is in t~' but not in ~. Now put Q=I-IP'~', where the product is over all ~'# ~ as above. Thus in both cases peQ lies in .3, but Q does not lie in ~. Since P lies in ~, we see that
A~(WQ)=-e!(Ap)eQ
(mod ~);
and since AP does not lie in ~3, we conclude that Ae(peQ) is not in ~. So by (3.4) we cannot have e < T; thus indeed e > T.
Hence by Lemma 1 (p. 278) of [2] we see that the length of ~ is also at least T. This completes the proof of Lemma 4.
Degree estimates
Let G 1 ..... G k be as in Sect. 1, not necessarily disjoint, and let F be a finitely generated subgroup of G=GIX... xG k. Let a~ ..... a k be as in Sect. 2, and define the operators E(7), 8 (7) We recall (see the Appendix) that if `3 is a multihomogeneous ideal of ~fl whose rank r satisfies 1 <_r<_N, then for any j in JV(r) there is a non-negative integer bj(`3) measuring the corresponding degree of `3. We further define 6j(`3)=0 for any j in Z k not in tiff(r). We shall need the following comparison result. 
. Jk) in dV(r) and any 7 in F we have
Proof. We do this by considering the associated varieties in 3f = IPN1 X ... X 1PN~ , and we argue by decreasing induction on r. If r = N the result is easy. For any multihomogeneous special ideal .3 is contained in the maximal multihomogeneous ideal 9l(70) corresponding to some point 7o in F, and so, if prime of rank N, it must be equal to 9l(7o). Then the only possible value for j is (N 1 ..... Nk) , for which 3j(`3)= 1. By parts (iii) and (iv) of Lemma 1, this argument applies to g(7)~ as well as to ~. This does the case r= N. Now assume the lemma holds for ideals of rank r + 1 =< N, and let ~ be as above of rank r. Pick J=(Jl ..... Jk) in W(r). As [j[=r<N, we can assume without loss of generality that Jl <Nt. Since ~ is special, its associated variety V in 5f is contained in the Zariski closure G of G in ~. Let G~o=CJ\G and V~ = G~ c~ V. Note that V~ 4: V, since V contains an element 70 of F_ G. Thus either Vo~ is empty or its codimension r~ in f satisfies ro~ => r + 1. We choose a linear form L in ~RI =K[X1, o ..... X1,N, ] as follows. If V~ is empty, then all we demand is that L should not vanish at 70. However, if Vo~ is not empty, let W 1 .... ,W t be its irreducible components, and fix w~ on W l (l <= l _<_ t). Then choose L so that it does not vanish at 70 or w~ ..... w~.
In either case, since L does not vanish at 70 on V, we see that L does not lie in ~. Hence the ideal .~ = (~3, L) is of rank r + 1, and we can write for some h> 1, where !~ ..... ~h are multihomogeneous primary ideals of 91 of rank r+ 1 and .~' is either 91 or of rank exceeding r + 1. Furthermore we can assume that the associated primes ~3~ ..... ~h are distinct. Let V~,..., V~ be the associated irreducible varieties in 5 c. We claim first that V~ .... , V~ all meet G.
For suppose not, and that G ~ V~ is empty for some i with 1 _<i< h. Then as V~_ V~G, it would follow that In particular Vo~ must be non-empty, whence V~___ W~ for some l with 1 <l<_t. But the codimension of Vii in Y" is r + 1, whereas the codimension of W~ in .%r is at least ro~ => r + 1. It follows that Vii = W~. But this is not possible, as L vanishes on V/but not at the point w I of W I. Hence indeed each V~ (1 _-<iN h) meets G.
Therefore for each i with 1_<i<h we can fix a point v~ of G on V~. By the remark after Lemma2, we may without loss of generality assume that F contains v 1 .... ,Vh, as by enlarging F we do not in fact change the ideal d~ (7) Finally to get an upper bound for the right-hand side of (4.1) we consider the ideal ,~ = (8(7) ~, E(7) L). Now if E(?) L were in ~(?) ~, we should deduce at once that e(7)(L)~d~ (7)~. Applying d~ and using parts (i) and (ii) of Lemma 1, we find that (L)_c~, which is impossible, as remarked above. It follows that ,3 is of rank r+ 1. Also, from the definition of E (7), we see that E(7)L lies in 911 and is homogeneous of degree a 1. So by Lemma A5 we have a I 6j (~(~/) 9) = {~j +e (3)" (4.2) But since ,~ = (~3, L)_a ~i, we deduce 3a_g(y)~a_~(7)~ i
(1 ~i~h).
It follows that ~ has an isolated primary component s of rank r+l whose associated prime is ~(7)~3i, and on localizing at this prime, we see that ~i_ag(7)~/ (l<i<h). As g (7)~31 ..... g (7)~3h are all different, it follows from Lemmas A2 and A4 of the Appendix that
Substituting this into (4.1) and using (4.2), we obtain the desired conclusion
~j(9)_-<A~j(g(~) 9).
This completes the proof of Lemma 5. We remark that the lower bound 6j(~)>__A-16i(g(7)~3) follows immediately by applying the lemma with -7 instead of 7. However, it is possible to prove the exact equality 5i(~3)=(~i(g(y)~3 ) provided the projective embeddings of G1 ..... G k are sufficiently well-behaved; this observation is due to Moreau [13J in the case k= 1.
Connectivity estimates
This section is concerned with the connectivity of certain stabilizers in 5f. Let G 1 ..... G k be as in Sect. 1, not necessarily disjoint, with G = G 1 x ... x G k embedded in ~r. For any subset V of Y" with Va=GnV non-empty, we write stab G V for the set of elements g in G such that g+ V G= V G. This is clearly a subgroup of G. If V= F it is even an algebraic subgroup; for example, it can be seen using (1.4) that in this case
where the second intersection is taken over all v in V G (see also [1] Having thus chosen (9 and v o .... ,v,,, we proceed to interpret the assertion about (5.4) in terms of ideals, and then prove it. Let F be the subgroup of G generated by v 0 .... , v,, and the elements of R, and for 7 in F write E(7), g(7) for the corresponding operators defined in Sect. 2. Let .~ be the ideal generated by 8(v0)~ together with the polynomials E(vo)P ..... E(vm)P as P runs over the given polynomials defining S in G. Further for each p in R let ~p be the associated prime ideal of Hp, and let 3w) be the contracted extension of ~ with respect to p. We shall eventually show that ~3p is a prime component of ~tp) with the same rank as 3(P).
To 
Vo+h=V6c_a~g=S.
Consequently P vanishes at v~+h. Since v~+h is in (91, it follows that Q=E(v~)P vanishes at h. Since h was arbitrary, Q vanishes on (gi,p =Ho, and so lies in ~3 o. This completes the proof of (5.7), and by localizing at p we deduce that "3(P) -~ ~o" V'~H, (5.10) for some a in R, and since H, is closed in G, we get V; c_H,. As p is in V.'G, it follows that in fact a=p. Now we conclude from (5.10) that V'c_H o.
So in terms of ideals we have ~oc-~'. Thus the rank of ~p is at most the rank of ~', which by assumption is the rank of ~w). The opposite inequality follows from (5.8). Hence ~o is indeed a prime component of `3(P) of the same rank as .3 (p) (and in fact ~p=~', so it is the only such component; but we don't need this). Now let s__<n be the codimension of H in G. Then the ideal ~o has rank h+s for each p in R. So each `3(P) has rank h+s. Let `3* be the contracted extension of .3 with respect to all the points of R simultaneously. Then .3* also has rank h+s, and it has a prime component ~3p for each p in R. It follows that the radical also has rank h +s and prime components ~p for each p in R. Thus we have by Lemma A2 of the Appendix
for any j in Jf'(h+s), where the sum is taken over all p in R. We proceed to estimate the right-hand side of (5.11). This could be done using a suitable degree theory for quasiprojective varieties in 5 c, but we prefer instead to apply the considerations of the Appendix directly to radical ideals. For this we recall that an ideal is said to be quasi-unmixed if all its isolated components have the same rank. Now we have `3=(~o,!~), where ~o=g(70)~ and !~ is generated by the polynomials E(Vo)P ..... E(v,,)P of multidegrees at most (aiD 1 ..... akDk). In particular the rank of `3 is at least the rank h+r of ~o, and so h+s>h+r.
Thus r_< s-< n. We now inductively construct ideals `3o ..... `3~ r such that (i)l ~3o~`3t___`3 (O<_l<_s-r)
(ii)l The ideal `3, is quasi-unmixed of rank h + r + l (0-< l_< s-r) (iii)z For any j in JV(h+r+l) we have
.(akDk) (O<_l<_s--r),
where the sum is taken over all d=(d 1 ..... dk) with Idl--l. For l=0 we take `3o=~o . Since ~*_c`3. we have ~*+~R, and so ~*=~o. Thus (i)0 and (ii)o are clear. Also 1//.~-= ~o, so that (iii)o is obvious. So we are finished if s = r. Henceforth assume s > r and that for some l with 0__<l< s-r we have found `31 satisfying (i)l, (ii)t and (iii)r We proceed to construct `3t+~ satisfying (i)t + 1, (ii)l+ 1 and (iii)l + 1.
Firstly, note that since `3* is quasi-unmixed of rank h+r+l, its radical I/~ is unmixed of rank h +r + I. Let ~ be any prime component of l//~-~.
Then ~ is of rank h+r+l and ~*=~. Now !~, otherwise, since ~o~`3~___1/~ we should deduce `3=(~o,!~)___~ and so g*~_~, which is impossible on comparing ranks. Hence at least one of the generators of ~ is not in ~. The usual techniques (cf. Sect. 7) now enable us to find a multihomo- ~c`3. _c`3. we see that ~/*___`3"; thus R*~91. Hence !;1" is quasiBut as ~,_ t+ unmixed of rank h+r+l+ 1. But it is easily seen that :3z+a =!;1"; and this proves (ii)t+ 1. Finally (iii)t+ 1 is immediate from (5.12) using Lemma A4 and the inclusions But from Lemma2 we have ~3o=g(a-p)~,; therefore by Lemma5 we have 6j(~o)>0 for all p in R. So 6j(~3p)>l for all p in R, and now (5.13) gives the required estimate (5.1) for the cardinality ~:(H) of R, after using once more Lemma5 to replace ~3o=g(?o) ~ by ~3. This proves Lemma6 without the disjointness condition.
Finally 
n~). Then we have
TQ,(X) > c D"
and if n > 1 also 
EO.r(X)>=cD"
T'= rain (E, T/n)
T~=T-(r-1)T' (1 <r_<n).
Also in cases Ig, Id we put whereas in cases IIg, IId we put
T,+x-=T-(n-1)T'-T/n.
We can now state our Proposition. We recall the multinomial coefficients C(r) defined in Sect. 5, and we define X t~ as the origin of G. We prove this Proposition in the next section. But first we verify that it implies the Main Theorems with c given by (6.3). For if P satisfies the conditions of either version of the Main Theorem and also has finite order at each point of F, then we may apply the Proposition. We conclude from (iii),+ that the ideal ~*+~ is multihomogeneous of rank h+ n+ 1 =N+ 1; yet it vanishes at the origin X (~ of G, since by (ii),+ 1 all the generators of 3,+ 1 vanish there to order strictly greater than
T,+I> T-(n-1) T'-T/n>O.
But this is not possible; hence there is some g in F at which P vanishes to infinite order along ~. It follows from the definition that P vanishes at g + @(z) for all z sufficiently small, and hence by analytic continuation it must vanish on all of g + 45.
Proof of Proposition
We carry over all the notation of the preceding section. We shall construct the desired polynomials Ph+i ..... Ph+,+i by induction, starting with r=l. We take Ph+i=P; then 0)1 and (ii)l are obvious. It remains to check (iii)i and (iv)l. For this we note that P cannot lie in the prime ideal 3~ = ~, else it would vanish at all points of G to infinite order. If h=0 then -~I=(P), and since X (") is nonempty we deduce 3" 4: ~R. Hence by Lemma 7 (p. 501) of [4] the rank of 3" is at most 1; so this rank must be exactly 1. This proves (iii)l in the case h=0. Also (iv)~ is clear in this case from LemmaA4 of the Appendix since (P) ='~l ~* C2~ 1 and these ideals have the same ranks. Next, still with r = 1, assume h >__ 1. Then by Lemma A5 of the Appendix the ideal ~ ~'* ;5=(:3o,P) has rank h+l and for any j in JV'(h+ 1) we have By (6.2) this is non-zero only if j-ei=h for some i with 1 <iNk, and then (6.1) gives the estimate (iv)1 with 3* replaced by .~. Also 3" = (3 o, P)* ___(3~, P) = 3.
(7.1) Now 3* 4: ~R since the generators of 31 vanish on the non-empty set X('); thus by (7.1) the rank of 3* is at least h + 1. But by Lemma 7 of [4] this rank is also at most h+ 1. We deduce (iii)~ for h> 1, and now (iv) 1 follows from Lemma A4, the inclusion (7.1), and the estimate for 6j (,3) . This completes the construction of Ph+ 1'
Next suppose that for some r with l<r<_n the polynomials Ph+l ..... Ph+r have been constructed to satisfy the conditions (i),, (ii)r , (iii),, (iv)r of the Proposition. We shall construct Ph+~+l SO that the conditions (i)r+l, (ii),+l, (iii)r+ 1, (iv)r+ 1 hold.
Since by (iii), the rank of .3* is h + r, it is unmixed by Lemma 7 of [-4] . Fix an arbitrary prime component ~3 of ~r~*', this is then multihomogeneous of rank h+r and special in the sense of Sect. 2. Thus the variety V of ~3 in Y" passes through some ~: in F. We shall eventually prove that there exists x in X and an integer t with 0< t < T~-Tr+ a such that
For suppose (7.2) is false. Then for all x in X we have
By (iv) of.Lemma 1 the ideal 3=g(x),3* is unmixed of rank h+r. Since contains P and by hypothesis ord~P is finite, so is order. Since V passes through 7, we have in fact order>0. Hence we may apply Lemma4. It follows that ,~ has a primary component ~ of length at least T~-T,+ 1 whose associated prime is ~3. In particular ,3___~, whence ,~*_~#(-x)~. Comparing ranks, we see that ,3" must have a primary component ~x~_g(-x)~ whose associated prime is g(-x)~. Furthermore the length I x of ~x is at least the length of g(-x)~; and so by (iv) of Lemma 1 we conclude that Ix> T r-Tr+ 1. Thus on our hypothesis (7.3) we see that for each x in X the ideal ~* has a primary component of length at least T~-T~+a whose associated prime is d~
We now define an equivalence relation on X by saying that x, x' in X are equivalent if 8(-x)~=#(-x')~3. 
M(T~-T,+a)6i(~)<a 6~(~,), and so by (iv)~
M(T r -T, + ~) 6~(~3) < a"-" (2 a) ~r(r-a)b h C(i -h) D*-h. (7.4)
This holds for all i in ~V'(h+r); but from our convention on b~(~) it actually holds for all i in ~k. We now study more carefully the above equivalence relation in order to obtain a lower bound for M in terms of the quantities Q~(X) or Q,(X). By considering suitable generating functions it is easy to see that
In particular (7.7) then implies C(s)> 0, so that si>O (1 =<i<k).
It is not difficult to verify the inequality A r < (2 a)"2/n, (7.8) (7.9) (7.10) and using this together with (6.3) and (7.8), we deduce from (7.7) that (~ -~+ 1) Q~(X) < (c/n) D ~.
(7.11)
(1 =<i__<k), (7.12) and it follows from (7.9), (7.12) and the definition of A s that D~<As.
(7.13)
We conclude from (7.11) and (7.13) that
(7.14)
We now obtain a contradiction. In case Ig this is immediate, for
and so (7.14) contradicts at least one of (6.4), (6.5) or (6.6). In case IIg the same argument works if s#n, for then r<s<n and (7.15) is still valid. Thus (7.14) contradicts either (6.4) or (6.5). It remains in case IIg to consider the possibility S ~/'/.
For this we go back to (7.4). There exists some i in Jc"(h+r) with 8i(~)>1. In particular (7.4) then implies that C(r)> 0 for r = (r 1 .... , rk) = i --h, so that ri=0 (1 <i<k). (7.16) In addition, from (6.3), (7.8) and (7.10), the inequality (7.4) also implies that
M(T, -7", + 1) < (c/n) O r.
(7.17)
But as s = n the stabilizer H must be a finite subgroup of G, and so contained in Gtor~. Since X,,-xm~_H (1 <_m<M), the condition (6.7) implies that M=IXI. Since Q,(X)< IX[ we deduce from (7.17) that
As in (7.12) we see that ri<n,
(1 <i<k), (7.19) and it follows from (7.16), (7.19 ) and the definition of A, that D" < A r. If r#n, then r<n and (7.15) is still valid; hence (7.21) contradicts either (6.4) or (6.5). It remains only in case II g to consider the possibility r = n.
But now T,-T~+ 1 = T/n, whence (7.21) contradicts (6.4). These contradictions establish (7.2) in all cases for the general version of the Main Theorem. Next suppose that we are in the situation of the disjoint version of the Main Theorem, so that G 1 ..... G k are disjoint. Now the algebraic subgroup H has a type s=(s I .... ,Sk) automatically satisfying
O~si ~rt i (l__<i<__k).
By Lemma6 the codimension s=[s] of H in G satisfies r<_s<_n, and, putting j = h + s, we have
where the sum is taken over all d with Id] =s-r. By (7.5) and the definition of Qs(X) this gives
So combining (7.4) and (7.22) and using (6.3), (7.8) and (7.10) yields
We now obtain a contradiction. In case Id this is immediate, for (7.15) holds and so (7.23) contradicts at least one of (6.8), (6.9) or (6.10). In case IId the same argument works if s4:n, for then r<s<n and (7.15) is still valid. Thus (7.23) contradicts either (6.8) or (6.9). It remains in case IId to consider the possibility s = n.
For this we go back to (7.4). There exists some i in ,Ar(h + r) with 6i(~3 ) >__ 1. In particular (7.4) then implies C(r)>0 for r=(r 1 ..... rk)=i--h, so that (7.16) holds. In addition, from (6.3), (7.8) and (7.10), the inequality (7.4) also implies that (7.17) holds. But as s=n the stabilizer H must be a finite subgroup of G, and therefore contained in Gtors. Since X,,-xm~_H (1 <m<M), the condition (6.11) implies that M=IX]. The inequalities (7.19) are still valid, and together with (7.16) they show that Qr(X) is defined. Then Qr(X)<[x], and we deduce from (7.17) that (T, -T,+ 1) Qr(X) < (c/n) D'. (7.24) If r4:n, then r<n and (7.15) still holds; hence (7.24) contradicts either (6.8) or (6.9). It remains only to consider in case lid the possibility r= n.
But now r=n and so T,-T~+ 1 = T/n, whence (7.24) contradicts (6.8). These contradictions establish (7.2) in all cases for the disjoint version of the Main Theorem.
Thus we have proved (7.2) unconditionally. The argument is now essentially routine and it does not depend on which version of the Main Theorem we are considering. There exists x in X and an integer t with 0 < t < T r-Tr+ 1 such that (7.2) holds. We may assume t is chosen minimally for this choice of x. We shall deduce that
At(E(x) ~,) ~ ~3. (7.25) For suppose on the contrary that At (E(x)3,) ~_~. From the minimality of t it follows easily that At~_~3*=~3, where ,~=(E(x)3,)* is the contracted exten-sion of the ideal generated by the elements of the set E(x).,~ r. Since [2] we can find a linear combination of the P~, with coefficients in K, that does not lie in any of the prime components of 3". This linear combination gives the required polynomial Ph+,+ a, and we proceed to verify that it satisfies the conditions (i),+ 1 (if r 4:n), (ii),+ 1, (iii),+ 1, and (iv),+ 1 (if r+ n) of the Proposition.
The above construction of each P~ makes it clear that (i),+ t holds (if r + n). Next, to prove (ii)~+ 1, let y be any point of X ("-'). Then z=y+x is in X ("+ 1-,), and so by (ii)~ ordz Pj>= T , (h+l<=j<=h+r). So this holds, and we deduce that ordyP~>T~+t. Hence also ordyPh+,+t>T,+l, and since y was arbitrary this proves (ii)r+2 (with strict inequality).
The condition (iii),+l follows by standard arguments. Indeed, the ideal =(.3*,R 1) has rank h+r+l. Also, since T,> T,+ t >-O, every generator of
-~,+1 vanishes on the non-empty set X ~"-'), and in particular ~* :3,+2~9t. So by Lemma 7 of [-4] the rank of 3,* 2 is at most h + r + 1. Since ,3 -~ 3* 1, this rank must be exactly h+r+ 1. This verifies (iii),+ 2.
Finally if r+n, then for any j in X(h+ r+ 1) we deduce from Lemma A5 that k 6j ( Since ,~ __ .3*+ 1 and these ideals have the same ranks h + r + 1 < N, the condition (iv)r + ~ follows from (7.27) using LemmaA4. This completes the proof of the Proposition.
Further remarks
We discuss here the relationships between our Main Theorems and the results announced in Sect. 9 of [4] . [4] from the general version of our Main Theorem. We choose ~ in an arbitrary way and we take T= 1. By using induction on k and simple projection properties of the quantities p,, it is not difficult to see that we may without loss of generality assume that D 1 ..... D k are positive integers. We could define X as above; but in fact it suffices here to take X = F(S/n), since we no longer need the condition (8.1). We still have X~")~F(S), and, as this X is certainly no smaller than the set defined above, (8.2) still holds. Now the conditions of Theorem B imply the conditions
of the general version of our Main Theorem. Thus we conclude that for any one-parameter subgroup 9 of G there exists ~ in F such that P vanishes on all of ~+0. It remains to verify that this implies the vanishing of P on all of G. We do this using only the countability of F. It is convenient to assume G embedded in some projective space IPM; for example, the Segre map does this with X o ..... x,) which vanishes on the complement of (9' in IP. Now suppose on the contrary that P does not vanish on all of G. Then the vanishing of P defines a proper closed subset S of G. Hence for each 7 in F the set S-7 is a closed subset of G of dimension at most n-1. Thus for each 7 in F we can find a non-zero homogeneous polynomial P~(X o .... ,X,) which vanishes on S-7. Since F is countable, it follows as in E4] (p. 492) that there exist elements x o .... ,x, of K such that Q(x o .... ,x,)4:0 and P~(x o ..... x,):#0 for all 7 in F. In particular there exists g in (9~_G whose first n+ 1 pr~ojective coordinates are x 0 ..... x,; and then P does not vanish at g for any 7 in F. Therefore g is not in S-7 for any 7 in F, whence 7+g is not in S for any 7 in F. However, by using the exponential map on G it is easy to construct a oneparameter subgroup 4~ of G that passes through g. Then there exists 7 in F such that P vanishes on 7+4. So 7+~b_~S, whence y+g is in S, a contradiction.
Thus indeed P vanishes on all of G, which establishes TheoremB, with c = (2 a) "2 b N-" k".
Next we deduce Theorem C (p. 515) of [4] from either version of our Main Theorem. We note that in the statement of this result the numbers Z, should be defined as 1 if p~=0. It suffices to take k= 1 and G~ =G, with ~ arbitrary and T---1, and without loss of generality D a positive integer. We take of our Main Theorems. Thus we conclude that for any one-parameter subgroup 45 of G there exists 7 in F such that P vanishes on 7+q'-Exactly as above this implies that P vanishes on all of G. This establishes Theorem C, with c=(2a) "2 b re-". We leave it to the reader to prove that the general version of the Main Theorem implies a form of Theorem ABC (p. 515) of [4] in which the conditions EZr/nPr>A r are replaced by EXJnPr>cAr (l<r<n), even when E is defined as in the final sentence of [4] . Likewise, if he wishes, he can formulate a variant of this result when G I ..... G k are disjoint, and deduce such a result from the disjoint version of the Main Theorem.
We close this section with some practical methods for establishing that given commutative group varieties are disjoint. For a commutative group variety G we define a subquotient of G as a group of the form H/K, where H and K are algebraic subgroups of G with H connected and K c_H. It too is connected, and is therefore a group variety. Proof. Let G~, G 2 be commutative group varieties, with G=G x • G2, and let /'~1, ~2 denote the projections from G to G 1, G 2 respectively. We start by noting, essentially as in [3] , that the existence of an algebraic subgroup H of G implies the existence of algebraic subgroups K 1 ~ H a = ~(H), K 2 _~H 2 --~ZE(H ) and an isomorphism 2: H1/KI--*H2/K 2 such that (hi,h2) is in H if and only if 2(h 1 +K1)=h 2 +K 2. For we may identify G 1, G 2 as algebraic subgroups of G in the natural way, and we let K~=na(Hc~Ga) be the set of all h~ in H a such that (hi,0) is in H, and we let K2=~z2(Ht~G2) be the set of all h E in H 2 such that (0, h2) is in H. Then for any h a in H 1 there is some h E in H 2 such that (ha,hE) is in H, and it is easy to see that this induces the desired isomorphism 2 between the subquotients Ha/K 1, H2/K 2. Now (i) is immediate. For let H be any connected algebraic subgroup of G 1 • G 2. Then the resulting subgroups H a, H 2 are connected, and so Q1 =H1/Ka, Q2=H2/Kz are subquotients. Thus by hypothesis Qa=Q2=0, so KI=H 1, K2=H 2. This leads at once to H=H~ • H2, SO G1, G 2 are disjoint as required.
Before we establish (ii) and (iii) we prove a converse to (i). Suppose G~, G 2 are disjoint, and let 2: QI-~Q2 be an isomorphism of subquotients Qa =H1/K1, Q2 =H2/K2 of G1, G 2 respectively. We shall show that Q1 =Q2 =0. Define a map ~: H lxH2~Q2 by
6(ha, h2)= 2(h~ + K~)-(h 2 + K2).
Its kernel H is an algebraic subgroup of G, and clearly rq(H)= H a, rc2(H ) = H 2. By disjointness the neutral connected component H 0 of H is a product, and by
Then it is known that there exist integers aj such that for all sufficiently large tl,..., t k we have where the sum is taken over all j in ~4 p with
IjT =jl + ...-t-jk>=r.
For a proof see Theorem 7 (p. 757) of [10] . Let ~#(r) denote the subset of ./V consisting of all j with IJl =r. For j in JV'(r) we denote the coefficients aj by 6j(3). It is convenient also to define c~i(3 ) as 0 for any j in 7~ k not in JV'(r).
Similarly it is useful to define the binomial coefficient (~) as O for any integers a, bwitha>Oand either b < 0 or b > a. Proof By Theoremll (p. 759) of [10] we know that hi(3)>0 for all j in dV(r). To get a strict inequality we note that 3 is a homogeneous ideal of 2, so that for an integer t->_0 we can define the usual Hilbert function H(t; 3) that counts the maximum number of monomials of degree t that are linearly independent over K modulo 3. It is easy to see that where the sum is taken over the same range. This holds for any r 1 >0, ...,rk>0 with r I + ... +rk=r. Now for t sufficiently large the function H(t; 3) is a polynomial of degree m = N + k-1-r with leading term &m/m!, where 6 is the classical degree of 3 viewed as a homogeneous ideal. If we formally substitute (A2) and (A4) into (A3) we may in fact equate the resulting coefficients of t". This is because the terms with at least one of tl, ...,t k bounded give rise to terms of order at most t"-1. We obtain where the sum is over all j in Jff(r). Since 6 > 0, the last part of the lemma follows at once. Lemma A2. Proof It is easy to see that ~ is multihomogeneous, and then the result is proved in w 32 (p. 767) of [10] . H(tl,... , tk; 3' ) is an obvious consequence of the hypotheses, but unfortunately it does not imply the corresponding inequalities for the leading coefficients if k> 1_ Instead we argue as follows. We can write where ~1, ...,~,, are multihomogeneous primary ideals of rank r with distinct associated primes ~1,.-., ~m, and either ~= 9{ or .~ has rank larger than r. Since 
. tk; 3)--H(t 1 --D~ ..... tk--Dk', ~ )
for any integers t a > D~,..., tg> D~. On making t~,..., t k sufficiently large, the required expression for 6~(,,~) follows without difficulty from the fact that for t large and m, D fixed the expression 
