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Abstract 
The recently increased seismicity in Oklahoma provides a rich catalog that delineates 
unmapped fault system. In this project, I identify 88 clusters with 20 or more 
earthquakes using automatic nearest-neighbor approach. It is assumed that each cluster 
nucleates on a preexisting fault segment; I manually pick the fault geometry and use a 
spectral decomposition method to get fault strike, dip and planarity. These seismogenic 
faults are steeply dipping (>80°) and the dominant strikes are 50°~60° and 100°~110°. 
To study the fault orientation to regional stress field, I invert the stress state from focal 
mechanism solutions using a linear stress inversion method. Most areas in Oklahoma 
show strike-slip faulting regime, while the north and northwest areas show a 
transtensional regime. By comparing the seismogenic fault orientation to regional stress 
orientation, I find that most newly reactivated seismogenic faults are optimally or 
moderately optimally oriented, thus posing a potential earthquake hazard.  
I show a case study of seismogenic fault in Woodward, Oklahoma. Three fault 
segments are picked from seismicity and both the main strike-slip fault and shallower 
normal fault are optimally oriented to regional stress field. I analyze the reactivation 
process of the fault system using seismicity migration and Coulomb Stress interaction. 
Finally, I search for dynamic triggering evidence in Oklahoma by both catalog search 
and waveform search. I find triggered events in Woodward cluster, Oklahoma by May 
12th, 2015 M7.3 Nepal earthquake. The triggering stress threshold is as low as 1𝑘𝑃𝑎, 
suggesting the faults were critically loaded at the mainshock time.  
1 
 
Chapter 1 Introduction 
1.1 Fault analysis using seismicity 
Thousands of fault segments are compiled by Oklahoma Geological Survey (OGS) 
[Holland, 2015] (Figure1-1) from oil and gas industry data and published literature. 
However, a large portion of seismicity in Oklahoma does not occur on mapped faults 
(Figure1-2). So, in this study, I use the rich earthquake information to delineate the 
currently active faults in Oklahoma. Many earthquakes form clusters and several large 
clusters have been studied to map fault system. The November 6th, 2011 𝑀𝑤5.7 Prague 
earthquake sequence has been studied and linked to disposal wells which are only a few 
hundred meters away from the closest earthquakes [Keranen et al., 2013]; the 
aftershock sequence is used to delineate the rupture zone as narrow, steeply dipping 
surface in both the sedimentary section and basement; two of the three rupture segments 
correlate well with the previously mapped Wilzetta fault zone, the other defines a 
secondary orientation. The slip on the three mainshocks is consistent with an east-
northeast direction of maximum horizontal stress. The February 13th, 2016 𝑀𝑤5.1 
Fairview earthquake is another large earthquake potentially induced by waste water 
injection in Oklahoma [Yeck et al., 2016]. Affected by the 12km northeast high-rate 
injection zone, the cluster started in late 2015 and migrates to southwest. The seismicity 
in Fairview cluster is used to map a preexisting fault with strikes and dips between 
approximately 40°~48° and 70°~80°, respectively. The September 3rd, 2016 𝑀𝑤5.8 
Pawnee earthquake occurred on a previously unknown left-lateral strike-slip basement 
fault that intersects the mapped conjugate Labette fault zone [Yeck et al., 2016].  
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1.2 Stress field in Oklahoma 
The regional stress information can help identify some optimally oriented faults and 
hence identify some potential earthquake hazards [Holland, 2013]. An in-situ stress 
map of Oklahoma is developed by Alt and Zoback [2015] by utilizing wellbore image 
logs and shear-velocity anisotropy measurements from sonic dipole data provided by 
the oil and gas industry. The map reveals a uniform ENE direction (Figure1-3) of 
maximum horizontal compressive stress (𝜎𝐻𝑚𝑎𝑥). Walsh and Zoback [2016] generate a 
fairly uniform map of 𝜎𝐻𝑚𝑎𝑥 orientation from focal mechanism inversion (Figure1-4). 
The orientation of 𝜎𝐻𝑚𝑎𝑥 is 83° with standard deviation less than 4°, but one grid in the 
north shows a larger difference at 73°. Despite the ‘uniform’ stress filed, the trends of 
seismicity distribution which are assumed to represent currently active fault segments 
show a large variability of orientations (Figure1-2). So, the idea of ‘uniform’ stress 
orientation might be an oversimplified result by lack of data. I use a large number of 
focal mechanisms to generate a detailed map of stress field by using a linear stress 
inversion method by Martínez‐Garzón et al. [2014]. The regional stress field can be 
used to identify preexisting faults that are optimally oriented and potentially active.  
1.3 Woodward cluster 
Several large clusters in Oklahoma have been studied after a large earthquake (M >
5.0) occurred [Keranen et al., 2013; Yeck et al., 2016]; Woodward cluster is one of the 
largest, isolated clusters in northwest Oklahoma but without any earthquakes larger than 
M4.0 so far, and the seismicity migration pattern shows complexity in the cluster. I will 
use Woodward cluster as a case study to demonstrate how the regional stress field 
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affects fault activities. I also study the characteristics of seismicity distribution, stress 
interaction and potential earthquake hazard in Woodward cluster.  
1.4 Dynamic triggering 
Dynamic triggering is one of earthquake triggering mechanisms that describes 
earthquakes triggered by the transient stress perturbation from surface wave of large 
(M > 6.5), remote earthquakes. Dynamic triggering has been observed in a variety of 
environments; many of these observations are from active volcanic and hydrothermal 
areas [Brodsky et al., 2000; Power et al., 2001; Prejean et al., 2004]. Recent research 
extends triggering to fluid-injection areas [van der Elst et al., 2013] where February 
2010 M𝑤8.8 Maule earthquake has been found triggering a strong earthquake sequence 
which could continue up to the time of the first M4.7 earthquake in Prague cluster. 
Areas with suspected anthropogenic earthquakes are also more susceptible to 
earthquake triggering from natural transient stresses [van der Elst et al., 2013]. In this 
study, I perform a systematic search for dynamic triggering evidence in fluid-injection 
areas in Oklahoma. This study is kind of independent from the study of seismogenic 
faults. On the other hand, dynamic triggering susceptibility suggests the presence of 
critically loaded faults and potentially high fluid pressures [van der Elst et al., 2013]. 
So, the dynamic triggering can be used as a probe to the fault stress state. The triggering 
stress threshold is usually low which can help identify some critically loaded faults.  
1.5 Structure of the thesis 
In Chapter 2, I characterize unmapped fault geometry and orientation parameters using 
earthquake location information. In Chapter 3, I invert regional stress state from focal 
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mechanism solutions and study the nature of the seismogenic faults. In Chapter 4, I 
show a case study of Woodward fault system; the reactivation process of the fault is 
analyzed using seismicity migration and Coulomb Stress interaction. In Chapter 5, I 
perform a systematic search for dynamic triggering evidence in Oklahoma; this part is 
relatively independent from seismogenic fault study; however, the triggering evidence 
suggests the existence of critically loaded faults.  
 
Figure 1-1. Mapped Oklahoma fault [Holland, 2015]. 
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Figure 1-2. Overview of seismicity and fault distribution in Oklahoma. Red dots are 
seismicity relocations with M>2.8 [Chen, 2016]. Green lines are mapped faults 
[Holland, 2015].   
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Figure 1-3. Maximum horizontal stress orientation map for Oklahoma by Alt and 
Zoback [2015]. Yellow dots are seismicity; blue lines are 𝝈𝑯𝒎𝒂𝒙 orientation from image 
logs; green lines are 𝝈𝑯𝒎𝒂𝒙 orientation from sonic dipole logs; white lines are 𝝈𝑯𝒎𝒂𝒙 
orientation from world stress map data.  
  
7 
 
 
Figure 1-4. Maximum horizontal stress orientation map by Walsh and Zoback [2016]. 
Red dots are earthquakes with M>3.0; green lines are mapped faults [Donald and 
Holland, 2015]. 
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Chapter 2 Seismogenic fault mapping 
2.1 Introduction  
The preliminary fault map of Oklahoma [Holland, 2015] is the current reference fault 
map for many researches. The mapped faults are compiled from oil and gas industry 
data and published literature, which do not include any depth information. Seismicity 
rate in Oklahoma has been increased dramatically, but a large portion of seismicity does 
not nucleate on mapped faults. Since most of the earthquakes distribute into linear 
trends, I assume those earthquakes occur on some reactivated, preexisting but 
unmapped faults. The seismic activities provide rich information to delineate the 
unmapped fault system. In this chapter, I first use a nearest-neighbor approach [Zaliapin 
and Ben-Zion, 2013a] to automatically identify earthquake clusters and classify the 
clusters into different types based on the magnitude-time distribution that may represent 
different failure processes. I manually pick the seismogenic fault from each cluster to 
get the fault strike, dip and planarity using a spectral decomposition method; these 
faults could be mapped or unmapped.  
2.2 Seismicity clustering 
Earthquake clustering is an essential characteristic of seismicity with signature of space, 
time and size. Clustering in space is exemplified by the concentration of earthquakes 
along boundaries of major tectonic plates and regional fault networks [e.g., Scholz, 
2002; Utsu, 2002]. Clustering in time is best seen as a significant increase of seismicity 
immediately after large earthquakes leading to aftershock sequences [Omori, 1894; 
Utsu, 1961; Utsu et al., 1995; Kisslinger, 1996]. Earthquake swarms, foreshocks, bursts, 
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gaps and switching of seismicity activity among spatio-temporal domains are also used 
to denote different types of seismic clustering [Richter, 1958; Jones and Molnar, 1979; 
Romanowicz, 1993; Utsu, 2002; Felzer and Brodsky, 2006; Vidale et al., 2006; Vidale 
and Shearer, 2006; Ben-Zion, 2008; Shearer, 2012]. To automatically separate 
earthquake clusters from randomly occurring background seismicity, I use nearest-
neighbor approach [Zaliapin and Ben-Zion, 2013a]. The distance η between two events 
is defined as: 
 𝜂𝑖𝑗 = 𝑑𝑡𝑖𝑗 ∙ 𝑑𝑟𝑖𝑗
𝑑𝑓 ∙ 10−𝑏𝑚𝑖 (2-1)  
where 𝑑𝑡𝑖𝑗 is the time separation between the two events 𝑖, 𝑗, 𝑑𝑡𝑖𝑗 = 𝑡𝑖 − 𝑡𝑗; 𝑑𝑟𝑖𝑗 is the 
3-D space separation 𝑑𝑟𝑖𝑗 = |𝑟𝑖 ⃗ − 𝑟?⃗? | and 𝑑𝑓 is the fractal dimension of the earthquake 
hypocenter distribution; 𝑚𝑖 is the magnitude of parent event 𝑖. In this project, I compute 
the distance 𝜂 with parameter 𝑑𝑓 = 1.6 following Zaliapin & Ben-Zion [2013a]. 
It will be convenient to represent the scalar distance 𝜂 in terms of its space and time 
components normalized by the magnitude of the parent event 𝑖 [Zaliapin et al., 2008]: 
 
{
𝑇𝑖𝑗 = 𝑑𝑡𝑖𝑗 ∙ 10
−𝑞∙𝑏∙𝑚𝑖
𝑅𝑖𝑗 = 𝑑𝑟𝑖𝑗
𝑑𝑓 ∙ 10−(1−𝑞)∙𝑏∙𝑚𝑖
 (2-2) 
It is readily seen that 𝜂𝑖𝑗 = 𝑇𝑖𝑗𝑅𝑖𝑗.  In this work, I use the scale of magnitude q=0.5 
[Zaliapin & Ben-Zion 2013a]. 𝑏 value is from Gutenberg-Richter law, b=1.3 for 
Oklahoma seismicity as shown in Figure 2-1.  
Earthquake origin time and locations are used as input in this method; then the distance 
𝜂 between each pair of events is calculated. We set up distance threshold to separate the 
earthquakes into clusters. Figure 2-2(a) shows the 2D distribution of 𝑇 and 𝑅; the area 
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with small R and small T means those events are close to each other both in time and 
space; it represents the clusters. The areas with large R or large T value represent 
background seismicity. Figure 2-2(a) shows that not much seismicity occurs in the 
background as shown in seismicity map in Figure 1-2, so I lower the threshold of 𝜂 and 
R to separate small clusters. Distance R is a bimodal distribution and T distribution is 
unimodal in the histogram of R and T shown in Figure 2-2(c) and (d), which suggests R 
is more sensitive than T to separate clusters. Because the seismicity in some clusters can 
last long time or show some bursts in time, I didn’t apply T threshold in the clustering. 
Data and results  
I use the relocated 16,899 earthquakes [Chen, 2016] in Oklahoma from 2010 to 2016 as 
input to generate clusters. Because the approach is insensitive to the catalog 
incompleteness [Zaliapin and Ben-Zion, 2013a], I first use magnitude cutoff 2.5, which 
is a little lower than magnitude completeness 3.3 shown in Figure 2-1, to cluster the 
seismicity and find that 3195 of 7239 earthquakes with magnitude larger than 2.5 can be 
separated into 140 clusters. To get more complete clusters, I run the clustering program 
without magnitude cutoff and find that 8371 out of 16899 earthquakes are separated 
into 255 clusters and the others are viewed as background seismicity. The clustering 
results without magnitude cutoff can separate both large and small clusters seen in the 
results with magnitude cutoff, so I use the latter results with more complete clusters in 
the following analysis. Figure 2-3 shows the clustering results from a threshold 
combination of 𝜂 as 0.01 and 𝑅 as 0.01 shown in Figure 2-2 (b) and (c). I get 54 clusters 
with 25 or more events in each cluster and 88 clusters with 20 or more events in each 
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cluster. The large clusters in Fairview and Pawnee are well separated; Prague is 
separated into two clusters because the southwestern part ruptured much earlier than the 
northeastern part; Woodward clusters is divided into six discrete small clusters, which 
suggests the complexity of Woodward fault systems. More than 70 relatively small 
clusters are identified in central and northern Oklahoma and the clusters are separated 
well and do not intersect with each other. I will use these clustering results to continue 
the analysis. 
2.3 Cluster classification 
Clusters can be classified into subtypes based on their magnitude-time distribution and 
the subtypes can be related to tectonic processes. Aftershock sequences and swarms are 
commonly occurred clusters. I use two parameters to classify the clusters: the timing of 
the largest event 𝑡𝑚𝑎𝑥 normalized by the median value and skewness of moment release 
𝜇: 
 
𝑡𝑚𝑎𝑥 =
𝑡𝑚𝑎𝑖𝑛 − 𝑡𝑓𝑖𝑟𝑠𝑡
𝑡𝑚𝑒𝑑𝑖𝑎𝑛 − 𝑡𝑓𝑖𝑟𝑠𝑡
 (2-3) 
 
 𝜇 =
∑ (𝑡𝑖 − 𝑡
∗)3𝑚𝑖
𝑁
1
𝜎3
 (2-4) 
where 𝑡𝑚𝑎𝑖𝑛 is the occurrence time of the largest event in each cluster; 𝑡𝑓𝑖𝑟𝑠𝑡 is the 
occurrence time of the first event in each cluster; 𝑡𝑚𝑒𝑑𝑖𝑎𝑛 is the median value of 
occurrence time in each cluster; 𝑡∗ is the centroid occurrence time, the mean value of 𝑡𝑖 
weighted by moment release (𝑀𝑖), 𝑡
∗ =
∑ 𝑡𝑖∗𝑀𝑖
𝑁
1
∑ 𝑀𝑖
𝑁
1
 ; 𝑚𝑖 is the normalized moment, 𝑚𝑖 =
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𝑀0(𝑖)
∑ 𝑀0(𝑖)
𝑁
1
; 𝑀0 is the seismic moment estimated from magnitude, 𝑀0 = 10
1.5𝑚𝑎𝑔+16.1; σ is 
the standard deviation of central moment, 𝜎2 = ∑ (𝑡𝑖 − 𝑡
∗)2𝑚𝑖
𝑁
1 . 
Aftershock sequences usually start with the largest event, so they will be characterized 
by a small 𝑡𝑚𝑎𝑥 and large positive skewness because of the long tail of aftershock 
distribution on the positive side. While for swarm sequences, the largest event usually 
occurs later than that of aftershock sequences and the cluster will be characterized by 
relatively large 𝑡𝑚𝑎𝑥 and small skewness which means no significantly skewed 
distribution. For our classification, I select thresholds for 𝑡𝑚𝑎𝑥 and skewness 𝜇 as 0.5 
[Zhang and Shearer, 2016; Cheng, 2016] and 5 [Roland and McGuire, 2009] 
respectively. Using the thresholds on the 54 clusters with 25 or more events, I find 5 
aftershock sequences, 33 swarms, 12 mixtures, and 4 foreshocks sequences as shown in 
Figure 2-4. The classification of some large clusters are consistent with previous studies 
[Keranen et al., 2016; Yeck et al., 2016]; Prague and Pawnee cluster are classified as 
aftershock sequences as shown in Figure 2-5 and Figure 2-6; Fairview is classified as 
swarm cluster (Figure 2-7) in which the largest event occurred three months after the 
seismicity had started in the cluster; and Woodward is composed of six discrete clusters 
(Figure 2-8), which suggests the complexity of seismicity distribution in this cluster.  
2.4 Fault geometry mapping 
Earthquakes tend to occur on fault plane and the distribution of earthquakes will spread 
out along the fault strike and dip direction, in which event locations will show the 
largest variance. I use the spectral decomposition method [Vidale and Shearer, 2006] to 
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find the direction of largest and smallest variance. First, for each cluster with 20 or 
more events, I create a 3×3 covariance matrix 𝐷 of event locations;  
 
𝐷 = (
𝐸(𝑥2) 𝐸(𝑥𝑦) 𝐸(𝑥𝑧)
𝐸(𝑦𝑥) 𝐸(𝑦2) 𝐸(𝑦𝑧)
𝐸(𝑧𝑥) 𝐸(𝑧𝑦) 𝐸(𝑧2)
) (2-5) 
where x and y are converted from longitude and latitude to kilometers relative to the 
cluster mean location, z is depth in kilometers relative to the cluster mean depth; then I 
calculate the eigenvalues (𝜆1, 𝜆2, 𝜆3) and corresponding eigenvectors (𝑈1,𝑈2, 𝑈3) of 
the covariance matrix. The shape of the seismicity cluster can be characterized by the 
relative size of eigenvalues. A nearly spherical distribution of events has 𝜆1 ≈ 𝜆2 ≈ 𝜆3; 
a plane distribution is characterized by 𝜆3 ≪ 𝜆1, 𝜆2 with 𝑈3 orthogonal to the plane; a 
linear distribution has 𝜆1 ≫ 𝜆2, 𝜆3 with 𝑈1 defining the direction of the line [Vidale 
and Shearer, 2006]. We define the planarity of seismicity hypocenters to be 1 − 𝜆3/𝜆2 
[Vidale, 1986]. At its extremes, planarity of 1 indicates perfect planar alignment and 
planarity of 0 indicates a similar width and depth of seismicity cloud, whatever the 
length [Vidale and Shearer, 2006]. The fault strike and dip angle can be calculated 
using the eigenvector of the smallest eigenvalue. 
 
stike~atan (
U3(2)
U3(1)
) (2-6) 
 
 𝑑𝑖𝑝~ atan
√𝑈3(1)2 + 𝑈3(2)2
𝑈3(3)
 (2-7) 
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where 𝑈3 is the eigenvector of the smallest eigenvalue. I assume the first two 
eigenvectors 𝑈1, 𝑈2 can represent the fault plane, and 𝑈3 is perpendicular to the fault 
plane. 
For each potential fault segment, I manually pick the start and end point of fault based 
on seismicity distribution. The top and bottom depth of the fault are 10th and 90th 
percentile of the depth distribution in each cluster. I picked 88 seismogenic faults 
(Figure 2-9) and the fault geometries are listed in Appendix A. To better know about the 
faults, I plot several parameters of the faults. Figure 2-10(a) shows a log-linear relation 
between fault length and maximum magnitude in each cluster; the histogram of fault 
length in Figure 2-10(b) shows that most of the faults are in the range [100, 100.6] km; 
referring to the log-linear relation in Figure 2-10(a) the expected potential maximum 
magnitude will be 3.2 to 4.4 for the seismogenic faults. The strike angle of seismogenic 
faults mainly distributes in two bins of [50°~60°] and [110°~120°], which form a 
conjugate fault pattern as shown in Figure 2-11(a); most of the dip angle of seismogenic 
faults are larger than 80°, suggesting the seismogenic faults are steeply dipping faults 
(Figure 2-11b); Figure 2-11(c) shows that most of the faults have plane geometry with 
planarity larger than 0.6, which confirms my assumption in calculation that the 
eigenvectors U1 and U2 can be used to represent fault plane and U3 is perpendicular to 
the fault plane. 
2.5 Discussion 
We pick the ‘fault plane’ under the assumption that the seismicity plane can represent 
fault plane, which is not always the case. The seismicity plane could be a structural 
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feature, like a weak zone or a fluid conduit that facilitates the occurrence of seismicity. 
However, we observed that some clusters (e.g., Pawnee cluster) show a conjugate fault 
pattern; some (e.g., Fairview cluster) show an extension of mapped fault; some clusters 
(e.g., Prague cluster) nucleate on or near mapped fault. These evidences give us more 
confidence to pick the fault plane from seismicity distribution. We can further verify the 
existence of smaller faults with seismic data or well log observation data.   
The decomposition method is sensitive to outlier of data when the cluster is small. I 
manually ‘cleaned’ small clusters to exclude some outliers if a potential fault segment is 
distinguishable. Then the cleaned cluster is used to calculate a more accurate fault 
strike, dip and planarity. I compare the fault strike to the nearby focal mechanism 
solutions to verify that the strike is in the right trend, but the focal mechanism 
information is not used in fault mapping.  
2.6 Conclusion 
Seismicity distribution in Oklahoma shows characteristics of clustering and I identify 
the clusters using nearest-neighbor approach. Those clusters can be classified into 
different types based on their magnitude-time distribution. Of 54 identified clusters with 
more than 25 events, there are 33 swarms and 5 aftershocks. Swarm-like clusters are 
dominant in Oklahoma, which are largely defined by smaller earthquakes. Most of the 
clusters have linear distribution and can be assumed to represent a potential fault 
segment. I pick 88 fault segments from clusters with more than 20 events and calculate 
the fault strike, dip and planarity using spectral decomposition method. There is a log-
linear relation between fault length and maximum magnitude of earthquakes on that 
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potential fault plane; most of the fault length is 100~100.6km and the expected largest 
magnitude is 3.2~4.4. Large clusters like Prague and Fairview are expected to have 
larger earthquakes (M>5.0), which are consistent with the real case. The planarity 
(>0.6) shows that the seismicity distribution in clusters is planar; most of these 
seismogenic faults are steeply dipping (>80°), and the dominant strike is around 
[50°~60°] and [110°~120°], which form a conjugate pattern relative to an 85° stress 
orientation. 
 
 
Figure 2-1. Gutenberg-Richter relation of seismicity relocations of Oklahoma [Chen, 
2016]. b value is 1.31 ± 0.12; magnitude completeness is 3.30 ± 0.39. 
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Figure 2-2. (a) 2D histogram of T and R, white lines are threshold of 𝛈 and R as 0.01 
and 0.01 used in clustering; (b)(c)(d) histogram of 𝜼, 𝑹 and 𝑻, respectively; red lines 
are the same threshold for 𝛈 and R as in (a); no T threshold is applied in clustering. 
 
 (a) 
 
(b) 
 
(c) 
 
(d) 
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Figure 2-3. Clustering results of seismicity relocations. Each cluster is represented by a 
different color. Thin red lines are mapped fault [Holland, 2015].  
 
 
Figure 2-4. Cluster classification results with threshold 𝒕𝒎𝒂𝒙 = 𝟎. 𝟓 and 𝝁 = 𝟓. 
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Figure 2-5. Seismicity distribution for Prague cluster; it is classified as an aftershock 
sequence; reds dotes are events ascribed to the cluster (blue dots) because their 
closeness in time and location. The top panel shows magnitude-time distribution; the 
bottom panel shows the map view of the cluster. 
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Figure 2-6. Seismicity distribution of Pawnee cluster; it is classified as an aftershock 
sequence. The top panel shows magnitude-time distribution; the bottom panel shows the 
map view of the cluster. 
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Figure 2-7. Seismicity distribution of Fairview cluster; it is classified as a swarm; red 
dotes are events ascribed to the cluster (blue dots) because their closeness in time and 
location. The top panel shows magnitude-time distribution; the bottom panel shows the 
map view of the cluster. 
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Figure 2-8. Seismicity distribution of Woodward cluster; it is composed of 6 discrete 
sub-clusters; each is represented by a different color. The top panel shows magnitude-
time distribution; the bottom panel shows the map view of the cluster. 
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Figure 2-9. Seismogenic fault map generated in this study (thick red line); thin red lines 
are mapped fault from Holland [2015].  
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Figure 2-10. (a) Fault length in logarithmic scale versus maximum magnitude in the 
corresponding cluster; (b) histogram of the fault length in logarithmic scale. 
 
 
(a) (b) 
  
25 
 
 
Figure 2-11. (a) Rose diagram of strike angle of seismogenic faults. (b) Histogram of 
dip angle of seismogenic faults. (c) Histogram of planarity of seismogenic faults. 
 
 
 
 
 
 
 
 
 
 
strike 
(a) 
(b) 
(c) 
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Chapter 3 Regional stress state 
3.1 Introduction 
A lot of seismic activities in Oklahoma have been linked to fluid-injection [Keranen et 
al., 2013; Keranen et al., 2014; Yeck et al., 2016]. The mechanism can be well 
explained by Coulomb failure criterion and Mohr circle: fluid injection will increase 
pore pressure, reduce effective normal stress and shift the Mohr circle to the left; when 
the Mohr circle is tangential to Coulomb failure envelope, the fault will fail. In theory 
(Figure 3-1), under a given stress field, the optimally orientated faults will firstly 
rupture when pore pressure increases. And moderately optimally oriented faults and 
sub-optimally oriented faults will only rupture when pore pressure increases more. 
Previous studies [Holland 2015; Walsh and Zoback, 2016; Qi, 2016] have shown that 
Oklahoma is under a relatively uniform stress regime that the maximum horizontal 
compressive stress 𝜎𝐻𝑚𝑎𝑥 orientation is 85°, while the orientation of seismogenic faults 
shows a larger range of variability from the analysis in chapter2. The reason can be that 
under a uniform 𝜎𝐻𝑚𝑎𝑥 orientation, some moderately optimally oriented faults or sub-
optimally oriented faults might have ruptured in Oklahoma, or the ruptured faults are 
optimally oriented if the heterogeneity of  𝜎𝐻𝑚𝑎𝑥 orientation is taken into consideration. 
It requires more detailed information on the stress field to reconcile the paradox of 
uniform 𝜎𝐻𝑚𝑎𝑥 and variable seismogenic fault orientations. Using a new set of focal 
mechanism data from the Oklahoma Geological Survey (OGS), I generate the stress 
map with higher spatial resolution. Then I analyze the seismogenic fault orientation 
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relative to newly inverted 𝜎𝐻𝑚𝑎𝑥 orientation map and find out how these reactivated 
faults are oriented.  
3.2 Stress inversion and results 
The estimation of the stress-field orientation from focal mechanism of earthquakes is a 
relevant tool to understand crustal mechanics and the physics of earthquakes. In global 
seismology, Formal Stress Inversion (FSI) is a well-established technique to study 
tectonic processes [e.g., Hardebeck and Michael, 2014; Yoshida et al., 2012]. Most of 
the developed FSI method share two-assumptions: 
1. The stress field is homogeneous within the considered rock volume. 
2. The slip of the fault is parallel to the direction of the tangential traction [Wallace, 
1951; Bott, 1955]. 
I choose the MSATSI software package [Martínez‐Garzón et al., 2014] which allows 
the FSI to be used in MATLAB. In nature, the transition between two different states of 
stress must be continuous. However, during the investigation of a distribution of stress-
field orientations the obtained stress tensor might depend on the way that the input data 
are bound [e.g., Hardebeck and Michael, 2004; Townend and Zoback, 2004]. Different 
from single event inversion, the input focal mechanisms are grouped into subareas 
(‘grid point’) distributed over different dimensions (Figure3-2) and a stress tensor is 
inverted for each grid point simultaneously using least-square inversion scheme to best 
fit the set of focal mechanisms. The forward problem is given by 
 Gm = d  (3-1) 
The vector 𝑚 is the model vector of stress tensor components: 
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 𝑚 =
(
 
𝜎11
𝜎12
𝜎13
𝜎22
𝜎23)
  (3-2) 
there are five model parameters, and 𝜎33 = −(𝜎11 + 𝜎22) is assumed, because fault slip 
direction cannot constrain the isotropic part of the stress tensor. The vector 𝑑 is the data 
vector made up of 3 ∗ 𝐾 unit slip vector components for 𝐾 focal mechanisms, 
 
d =
(
 
 
 
 
𝑠11
𝑠12
𝑠13…
𝑠𝐾1
𝑠𝐾2
𝑠𝐾3)
 
 
 
 
 (3-3) 
where 𝑠𝑘𝑙 is the 𝑙th component of the unit slip vector for the 𝑘th earthquake. The data 
kernel matrix G is derived from fault normal vector of each focal mechanism.  
 
(3-4) 
Where 𝑛𝑘𝑖 is 𝑖th component of the normal vector for the 𝑘th earthquake. The least 
squares inverse solution [ e.g., Menke, 1989] is given by 
 𝐺𝑇Gm = 𝐺𝑇d  (3-5) 
and is solved by Michael [1984] using Gaussian elimination. Uncertainty is estimated 
by bootstrap resampling of the data, which may include randomly selecting one of the 
𝐺 =
(
 
 
 
 
 
𝑛11 − 𝑛11
3 + 𝑛11𝑛13
2 𝑛12 − 2𝑛12𝑛11
2 𝑛13 − 2𝑛13𝑛11
2
𝑛12𝑛13
2 − 𝑛12𝑛11
2 𝑛11 − 2𝑛12
2 𝑛11 −2𝑛11𝑛12𝑛13
𝑛13
3 − 𝑛13𝑛11
2 − 𝑛13 −2𝑛11𝑛12𝑛13 𝑛11 − 2𝑛13
2 𝑛11
𝑛11𝑛13
2 − 𝑛11𝑛12
2 −2𝑛11𝑛12𝑛13
𝑛12 − 𝑛12
3 + 𝑛12𝑛13
2 𝑛13 − 2𝑛13𝑛12
2
𝑛13
3 − 𝑛13𝑛12
2 − 𝑛13 𝑛12 − 2𝑛12𝑛13
2
…                       …                         …
𝑛𝐾1 − 𝑛𝐾1
3 + 𝑛𝐾1𝑛𝐾3
2 𝑛𝐾2 − 2𝑛𝐾2𝑛𝐾1
2 𝑛𝐾3 − 2𝑛𝐾3𝑛𝐾1
2
𝑛𝐾2𝑛𝐾3
2 − 𝑛𝐾2𝑛𝐾1
2 𝑛𝐾1 − 2𝑛𝐾2
2 𝑛𝐾1 −2𝑛𝐾1𝑛𝐾2𝑛𝐾3
𝑛𝐾3
3 − 𝑛𝐾3𝑛𝐾1
2 − 𝑛𝐾3 −2𝑛𝐾1𝑛𝐾2𝑛𝐾3 𝑛𝐾1 − 2𝑛𝐾3
2 𝑛𝐾1
…                …
𝑛𝐾1𝑛𝐾3
2 − 𝑛𝐾1𝑛𝐾2
2 −2𝑛𝐾1𝑛𝐾2𝑛𝐾3
𝑛𝐾2 − 𝑛𝐾2
3 + 𝑛𝐾2𝑛𝐾3
2 𝑛𝐾3 − 2𝑛𝐾3𝑛𝐾2
2
𝑛𝐾3
3 − 𝑛𝐾3𝑛𝐾2
2 − 𝑛𝐾3 𝑛𝐾2 − 2𝑛𝐾2𝑛𝐾3
2 )
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two focal mechanism nodal planes if the actual fault plane is not known or is uncertain 
[Michael, 1987a]. 
The software contains a damping factor between data misfit and model length; in my 
study, I did not employ the damping factor, instead I used a moving window inversion 
to reduce spatial variability. The two methods can achieve the similar goal to remove 
unnecessary variability while retaining the true variability required by data [Hardebeck 
and Michael, 2006]. 
A common way of displaying tectonic stress results is to map the azimuth of maximum 
horizontal compressive stress 𝜎𝐻𝑚𝑎𝑥; to get the true orientation of the maximum 
horizontal stress, the software package projects the principal stresses onto a true 
geographic coordinate system, and calculates the normal stress acting on the vertical 
plane of the new coordinate system, then finds the direction of maximum/minimum 
normal stress [Lund and Townend, 2007]. 
Data and results 
I have 4,169 focal mechanism solutions in Oklahoma and southern Kansas without 
preference of the two nodal planes. Using a 0.2° by 0.2° grid and moving step 0.1°, I 
generate 192 grid points with 20 or more events. Each grid point is inverted for a stress 
solution. The inversion results are shown by the orientation of 𝜎𝐻𝑚𝑎𝑥 in Figure 3-3. The 
dominant orientation of 𝜎𝐻𝑚𝑎𝑥 is 80°~85°, and the dominant faulting type is strike-slip 
faulting which are consistent with previous studies [Holland, 2015; Walsh and Zoback, 
2016; Qi, 2016]. However, the orientation of stress field is not uniform; some spatial 
variations can be observed. A ~10° clockwise rotation is observed near the Nemaha 
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fault which might be caused by Nemaha Uplift; the azimuth rotation has been observed 
but not confirmed in previous study [Walsh and Zoback, 2016]. It could be an artifact 
because the Nemaha fault is currently not active, so we don’t have enough data along 
this area (Figure 3-13). Or the regional stress field is changed because of geology; with 
the estimation of spatial extension of Nemaha Uplift and topography result in Oklahoma 
[Chen, 2016], we will model the regional stress state change to explain the observation.  
The map also shows a spatial variation of faulting type. Central Oklahoma is mostly in 
strike-slip faulting regime; north and northwest Oklahoma shows a transition from 
normal faulting to strike-slip faulting regime. The 𝜎𝐻𝑚𝑎𝑥 orientation map is used to 
analyze the fault nature in the next section. 
3.3 Optimal orientation of focal mechanisms and fault 
After obtaining the regional principal stress orientations, I use Mohr circle to select the 
optimal focal plane, determine the optimal fault orientation and model the fault stress 
state.   
Mohr circle: The shear and normal stress acting on the fault plane can be calculated 
from the two-dimensional principal stress as   
 𝜏 =
𝜎1 − 𝜎3
2
sin 2𝜃 (3-6) 
 
 
 
𝜎𝑛 =
𝜎1 + 𝜎3
2
−
𝜎1 − 𝜎3
2
cos 2𝜃 (3-7) 
Where 𝜎1 is maximum principal stress, 𝜎3 is minimum principal stress and 𝜃 is the 
angle between the normal vector of fault plane and 𝜎1 direction. The shear and normal 
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stress state can be represented by Mohr diagram in 𝜏 − 𝜎𝑛 plane. For the fault strength, I 
use fault strength envelope to represent Mohr-Coulomb friction law: 
 𝜏 = 𝑆 + 𝜇𝜎𝑛 (3-8) 
When Mohr circle is tangential to fault strength envelope, the fault starts to fail.  
Optimal focal plane 
Before the knowledge of regional stress field, I have no preference of the two nodal 
planes for focal mechanism solutions. With the known orientation of 𝜎𝐻𝑚𝑎𝑥, I can 
choose the real fault plane from the two nodal planes using the criteria that the angle 
between the strike of focal mechanism and 𝜎𝐻𝑚𝑎𝑥 should be closer to 30°. Figure 3-4 
shows the rose diagrams of strike, histograms of dip and rake angles of randomly listed 
nodal planes from OGS catalog and the same for selected primary focal plane by 
comparing to regional stress field. The rose diagram of selected focal planes in Figure 
3-5 shows a conjugate fault pattern relative to the average 𝜎𝐻𝑚𝑎𝑥 orientation of 85°; the 
dip angle of most faults is larger than 50°; the rake angle shows a dominant strike-slip 
faulting and a significant fraction of normal faulting which are consistent with the stress 
inversion results shown in Figure 3-3. 
Optimally oriented faults based on 𝜎𝐻𝑚𝑎𝑥 orientation 
To determine whether the seismogenic faults are optimally oriented, a simple way is to 
compare fault strike orientation to 𝜎1 orientation. Because most areas in Oklahoma are 
in strike-slip faulting regime; the maximum horizontal compressive stress 𝜎𝐻𝑚𝑎𝑥 is the 
largest principal stress 𝜎1, so I will compare fault strike to 𝜎𝐻𝑚𝑎𝑥 orientation in the 
following analysis; the angle difference is denoted as angle 𝛿. For most rocks, the 
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friction coefficient 𝜇 ranges from 0.6 to 0.85 based on laboratory tests [Byerlee, 1978]; 
the range is expended to [0.2 0.85] based other observations [Reches, 1992; Qi, 2016]. 
As shown in Figure 3-5, the slope of fault strength envelope is [0.2 0.85], and 𝜃 range 
where the Mohr circle is tangential to the fault strength envelope will be [51°, 65°]; then 
the angle 𝛿 between fault plane and 𝜎𝐻𝑚𝑎𝑥 is in [25°, 39°]. When the angle difference 
between the fault strike and 𝜎𝐻𝑚𝑎𝑥 orientation falls in the 𝛿 range [25°, 39°], the 
seismogenic fault is regarded as optimally oriented. I choose 77 seismogenic faults in 
strike-slip faulting area and study their orientation below. 
I use a uniform 𝜎𝐻𝑚𝑎𝑥 orientation of 85° as comparison to our inversion results. For a 
uniform 𝜎𝐻𝑚𝑎𝑥 orientation map, the angle 𝛿 is the difference between fault strike and 
85°; for our results, the angle 𝛿 is the difference between fault strike and the orientation 
of nearest 𝜎𝐻𝑚𝑎𝑥 from inversion map. The distribution of 𝛿 is shown in Figure 3-6; with 
uniform stress field, the 𝛿 of 25% seismogenic faults falls in the range 25°~39°; after 
considering the heterogeneity of 𝜎𝐻𝑚𝑎𝑥, one third of the seismogenic faults are 
optimally oriented and the 𝛿 angle falls in the expected range. Figure 3-7 shows the 
fault orientation state color coded by 𝛿 for a uniform 𝜎𝐻𝑚𝑎𝑥 orientation and our 
inversion results. The faults with 𝛿 angle in the theoretical range [25°,39°] are regarded 
as optimally oriented; the faults with  𝛿 angle 15° offset the theoretical range are 
regarded as moderately oriented; out of the above ranges, the faults are sub-optimally 
oriented. Several faults in central, northern and northwestern Oklahoma have been 
changed from sub-optimally oriented or moderately optimally oriented to optimally 
oriented.  
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3.4 Fault stress state based on Mohr circle analysis 
Using the criteria above helps identify seismogenic faults that are optimally oriented to 
current stress field; however, when pore pressure increases (Figure 3-1), some 
moderately optimally oriented faults can be brought to failure. We model the fault stress 
state to study the failure potential using parameters (Table 3-1) from Goertz-Allmann 
and Wiemer [2012], which are based on Basel geothermal system study [Häring et al., 
2008]. I use following equations to calculate normal and shear stress on fault plane: 
 𝑡(?⃗? ) = 𝑇 ∙ ?⃗?  (3-9) 
 
 𝜎𝑛 = 𝑡(?⃗? ) ∙ ?⃗?  (3-10) 
 
 𝜏𝑠 = 𝑡(?⃗? ) ∙ 𝑓  (3-11) 
where T is the stress tensor; we use 2D stress tensor of principal stress 𝜎1, 𝜎3;  𝑡(?⃗? ) is 
the traction of a given fault plane with normal vector ?⃗? ; 𝜎𝑛 and 𝜏𝑠 are normal and shear 
stress based on fault normal vector (?⃗? ) and parallel vector (𝑓 ); for each fault, I have 
three scenarios to characterize fault orientation relative to stress field. In scenario 1, I 
calculate the stress state based on the orientation of normal vector of fault plane (the 
eigenvector of the smallest eigenvalue in Chapter2) to the orientation of 𝜎3; in scenario 
2, the fault stress state is calculated based on the orientation of fault strike to a uniform 
𝜎𝐻𝑚𝑎𝑥 orientation of 85°; in scenario 3, the stress state is based on the orientation of 
fault strike to the inversion result of 𝜎𝐻𝑚𝑎𝑥 orientation. Fault stress state for four 
different principal stress models (Table 3-1) [Goertz-Allmann and Wiemer, 2012] are 
calculated and the results are similar; I show the result in Figure 3-8 from a model with 
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𝜎1 = 105𝑀𝑃𝑎, 𝜎3 = 42𝑀𝑃𝑎 and pore pressure (𝑃ℎ) 25MPa (Table 3-1, Model 2). Each 
circle in the figure represents the stress state of a seismogenic fault. The friction 
coefficient is assumed as 0.6. The faults in optimal angle range (between two dashed 
lines) are closest to fault strength envelope and will fail first. With pore pressure 
increase of 10𝑀𝑃𝑎, moderately optimally oriented faults and sub-optimally oriented 
faults start to fail. Before pore pressure increase, only one third of the seismogenic 
faults are optimally oriented and close to fail; after pore pressure increase, over 70% of 
the seismogenic faults are distributed above the fault strength line and possible to fail. 
The results show slight difference between the scenarios. Scenario 1 that stress state is 
determined by fault normal and 𝜎3 orientation has the largest percentile (80%) of faults 
that are above the fault strength line and ready to fail; with a uniform 𝜎𝐻𝑚𝑎𝑥 and local 
inverted 𝜎𝐻𝑚𝑎𝑥 orientation, scenario 2 and 3 have 69% and 72% of the faults that are 
likely to fail, respectively. A better knowledge of the regional stress orientation has 
improved our understanding of the fault activities. 
3.5 Discussion 
I map seismogenic faults from seismicity spatial distribution and invert stress field from 
focal mechanism solutions. The input data for fault mapping and stress field inversion 
are two different datasets, which are independent of each other. However, in reality, the 
focal mechanism solution is correlated with the fault orientation. And one concern is 
that large clusters tend to dominate the focal mechanism catalog, and thus the focal 
mechanism solutions in these clusters might become dominant in stress inversion and 
bias the result. The length of the M5 clusters is close to the grid size of 0.2° by 0.2° in 
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stress inversion. But this is not the case for small clusters, as the grid size is much larger 
than the small cluster size (mapped fault length based on seismicity distribution is 
100~100.6 km in Figure 2-10). Therefore, the input data from most grids would include 
focal mechanism solutions from one or more small clusters and some background 
seismicity. For the seismogenic faults that are shifted from moderately optimally 
oriented or sub-optimally oriented to optimally oriented in central and northern 
Oklahoma, the input file for those grids contains focal mechanisms from both clusters 
and background seismicity. For large clusters in Pawnee, Prague, Fairview and 
Woodward, most of the input data are from clusters and those large clusters are 
relatively isolated from background seismicity, so the inversion result should favor the 
focal solutions within clusters. I still find the inversion results comparable to previous 
studies and they can reveal more detailed information about the cluster.   
For Pawnee cluster, previous study [Alt and Zoback, 2016] shows a fault segment with 
strike 110° and 𝜎𝐻𝑚𝑎𝑥 orientation is 82°; we pick the fault segment with strike 105° and 
the stress orientation is 80° shown in Figure 3-9 with all input focal mechanism 
solutions. The fault strike is consistent with strike of M5.8 mainshock focal mechanism 
solution. The stress orientation will be slightly changed to 77° when we only use the 
focal mechanisms from aftershocks. This could be an artifact because of smaller dataset 
before mainshocks; alternatively, this could suggest temporal changes caused by the 
mainshock, which has been observed elsewhere from large earthquakes [Hardebeck and 
Hauksson, 2001], and this would require more detailed analysis.  
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For Prague cluster shown in Figure 3-10, we mapped the fault strike 55° and stress 
orientation 79° from 62 focal mechanism solutions from the cluster. The dominant 
strike angle of these focal mechanisms is 50~60° and the strike of the M5.7 mainshock 
focal mechanism solution is 56°, which verify the fault strike. The δ angle between fault 
strike and 𝜎𝐻𝑚𝑎𝑥 orientation is 24°, which might reflect a higher friction coefficient in 
this area. Some grid shows a slight 𝜎𝐻𝑚𝑎𝑥 rotation when the input only includes focal 
mechanisms from northeastern part of the fault, which is consistent with the observation 
that the northeastern and southwestern parts of the fault are not at the exact same trend 
and there is strong heterogeneity in the focal mechanism solutions [Keranen et al., 
2013; Sumy et al., 2014]. 
For Fairview cluster shown in Figure 3-11, the fault strike and dip inferred from 
seismicity are 45° and 86°, respectively; the fault strike is consistent with focal solution 
of the Mw5.1 mainshock (strike 47°) and five other M>4.0 events (strike 42°~48°) in 
this cluster and also consistent with 40° ~48° strike range from Yeck et al. [2016], but 
our result shows a slightly more steeply dipping plane compared to 70°~80° (Yeck et al., 
2016). The local orientation of 𝜎𝐻𝑚𝑎𝑥 is 88.6° in strike-slip faulting regime, which is 
comparable to N83°E from Alt and Zoback [2015]. In our study, the main Fairview fault 
is not optimally oriented base on the strict theoretical 𝛿 range [25°, 39°]; the fault is not 
optimally oriented either based on a 30° criteria between fault strike and 𝜎𝐻𝑚𝑎𝑥 in Alt 
and Zoback [2016]. However, a group of smaller events shows strike distribution 
around 30° of the stress orientation; those smaller fractures in this cluster are optimally 
oriented to the stress field. The reactivation of this moderately optimal fault might 
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suggest regional stress changes from some ambient stress state; and the fault rupture 
might be initiated by a high pore pressure increase due the high-injection rate zone to 
the northeast [Yeck et al., 2016]. Fairview cluster delineates an extension of a north-
east-trending fault. If the currently active segment is connected to the southwestern part 
of the mapped fault, larger earthquakes might occur in this area.  
Woodward cluster is an isolated cluster in northwest, which demonstrates a transition 
zone from normal faulting to oblique faulting (normal and strike-slip) to strike-slip 
faulting. The faulting type transition from normal to strike-slip faulting has been 
observed by Alt and Zoback [2015] in northern Oklahoma. In strike-slip faulting 
regime, we have 𝜎𝐻𝑚𝑎𝑥 > 𝜎𝑉 > 𝜎𝐻𝑚𝑖𝑛; northern and northwest Oklahoma shows a 
transition from normal faulting (𝜎𝑉 > 𝜎𝐻𝑚𝑎𝑥 > 𝜎𝐻𝑚𝑖𝑛) to a combination of strike-slip 
and normal faulting  (𝜎𝐻𝑚𝑎𝑥 ≅ 𝜎𝑉 > 𝜎𝐻𝑚𝑖𝑛). Thus, the stress magnitudes are less 
compressive in northern Oklahoma than in the central Oklahoma. 
The uncertainties of stress field can be calculated from the inversion results using 
bootstrap resampling. Figure 3-12 shows the histogram of standard deviation of 𝜎𝐻𝑚𝑎𝑥 
orientation from 2000 resamplings for all the grids. More than 85% of the grids have a 
standard deviation less than 5°. Figure 3-13 shows the inversion results with 
uncertainties; the grids with standard deviation larger than 5° are mainly distributed in 
normal or strike-slip/normal faulting area or some strike-slip faulting area with a small 
number of focal mechanism solutions available (black dots in Figure 3-13). Since we 
only analyze the optimal fault orientation in strike-slip faulting area, the uncertainty of 
the stress orientation in our analysis should be less than 10° with most grids less than 5°.   
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3.6 Conclusion 
I generate a detailed stress map (0.2° by 0.2°) of Oklahoma and south Kansas using 
over 4,000 focal mechanisms. The basic observations that the dominant orientation of 
𝜎𝐻𝑚𝑎𝑥 is 80°~85° and dominant faulting type is strike-slip faulting are consistent with 
previous studies. The map also shows spatial variations of stress orientation and faulting 
type in north and northwest Oklahoma. The uncertainty of stress orientation of these 
areas is larger than 5° but less than 10°. I use 𝛿 range [25°,39°] (angle between fault 
plane and 𝜎𝐻𝑚𝑎𝑥) to search for optimally oriented seismogenic faults in Oklahoma. 
Using a uniform stress orientation 85°, some currently active faults are not optimally 
oriented; if I compare the fault strike to our heterogeneous stress map, those faults are 
optimally oriented. The stress field in Oklahoma is not uniform and some detailed 
spatial variations (≥ 0.2°) are revealed by my inversion results. A detailed stress map 
can be used to better estimate the fault stress state and explain the fault activities.  
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Figure 3-1. 2D Mohr diagram showing 5 hypothetical faults in a 2D Mohr circle (left) 
numbered to correspond to their orientations on the map (right). Fault number 3 is 
closest to slip (black Mohr circle) in this stress field because the ratio of shear to 
effective normal stress is highest. Fault 2 and 4 could be triggered by modest changes in 
pore pressure (blue Mohr circle), and fault 1 and 5 would require the most pore pressure 
to slip (orange Mohr circle). [Walsh and Zoback, 2016]  
 
 
Figure 3-2. Illustration of possible dimensions of the formal stress inversions 
performed with MSATSI stress inversion package from Martínez‐Garzón et al. [2014]. 
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Figure 3-3. Maximum horizontal stress orientation map (left) (red: normal faulting; 
green: strike-slip; black: oblique faulting) and histogram 𝝈𝑯𝒎𝒂𝒙 orientation(right). 
 
 
(a) (b) (c) 
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Figure 3-4. Top: rose diagram of strike(a), histogram of dip(b) and rake angle (c) of 
original focal plane from OGS catalog. Bottom: rose diagram of strike(d), histogram of 
dip(e) and rake angle (f) of selected optimal focal plane based on stress orientation. NF: 
normal faulting; SS: strike slip faulting, RF: reverse faulting in (c) and (f). 
   
 
Figure 3-5. Fault plane orientation relative to a given 𝜎1 − 𝜎3 stress field (left); 𝜃 is the 
angle between the normal of fault plane and 𝜎1 orientation; Mohr diagram of shear 
stress versus effective normal stress (right).  
(d) (e) (f) 
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Figure 3-6. Left: rose diagram of 𝛅 between fault strike and uniform 𝝈𝑯𝒎𝒂𝒙 orientation 
85°. Right: rose diagram of 𝛅 between fault strike and nearest 𝝈𝑯𝒎𝒂𝒙 orientation from 
our inversion results. Dashed red lines denote the optimal range [𝟐𝟓°, 𝟑𝟗°]. 
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Figure 3-7. Seismogenic fault map color-coded by 𝛅, the angle between fault strike and 
𝝈𝑯𝒎𝒂𝒙 orientation. Top: 𝛅 is calculated using uniform 𝝈𝑯𝒎𝒂𝒙 orientation 85°. Bottom: 𝛅 
is calculated using nearest 𝝈𝑯𝒎𝒂𝒙 orientation from our inversion result. 
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Figure 3-8. Fault stress state calculated from Model 2. Scenario 1,2 and 3 are three 
different ways to determine fault orientation to stress field (see the text). Blue and red 
lines are the fault strength envelopes with 𝝁 = 𝟎. 𝟔, 𝚫𝑷 = 𝟎 and 𝝁 = 𝟎. 𝟔, 𝚫𝑷 =
𝟏𝟎𝑴𝑷𝒂, respectively. Each circle represents a seismogenic fault stress state; red: fault 
stress state from scenario1; blue: fault stress state from scenario 2; green: fault stress 
state from scenario 3. Two dashed lines denote the optimal orientation angle range with 
𝟐𝜽 ∈ [𝟏𝟎𝟐°, 𝟏𝟑𝟎°]. 
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Figure 3-9. Focal mechanism distribution for Pawnee cluster. Color scheme for the 
beach ball: green, strike-slip faulting; red, normal faulting; blue, reverse faulting. A rose 
diagram of the strike of selected focal planes is shown in the right corner. Red line is the 
inverted 𝝈𝑯𝒎𝒂𝒙 orientation; green line is the strike of M5.8 mainshock in Pawnee 
cluster; blue line is the seismogenic fault strike orientation; the blue are green lines are 
consistent. 
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Figure 3-10. Focal mechanism distribution for Prague cluster. Color scheme for the 
beach ball: green, strike-slip faulting; red, normal faulting; blue, reverse faulting. A rose 
diagram of the strike of selected focal planes is shown in the right corner. Red line is the 
inverted 𝝈𝑯𝒎𝒂𝒙 orientation; green line is the strike of M5.7 mainshock in Prague 
cluster; blue line is the seismogenic fault strike orientation; the blue are green lines are 
consistent. 
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Figure 3-11. Focal mechanism distribution for Fairview cluster. Color scheme for the 
beach ball: green, strike-slip faulting; red, normal faulting; blue, reverse faulting. A rose 
diagram of the strike of selected focal planes is shown in the right corner. Red line is the 
inverted 𝝈𝑯𝒎𝒂𝒙 orientation; green line is the strike of M5.1 mainshock in Fairview 
cluster; blue line is the seismogenic fault strike orientation; the blue are green lines are 
overlaid. 
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Figure 3-12. Histogram of standard deviation of 𝝈𝑯𝒎𝒂𝒙 orientation. 
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Figure 3-13. Maximum horizontal compressive stress orientation map with 
uncertainties from bootstrap resampling (red: normal faulting; green: strike-slip 
faulting; black: oblique faulting). Gray lines are mapped fault [Holland, 2015]. Black 
dots show grids with standard deviation of 𝝈𝑯𝒎𝒂𝒙 larger than 5°. The numbers under 
the black dots are the number of focal mechanism solutions available in that grid. 
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Table 3-1: Fault stress state modeling parameters. [Goertz-Allmann and Wiemer, 2012] 
Model # 1 2 3 4 
Model 
depth 
Avg. crust 
4.5km 
Avg. crust 
2.5km 
Weak crust 
4.5km 
Strong crust 
4.5km 
𝜎3̅̅ ̅(𝑀𝑃𝑎) 75 42 75 75 
𝜎1̅̅̅(𝑀𝑃𝑎) 185 105 147 232 
𝑃ℎ(𝑀𝑃𝑎) 45 25 45 45 
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Chapter 4 A case study: Woodward cluster 
4.1 Introduction  
Several large clusters including the 𝑀𝑤5.7 Prague, 𝑀𝑤5.1 Fairview and 𝑀𝑤5.8 Pawnee 
earthquakes have been studied in Oklahoma [Keranen et al., 2013; Keranen et al., 
2014; Yeck et al., 2016]. Woodward cluster differs from other large clusters in 
Oklahoma. First, the clustering results show that it is composed of several small 
subclusters, rather than one large cluster like Fairview; second, there are no events with 
magnitude larger than 4.0 but the moment release is not smooth; third, it is in a 
transtensional regime characterized by both normal and strike-slip faults. This chapter 
will focus on Woodward cluster and analyze stress state, seismicity migration, Coulomb 
Stress interaction in this cluster. 
4.2 Regional stress state in Woodward cluster 
The focal mechanism solutions show that Woodward cluster is in a transtensional 
regime. From the depth view of focal mechanism solutions in Figure 4-1, I can see a 
dipping strike-slip fault at deeper depth and some normal slip components at shallower 
depth. As shown in Figure 4-2, I pick three segments of faults based on the seismicity 
distribution and focal mechanism distribution in this cluster. The stress inversion result 
shows that the local 𝜎𝐻𝑚𝑎𝑥 orientation is 100°; the main strike-slip fault strike is 68°, 
which is optimally oriented; the normal faulting segment in the middle is at strike of 
98°, parallel to the 𝜎𝐻𝑚𝑎𝑥 orientation; and the dipping angle is 68°, which is optimally 
oriented compared to the vertical direction of 𝜎1. The optimal orientation of the faults in 
this cluster would facilitate the earthquake occurrence. 
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Woodward cluster can be used to define a strike slip fault system; in brittle upper crust, 
strike-slip faults tend to have complex structures in which minor faults undergo oblique 
slip [Tchalenko, 1970; Naylor et al., 1986]. In cross-section view, faults tend to be steep 
at depth and to splay upwards, forming flower structures [Figure 4-3; Harding, 1985; 
Sylvester, 1988]. The conventional understanding is that flower structures form in 
strike-slip faulting and their fault splays have reverse or normal components of slip; 
positive flower structures form in transpressional regime and their fault splays show 
reverse components of slip and negative flower structures form in transtensional regime 
and their fault splays show normal components of slip [Guerroué and Cobbold, 2006]. 
The observation in Woodward is consistent with the above theory, a steeply dipping 
strike-slip fault at depth with normal component of slip forming in the transtensional 
regime. 
4.3 Seismicity migration 
A three-dimensional seismogenic fault system in the Woodward cluster is shown in 
Figure 4-4. I use seismicity to analyze the reactivation process of the fault system. In 
the Woodward cluster, there are no events with magnitude larger than 4.0, but there are 
several spikes in seismicity rate and jumps in cumulative moment release, which appear 
to correspond to each newly reactivated segment along the fault (Figure 4-5 and Figure 
4-6). I separate the sequence into six stages in time based on seismicity rate changes: 
1. Seismicity starts on the northwest normal fault segment (on fault plane 2)  
2. Seismicity migrates to the northeast strike slip fault (on fault plane 3); 
3. Seismicity extends to the northeast (fault plane 3); 
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4. Seismicity extends to farther northeast (fault plane 3); 
5. Reactivation of southwest end of fault plane 3 at shallower depth; 
6. Reactivation of fault plane 2 at relative shallow depth. 
4.4 Coulomb Stress interaction 
Coulomb Stress changes can be used to explain the rupture pattern in Woodward 
cluster; Coulomb failure stress (CFS) [Jaeger and Cook, 1969] is defined as 
 𝐶𝐹𝑆 = |𝜏| +  𝜇(𝜎 + 𝑃) − 𝑆 (4-1) 
Where |𝜏| is the shear traction on a plane, 𝜎 is the normal traction on the plane and 𝑃 is 
the fluid pressure,  𝑆 is the cohesion, 𝜇 is the coefficient of friction. If we assume that 𝜇 
and 𝑆 are constant over time, a change in CFS resolved in the slip direction is:  
 ∆𝐶𝐹𝑆 = ∆𝜏 +  𝜇(∆𝜎𝑛 + ∆𝑃) (4-2) 
 
 ∆𝐶𝐹𝑆 = ∆𝜏 + 𝜇′∆𝜎𝑛
′  (4-3) 
where ∆𝜏 is shear stress change, ∆𝜎𝑛 is normal stress change due to the earthquake; 𝜇 is 
the coefficient of friction, and  ∆𝑃 is the change in pore pressure. ∆𝐶𝐹𝑆 is Coulomb 
Stress change resolved onto the fault plane and in the slip direction of the subsequent 
earthquakes; ∆𝐶𝐹𝑆 is used to evaluate if one earthquake brings another earthquake 
closer to, or farther away from failure, that is if ∆𝐶𝐹𝑆 > 0, fault plane is loaded and 
brought closer to failure; if ∆𝐶𝐹𝑆 < 0, the fault plane is relaxed, which is called ‘stress 
shallow’; Some studies have simplified the first equation by using an apparent 
coefficient of friction 𝜇′ without explicitly calculating ∆𝑃; 
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From previous studies [Reasenberg and Simpson, 1992; King et al., 1994; Hardebeck et 
al., 1998], static stress changes as low as 0.01MPa (0.1bar) can trigger earthquakes.  
To study the interaction between the events of the six stages, I cluster each stage with 
daily seismicity rate larger than 2 events and calculate a cumulative moment from all 
the earthquakes during each stage. As the events in each stage are close to each other in 
time and space, the cumulative magnitude is used to represent the cumulative effect of 
the cluster on subsequent stages. I use the average of the representative focal 
mechanisms in the cluster and the cumulative magnitude (Table. 4-1) as input to 
calculate the Coulomb Stress changes resolved on the seismogenic fault planes in this 
area in the Coulomb3.3 software [Toda et al., 2005, 2011; Lin et al., 2004]. The 
Coulomb Stress change can affect the following rupture area (Figure 4-7). When the 
current stage ruptures, it exerts Coulomb Stress on the fault system, and fault plane with 
positive Coulomb Stress is consistent with the subsequent rupture area. As shown in 
Figure 4-7, fault slip in stage 1 generates positive ∆𝐶𝐹𝑆 on the northeast strike-slip fault 
at depth, where the strike-slip fault ruptures in stage 2. The slip in stage 2 generates 
positive ∆𝐶𝐹𝑆 both to the northeast and on top, where the fault rupture extends to 
northeast in stage4 and some shallow faults are reactivated in stage5. The slip in stage 5 
generates positive ∆𝐶𝐹𝑆 at shallow depth to the west and leads to the reactivation of 
shallow structures on the normal fault in stage6. Because there are more events with 
𝑀 > 3.0 in stage 1 and stage 2 as shown in Figure 4-4, the cumulative magnitude for 
these two stages is larger than 𝑀4.0; the Coulomb Stress changes in stage 1 and stage 2 
have a significant influence on the rupture pattern. 
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4.6 Discussion 
Woodward is located in a transition area from normal faulting to strike-slip faulting; the 
stress magnitudes are less compressive in this area. The depth distribution of seismicity 
and focal mechanism reveals a main deeper strike-slip fault and a shallower normal 
component of slip. These normal slips might be secondary structures caused by the 
shear slip of strike-slip fault and their penetration depth depends both on the 
sedimentation above and shear stress below. 
We use a cumulative magnitude to study the Coulomb Stress interaction because those 
events occurred close to each other in time and space. We pick the average values of the 
focal mechanisms in each stage as cumulative rupture. However, some focal 
mechanisms show a large difference from the dominant one; if the difference is the true 
case and not due to uncertainties, this cumulative effect of stress change might be 
exaggerated because the stress change of individual events with different focal 
mechanisms might counteract each other.  
4.7 Conclusion 
I use Woodward cluster as a case study and show that the two currently active fault 
segments in this cluster are optimally oriented to regional stress field; the normal fault 
segment is optimally oriented to 𝜎𝑣 and the strike-slip segment is optimally oriented to  
𝜎𝐻𝑚𝑎𝑥. The strike-slip fault at depth with normal component of slip above characterizes 
a transtensional regime in this area. The seismicity distribution can depict the fault 
rupture process; the rupture started on the normal fault segment, migrated to the main 
strike-slip fault and at the same time reactivated some shallower secondary fault 
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structures. Coulomb Stress interaction can be used to explain the sequential reactivation 
of different fault segments, where previous stages promoted failure of the next stage.  
 
Figure 4-1. Focal mechanism distribution in depth view (green: strike-slip faulting; red: 
normal faulting). 
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Figure 4-2. Seismogenic fault segment map in Woodward cluster (blue lines); the 
regional 𝝈𝑯𝒎𝒂𝒙 orientation is shown at top right corner; red color means normal 
faulting. Black dots are seismicity in this cluster. The fault strike and dip angle are 
listed above the fault segments. 
  
 
 
 
 
 
 
 
 
𝜎𝐻𝑚𝑎𝑥: 100° 
Strike 68° Strike 98° 
Dip 68° 
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Figure 4-2. Flower structures in nature. Seismic profiles are of positive flower 
structures from the Aruba Gap Abyssal Plain, Colombia (left) and negative flower 
structure from the Andaman Sea (right). Vertical scale is in seconds of two-way travel 
time. [Guerroué and Cobbold, 2006] 
 
 
Figure 4-3. 3D view of seismogenic fault planes picked from seismicity distribution in 
Woodward cluster. 
1 
2 3 
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Figure 4-4. Seismicity overview for Woodward cluster. Top: daily seismicity rate (blue 
lines) and cumulative moment curve (red lines); stages are denoted by blue dashed 
lines; each stage corresponds to a jump in cumulative moment curve. Bottom: 
magnitude distribution. Black dashed line denotes 𝑴𝟑. 𝟎.  
 
 
 
 
 
 
 
 
 
 
 
 
Stage1 
Stage2 
Stage3 
Stage4 
Stage5 
Stage6 
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Figure 4-5. Map view (top panel) and depth view (bottom panel) of seismicity of each 
stage shown in Figure 4-4. Red dots are events occurring in current stage, gay dots are 
events in previous stages. 
 
Figure 4-6. Coulomb Stress change resolved on seismogenic fault planes at each stage 
shown in Figure 4-5. (No focal mechanism information available in stage 3) 
 
10/10/2014-09/12/2014 27/02/2015-07/06/2015 15/09/2015-25/10/2015 
22/02/2016-19/10/2016 21/06/2016-30/08/2016 19/09/2016-19/10/2016 
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Table 4-1 Cumulative rupture information for each stage. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
stage # of events center lat center lon  center dep cumulative mag strike dip slip
1 56 36.5044 -99.0412 6.85 4.2 289.1 57.4 -61.3
2 152 36.5122 -99.007 7.65 4.3 84.4 83.2 -168.6
3 20 36.5217 -98.9826 6.89 3.5 -- -- --
4 231 36.524 -98.9709 7.12 4.1 66.2 67.9 -177.2
5 65 36.5058 -99.0305 5.79 3.7 84.4 83.2 -168.6
6 35 36.5038 -99.058 6.24 3.6 107.3 52.2 -90.5
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Chapter 5 Dynamic triggering in Oklahoma 
5.1 Introduction  
Earthquake triggering by transient stresses from seismic waves of distant main shocks 
has been observed in many studies [Hill et al., 1993; Gomberg et al., 2001; Prejean et 
al., 2004; Brodsky and van der Elst, 2014]. Areas associated with volcanic or 
geothermal activity and extensional tectonics are often more prone to dynamic 
triggering [e.g., Brodsky and Prejean, 2005; Moran et al., 2004; Harrington and 
Brodsky, 2006]. Most cases of observed dynamic triggering are where natural 
earthquakes tend to occur, but recent studies show triggering in regions with low levels 
of historical seismicity, such as fluid-injection areas, where the triggering occurred prior 
to large earthquakes, revealing critically stressed faults [van der Elst et al., 2013]. In 
this chapter, I follow a typical procedure [Wang et al., 2015] to search for dynamic 
triggering evidence. Fluid injection can increase pore pressure and bring the faults 
closer to failure. The triggering susceptibility will help identify some critically loaded 
faults. 
5.2 Catalog study 
I select large earthquakes between 2010 and 2015 from International Seismological 
Center (ISC) catalog as potentially triggering earthquakes (refer to as ‘mainshock’ 
below) using the criteria that surface magnitude (𝑀𝑠) is larger than 6.5, depth less than 
100km and peak ground velocity (𝑃𝐺𝑉) larger than 0.01cm/s. PGV is estimated using 
the following empirical ground motion regression [van der Elst and Brodsky, 2010]: 
  
63 
 
 𝑙𝑜𝑔𝐴20 = 𝑀𝑠 − 1.66𝑙𝑜𝑔10𝛿 − 6 (5-1) 
 
 
𝑃𝐺𝑉 ≈
2𝜋𝐴20
𝑇
 (5-2) 
where 𝑀𝑠 is the surface wave magnitude and 𝛿 is the epicenter-station distance in 
degrees, and 𝑇 is the period of dominant surface wave (𝑇 = 20𝑠). Figure 5-1 shows the 
49 mainshocks satisfying the above criteria.   
I then calculate beta map for each mainshock in the United States using ANSS catalog 
(magnitude completeness 3.0) with 1° 𝑏𝑦 1° grid and time window 30 days before and 
10 days after each main shock. Then I stack beta value larger than 2.0 for all 
mainshocks. 
The 𝛽 statistic is a widely accepted quantitative measure of the level of dynamic 
triggering representing the standard deviation in the background seismicity rate 
following a remote dynamic triggering event [Matthews and Reasenberg, 1988; 
Reasenberg and Simpson, 1992; Hill and Prejean, 2007; Wang et al, 2015]. The 𝛽 
statistic is calculated using the following equation [Aron and Hardebeck, 2009]: 
 
     𝛽(𝑁1, 𝑁2, 𝑡1, 𝑡2) =
𝑁2 − (𝑁1 + 𝑁2) ∙
𝑡2
𝑡1 + 𝑡2
√(𝑁1 + 𝑁2) ∙
𝑡2
𝑡1 + 𝑡2
∙ (1 −
𝑡2
𝑡1 + 𝑡2
)
 (5-3) 
where t, N are time window and the number of events occurring in the window; 
subscript 1, 2 denote before and after the mainshock, respectively. If less than 3 
earthquakes are observed during time 𝑡 in a grid, the beta is set to NAN. In general, a 𝛽 
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statistic larger than 2.0 indicates a significant increase in seismic activity at 95% 
confidence level [Hill and Prejean, 2007]. 
Figure 5-2 shows the stacked 𝛽 statistic in continental U.S.. Geothermal and volcanic 
areas in California show strong positive beta anomaly, which are consistent with 
previous dynamic triggering studies in those areas [e.g., Aiken and Peng, 2014]. In mid-
continent, northern and central Oklahoma and Texas show striking beta anomaly.  
To further explore the dynamic triggering in Oklahoma, I calculate a finer grid 
(0.1° 𝑏𝑦 0.1°) beta map (Figure 5-4) using Oklahoma Geological Survey (OGS) 
earthquake catalog with magnitude completeness (𝑀𝑐) 2.8 and same time window 30 
days before and 10 days after each main shock (Figure 5-3) with PGV larger than 
0.002cm/s. Table 5-1 lists 10 mainshocks showing beta anomaly in an isolated 
earthquake cluster in Woodward, northwest Oklahoma. Large positive beta indicates 
potentially significant dynamic triggering in this area. I thus focus on the dynamic 
triggering search in Woodward cluster in the following section. 
5.3 Waveform study and analysis 
The monitoring network in early 2015 in Woodward, Oklahoma only included one 
broadband station U32A. Earthquake waveforms recorded on U32A show that the 
signal to noise ratio (SNR) is high for most events; therefore, I use U32A in a matched-
filter technique to detect uncataloged events based on the similarity to known events. 
Similar methods have been used to identify tectonic tremor in Japan and 
microearthquakes in the U.S. [Shelly et al., 2007; van der Elst et al., 2013].    
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For the mainshocks showing positive beta anomaly in Woodward, first I visually 
examine the waveform on nearby station U32A. Small events were occurring during the 
passage of surface wave and these events might be triggered by transient stresses 
generated by surface wave from remote, large earthquake. Then, I run matched-filter 
detection on continuous waveform on U32A in the time window 1day before and 1day 
after the large earthquakes using selected templates. The templates are created from 
waveform data of local events filtered between 4 and 15Hz in 3s time window that 
includes distinct P and S arrivals. The local events are selected using criteria that 
magnitude larger than 2.0, distinct P and S time arrival and occurring within 10 days of 
the mainshock; if the number of templates is smaller than 10, I extend the time window 
to select more events. The average number of templates is 17 for each mainshock. Then 
the templates are used to cross correlate with continuous waveform data and a high 
cross correlation coefficient larger than nine times of median absolute deviation (MAD) 
signifies the detection of an event. The P and S wave arrival time differences of the 
templates are around 2 seconds, so the detected events should be within 20km of the 
station U32A. The detection result for May 12th, 2015 Nepal earthquake is shown in 
Figure 5-5. These was a quiescence before the Nepal earthquake and significant 
seismicity increase after the mainshock, of which four local events were triggered 
during the surface wave. 
After detection, I obtain a detected catalog with small events. I compute 𝛽 statistic with 
the detected catalog using equation 5-3, where 𝑡1 is the time window 5hours before the 
P wave. I define two triggering windows, instantaneous window 𝑡2 with time between 
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the 5km/s and 2km/s wave arrival, when most of the surface wave energy is captured, 
and a delayed window 𝑡2
′  with time between 2km/s wave arrival and up to 5h after P 
wave arrival [e.g., Peng et al., 2010]. The 𝛽 statistic is listed in Table 5-1. Of ten 
remote mainshocks, the May 12th, 2015 M7.3 Nepal earthquake shows significant 
triggering phenomenon (beta>2.0) in both instantaneous and delayed time window.  
5.4 Dynamic stress calculation 
Triggered events tend to occur on critically loaded faults which fail under the transient 
stress perturbation generated by surface wave [van der Elst, 2014]. So, the dynamic 
stress threshold can help illuminate the fault stress state. To get the dynamic stress, I 
process the data in Seismic Analysis Code (SAC) package by removing mean value and 
the trend, tapering, transfering the original record to velocity domain and rotating the 
east/north/Z components to radial/transverse/Z components in great circle path. Then, I 
read the maximum value of the surface wave as peak ground velocity (PGV); using 
empirical equation [van der Elst and Brodsky, 2010], dynamic stress is converted from 
PGV by: 
 𝜎 = 𝑃𝐺𝑉 ∗
𝜇
𝑣
 (5-4) 
Where 𝜇 is shear rigidity, and 𝑣 is the phase velocity. Assuming 𝜇 of 35𝐺𝑃𝑎 and phase 
velocity of 3.5𝑘𝑚/𝑠, I have 
 𝜎(𝑘𝑃𝑎) = 𝑃𝐺𝑉(𝑐𝑚/𝑠) ∗ 100 (5-5) 
The calculated dynamic stress is listed in Table 5-2. The maximum dynamic stress is a 
fraction of 1𝑘𝑃𝑎, which is lower than many dynamic triggering cases, but still possible 
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[Aiken and Peng, 2014; Wang et al, 2015] to trigger local earthquakes if the faults are 
critically loaded. 
5.5 Magnitude calibration of detected events 
Since I have only one station (U32A) to run matched-filter detection, the detected 
events can not be located accuratedly, but magnitude for newly detected events can be 
estimated. I use a template-matching approach [Cleveland and Ammon, 2015; Shelly et 
al., 2016] to estimate the magnitude of the new event (M𝑛𝑒𝑤) based on the magnitude of 
the template event (𝑀𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒) usint the following equation: 
 𝑀𝑛𝑒𝑤 = 𝑀𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒 + 𝑐𝑙𝑜𝑔10𝛼 (5-6) 
where α is the ratio of the newly detected event and the template amplitudes [e.g., 
Schaff and Richards, 2014] and c is a scaling constant. We estimate 𝛼 using a principal 
component fit of data: 
 
𝛼 =
v(2)
v(1)
 (5-7) 
where v(1) and v(2) are elements of the eigenvector v corresponding to the largest 
eigenvalue of the covariance matrix of x and y, Cov(x,y), and x is the template 
waveform vector and y is the corresponding newly detected waveform. The cross 
correlation coefficient threshold of x and y is 0.65 to perform the calibration.  
Since I am dealing with relatively small events with corner frequencies dominantly 
above our band-pass range of 4~15 Hz, the measured amplitude ratio for this band-
passed data should accurately reflect the ratio of seismic moments and moment 
magnitude (Mw) [Shelly et al., 2016], in which case c = 2/3 [Hanks and Kanamori, 
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1979]. In our study, c=2/3 is not just a theoretical value; it can be observed from 
template calibration. If we follow the similar procedure to calibration template events: 
 𝑙𝑜𝑔𝑀2 − 𝑙𝑜𝑔𝑀1  =  𝑙𝑜𝑔𝛼1,2 (5-8) 
where M1, M2 are seismic moment for template pair 1 and 2. 𝛼1,2 is the principal 
component slope between template waveform vector 1, 2; then I perform the same 
calculation for all template pairs. All the measurements are then combined to solve the 
linear equation below and get the seismic moment for each template. 
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| (5-9) 
where ΣlogM0 denotes the summation of approximate logarithmic seismic moment of 
all templates, which are obtained from original catalog magnitudes. It is used to 
constrain the total seismic moment for all events. Then we cross plot the magnitude 
difference and 𝛼 for all template pairs; and the slope after calibration shown in Figure 
5-6 is exactly 2/3 as suggested by Hanks and Kanamori [1979]. 
After magnitude calibration, the magnitude completeness of 181 detected events around 
Nepal earthquake in three days is -0.3 (Figure 5-7), greatly improved from the 
magnitude completeness 2.8 of the cluster.  The b value for this 3-day detected catalog 
is low (b=0.54); this could be due to the artifact of insufficient station coverage, or it 
could be due to fault reactivation during this stage; the b value before calibration was 
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also relatively low (b=0.96). It will be ideal to calculate the average principal 
component slope among stations with a full azimuth coverage. Since we only have one 
station to the south of the cluster, the epicentral distance of events might affect the 
magnitude calibration. I tested this method on another cluster with 254 events and much 
better station coverage in Guthrie, Oklahoma; the results showed that b value only 
changed from 1.05 to 1.21 after calibration. The method can be used to estimate 
magnitude, but we should be careful with some artifacts caused by lack of station 
coverage.  
5.6 Discussion  
Our study shows that May 12th, 2015 M7.3 Nepal earthquake (refer to as ‘Nepal 
earthquake’ below) triggered events in Woodward area; while the March 29th, 2015 
M7.5 earthquake (refer to as ‘Papua earthquake’ below) did not. Both earthquakes 
occurred when the seismicity rate in Woodward cluster was high (Figure 5-8, same as 
stage2 in Figure 4-4). I detected 217 and 120 small events within one day before and 
one day after Papua earthquake and Nepal earthquake, respectively, suggesting that area 
was very active in early 2015. Both earthquakes showed a seismicity increase using 
detected catalog, but the increase of Papua earthquake started before the surface wave 
arrival while the increase of Nepal earthquake followed the surface wave arrival (Figure 
5-9); the seismicity after Papua earthquake showed a random magnitude distribution 
while the seismicity after Nepal earthquake showed a decrease in magnitude (Figure 5-
10), which could be a triggered aftershock sequence. From those comparisons, I think it 
is likely that the M7.3 Nepal earthquake triggered local events in surface wave; while 
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the seismicity rate increase following Papua mainshock was just coincident in time with 
the cluster events.     
5.7 Conclusion 
In this study, I perform a systematic search for dynamic triggering evidence in 
Oklahoma. In the stacked beta map for the whole continental U.S., the triggering 
potential (𝛽 > 2.0) of Oklahoma is strikingly high. A detailed local catalog search 
shows triggering potential in central, northern and northwestern Oklahoma. I focus my 
search on Woodward, a transtensional area in northwest Oklahoma. By visually 
examining the waveform and matched-filter detection for ten large, remote earthquakes 
showing positive beta in Woodward, I find that May 12th, 2015 Mw7.3 Nepal 
earthquake showed dynamic triggering in that area. During the passage of surface wave 
of Nepal earthquake, four local events were triggered; the seismicity rate was 
significant higher after the surface wave arrival. I calculate the triggering stress from 
waveform as 0.76kPa; such a low triggering threshold suggests the fault was critically 
loaded at the time of mainshock.  
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Figure 5-1. Mainshock distribution from 2010 to 2015 with 𝑴𝒔 > 𝟔. 𝟓, 𝒅𝒆𝒑𝒕𝒉 <
𝟏𝟎𝟎𝒌𝒎, and 𝑷𝑮𝑽 > 𝟎. 𝟎𝟏𝒄𝒎/𝒔. There are 49 mainshocks used in continental U.S 
beta search. 
 
 
Figure 5-2. Stacked beta (>2.0) map from 49 mainshocks shown in Figure 5-1. Gray 
dots are seismicity from ANSS catalog with M>3.0; yellow triangles are volcanoes; 
orange circles are geothermal fields in California.  
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Figure 5-3. Mainshock distribution from 2010 to 2015 with 𝑴𝒔 > 𝟔. 𝟓, 𝒅𝒆𝒑𝒕𝒉 <
𝟏𝟎𝟎𝒌𝒎, and 𝑷𝑮𝑽 > 𝟎. 𝟎𝟎𝟐𝒄𝒎/𝒔. There are 29 mainshocks used in Oklahoma beta 
search. 
 
 
Figure 5-4. Stacked beta (>2.0) map from 29 mainshocks in Figure 5-3. Gray dots are 
earthquake locations from OGS catalog.  
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Figure 5-5. Matched filter detection results of May 12th, 2015 M7.3 earthquake shown 
on waveforms of station U32A, BHT component. Red dashed lines are detected events; 
(c) shows the waveform 5h before till 5h after the mainshock; (b) zooms into 2.5h after 
mainshock; (a) zooms into four detected events in surface wave in (b); (d) shows the 
spectrogram of (c). 
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Figure 5-6. Magnitude difference versus 𝒍𝒐𝒈𝟏𝟎(𝜶) for templates used in matched-filter 
detection. Top: before magnitude calibration; bottom: after magnitude calibration. The 
slope is the constant c in equation 5-6. 
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Figure 5-7. Magnitude distribution for detected events around May 12th, 2015 M7.3 
mainshock. Top: before calibration; bottom: after calibration. 
 
 
Figure 5-8. Magnitude-time distribution of cataloged events in stage2 in figure 4-4. 
Dashed lines are large earthquakes that shows positive beta anomaly in stage2; blue 
means no triggering; red denotes the triggering event of May 12th, 2015 M7.3 Nepal 
earthquake. 
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Figure 5-9. Seismicity rate within 24 hours of May 12th, 2015 M7.3 mainshock (top) 
and March 29th, 2015 M7.5 mainshock (bottom). Red line is the observation; black line 
is constant rate based on the seismicity rate before mainshock. 
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Figure 5-10. Magnitude distribution of detected catalog for May 12th, 2015 M7.3 
mainshock (top) and March 29th, 2015 M7.5 mainshock (bottom). 
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Table 5-1 Mainshock information showing positive 𝜷 statistic in Woodward area and 
calculated 𝜷 using detected catalog. 
 
Table 5-2 Dynamic stress of each mainshock showing positive 𝜷 statistic in Woodward 
area. 
 
 
 
 
 
 
 
 
event id Magnitude N1 N2 instantaneous N1 N2 Delayed
21080215 10/9/2014 2:14:31 7 2 0 nan 2 1 nan
21130352 10/14/2014 3:51:34 7.3 9 1 0.82 9 6 -0.65
21980507 1/7/2015 5:07:08 6.5 6 0 -0.61 6 6 0.15
22792349 3/29/2015 23:48:31 7.5 22 6 0.68 22 23 1.28
23060611 4/25/2015 6:11:26 8.1 13 4 0.64 13 13 0.94
23160144 5/5/2015 1:44:06 7.5 17 0 -1.85 17 14 0.4
23230705 5/12/2015 7:05:20 7.3 7 5 2.18 7 18 3.16
23990450 7/27/2015 4:49:46 6.9 2 1 nan 2 2 0.14
24502255 9/16/2015 22:54:33 8.3 1 0 nan 1 4 1.58
24502319 9/16/2015 23:18:42 7 1 0 nan 1 4 1.58
origin time
21080215 10/9/2014 2:14:31 7 0.135 0.629 0.792
21130352 10/14/2014 3:51:34 7.3 0.789 1.176 0.635
21980507 1/7/2015 5:07:08 6.5 0.033 0.036 0.038
22792349 3/29/2015 23:48:31 7.5 0.33 0.44 0.57
23060611 4/25/2015 6:11:26 8.1 0.87 0.82 0.82
23160144 5/5/2015 1:44:06 7.5 0.88 1.04 1.35
23230705 5/12/2015 7:05:20 7.3 0.367 0.606 0.763
23990450 7/27/2015 4:49:46 6.9 0.081 0.074 0.092
24502255 9/16/2015 22:54:33 8.3 0.485 1.07 1.235
24502319 9/16/2015 23:18:42 7 0.485 1.07 1.235
σZ(kpa)event id origin time Magnitude σT(kpa) σR(kpa)
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Conclusion 
In this project, I use seismicity to map currently active faults; I generate a detailed stress 
field map for Oklahoma using focal mechanism solutions. By comparing the fault strike 
and 𝜎𝐻𝑚𝑎𝑥  orientation, I find that many of the currently reactivated faults are optimally 
oriented to local stress field.  
The detailed stress field map (0.2° by 0.2°) reveals more spatial variations compared to 
a uniform stress field in previous studies. The stress orientation shows a clear rotation 
along Nemaha fault in Central Oklahoma, in northern Oklahoma and southern Kansas 
and in northwestern Oklahoma. To the north and northwest, the map shows a faulting 
type transition from strike-slip faulting to normal faulting, suggesting the stress 
magnitude is less compressive in those areas. 
Woodward cluster is an isolated, large cluster in one of those transition areas in 
northwest Oklahoma. The area is in transtensional regime which is characterized by 
both strike-slip and normal faulting. Two optimally oriented fault segments are 
reactivated in this cluster; the seismicity migration is used to depict the rupture process 
and the rupture pattern is explained by Coulomb Stress interaction.   
In a relatively independent study, I search for dynamic triggering evidence in Oklahoma 
and find that May 12th, 2015 M7.3 Nepal earthquake triggered local events. The 
triggering stress is lower than 1𝑘𝑃𝑎, suggesting the fault was critically loaded at the 
mainshock time.  
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Appendix A: Seismogenic fault mapping results  
 
 
Fault # Strike Dip Planarity top depth bottom depth
1 45.4 86 0.8 36.43725 -98.7816 36.53787 -98.679 0.278 12.918
2 281 89.6 0.8 35.8207 -97.45 35.8125 -97.4093 3.644 10.195
3 291.5 67.9 0.5 35.60033 -97.4082 35.58776 -97.3767 2.585 7.747
4 61.3 86.5 0.7 35.86121 -97.3335 35.89951 -97.2635 0.015 8.035
5 131 85.5 1 36.29496 -97.536 36.27447 -97.5121 1.309 11.958
6 105.8 88.2 0.9 36.43469 -96.9638 36.40663 -96.8648 0.132 15.881
7 63 88.7 0.9 36.4361 -96.9146 36.4578 -96.872 3.139 11.273
8 104.6 84.8 0.5 35.7809 -97.4932 35.7703 -97.4527 3.401 8.237
9 225 84.1 0.9 35.64476 -97.1346 35.68275 -97.0967 0.016 17.514
10 283.1 54 0.7 36.75658 -98.0788 36.74174 -98.0159 2.449 8.366
11 78.5 79.1 0.9 36.50334 -99.0612 36.52524 -98.9555 0.001 12.415
12 117.5 87.7 0.9 35.67807 -97.422 35.66132 -97.3894 5.042 8.226
13 284.5 87.5 0.9 35.61614 -97.2617 35.60809 -97.2304 0.221 7.652
14 256.4 86.7 1 36.60985 -97.7127 36.62653 -97.6443 2.747 13.524
15 251.9 13.2 0.6 36.82945 -98.2819 36.85052 -98.2179 1.204 11.438
16 248.3 89.1 0.9 36.93297 -97.6393 36.9426 -97.6152 0.504 8.6
17 112.1 72.8 0.9 35.75005 -97.403 35.74152 -97.3821 4.63 7.284
18 54.1 83 1 35.74457 -97.3795 35.75737 -97.3617 3.939 7.694
19 273.9 53.3 1 36.94284 -97.8519 36.93973 -97.8062 1.019 7.526
20 102.3 86.9 1 36.7513 -97.5907 36.7414 -97.5455 2.267 11.587
21 105.5 88.6 1 36.271 -97.3136 36.25574 -97.2587 2.259 7.924
22 242.4 76.6 0.9 35.98163 -96.8242 36.00451 -96.7809 2.616 4.805
23 263.4 87 0.9 36.84918 -97.8743 36.85099 -97.8555 1.754 10.72
24 86.4 88.4 0.8 36.83762 -97.8872 36.8387 -97.8709 2.724 9.661
25 71 86.1 0.9 36.82695 -97.8866 36.83364 -97.8671 3.915 6.182
26 246 77.5 0.4 35.48963 -97.2707 35.50555 -97.2345 3.088 8.434
27 249.4 89.4 1 36.31875 -97.5448 36.32882 -97.5181 8.22 13.081
28 241.3 21.7 0.7 35.52734 -97.3093 35.53961 -97.2869 1.386 6.571
29 45 89.4 1 36.11653 -97.6447 36.14884 -97.6123 2.472 6.189
30 116.5 82.1 0.9 36.83515 -97.825 36.81846 -97.7912 0.61 8.358
31 120.4 85.3 1 36.22309 -97.5639 36.20743 -97.5366 1.875 7.65
32 107.6 85.9 0.8 35.92634 -97.3512 35.91499 -97.3145 0 6.071
33 257.3 85.3 0.9 36.81167 -97.7249 36.816 -97.7048 3.491 11.095
34 78.8 87.4 0.9 36.5904 -97.6401 36.5954 -97.6139 9.019 13.47
35 122.3 87.1 0.3 36.13715 -97.2989 36.12051 -97.272 0.811 7.116
36 73.3 89.3 0.9 36.65311 -98.471 36.65923 -98.4514 0.835 10.269
37 90.6 88.1 0.8 36.70831 -97.9212 36.70775 -97.8775 3.064 7.665
38 52.6 63 0.7 35.70745 -97.4434 35.72846 -97.416 0.761 6.912
39 112.3 67 0.8 35.57568 -97.3118 35.56875 -97.295 3.5 7.283
40 52.6 86.2 0.7 36.31354 -96.7736 36.32901 -96.7531 0.686 5.534
41 288.8 77.2 0.6 35.95273 -96.7943 35.94242 -96.7644 2.519 7.111
42 67.6 67.9 0.8 35.54771 -97.2579 35.55622 -97.2373 4.591 6.88
43 105.1 80.1 0.8 36.86979 -98.14 36.86385 -98.1183 4.002 6.432
44 53 85.1 0.9 35.7216 -97.1787 35.72879 -97.1695 4.616 5.564
Start point End point
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 (Continued) 
 
 
Fault # Strike Dip Planarity top depth bottom depth
45 107 85.5 1 35.99109 -97.5802 35.98357 -97.5558 4.276 8.016
46 344.3 78.5 0.7 36.9332 -97.6813 36.91985 -97.6775 4.134 6.772
47 68.7 62.3 0.4 35.66286 -97.1906 35.67103 -97.169 4.037 5.141
48 251.4 85 1 36.29794 -96.694 36.30685 -96.6669 0.223 7.166
49 240.1 40.7 0.4 36.55649 -97.8456 36.57097 -97.8205 1.642 9.27
50 47.4 45.2 0.4 35.55475 -97.3093 35.56438 -97.299 2.086 6.824
51 68 82.9 0.9 36.59151 -97.8391 36.60283 -97.8111 3.217 10.126
52 122.1 87.8 1 36.18396 -97.2739 36.17214 -97.2549 1.157 8.214
53 213 51.8 0.2 36.26179 -97.3897 36.27136 -97.3838 2.843 7.869
54 54.4 81.5 0.9 35.84992 -97.2472 35.86172 -97.2308 5.015 6.179
55 34.1 58.2 0.3 35.58083 -97.2479 35.58705 -97.2438 4.836 6.18
56 240.1 87.5 0.7 36.83859 -97.7028 36.84409 -97.6933 4.579 8.062
57 161.5 80.1 0.8 36.66739 -97.7392 36.65943 -97.7372 4.569 9.421
58 51 24.1 0.7 35.71321 -97.1746 35.72441 -97.1607 4.408 5.437
59 287.9 89.7 0.7 35.79473 -97.006 35.79084 -96.9942 0.96 5.803
60 90.3 82.1 0.9 35.58478 -97.2924 35.58478 -97.2821 4.354 12.908
61 280.5 83.2 0.6 35.75028 -97.1387 35.74759 -97.1241 3.206 4.315
62 100 88.1 0.9 37.05636 -97.9237 37.05432 -97.9116 3.353 6.543
63 146.4 85.8 0.9 36.16905 -96.9984 36.15888 -96.9915 1.435 10.653
64 212.8 86 0.5 36.43651 -97.0786 36.44815 -97.0712 0.199 7.418
65 75.1 87.3 0.9 36.07258 -97.5692 36.07903 -97.5451 0.937 7.787
66 212.5 86.5 0.9 36.3868 -97.1606 36.3971 -97.1542 0.97 8.793
67 196.3 88.6 0.6 36.1055 -97.4462 36.11298 -97.4441 0.597 7.125
68 276 84.7 0.8 36.02743 -97.1116 36.02478 -97.0851 1.754 5.065
69 290 88.5 1 36.3579 -97.1174 36.3474 -97.0889 2.529 10.333
70 235.2 89.7 0.8 36.04336 -97.267 36.05752 -97.2466 1.56 5.066
71 96.1 86.1 0.9 36.70186 -98.0426 36.69979 -98.0226 4.654 6.749
72 115.7 86.5 1 36.7346 -98.3436 36.71625 -98.3054 3.67 8.123
73 330.3 88.1 0.6 36.47261 -97.3295 36.46335 -97.3243 4.631 8.727
74 108.9 89.2 0.8 36.61559 -98.4217 36.60728 -98.3975 2.815 9.314
75 273.3 88.5 0.4 35.81473 -97.2478 35.81433 -97.2377 0.459 6.246
76 258.9 70.7 0.6 36.11752 -97.5848 36.12368 -97.5541 3.729 6.355
77 207.9 87.5 1 36.56076 -97.3986 36.57367 -97.3914 4.185 10.086
78 134.8 89.4 0.8 36.07548 -97.2172 36.06598 -97.2076 3.2 12.815
79 125.4 88.8 0.8 36.69116 -98.2651 36.68277 -98.2539 4.929 7.441
80 106.5 88.9 1 36.3722 -97.7266 36.37053 -97.7197 6.795 8.313
81 101.9 45.6 0.2 35.98053 -97.2091 35.97739 -97.1933 4.798 6.02
82 55.3 86.9 1 36.26549 -97.5784 36.27179 -97.5698 6.268 8.473
83 267.8 56.8 1 36.93431 -97.9049 36.93498 -97.8841 4.047 5.982
84 235.5 74.1 0.4 36.76527 -98.0341 36.77862 -98.0149 5.086 7.324
85 93.7 84.5 1 36.21355 -97.5792 36.2125 -97.5601 4.3 7.755
86 128.1 89.8 0.9 36.28111 -97.2733 36.26443 -97.2521 0.775 10.098
87 231.9 89.6 0.9 36.11466 -97.3272 36.12392 -97.3157 1.182 8.745
88 55 89.2 0.9 35.4593 -96.8896 35.5421 -96.7445 3.038 5.6181
Start point End point
  
90 
 
Appendix B: Regional stress inversion results 
 
1 -99.15 36.45 99 10 0.68 58
2 -99.15 36.55 100 11 0.6 46
3 -99.05 36.45 97 4 0.2 98
4 -99.05 36.55 101 5 0.22 92
5 -98.95 36.45 99 4 0.26 55
6 -98.95 36.55 98 4 0.31 49
7 -98.85 36.35 89 2 0.28 288
8 -98.85 36.45 89 2 0.29 309
9 -98.85 36.55 76 4 0.05 31
10 -98.85 36.65 91 5 0.13 26
11 -98.75 36.35 89 2 0.29 286
12 -98.75 36.45 89 2 0.29 324
13 -98.75 36.55 81 4 0.14 49
14 -98.75 36.65 88 4 0.41 33
15 -98.75 36.75 92 6 0.46 26
16 -98.65 36.45 92 4 0.15 31
17 -98.65 36.55 90 4 0.22 26
18 -98.55 36.15 65 4 0.42 22
19 -98.55 36.25 70 5 0.41 23
20 -98.55 36.45 83 8 0.35 20
21 -98.55 36.55 83 5 0.32 38
22 -98.55 36.65 82 5 0.17 33
23 -98.45 36.25 75 5 0.44 21
24 -98.45 36.45 84 7 0.31 22
25 -98.45 36.55 81 4 0.3 46
26 -98.45 36.65 76 5 0.3 50
27 -98.45 36.75 80 4 0.15 36
28 -98.35 36.55 85 4 0.28 37
29 -98.35 36.65 77 4 0.36 47
30 -98.35 36.75 79 2 0.18 94
31 -98.35 36.85 81 3 0.18 75
32 -98.25 36.35 86 3 0.23 20
33 -98.25 36.45 83 6 0.21 23
34 -98.25 36.55 83 4 0.23 36
35 -98.25 36.65 82 4 0.21 41
Number of focal 
mechanisms
Grid # Longitude Latitude
Hmax 
azimuth
Standard 
deviation of 
Hmax azimuth
R
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(Continued) 
 
 
36 -98.25 36.75 83 2 0.23 105
37 -98.25 36.85 83 2 0.23 92
38 -98.15 36.55 76 3 0.22 20
39 -98.15 36.65 84 2 0.1 83
40 -98.15 36.75 87 2 0.06 108
41 -98.15 36.85 88 4 0.08 44
42 -98.15 36.95 90 3 0.35 50
43 -98.15 37.05 93 3 0.14 89
44 -98.15 37.15 86 4 0.31 107
45 -98.15 37.25 87 5 0.38 62
46 -98.05 36.65 85 2 0.1 88
47 -98.05 36.75 85 2 0.05 92
48 -98.05 36.85 84 2 0.04 60
49 -98.05 36.95 83 2 0.12 216
50 -98.05 37.05 85 2 0.07 229
51 -98.05 37.15 74 3 0.35 227
52 -98.05 37.25 70 2 0.36 174
53 -97.95 36.55 89 4 0.37 41
54 -97.95 36.65 84 3 0.28 52
55 -97.95 36.75 82 2 0.14 75
56 -97.95 36.85 81 2 0.09 142
57 -97.95 36.95 78 2 0.12 318
58 -97.95 37.05 76 2 0.16 317
59 -97.95 37.15 69 2 0.11 268
60 -97.95 37.25 63 2 0.22 175
61 -97.85 36.25 73 4 0.23 30
62 -97.85 36.35 86 3 0.36 37
63 -97.85 36.45 95 3 0.63 33
64 -97.85 36.55 92 2 0.3 69
65 -97.85 36.65 86 2 0.26 73
66 -97.85 36.75 85 2 0.09 90
67 -97.85 36.85 83 2 0.09 140
68 -97.85 36.95 69 2 0.1 215
69 -97.85 37.05 67 1 0.21 252
70 -97.85 37.15 69 2 0.28 177
Number of focal 
mechanisms
Grid # Longitude Latitude
Hmax 
azimuth
Standard 
deviation of 
Hmax azimuth
R
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(Continued) 
 
 
71 -97.85 37.25 64 3 0.11 68
72 -97.75 36.05 88 4 0.26 22
73 -97.75 36.15 85 3 0.18 33
74 -97.75 36.25 80 3 0.04 45
75 -97.75 36.35 87 3 0.2 42
76 -97.75 36.45 112 4 0.41 45
77 -97.75 36.55 104 2 0.24 125
78 -97.75 36.65 100 2 0.24 113
79 -97.75 36.75 89 2 0.11 91
80 -97.75 36.85 89 2 0.09 135
81 -97.75 36.95 76 2 0.06 125
82 -97.75 37.05 51 2 0.09 118
83 -97.75 37.15 65 5 0.2 82
84 -97.75 37.25 99 7 0.22 26
85 -97.65 35.95 87 3 0.15 34
86 -97.65 36.05 90 3 0.06 52
87 -97.65 36.15 89 2 0.26 152
88 -97.65 36.25 92 2 0.27 155
89 -97.65 36.35 104 3 0.23 35
90 -97.65 36.45 113 4 0.32 33
91 -97.65 36.55 110 2 0.25 90
92 -97.65 36.65 104 2 0.25 93
93 -97.65 36.75 90 3 0.25 84
94 -97.65 36.85 90 2 0.27 105
95 -97.65 36.95 94 3 0.55 115
96 -97.65 37.05 74 3 0.67 94
97 -97.65 37.15 68 7 0.23 56
98 -97.65 37.25 103 8 0.18 23
99 -97.55 35.55 75 3 0.37 57
100 -97.55 35.65 81 2 0.37 115
101 -97.55 35.75 83 2 0.29 108
102 -97.55 35.85 81 2 0.21 58
103 -97.55 35.95 86 2 0.22 46
104 -97.55 36.05 91 3 0.18 53
105 -97.55 36.15 91 2 0.28 143
Number of focal 
mechanisms
Grid # Longitude Latitude
Hmax 
azimuth
Standard 
deviation of 
Hmax azimuth
R
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106 -97.55 36.25 93 4 0.34 151
107 -97.55 36.35 104 4 0.23 31
108 -97.55 36.65 88 8 0.23 20
109 -97.55 36.75 94 6 0.23 31
110 -97.55 36.85 94 7 0.36 22
111 -97.55 36.95 92 5 0.74 67
112 -97.55 37.05 92 4 0.91 57
113 -97.45 35.45 80 3 0.36 53
114 -97.45 35.55 80 2 0.43 135
115 -97.45 35.65 79 2 0.4 174
116 -97.45 35.75 81 1 0.28 158
117 -97.45 35.85 80 2 0.25 111
118 -97.45 35.95 84 2 0.24 59
119 -97.45 36.05 91 5 0.14 41
120 -97.45 36.15 88 4 0.21 49
121 -97.45 36.25 91 4 0.27 42
122 -97.45 36.35 80 7 0.36 27
123 -97.45 36.45 83 8 0.07 24
124 -97.45 36.85 83 6 0.32 24
125 -97.35 35.35 96 7 0.59 22
126 -97.35 35.45 83 2 0.34 102
127 -97.35 35.55 80 2 0.38 151
128 -97.35 35.65 75 2 0.43 99
129 -97.35 35.75 83 2 0.28 132
130 -97.35 35.85 81 2 0.34 158
131 -97.35 35.95 86 3 0.37 79
132 -97.35 36.05 93 3 0.1 67
133 -97.35 36.15 83 2 0.09 100
134 -97.35 36.25 83 3 0.18 72
135 -97.35 36.35 77 5 0.29 39
136 -97.35 36.45 77 4 0.2 36
137 -97.25 35.45 84 3 0.4 66
138 -97.25 35.55 84 3 0.43 119
139 -97.25 35.65 87 3 0.36 120
140 -97.25 35.75 91 2 0.31 123
Number of focal 
mechanisms
Grid # Longitude Latitude
Hmax 
azimuth
Standard 
deviation of 
Hmax azimuth
R
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141 -97.25 35.85 76 2 0.27 129
142 -97.25 35.95 74 3 0.21 73
143 -97.25 36.05 92 3 0.1 51
144 -97.25 36.15 83 2 0.09 78
145 -97.25 36.25 82 3 0.19 66
146 -97.25 36.35 84 3 0.18 40
147 -97.25 36.45 68 3 0.28 28
148 -97.15 35.45 77 5 0.54 22
149 -97.15 35.55 91 4 0.45 68
150 -97.15 35.65 97 2 0.34 103
151 -97.15 35.75 103 2 0.31 52
152 -97.15 35.85 71 3 0.2 44
153 -97.15 35.95 73 3 0.15 53
154 -97.15 36.05 84 4 0.45 34
155 -97.15 36.15 79 4 0.34 31
156 -97.15 36.25 88 4 0.25 39
157 -97.15 36.35 88 3 0.26 46
158 -97.15 36.45 79 4 0.1 28
159 -97.05 35.55 86 5 0.42 25
160 -97.05 35.65 88 5 0.42 25
161 -97.05 35.95 92 7 0.34 21
162 -97.05 36.05 86 4 0.33 46
163 -97.05 36.15 81 2 0.21 49
164 -97.05 36.25 91 3 0.16 56
165 -97.05 36.35 79 2 0.33 156
166 -97.05 36.45 74 2 0.4 120
167 -96.95 35.45 83 7 0.55 21
168 -96.95 35.85 94 4 0.25 29
169 -96.95 35.95 103 6 0.15 25
170 -96.95 36.05 97 4 0.15 33
171 -96.95 36.15 86 3 0.18 46
172 -96.95 36.25 91 4 0.17 67
173 -96.95 36.35 80 1 0.22 288
174 -96.95 36.45 77 1 0.22 240
175 -96.85 35.45 79 5 0.52 62
Number of focal 
mechanisms
Grid # Longitude Latitude
Hmax 
azimuth
Standard 
deviation of 
Hmax azimuth
R
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176 -96.85 35.55 76 5 0.48 46
177 -96.85 35.85 92 4 0.31 52
178 -96.85 35.95 98 4 0.26 70
179 -96.85 36.05 104 4 0.41 46
180 -96.85 36.15 91 6 0.32 32
181 -96.85 36.25 88 4 0.19 43
182 -96.85 36.35 81 2 0.12 165
183 -96.85 36.45 79 2 0.12 135
184 -96.75 35.45 77 6 0.53 44
185 -96.75 35.55 76 4 0.51 43
186 -96.75 35.85 91 3 0.34 45
187 -96.75 35.95 96 3 0.3 54
188 -96.75 36.05 104 3 0.39 29
189 -96.75 36.15 104 4 0.11 24
190 -96.75 36.25 94 4 0.19 41
191 -96.75 36.35 80 5 0.27 26
192 -96.65 36.25 105 7 0.13 27
Number of focal 
mechanisms
Grid # Longitude Latitude
Hmax 
azimuth
Standard 
deviation of 
Hmax azimuth
R
