While increasingly complex approaches to question answering (QA) have been proposed, the true gain of these systems, particularly with respect to their expensive training requirements, can be inflated when they are not compared to adequate baselines. Here we propose an unsupervised, simple, and fast alignment and information retrieval baseline that incorporates two novel contributions: a one-to-many alignment between query and document terms and negative alignment as a proxy for discriminative information. Our approach not only outperforms all conventional baselines as well as many supervised recurrent neural networks, but also approaches the state of the art for supervised systems on three QA datasets. With only three hyperparameters, we achieve 47% P@1 on an 8th grade Science QA dataset, 32.9% P@1 on a Yahoo! answers QA dataset and 64% MAP on WikiQA. We also achieve 26.56% and 58.36% on ARC challenge and easy dataset respectively. In addition to including the additional ARC results in this version of the paper, for the ARC easy set only we also experimented with one additional parameter -number of justifications retrieved.
widespread success of deep architectures in natural language processing (NLP) tasks [32] , more and more QA tasks have been approached with deep learning and in many cases the state of the art for a given question set is held by a neural architecture (e.g., Tymoshenko et al. [27] for WikiQA [29] ). However, with these architectures becoming the expectation, comparisons to strong baselines often are neglected and thus allow us to lose sight of the true gain of these complex architectures, especially relative to their steep training costs.
Here we introduce a strong alignment and information retrieval (IR) baseline that is simple, completely unsupervised, and trivially tuned. Specifically, the contributions of this work are:
(1) We propose an unsupervised alignment and IR approach that features one-to-many alignments to better control for context, as well as negative alignments as a proxy for discriminative information. We show that depending on the statistics of the given question set, different ratios of these components provide the best performance, but that this tuning can be accomplished with only three hyperparameters.
(2) We demonstrate that our approach yields near state-of-the-art performance on four separate QA tasks, outperforming all baselines, and, more importantly, several more complex, supervised systems. These results suggest that, contrary to recent literature, unsupervised approaches that rely on simple bag-of-word strategies remain powerful contenders on QA tasks, and, minimally, should inform stronger QA baselines. The code to reproduce the results in this paper is publicly available 1 .
RELATED WORK
Information retrieval (IR) systems [e.g., 23] have served as the standard baseline for QA tasks [19, 26, inter alia] . However, the lack of lexical overlap in many QA datasets between questions and answers [1, 9, 33] , makes standard IR approaches that rely on strict lexical matching less applicable. Several IR systems have been modified to use distributional similarity to align query terms to the most similar document term for various tasks, including document matching [16] , short text similarity [12] , and answer selection [4] . However, using only a single most similar term can lead to spurious matches, e.g., with different word senses. Here we expand on this by allowing a one-to-many mapping between a question term and similar answer terms to better represent how on-context a given answer candidate is.
Negative information has also been show to be useful in answer sentence selection [28, 30] . We also include negative information Figure 1 : Example of our alignment approach for mapping terms in the question to the most similar and different terms in the candidate answer. Highest-ranked alignments are shown with a solid green arrow, secondhighest with a dashed green arrow, and lowest-ranked alignments are shown with a red arrow.
in the form of negative alignments to aid in distinguishing correct answers from close competitors.
Several QA approaches have used similar features for establishing strong baseline systems, [e.g., 20, 26] . These systems are conceptually related to our work, but they are supervised and employed on different tasks, so their results are not directly comparable to our unsupervised system.
APPROACH
Our unsupervised QA approach is designed to robustly estimate how relevant a candidate answer is to a given question. We do this by utilizing both positive and negative one-to-many alignments to approximate context. Specifically, our approach operates in three main steps:
(1) Preprocessing: We first pre-process both the question and its candidate answers using NLTK [2] and retain only non-stopword lemmas for each. We additionally calculate the inverse document frequency (idf) of each query term, q i locally using:
where N is the number of questions and doc f req(q i ) is the number of questions that contain q i .
(2) Alignment: Next we perform the one-to-many alignment between the terms in the question, Q, and the candidate answer, A. For q i ∈ Q, we rank the terms a j ∈ A by their similarity to q i as determined by cosine similarity using off-the-shelf 300-dim Glove word embeddings [22] , which were not trained on any of the datasets used here. For each q i we find the ranked top K + most similar terms in A, {a Figure 1 , book in the question is aligned with book and files in the correct answer and with book and case (after preprocessing) in the incorrect answer as positive alignments.
(3) Candidate Answer Scoring: We then use these alignments along with the idfs of the question terms to find the score for each candidate answer, s(Q, A), based on the weighted sums of the individual term alignment scores, such that:
where N is the number of question terms, aliдn(q i , A) is the alignment score between the question term, q i and the answer candidate, A, and λ is the weight for the negative information. pos(q i , A) and neд(q i , A) represent the scores for the one-to-many alignments for the most and least similar terms respectively. Importantly, the only hyperparameters involved are: K + , K − , and λ. The intuition behind this formula is that by aggregating several alignments (i.e., through summing), the model can approximate context. In terms of the example in Figure 1 , the secondary alignments for book help discern that the correct answer is more on-context than the incorrect answer (i.e., book is more similar to file than it is to cases). Further, the negative alignments cause candidate answers with more off-context terms to be penalized more (as with book and unfettered). These negative alignment penalties serve as an inexpensive proxy for discriminative learning.
EXPERIMENTS 4.1 Data
We evaluate our approach on three distinct datasets: 2
WikiQA: 3 a dataset created by Yang et al. [29] for open-domain QA consisting of Bing queries and corresponding answer sentences taken from Wikipedia articles. The set is divided into train/dev/test partitions with 1040, 140 and 293 questions respectively.
Yahoo! Answers 4 (YA): 10,000 How questions, each with a communitychosen best answer. 5 We use the same 50-25-25 train/dev/test partitions as Jansen et al. [10] .
8th Grade Science (ScienceQA): a set of multiple-choice science exam questions, each with four candidate answers. We use the same 2500/800 train/test split as [25] . For better comparison with previous work, here we modify the approach slightly to score candidate answers against the same external knowledge base (KB) of short flash-card style texts from StudyStack 6 and Quizlet 7 as was used by Sharp et al. [25] . Specifically, we first build IR queries from the question combined with each of the multiple-choice answers, and use there queries to retrieve the top five documents from the KB for each answer candidate. We then score each of these documents, as described in Section 3, using the combined question and answer candidate in place of Q and each of the five documents in place of A. The score for the answer candidate is then the sum of these five document scores.
ARC dataset: Clark et al. [5] presented the multiple choice AI2 Reasoning Challenge (ARC) dataset which is divided into two partitions: a Challenge set and an Easy set. Each set is further divided into train, development, and test folds: {1119, 299, 1172} questions in train, development, and test folds respectively in the Challenge set and {2251, 570, 2376} questions in the Easy set. The KB for this dataset is provided by Clark et al. [5] and covers approximately 95% of the questions. As with ScienceQA, here we use the modified approach that uses five documents retrieved from the accompanying KB.
Baselines
We compare against the following baselines: BM25: We choose the candidate answer with the highest BM25 score [23] , using the default values for the hyperparameters.
IDF Weighted Word Count:
We also compare against baselines from previous work based on tf-idf. For WikiQA this is the IDF weighted word count baseline of Yang et al. [29] and in YA this is the CR baseline of Jansen et al. [10] . In YA we also compare against the stronger supervised CR + LS baseline of Jansen et al. [10] , which combines tf-idf features with lexical semantic features into a linear SVM.
Learning constrained latent representations (LCLR):
For WikiQA, we also compare against LCLR [30] , which was used as a strong baseline by Yang et al. [29] to accompany the WikiQA dataset. LCLR uses rich lexical semantic information including synonyms, antonyms, hypernyms, and a vector space model for semantic word similarity.
AI2 IR Solver:
The IR solver of Clark et al. [6] ranks according to the IR score where each retrieved document must contain at least one non-stop word from each of the question and the candidate answer.
Single-Alignment (One-to-one): We use only the single highest scoring pair of query word and answer word, i.e., K + = 1 and K − = 0. This baseline has been used for other NLP tasks, such as document matching [15] and sentence similarity [12] . One-to-all: We additionally compare against a model without an alignment threshold, reducing Equation 3 to:
where m is the number of words in the answer candidate.
Supervised Model Comparisons:
For each QA dataset, we compare against previous supervised systems.
WikiQA: For WikiQA, we compare against strong RNN and attention based QA systems. Jurczyk et al. [11] use multiple RNN models with attention pooling. Both Yin et al. [31] and dos Santos et al. [7] use similar approaches of attention layers over CNN's and RNN's. Miller et al. [18] use key value memory networks using Wikipedia as the knowledge base and Tymoshenko et al. [27] employed a hybrid of Tree Kernals and CNNs. ARC: Several supervised neural baseline models 8 have been re-implemented by Clark et al. [5] for use on the ARC dataset: Decomposed Graph Entailment Model (DGEM) [14] , Bi-directional Attention Flow (BiDAF) [24] and Decomposable Attention model [21] .
Tuning
As described in Section 3, our proposed model has just 3 hyperparameters: K + , the number of positive alignments for each question term; K − , the number of negative alignments; and λ, the weight assigned to the negative information. We tuned each of these on development and show the selected values in Table 1 . We hypothesize that these empirically determined best values for the hyperparameters are correlated with the ratio between the average length of questions and answers across the dataset 9 (also shown in Table 1 ). That is, in the question sets where answers tend to be several times longer than questions, more alignments per question term were useful. This is in direct contrast with the Science dataset, where questions are typically twice as long as answers. When running the model on the ARC easy set, we found that commonly the top five justifications retrieved for each of the answer candidates were identical, which prevented our model from differentiating between candidates. Therefore, for this dataset only we also tuned the number of justifications used by the model, i.e., N in Table 1 , to 32 (using the training and development set) in order to enable retrieval of distinct justifications. Table 5 : Performance on the ARC dataset, measured by precision-at-one (P@1).
RESULTS AND DISCUSSION
We evaluate our approach on four distinct QA datasets: WikiQA, Yahoo! Answers (YA), 8th grade science dataset (ScienceQA) and ARC dataset. These results are shown in Tables 2, 3 , 4 and 5. In Science and Yahoo! QA, our approach significantly outperforms 10 Performance results on both the Easy and Challenge sets reflect updated numbers from correspondence with the authors. 11 Following the description provided just in Clark et al. [6] , our re-implementation did not include any additional steps mentioned in Clark et al. [5] which may have improved the performance, such as filtering out overly long justifications or those with negation etc. BM25 (p < 0.05) 12 , demonstrating that incorporating lexical semantic alignments between question terms and answer terms (i.e., going beyond strict lexical overlap) is beneficial for QA. LCLR [29, 30] is considered to be a stronger baseline for WikiQA, and our model outperforms it by +4.10% MAP. Further, we compare our full model with both a single alignment approach (i.e., one-to-one) as well as a maximal alignment (i.e., one-to-all) approach. In all datasets except for the ARC datasets, our full model performed better than the single alignment approach; in both WikiQA and YA this difference was significant (p < 0.05). In case of the ARC dataset, our final model was identical to a single alignment model since multi-alignment and negative information did not improving performance development. Our full model was also significantly better than the one-to-all baseline in all models (p < 0.05). This demonstrates that including additional context in the form of multiple alignments is useful, but that there is a "Goldilocks" zone, and going beyond that is detrimental. We note that while the negative alignment boosted performance, in none of the datasets was its contribution significant individually. Perhaps more interestingly, despite its simplicity, lack of parameters, and unsupervised nature, our approach either beats or approaches many much more complex supervised systems with steep training costs (e.g., attention-based RNNs), showing we can come closer to bridging the performance gap between simple baselines and complex systems using straightforward approaches, as illustrated in Figure 2 . We suspect that our proposed approach would also be complementary to several of the more complex systems (particularly those without IR components [e.g. 13]), which would allow for additional gains through ensembling.
work suggests that simple alignment strategies remain strong contenders for QA, and that the QA community would benefit from such stronger baselines for more rigorous analyses.
