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Abstract
In this thesis we develop and apply a variety of first-principles computational
methods to the study of complex oxide heterostructures.
Firstly, we introduce a new set of partially localised orbitals that offer a natural
description for 1D- and 2D-periodic systems, providing the same accuracy as
traditional plane-wave DFT-based approaches but with a computational cost
that increases only linearly with the size of the system along the non-periodic
directions, thus alleviating the unfavourable scaling of traditional O (N3) DFT
calculations. The method was implemented in the onetep code, which is a
leading large-scale DFT code that was originally designed to work with fully
localised orbitals and Γ-point sampling only of the Brillouin zone. We show
that the use of our new basis set in conjunction with the implementation of the
Brillouin zone sampling at arbitrary k-points significantly extends the systems
that can be studied with a DFT-based approach.
We then discuss the performance of a force field parametrised to reproduce
DFT energies, stresses and forces in bulk barium titanate (BTO), when it
is applied to the study of BTO surfaces and interfaces. We find that, upon
structural relaxation, the displacements of the surface atoms are qualitatively
incorrect when compared with DFT predictions because of the different local
environment with respect to the bulk, and that the transferability of the force
field can be greatly improved by introducing a handful of extra parameters for
the surface atoms only.
We then explore interesting phenomena at the interface between two different
complex oxides. We first analyse the possibility to induce oxygen octahedral
distortions from a perovskite substrate into an originally undistorted film. We
observe that for the system of interest (barium zirconate grown on top of stron-
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tium zirconate) the induced distortions have a non-negligible decay length of
roughly 25 A˚, and the gradients associated with the decaying modes can in-
duce novel physical properties in the film.
We finally explore the application of complex oxides as solid electrolytes in
next-generation Li-ion batteries, a promising path towards the development of
efficient, light and safe energy storage systems to be used in the transportation
industry. We develop a custom framework to perform a preliminary screen-
ing of potential candidates, focusing on the requirement of the electrolyte to
be stable against commonly used electrodes, and we find materials that are
stable in contact with pure Li metal at significantly higher voltages than the
traditional organic solvents used in current Li-ion batteries.
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Chapter 1
Introduction
1.1 Complex oxide surfaces and interfaces
During the past couple of decades, complex oxides have attracted intense re-
search interest especially from the condensed matter physics and materials
science communities. The potential for these materials to be used in a broad
range of applications derives from the tunability of their functional proper-
ties, due to the strong interplay between the fundamental degrees of freedom,
namely the electronic spin, charge, orbitals and their interplay with the lat-
tice [1].
Complex oxide surfaces and interfaces are particularly promising from this
point of view, since it is also possible to affect the properties of the system
by modifying a wealth of additional parameters, such as the growing condi-
tions of a film on top of a substrate (temperature, interfacial lattice mismatch,
oxygen partial pressure), or the periodic repetition of different units in het-
erostructures. A detailed understanding of the underlying mechanisms at the
nanoscale is essential to predict the emergence of new states of matter, or
engineer large physical responses that can improve the performance of micro-
electronic devices (for example, piezoelectric/dielectric responses in relaxors,
colossal magnetoresistance in doped manganites, high temperature supercon-
ductivity in cuprates) [2].
With recent advances in deposition techniques, the structural quality of oxide
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heterostructures now rivals that of the best conventional semiconductors, tak-
ing oxide electronics to a new level and enabling the fabrication of artificial
multifunctional materials. However, the techniques used to characterise such
structures often lack the required resolution at the relevant length- and time-
scales to obtain a full picture of the interplay between the different phenomena.
In the last thirty years, the development of simplified models to describe the
quantum mechanical behaviour of ions and electrons, in combination with the
rapid progress of computer technology, has allowed the accurate description
and prediction at the atomic scale of the properties of a wealth of different
classes of materials. Computer simulations have since been used as an invalu-
able tool for understanding the structure of matter, and their predictive power
has been exploited to screen materials for practical applications.
1.2 First-principles computational methods
First-principles, or ab initio, quantum mechanical methods are especially use-
ful in describing the properties of condensed matter, as they require no prior
assumptions regarding the system under investigation, only the position and
type of the atomic species constituting the crystal structure. The minimum
number of parameters required for these calculations allows an unbiased de-
scription of the system of interest, while offering the possibility to perform
studies that are experimentally unfeasible (for example, the removal of a sin-
gle atom in a crystal structure).
Unfortunately, the description of the many-body interactions that define the
interplay between ions and electrons requires a computational cost that in-
creases exponentially (or worse1) with the number of atoms in the system, and
this unfavourable scaling severely limits the system that can be studied with
ab initio approaches. The introduction of density-functional theory (DFT) [4],
based on the early work of Hohenberg and Kohn [5], has provided a rigorous
framework to solve the quantum mechanical equations more efficiently, since
the full many-body electronic wave-function is replaced by the electronic den-
1The full configuration interaction method [3], briefly described in Appendix A, has a
computational cost that scales as the factorial of the system size.
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sity as the central quantity that determines the properties of the system. Even
though the introduction of approximations such as the pseudopotential ap-
proach to treat the core electrons, or the simplified treatment of the exchange
and correlation effects of the interacting electrons, has significantly reduced the
complexity of the quantum mechanical equations to solve, the computational
effort required increases asymptotically with the third power of the system size,
hence the problems that can be tackled with this approach are still limited. A
possible solution to this problem is given by the use of coarser-grained models
that remove the explicit treatment of the electronic degrees of freedom, but
retain a sufficiently accurate description of the bonding between the different
atomic species. These simplified models (force fields) can be fitted to DFT
data to reproduce the energies and forces of ab initio approaches at a signifi-
cantly reduced computational cost, but their transferability to configurations
outside the ones included in the training set may be problematic, leading to
loss of accuracy and qualitatively incorrect results.
In this thesis we address several technical challenges related to the computer
simulation of oxide structures. The key challenge is to achieve a description of
cohesion and electronic structure that is accurate but also sufficiently compu-
tationally efficient to allow the full complexity of oxides to be explored. The
reader can refer to Figure 1.1 for a detailed roadmap of the work presented in
this dissertation, while the structure of the thesis itself is described in the next
section.
1.3 Thesis outline
In Chapter 2 we outline the main principles of quantum mechanics, starting
with the Schro¨dinger equation as the fundamental mathematical description
of a system of atomic nuclei and electrons, and showing that the electronic
and nuclear degrees of freedom can be separated using the so-called Born-
Oppenheimer approximation. We then describe the formalism of density-
functional theory (DFT), highlighting the approximations that are used to
enable its practical application, such as the use of pseudopotentials and the
local density (LDA) and generalised gradient (GGA) approximations for the
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exchange and correlation interaction effects. DFT can accurately predict the
properties of very different classes of materials with minimum input required,
and its flexibility is often used to quickly screen compounds to be used in a
particular application (for example, which complex oxides perform best when
used as cathode or anode in a solar cell). However, when the wave-functions
are expanded in terms of orbitals that extend throughout the entire simulation
cell, the computational cost of determining the electronic ground state of the
system scales as O (N3), where N is the number of atoms in the system. This
is problematic because complex oxides are often combined in a heterostructure
configuration, and the simulation of stacking patterns with long-range period-
icities may require supercells with several hundreds of atoms, currently out of
the reach of traditional DFT approaches.
In Chapter 3 we show that this bottleneck can be overcome by introducing
linear-scaling or O (N) methods, whose computational cost scales linearly with
the size of the system. We focus in particular on the details of the method
implemented in the onetep code, characterised by the use of strictly localised
non-orthogonal orbitals that are expanded in terms of an underlying basis of
psinc functions (centred on the points of a real space grid) and optimised in
situ during the calculation. We also explicitly show that the localisation of
the orbitals in real space can be exploited to achieve true linear-scaling. The
concepts described in this chapter are the foundations of the development work
presented in Chapters 4 and 5.
In Chapter 4 we describe a novel method we have developed that allows im-
proved speed and high accuracy for slabs of complex oxides, an important sce-
nario for fuel cells and other structures where interfaces are important. The
method relies on a new set of orbitals that are localised only along a subset
of the three directions, and scales linearly with the size of the system along
the non-periodic directions. We highlight that the accuracy in the determi-
nation of energies and forces for a slab configuration is significantly improved
with respect to the traditional fully localised functions originally implemented
in onetep, and that the ill-conditioning typically associated with strictly lo-
calised basis sets is alleviated. As a consequence, we envisage that this method
will be particularly efficient when applied to heterostructures described by a
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supercell that is large perpendicular to the interface, for example when we are
interested in the propagation of structural distortions from a complex oxide
substrate into a film. The distortion modes frozen in the substrate can be
represented by relatively small in-plane cells, hence accurate results require an
appropriate sampling of the Brillouin zone in reciprocal space, not allowed in
the original version of onetep since it was developed to sample the Brillouin
zone at the Γ-point only.
This limitation is addressed in Chapter 5, where we describe the implemen-
tation of non-Γ k-point sampling of the Brillouin zone in onetep, using the
so-called k · p style method in combination with the basis set of partially lo-
calised functions described in Chapter 4. We validate our implementation by
computing the total energy at the high-symmetry k-points of diamond car-
bon, and comparing the results with a traditional plane-wave code. We also
describe the extension to the sampling of multiple k-points (currently under
development), which once completed will allow the simulation of supercells
characterised by quite different sizes along the three directions.
Although the method presented in Chapters 4-5 greatly extends the applica-
bility of full ab initio approaches to the simulation of complex oxide interfaces,
the length- and time-scales associated to phenomena like the structural evo-
lution of a realistic film under different growth conditions (where cracks and
dislocations may appear) are still out of reach, since they require the dynam-
ical study of millions of atoms at a time. In Chapter 6 we then present some
results that use a coarser-grained approach based on empirical force fields,
thus enabling complex configurations to be explored, but we find the accu-
racy cannot be relied upon. In particular, we highlight that the discrepancy
in the determination of the atomic displacements at the surface is due to the
different local environment compared to the bulk reference configuration, and
the accuracy of the force field can be significantly improved by introducing a
handful of additional parameters specific for the species that characterise the
surface terminations.
In Chapter 7 we present an example of how the exploitation of the tunability
of a perovskite-based complex oxide heterostructure requires the capability to
compute total energies and forces not only with accuracy, but also with effi-
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ciency, due to the length-scale associated to the decay of properties induced
from a substrate into a film. Our study focuses on the exciting possibility to
modify the structure of an undistorted film by inducing distortions of the oc-
tahedral oxygen cages from a perovskite substrate. We show that for the case
of centrosymmetric barium zirconate grown on top of strontium zirconate, the
induced distortions decay after ∼ 6 unit cells into the film, and that the de-
tails of how the octahedral mismatch is accommodated close to the substrate
depend on the details of the interface itself. We also explore the possibility
to induce new exotic distortion modes not originally present in the substrate,
by exploiting the coupling between the gradients of the decaying modes in the
film, and thus opening new paths for the engineering of devices with tailored
functionalities.
In Chapter 8 we finally exploit the transferability of DFT-based approaches to
screen complex oxides as potential electrolytes to be used in next-generation
solid-state Li-ion batteries, focusing on the requirement for the electrode/-
electrolyte interface to be stable for a range of different applied voltages.
We present the DFT-based framework we developed to perform an automa-
tised, quick and efficient screening to find complex oxides that are both highly
lithium-conductive and stable against high-performance cathodes and anodes.
The results of the screening suggest the existence of solid electrolytes that
have lithium conductivity comparable to the organic solvents commonly used
in current Li-ion batteries, and are also capable to withstand higher voltages
(∼8 V vs. ∼ 4.5 V for commonly used liquid electrolytes). The work in this
chapter was completed in a period of 6 months under the supervision of Dr.
Boris Kozinsky and Dr. Georgy Samsonidze, at the Robert Bosch Research
and Technology Center in Cambridge, MA, and reflects the significant effort
that companies like Bosch are putting into the electrification of the transporta-
tion industry.
In Chapter 9 we finally summarise the work done so far and discuss the devel-
opments currently in progress.
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Chapter 2
Many-body quantum mechanics
2.1 The Schro¨dinger equation
The state of a quantum system is described by the wave-function |Ψ〉, a
complex-valued quantity from which the probabilities for the possible results
of measurements made on the system can be derived. The notation used here,
originally introduced by Dirac [6], stresses the fact that the state of a quan-
tum mechanical system may be interpreted as a vector in a Hilbert-space [7].
As a consequence, the state of a system is representation invariant: the two
most common representations describe systems with definite momentum and
position, respectively1.
In the position basis, a system of N quantum particles is described by a func-
tion of 4N + 1 variables: the time variable t, plus three spatial coordinates
{(r1i, r2i, r3i)}i=1,...,N and one spin coordinate {σi}i=1,...,N for each particle. In
the case of spin-1
2
particles (e.g., electrons), the spin measured along an arbi-
trary axis α is Sα = ±1/2 [8], and σ can be defined such that Sα = σ/2. The
only two possible values of σ are then ±1, commonly referred to as spin up (↑)
and down (↓). The complete wave-function of an N -body system can then be
written as Ψ (r1, r2, . . . , rN , σ1, σ2, . . . , σN , t) where ri = (r1i, r2i, r3i) is the po-
1The duality between position and momentum is an example of Pontryagin duality. In
particular, if a function is given in position space, f (r), then its Fourier transform obtains
the function in momentum space, φ (k). Conversely, the inverse transform of a function in
momentum space is a function in position space.
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sition vector of particle i. One important property of the wave-function is that
|Ψ|2 represents the probability density of finding the N particles at positions
{r1, r2, . . . , rN} with spins {σ1, σ2, . . . , σN}, at time t. Since the probability of
finding the system in any possible state must be equal to 1, the normalisation
condition must be satisfied:∑
{σi}i=1,...,N
∫
d3r1 . . . d
3rN |Ψ (r1, r2, . . . , rN , σ1, σ2, . . . , σN , t) |2 = 1, (2.1)
where the sum runs over all the possible spin states of the system. The nor-
malisation condition can be expressed in a more compact form by using Dirac
notation,
〈Ψ|Ψ〉 = 1. (2.2)
Once the wave-function is normalised, the expectation value of any quantum
operator Oˆ can be obtained by computing
OΨ = 〈Ψ|Oˆ|Ψ〉, (2.3)
i.e., in position representation,
OΨ (t) =
∑
{σi}i=1,...,N
∫
d3r1 . . . d
3rN Ψ
∗ ({ri} , {σi} , t)O Ψ ({ri} , {σi} , t) .
(2.4)
Eq. (2.3) is of fundamental importance, because it highlights how all the
relevant properties of a given quantum state can be computed once the wave-
function is known. The highly accurate determination of the wave-function
representative of a given quantum state has then become the long-standing
problem of the electronic structure community.
In 1926 [9], Austrian physicist Erwin Schro¨dinger postulated that in the non-
relativistic limit, the evolution of the wave-function of a quantum system is
governed by the equation
i~
∂
∂t
|Ψ〉 = Hˆ |Ψ〉 . (2.5)
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Hˆ, known as the Hamiltonian, is a Hermitian operator that contains informa-
tion about all the interactions between the particles, and its expectation value
represents the total energy of the system.
In most practical cases, the Hamiltonian of a system explicitly depends only on
a subset of the 4N + 1 variables that describe the wave-function Ψ in the posi-
tion space. It is then possible to separate such variables in the wave-function,
by writing it as a product of two functions described by two independent sets of
variables. For example, if the Hamiltonian is time-independent, we can write
the wave-function as
Ψ (r1, r2, . . . , rN , σ1, σ2, . . . , σN , t) = Υ (r1, r2, . . . , rN , σ1, σ2, . . . , σN) ζ (t) .
(2.6)
Substituting into Eq. (2.5), we obtain
i~
∂ζ (t)
∂t
Υ ({ri} , {σi}) = ζ (t) HˆΥ ({ri} , {σi}) . (2.7)
Rearranging the left- (LHS) and right-hand side (RHS) we obtain
i~
ζ (t)
∂ζ (t)
∂t
=
HˆΥ ({ri} , {σi})
Υ ({ri} , {σi}) . (2.8)
Since the LHS and RHS are functions of independent sets of variables, the
equivalence can hold true if and only if the two sides are equal to the same
constant, conveniently denoted as E. The equation governing the behaviour
of the time-dependent part,
i~
ζ (t)
∂ζ (t)
∂t
= E, (2.9)
can be solved analytically, leading to
ζ (t) = e−
iEt
~ , (2.10)
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which does not affect the expectation values of the system, since |ζ (t)|2 = 1.
The time-independent part of the Schro¨dinger equation is then given by
HˆΥ ({ri} , {σi}) = EΥ ({ri} , {σi}) . (2.11)
In the following discussion, we will only consider systems with time-independent
Hamiltonians. We will then focus solely on the time-independent Schro¨dinger
equation (TISE), which in Dirac notation can be written as
Hˆ |Ψ〉 = E |Ψ〉 . (2.12)
This notation highlights how the TISE can be interpreted as an eigenvalue
problem in Sturm-Liouville form [7] where the Hermitian (self-adjoint) op-
erator is the Hamiltonian, E is the eigenvalue and |Ψ〉 is the eigenvector.
The eigenvalue E represents the total energy of the system, and it is time-
independent.
An important consequence of the Sturm-Liouville theorem is that the eigenvec-
tors corresponding to distinct eigenvalues, are orthogonal. Furthermore, they
form a complete basis set, in terms of which any vector representing the quan-
tum state of the system can be expressed. In the next section we will use this
property to show how an upper bound to the lowest energy state of the system
(the ground-state) can be obtained by using a set of trial wave-functions.
2.1.1 The variational principle
The TISE described by Eq. (2.12) has in general a countable (but possibly
infinite) number of solutions, which can be labelled by an index n. Since the
operator Hˆ is Hermitian, the eigenvalues En are real. This property can be
proven by multiplying both sides of Eq. (2.12) by 〈Ψ|,
〈Ψ| Hˆ |Ψ〉 = 〈Ψ|E |Ψ〉 = E〈Ψ|Ψ〉. (2.13)
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If we now take the Hermitian conjugate of (2.13), we obtain
〈Ψ| Hˆ |Ψ〉† = (E〈Ψ|Ψ〉)† = E∗〈Ψ|Ψ〉† = E∗〈Ψ|Ψ〉, (2.14)
where in the last step we used the fact that 〈Ψ|Ψ〉 is real. Since for generic
wave-functions Φ and Θ and a Hermitian operator Hˆ we have
〈Φ| Hˆ |Θ〉† = 〈Θ| Hˆ† |Φ〉 = 〈Θ| Hˆ |Φ〉 , (2.15)
expression (2.14) can be written as
〈Ψ| Hˆ |Ψ〉† = 〈Ψ| Hˆ |Ψ〉 = E〈Ψ|Ψ〉. (2.16)
Comparing equations (2.14) and (2.16), we obtain E = E∗ for non-trivial Ψ,
hence the Hamiltonian eigenvalues are real. Of particular significance is the
lowest eigenvalue, E0, which is associated to the ground-state of the system
|Ψ0〉, while all higher eigenvalues are associated to excited states of the system.
Solving Eq. (2.12) for all possible eigenvalues and eigenstates is a really com-
plex (and often not exactly solvable) problem. In most cases, however, a good
approximation of the ground-state is sufficient to compute many properties
with high accuracy. In order for these approximate solutions to be accurately
determined, it is convenient to use a different approach to solve the TISE. In
this section, we will show how solving Eq. (2.12) for the lowest energy eigen-
value is exactly equivalent to performing a constrained minimisation of the
expectation value of the Hamiltonian operator.
Recalling Eq. (2.3), such expectation value for a generic normalised state |Φ〉
is given by
E [Φ] = 〈Φ|Hˆ|Φ〉, (2.17)
where the dependence on Φ of the LHS is highlighted. E can be interpreted as a
functional of the wave-function |Φ〉, since it is a mapping between a complex-
valued function and a real number. In order to find E0, the energy of the
system ground-state, E [Φ] must be minimised over all possible wave-functions
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|Φ〉, subject to the normalisation constraint in Eq. (2.2):
E0 = min
Φ∈H
〈Φ|Φ〉=1
〈Φ|Hˆ|Φ〉. (2.18)
The normalisation constraint can be enforced by using a Lagrange multiplier
[10] λ. A new functional Eλ [Φ] containing an additional λ-dependent term
is introduced, but the minimisation is now performed in an unconstrained
fashion, i.e.:
E0 = min
Φ∈H
[
〈Φ|Hˆ|Φ〉 − λ (〈Φ|Φ〉 − 1)
]
. (2.19)
At the minimum, the expectation value must be stationary with respect to a
small variation in the wave-function, denoted by |δΦ〉. The variation in the
expectation value is given by
δEλ [Φ] = Eλ [Φ + δΦ]− Eλ [Φ]
= 〈Φ + δΦ|Hˆ|Φ + δΦ〉 − λ〈Φ + δΦ|Φ + δΦ〉 − 〈Φ|Hˆ|Φ〉+ λ〈Φ|Φ〉
= 〈δΦ|Hˆ|Φ〉+ 〈Φ|Hˆ|δΦ〉 − λ〈δΦ|Φ〉 − λ〈Φ|δΦ〉+O (δΦ2)
= 〈δΦ|Hˆ − λ|Φ〉+ 〈Φ|Hˆ − λ|δΦ〉+O (δΦ2)
= 〈δΦ|Hˆ − λ|Φ〉+
(
〈δΦ|Hˆ − λ|Φ〉
)∗
+O (δΦ2) .
(2.20)
Eλ [Φ] is stationary if δEλ [Φ] vanishes for every |δΦ〉, hence
Hˆ |Φ〉 = λ |Φ〉 , (2.21)
equivalent to Eq. (2.12) with λ equal to the eigenvalue E. Solving the eigen-
value problem of the TISE is then equivalent to finding the stationary values
of the functional Eλ [Φ].
Eq. (2.18) is particularly useful, since it allows the use of a set of trial wave-
functions to find an upper bound to the ground-state energy of the system. In
order to show how this method works, let us first modify Eq. (2.17) to extend
2.1. THE SCHRO¨DINGER EQUATION 35
the search to non-normalised wave-functions as well, i.e.,
E [Φ] =
〈Φ|Hˆ|Φ〉
〈Φ|Φ〉 . (2.22)
Recalling Eq. (2.12), the interpretation of the TISE as Sturm-Liouville eigen-
value problem ensures that the eigenstates {Φn} of the Hamiltonian form a
complete basis set, i.e., they span the entire Hilbert space H. If we consider a
generic trial wave-function |Φtrial〉, it can be expressed as a linear combination
of the basis functions,
|Φtrial〉 =
∞∑
n=0
cn |Φn〉 . (2.23)
Since {Φn} are eigenstates of the Hamiltonian, they are solutions to the TISE
with eigenvalues {En}, i.e.,
Hˆ |Φn〉 = En |Φn〉 . (2.24)
We can now plug expression (2.23) into Eq. (2.22), thus obtaining
E [Φtrial] =
〈Φtrial|Hˆ|Φtrial〉
〈Φtrial|Φtrial〉 =
∑
m,n c
∗
mcn〈Φm|Hˆ|Φn〉∑
m,n c
∗
mcn〈Φm|Φn〉
. (2.25)
Substituting (2.24) in (2.25), we have
E [Φtrial] =
∑
m,n c
∗
mcn〈Φm|Hˆ|Φn〉∑
m,n c
∗
mcn〈Φm|Φn〉
=
∑
m,n c
∗
mcnEn〈Φm|Φn〉∑
m,n c
∗
mcn〈Φm|Φn〉
. (2.26)
The eigenstates of the Hamiltonian are orthogonal to each other: if we choose
them to be normalised, then
〈Φm|Φn〉 = δmn =
1, if m = n0, if m 6= n . (2.27)
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Substituting into (2.26) we finally obtain
E [Φtrial] =
∑
m,n c
∗
mcnEn〈Φm|Φn〉∑
m,n c
∗
mcn〈Φm|Φn〉
=
∑
nEn |cn|2∑
n |cn|2
. (2.28)
The ground-state energy of the system, E0, is the lowest energy eigenvalue,
hence E0 ≤ En ∀n. Substituting into (2.28), we finally obtain
E [Φtrial] =
∑
nEn |cn|2∑
n |cn|2
≥
∑
nE0 |cn|2∑
n |cn|2
= E0, (2.29)
hence the energy expectation value for a trial wave-function represents an
upper bound for the true ground-state energy of the system.
The closer the trial wave-function is to the true ground-state of the system, the
more accurate is the estimate of E0. In order to illustrate this, let us consider
a trial wave-function that is a good approximation to the ground-state |Φ0〉,
i.e., it can be written as
|Φtrial〉 = c0 |Φ0〉+
∞∑
n=1
cn |Φn〉 , (2.30)
where |cn|  |c0| ∀n 6= 0 and
∑
n |cn|2 = 1. The energy expectation value for
this trial wave-function is then given by
E [Φtrial] =
∑
nEn |cn|2∑
n |cn|2
=
E0 |c0|2 +
∑∞
n=1En |cn|2
|c0|2 +
∑∞
n=1 |cn|2
=
E0 +
∑∞
n=1 En
|cn|2
|c0|2
1 +
∑∞
n=1
|cn|2
|c0|2
'
(
E0 +
∞∑
n=1
En
|cn|2
|c0|2
)(
1−
∞∑
n=1
|cn|2
|c0|2
)
+O (|cn|4)
= E0 +
∞∑
n=1
(En − E0) |cn|
2
|c0|2
+O (|cn|4) .
(2.31)
Therefore, if the error in the wave-function is O (|cn|), the corresponding error
in the ground-state energy is O (|cn|2).
The results shown in this section form the basis for the so-called Rayleigh-
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Ritz method, where an approximate solution to the TISE is found by using a
trial wave-function constructed from a parameter-dependent functional form.
The best estimate of the ground-state is obtained by minimising E [Φtrial] as
a function of the free parameters. In order to get accurate results using a
minimum number of parameters, it is essential to choose a suitable functional
form: for an example of the application of this method, the reader is referred
to Ref. [11].
2.1.2 Non-interacting particles
The central quantity of the TISE is the Hamiltonian operator, since it contains
all the physical interactions between the quantum particles of the system. The
most general expression for a time-independent Hamiltonian operator for an
N -body system is given by
Hˆ =
N∑
i=1
ti (ri) + V (r1, r2, . . . , rN , σ1, σ2, . . . , σN) , (2.32)
where the kinetic energy operator for a single particle of mass mi is given by
ti (ri) = − ~
2
2mi
∇2ri , (2.33)
and the potential operator Vˆ in general depends on both positions and spin
coordinates. Finding an exact solution to the TISE for an arbitrary potential
is an intractable problem. This is due to the fact that Vˆ often contains higher-
order interaction terms, for example the Coulomb interaction (2-body term)
and contributions from bond angles (3-body term) and torsions (4-body term),
arising in chain-like systems such as polymers [12] and proteins [13].
However, if the system is composed of non-interacting particles, the problem is
greatly simplified. If we consider the case of a spin-independent Hamiltonian,
the potential Vˆ can be written as a sum of N individual terms, each of which
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Figure 2.1: Examples of many-body interaction terms: 2-body (depending on
the interatomic distance only), 3-body (depending on the bond length and
angle), 4-body (depending on bond lengths and dihedral angles).
depends on the coordinate of a single particle only, i.e.,
V (r1, r2, . . . , rN) =
N∑
i=1
vi (ri) . (2.34)
Eq. (2.32) can then be written as
Hˆ =
N∑
i=1
[ti (ri) + vi (ri)] =
N∑
i=1
hi (ri) , (2.35)
where hˆi is the Hamiltonian operator for a single particle i. For simplicity,
let us consider first the case of spinless particles. We now make an ansatz
and write the many-body wave-function as a product of single-particle wave-
functions,
Ψ (r1, r2, . . . , rN) =
N∏
i=1
φi (ri) . (2.36)
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Substituting into the TISE, we obtain(
N∑
i=1
hi (ri)
)(
N∏
j=1
φj (rj)
)
= E
(
N∏
j=1
φj (rj)
)
,
∑N
i=1 (hi (ri)φi (ri))
∏
j 6=i φj (rj)∏N
j=1 φj (rj)
= E,
N∑
i=1
hi (ri)φi (ri)
φi (ri)
= E.
(2.37)
The LHS is a sum of independent terms, since each one of them depends on
the position of a different particle. Their sum is constant, hence each one of
them must be a constant as well. We can then write
hi (ri)φi (ri) = εiφi (ri) , (2.38)
where E =
∑
i εi. Eq. (2.38) is the TISE for a single particle i: the total
energy of the system is the sum of the single-particle energies εi.
In the case of N identical spinless particles, the problem is simplified since the
Hamiltonian is the same for all particles, hence the ground-state many-body
wave-function is simply given by
Ψ0 (r1, r2, . . . , rN) =
N∏
i=1
φ0 (ri) , (2.39)
where φ0 (r) is the ground-state solution of the single-particle TISE with
Hamiltonian hˆ. The total energy of the system is given by E = Nε0, where
ε0 is the single-particle ground-state energy. Higher-energy many-body wave-
functions can be constructed by selecting a set of higher-energy single-particle
orbitals, solutions of the single-particle TISE with eigenvalue greater than ε0.
It is convenient to use a quantum number ji to denote the single-particle orbital
φji (ri), solution of the single-particle TISE with energy εji . The many-body
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wave-function is then identified by a set of N quantum numbers {ji},
Ψj1,j2,...,jN (r1, r2, . . . , rN) =
N∏
i=1
φji (ri) . (2.40)
When we consider quantum particles with non-zero spin, however, we must
distinguish between two different cases. Bosons are characterised by an integer
spin number, and are described by Bose-Einstein statistics [14]. The many-
body wave-function must be symmetric under exchange of any two particles,
i.e., for any permutation P of the indices {i},
Ψbos (r1, . . . , rN , σ1, . . . , σN) = Ψ
bos (rP1 , . . . , rPN , σP1 , . . . , σPN ) . (2.41)
Fermions, on the other hand, are characterised by a half-integer spin number,
and are described by Fermi-Dirac statistics [15]. The many-body wave-function
must be antisymmetric under exchange of any two particles, i.e.,
Ψferm (r1, . . . , rN , σ1, . . . , σN) = (−1)ξP Ψferm (rP1 , . . . , rPN , σP1 , . . . , σPN ) ,
(2.42)
where ξP is the signature of the permutation, i.e., +1 (−1) for even (odd)
permutations. The antisymmetric character of the fermionic many-body wave-
function is directly related to the Pauli exclusion principle [16]: two fermions
cannot be in the same quantum state, i.e., they cannot occupy the same po-
sition while in the same spin state. In order to show this, let us consider a
generic fermionic wave-function Ψferm (r1, . . . , rN , σ1, . . . , σN). If the particles
labelled i and j are in the same quantum state, they are effectively indistin-
guishable from one another: if we exchange them, then the wave-function is
unchanged,
Ψferm (r1, . . . , ri, . . . , rj, . . . , rN , σ1, . . . , σi, . . . , σj, . . . , σN) =
Ψferm (r1, . . . , rj, . . . , ri, . . . , rN , σ1, . . . , σj, . . . , σi, . . . , σN) .
(2.43)
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However, (2.42) implies that
Ψferm (r1, . . . , ri, . . . , rj, . . . , rN , σ1, . . . , σi, . . . , σj, . . . , σN) =
−Ψferm (r1, . . . , rj, . . . , ri, . . . , rN , σ1, . . . , σj, . . . , σi, . . . , σN) ,
(2.44)
since we consider an odd permutation P . Eqs. (2.43) and (2.44) can both be
true only if Ψferm (r1, . . . , rN , σ1, . . . , σN) = 0. In Appendix A we will describe
a method to generate automatically antisymmetrised fermionic many-body
wave-functions starting from single-particle orbitals, i.e., solutions of the single-
particle TISE.
We note that the study of a system of non-interacting particles is further
simplified when we consider any general single-particle operator of the form
O (r1, . . . , rN) =
N∑
i=1
oi (ri) . (2.45)
If we consider a generic (non-symmetrised) many-body wave-function as in
(2.40), the expectation value of Oˆ is given by
〈Ψ|Oˆ|Ψ〉
〈Ψ|Ψ〉 =
∫
d3r1 . . . d
3rN Ψ
∗
j1,j2,...,jN
(r1, . . . , rN)O Ψj1,j2,...,jN (r1, . . . , rN)∫
d3r1 . . . d3rN Ψ∗j1,j2,...,jN (r1, . . . , rN) Ψj1,j2,...,jN (r1, . . . , rN)
=
N∑
i=1
∫
d3ri φ
∗
ji
(ri) oi (ri)φji (ri)
[∏
k 6=i
∫
d3rk φ
∗
jk
(rk)φjk (rk)
]
∏
l
∫
d3rl φ∗jl (rl)φjl (rl)
=
N∑
i=1
∫
d3ri φ
∗
ji
(ri) oi (ri)φji (ri)∫
d3ri φ∗ji (ri)φji (ri)
.
(2.46)
If the single-particle orbitals are normalised, the previous result can be further
simplified,
O [Ψ] =
N∑
i=1
∫
d3ri φ
∗
ji
(ri) oi (ri)φji (ri) . (2.47)
The expectation value of Oˆ is then given by the sum of the expectation values of
the single-particle operators oˆi. A particularly important operator in electronic
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structure is the density operator nˆr, whose expectation value represents the
total density of the system at position r. The density operator is given by
nr (r1, . . . , rN) =
N∑
i=1
δ (r− ri) . (2.48)
Since nˆr can be expressed as a sum of single-particle operators, Eq. (2.47)
applies: if the single-particle wave-functions are properly normalised, we have
n (r) = 〈Ψ|nˆr|Ψ〉 =
N∑
i=1
∫
d3r′ φ∗ji (r
′) δ (r− r′)φji (r′) =
N∑
i=1
|φji (r)|2 . (2.49)
The total density of the system is then simply given by the sum of the single-
particle orbital densities.
2.2 The Born-Oppenheimer approximation
If we consider a system of N electrons and M nuclei, interacting via the
Coulomb force, the Hamiltonian can be written as
Hˆ =− ~
2
2me
∑
i
∇2ri −
∑
i,I
e2
4pi0
ZI
|ri −RI | +
1
2
∑
i 6=j
e2
4pi0
1
|ri − rj|
−
∑
I
~2
2MI
∇2RI +
1
2
∑
I 6=J
e2
4pi0
ZIZJ
|RI −RJ | ,
(2.50)
where electrons, with charge −e, mass me and positions {ri}, are denoted
by lower case subscripts, while nuclei, with charge +eZI , mass MI and po-
sitions {RI}, are denoted by upper case subscripts. The first three terms
represent the single-particle kinetic energy operators for the electrons, the
electron-nucleus and electron-electron Coulomb interactions, respectively. The
last two terms represent the single-particle kinetic energy operators for the
nuclei and the nucleus-nucleus Coulomb interaction, respectively. The many-
body wave-function depends on both the electronic and nuclear coordinates,
Ψtot ({ri} , {RI}). The Coulomb interaction introduces two-body terms in the
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Hamiltonian, effectively connecting each particle to all the others in the sys-
tem. The potential Vˆ in Eq. (2.32) cannot be written in separable form, hence
the results of section 2.1.2 do not apply. For most real systems, Eq. (2.50)
cannot be solved exactly, but its complexity can be greatly reduced by intro-
ducing sensible approximations.
The first approximation we will introduce, the so-called Born-Oppenheimer
approximation [17], aims to separate the electronic and nuclear degrees of free-
dom. We start with the observation that the forces acting on both electrons
and nuclei due to their electric charge are of the same order of magnitude,
hence their momenta will experience similar variations as a result of the ac-
tion of such forces. We might, therefore, assume that the actual momenta of
both electrons and nuclei are of similar magnitude. If this is the case, since
me  MI for every nucleus I, we have ve  vI : the nuclei move at much
smaller velocities compared to electrons, hence we can assume that the elec-
trons instantaneously react to the changes in the positions of the nuclei. In
solving the TISE for the Hamiltonian in (2.50), we can then assume that the
nuclei are stationary, and solve for the electronic ground-state first. Once the
energy of the system associated to that electronic configuration has been cal-
culated, we can proceed to solve for the nuclear motion.
We start by writing the Hamiltonian in (2.50) as the sum of three terms:
H ({ri} , {RI}) = Tn ({RI}) + Vnn ({RI}) +He ({ri} , {RI}) , (2.51)
where Tˆn is a kinetic nuclear term which takes into account the energy associ-
ated to the motion of the nuclei, Vˆnn represents the interaction energy between
nuclei, and Hˆe is an electronic term which depends parametrically on the po-
sitions of the nuclei and contains the energy contributions from the electronic
motion, the electron-electron and the electron-nucleus interactions,
He ({ri} , {RI}) =
N∑
i=1
ti (ri) + Vee ({ri}) + Ven ({ri} , {RI}) . (2.52)
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The key point is that the positions of the nuclei {RI} in Hˆe are no longer
variables, but parameters, hence it is possible to solve the equations for the
electronic Hamiltonian at a given time by assuming that the atomic coordinates
are fixed.
Following Ziman [18], we assume the following form for an eigenfunction of the
Hamiltonian in (2.51):
Ψtot ({ri} , {RI}) =
∑
m
χm ({RI}) Φm ({ri} , {RI}) , (2.53)
where Φm ({ri} , {RI}) are eigenfunctions of the electronic Hamiltonian Hˆe
with eigenvalues Em ({RI}) that depend parametrically on the nuclear coordi-
nates,
He ({ri} , {RI}) Φm ({ri} , {RI}) = Em ({RI}) Φm ({ri} , {RI}) . (2.54)
The dependence of the eigenvalues on {RI} arises from the fact that the nuclear
positions determine the external potential acting on the electrons.
The TISE for the whole system (electrons and nuclei) is given by
[Tn ({RI}) + Vnn ({RI}) +He ({ri} , {RI})]Ψtot ({ri} , {RI}) =
E Ψtot ({ri} , {RI}) .
(2.55)
Inserting Eq. (2.53) into (2.55), we obtain
∑
I,m
[
− ~
2
2MI
∇2RI + Vnn ({RI}) +He ({ri} , {RI})
]
×
χm ({RI}) Φm ({ri} , {RI}) = E
∑
m
χm ({RI}) Φm ({ri} , {RI}) .
(2.56)
If we multiply by Φ∗p ({ri} , {RI}) and then integrate over all the electronic
coordinates, we obtain four different terms. The first one is related to the
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nuclear kinetic energy and is given by∫
d3r1 . . . d
3rN Φ
∗
p ({ri} , {RI}) ×∑
I,m
(
− ~
2
2MI
∇2RI
)
[χm ({RI}) Φm ({ri} , {RI})] .
(2.57)
Recalling that
∇2 (χϕ) = (∇2χ)ϕ+ χ (∇2ϕ)+ 2∇χ · ∇ϕ, (2.58)
and the orthonormality of the electronic eigenfunctions (〈Φm|Φp〉 = δmp), ex-
pression (2.57) can be written as
−
∑
I,m
~2
2MI
[∇2RIχm ({RI}) δmp + 〈Φp|∇2RI |Φm〉χm ({RI}) +
2 〈Φp|∇RI |Φm〉 · ∇RIχm ({RI})] .
(2.59)
The second term is related to the nuclear-nuclear interaction and is given by∫
d3r1 . . . d
3rN Φ
∗
p ({ri} , {RI})Vnn ({RI})
∑
m
[χm ({RI}) Φm ({ri} , {RI})] =
Vnn ({RI})χp ({RI}) .
(2.60)
The third term is related to the electronic part of the total Hamiltonian and
is given by∫
d3r1 . . . d
3rN Φ
∗
p ({ri} , {RI}) Hˆe
∑
m
[χm ({RI}) Φm ({ri} , {RI})] =
Ep ({RI}) χp ({RI}) .
(2.61)
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The fourth term is given by∫
d3r1 . . . d
3rN Φ
∗
p ({ri} , {RI})E
∑
m
[χm ({RI}) Φm ({ri} , {RI})] =
E χp ({RI}) .
(2.62)
Rearranging the different terms we obtain the expression(
−
∑
I
~2
2MI
∇2RI + Vnn ({RI}) + Ep ({RI})− E
)
χp ({RI}) =
∑
I,m
~2
2MI
(〈Φp|∇2RI |Φm〉χm ({RI}) + 2〈Φp|∇RI |Φm〉 · ∇RIχm ({RI})) . (2.63)
If we interpret χm ({RI}) as nuclear wave-functions, we observe that the LHS
of expression (2.63) has the same form of an usual eigenvalue Schro¨dinger equa-
tion, while the RHS contains information about the variation of χm ({RI}) as
a function of the nuclear coordinates {RI}.
Expression (2.63) represents a system of coupled equations (there is a mix
between different indices), in which the nuclear wave-function depends on the
electronic eigenfunctions. According to the Born-Oppenheimer approxima-
tion, electrons instantaneously react to the motion of the nuclei: if we consider
the electronic energy, this approximation implies that electrons occupy sta-
ble eigenstates, except for a very short period of time that can be neglected.
Hence the motion of the nuclei does not have relevant perturbative effects on
the electronic structure, and the mixing between different electronic levels is
unlikely. This is especially true for cases where the gap between electronic
eigenstates is larger than the typical energies associated to nuclear motion.
Therefore the matrix elements in (2.63) which represent a mixing of different
electronic levels (m 6= p) can be neglected, leading to[
−
∑
I
~2
2MI
(∇2RI + Vno−ad (ϕp,∇RI ))+
Vnn ({RI}) + Ep ({RI})]χp ({RI}) = E χp ({RI}) ,
(2.64)
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where
Vno−ad (Φp,∇RI ) = 〈Φp|∇2RI |Φp〉+ 2〈Φp|∇RI |Φp〉 · ∇RI , (2.65)
contains the non-adiabatic contributions to the energy. The two terms in (2.65)
are generally neglected, hence Vˆno−ad is usually set to zero: this is known as the
adiabatic approximation. With this simplification, equation (2.64) becomes[
−
∑
I
~2
2MI
∇2RI+ Vnn ({RI}) + Ep ({RI})]χp ({RI}) = E χp ({RI}) .
(2.66)
Hence we obtain an eigenvalue equation2 for the nuclear eigenfunctions: the
electronic eigenvalues Ep ({RI}) depend on the nuclear coordinates, and can be
interpreted as a contribution to an effective potential in the Schro¨dinger-like
Eq. (2.66). The electronic eigenvalues Ep ({RI}) can be obtained by solving
Eq. (2.54).
In most practical cases, however, a further approximation is used: the nuclei
are treated as particles following the laws of classical mechanics, moving in
a potential field given by the adiabatic electronic contribution Ep ({RI}) and
the nuclear-nuclear interaction Vˆnn. The forces, obtained using the Hellmann-
Feynman theorem [19, 20], can then be used to perform a geometry optimisa-
tion, i.e., minimising the total energy as a function of the atomic positions,
or to study the dynamical evolution of the system applying the methods of
classical molecular dynamics.
2.3 Density-functional theory
The main result of the previous section is that we can temporarily neglect the
degrees of freedom associated with the nuclear motion, and focus on solving
the problem for the electronic part of the Hamiltonian only, as specified by the
2We observe that the equation obtained explicitly depends on p, hence it depends on the
excited electronic level taken into account.
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equation[
N∑
i=1
ti (ri) + Vee ({ri}) + Ven ({ri})
]
Φm ({ri} , {σi}) = EmΦm ({ri} , {σi}) ,
(2.67)
where the dependence on the nuclear coordinates has been dropped to high-
light that the electronic coordinates are the only true dynamic variables, and
the dependence of the full electronic wave-function on the spin state of the elec-
trons has been reintroduced. Since the equation for the electronic Hamiltonian
contains the full many-body wave-function that depends on the many-body in-
teraction term Vˆee, the problem is still intractable. However, it is possible to
approximate the full interacting system by considering non-interactive parti-
cles moving in an effective potential.
The so-called wave-function-based methods aim to get better and better ap-
proximations to the many-body wave-function, hence they effectively try to
solve a 4N -dimensional variational problem, for a generally spin-dependent
(but time-independent) Hamiltonian of a system with N particles. Examples
are given by the Hartree-Fock (see Appendix A) and post-HF methods (i.e.,
multi-configurational self-consistent field [21], configuration interaction [22],
quadratic configuration interaction [23], complete active space self-consistent
field [24], variational quantum Monte Carlo [25]).
In the so-called density-based methods, on the other hand, it is the electronic
density, rather than the many-electron wave-function, that is the central quan-
tity to compute. These methods allow us to significantly reduce the complexity
of solving Eq. (2.67) for a system of N interacting particles, since the dimen-
sions of the variational problem are reduced from 4N to 3 (the total density is
a function of the spatial coordinates only). The introduction of the so-called
density-functional theory (DFT) [5, 26] has been the most successful achieve-
ment in the development of a theory of correlated many-body systems. DFT
has become the most powerful tool for calculation of electronic structure in
condensed matter, since it provides a sufficiently accurate description of elec-
tron correlation at a computational cost which scales as the cube of the system
size (N3atoms). The central theme of DFT is that any property of a system of
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many interacting particles can be viewed as a functional of the ground-state
density n0 (r): if n0 (r) is known, all the information in the many-body wave-
functions for the ground-state and all excited states can be determined. The
problem of describing accurately the properties of a many-electron system is
thus greatly simplified, since all the information is encoded in a single scalar
function of position r. The key role played by the ground-state density in
determining the properties of a many-body system was described by Hohen-
berg and Kohn in two theorems for any system of interacting particles in an
external potential Vˆext.
Theorem I
For any system of interacting particles in an external potential Vˆext, the poten-
tial is determined uniquely (except for a constant) by the ground-state density
n0 (r). Since Vˆext is known, the Hamiltonian is fully determined (except for a
constant shift of the energy), hence the many-body wave-functions for ground
and excited states can be computed. Therefore all the properties of the system
are determined given only the unique ground-state density n0 (r).
Proof of Theorem I
Suppose that there are two different external potentials Vˆ
(1)
ext and Vˆ
(2)
ext that
differ by more than a constant and lead to the same ground state density
n0 (r). The two potentials are associated with two different Hamiltonians,
Hˆ(1) and Hˆ(2), which have different (normalised) ground-state wave-functions,
Ψ(1) and Ψ(2), leading to the same ground-state density n0 (r). Since Ψ
(2) is
not the ground-state3 of Hˆ(1), we can write
E(1) = 〈Ψ(1)|Hˆ(1)|Ψ(1)〉 < 〈Ψ(2)|Hˆ(1)|Ψ(2)〉. (2.68)
3We assume here that the ground-state is non-degenerate.
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The last term in (2.68) can be written as
〈Ψ(2)|Hˆ(1)|Ψ(2)〉 = 〈Ψ(2)|Hˆ(2)|Ψ(2)〉+ 〈Ψ(2)|Hˆ(1) − Hˆ(2)|Ψ(2)〉
= E(2) + 〈Ψ(2)|Vˆ (1)ext − Vˆ (2)ext |Ψ(2)〉
= E(2) +
∫
d3r
[
V
(1)
ext (r)− V (2)ext (r)
]
n0 (r) .
(2.69)
Since Ψ(1) is not the ground-state of Hˆ(2), it follows that
E(2) = 〈Ψ(2)|Hˆ(2)|Ψ(2)〉 < 〈Ψ(1)|Hˆ(2)|Ψ(1)〉, (2.70)
and therefore
〈Ψ(1)|Hˆ(2)|Ψ(1)〉 = 〈Ψ(1)|Hˆ(1)|Ψ(1)〉+ 〈Ψ(1)|Hˆ(2) − Hˆ(1)|Ψ(1)〉
= E(1) + 〈Ψ(1)|Vˆ (2)ext − Vˆ (1)ext |Ψ(1)〉
= E(1) +
∫
d3r
[
V
(2)
ext (r)− V (1)ext (r)
]
n0 (r) .
(2.71)
If we add (2.69) and (2.71), the relations in (2.68) and (2.70) lead to
E(1) + E(2) < E(1) + E(2), which is clearly contradictory. There cannot exist
two different external potentials differing by more than a constant which lead
to the same non-degenerate ground-state density. Hence the ground-state den-
sity uniquely determines the external potential, as well as the full Hamiltonian
of the system.
Theorem II
A universal functional for the energy E [n] in terms of the density n (r) can be
defined for any external potential Vˆext. For any particular Vˆext, the global min-
imum value of this functional is the exact ground-state energy of the system,
and the density n (r) that minimizes the functional is the exact ground-state
density n0 (r). The functional E [n] is therefore sufficient to determine the
exact ground-state energy and density of the system.
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Proof of Theorem II
According to Theorem I, all the properties of the system are uniquely deter-
mined if the density n (r) is known. Hence each property can be written in the
form of a functional of n (r), including the total energy4 E:
E [n] = T [n] + Eint [n] +
∫
d3r Vext (r)n (r)
≡ F [n] +
∫
d3r Vext (r)n (r) ,
(2.72)
where T and Eint are the functionals associated to the kinetic energy and the
electron-electron Coulomb interaction (the first and third terms in Eq. (2.50),
respectively). The functional F [n] groups together all internal energies, kinetic
and potential, of the interacting electron system,
F [n] = T [n] + Eint [n] , (2.73)
and hence it does not depend on the external potential. If we consider a system
with ground-state density n
(1)
0 (r) corresponding to an external potential Vˆ
(1)
ext ,
the functional E
[
n
(1)
0
]
represents the expectation value of the Hamiltonian in
the unique ground-state, which has (normalised) wave-function Ψ(1),
E(1) = E
[
n
(1)
0
]
= 〈Ψ(1)|Hˆ(1)|Ψ(1)〉. (2.74)
If we now consider a different density n
(2)
0 (r), which corresponds to a different
(normalised) wave-function Ψ(2), we can write
E(1) = 〈Ψ(1)|Hˆ(1)|Ψ(1)〉 < 〈Ψ(2)|Hˆ(1)|Ψ(2)〉 = E
[
n
(2)
0
]
, (2.75)
because Ψ(2) is not the ground-state of the system described by Hamiltonian
Hˆ(1). Thus the functional (2.72) evaluated for the ground-state density n0 (r)
4 Henceforth, we will omit the explicit inclusion of the contribution from the nucleus-
nucleus interaction. However, this term must be included when periodic boundary conditions
are used, since it avoids the divergence of the electrostatic energy that arises when only the
electrons are considered as charged particles in the system.
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is lower than the value obtained for any other density n (r).
The Hohenberg-Kohn theorems greatly simplify5 the equations to determine
the ground-state of the system: if the functional F [n] was known, it would be
possible to find the exact ground-state density and energy by minimising the
total energy (2.72) with respect to variations in the density function n (r). It
is not possible to find an exact expression of the functional F [n] in terms of
the density, but it is possible to construct approximate functionals that can
be used to determine the ground state properties of the system.
In 1927, almost forty years before the Hohenberg-Kohn theorems were pub-
lished, Thomas [27] and Fermi [28] introduced independently a method that
may be considered as an early approximation to the functional F [n],
FTF [n] =
3
10
(
3pi2
) 2
3
∫
d3r n
5
3 (r) + EH [n] , (2.76)
where the first term represents a local density approximation (see Section 2.3.1)
for the kinetic energy, and the second term is given by
EH [n] =
1
2
∫ ∫
d3r d3r′
n (r)n (r′)
|r− r′| , (2.77)
which can be interpreted as the classical electrostatic (Hartree) energy of a
system of non-interacting electrons. The ground-state of the system is then
characterised by the density n0 (r) that minimises the functional in Eq. (2.76),
and the associated energy is given by
ETF [n0] = FTF [n0] +
∫
d3r n0 (r)Vext (r) . (2.78)
However, this approach has been found to provide qualitatively inaccurate
results for systems with more than a single isolated atom [29], although sub-
sequent improvements in the form of an additional exchange term [30], and
5If N is the number of electrons, the many-body wave-function Ψ (r1, . . . , rN , σ1, . . . , σN )
depends on 3N spatial coordinates and N spin coordinates, while F [n] is a functional of
the density, which depends on one spatial coordinate r only.
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corrections for the kinetic energy term [31,32], have led to the development of
so-called orbital-free methods [33–35] for nearly free electron metals.
The most successful approach to the problem was proposed by Kohn and
Sham [36]: the key point is to simplify the problem by replacing the original
many-body problem with an auxiliary independent-particle problem. Kohn
and Sham considered a system of N non-interacting particles sitting in a
mean-field potential, the so-called Kohn-Sham potential VˆKS (r), which may
be chosen so that the non-interacting system has the same ground-state den-
sity (and hence energy) as the real interacting system.
In the Kohn-Sham approach, the functional F [n] in (2.73) is decomposed into
three terms,
F [n] = TKS [n] + EH [n] + Exc [n] , (2.79)
where TKS [n] is the kinetic energy of the auxiliary system of non-interacting
electrons, EH [n] is the classical Hartree energy as defined in (2.77), and Exc [n]
is the so-called exchange-correlation energy. Exc [n] describes the non-classical
electron-electron interaction energy, and therefore represents the difference of
the kinetic and Coulomb energies of the true interacting many-body system
from those of the auxiliary independent-particle system.
As explained in Section 2.1.2, a system of non-interacting particles is fully
described by single-particle wave-functions ϕσi (r), which are eigenstates of the
Hamiltonian. In the general case where there are N↑ spin-up and N↓ spin-down
electrons, the kinetic energy of the non-interacting system can be expressed as
TKS [n] = −1
2
∑
σ∈{↑,↓}
Nσ∑
i=1
〈ϕσi |∇2|ϕσi 〉
= −1
2
∑
σ∈{↑,↓}
Nσ∑
i=1
∫
d3r ϕσ∗i (r)∇2ϕσi (r)
=
∑
σ∈{↑,↓}
Nσ∑
i=1
∫
d3r
|∇ϕσi (r)|2
2
.
(2.80)
To get the final expression we integrated by parts, using the property of the
orbitals to vanish in the limit r → ∞ or when periodic boundary conditions
54 CHAPTER 2. MANY-BODY QUANTUM MECHANICS
are used. The total energy of the interacting system is then given by
E [n] = TKS [n] + EH [n] + Exc [n] + Eext [n] , (2.81)
where
Eext [n] =
∫
d3r Vext (r)n (r) . (2.82)
The ground-state can be determined by minimising (2.81) with respect to the
density: since the Kohn-Sham auxiliary system is made up by non-interacting
particles, it is necessary to minimise (2.81) with respect to the single-particle
wave-functions ϕσ∗i (r). The constraint of orthonormality of the orbitals,
〈ϕσi |ϕσ′j 〉 = δijδσσ′ , can be imposed by using Lagrange multipliers. By applying
a unitary transformation and using the chain rule we obtain
δ
[
E −∑j εj (∫ d3r′ ϕσ′∗j (r′)ϕσ′j (r′)− 1)]
δϕσ∗i (r)
=
δTKS
δϕσ∗i (r)
+
[
δEH
δn (r)
+
δExc
δn (r)
+
δEext
δn (r)
]
δn (r)
δϕσ∗i (r)
+
−
∑
j
εj
∫
d3r′
δ
(
ϕσ
′∗
j (r
′)ϕσ
′
j (r
′)
)
δϕσ∗i (r)
= 0.
(2.83)
For the variation of the kinetic energy term we have
δTKS
δϕσ∗i (r)
= −1
2
∑
σ′∈{↑,↓}
Nσ
′∑
j=1
∫
d3r′
δ
(
ϕσ
′∗
j (r
′)∇2ϕσ′j (r′)
)
δϕσ∗i (r)
= −1
2
∑
σ′∈{↑,↓}
Nσ
′∑
j=1
δijδσσ′
∫
d3r′ δ (r− r′)∇2ϕσ′j (r′)
= −1
2
∇2ϕσi (r) ,
(2.84)
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and for the variation of the density we can write
δn (r)
δϕσ∗i (r)
=
∑
σ′
Nσ
′∑
j=1
δ
(
ϕσ
′∗
j (r)ϕ
σ′
j (r)
)
δϕσ∗i (r)
=
∑
σ′
Nσ
′∑
j=1
δijδσσ′ϕ
σ′
j (r) = ϕ
σ
i (r) .
(2.85)
The last term in Eq. (2.83) is given by
−
∑
j
εj
∫
d3r′
δ
(
ϕσ
′∗
j (r
′)ϕσ
′
j (r
′)
)
δϕσ∗i (r)
=
−
∑
j
δijδσσ′εj
∫
d3r′ δ (r− r′)ϕσ′j (r′) = −εiϕσi (r) .
(2.86)
Thus the Kohn-Sham equations can be written in the form
HˆσKSϕ
σ
i (r) =
[
−1
2
∇2 + V σKS (r)
]
ϕσi (r) = εiϕ
σ
i (r) , (2.87)
where
V σKS (r) = Vext (r) + VH (r) + V
σ
xc (r) , (2.88)
with
VH (r) =
δEH
δn (r)
=
∫
d3r′
n (r′)
|r− r′| , V
σ
xc (r) =
δExc
δn (r)
. (2.89)
The sets of equations in (2.87) (known as Kohn-Sham equations) are effectively
the same as the Schro¨dinger equations which describe the ground-state of a
non-interacting system of particles in an external potential Vˆ σKS, commonly
referred to as the Kohn-Sham potential. The uniqueness of Vˆ σKS is guaranteed
by the Hohenberg-Kohn theorems.
In the general spin-dependent case, the density of the system can be expressed
in terms of the single-particle eigenstates,
n (r) =
∑
σ∈{↑,↓}
Nσ∑
i=1
|ϕσi (r)|2 . (2.90)
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If N↑ = N↓ = N/2, each orbital is occupied by two electrons of opposite spin,
hence
n (r) = 2
N/2∑
i=1
|ϕi (r)|2 . (2.91)
Since the Kohn-Sham potential depends on the density, which is constructed
from the single-particle orbitals, and in turn the orbitals are determined by
the potential, the Kohn-Sham equations must be solved in a self-consistent
fashion. Once self-consistency has been achieved, the total energy of the non-
interacting system can be computed by simply summing the single-particle
eigenvalues εi. For a non-spin-polarised system, we can then write
EKS [n] = 2
N/2∑
i=1
εi = TKS [n] +
∫
d3r n (r)VKS (r)
= TKS [n] + 2EH [n] +
∫
d3r n (r)Vxc (r) +
∫
d3r n (r)Vext (r) .
(2.92)
The total energy of the interacting system is given by Eq. (2.81),
E [n] = F [n] +
∫
d3r n (r)Vext (r)
= TKS [n] + EH [n] + Exc [n] +
∫
d3r n (r)Vext (r)
= EKS [n]− EDC [n] ,
(2.93)
where
EDC [n] = EH [n]− Exc [n] +
∫
d3r n (r)Vxc (r) (2.94)
is the so-called double-counting correction.
In principle, if the exact form of the exchange-correlation potential was known,
the ground-state density for the non-interacting system would be the same
as that of the interacting system of electrons with external potential Vˆext.
However, the exchange-correlation functional Exc [n] is generally very complex,
and therefore cannot be described exactly. It is then necessary to make some
approximations [37] in order to effectively describe the exchange-correlation
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effects in the Kohn-Sham Hamiltonian. In the next sections, we will describe
two commonly used approximations for Exc [n]: the fact that these simplified
approaches are able to approximate the exchange-correlation effects with a
surprisingly good accuracy has been key to the success of DFT in describing
the properties of a huge variety of materials.
2.3.1 The local spin density approximation (LSDA)
In the local spin density approximation (LSDA) [38,39] the effects of exchange
and correlation are assumed to be local in character. In this limit the be-
haviour of the system is close to the one of the homogeneous electron gas. The
exchange-correlation energy can therefore be computed as an integral over all
space with the exchange-correlation energy density at each point assumed to
be the same as in a homogeneous electron gas with that density6. Hence
ELSDAxc [n] =
∫
d3r n (r) homxc (n (r))
=
∫
d3r n (r) homx (n (r)) +
∫
d3r n (r) homc (n (r)) ,
(2.95)
where homxc (n (r)), the exchange-correlation energy per electron for an homo-
geneous electron gas of density nhom = n (r), has been split into two different
terms, homx (n (r)) and 
hom
c (n (r)), separately contributing to the exchange
and correlation effects, respectively. The advantage of the LSDA is that only
the exchange-correlation energy density of the homogeneous electron gas is re-
quired to compute ELSDAxc [n]. The exchange energy density of the homogeneous
gas has a simple analytic form given by [40],
homx (n (r)) = −
3
4
(
6
pi
n (r)
) 1
3
, (2.96)
while the correlation energy has been calculated using Monte Carlo meth-
ods [41].
6If N↑ 6= N↓, the exchange-correlation functional depends separately on n↑ (r) (spin-up
density) and n↓ (r) (spin-down density).
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The LSDA works remarkably well for the densities typical of those found in
solids, where the range of the effects of exchange and correlation is effectively
short. However, the local approximation is not justified by an expansion in
terms of some small parameter, and therefore its applicability must be tested
for every system, comparing the results obtained with the experiments or other
many-body calculations which can be considered essentially exact. The LSDA
will perform best with solid systems close to the homogeneous gas (like a
nearly-free-electron metal), while it will not work for very inhomogeneous cases
in which the exchange-correlation effects cannot be considered local.
Among the drawbacks of the LSDA there is the spurious self-interaction term.
In the Hartree-Fock approximation the unphysical self-interaction term in the
Hartree energy is exactly cancelled by the non-local exchange interaction.
However, in the LSDA the exchange interaction is purely local, and there-
fore the cancellation of the self-term is only approximate. The spurious self-
interaction term is not always negligible, leading to unphysical results in the
computation of the energy of the system [42].
2.3.2 Generalised-gradient approximations (GGAs)
Generalised-gradient approximations (GGAs) [43] go beyond the LSDA by in-
troducing into the exchange-correlation functional a dependence on the mag-
nitude of the gradient of the density |∇n|. Hence we can write
EGGAxc [n] =
∫
d3r n (r) xc (n (r) , |∇n (r)| , . . .)
=
∫
d3r n (r) homx (n (r))Fxc (n (r) , |∇n (r)| , . . .) ,
(2.97)
where the so-called enhancement factor Fxc is a dimensionless function [44]
and homx (n) is the exchange energy of the unpolarised homogeneous electron
gas. The function Fxc can then be written as
Fxc = Fx + Fc (2.98)
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to account for the exchange and correlation effects separately. Each of these
two terms can then be expanded in a series of gradients of the density. Since
Fxc is dimensionless, in the expansion it is natural to use dimensionless reduced
density gradients of m-th order,
sm =
|∇mn|
2m (3pi2)m/3 (n)1+m/3
. (2.99)
For the exchange term Fx (n, s) where s = s1, several forms have been pro-
posed: the most widely used (B88 [45], PW91 [46,47] and PBE [48]) are shown
in Figure 2.2.
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Figure 2.2: Exchange enhancement factor Fx as a function of the dimensionless
density gradient s for different GGA schemes [49].
For many conventional systems, the main contribution is given by the region
in which s is small7 (0 < s . 3). In this region different enhancement factors
Fx have similar shapes, so they lead to the same results. We note that Fx ≥ 1,
7In the large s region (s & 3), there is an implicit difficulty in defining a density gradient
expansion. The behaviour of the function Fx in this region is chosen in order to give the
correct result for a certain physical property in certain conditions, but it is not guaranteed
that it will provide an accurate description of the other properties when different physical
conditions prevail.
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hence all GGAs lead to an exchange energy which is lower than the LSDA.
The result is a reduction of the binding energy, which corrects the overbinding
of LSDA and generally and improves agreement with experiment [50].
Approximations for the correlation term Fc are more difficult to introduce, but
its effect is usually smaller than the exchange term. Moreover, the contribu-
tion of the correlation term vanishes in the region where s is large, and thus
it is relevant only in the small density gradient region.
The LSDA and GGAs allow the exchange-correlation potential Vˆ σxc to be writ-
ten in a simple form. In the LSDA we have
ELSDAxc [n] =
∫
d3r n (r) homxc (n (r)) , (2.100)
and therefore
δELSDAxc [n] =
∫
d3r
[
homxc (n (r)) + n (r)
∂homxc (n (r))
∂n (r)
]
δn (r) . (2.101)
The exchange-correlation potential is given by the functional derivative in
(2.89), hence
V LSDAxc (r) =
δELSDAxc [n]
δn (r)
= homxc (n (r)) + n (r)
∂homxc (n (r))
∂n (r)
. (2.102)
The exchange term in the potential is particularly simple: recalling (2.96) we
can write
V LSDAx (r) = 
hom
x (n (r)) + n (r)
∂homx (n (r))
∂n (r)
=
4
3
homx (n (r)) . (2.103)
The correlation term depends on the form assumed by the correlation energy
density homc .
In the GGA we have also to consider the contribution of the change in the
density gradient, δ (∇n) = ∇ (δn). The change in the exchange-correlation
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energy can then be written as
δEGGAxc [n] =
∫
d3r
[
xc (n (r)) + n (r)
∂xc (n (r))
∂n (r)
+ n (r)
∂xc (n (r))
∂∇n (r) ∇
]
δn (r) ,
(2.104)
and the exchange-correlation potential is given by
V GGAxc (r) =
δEGGAxc [n]
δn (r)
= xc (n (r)) + n (r)
∂xc (n (r))
∂n (r)
+ n (r)
∂xc (n (r))
∂∇n (r) ∇.
(2.105)
We note that Vˆ GGAxc does not have the form of a local potential because of the
presence of the last term which is a differential operator. In order to handle
this term, it is useful to treat EGGAxc strictly as a function of the density. In
this approach, the gradient terms are defined by an operational definition in
terms of the density, and by using the chain rule in (2.104) we get
δEGGAxc =
∫
d3r
[
xc (n (r)) + n (r)
∂xc (n (r))
∂n (r)
]
δn (r)
+
∫
d3r d3r′ n (r)
[
∂xc (n (r))
∂∇n (r′)
]
δ∇n (r′)
δn (r)
δn (r) ,
(2.106)
where (δ∇n (r′)) /δn (r) denotes a functional derivative. This expression is
particularly useful if we introduce a grid in real space to obtain a discretised
representation of the system. In this case the density is given only at grid points
n (rm) and the gradient ∇n (rm) can be computed using a finite-difference
stencil, using the general formula
∇n (rm) =
∑
m′
Cm,m′ n (rm′) , (2.107)
where the vectors Cm,m′ are chosen to be non-zero only in a finite region
8.
With this definition we obtain
δ∇n (rm)
δn (rm′)
→ ∂∇n (rm)
∂n (rm′)
= Cm,m′ , (2.108)
8The expression of Cm,m′ and the number of grid points rm′ to consider in the region
around rm depend on the details of the finite-difference approximation used (e.g., forward,
backward or central difference with different orders of accuracy).
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and the exchange-correlation potential can be written in the form
V GGAxc (rm) =
[
xc + n
∂xc
∂n
]
rm
+
∑
m′
[
n
∂xc
∂ |∇n|
∇n
|∇n|
]
rm′
Cm′,m. (2.109)
The exchange-correlation potential defined in (2.109) is a semi-local function of
the density n (rm) and depends on the way the derivative (2.107) is calculated.
2.3.3 Periodic systems
In this chapter, we have shown how the Kohn-Sham approach can be success-
fully used to map the many-body electronic problem of a system of interacting
particles onto an equivalent auxiliary system with non-interacting particles,
which can be studied using sets of single-particle orbitals. When the method
is applied to the study of bulk crystals, however, it appears that an infinite
number of single-particle wave-functions (extending over all space) is required
to describe an effectively infinite system. However, the problem can be solved
by taking advantage of the fact that a perfect crystal is in fact infinite periodic,
since in this case Bloch’s theorem [51] can be applied.
Bloch’s theorem states that, if we consider a single electron in a potential
Vˆ (r), described by the Schro¨dinger equation in the form
Hˆϕm (r) =
[
−1
2
∇2r + V (r)
]
ϕm (r) = εmϕm (r) , (2.110)
and the potential is periodic such that
V (r) = V (r + R) (2.111)
for any Bravais lattice vector9 R, then the single-particle wave-function can
be written as
ϕm (r) = e
ik·rum (r) , (2.112)
9A Bravais lattice vector R may be expressed in terms of the primitive lattice vectors
{ai} as R =
∑3
i=1 niai, where ni ∈ Z.
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where k is a vector in reciprocal space10, and um (r) is a function with the
same periodicity of the potential, i.e.,
um (r) = um (r + R) . (2.113)
If we apply the translation operator TˆR to the eigenstate ϕm, we obtain
TˆRϕm (r) = ϕm (r + R) = e
ik·(r+R)um (r + R)
= eik·Reik·rum (r) = eik·Rϕm (r) ,
(2.114)
i.e., the states ϕm are eigenstates of both the Hamiltonian Hˆ and the trans-
lation operator TˆR for a generic Bravais lattice vector R. Since observables
with common eigenstates are mutually compatible, it is possible to label the
eigenstates ϕm with an additional suffix, which specifies the wave-vector k in
equations (2.112) and (2.114),
ϕmk (r) = e
ik·rumk (r) . (2.115)
An important consequence of the Bloch’s theorem is that eigenstates differing
by a reciprocal lattice vector G are equivalent. In order to prove this, let
us consider a wave-vector k′ = k + G. The eigenstate corresponding to this
wave-vector can be written as
ϕmk′ (r) = e
ik′·rumk′ (r) = eik·reiG·rumk′ (r) . (2.116)
Because of the duality relation between the lattice vectors in real and reciprocal
space, we have G · R′ = 2pip with p integer for any Bravais lattice vector
R′, hence eiG·rumk′ (r) has the same periodicity as the Bravais lattice. It is
therefore a valid Bloch function at wave-vector k,
eiG·rumk′ (r) = unk (r) , (2.117)
10A reciprocal space vector k may be expressed in terms of the reciprocal lattice vectors
{bi} as k =
∑3
i=1 cibi, where ci ∈ R. The reciprocal lattice vectors satisfy the duality
relation ai · bj = 2piδij .
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where a band index n has now replaced the previously used eigenvalue index.
Substituting (2.117) into (2.116), we finally obtain
ϕmk′ (r) = ϕnk (r) . (2.118)
The result in (2.118) is very important, since it ensures that for an infinite
periodic system, the infinite number of wave-functions can be actually repre-
sented by a finite number of occupied states at each wave-vector k, where k
can be chosen to lie in the first Brillouin zone, the reciprocal-space unit cell
uniquely defined by the reciprocal lattice vectors.
The number of independent k-points to consider depends on the system size.
If the system consists of N repeating segments of length L along each of the
three dimensions, it is possible to show that there are N3 independent k-
points to consider in the first Brillouin zone. For an infinite system, N →∞,
hence we have the problem that even though there are a finite number of oc-
cupied states at each k, we effectively have to consider an infinite number of
k-points. However, since the quantities of interest (like the Kohn-Sham eigen-
values and eigenstates) vary smoothly [52] as a function of k, any integral
over the Brillouin zone can be replaced by a summation over a finite num-
ber of k-points. One of the most common k-point sampling technique is the
so-called Monkhorst-Pack (MP) grid [53], which consists of a regular grid of
N1 ×N2 ×N3 in 3D, where the k-points are defined by
kn1,n2,n3 =
3∑
i=1
2ni −Ni − 1
2Ni
Gi, (2.119)
where ni = 1, 2, . . . , Ni and {Gi} are the reciprocal lattice vectors. The use of
a discrete sum instead of a continuous integral over the Brillouin zone intro-
duces an error in the computation of the properties of interest: the magnitude
of this error can be reduced by increasing the size of the MP grid.
It is important to stress how the number of independent k-points to sample
in the Brillouin zone can be further reduced if the system is characterised by
additional symmetries. The minimum portion of the Brillouin zone that con-
tains all the required k-points for the computation of the quantities of interest
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is termed the irreducible wedge [54,55].
The study of infinite periodic systems is then carried out by considering a rep-
resentative unit cell, to which periodic boundary conditions are applied. These
systems are usually studied by expanding the eigenstates in terms of plane-
waves [56] (see Section 3.1), since their periodicity can be easily exploited, and
the k-point dependence can be computed in a straightforward way by working
in reciprocal space and using fast Fourier transforms [49, 54]. In Chapter 5,
we will study an implementation of the Brillouin zone sampling for a different
basis set, characterised by functions that are extended only along a subset
of the three spatial dimensions, but are strictly localised along the remaining
ones.
2.3.4 Pseudopotentials
The Kohn-Sham equations must be solved self-consistently along with (2.90),
since the effective potential Vˆ σKS depends on the density of the system. To solve
Eq. (2.87) it is useful to expand the wave-functions ϕσn (r) in a basis set. In
a solid the electronic states are required to be orthonormal and obey periodic
boundary conditions in a unit cell of volume Ω [57]. According to the results
of the previous section, each eigenstate can be expressed as the product of a
k-point dependent factor eik·r and a cell-periodic function uσn (r), which can be
written as an expansion in terms of its Fourier components, so that
uσn (r) =
1√
Ω
∑
q
cσn,qe
iq·r, (2.120)
where q must be commensurate with the cell. Every orbital ϕσn (r) can then
be expanded as
ϕσn (r) =
1√
Ω
∑
q
cσn,(k+q)e
i(k+q)·r, (2.121)
i.e., a linear combination of orthonormal plane waves that satisfy
〈q′|q〉 ≡ 1
Ω
∫
Ω
d3r e−iq
′·reiq·r = δqq′ . (2.122)
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If all the electrons of the system are taken into account, an extremely large
plane-wave basis set is required, because it is necessary to expand the tightly
bound core orbitals and describe the rapid oscillations of the electrons in the
core region. The representation of the singular Coulomb potentials of the nu-
clei would also be equally problematic. Since most physical properties of solids
depend solely on the valence electrons, it is useful to introduce an approxima-
tion to describe the mean effect of the core region on the valence electrons.
The so-called pseudopotential approximation [58] removes the core electrons
from the system by replacing them (together with the strong ionic potential)
with a weaker pseudopotential which acts on pseudo wave-functions rather
than the true valence wave-functions. The effect of the core electrons is there-
fore described in a density independent manner: this approach simplifies the
problem greatly, since it allows the electronic wave-functions to be expanded
using a much small number of plane-wave basis states [59, 60]. In Figure 2.3
0 0.5 1 1.5
r/rcore
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Vpseudo
ϕfull
ϕpseudo
Figure 2.3: Schematic representation of all-electron (solid lines) and pseudo-
electron (dashed lines) potentials and their corresponding wave-functions. The
two types of functions differ only in the core region defined by r < rcore [56].
we note that the all-electron wave-function is characterised by rapid oscilla-
tions in the core region: these oscillations are required to ensure the orthog-
onality between the core wave-functions and the valence wave-functions. The
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pseudopotential has the function of removing the radial nodes of the electron
wave-functions, while preserving an accurate description of the system. This
result can be achieved by requiring that the scattering properties [61] of the
pseudopotential for the pseudo wave-functions are identical to the scattering
properties of the ion and the core electrons for the valence wave-functions.
The same scattering properties can be reproduced by different pseudopoten-
tials, and it is possible to take advantage of this non-uniqueness by constructing
pseudopotentials which are as weak and smooth (i.e. can be expanded in a
small number of Fourier components) as possible.
The main drawback is that now the potential cannot be expressed in terms
of a simple local operator. Since a pseudopotential replaces the potential
of a nucleus and the core electrons, it is spherically symmetric but in gen-
eral it depends on the angular momentum. Each angular momentum can be
treated separately, leading to non-local l-dependent model pseudopotentials
Vˆl (r). From a qualitative point of view, outside the core region the poten-
tial is simply Zeff/r (the combined Coulomb potential of the nucleus and core
electrons), while inside the core region the pseudopotential is expected to be
repulsive to a degree that depends on the angular momentum l.
The dependence upon l allows the non-local part of the pseudopotential oper-
ator to be written in a semi-local (SL) form, i.e.,
VˆSL =
∑
lm
|Ylm〉Vl (r) 〈Ylm| , (2.123)
where Ylm (θ, φ) are the spherical harmonics. The term semi-local refers to the
property of the pseudopotential being non-local in the angular variables but
local in the radial variable. In general, the effect of (2.123) on a function f
can be computed as[
VˆSLf
]
r,θ,φ
=
∑
lm
Ylm (θ, φ)Vl (r)
∫
dθ′dφ′ Ylm (θ′, φ′) f (r, θ′, φ′) . (2.124)
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The matrix elements of VˆSL between states ϕ
σ
i and ϕ
σ′
j , required in an electronic
structure calculation, are then given by
〈ϕσi |VˆSL|ϕσ
′
j 〉 =
∫
dr dθ dφ ϕσi (r, θ, φ)
[
VˆSLϕ
σ′
j
]
r,θ,φ
. (2.125)
The introduction of ab initio pseudopotentials (i.e. not fitted to experiment,
but constructed to fit the valence properties calculated for the atom) has im-
proved the transferability of the approximation, so that effective pseudopoten-
tials can be used even when a particular atom is studied in different environ-
ments [62–64].
2.3.5 Conventional matrix diagonalisation
The Kohn-Sham equations can be solved self-consistently by expanding the
electron wave-functions in a basis of plane-waves. If for simplicity we consider
the Bloch eigenstates at k = 0, by inserting (2.121) in (2.87) we obtain∑
q
cσn,qHˆ
σ
KS|q〉 = εn
∑
q
cσn,q|q〉. (2.126)
If we multiply (2.126) by 〈q′|, the RHS term can be written as
εn
∑
q
cσn,q〈q′|q〉 = εn
∑
q
cσn,qδqq′ = εnc
σ
n,q′ . (2.127)
The kinetic energy term in the LHS term becomes
∑
q
cσn,q〈q′| −
1
2
∇2|q〉 = 1
2
∑
q
cσn,q |q|2 δqq′ =
1
2
cσn,q′ |q′|2 . (2.128)
For a crystal, the effective potential Vˆ σKS is periodic in the direct lattice space,
and therefore can be expressed as a sum of its Fourier components, labelled
by reciprocal lattice vectors [51],
V σKS (r) =
∑
m
V σKS (Gm) e
iGm·r. (2.129)
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The Fourier components V σKS (Gm) in the reciprocal lattice space can be ob-
tained by applying an inverse Fourier transformation to the potential in the
direct lattice space, hence
V σKS (Gm) =
1
Ωcell
∫
Ωcell
d3r V σKS (r) e
−iGm·r, (2.130)
where Ωcell is the volume of the primitive cell
11. The potential term in the
LHS term of Eq. (2.126) can then be written
∑
q
cσn,q〈q′|Vˆ σKS|q〉 =
∑
q,m
cσn,q
Ωcell
∫
Ωcell
d3r V σKS (Gm) e
i(Gm+q−q′)·r
=
∑
q,m
cσn,qV
σ
KS (Gm) δq′−q,Gm =
∑
m
cσn,q′−GmV
σ
KS (Gm) .
(2.131)
Finally, the dependence on a generic non-Γ k-point can be recovered by defining
q = k + Gm and q
′ = k + Gm′ (which differ by a reciprocal lattice vector
Gm′′ = Gm −Gm′). For a fixed value of k, if we define cσn,k+Gm ≡ cσn,Gm (k),
we can write the LHS of Eq. (2.126) as
1
2
cσn,Gm′ (k) |k + Gm′ |
2 +
∑
m
cσn,Gm′−Gm (k)V
σ
KS (Gm)
=
1
2
cσn,Gm′ (k) |k + Gm′|
2 +
∑
m
cσn,Gm (k)V
σ
KS (Gm′ −Gm)
=
∑
m
[
1
2
|k + Gm′ |2 δmm′ + V σKS (Gm′ −Gm)
]
cσn,Gm (k) ,
(2.132)
while the RHS term can be written as εn (k) c
σ
n,Gm′
(k). Hence, for any fixed
value of k, Eq. (2.126) can be written as the matrix equation∑
m
Hˆσm′,m (k) c
σ
n,Gm (k) = εn (k) c
σ
n,Gm′
(k) , (2.133)
11The primitive cell represents the unit cell of the lattice, which contains all the informa-
tion about the structure of the crystal.
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where12
Hˆσm′,m (k) = 〈k + Gm′ |HˆσKS|k + Gm〉 =
1
2
|k + Gm′ |2 δmm′ + V σKS (Gm′ −Gm) .
(2.134)
Solution of (2.133) proceeds by diagonalisation of matrix (2.134), whose size
depends on the size of the basis set. The direct diagonalisation can be per-
formed by using the QZ algorithm [65], whose computational cost scales as
N3basis, where Nbasis is the number of functions in the basis set. Once the
Kohn-Sham eigenstates are obtained, the new density and therefore the new
Hamiltonian are computed, and the process is repeated until the solutions are
self-consistent. Even if the N3basis scaling is benign compared to other methods,
direct matrix diagonalisation can be effectively applied only when the basis set
is small. For large basis sets or large-scale simulations iterative methods are
more efficient13.
The idea is to perform a direct minimisation of the Kohn-Sham energy func-
tional, instead of performing this process indirectly by searching for the self-
consistent Kohn-Sham Hamiltonian. This task can be performed by making
the wave-functions evolve along the directions in which the energy functional
decreases most rapidly. Since the Kohn-Sham orbitals are updated at each
iteration, the orthonormality must be imposed directly at each step:∫
d3r ϕσ∗i (r)ϕ
σ′
j (r) = δijδσσ′ . (2.135)
The number of Kohn-Sham orbitals is proportional to the number of electrons
Ne, and therefore the number of orbital pairs to be computed in (2.135) is
proportional to N2e . Each Kohn-Sham orbital extends over the entire system,
so that the overlap integral in (2.135) requires a computational cost that scales
linearly with Ne for each orbital pair (the volume of the system increases with
12We assume here that the effective potential is a local operator. In general, the effective
potential Vˆ σKS (Gm′ −Gm) must be generalised for non-local potentials to depend on all the
variables Vˆ σKS (Km′ ,Km) where Km = k+Gm.
13If Nbands is the number of bands/states to compute, and Nbasis is the number of basis
functions, direct diagonalisation scales as O (N3basis), while iterative methods with the con-
straints of orthonormality have a cost which scales as O (N2bandsNbasis). For plane waves we
have Nbasis  Nbands, hence iterative methods are more efficient computationally speaking.
Ne). Thus enforcing the orthonormality of the Kohn-Sham orbitals requires a
computational effort that scales as N3e .
The N3e scaling exhibited by the methods described so far restricts the size of
simulations to few hundred atoms, even if the most powerful supercomputers
are used. In recent years a considerable effort has thus been made to develop
linear-scaling DFT methods [66,67]: the aim of these order-N method is to de-
scribe the properties of a system with controlled accuracy and a computational
cost that scales linearly with the size of the system N .

Chapter 3
Linear-scaling methods for DFT
3.1 Advantages and limitations of plane-wave
DFT
In Section 2.3 we highlighted how the problem of solving the many-body
Schro¨dinger equation for a system of nuclei and electrons can be successfully
tackled by using the density-functional theory framework in combination with
the pseudopotential approximation and a treatment of exchange and correla-
tion effects through either the local density or generalised gradient approxima-
tions. When we consider the practical implementation of this method, a key
role is played by the choice of the basis set, i.e., the set of underlying func-
tions in terms of which the electronic orbitals are expanded. An ideal basis set
should possess the following properties:
• the accuracy of the calculation can be improved by tuning a handful of
parameters (for example, the number of functions in the case of plane-
wave basis sets);
• good transferability, i.e., the same basis set can be used for calculations
on very different systems;
• good efficiency when considering the numerical implementation on com-
puting machines, e.g., smaller basis sets for a given level of accuracy
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are preferable since they require fewer quantities to be computed (faster
simulation times) and stored in memory (important when computing
resources are limited).
The many different types of available basis sets can broadly be grouped into
two main categories: systematic basis sets (plane-waves [68–70], grids [71],
wavelets [72]) tend to be unbiased to the underlying system, and provide a
level of accuracy that can be monotonically improved by increasing the size of
the set; conversely, atomic orbital type basis sets (Gaussian-type orbitals [73],
Slater-type orbitals [74], Muffin-tin orbitals [75]) are tailored to the region
of the system they describe (e.g., atoms, bonds, vacuum, . . . ). The use of
localised or atomic-like orbitals allows to approximate the many-body solution
with a small number of basis functions: however, systematically improving the
convergence of the results as a function of the completeness of the basis set
may be problematic.
The most widely used basis set in solid-state DFT calculations is given by
plane-waves (PWs). Its popularity is mainly due to the following properties:
• the kinetic energy operator in (2.80) is diagonal in momentum space;
• the Hartree potential in (2.89) and the local pseudopotential may be
calculated in a simple way in reciprocal space;
• PWs naturally obey periodic boundary conditions (PBCs), often used
when describing crystal structures;
• highly efficient Fast Fourier Transform algorithms can be used to trans-
form between real space and reciprocal space representations;
• PWs do not depend on atomic positions, hence atomic forces can be com-
puted in a straightforward way1 (via the Hellmann-Feynman theorem);
• the convergence of the calculations can be controlled by varying a single
parameter of the basis set, namely the kinetic energy associated to the
1The use of a local basis set introduces the need of additional terms due to the derivative
of the basis set with respect to the atomic positions (Pulay forces).
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highest-wave-vector PW in the set, directly related to the resolution at
which electronic orbitals are described.
Unfortunately, the use of PWs as a basis set has two major drawbacks. As
explained in Section 2.3.5, enforcing the orthonormality of the Kohn-Sham
orbitals using basis functions that are fully extended in the whole simulation
cell leads to a computational effort that scales cubically with the system size
N : PW-DFT methods are said to be O (N3), and their unfavourable scaling
limits their applicability to systems composed of a few hundred atoms at most,
despite the continuous progress of computer technology. An example of the
typical scaling of a PW-DFT calculation is shown in Figure 3.1.
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Figure 3.1: Example of O (N3) scaling: total energy calculations on 2× 2×N
hydrogen-terminated carbon diamond slabs with 15 A˚ of vacuum, Γ-point
only sampling of the Brillouin zone, Ecut = 1200 eV and periodic boundary
conditions applied in all directions have been performed using castep [76], a
traditional PW-DFT code, on 2×12 cores of the Imperial College cx1 computer
cluster. A cubic function has been fitted to highlight how the computational
cost of the calculation increases with the third power of the number of atoms.
Another limitation of PW-DFT methods is given by the increase in the size of
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the quantities that need to be stored in memory during the calculation (e.g.,
expansion coefficients, matrix elements, . . . ). This problem becomes critical
when limited computing resources are available: even though this issue may
be alleviated by writing/reading to/from physical rather than volatile mem-
ory, the process introduces a overhead computational cost due to the I/O
operations. An example of the increase in the required memory in a typical
PW-DFT calculation as a function of the system size is shown in Figure 3.2.
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Figure 3.2: Memory usage of total energy calculations on 2× 2×N hydrogen-
terminated carbon diamond slabs (see caption of Figure 3.1 for the computa-
tional details).
In order to overcome the limitations of conventional O (N3) DFT methods, in
the last 25 years a substantial effort has been put by the electronic structure
community to develop so-called O (N) methods, i.e., DFT schemes charac-
terised by a computational effort that scales linearly with the system size.
Such methods allow the predictive power of ab initio calculations to be ap-
plied to systems that are much larger than those accessible to the conventional
approach. An overview of the most successful linear-scaling methods developed
in the last two decades is presented in the next section.
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3.2 Overview of linear-scaling DFT methods
Linear-scaling DFT methods typically exploit the locality or “nearsightedness”
of condensed matter: the concept, qualitatively introduced by W. Kohn [77],
describes the fact that local electronic properties, such as the electronic density
n (r), depend significantly on the effective external potential only at nearby
points. Changes of the potential, even if large in magnitude, have limited ef-
fects on local electronic properties beyond a characteristic decay length R. As
a consequence, physical quantities that are usually optimised during a DFT
calculation, such as the density matrix [78] or the atomic orbitals, even if in
principle are infinite in extent, decay in real space as a function of distance. It
is then possible to effectively truncate these quantities by considering only the
contributions from a finite region in space, without losing significant informa-
tion and accuracy.
One of the first attempts to exploit the locality of the electronic structure was
the so-called recursion method [79–81] (introduced by Haydock et al) which
uses the diagonal elements of the Green’s function to determine the electronic
charge density. A different approach, called divide-and-conquer, was later
developed by Yang [82,83]: the system is divided into a number of small inde-
pendent subsystems, the sizes of which do not depend on the system size. The
ground-state electronic density is computed separately for each subsystem, and
then the different contributions are combined to obtain the total energy and
electronic density of the whole system: the procedure is iterated until self-
consistency is achieved, with a computational cost that scales proportionally
to the number of subsystems. The main limitation of Yang’s method is that it
is a non-variational approach, i.e., the energy obtained is not guaranteed to be
an upper bound on the true ground-state energy. This problem was addressed
by Galli and Parrinello [84,85], who introduced a scheme based on a localised
orbital formulation and on an energy functional which was proven to have the
Kohn-Sham ground-state energy as its absolute minimum, with an overall cost
that scaled linearly with the system size. Following this work, many different
linear-scaling schemes have been developed, each class of methods exploiting
the locality or “nearsightedness” of matter in a different way: spectral meth-
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ods [86–88], for example, construct the density of states from its moments,
while orbital-free methods [33–35] use functionals of the density alone for sim-
ulations of particular metallic systems.
For simplicity, here we will focus on a particular class of linear-scaling ap-
proaches known as “orbital methods”, characterised by the expansion of the
Hamiltonian eigenstates in terms of a basis of localised orbitals, and the sub-
sequent minimisation of the energy functional with respect to the expansion
coefficients. This class of methods can be further divided into two subclasses,
according to the basis set used to represent the orbitals. In the first subclass, a
small set of atomic-like orbitals is used, such as Gaussian functions [89], Slater
functions [90], spherical Bessel functions [91] or numerical atomic orbitals [92].
All these sets of functions are taken preoptimised, and remain fixed during the
calculation: the energy functional is then minimised with respect to the coef-
ficients of the fixed orbitals. The main problem associated with this class of
methods is the transferability of the basis set: the number of atomic orbitals
needed per atomic species can be large, and a non-negligible effort may be
required to generate a basis set of the size and type that balances efficiency
and accuracy for each new system.
In the second subclass, the localised orbitals are expanded in terms of an un-
derlying basis composed of simple localised functions: the orbitals are not kept
fixed any more, but are optimised in situ during the calculation. The trans-
ferability of the method is then improved, as the orbitals are able to adapt
to different environments. Examples of basis sets used by methods in this
subclass are given by polynomials [93] and real-space grids [94]. In the next
section, we will describe the details of a scheme that uses a particular basis of
orthogonal localised functions represented on a grid in real space (psinc func-
tions [95]): the method has been implemented in the onetep code [96], and
it constitutes the basis for the development work described in chapters 4 and
5 of this thesis.
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3.3 The onetep linear-scaling DFT code
The ONETEP (Order-N Electronic Total Energy Package) code is one of
the most promising linear-scaling methods recently developed, since it has
been successfully applied to a great variety of systems with different prop-
erties [97–102]. In the following sections the method is outlined, focusing on
how the approximations adopted ensure an overall linear scaling and controlled
accuracy.
3.3.1 Density matrix formulation
The Kohn-Sham orbitals ϕσi introduced in Section 2.3 provide a complete de-
scription of the fictitious independent-particle system used in DFT. However,
it is useful to introduce an equivalent description which is better suited to ex-
ploit the “locality” of the system. Many physical properties can be calculated
from the single-particle density matrix ρ (r, r′) [103], defined as
ρ (r, r′) =
∑
i,σ∈{↑,↓}
fi ϕ
σ∗
i (r)ϕ
σ
i (r
′) , (3.1)
where fi is the function that represents the occupation probability of a state
of energy i at temperature T , given the electronic chemical potential µ,
fi (T ) =
1
1 + e
i−µ
kBT
. (3.2)
If we consider a non spin-polarised system, the number of electrons with spin
up is equal to the number of electrons with spin down, so that the density
matrix can be written in the form
ρ (r, r′) =
∑
i
fi ϕ
∗
i (r)ϕi (r
′) , (3.3)
but we have to remember a factor of 2 which accounts for spin degeneracy
when we compute the expectation value of the properties of the system (each
Kohn-Sham orbital is occupied by two electrons with opposite spin). At T = 0,
80 CHAPTER 3. LINEAR-SCALING METHODS FOR DFT
only the eigenstates with energy below the chemical potential µ are occupied,
hence
ρ (r, r′) =
∑
{i<µ}
ϕ∗i (r)ϕi (r
′) . (3.4)
The orthonormality of Kohn-Sham orbitals (see (2.135)) implies that the den-
sity matrix is idempotent at T = 0, namely ρ2 (r, r′) = ρ (r, r′),
ρ2 (r, r′) =
∫
d3r′′ ρ (r, r′′) ρ (r′′, r′)
=
∑
{i,j<µ}
∫
d3r′′ ϕ∗i (r)ϕi (r
′′)ϕ∗j (r
′′)ϕj (r′)
=
∑
{i,j<µ}
ϕ∗i (r)ϕj (r
′)
∫
d3r′′ ϕ∗j (r
′′)ϕi (r′′)
=
∑
{i,j<µ}
ϕ∗i (r)ϕj (r
′) δij =
∑
{i<µ}
ϕ∗i (r)ϕi (r
′) = ρ (r, r′) .
(3.5)
For a non-spin-polarised system the density is given by (2.91), and therefore
it can be expressed in terms of the diagonal elements of the density matrix,
n (r) = 2
∑
{i<µ}
|ϕi (r)|2 = 2ρ (r, r) . (3.6)
The property of idempotency suggests that (3.4) is the position representation
of a projector in the Hilbert space. The projector ρˆ represents the projection
operator onto the space of occupied states, and at T = 0 can be defined as
ρˆ =
∑
{i<µ}
|ϕi〉〈ϕi|. (3.7)
In the case of a non spin-polarised system at T = 0, the expectation value
of a single-particle operator Oˆ can be expressed in terms of the (normalised)
single-particle Kohn-Sham orbitals,
O = 2
∑
{i<µ}
〈ϕi|Oˆ|ϕi〉. (3.8)
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This expression can be written in terms of the density matrix operator (3.7):
using the completeness relation on the Kohn-Sham orbitals,∑
j
|ϕj〉 〈ϕj| = 1, (3.9)
we can rewrite expression (3.8) as
O = 2
∑
{i<µ}
〈ϕi|Oˆ|ϕi〉 = 2
∑
{i<µ}
∑
j
〈ϕi|Oˆ|ϕj〉〈ϕj|ϕi〉
= 2
∑
{i<µ}
∑
j
〈ϕj|ϕi〉〈ϕi|Oˆ|ϕj〉
= 2 Tr
 ∑
{i<µ}
|ϕi〉〈ϕi| Oˆ
 = 2 Tr [ρˆ Oˆ] ,
(3.10)
where the trace of an operator is defined as
Tr
[
Oˆ
]
=
∑
j
〈ϕj| Oˆ |ϕj〉 . (3.11)
The total energy of the non-interacting auxiliary system is then given by
E = 2 Tr
[
ρˆ HˆKS
]
, (3.12)
where HˆKS is the Kohn-Sham Hamiltonian. The energy of the real system can
then be computed by accounting for the double-counting corrections due to
the Hartree and exchange-correlation terms [49].
According to the variational principle, the ground-state of the auxiliary system
is given by the solutions of the Kohn-Sham equation (2.87) which minimise
the total energy. According to (3.12), the total energy depends on the single-
particle density matrix operator: the ground-state can therefore be obtained
by minimising the energy with respect to ρ (r, r′). The minimisation must be
performed along with two constraints: idempotency (see (3.5)), which ensures
the orthonormality of the Kohn-Sham orbitals, and normalisation, i.e., the
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number of electrons Ne must be conserved:
ρ2 (r, r′) = ρ (r, r′) ,
2
∫
d3r ρ (r, r) = Ne.
(3.13)
The number of occupied Kohn-Sham orbitals is proportional to the system size
N , and each orbital extends over the volume V occupied by the system. Since
the volume V is proportional to the system size, the amount of information in
the density matrix scales as N2. In order to achieve a linear-scaling computa-
tional cost, it is necessary to exploit the “locality” of the system: this can be
performed by imposing that the expected value of an operator at one point r
only depends on information at points r′ in a neighbourhood of r.
This assumption works remarkably well for insulators: it has been shown that
for insulators the density matrix decays exponentially [104,105], so that
ρ (r, r′) ∼ e−γ|r−r′|, (3.14)
where the value of γ depends on the type of insulator (weak-binding or tight-
binding), but in every case is a function of the energy gap between the highest
occupied and lowest unoccupied states only. The exponential decay suggests
that the density matrix for an insulator is a sparse matrix, namely only a
small fraction of the matrix elements differ significantly from zero. According
to expression (3.14), ρ (r, r′) → 0 as |r− r′| → ∞: the density matrix can
therefore be truncated, so that ρ (r, r′) does not vanish only for points r′ which
lie within a finite volume around r. The size of the volume does not depend on
the size of the system, because the value of γ depends only on the energy gap
of the insulator. The amount of information stored in the density matrix may
be therefore drastically reduced by imposing ρ (r, r′) = 0 for |r− r′| > rcutρ ,
where rcutρ is a cut-off radius that depends on on the band gap.
Even if the truncated density matrix is sparse, the use of orbitals which extend
over the whole system is still an obstacle to achieving an overall linear scaling
of the computational cost. The solution is to expand the Kohn-Sham orbitals
in terms of an accurately chosen basis set of functions. The choice of the basis
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set is very important, since it directly influences the speed and the accuracy
of the computation.
3.3.2 Non-orthogonal generalised Wannier functions
As noted above, the use of the canonical single-particle Kohn-Sham orbitals
leads to high scaling of the computational cost with respect to the system
size, since they are delocalised over the whole spatial extent of the system. It
is therefore necessary to introduce a different set of functions to exploit the
“locality” of the system.
For crystalline structures, one of the possible choices is given by the so-called
Wannier functions (WFs) [106,107]. In a perfect crystal, the periodicity of the
system implies that the eigenstates of the single-particle effective Hamiltonian
can be expressed as Bloch states,
ψnk (r) = e
ik·runk (r) , (3.15)
where unk (r) is a function with the same periodicity of the crystal, n is a band
index and k is a wave-vector in the first Brillouin zone (see Section 2.3.3).
Since the overall phase of each Bloch state is not uniquely defined, any ψnk is
subject to a “gauge transformation” that leaves physical properties unchanged,
ψnk (r)→ ψ˜nk (r) = eiϑn(k)ψnk (r) . (3.16)
WFs can be obtained by applying a Fourier transform to the Bloch eigenstates.
For the electron band labelled by index n, the WF defined as
wnR (r) =
Ωcell
(2pi)3
∫
BZ
d3k e−ik·Rψ˜nk (r) (3.17)
is centred on the lattice point defined by the position vector R, in the primitive
cell of volume Ωcell. By inserting expressions (3.15) and (3.16) into (3.17), we
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obtain
wnR (r) =
Ωcell
(2pi)3
∫
BZ
d3k eik·(r−R)eiϑn(k)unk (r)
=
Ωcell
(2pi)3
∫
BZ
d3k eik·(r−R)u˜nk (r) = wn (r−R) .
(3.18)
Therefore each WF depends on the difference (r−R) only. Since unk (r) is
periodic with respect to translations by any vector of the crystal lattice, the
WF associated with the lattice point R′ is the same as the WF associated with
R, except that it is translated by R′ −R (see Appendix B.1),
wnR′ (r) = wnR [r− (R′ −R)] . (3.19)
Furthermore, the WFs preserve the orthonormality relation of the Bloch states
(see Appendix B.2),
〈nR|n′R′〉 =
∫
d3r w∗nR (r)wn′R′ (r) = δnn′δRR′ . (3.20)
The WFs form a complete orthonormal set, and therefore provide an equivalent
representation of the system: by inverting (3.17), each Bloch state can be
expanded in terms of the WFs,
ψ˜nk (r) =
∑
R
eik·RwnR (r) . (3.21)
According to (3.17), each WF is obtained by applying a Fourier transform to
the set of Bloch states which belong to the same electron band. It is possible
to define WFs in a more general way by mixing Bloch states of different bands.
The mixing can be obtained by applying a k-dependent unitary transforma-
tion2 to the periodic functions unk (r) in (3.18), so that
unk (r)→
∑
n′
Uknn′un′k (r) . (3.22)
2Unitary transformations preserve the orthonormality relations of the basis set.
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The definition of WFs leads to a decomposition of the system in a set of
localised functions, but introduces some major drawbacks. The most seri-
ous problem is that WFs are not uniquely defined, as opposed to the Bloch
eigenstates that are unique except for a global phase which is constant in real
space. WFs can vary strongly in shape and range, because different choices
of the phase ϑn (k) and of the unitary transformation U
k
nn′ lead to the mixing
of Bloch states that have different relative phases and amplitudes at different
wave-vectors k and different electron bands n.
It is therefore necessary to find a way to obtain WFs that are uniquely de-
fined. In the approach introduced by Marzari and Vanderbilt [108], the WFs
are obtained by minimising the spread ∆, defined as
∆ =
∑
n
[〈rˆ2〉n − 〈rˆ〉2n] , (3.23)
where 〈rˆ2〉n and 〈rˆ〉n represent the expectation values of the operator rˆ2 and
rˆ over the n-th Wannier function in the unit cell3. The resulting WFs have
the key property of being “maximally localised” around some given sites (i.e.,
the positions occupied by the nuclei in the cluster or the bond centres), and
hence they are well suited to exploit the “locality” of the system (for example,
a small number of such WFs is sufficient to obtain an accurate description
of the strongly localised electronic states in an insulator at T = 0 K). The
interested reader can refer to Refs. [108,109] for further details.
In some special cases (i.e. for an isolated band in 1D or in a 3D centrosymmet-
ric crystal) it is possible to choose WFs that are exponentially localised4 [110]:
the information is encoded in a small volume around the centres of the WFs,
and therefore the computational cost becomes cheaper. However, long-range
oscillating tails are usually present due to the enforcement of the orthogonal-
ity constraint, hence contributions from regions further away from the centre
3According to Eq. (3.19), it is sufficient to consider the unit cell labelled by R = 0.
4No proof exists for the general case of composite bands in 3D. However, it is natural
to speculate that the “optimally localised” WFs that are obtained by minimising (3.23) are
exponentially localised.
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still have to be taken into account, even though the physical information they
contain is generally less relevant.
It is therefore convenient to introduce a set of non-orthogonal localised or-
bitals φi, called non-orthogonal generalised WFs (NGWFs [111]), which span
the same space as the WFs wi. These functions can be advantageous for prac-
tical applications because they are more localised and more transferable than
orthogonal WFs. The long-range oscillating tails of orthogonal WFs make
them depend in detail upon the neighbouring atoms: by sacrificing orthogo-
nality, it is possible to obtain more localised orbitals5 whose very short range
can be used in calculations to reduce the computational cost.
In general, NGWFs can be derived from a subspace rotation M between a set
of Bloch orbitals at each k-point and a unitary transformation of the results
in k-space,
φαR (r) =
Ωcell
(2pi)3
∫
BZ
d3k e−ik·R
[∑
n
ψ˜nk (r)Mnα
]
, (3.24)
where Ωcell is the volume of the simulation cell, and R is a lattice vector of
the crystal. Since the functions {φαR} are not orthogonal, the matrix of the
occupation numbers {fn} is not diagonal, but it is given by
Kαβ =
∑
n
Nαn fn
(
N †
)β
n
, (3.25)
where N = M−1. The matrix defined by Eq. (3.25) is called the density-
kernel [113], and in this formulation the density matrix can be written as
ρ (r, r′) =
∑
αβ
∑
R
φαR (r)K
αβφ∗βR (r
′) , (3.26)
5He and Vanderbilt [112] showed that in 1D the decay rate of the WFs is not just an
exponential, but rather an exponential times a power-law prefactor: w (r) ∼ r−α exp (−hr),
where h depends on the band gap width of the insulator, and α is a constant that depends
on how the WFs are defined. For orthogonal WFs, α = 3/4, while for NGWFs possible
values of α are 1/2, 3/2 or 5/2. Therefore in 1D it is possible to choose non-orthogonal WFs
that are essentially more localised than orthogonal WFs: this statement holds true even in
3D, although the extension from the 1D case is not straightforward.
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i.e. the same form of Eq. (3.3), but with the density-kernel Kαβ generalising
the occupation numbers {fn}.
Linear-scaling DFT calculations are typically aimed at large systems and, in
particular, large unit cells, hence the Brillouin zone can be accurately sampled
by considering the contribution of the Γ-point only, i.e. k = 0. The Bloch
states (and therefore the NGWFs) can then be chosen to be real. Furthermore,
the dependence of the NGWFs on R can be dropped, φαR (r) = φα (r), hence
Eq. (3.26) can be simplified,
ρ (r, r′) =
∑
αβ
φα (r)K
αβφ∗β (r
′) . (3.27)
In the remaining sections of this chapter, we will always assume the use of
Γ-point only sampling of the Brillouin zone and real NGWFs: in Chapter 5,
we will analyse in detail how to use complex-valued NGWFs to sample the
reciprocal space at arbitrary non-Γ k-points.
Expression (3.27) suggests that the density-kernel can also be interpreted as
the representation of the density matrix in terms of the set of duals of the
NGWFs, {φα}. The dual functions can be defined in terms of the NGWFs
{φα} and the overlap matrix S, given by
Sαβ = 〈φα|φβ〉 =
∫
Ωcell
d3r φ∗α (r)φβ (r) . (3.28)
The dual functions {φα} are then defined by
|φα〉 = |φβ〉
(
S−1
)βα
. (3.29)
The density-kernel is then expressed in terms of the dual functions as
Kαβ = 〈φα| ρˆ ∣∣φβ〉 . (3.30)
Both NGWFs and the density matrix have an exponential decay in real space,
so that they can be truncated without losing any relevant information on the
system. The NGWFs are required to be non-vanishing only in spherical regions
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of fixed radii {rcutα } (NGWFs cut-off radii) and centred at positions {Rα}. In
onetep, the NGWFs are centred at the positions occupied by the atoms of
the system. The number6 of NGWFs associated to each atom and the value
of the cut-off radii essentially depend only on the atomic species and on the
accuracy required in the calculation.
The density-kernel Kαβ is then required to be a sparse matrix, i.e., charac-
terised by a small fraction of non-zero matrix elements. This task is performed
by discarding elements corresponding to NGWFs centred further apart than
some cut-off value rcutK . Since each NGWF is localised, it effectively overlaps
only with a limited number of NGWFs whose centres lie in a spherical region
of radius7 rcutK .
The key point is that {rcutα } and rcutK depend on the atomic species of the sys-
tem, while they are independent of the size of the system. The introduction
of these spatial cut-offs results in a density matrix whose information content
scales linearly with the system-size: this approximation is controlled by {rcutα }
and rcutK , whose values are increased until the desired physical properties of the
system converge.
3.3.3 The psinc basis set
Recalling (3.12), the total energy of the non-interacting auxiliary system in
the Kohn-Sham approximation is given by
E = 2 Tr
[
ρˆ HˆKS
]
. (3.31)
By inserting (3.27) in (3.12), we can write the total energy as
E = 2 Tr
[
ρˆ HˆKS
]
= 2
∑
αβ
Kαβ〈Φβ|HˆKS|Φα〉. (3.32)
6For example, only one NGWF is required to reproduce s-type orbitals. If we want to
add p-type and d-type orbitals we should use 4 and 9 NGWFs per atom respectively.
7Since the density-kernel is related to the duals of the NGWFs, rather than the NGWFs
themselves, the cut-off radius rcutK is not simply the sum of the cut-off radii of the overlapping
NGWFs, rcutα + r
cut
β . Therefore the accuracy of the results obtained depend on the NGWFs
cut-off radii and the density-kernel cut-off radius separately.
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The ground-state of the auxiliary system can therefore be obtained by min-
imising (3.31) with respect to the density-kernel and the NGWFs, hence
E0 = min{Kαβ},{φα}
E
({
Kαβ
}
, {φα}
)
. (3.33)
In order to perform this minimisation, it is useful to expand the NGWFs in
terms of a basis set of primitive functions. In onetep, these functions are
chosen to be the so-called periodic cardinal sine (psinc) functions [114]. Psinc
functions are useful because they are related to plane waves by a Fourier trans-
formation. This property allows the kinetic energy to be computed accurately
and efficiently, since with Fourier transformation techniques it is possible to
switch easily from real to reciprocal space representation, in which the kinetic
energy operator is diagonal. Moreover, the quality of the basis set can be con-
trolled via a single parameter, the kinetic energy cut-off. This parameter is
important since it defines the size of the basis set in terms of which the NGWFs
are expanded. Contributions from low kinetic energy terms are typically more
important than those with high kinetic energy, and therefore it is possible to
define a kinetic energy cut-off in order to consider a basis set made up of a finite
number of functions. Full plane-wave accuracy can be therefore achieved by
increasing the value of the kinetic energy cut-off: this is particularly useful in
linear-scaling methods calculations, since accuracy can be controlled by using
a basis set that can be systematically improved by varying a single parameter.
In order to describe the psinc functions basis set, we introduce a unit cell (also
called the simulation cell) defined by primitive lattice vectors Ai (i = 1, 2, 3).
We then define a 3D grid in the cell by introducing Ni = 2Ji + 1 grid points
along direction i, where the Ji are integers. Psinc functions are therefore de-
fined as
DKLM (r) ≡ D (r− rKLM) = 1
N1N2N3
J1∑
p=−J1
J2∑
q=−J2
J3∑
s=−J3
ei(pB1+qB2+sB3)·(r−rKLM ),
(3.34)
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where p, q and s are integers, Bi are the reciprocal lattice vectors,
B1 =
2pi (A2 ×A3)
|A1 · (A2 ×A3)| , B2 =
2pi (A3 ×A1)
|A2 · (A3 ×A1)| , B3 =
2pi (A1 ×A2)
|A3 · (A1 ×A2)| ,
(3.35)
satisfying orthogonality relations
Bi ·Aj = 2piδij, (3.36)
and the grid point rKLM is defined by
rKLM =
K
N1
A1 +
L
N2
A2 +
M
N3
A3. (3.37)
Psinc functions have several useful properties. Each basis function DKLM (r)
is localised on the grid, i.e., its value is unity at the grid point rKLM at which
is centred and zero on all other grid points (even if it oscillates between differ-
ent grid points, see Appendix B.3). Furthermore, psinc functions centred on
different grid points are mutually orthogonal (see Appendix B.4):∫
Ωcell
d3r D∗KLM (r)DFGH (r) = Ωgrid δKF δLGδMH , (3.38)
where Ωgrid =
Ωcell
N1N2N3
is the volume per grid point.
Another important property of the psinc basis set is the following. Let f (r)
be a cell periodic function, i.e. f (r + R) = f (r) for every lattice vector R.
Since f (r) is periodic, it can be expanded in a discrete Fourier series,
f (r) =
1
Ωcell
+∞∑
l=−∞
+∞∑
m=−∞
+∞∑
n=−∞
f˜ (lB1 +mB2 + nB3) e
i(lB1+mB2+nB3)·r, (3.39)
where f˜ are the Fourier components labelled by vectors of the reciprocal lattice.
We can define the bandwidth limited version of f (r) by taking only the same
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frequency components as D (r), hence
fD (r) =
1
Ωcell
J1∑
l=−J1
J2∑
m=−J2
J3∑
n=−J3
f˜ (lB1 +mB2 + nB3) e
i(lB1+mB2+nB3)·r.
(3.40)
It is possible to show (see Appendix B.5) that the overlap integral of f (r) with
one of the psinc functions DKLM (r) can be evaluated exactly by replacing f (r)
with its bandwidth limited version8 fD (r), i.e.,∫
Ωcell
d3r f ∗ (r)DKLM (r) =
∫
Ωcell
d3r f ∗D (r)DKLM (r) , (3.41)
which leads to ∫
Ωcell
d3r f ∗ (r)DKLM (r) = Ωgrid f ∗D (rKLM) . (3.42)
This result is very useful since every NGWF can be expanded in terms of the
basis set defined by the psinc functions,
φα (r) =
∑
KLM
CKLM,α DKLM (r) , (3.43)
and the overlap integral of a periodic function f (r) with one of the NGWFs
can be evaluated as∫
Ωcell
d3r f ∗ (r)φα (r) =
∑
KLM
CKLM,α
∫
Ωcell
d3r f ∗ (r)DKLM (r)
= Ωgrid
∑
KLM
CKLM,α f
∗
D (rKLM) .
(3.44)
Therefore psinc functions allow overlap integrals to be computed exactly as
summations over the grid points rKLM . Moreover, since each NGWF is lo-
calised, it can be expanded in a limited number of psinc functions, i.e., those
that are centred at grid points that lie inside the sphere defined by the NGWF
8This property holds true because the projection of f (r) onto a basis function is equal
to that of its bandwidth limited version fD (r) .
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cut-off radius rcutα . Since the NGWF cut-off radius depends only on the atomic
species involved, the number of psincs functions in terms of which each NGWF
is expanded is independent of the system size, once the grid spacing has been
chosen. This is a key point in achieving an overall computational cost which
scales linearly with the system size.
The following step is expanding the total energy (3.32) in terms of the psinc
basis set, and determine the ground-state of the auxiliary system by minimis-
ing (3.32) with respect to the density-kernel matrix elements Kαβ and the
expansion coefficients CKLM,α of the NGWFs.
Density, kinetic and Hartree energy
Recalling expression (3.6), the electron density can be written as
n (r) = 2ρ (r, r) = 2
∑
αβ
φα (r)K
αβφ∗β (r) = 2
∑
αβ
Kαβρβα (r) , (3.45)
where the density matrix elements ρβα are defined by ρβα (r) = φα (r)φ
∗
β (r).
This quantity cannot be expanded in terms of the psinc basis functions D (r),
because it is defined by the product of two NGWFs. The overlap of the two
NGWFs introduces some high-frequency terms which cannot be described by
the standard psinc basis set. In order to overcome this problem, a fine grid is
introduced in the simulation cell, which is defined to have twice the number of
points of the standard grid. The spacing between two points of the fine grid is
half of the one of the standard grid: hence the fine grid psinc functions have
twice the cut-off frequency as the D (r),
BXY Z (r) =
1
8N1N2N3
N1∑
p=−N1+1
N2∑
q=−N2+1
N3∑
s=−N3+1
ei(pB1+qB2+sB3)·(r−rXY Z),
(3.46)
where rXY Z are the points of the fine grid. The fine grid basis functions have
properties similar to the standard grid ones, i.e., they are localised on the grid
points, they are orthogonal and they allow overlap integrals involving periodic
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functions to be written as discrete summations over grid points,
BXY Z (rABC) = B (rXY Z − rABC) = δXAδY BδZC , (3.47)∫
Ωcell
d3r B∗XY Z (r)BABC (r) =
Ωgrid
8
δXAδY BδZC , (3.48)∫
Ωcell
d3r f ∗ (r)BXY Z (r) =
Ωgrid
8
f ∗B (rXY Z) , (3.49)
where fB (r) is the bandwidth limited version of f (r) which has the same
frequencies as the fine grid basis functions B (r).
Density matrix elements can therefore be expanded in terms of the fine grid
basis set by writing
ρβα (r) =
∑
XY Z
ρβα (rXY Z)BXY Z (r) . (3.50)
Hence the electron density for the non-spin polarised case can be simply eval-
uated as a discrete sum over the fine grid points,
n (r) = 2
∑
αβ
∑
XY Z
Kαβρβα (rXY Z)BXY Z (r) . (3.51)
The total energy of the system is made up of different contributions9. Recalling
(3.10), the kinetic energy is given by
EK [n] = −
∫
Ωcell
d3r′
[∇2rρ (r, r′)]r=r′ = 2∑
αβ
Kαβ〈φβ|Tˆ |φα〉, (3.52)
where Tˆ = −1
2
∇2. Since the kinetic operator is diagonal in reciprocal space,
it is convenient to apply a Fourier transform10 to the ket |φα〉: this operation
9As in Section 2.3, we will neglect here the constant contribution EII due to the fixed
background of ionic charges.
10Since each NGWF is expanded in terms of the periodic, band-limited psinc functions, its
Fourier components are given by a Discrete Fourier Transform. In order to make the com-
putational cost cheaper, the Fast Fourier Transform [115] algorithm is used to compute the
Fourier expansion of the NGWFs: the number of operations required are O (Ngrid logNgrid)
for each NGWF, where Ngrid is the number of grid points in the simulation cell (related to
the size of the system).
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allows |φα〉 to be written in terms of its Fourier components, and the result of
applying the Laplacian can be easily computed. Then it is possible to perform
an inverse Fourier transform to switch to real space, where the overlap integral
with the bra 〈φβ| can be computed as a discrete summation over the standard
grid points11, as in (3.44).
Recalling (2.77), the Hartree energy is given by
EH [n] =
1
2
∫
d3r VH (r)n (r) =
∑
αβ
Kαβ〈φβ|VˆH|φα〉, (3.53)
where the Hartree potential is given by
VH (r) =
∫
d3r′
n (r′)
|r− r′| . (3.54)
Since it involves the electron density n (r), it can be expanded in terms of the
fine grid psinc functions,
VH (r) =
∑
XY Z
VH (rXY Z)BXY Z (r) . (3.55)
In order to evaluate the matrix elements 〈φβ|VˆH|φα〉 it is useful to apply a
Fourier transform to switch from real to reciprocal finely-spaced grid, since
this operation allows the integral in (3.54) to be evaluated as a product. Then
we have to compute VˆH|φα〉 in the reciprocal space. Since VˆH is expanded
in terms of the fine grid basis set, while |φα〉 is expanded in terms of the
standard grid basis set, it is necessary to interpolate |φα〉 onto the fine grid
before taking its product with VˆH. The computation of the overlap with 〈φβ|,
which is defined on the regular grid, first requires to filter VˆH|φα〉 from the fine
to the standard grid: |
[
VˆHφα
]
D
〉 contains only the frequency components of
VˆH|φα〉 that are associated with the basis set {D (r)}. The matrix elements
can finally be computed as 〈φβ|
[
VˆHφα
]
D
〉.
11This approach requires the Fast Fourier Transform to be computed twice for each
NGWF, hence the overall computational cost scales as O
(
N2grid logNgrid
)
overall. In order
to achieve an overall linear-scaling, further approximations must be introduced, and new
techniques must be developed (see the FFT box technique described in the following section).
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The choice of the pseudopotential
In Section 2.3.4 the so-called pseudopotential approximation was introduced
as an essential method to simplify the problem of describing the properties
of the electronic structure in solids. Therefore the choice of an appropriate
pseudopotential is crucial if accurate results must be achieved.
In the semi-local (SL) form, the non-local part of a generic pseudopotential
can be written as
VˆSL =
∑
lm
|Ylm〉Vl (r) 〈Ylm| , (3.56)
where Ylm (θ, φ) are the spherical harmonics. The non-locality of the pseu-
dopotential is expressed by its explicit dependence on the two sets of angular
variables used for the angular momentum projector. In the approach pro-
posed by Kleinman and Bylander [116], the pseudopotential associated with
an atom12 is written as a contribution of two terms, VˆPS = VˆL + VˆNL, where VˆL
is a local pseudopotential13 and VˆNL has the form
VˆNL =
∑
lm
|δVˆl χlm〉〈χlm δVˆl|
〈χlm|δVˆl|χlm〉
. (3.57)
The operator δVˆl is given by δVˆl = Vˆl,SL − VˆL, and therefore represents the
angular momentum dependent part of the atomic pseudopotential, while χlm
are the wave-functions of the pseudo-atom. The advantage of the Kleinman-
Bylander approach is that it is possible to use the arbitrariness14 of VˆL to
produce an accurate and transferable pseudopotential. Since the Kleinman-
Bylander pseudopotential projects each spherical harmonic component of the
wave-function onto a basis state, its accuracy can be systematically improved
12The choice of the pseudopotential to use clearly depends on the atomic species involved
in the system.
13A local pseudopotential is independent of the angular momentum l, and therefore it is
a function only of the distance from the nucleus.
14In Section 2.3.4 we stressed how the non-uniqueness of the pseudopotentials allow them
to be defined so that they are as weak and smooth as possible, while retaining a good
transferability and an accurate description of the scattering properties of the nucleus and
the core electrons.
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by adding more basis functions15 for the projection of the spherical harmon-
ics. A good transferability can be achieved by the proper choice of the local
pseudopotential and the core radius rcore.
The Kleinman-Bylander form leads to the evaluation of two different contri-
butions to the total energy of the system. The first contribution is the local
pseudopotential energy, given by the integral
EL [n] =
∫
d3r VL (r)n (r) = 2
∑
αβ
Kαβ〈φβ|VˆL|φα〉. (3.58)
This contribution can be calculated in the same way as the Hartree energy, by
expanding the potential in terms of the fine grid basis set, evaluating VˆL|φα〉
and then filtering the result to the standard grid basis set. Hence the local
pseudopotential energy is given by
EL [n] = 2
∑
αβ
Kαβ〈φβ|
[
VˆL
]
B
|φα〉 = 2
∑
αβ
Kαβ〈φβ|
([
VˆL
]
B
φα
)
D
〉. (3.59)
The non-local pseudopotential energy is given by
ENL [n] = 2
∑
αβ
Kαβ〈φβ|VˆNL|φα〉, (3.60)
where VˆNL is given by
VˆNL =
∑
I
∑
lm
|δVˆ (I)l χ(I)lm〉〈χ(I)lm δVˆ (I)l |
〈χ(I)lm |δVˆ (I)l |χ(I)lm〉
. (3.61)
The summation over I takes into account the contribution of all the atoms of
the system. The matrix elements can be written as
VNL,αβ =
∑
I
∑
lm
〈φα|δVˆ (I)l χ(I)lm〉〈χ(I)lm δVˆ (I)l |φβ〉
〈χ(I)lm |δVˆ (I)l |χ(I)lm〉
, (3.62)
15This has been done with ultra-soft pseudopotentials and in the projector augmented
wave (PAW) method [117], but it is not possible with traditional norm-conserving pseu-
dopotentials.
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and they involve the calculation of integrals of the form
〈φα|δVˆ (I)l χ(I)lm〉 = 〈φα|
[
δVˆ
(I)
l χ
(I)
lm
]
D
〉, (3.63)
which can be performed by summation over the standard real space grid.
Exchange-correlation energy and double-counting correction
In the LSDA the exchange-correlation energy is given by approximating16 the
integral over the exchange-correlation energy density, xc (n (r)), by a summa-
tion over the points of the fine grid,
Exc [n] =
∫
d3r xc (n (r))n (r)
' Ωcell
8N1N2N3
2N1−1∑
X=0
2N2−1∑
Y=0
2N3−1∑
Z=0
xc (n (rXY Z))n (rXY Z) .
(3.64)
In order to get the correct expression for the total energy, we have to take into
account the double-counting correction (see Section 2.3) EDC [n],
EDC [n] =
1
2
∫
d3r VH (r)n (r) +
∫
d3r Vxc (r)n (r)− Exc [n] , (3.65)
hence the final expression for the total energy is given by
E [n] = EK [n] + EH [n] + EL [n] + ENL [n] + Exc [n]− EDC [n] . (3.66)
The use of the psinc basis set allows each matrix element to be evaluated
with a computational cost which scales as O (Ngrid logNgrid), because the fast
Fourier transforms on the NGWFs are performed over the entire simulation
cell. Since the size of the system is given by N and is proportional to the
number of grid points, the overall computational cost of evaluating non-zero
matrix elements scales as O (N2 logN). In order to achieve an overall linear
scaling of the method, further approximations need to be introduced.
16This is only approximate because the representation of the exchange-correlation energy
by the fine grid introduces some aliasing.
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3.3.4 The FFT box technique
Linear scaling can be achieved by requiring the computational cost needed to
evaluate each matrix element to be size independent. Since the NGWFs are
strictly zero outside their localisation regions, it is not necessary to use the
entire simulation cell to perform FFTs on them, but it is possible to use a
much smaller region defined “FFT box” [95].
The FFT box can be defined as a small version of the simulation cell, whose
size is large enough to contain any pair of NGWFs that exhibit any degree
of overlap. Its dimensions and shape are determined at the beginning of a
simulation and do not change during the calculation. The FFT box has the
same grid spacing as the simulation cell, and its origin coincides with one of the
grid points of the simulation cell. The FFT box can therefore be considered
α
β
Simulation cell
FFT box
NGWF
Figure 3.3: The simulation cell and FFT box for a pair of overlapping NGWFs
φα (r) and φβ (r) in two dimensions. The points of the real space grid are
highlighted (figure inspired by Ref. [95]).
a miniature version of the simulation cell. The lattice vectors of the FFT box
are denoted by ai (i = 1, 2, 3), while the volume of the FFT box is given by
Ωbox = |a1 · (a2 × a3) |. We can consider a grid in the FFT box by introducing
ni = 2ji + 1 points along each lattice vector ai (ji are integers), and hence a
set of basis functions {dklm (r)} centred on the grid points rklm,
dklm (r) =
1
n1n2n3
j1∑
p=−j1
j2∑
q=−j2
j3∑
s=−j3
ei(pb1+qb2+sb3)·(r−rklm). (3.67)
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This expression is the equivalent of (3.34) for the FFT box, where now the
grid points are defined as
rklm =
k
n1
a1 +
l
n2
a2 +
m
n3
a3, (3.68)
and the sum is now performed over the reciprocal lattice vectors {bi}. This is
equivalent to expanding the basis set in terms of psincs as we did before, but
the crucial difference is that now the number of functions taken into account
is independent of the system size, since the dimensions of the FFT box are
solely determined by the size of the localisation regions of the NGWFs in the
simulation cell. These basis functions have the same properties of the functions
{D (r)} defined for the simulation cell, i.e. they have the same periodicity of
the FFT box, they have zero value at all grid points except the one on which
they are centred, and so on17. In order to evaluate the matrix elements in
the FFT box, we have to express the NGWFs in terms of the basis functions
{d (r)}. This task is performed by the projection operator Pˆ(αβ), which links
the two representations of the NGWFs in terms of the psincs of the entire
simulation cell and those of the FFT box, respectively. The projection operator
is defined for each pair of NGWFs φα and φβ involved in the evaluation of a
particular matrix element, hence it depends on the properties of the related
FFT box,
Pˆ(αβ) =
1
Ωgrid
n1−1∑
k=0
n2−1∑
l=0
n3−1∑
m=0
|dklm〉
〈
D(k+Kαβ)(l+Lαβ)(m+Mαβ)
∣∣∣ , (3.69)
where Kαβ, Lαβ, Mαβ denote the grid point of the simulation cell at which the
origin of the FFT box is located, and Ωgrid is the volume associated to a single
grid point. When applied to the NGWF φα, the projection operator maps it
onto the basis set of the FFT box. Since some quantities need to be expanded
in terms of the fine grid, we define an analogous projection operator for the
17The same relation holds true for the basis sets {b (r)} and {B (r)} defined on the fine
grid, whose points have half the spacing of those of the standard grid.
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fine grid representation,
Qˆ(αβ) =
8
Ωgrid
2n1−1∑
x=0
2n2−1∑
y=0
2n3−1∑
z=0
|bxyz〉
〈
B(k+Kαβ)(l+Lαβ)(m+Mαβ)
∣∣∣ . (3.70)
If we want to map functions from the FFT box back to the simulation cell, we
can apply the inverse operators Pˆ †(αβ) and Qˆ
†
(αβ) for the standard and fine grid
respectively.
Overlap matrix
The overlap matrix elements
Sαβ = 〈φα|φβ〉 (3.71)
can be conveniently computed by first projecting each NGWF onto the FFT
box standard grid, and then computing the product directly, considering only
the grid points lying inside the localisation region LRα. Hence we have
Sboxαβ = 〈φα|Pˆ †(αβ)Pˆ(αβ)|φβ〉. (3.72)
If both NGWFs φα (r) and φβ (r) are entirely contained within the FFT box,
then we have Sboxαβ = Sαβ, which can be computed in real space by taking into
account only the common grid points between the two NGWFs.
Kinetic energy
We need to evaluate matrix elements of the form
Tαβ = 〈φα|Tˆ |φβ〉. (3.73)
The NGWFs are localised, so only those elements for which there is an overlap
between the localisation regions of the functions have to be considered. For
each pair φα and φβ we define the FFT box, then we apply Pˆ(αβ) to |φβ〉 to
map it onto the FFT box. We can then apply a Fast Fourier Transform to
Pˆ(αβ)|φβ〉 to switch to reciprocal space, with a computational cost that scales
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as O (Nbox logNbox), where Nbox is the number of grid points in the FFT box:
since Nbox only depends on the properties of the FFT box defined at the begin-
ning of the simulation, the computational cost associated to the Fast Fourier
Transform is independent of the size of the system. Tˆ is therefore applied
to Pˆ(αβ)|φβ〉 in reciprocal space, and the result is obtained by multiplying by
|k|2/2 at each point k of the reciprocal lattice in the FFT box. Another Fast
Fourier Transform is applied to switch to real space (again with a computa-
tional cost O (Nbox logNbox)), and Pˆ †(αβ) is applied to map the result back into
the simulation cell. The matrix element Tαβ can therefore be computed as
T boxαβ = 〈φα|Pˆ †(αβ)Tˆ Pˆ(αβ)|φβ〉
= Ωgrid
∑
K,L,M∈LRα
CKLM,α
[
Pˆ †(αβ)Tˆ Pˆ(αβ)φβ
]
D
(rKLM) ,
(3.74)
where the sum is performed over the points of the standard grid which lie
inside the localisation region of the NGWF φα.
Density
The calculation of the density in Eq. (3.45) requires the matrix elements
ρβα (r) = φα (r)φ
∗
β (r) . (3.75)
It is therefore necessary to map the NGWFs onto the corresponding FFT box
fine grid, by applying the projection operator Pˆ (αβ) to project them on the
FFT box standard grid first, and then interpolating them onto the fine grid
using Fast Fourier Transforms. The interpolated NGWFs are multiplied on the
fine grid of the FFT box, and the result is then projected back onto the fine
grid of the simulation cell by applying the inverse projection operator Qˆ†(αβ).
Hence the total density is obtained by summing all the contributions of the
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overlapping NGWFs,
nbox (r) = 2
∑
αβ
Kαβρboxβα (r)
= 2
∑
αβ
KαβQˆ†(αβ)
[(
Pˆ(αβ)φα (r)
)(
Pˆ(αβ)φ
∗
β (r)
)]
b
.
(3.76)
Hartree, exchange-correlation and local pseudopotential energy
The matrix elements that give contribution to the Hartree, exchange-correlation
and local pseudopotential energy can be treated together,
VHLxc,αβ = 〈φα|VˆHLxc|φβ〉 = 〈φα|VˆH + VˆL + Vˆxc|φβ〉. (3.77)
For every pair of NGWFs which give a non-zero contribution to the matrix
element VHLxc,αβ, we have to project |φβ〉 onto the FFT box standard grid, and
then interpolate it onto the FFT box fine grid. The potential VˆHLxc is projected
onto the fine grid18, and the product with |φβ〉 is evaluated on the points of
the FFT box fine grid. The result is filtered onto the FFT box standard grid,
and then projected onto the standard grid of the simulation cell by applying
the inverse projection operator Pˆ †(αβ). The overlap with |φα〉 is then computed
by considering only the grid points lying inside the localisation region LRα.
Hence
V boxHLxc,αβ = 〈φα|Pˆ †(αβ)
[
Qˆ(αβ)
(
VˆHLxc
)
B
]
Pˆ(αβ)|φβ〉. (3.78)
The computational cost associated to a single matrix element is independent
of the system size, since it only depends on the number of grid points of the
FFT box. The total contribution is proportional to the system size, and hence
it can be computed with a computational cost which scales as O (N).
18The fine grid cannot accurately represent the exchange-correlation energy density, and
therefore there is some aliasing introduced by this approximation.
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Non-local pseudopotential energy
As shown in (3.62), the matrix elements to be computed can be written as
VNL,αβ =
∑
I
∑
lm(I)
〈φα|δVˆ (I)l χ(I)lm〉〈χ(I)lm δVˆ (I)l |φβ〉
〈χ(I)lm |δVˆ (I)l |χ(I)lm〉
=
∑
I
∑
lm(I)
〈φα|ξ(I)lm 〉〈ξ(I)lm |φβ〉
∆
(I)
lm
,
(3.79)
where we have defined the projectors∣∣∣ξ(I)lm〉 = ∣∣∣δVˆ (I)l χ(I)lm〉 . (3.80)
The non-zero contributions to the matrix elements are given by projectors ξ
(I)
lm
which overlap with both NGWFs |φα〉 and |φβ〉: the situation is represented
in Figure 3.4.
α
β
Simulation cell
FFT box
NGWF
ξ
Projector
Figure 3.4: Example of contribution to the non-local matrix element VNL,αβ.
The overlap between projector ξ (r) and NWGF φα (r) (φβ (r)) is computed
using the FFT box with solid (dashed) outline (figure inspired by Ref. [95]).
We need to compute quantities in the form of 〈φα|ξ(I)lm 〉. Given that the over-
lap condition between |ξ(I)lm 〉 and |φα〉 is satisfied, we define a FFT box which
contains both the projector and the NGWF. In this case the projector may be
represented in the reciprocal space, and then interpolated onto the correspond-
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ing reciprocal space FFT box using real spherical harmonics. The non-local
projector in reciprocal space is given by
ξ
(I)
lm (k) = e
−ik·R(I)4pi (−i)l Zlm (θk, ϕk) ζ(I)l (k) , (3.81)
where R(I) is the position vector of atom I, Zlm (θk, ϕk) are real spherical
harmonics, and ζ
(I)
l (k) is a radial function. A fast Fourier transform is then
performed on the projector to switch to the real space FFT box, and by apply-
ing Pˆ † we obtain the projection into the simulation cell. The overlap with |φα〉
is then evaluated by considering the summation over the grid points which lie
inside the localisation region LRα. The contribution of a matrix element to
the non-local pseudopotential energy is therefore given by
V boxNL,αβ =
∑
I
∑
lm(I)
〈φα|Pˆ †(αξ)|ξ(I)lm 〉〈ξ(I)lm |Pˆ(ξβ)|φβ〉
∆
(I)
lm
. (3.82)
Since the NGWFs are strictly localised, and the Fast Fourier Transforms are
performed only on the FFT box, the computational cost to evaluate a single
matrix element is size independent, and therefore the cost of calculation of the
non-local pseudopotential matrix scales as O (N).
Total energy
The total energy calculated using the FFT box technique is given by
Ebox [n] = 2
∑
αβ
KαβHboxβα − EboxDC [n] , (3.83)
where Hboxβα is given by
Hboxβα = T
box
βα + V
box
NL,βα + V
box
HLxc,βα (3.84)
and EboxDC [n] is once again the double-counting correction,
EboxDC = E
box
H +
∫
Ωcell
d3r V boxxc (r)n
box (r)− Eboxxc . (3.85)
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The FFT box technique allows the total energy to be calculated in O (N)
operations. In the next section, we will explain how the total energy of the
system can be minimised in order to obtain the electronic ground-state.
3.3.5 Total energy optimisation
The total energy is a functional of the electronic density, E = E [n (r)]. The
electronic density n (r) is expanded in terms of the basis set {B (r)} and de-
pends on the matrix elements of the density kernel,
{
Kαβ
}
, and the coefficients
{CKLM,α} that define the expansion of the NGWFs in terms of the psinc basis
set {D (r)}, according to (3.43). In order to find the ground-state of the system
we have to minimise the total energy with respect to
{
Kαβ
}
and {CKLM,α},
E0 = min{Kαβ},{CKLM,α}
E
({
Kαβ
}
, {CKLM,α}
)
. (3.86)
The minimisation must be performed under two constraints: the number of
electrons must be conserved,
Ne =
∫
Ωcell
d3r n (r) = 2
∑
αβ
∫
Ωcell
d3r Kαβρβα (r) , (3.87)
and the ground-state density matrix must be idempotent (in order to ensure
the orthonormality of the Kohn-Sham orbitals),
ρ2 (r, r′) =
∫
Ωcell
d3r′′ ρ (r, r′′) ρ (r′′, r′) = ρ (r, r′) . (3.88)
The constraints in (3.87) and (3.88) can be expressed in terms on the overlap
matrix19,
Ne = 2
∑
αβ
KαβSβα = 2 Tr [KS] , (3.89)
19Henceforth, the superscript “box” will be dropped for clarity, but it is implied all the
matrix elements appearing in the equations are computed using the FFT box technique
illustrated in the previous section.
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and
Kαβ =
∑
γδ
KαγSγδK
δβ. (3.90)
It is useful to perform the minimisation in two constrained steps: in the first
step we minimise the total energy with respect to the density kernel Kαβ only
(i.e. the coefficients {CKLM,α} are fixed), then in the second step we minimise
the result obtained with respect to the NGWF coefficients. This minimisation
procedure is then given by
E0 = min{CKLM,α}
L ({CKLM,α}) , (3.91)
where
L ({CKLM,α}) = min{Kαβ}
E
({
Kαβ
}
, {CKLM,α}
)
(3.92)
is a function of the NGWFs coefficients only.
Let us focus on the first minimisation step, i.e. the determination of the func-
tion L ({CKLM,α}). The constraint on Ne can be imposed by using the chemical
potential µ as a Lagrange multiplier, and minimising the grand potential
Ω = E − µNe = 2 Tr
[
ρˆ
(
Hˆ − µIˆ
)]
. (3.93)
The idempotency constraint requires that the eigenvalues λρ of the density
matrix should all be either 1 (occupied state) or 0 (unoccupied state)20. Un-
fortunately, just the computation of the eigenvalues of the density matrix has
a cost which scales as O (N3). It is therefore necessary to impose the idem-
potency constraint in a way that preserves the overall linear scaling of the
method.
One successful approach was introduced by Li, Nunes and Vanderbilt [103].
First, we observe that if the eigenvalue λρ lies in the interval [0, 1], then the
minimisation procedure would naturally drive λρ → 0 and λρ → 1 for unoccu-
pied and occupied states respectively. It is therefore sufficient to impose the
constraint λρ ∈ [0, 1] via a linear scaling procedure. This result can be achieved
20This is true because we are studying the system at T = 0.
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by using the “purification transformation” discussed by McWeeny [113]: if ρ
is a trial density matrix which is nearly idempotent, then
ρ˜ = 3ρ2 − 2ρ3 (3.94)
is a purified version which is closer to idempotency. The purification function
W (x) = 3x2 − 2x3 is plotted in figure 3.5.
−0.5 0 0.5 1 1.5−0.5
0
0.5
1
1.5
x
W
(x
)
Figure 3.5: The McWeeny purification transformation [113] and its effects on
the eigenvalues of the density matrix.
We note that an idempotent matrix is invariant under this transformation,
since
ρ˜ = 3ρ2 − 2ρ2ρ = 3ρ2 − 2ρρ = ρ. (3.95)
This invariance is reflected in the fact that W (0) = 0 and W (1) = 1. More-
over, a matrix which is nearly idempotent (λρ = 1 ± δ, with |δ|  1) is
transformed into a matrix which is more nearly idempotent (λρ˜ = 1±O (δ2))
because W is stationary at 0 and 1. Since W is concave up at 0 and down
at 1, the purified eigenvalues λρ˜ are constrained to lie in the interval [0, 1], as
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long as21 the unpurified eigenvalues λρ remain confined around 0 and 1.
The properties of the McWeeny purification transformation suggest to think of
ρ˜ as the physical density matrix, while ρ is seen as a trial density matrix whose
elements constitute the variational degrees of freedom. The minimisation is
then performed in an unconstrained fashion by minimising
Ω = 2 Tr
[
ˆ˜ρ
(
Hˆ − µIˆ
)]
= 2 Tr
[(
3ρˆ2 − 2ρˆ3) (Hˆ − µIˆ)] . (3.96)
Therefore we search minima of Ω at which the eigenvalues of ρ and ρ˜ cor-
responding to occupied and unoccupied states are clustered around 1 and 0,
respectively.
In onetep this procedure has been implemented22 following the simplified
version suggested by Millam and Scuseria [120], since normalisation can be
imposed more easily. In this approach the energy functional to minimise is
a slightly modified version of the Li-Nunes-Vanderbilt functional. In terms
of the density kernel Kαβ and the overlap matrix Sαβ, this functional can be
defined as
L (K) = E
(
K˜
)
− µ (2 Tr [KS]−Ne) , (3.97)
where K˜ is the McWeeny purified density kernel,
K˜ = 3KSK − 2KSKSK. (3.98)
The minimisation is then performed using the conjugate gradient technique
[121]. Conjugate gradient minimisation (CG) generates a series of non-interfering
search directions along which the energy functional is minimised. The key
point of the method is that at every step we only need to know the value of
the function and its gradient. The value of the functional is given by (3.97),
21In general this is true as long as the occupation numbers remain in the interval[
1−√5
2 ,
1+
√
5
2
]
, in which the transformation is stable.
22Other “weak” idempotency constraint algorithms are coded and used in onetep, such
as the corrected penalty-functional approach [118] and Palser-Manolopoulos canonical pu-
rification type methods [119].
while the gradient [122,123] is given by
∇L = S−1 ∂L
∂K
S−1
= 6KHS−1 + 6S−1HK − 4S−1HKSK+
− 4KHK − 4KSKHS−1 − 2µS−1.
(3.99)
The constraint on the number of electrons is still imposed via the chemical
potential µ used as a Lagrange multiplier. In this scheme the value of µ
is updated so that at every step the correct number of electrons is exactly
enforced: this result can be achieved by imposing the constraint
Tr [S∇L] = 0. (3.100)
Once the functional L ({CKLM,α}) has been obtained, it is possible to minimize
the total energy by minimising the functional with respect to the NGWFs
coefficients. This minimisation can be performed via the conjugate gradient
technique, once the gradient of the functional has been computed. The overall
computational cost of the method scales linearly with the size of the system,
since the total energy can be obtained in O (N) operations.

Chapter 4
Hybrid non-orthogonal
generalised Wannier functions
4.1 Motivation
In the previous chapter we provided a detailed description of the main fea-
tures of onetep, a package that is able to perform DFT calculations with
a computational cost that scales linearly with the number of atoms in the
system. Examples of successful applications of onetep can be found in the
literature [124–126]: in general, it performs very well for systems with a large
band gap (semiconductors and insulators) and for 0D systems like nanoclus-
ters and molecules, usually characterised by localised chemical bonds [127].
However, when we consider the application to systems that are finite along
one or more directions, but extended (i.e. periodic) along the others (for ex-
ample, 2D-periodic systems such as surfaces and interfaces), there are some
issues that need to be addressed.
Heterostructures, for example, may exhibit delocalised electron states arising
at the interface between two different materials [128], and a basis of fully lo-
calised functions may not be optimal for describing such states, potentially
leading to poor convergence and/or unreliable results. A similar problem may
arise when computing optical absorption spectra, which rely on the accurate
description of the unoccupied electronic states of the system: higher energy
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conduction states tend to be more delocalised than low energy ones, and as such
they are more difficult to represent using fully localised basis functions [129].
Another practical issue is related to the minimum size of supercell that can
be simulated in onetep, which is essentially defined by two constraints. The
strict localisation of the basis functions is exploited by allowing each NGWF
to interact only with the nearest neighbour inequivalent NGWFs among those
that are centred in the first neighbour periodic images of the simulation cell
itself. In other words, a NGWF must not interact with its own periodic im-
ages. This is achieved by requiring that the size of the simulation cell along
any direction must be at least twice the largest localisation radius rαcut of any
NGWF in the basis set. In general, the size of the localisation region depends
on the system studied and the level of accuracy required, but it is not unusual
for well converged calculations to require rαcut & 6 A˚. For example, if we con-
sider a cubic unit cell with side a0 = 3.57 A˚ (experimental lattice parameter
of diamond carbon), and maxα {rαcut} = 6 A˚, a 4× 4× 4 supercell is required
to accommodate the largest NGWF localisation sphere (see Figure 4.1).
rαcut
1 u.c.
Figure 4.1: A NGWF with localisation region of radius rαcut requires at least a
Ncell ×Ncell ×Ncell supercell, if the unit cell is a cubic with side a0 ≥ 2r
α
cut
Ncell
.
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The supercell size is also constrained by the sampling of the Brillouin zone
(BZ) in reciprocal space. As explained in Section 3.3.2, the NGWFs can be
obtained by applying a subspace transformation M to the Wannier functions.
Recalling Eq. (3.24), a NGWF can be expressed in terms of sets of Bloch
orbitals ψ˜nk at each k-point in reciprocal space,
φαR (r) =
Ωcell
(2pi)3
∫
BZ
d3k e−ik·R
[∑
n
ψ˜nk (r)Mnα
]
, (4.1)
where Ωcell is the volume of the simulation cell, n is the band label, and R is
a translational vector of the periodic crystal lattice. Since onetep was orig-
inally developed to perform calculations on large systems, and in particular,
large unit cells, the choice was made to limit the sampling of the BZ to the
Γ-point only, i.e. k = 0. With this simplification, the dependence on R in
expression (4.1) can be dropped. Furthermore, both the Bloch bands and the
NGWFs can now be chosen to be real, increasing code efficiency and speed1.
However, Γ-point only sampling requires the supercell to be large enough to
ensure the results are converged. If the unit cell requires a Ngrid×Ngrid×Ngrid
Monkhorst-Pack (MP) k-point grid [53], then the relation between real and re-
ciprocal space implies that convergence with the Γ-point only can be achieved
by considering a Ncell × Ncell × Ncell supercell where Ncell ∼ Ngrid. Therefore
large in-plane simulation cells are needed for simulations of surfaces and inter-
faces, even when in principle small in-plane cells (as small as 1× 1) would be
sufficient. An example is the study of the dependence of a given property on
the thickness of a slab or heterostructure. If we are not interested in surface
reconstructions, but only in relaxations perpendicular to the surface/interface,
we may want to use a 1 × 1 in-plane unit cell to minimise the computational
cost. However, for the aforementioned reasons, an in-plane 4 × 4 cell may be
required, unnecessarily introducing additional degrees of freedom and increas-
ing the cost of the computation.
1Real wave-functions and matrix elements require less storage in memory than their
complex counterparts. Furthermore, operations that are performed multiple times during a
single calculation, such as fast Fourier transforms (FFTs), can have a factor of two speed-up
when real NGWFs are used, because two real NGWFs (but only one complex NGWF) at a
time can be stored in the real and imaginary part of a single complex FFT array.
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There are other issues related to the use of fully localised NGWFs, one of these
being that localisation is believed to cause ill-conditioning of the minimisation
procedure [130], thus driving the system to local (rather than global) minima.
This is problematic because the calculation may converge to a state that does
not represent the true electronic ground-state of the system. Closely related
to this problem is a potential dependence of the final solution on the initial
guess for the NGWFs.
In this chapter, we introduce a method to address the aforementioned issues
by partially relaxing the localisation constraint of the NGWFs, thus extend-
ing the capability of onetep to accurately describe systems that are periodic
along one or more directions. To the best of our knowledge, this is the first
time a basis set of functions that are partially localised and can be optimised
in situ is implemented in a DFT code, allowing an accurate description of par-
tially delocalised electronic states without first relying on a traditional fully
converged O (N3atoms) calculation. We show that the use of such hybrid func-
tions improves upon fully localised NGWFs, since the same level of accuracy
is achieved with a smaller basis set and fewer self-consistent iterations, while
sources of errors due to the initialisation scheme and the egg-box effect are
reduced. We also highlight that our method has a computational cost that
scales linearly with respect to the size of the system along the non-periodic
directions, providing the same accuracy of traditional PW-DFT approaches
but at a reduced computational cost.
4.2 Partially localised NGWFs
In the previous section, we highlighted how fully localised NGWFs may not be
the optimal choice to correctly describe fully delocalised electronic states. It is
important to stress, however, that not always the states are delocalised along
all three Cartesian directions. When we consider electronic states emerging
at the interface between two different systems (metal/metal, metal/insulator,
. . . ), the delocalisation is usually limited to the in-plane directions, i.e. these
states are localised along the normal to the plane, and the associated electronic
density decays as we move away from the surface/interface. A typical example
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is the two-dimensional electron gas (2DEG) emerging at the N-type interface
of the LaAlO3/SrTiO3 heterostructure, which has both been predicted using
ab initio simulations [131] and observed in experiments [132]. In order to be
able to capture the essential features of such partially localised states, we in-
troduce a set of functions that are Bloch-like in the surface plane, but localised
perpendicular to it. In other words, we propose to relax the localisation con-
straint along the directions the system is periodic, but maintain the localised
character along the non-periodic directions. We call these new functions hy-
brid NGWFs (HNGWFs), because they are localised only along a subset of
directions. Even though in our analysis we will mainly focus on the applica-
tions to 2D-periodic systems, i.e. surfaces and interfaces, it is important to
stress that the newly introduced HNGWFs can be applied to systems with any
periodicity, from 1D-(e.g. nanowires) to 3D-(bulk) periodic systems.
4.2.1 Hybrid Wannier functions
The concept of electronic functions localised along a subset of directions, but
Bloch-like along the others, is not new in the electronic structure community.
These objects, called hybrid (or hermaphrodite) Wannier functions (HWFs)
were first introduced by Resta and Sgiarovello [133], and then used by Giustino
and Pasquarello [134] as a post-processing tool to study electronic and vibra-
tional spectra in layered systems.
Traditionally, Wannier functions (WFs) are built from a set of Bloch states
ψ˜nk, as in expression (3.17). The gauge freedom given by the non-uniqueness
of the set of unitary transformations in (3.17) allows the construction of WFs
that are maximally localised in all three directions in real space. However,
sometimes it is useful to carry out the Wannier transform (3.17) along a sub-
set of spatial dimensions only: the result is a set of wave-functions that are
localised along particular directions, but still delocalised (i.e. Bloch-like pe-
riodic) along the remaining ones. In the case of surfaces and interfaces, the
HWFs are extended in the surface plane, and localised perpendicular to it,
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hence Eq. (3.17) is replaced by the two-dimensional hybrid version
|l, nk||〉 = c
2pi
∫ 2pi
c
0
dk⊥ e−ilk⊥c|ψ˜nk〉, (4.2)
where k|| is the wave-vector in the plane where the HWFs are extended, and
k⊥, l, c represent the wave-vector, cell index and cell dimension in the lo-
calised direction. Such 2D-extended HWFs have been successfully used for
various purposes, e.g., analysing electric polarisation or applied electric fields
along a specific spatial direction [135] (normal the surface of a layered struc-
ture, for example), or in the study of of topological insulators [136]. It is also
worth mentioning the successful application of HWFs to the calculation of the
dielectric response of periodic metal-insulator heterostructures [135, 137, 138]:
this particular application is quite relevant to the main research area of this
PhD project, i.e. the study of the properties of complex oxide surfaces and
interfaces, since perovskite oxides are often used in film form in nanocapac-
itors, where the interplay between different materials at the interface plays
a key role in determining the electronic properties of the system. For exam-
ple, Stengel and Spaldin [137] were able to explain the reduced capacitance in
SrRuO3/SrTiO3/SrRuO3 nanocapacitors in terms of the intrinsic emergence
of a dielectric dead layer, a study that required the use of HWFs to allow
the introduction of a finite external electric field in the simulation of a peri-
odic system with overall metallic character. In Ref. [138], HWFs were used
to study the coupling between the polarisation and an applied electric field
perpendicular to a metal-insulator interface, overcoming the limitations of the
traditional Berry-phase technique [139], which could not be applied to sys-
tems characterised by the presence of partially filled bands at the Fermi level.
HWFs are also well suited to describe the response of a material to a finite
electric field: for example, they allow a natural description of a system that is
at the same time a 2D-conductor and a 1D-insulator (in this case, the HWFs
would be localised along one direction, and extended along the other two), or
a system where the electric field couples to only one or two components of the
polarisation.
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4.2.2 HWFs vs. HNGWFs
While HWFs have been successfully applied to the study of different problems
involving the electronic properties of layered structures, there are some draw-
backs that limit the size of the systems that can be described by this particular
class of functions.
As in the original Wannier formulation, HWFs are mutually orthogonal, hence
they cannot be strictly localised along the non-periodic directions of the sys-
tem, since non-vanishing oscillating tails are required to ensure the orthogo-
nality constraint. Even though of course most of the information they carry
is confined around their centres, HWFs span the entire simulation cell, hence
contributions from regions further away from the centre could still be need
to be taken into account. Furthermore, since the HWFs are built from a set
of the Hamiltonian eigenstates obtained from a converged calculation, the ac-
cessible system size is still limited by the computational cost of the method
used to determine the eigenstates in the first place. In the traditional plane-
wave pseudopotential approach, the computation of HWFs still requires an
O (N3atom) calculation, which severely limits the size of the heterostructures
that can be studied with this method.
In the case of the basis set we introduce, the orthogonality constraint is relaxed,
hence the functions can be more localised than their mutually orthogonal coun-
terparts. In practice, such hybrid non-orthogonal generalised Wannier func-
tions (HNGWFs) can be strictly truncated (i.e. they are exactly zero) outside
a localisation region, whose shape depends on the periodicity of the system:
for 0D-, 1D- and 2D-periodic systems, the localisation region is described by
a sphere, a cylinder, and a slab, respectively. The localisation region of the
HNGWFs may still be defined by a single parameter rcut, but its geometric
interpretation is different for different scenarios. When the functions are fully
localised (i.e. NGWFs), rcut represents the radius of the localisation sphere.
When the HNGWFs are extended in one direction, rcut represents the radius
of a cylinder that is extended along that direction. For 2D-extended systems,
rcut is half the “width”
2 of a slab that is extended in the plane where the
2In the general case where the cell vectors are not mutually orthogonal, the “width” is
defined as the extension of the slab-like localisation region along the non-periodic direction
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system is periodic. If the localisation constraint is removed along all three di-
rections, no truncation is applied, hence the functions extend throughout the
entire simulation cell. A graphical representation of the different scenarios for
a cubic simulation cell is shown in Figure 4.2.
r1cut
r2cut
(a) Fully localised (FL-NGWFs).
r1cut r
2
cut
(b) 1D-extended (1D-HNGWFs).
r2cutr1cut
(c) 2D-extended (2D-HNGWFs). (d) Fully extended (3D-NGWFs).
Figure 4.2: Localisation regions of different types of NGWFs, for systems with
different periodicities. For each case, the geometrical interpretation of the
localisation radii for a pair of NGWFs (superscripts 1 and 2) is highlighted.
Since in the following sections we will compare basis functions with different
of the system (see Figure 4.3b).
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localisation constraints, it is useful to introduce appropriate labels to distin-
guish them. Traditional fully localised NGWFs will be called FL-NGWFs,
hybrid NGWFs that are extended along one direction will be referred to as
1D-HNGWFs, hybrid NGWFs that are extended in the plane defined by two
cell vectors will be labelled 2D-HNGWFs, and NGWFs that are fully extended
throughout the entire simulation cell will be called 3D-NGWFs. Henceforth,
the term NGWFs will be used to describe a generic set of non-orthogonal gen-
eralised Wannier functions, without any reference to the applied localisation
constraints.
The newly introduced hybrid NGWFs offer another important advantage over
traditional HWFs, i.e., they do not require to be computed from a set of Hamil-
tonian eigenstates, since they are optimised in situ during the calculation, in
a similar fashion to FL-NGWFs (see Section 3.3.5). Traditional HWFs are ob-
tained in a post-processing fashion, and require a full O (N3atoms) preliminary
calculation if a traditional PW-DFT approach is used. The removal of such
constraint allows the HNGWFs to be applied to systems significantly larger in
size: we will analyse in detail their computational scaling in Section 4.3.5.
4.2.3 Technical implementation of HNGWFs in onetep
From a technical point of view, the implementation of HNGWFs in onetep re-
quired changes to the subroutine that determines the truncation of the NGWFs
outside their localisation region. In the original implementation, the NGWFs
are fully localised in space: if r0 defines the position of the NGWF centre,
all the grid points at positions r such that |r− r0| > rcut are set to zero.
When 2D-HNGWFs are considered, the “width” of the slab-like localisation
region is measured along the non-periodic direction of the system, hence the
“centre” of each function is defined by a single coordinate along the localised
direction. For practical purposes, 2D-HNGWFs are still formally associated
with individual atoms. In order to determine whether a grid point at posi-
tion r belongs to the localisation region of a 2D-HNGWF associated with the
atom at position r0, we consider two planes, one containing the grid point,
the other containing the atom centre, and both defined by the directions along
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which the 2D-HNGWF is extended. We then compute the distance between
the two planes along the direction the 2D-HNGWF is localised: if the distance
is greater than rcut, then the grid point is set to zero. An illustration of the
difference between a FL-NGWF and a 2D-HNGWF is shown in Figure 4.3.
r0
rcut
r1
r2
[100]
[001]
(a) Fully localised (FL-NGWFs).
r0
rcut
r1
r2
[100]
[001]
(b) 2D-extended (2D-HNGWFs).
Figure 4.3: Schematic representation of the different criteria used to determine
whether a grid point belongs to the localisation region of a FL-NGWF (left)
vs. a 2D-HNGWF (right), localised along [001] and extended in the (001)
plane. In both cases, r0 is the grid point associated to the centre of the atom
the NGWF belongs to, and r1 (r2) is a grid point that does (not) belong to
the NGWF localisation region. The different geometrical interpretation of the
localisation parameter rcut in the two cases is also highlighted.
A similar procedure is followed to define the localisation region of a 1D-HNGWF.
In this case, the position of the “centre” is identified by two coordinates along
the localised directions (again, for practical purposes, 1D-HNGWFs are for-
mally associated with individual atoms). Two lines are then considered, one
containing the grid point, the other containing the 1D-HNGWF centre, and
both parallel to the direction along which the function is extended. The dis-
tance between the two lines is then computed in the plane defined by the
directions along which the 1D-HNGWF is localised: the grid point belongs to
the localisation region if such distance is smaller than the localisation param-
eter rcut.
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4.3 Results
4.3.1 Preliminary tests
In practical applications, HNGWFs are used to describe 1D- and 2D-periodic
systems, where the localisation of the electronic states is limited to a subset of
directions. However, as illustrated in the previous section, the implementation
of our method allows the use of fully delocalised functions as well: since the
3D-NGWFs extend throughout the entire space, they offer exactly the same de-
scription as the plane-wave basis sets typically used in traditional O (N3atoms)
DFT methods. This equivalency allows us to test the correct implementa-
tion of the new basis set in onetep, by comparing the results obtained using
FL-NGWFs and 3D-NGWFs with those from a traditional PW-DFT code such
as castep. Since the 3D-NGWFs are not truncated, we expect the absolute
value of the total energies to be in better agreement with castep, when com-
pared to the case of FL-NGWFs.
Tests are performed on a supercell of bulk carbon in the diamond phase. The
choice of an insulator with a wide band gap (∆Ebg = 5.47 eV) ensures calcula-
tions with FL-NGWFs are converged using relatively small values of rcut, i.e.,
rcut ∼ 3.5 − 4 A˚. Since the equilibrium lattice parameter of diamond carbon
is aexp0 = 3.57 A˚, a 2× 2× 2 supercell is the smallest permissible choice3, since
the localisation spheres of the FL-NGWFs must be accommodated within the
simulation cell (see Section 4.1). A basis set of 4 NGWFs per C atom is used.
The ground-state energy of the system is computed for different values of the
lattice parameter a in the range 3.39 A˚ - 3.75 A˚. In order for the comparison
between the different basis sets to be meaningful, the simulations are performed
with exactly the same set of parameters both in onetep and castep, i.e., the
same norm-conserving pseudopotential for C atoms, the same energy conver-
3It is worth stressing how our calculations are not converged in terms of Brillouin zone
integration: a unit cell of bulk diamond carbon requires at least a 4 × 4 × 4 MP k-point
grid for total energies to be converged within less than 1 meV/atom, hence simulations
performed with Γ-point only sampling require at least a 4× 4× 4 supercell. However, since
we are mainly interested in the comparison with castep when the same set of parameters
is used, a 2× 2× 2 supercell is adequate for the purpose of this study.
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Figure 4.4: The 2 × 2 × 2 diamond carbon supercell chosen to compare
FL-NGWFs and 3D-NGWFs in onetep with a traditional plane-wave basis
set used in castep.
gence threshold per atom (1×10−6 eV), the same energy cut-off Ecut = 1200 eV
and only the Γ-point for the sampling of the Brillouin zone. The energy cut-off
chosen ensures that the total energies obtained with onetep and castep are
independently well converged (i.e., less than 1 meV/atom) with respect to Ecut.
The results of the comparison are shown in Figure 4.5. When using 3D-NGWFs,
the agreement in the absolute value of the energy per atom between onetep
and castep is significantly improved (less than 1 meV per C atom), compared
to FL-NGWFs (∼ 5 − 10 meV per C atom, hence an improvement of about
an order of magnitude).
The accuracy of the calculations performed with FL-NGWFs depends on the
lattice parameter: the agreement of the energy per atom with the castep
results gets worse as the lattice parameter is increased, as highlighted in figure
4.5 (right plot). This behaviour is most likely caused by the increase in the
grid spacing when the size of the simulation cell is increased, while the number
of points along any direction of the grid does not change. In this case, since
the size of the localisation region of the FL-NGWFs is kept fixed, but the
grid spacing increases, the number of grid points within a given FL-NGWF
may decrease. As a consequence, the accuracy of the calculation is affected,
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Figure 4.5: Energy-volume curves for a 2 × 2 × 2 diamond carbon supercell:
results obtained with 3D-NGWFs are compared with those from FL-NGWFs
(using two different values for the localisation radius rFLcut) and plane-waves.
The improvement in the agreement of absolute energies per atom with castep
is highlighted in the plot on the right.
since the integrals involving pairs of FL-NGWFs are computed using a differ-
ent number of grid points. It is clear how 3D-NGWFs are not affected by this
issue, since they span the entire simulation cell, hence they contain all the grid
points available, regardless of the grid spacing.
In Table 4.1 we also compare different physical properties extracted from the
curves shown in Figure 4.5 (left plot): the equilibrium lattice parameter aDFT0
and the bulk modulus B are computed by fitting the Birch-Murnaghan equa-
tion of state [140] to the energy-volume data. As expected, even in this case
we observe an improvement in the agreement with castep when 3D-NGWFs
are used. The aforementioned tests show how a calculation performed with
3D-NGWFs is exactly equivalent to a DFT calculation performed with a plane-
wave basis set, provided that the simulations are well converged with respect
to the energy cut-off Ecut. These results confirm that HNGWFs are correctly
implemented in onetep. In the next section, we study the accuracy of our
method when HNGWFs are applied to systems that are periodic only along
a particular subset of directions: our analysis focuses on 2D-periodic systems,
because the study of complex oxide surfaces and interfaces is one of the central
topics of this thesis, but the general concepts are transferable to systems with
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aDFT0 (A˚) B (GPa) ∂
2E/∂a2
(
aDFT0
) (
eV/A˚
2
)
rFLcut = 3.18 A˚ 3.5373 470.15 93.421
rFLcut = 3.39 A˚ 3.5381 467.46 92.907
3D-NGWFs 3.5393 466.80 92.550
CASTEP 3.5394 465.47 92.545
Table 4.1: Comparison of the equilibrium lattice parameter (aDFT0 ), bulk
modulus (B), and second derivative of the energy-lattice parameter curve at
a = aDFT0 obtained from FL-NGWFs, 3D-NGWFs and castep.
different periodicities (e.g., nanowires or nanotubes).
4.3.2 Accuracy tests with 2D-HNGWFs
In this section we analyse the accuracy of DFT calculations on 2D-periodic sys-
tems using 2D-HNGWFs that are extended in the surface plane but strictly
localised perpendicular to it. The system we consider for these calculations is
a 2 × 2 × 10 carbon diamond slab terminated with H atoms. The use of the
H-termination is necessary to avoid the presence of dangling bonds, and to
prevent the system from becoming metallic. The lattice parameter is fixed to
the equilibrium bulk value extracted from the energy-volume data (see Table
4.1), aDFT0 = 3.539 A˚, while the other computational details are the same as the
calculations performed in Section 4.3.1, with the introduction of one NGWF
per H atom, and 15 A˚ of vacuum to avoid spurious interactions between the
periodic images of the system perpendicular to the surface plane (001). For
2D-HNGWFs, the localisation region is given by a slab that is extended in the
surface plane (001), and has a thickness given by 2rcut (see Figure 4.2c). When
rcut → ∞, we effectively recover the plane-wave limit, i.e. the 2D-HNGWFs
become extended in all three directions. The key point is that the accuracy can
be monotonically improved by increasing the value of rcut: as the size of the
localisation region increases, so do the number and extent of overlaps between
2D-HNGWFs associated with atoms located in different layers. In order to
minimise the computational cost of the simulation, the smallest value of rcut
that ensures the required level of accuracy should be chosen.
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[001]
[100]
Vacuum
15 A˚
Figure 4.6: The 2× 2× 10 H-terminated diamond carbon slab chosen to test
the accuracy of 2D-HNGWFs in onetep (C atoms in grey, H atoms in white).
Periodic boundary conditions are applied in all directions, hence a vacuum
region of length L = 15 A˚ is used to avoid spurious interactions between the
periodic images of the system perpendicular to the surface plane (001).
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Figure 4.7: Comparison of absolute energies per atom for a 2 × 2 × 10
H-terminated diamond carbon slab, obtained with 2D-HNGWFs and castep,
as a function of the HNWGFs localisation parameter rcut. The most accu-
rate value that can be obtained with FL-NGWFs (using rFLcut = 3.539 A˚) is
also shown, in order to highlight the improvement associated with the use of
2D-HNGWFs.
In Figure 4.7 we show the comparison between the absolute energies per atom
obtained with 2D-HNGWFs and castep, as a function of the 2D-HNWGFs lo-
calisation parameter rcut. As expected, the agreement with a plane-wave based
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approach is systematically improved as rcut is increased. A good convergence
in the absolute value of Eatom (∼ 1 meV/atom) is achieved for the relatively
small value of rcut ∼ 3.5 A˚. If FL-NGWFs are used to study this system, the
maximum value of rcut allowed is a
DFT
0 = 3.539 A˚. On the other hand, the
maximum value of rcut allowed for 2D-HNGWFs is determined only by the
size of the supercell perpendicular to the surface plane: in this case, the cell
vector along [001] is 51.22 A˚ long, hence the maximum rcut for 2D-HNGWFs
is 25.61 A˚. The use of 2D-HNGWFs allows the energy to be computed with a
significantly greater accuracy than traditional FL-NGWFs.
From a physical point of view, we are usually interested in energy differences,
rather than absolute values. We then perform a second set of calculations on
the same 2× 2× 10 H-terminated diamond carbon slab, this time applying a
displacement of 1.3 A˚ to one of the C atoms, along the [111] direction. The
difference between the total energies of the distorted and undistorted structure
is computed as Ediff = Edispl − E0, and the results are shown in Figure 4.8.
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Figure 4.8: Comparison of energy differences for a 2 × 2 × 10 H-terminated
diamond carbon slab, obtained with 2D-HNGWFs and castep, as a function
of the 2D-HNWGFs localisation parameter rcut. The most accurate value that
can be obtained with FL-NGWFs (using rFLcut = 3.539 A˚) is also shown, in order
to highlight the improvement associated with the use of 2D-HNGWFs.
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Even when energy differences are considered, 2D-HNGWFs provide a greater
accuracy than traditional FL-NGWFs. For this particular system, a value of
rcut ∼ 4 A˚ is sufficient to obtain energy differences within 1 meV of traditional
plane-wave approaches.
In films and heterostructures, structural relaxations play an important role.
It is common for reconstructions to happen at the surface, as a function of
the environmental conditions, as the system tries to minimise its free energy.
Such reconstructions may have an important effect on the properties of the
system, and it is important to be able to determine what is the most stable
surface structure under different conditions. Accurate geometry optimisation
calculations require accurate ionic forces: we will now analyse how our method
performs in terms of convergence of forces as a function of rcut.
The system we consider is the same 2× 2× 10 H-terminated carbon diamond
slab with a C atom displaced by 1.3 A˚ along the [111] direction. As a function
of the 2D-HNGWFs localisation parameter, we analyse the force acting on the
displaced C atom: a good convergence with respect to castep (∼ 10 meV/A˚)
is achieved for rcut ∼ 4.25 A˚. On the other hand, forces cannot be converged
beyond ∼ 27 meV/A˚ when FL-NGWFs are used, as shown in Figure 4.9.
Finally we analyse the ability of our method to reproduce the energy landscape
of the system. We consider the same 2× 2× 10 H-terminated carbon diamond
slab, and displace a C atom along the [100] direction by an amount ∆x in the
range -0.26 A˚ ≤ ∆x ≤ 0.26 A˚: the force acting along [100] on the displaced
atom is computed with onetep (using FL-NGWFs and 2D-HNGWFs with
the same value of the localisation parameter, rcut = 3.539 A˚) and compared
with castep. The results in Figure 4.10 show that the FL-NGWFs struggle
to correctly reproduce the behaviour of the force acting on the displaced atom,
with an agreement with castep that gets worse as the magnitude of the dis-
placement is increased, i.e., when we move further away from the undistorted
configuration4. The use of 2D-HNGWFs represents a significant improvement
over the FL-NGWFs.
4The explanation for this behaviour will be provided in Section 4.3.3.
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Figure 4.9: Comparison of the force acting on a displaced C atom in a
2× 2× 10 H-terminated diamond carbon slab, obtained with 2D-HNGWFs
and castep, as a function of the 2D-HNWGFs localisation parameter.
The most accurate value that can be obtained with FL-NGWFs (using
rFLcut = 3.539 A˚) is also shown, in order to highlight the improvement asso-
ciated with the use of 2D-HNGWFs. Only the force components along [100]
(left) and [001] (right) are considered: the components along [100] and [010]
are equivalent by symmetry.
4.3.3 The egg-box effect
In this section we examine the so-called egg-box effect that arises when con-
tinuous wave-functions are represented on a discrete grid. In principle, the
results of our calculations should be independent of translations of the system
within the simulation cell, as a consequence of the periodic boundary condi-
tions that are applied along all three directions. However, since the original
NGWFs are fully localised in real space, this is not the case any more. The
problem arises because as the system is translated, the underlying real space
grid is kept fixed, hence the set of grid points included within the localisation
region of a given FL-NGWF changes as the FL-NGWF centre moves within
the simulation cell. This could lead to a variation in the energy (and forces)
as a function of the position of the system within the simulation cell. Similar
issues may arise when single atoms are displaced from their original positions,
with variations in energy (and forces) that depend on the magnitude and di-
rection of the displacement, as shown in Figure 4.10. In principle, the problem
is more severe when 2D-HNGWFs are used, because in this case an entire
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Figure 4.10: Comparison of the force acting on a displaced C atom in a
2× 2× 10 H-terminated diamond carbon slab, obtained with FL-NGWFs,
2D-HNGWFs (rcut = 3.539 A˚), and castep, as a function of the atomic dis-
placement along [100]. With 2D-HNGWFs, the maximum discrepancy with
castep in the range of displacements considered is reduced from ∼ 60 meV/A˚
to ∼ 5 meV/A˚.
plane of grid points may enter or exit the localisation region as the system
is translated perpendicular to the surface plane (translations in the surface
plane, on the other hand, do not constitute a problem, since the 2D-HNGWFs
are extended in the in-plane directions). FL-NGWFs, on the other hand, have
isotropic localisation regions (spheres), hence there is no particular direction
along which the egg-box effect is more pronounced.
In order to highlight the potential loss of accuracy due to the egg-box effect,
the same 2 × 2 × 10 H-terminated diamond carbon slab is translated along
[001] (perpendicular to the surface) by fractions of the grid spacing dz along
that direction, and the variations in the energy per atom Eatom are analysed.
In order to compare 2D-HNGWFs with FL-NGWFs, once again we use the
largest possible value of rcut for this system, i.e. rcut = 3.539 A˚. When the
system is translated perpendicular to the surface plane, the variations in the
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[100]
[001]
∆z
(a) Fully localised (FL-NGWF).
[100]
[001]
∆z
(b) 2D-extended (2D-HNGWF).
Figure 4.11: Schematic representation of the egg-box effect: as the system is
translated along [001] by ∆z, the number of points contained in the localisation
region changes. In this particular example, a FL-NGWF picks up an extra grid
point when it is translated, while a 2D-HNGWF extended along [100] and [010]
contains an additional plane of grid points after translation.
energies can be up to a factor of five larger when using 2D-HNGWFs compared
to the fully localised case (see Figure 4.12, left plot).
However, there is a simple solution to the problem in the case of 2D-HNGWFs.
It is sufficient to fix the localisation length rcut to be commensurate with the
grid spacing along [001], dz, i.e. rcut/dz = m where m is integer. This solution
ensures that as the system is translated perpendicular to the surface, every
time a plane of grid points exits the localisation region of a given 2D-HNGWF
at the bottom, an equivalent plane is included at the top. The reduction in
the egg-box effect obtained with this method is shown in the centre plot of
Figure 4.12: the amplitude of the energy variations per atom is reduced from
∼300 µeV to ∼20 µeV, i.e. an improvement of a factor of 15.
It is also important to observe that it is not possible to obtain a similar improve-
ment with FL-NGWFs, because of the spherical symmetry of the localisation
region. Furthermore, in general it is possible to have different grid spacings
along the three cell vectors, hence it is not possible to choose a single value of
the localisation radius rcut that is commensurate with the grid spacing along
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each direction. The results (see Figure 4.12, right plot) show that the energy
variations when using FL-NGWFs do not depend on the choice of having rcut
to be commensurate with the grid spacing along [001]. As a consequence, en-
ergy variations due to the egg-box effect in the case of 2D-HNGWFs can be
reduced to a value as small as ∼20 µeV/atom, compared to ∼50 µeV/atom in
the case of FL-NGWFs.
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Figure 4.12: Variations in the energy per atom vs. translation of the whole
system along [001] (expressed as fraction of the grid spacing along [001]) in
a 2 × 2 × 10 H-terminated carbon diamond slab with surface plane (001):
the egg-box effect with 2D-HNGWFs can be reduced by choosing rcut to be
commensurate with the grid spacing along [001] (left and centre plot), while
this choice has no effect in the case FL-NGWFs (right plot).
4.3.4 Initialisation of HNGWFs
In Section 4.1, we mentioned that one of the potential problems caused by the
strict localisation constraint on NGWFs in all three directions is the depen-
dence of the optimised wave-functions on the NGWFs initialisation. The initial
guess for the FL-NGWFs may introduce a bias in the minimisation scheme,
with the system being trapped in a local minimum characterised by electronic
wave-functions that are not very dissimilar from the initial configuration.
In the case of HNGWFs, the relaxation of the localisation constraint along one
or more directions has the benefit of adding additional degrees of freedom to
the in situ optimisation scheme, hence the dependence of the results on the
initialisation scheme is reduced when compared with the fully localised case.
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This can be shown by considering a 2×2×2 supercell of bulk diamond carbon,
and initialising the NGWFs using three different schemes:
1. the Schro¨dinger equation is solved for each atom, isolated from the oth-
ers, using spherical waves as basis set, and the orbitals occupied by the
valence electrons (2s and 2p) are chosen (“SW-SCF”);
2. the NGWFs are initialised to a set of “STO-3G” contracted Gaussian
functions [141];
3. the NGWFs are initialised to “fireballs”, a set of localised and sligthly
excited pseudo-atomic orbitals [142].
The comparison involves NGWFs with different localisation constraints, i.e.,
FL-NGWFs, 1D-HNGWFs, 2D-HNGWFs and 3D-NGWFs. Because of the
symmetry of the structure, the three directions are equivalent to each other,
hence we can choose the 1D-HNGWFs to be extended along [001], and the
2D-HNGWFs to be extended in the (001) plane. All the calculations are per-
formed using rcut = a
DFT
0 = 3.539 A˚, the maximum value allowed for this
system: the reader may refer to Figure 4.2 for a geometric interpretation of
rcut when NGWFs with different localisation constraints are considered. The
results are shown in Figure 4.13: when the localisation constraints are relaxed,
the converged results are less sensitive to the initialisation scheme used, hence
it is more likely that the minimisation procedure leads to the true electronic
ground-state of the system.
4.3.5 Computational cost of HNGWFs
Traditional PW-DFT methods scale with the third power of the number of
atoms in the system, and linearly with the amount of vacuum perpendicular
to the slab. Our method has the advantage of scaling only linearly with the
system size along the non-periodic directions. Compared with FL-NGWFs,
the use of HNGWFs trades computational cost with better accuracy, since
the overall scaling is not a linear function of the number of atoms any more.
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Figure 4.13: (left) Total energy of a 2× 2× 2 diamond carbon supercell com-
puted using NGWFs with different localisation constraints and initialisation
schemes (see main text), in comparison with castep. (right) When HNGWFs
are used, the converged results are less sensitive to the choice of the initialisa-
tion scheme, as highlighted by the reduced variation in the values of the energy
per atom when the localisation constraints are relaxed. The energy spread per
atom is defined as the difference between the maximum and minimum values
of Eatom obtained with the three different initialisation schemes.
However, our method is still more favourable and efficient than a traditional
O (N3atom) calculation, as demonstrated by the computational cost of a single
point calculation for a 2×2×N H-terminated carbon diamond slab performed
with onetep (using 2D-HNGWFs) and castep, with the same computational
details as in Section 4.3.1. The results (see Figure 4.14) show that for 15 A˚ of
vacuum and rcut = 4.25 A˚, the crossover point
5 is reached for N = 4 u.c., and
for N = 10 u.c. our method is about seven times faster than castep. The
crossover point depends on the system considered and the amount of vacuum
used, but in any case, for systems sufficiently large in the non-periodic direc-
tions, our method will outperform traditional DFT approaches, while having
the same accuracy and predictive capabilities.
For completeness, we also analyse the scaling of our method when using
1D-HNGWFs. The system we consider is described by a unit cell contain-
ing a single (3,3) carbon nanotube (CNT), which has finite size along [100]
5The crossover point is defined as the size of the system for which our method becomes
computationally faster than a traditional PW-DFT code such as castep.
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Figure 4.14: The computational cost of 2D-HNGWFs is compared with a tradi-
tional PW-DFT code such as castep: total energy calculations are performed
on 2 × 2 × N H-terminated carbon diamond slabs using 2 × 12 cores of the
Imperial College cx1 computer cluster. The scaling of HNGWFs is linear with
respect to the size of the system N perpendicular to the surface.
and [010], while it is effectively infinite along [001]. Since periodic boundary
conditions are applied, 5 A˚ of vacuum is added along the non-periodic di-
rections, in order to avoid spurious interactions between the periodic images
of the CNTs. In order to study the scaling of 1D-HNGWFs, the size of the
system is increased along [100] only: an example of the N × 1 × 1 supercells
considered in our analysis is shown in Figure 4.15. Total energy calculations
are performed on supercells with N varying from 1 to 10, using HNGWFs
extended along [001], and localised in the (001) plane, with rcut = 4 A˚. The
computational cost of 1D-HNGWFs scales linearly with respect to the size of
the system along either of the non-periodic directions (see Figure 4.16), and
for this particular system, the crossover with castep is reached for N = 6
unit cells.
As shown in the previous sections, HNGWFs provide more accurate results
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Figure 4.15: Example of a 3×1×1 supercell containing three (3,3) CNTs: the
CNTs are infinitely extended along [001], perpendicular to the page.
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Figure 4.16: The computational cost of 1D-HNGWFs is compared with a tradi-
tional PW-DFT code such as castep: total energy calculations are performed
on N × 1× 1 supercells containing N (3,3) CNTs extended along [001], using
8 cores. The scaling of 1D-HNGWFs is linear with respect to the size of the
system along either of the non-periodic directions.
than traditional FL-NGWFs, but the scaling is worse, since the computational
cost of a total energy calculation does not scale linearly with the number of
atoms in the system any more. However, it is important to stress how the
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prefactor of the scaling relation plays an important role when comparing the
cost of the two basis sets. In onetep, the cost of a calculation is affected by
the number of NGWFs used in the simulation cell: in general, the accuracy
is improved as the number of NGWFs is increased, because the additional
degrees of freedom allow the electronic wave-functions to be represented (and
optimised) with higher precision. On the other hand, the use of a smaller
number of NGWFs reduces significantly the cost of the calculation. The min-
imum number of NGWFs per atom depends on the electronic configuration of
the atomic species: in a non-spin-polarised calculation, each orbital can con-
tain two valence electrons, one spin-up and one spin-down. For each atom we
then need at least N Ie /2 NGWFs, where N
I
e is the number of valence electrons
for species I. However, when FL-NGWFs are used, the number of functions
required for convergence is typically larger, since the additional degrees of free-
dom alleviate the ill conditioning associated with the optimisation of strictly
localised basis sets. For example, in the case of a C atom, the electronic config-
uration is given by 1s2 2s2 2p2, hence there are four valence electrons, requiring
at least two NGWFs per atom. However, good convergence with FL-NGWFs
can be achieved only when at least four NGWFs per atom are used. The sit-
uation is different when HNGWFs are used: the relaxation of the localisation
constraint along one or more directions has the benefit of potentially reducing
the minimum number of NGWFs required for convergence. Therefore, the less
favourable scaling of the HNGWFs is balanced by the improved computational
efficiency due to the reduction of the size of the basis set.
The energies per atom of a 2×2×2 bulk diamond carbon supercell, computed
as a function of the number of NGWFs per atom, are shown in Figure 4.17 for
HNGWFs with different localisation constraints (FL-NGWFs, 2D-HNGWFs
and 3D-NGWFs). The localisation parameter used for the calculations is the
largest possible for the supercell considered, rcut = 3.539 A˚. As the localisa-
tion constraints are relaxed, the convergence with respect to the size of the
basis set improves, i.e., the same accuracy is reached with a smaller number
of NGFWs.
When comparing the computational cost of HNGWFs with FL-NGWFs, it is
important to distinguish between the cost of a single iteration in the self-
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Figure 4.17: Convergence of the energy per atom with respect to the number
of NGWFs per atom, for functions with different localisation constraints (fully
localised, 2D-extended and fully extended), for a 2×2×2 bulk diamond carbon
supercell: for a given level of accuracy, a smaller number of NGWFs is required
when the localisation constraints are relaxed along one or more directions.
consistent minimisation procedure, and the overall cost of the calculation,
which depends on the total number of iterations required to achieve the re-
quired level of convergence. The additional degrees of freedom associated to the
use of HNGWFs usually help reducing the number of required iterations to con-
vergence, thus balancing the increased cost per iteration. This is highlighted
in Figure 4.18, where we compare the number of self-consistent iterations re-
quired for the simulations on the 2 × 2 × N H-terminated diamond carbon
slabs (see Figure 4.14), with FL-NGWFs and 2D-HNGWFs. The typically
smaller number of iterations required by HNGWFs reduces the performance
gap between our method and traditional FL-NGWFs.
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Figure 4.18: The number of iterations to convergence using FL-NGWFs and
2D-extended HNGWFs is compared: the total energy calculations are per-
formed on 2 × 2 × N H-terminated diamond carbon slabs, with N varying
from 2 to 10.
4.4 Conclusions
In this chapter, we described the implementation of a new basis set in the
onetep linear-scaling code. The basis set is characterised by so-called hybrid
non-orthogonal generalised Wannier functions (HNGWFs). As the original hy-
brid Wannier functions (HWFs) they take inspiration from, the HNGWFs are
localised along the non-periodic directions of the system, and extended along
the others. Therefore, they have the ability to correctly describe electronic
states that are delocalised along a subset of the Cartesian directions. On the
one hand, they represent an improvement upon the original HWFs from the
computational efficiency point of view. The relaxation of the orthogonality
constraint allows the HNGWFs to be strictly localised along the non-periodic
directions of the system, hence they do not span the entire simulation cell.
Furthermore, they are not computed from the Hamiltonian eigenstates of a
previous DFT calculation, but they are optimised in situ. Therefore, our
method does not depend on a previously converged self-consistent calculation,
which severely limits the size of the accessible systems if a traditional PW-DFT
approach is used, and can be applied to much larger systems. Our HNGWFs
also represent an improvement upon the traditional fully localised NGWFs,
since they allow the description of supercells with small sizes along a subset
of the Cartesian directions. The relaxation of the localisation constraint along
one or more directions has additional benefits: the convergence of energies
and forces with respect to the localisation radius and the size of the basis
set is improved when HNGWFs are used, i.e., HNGWFs generally require a
smaller basis set and less self-consistent iterations to achieve the same accu-
racy of FL-NGWFs. The dependence of the results on the NGWF initialisation
scheme is also reduced, since the additional degrees of freedom associated to
the HNGWFs being partially extended are beneficial to the minimisation pro-
cedure. The egg-box effect, typical of localised basis sets, can be reduced
when using HNGWFs, since it is possible to choose the localisation radius to
be commensurate with the grid spacing along the non-periodic directions of
the system. The only drawback of our method is the increased computational
cost with respect to FL-NGWFs: the scaling is not linear with respect to the
number of the atoms in the system, but it is only linear with respect to the
size of the system along the non-periodic directions. However, the prefactor in
the scaling analysis also plays an important role. HNGWFs usually require a
smaller basis set and less iterations to achieve convergence, hence these factors
introduce a speed up with respect to FL-NGWFs. HNWGFs really have the
opportunity to outperform fully localised basis sets when we consider systems
that are quite large along one or more directions, but relatively small along
the other ones (i.e., a thick heterostructure with small in-plane unit cell): in
this case, HNGWFs allow to describe the system without the need to artifi-
cially increase the size of the supercell to accommodate the localisation region
of the NGWFs. In order for these calculations to be accurate, however, we
need to introduce in onetep the capability to sample the Brillouin zone at
other points than Γ. The details of the implementation of k-point sampling in
combination with HNGWFs are described in the next chapter.

Chapter 5
K-point sampling with NGWFs
5.1 Motivation
In the previous chapter, we introduced a new basis set characterised by func-
tions that are localised only along the non-periodic directions of the system.
One important benefit of the new basis set (HNGWFs) is the possibility to
simulate supercells that are relatively small along a subset of the three Carte-
sian directions, since the constraint for the simulation cell to fully contain the
spherical localisation regions of strictly localised NGWFs may be removed (see
Section 4.1). As an example, 2D-HNGWFs may be used to study heterostruc-
tures with large periodicities perpendicular to the surface, while for example
using a primitive cell in the in-plane direction.
However, these cases require an accurate sampling of the Brillouin zone (BZ)
along the periodic directions, which cannot be provided by the standard Γ-point
only sampling that is a long-standing design feature of onetep. In this chap-
ter, we describe the details of the actual implementation in onetep of the ca-
pability to perform total energy calculations at a single generic non-Γ k-point
in the BZ. Our implementation is based on the so-called k·p style method, and
validation tests performed at high-symmetry k-points of a diamond carbon su-
percell in combination with fully extended NGWFs show excellent agreement
with a traditional PW-DFT code such as castep. At the end of the chapter
we briefly describe the extension of our method to the sampling of multiple
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k-points in the BZ, whose implementation is currently under development.
5.2 From real to complex NGWFs
Recalling Eq. (3.24), a NGWF can be expressed in terms of sets of Bloch
orbitals ψ˜nk at each k-point in reciprocal space, using the formula
φαR (r) =
Ωcell
(2pi)3
∫
BZ
d3k e−ik·R
[∑
n
ψ˜nk (r)Mnα
]
, (5.1)
where Ωcell is the volume of the simulation cell, n is the band label, R is a
translational vector of the periodic crystal lattice, and the matrix M is a sub-
space transformation applied to the Wannier functions. When only the Γ-point
is considered, we have k = 0, and the dependence on R of the NGWFs can be
dropped. Furthermore, the NGWFs can be chosen to be real.
This result is actually a more general consequence of Bloch’s theorem, the
derivation for which was given in Section 2.3.3. If the Hamiltonian commutes
with the time-reversal operator, it can be chosen to be real. If we then con-
sider the time-independent problem, the eigenstate ψm is a solution of the
Schro¨dinger equation with eigenvalue εm,
Hˆψm (r) = εmψm (r) . (5.2)
If we now take the conjugate of both sides, since Hˆ and εm are both real, we
obtain
Hˆψ∗m (r) = εmψ
∗
m (r) , (5.3)
i.e., the complex conjugate of any eigenfunction is itself an eigenfunction with
the same eigenvalue. For the case of a periodic system, Eq. (2.115) can be
written as
ψ∗nk (r) = e
−ik·ru∗nk (r) = e
i(−k)·run(−k) (r) = ψn(−k) (r) . (5.4)
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Hence, the eigenfunctions in the same band corresponding to k and −k are
equivalent. Furthermore, when k = 0, we have u∗n0 (r) = un0 (r) and ψ
∗
n0 (r) =
ψn0 (r), hence all Bloch functions at Γ can always be chosen to be real. For
a generic non-Γ k-point, the Bloch states are in general complex-valued func-
tions. The same applies to NGWFs, since they can be formally constructed
from sets of Bloch states, as shown in Eq. (5.1).
5.2.1 Implementation of complex NGWFs in onetep
To be able to sample k-points in the BZ other than the Γ-point in a onetep
calculation required the use of complex-valued NGWFs, whose implementa-
tion was complicated by the fact that the onetep code was designed from its
conception to be a Γ-point only code and has been written with the underlying
assumption that the NGWFs would be real only.
The details of the actual implementation were determined by two main con-
siderations. First of all, simply replacing real-valued NGWFs with complex-
valued ones in the source code was not a viable option, because it would affect
the performance of the code in the most typical use cases (large supercells
along all three directions, where real-valued NGWFs are all that is required).
The adoption of complex-valued functions increases both the memory usage
(the size of a complex type is twice as big as the real type of equivalent preci-
sion) and the computational time (in the case of real functions, the fast Fourier
transforms can be performed on two functions at a time, because they can be
stored in the real and imaginary parts of a single complex data structure).
The only possible solution was to allow the code to work with both real- and
complex-valued NGWFs, where the appropriate type was either automatically
determined by the code (e.g., complex NGWFs were automatically selected
in the case of non-Γ k-point), or manually specified by the user (mainly for
testing purposes).
The naive implementation of this approach would have required the introduc-
tion of countless conditional programming statements throughout the code,
since the computation of the required matrix elements would have needed to
take into account the complex character of the NGWFs, for example when
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considering the contribution from the state vector in the matrix element. This
strategy would have made the code quite heavy to read, and the implementa-
tion of new functionalities more time-consuming and prone to error, since the
real and complex cases would have always needed to be addressed separately.
In order to overcome these limitations, we followed a different approach, based
on the introduction of a new derived type in Fortran90, which contains the
actual values of the NGWFs on the standard cell grid defined in Section 3.3.3:
1 type FUNCTIONS
r e a l ( kind = DP) , a l l o c a t a b l e : : d ( : )
3 complex ( kind = DP) , a l l o c a t a b l e : : z ( : )
l o g i c a l : : i scmplx
5 end type FUNCTIONS
The value of the logical element iscmplx is set to True if complex NGWFs
are used, otherwise is set to False. Upon initialisation, the memory is allo-
cated only for the corresponding array, d for real values, z for complex ones. A
similar logic is used for the structures representing the sparse matrices (density
kernel, overlap matrix, Hamiltonian, etc. . . ):
1 type : : SPAM3
! The index f o r the s t r u c t u r e in the l i b r a r y
3 i n t e g e r : : l i b
l o g i c a l : : i scmplx
5 r e a l ( kind = DP) , a l l o c a t a b l e : : dmtx ( : )
complex ( kind = DP) , a l l o c a t a b l e : : zmtx ( : )
7 ! S t r ing i d e n t i f y i n g the spar s e matrix s t r u c t u r e
cha rac t e r ( l en = 30) : : s t r u c t u r e
9 end type SPAM3
The definition of these structures enabled us to write routines that are as
NGWFs type-agnostic as possible, since the input type is the same for both
the real and complex cases. Only the low-level routines that manipulate the
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NGWFs and the matrix elements directly need to explicitly take into account
the difference between the two cases. A typical example is given by the rou-
tine that computes the dot product between a bra and a ket on the grid (see
Appendix C).
The required changes in the code were propagated from the low-level to the
high-level routines, adding compatibility checks where appropriate to ensure
the correct behaviour of the code. Once the implementation was completed,
we performed some tests to ensure the complex NGWFs were working as ex-
pected. Here we consider the same system as in Section 4.3.1, i.e., a 2× 2× 2
carbon diamond supercell with 4 NGWFs per C atom (in this case fully lo-
calised with rcut = 3.539 A˚), an energy cut-off E
inp
cut = 1200 eV and Γ-point
sampling only. We then perform the same single-point calculation using real-
and complex-valued NGWFs. The information contained in a wave-function
is invariant under application of a complex phase, hence the total energy ob-
tained should not change if we multiply each complex NGWF in the cell by a
global constant phase eiθ. The results obtained for different values of θ ∈ [0, 2pi]
are plotted in Figure 5.1: the total energies obtained with real and complex
NGWFs are effectively indistinguishable, the differences being within the ac-
curacy of the calculations (|Ecmplxatom − Erealatom| ∼ 2 × 10−5 eV, while the energy
per atom in each calculation is converged within 5× 10−5 eV).
The results should not change if we choose a different phase for each NGWF,
rather than a global constant one. We then initialise the NGWFs phases to{
eiθα
}
, where θα is randomly chosen in the interval θα ∈ [0, 2pi]. The differ-
ences in the total energy with respect to real NGWFs are again of the order
∆Eatom ∼ 2× 10−5 eV, within the numerical precision of the calculation.
In general, the use of complex NGWFs instead of real-valued ones increases
the computational time, since now the imaginary parts of the NGWFs and the
matrix elements must be computed as well. Furthermore, some of the optimi-
sations that take advantage of the real character of the wave-functions cannot
be used any more with complex NGWFs. A typical example is represented
by the fast Fourier transform (FFT) operation: in the case of real NGWFs,
it is possible to operate on two functions at a time, since they can be stored
in the real and imaginary part of a complex data structure. With complex
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Figure 5.1: Differences between the total energies of a 2 × 2 × 2 carbon di-
amond supercell, computed with real and complex NGWFs. The results are
independent of the global complex phase eiθ applied to each complex NGWF,
where θ ∈ [0, 2pi].
NGWFs, the FFTs can be performed only one function at a time, hence we
have twice as many operations compared to the real case. We therefore expect
the use of complex NGWFs to increase the cost of a calculation by a factor
of 2: this is shown in Figure 5.2, where we use real and complex FL-NGWFs
to compute the total energy of a 2 × 2 × N H-terminated carbon diamond
slab, with a thickness from 2 to 10 unit cells (see Section 4.3.2). Our approach
allows real or complex NGWFs to be used in a total energy calculation, hence
there is no loss of performance when a calculation is performed using Γ-point
only sampling.
5.3 K-point sampling with NGWFs
In this section, we present two methods for performing k-point dependent total
energy calculations with complex NGWFs, both of which are based on Bloch’s
theorem, the derivation for which was presented in Section 2.3.3.
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Figure 5.2: The computational cost of complex and real NGWFs is compared:
total energy calculations were performed on 2 × 2 × N H-terminated carbon
diamond slabs using 2×12 cores of the Imperial College cx1 computer cluster.
The use of complex NGWFs increases the simulation time by a factor of ∼ 2
(the ratio between the coefficients of the linear regressions on the two datasets
is mreal/mcmplx = 2.16).
5.3.1 k · p style method
We call the first method the k·p style method, as it relates to k·p perturbation
theory. We start from Bloch’s theorem as written in Eq. (2.115),
ψnk (r) = e
ik·runk (r) , (5.5)
where
unk (r) = unk (r + R) , (5.6)
and R is a Bravais lattice vector. The set of NGWFs is given by
{
φkα
}
, where
the k label has been added to highlight that these functions are associated to
a specific k-point. We can now write the cell-periodic function unk in terms of
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the NGWFs,
unk (r) =
∑
α
cαnkφ
k
α (r) . (5.7)
The Schro¨dinger equation for a Bloch eigenstate ψnk is given by
Hˆψnk (r) = εnkψnk (r) . (5.8)
Inserting expression (5.5) into (5.8), we obtain
Hˆeik·runk (r) = εnkeik·runk (r) . (5.9)
Premultiplying both sides by e−ik·r, we get
e−ik·rHˆeik·runk (r) = εnkunk (r) , (5.10)
which can be written as
Hˆ (k)unk (r) = εnkunk (r) , (5.11)
where we have introduced the k-dependent Hamiltonian
Hˆ (k) = e−ik·rHˆeik·r. (5.12)
Inserting expression (5.7) into (5.11), we obtain∑
β
cβnkHˆ (k)φ
k
β (r) =
∑
β
cβnkεnkφ
k
β (r) . (5.13)
If we now multiply both sides by φk∗α , and integrate over r, we obtain the
eigenvalue equation in integral form,
∑
β
cβnk
∫
d3r φk∗α (r) Hˆ (k)φ
k
β (r) =
∑
β
cβnkεnk
∫
d3r φk∗α (r)φ
k
β (r) , (5.14)
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which can be written as∑
β
cβnkHαβ (k) =
∑
β
cβnkεnkS
k
αβ, (5.15)
where the k-dependent matrix elements of the Hamiltonian are given by
Hαβ (k) =
∫
d3r φk∗α (r) Hˆ (k)φ
k
β (r) , (5.16)
and the matrix elements of the overlap matrix are given by
Skαβ =
∫
d3r φk∗α (r)φ
k
β (r) . (5.17)
In this approach, the explicit dependence on k is included in the Hamiltonian.
It is therefore necessary to analyse how the expression for each component of
the Hamiltonian is modified when a specific non-Γ k-point is considered.
Kinetic energy
Recalling the expression for the kinetic energy operator Tˆ , the k-dependent
kinetic matrix elements can be written as
Tαβ (k) =
∫
d3r φk∗α (r) e
−ik·rTˆ eik·rφkβ (r)
=
∫
d3r φk∗α (r) e
−ik·r
(
−1
2
∇2r
)[
eik·rφkβ (r)
]
=
∫
d3r φk∗α (r) e
−ik·r
{
eik·r
(
−1
2
∇2rφkβ (r)
)
+
1
2
k2eik·rφkβ (r)− eik·r
[
ik · ∇rφkβ (r)
]}
=
∫
d3r
{
φk∗α (r)
(
−1
2
∇2rφkβ (r)
)
+
1
2
k2φk∗α (r)φ
k
β (r)− φk∗α (r)
[
ik · ∇rφkβ (r)
]}
= T kαβ (Γ) +
1
2
k2Skαβ + k ·Pkαβ,
(5.18)
where
T kαβ (Γ) =
∫
d3r φk∗α (r)
(
−1
2
∇2rφkβ (r)
)
, (5.19)
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i.e., T kαβ (Γ) has formally the same expression of the kinetic operator at Γ, but
it is computed using the NGWFs associated with the k-point of interest, while
Skαβ is given by Eq. (5.17) and
Pkαβ = −i
∫
d3r φk∗α (r)∇rφkβ (r) . (5.20)
Local potential, Hartree and exchange-correlation
The k-dependent matrix elements of the local potential operator are given by
VL,αβ (k) =
∫
d3r φk∗α (r) e
−ik·rVˆLeik·rφkβ (r)
=
∫
d3r φk∗α (r) e
−ik·reik·rVL (r)φkβ (r)
=
∫
d3r φk∗α (r)VL (r)φ
k
β (r) = V
k
L,αβ (Γ) ,
(5.21)
where V kL,αβ (Γ) has formally the same expression of the local potential operator
at Γ, but it is computed using the NGWFs associated with the k-point of
interest. The same applies to the Hartree and the exchange-correlation terms,
hence we can write
VH,αβ (k) = V
k
H,αβ (Γ) , (5.22)
Vxc,αβ (k) = V
k
xc,αβ (Γ) . (5.23)
The results expressed in Eqs. (5.21)-(5.23) can be summarised as
VLHxc,αβ (k) = V
k
L,αβ (Γ) + V
k
H,αβ (Γ) + V
k
xc,αβ (Γ) = V
k
LHxc,αβ (Γ) , (5.24)
i.e., all the local contributions do not explicitly include extra k-dependent
terms (but they implicitly depend on k because they are computed using the
NGWFs associated with the k-point of interest).
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Non-local potential
The k-dependent matrix elements of the non-local potential operator (see
Eq. (3.79)) are given by
VNL,αβ (k) =
∑
I
∑
l,m
〈φkα|e−ik·r|ξ(I)lm 〉
1
∆
(I)
lm
〈ξ(I)lm |eik·r|φkβ〉
=
∑
I
∑
l,m
〈φkα|e−ik·rξ(I)lm 〉
1
∆
(I)
lm
〈ξ(I)lm e−ik·r|φkβ〉
=
∑
I
∑
l,m
〈φkα|ξ(I) klm 〉
1
∆
(I)
lm
〈ξ(I) klm |φkβ〉,
(5.25)
where we have defined the k-dependent projectors
|ξ(I) klm 〉 = |e−ik·rξ(I)lm 〉 = e−ik·r|ξ(I) Γlm 〉. (5.26)
For a single k-point, the implementation of the k · p style method requires
the inclusion of the extra k-dependent terms in the kinetic energy operator
(see Eq. (5.18)), and the inclusion of the appropriate complex phases in the
non-local projectors (see Eq. (5.26)). Once the new k-dependent Hamiltonian
has been computed,
Hαβ (k) = Tαβ (k) + VLHxc,αβ (k) + VNL,αβ (k) , (5.27)
the minimisation procedure follows exactly the same steps described in Sec-
tion 3.3.5, the only difference being that now the complex-valued NGWFs are
associated to the specific k-point of interest.
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5.3.2 Tight-binding style method
We start by expressing Bloch’s theorem in a different (but equivalent) form.
Recalling Eq. (2.115), we can write
ψnk (r + R) = e
ik·(r+R)unk (r + R)
= eik·Reik·runk (r) = eik·Rψnk (r) ,
(5.28)
where R is a Bravais lattice vector. In this approach, the original set of basis
functions is given by fully localised NGWFs {φα}. We can now construct a set
of k-dependent extended basis functions,
{
φ′kα
}
, by summing over the original
basis functions {φα}:
φ′kα (r) =
∑
m
φα (r−Rm) eik·Rm , (5.29)
where the sum runs over all the lattice vectors. We can now express the Bloch
function ψnk as a linear combination of the new basis functions
{
φ′kα
}
,
ψnk (r) =
∑
α
cαnkφ
′k
α (r) =
∑
α
∑
m
cαnkφα (r−Rm) eik·Rm , (5.30)
which can be written as
ψnk (r) = e
ik·r∑
α
∑
m
cαnkφα (r−Rm) e−ik·(r−Rm). (5.31)
Comparing expression (5.31) with (5.5), we can identify the cell-periodic func-
tion unk with
unk (r) =
∑
α
∑
m
cαnkφα (r−Rm) e−ik·(r−Rm) (5.32)
Let us now consider again the Schro¨dinger equation for a Bloch eigenfunction,
Hˆψnk (r) = εnkψnk (r) . (5.33)
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Inserting (5.30) in (5.33), we obtain
Hˆ
∑
β
∑
m
cβnkφβ (r−Rm) eik·Rm = εnk
∑
β
∑
m
cβnkφβ (r−Rm) eik·Rm . (5.34)
Multiplying by φ′k∗α and integrating over r, we obtain the eigenvalue equation
in integral form,
∑
β
cβnk
∫
d3r φ′k∗α (r) Hˆφ
′k
β (r) =
∑
β
cβnkεnk
∫
d3r φ′k∗α (r)φ
′k
β (r) , (5.35)
which can be written as∑
β
∑
pm
e−ik·(Rp−Rm)cβnkH
pm
αβ = εnk
∑
β
∑
pm
e−ik·(Rp−Rm)cβnkS
pm
αβ , (5.36)
where
Hpmαβ =
∫
d3r φ∗α (r−Rp) Hˆφβ (r−Rm) , (5.37)
and
Spmαβ =
∫
d3r φ∗α (r−Rp)φβ (r−Rm) . (5.38)
Since in this approach the basis functions {φα} are localised, there are non-
zero overlaps only for functions in neighbouring unit cells (at most), hence the
sum needs to be performed only for a finite number of p and m. The matrix
elements for a given k are then obtained from the ones at Γ, multiplying them
by a prefactor eik·∆R which is non-zero only when the overlap involves one
NGWF centred on an atom in a periodic image of the simulation cell.
If we consider partially localised (or hybrid) NGWFs, the tight-binding style
k-point sampling cannot be applied along the directions the functions are
extended, since the sum in (5.36) runs over a finite number of p and m if
and only if the functions are strictly localised. In general, the concept of
a NGWF “centre” is well defined only along the directions the function is
localised. Since in onetep the k-point sampling will be mostly used along the
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periodic directions of the system, along which the HNGWFs are extended, in
the next section we focus on the implementation and validation of the k · p
style method.
5.4 Results
5.4.1 Validation of the k · p method for a non-Γ k-point
The correct implementation of the k · p style method is tested by performing
single-point calculations at single non-Γ k-points, and comparing the resulting
total energies with those obtained with the traditional PW-DFT code castep.
The system considered is the same as in Section 5.2.1, i.e., a 2×2×2 carbon dia-
mond supercell with 4 NGWFs per C atom and energy cut-off Einpcut = 1200 eV.
The NGWFs are fully extended along all directions, in order to ensure a more
accurate and unbiased comparison with the PW basis set used in castep (as
shown in Figure 4.5, the agreement of the total energies with castep is im-
proved when FE-NGWFs are used in place of strictly localised ones). The
simulations are performed at the high-symmetry k-points characteristic of the
diamond structure, whose fractional coordinates in the basis of reciprocal lat-
tice vectors are given by
Γ =
 00
0
 , X =
 10
0
 , L =
 1/21/2
1/2
 ,
W =
 11/2
0
 , K =
 3/43/4
0
 , U =
 11/4
1/4
 .
(5.39)
The results (see Figure 5.3) show that the agreement in the energy per atom
between onetep and castep is ∼ 1 meV/atom, independent of the partic-
ular k-point considered. The magnitude of the discrepancy between the two
methods is roughly the same as in Figure 4.5, where real-valued fully extended
NGWFs are used in combination with Γ-point only sampling of the BZ. We
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Figure 5.3: Energy per atom (left) of a 2 × 2 × 2 carbon diamond supercell
computed at single high-symmetry k-points, using both onetep and castep.
For each k-point, the difference ∆Eatom = E
ONE
atom − ECASatom is highlighted in the
right plot: the agreement is ∼ 1 meV/atom, similar to the results shown in
Figure 4.5.
can then conclude that the implementation of the k · p style method does not
introduce any additional significant source of error in the sampling of the BZ,
and the results obtained for a single k-point using a traditional PW-DFT code
are well reproduced.
5.4.2 Extension to multiple k-points sampling
In general, converged results require the BZ to be sampled at multiple k-points,
the density required depending on the system and the size of the BZ (which is
inversely proportional to the size of the real space supercell). Usually a regular
MP grid is used and symmetry can be used to consider only those k-points in
the irreducible wedge of the BZ (IBZ) that are symmetry-related to those in
the rest of the BZ, thereby reducing the computational cost of the calculation.
Each k-point in the IBZ has a weight associated to it, representative of the
number of points in the BZ that are equivalent to it by symmetry. Given a
k-point MP grid in reciprocal space, the coordinates of the unique or irre-
ducible k-points depend on the symmetries of the crystal structure of interest,
and can be determined by using external libraries such as Spglib [143].
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The equations in Section 3.3 must then be modified1 to account for the inte-
gration over the BZ, effectively performed as a weighted sum over the unique
k-points in the irreducible wedge. The density matrix is then computed as
ρ (r, r′) =
∑
i∈IBZ
∑
αβ
ωi φ
ki
α (r)K
αβ (ki)φ
ki∗
β (r
′) , (5.40)
where ωi is the weight associated to the point ki, and we now have a set of
NGWFs for each unique k-point in the irreducible wedge, where the k-dependent
density kernel is defined in terms of the duals of the NGWFs associated with
the appropriate k-point. Similarly to Eq. (3.45), for a non-spin-dependent
system the electron density is given by
n (r) = 2ρ (r, r) = 2
∑
i∈IBZ
∑
αβ
ωi φ
ki
α (r)K
αβ (ki)φ
ki∗
β (r) . (5.41)
The total energy can be now computed as
E [n] = 2
∑
i∈IBZ
∑
αβ
ωiK
αβ (ki)Hαβ (ki)− EDC [n] , (5.42)
where the k-dependent Hamiltonian in the k·p style method is given by (5.27),
and the double-counting correction is
EDC [n] =
1
2
∫
d3r VH (r)n (r) +
∫
d3r Vxc (r)n (r)− Exc [n] , (5.43)
where the total electronic density n (r) is given by (5.41).
The implementation of multiple k-point sampling of the BZ requires the use
of arrays of the new types introduced in Section 5.2.1,
1Henceforth, the superscript “box” will be dropped for clarity, but it is implied all the
matrix elements appearing in the equations are computed using the FFT box technique
illustrated in Section 3.3.4.
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1 type NGWF REP
type (FUNCTIONS) , a l l o c a t a b l e : : ngwf s on gr id ( : , : )
3 i n t e g e r : : num spins = 0
i n t e g e r : : num kpoints = 0
5 type (SPAM3 ARRAY) : : over lap
end type NGWF REP
where the new type SPAM3 ARRAY is defined as
type SPAM3 ARRAY
2 i n t e g e r : : num spins = 0
i n t e g e r : : num kpoints = 0
4 type (SPAM3) , a l l o c a t a b l e : : m( : , : )
end type SPAM3 ARRAY
and the num kpoints attribute is set equal to the unique number of k-points
in the irreducible wedge. This solution is actually more general, since it also
allows the simulation of spin-dependent systems, where it is necessary to con-
sider the spin-up and -down components separately.
The implementation of the BZ sampling at more than one k-point is the next
logical step in the development of onetep functionality, but beyond the scope
of this work. Once completed it will significantly extend the capability of
onetep to perform well converged calculations on structures with different
length-scales along the three Cartesian directions, with the same accuracy of
traditional PW-DFT codes but at a reduced computational cost.
5.5 Conclusions
In this chapter, we described the implementation in onetep of the capability
to sample the Brillouin zone at non-Γ k-points, required when HNGWFs (see
Chapter 4) are used to simulate systems that have large sizes only along a
subset of the three Cartesian directions.
When a non-Γ k-point is considered, the NGWFs cannot be chosen to be real
any more. The compatibility of onetep with the use of complex NGWFs was
implemented by introducing new derived types in Fortran90, which allowed the
switch between real and complex values for both the NGWFs represented on
the real-space standard grid and the matrix elements. The implementation re-
quired a very significant amount of work, involving the addition of new custom
subroutines to manipulate directly the newly introduced types, and the modi-
fication of all the higher-level routines to reflect the new structure of the code.
The modification of many low-level routines also required a significant amount
of testing, in order to ensure no bugs were accidentally introduced in the code.
The adopted solution ensured a twofold advantage: firstly, most of the signifi-
cant modifications were in the low-level routines that directly manipulate the
NGWFs, making the future implementation of new high-level functionalities
less time-consuming and error-prone for the developers community of the code;
second, by seamlessly retaining the possibility to use fully real NGWFs means
that no additional cost is introduced when the code is used to simulate large
supercells for which Γ-point only sampling of the BZ is sufficient to obtain well
converged results.
The k-point sampling in combination with HNGWFs was implemented using
the k · p style method: total energies of a 2× 2× 2 carbon diamond supercell
computed at high-symmetry k-points using fully extended NGWFs have been
found to be in excellent agreement with those obtained using a traditional
PW-DFT code such as castep.
The extension to multiple k-points sampling of the BZ (currently under devel-
opment) will greatly extend the capabilities of onetep to perform simulations
of systems with different length-scales along the three Cartesian directions
(i.e., a heterostructure with a small in-plane unit cell but long-range peri-
odicity along the out-of-plane direction), providing comparable accuracy to
traditional PW-DFT codes but at a fraction of the computational cost.
Chapter 6
Transferability of Force Fields
from bulk to surfaces: a study
on BaTiO3 structures
6.1 Motivation
In Chapter 2 we showed how ab initio methods based on DFT can be used to
accurately predict different properties for a wealth of materials classes, using
only a minimum set of inputs, namely the positions and the atomic species of
the system. The development of so-called linear-scaling methods (see Chapter
3) allowed DFT to be applied to much larger systems, from a few hundred
atoms typical of traditional O (N3) methods up to several thousands. How-
ever, macroscopic complex systems such as the heterostructures typically used
in electronic devices (length scales ranging from fractions of a nanometre to
several micrometers [144]) are still precluded to DFT-based approaches, since
the systems that can be tackled with linear-scaling methods are characterised
by sizes up to a few nanometres at most1 [145].
Another limitation of DFT approaches emerges when the study of the time
evolution of the system plays an essential role: examples include diffusion of
1As a reference, a 12× 12× 12 supercell of bulk Si, containing 13824 atoms, is described
by a cubic cell of side acell = 6.52 nm.
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defects within a crystal structure [146], ionic conduction [147], protein fold-
ing [147], phase transitions [148] and propagation of fractures [149]. The dy-
namics of a system is usually studied using Molecular Dynamics (MD) [150].
In a MD simulation, the evolution of a set of interacting particles is followed
by numerically integrating their classical equations of motion (i.e. Newton’s
second law) at each time step. This procedure requires the knowledge of the
forces acting on the atoms at each step: using DFT to compute atomic forces
allows a full ab initio treatment of the evolution of the system, but on the other
hand, the fairly large computational cost associated to the explicit inclusion of
the electronic degrees of freedom limits the maximum number of steps of the
simulated MD trajectory2. In order to overcome the limitations of DFT-MD
simulations, different techniques have been developed to accurately calculate
energies and forces at the atomistic level without an explicit treatment of the
electronic structure.
One such approach uses a simplified effective Hamiltonian (EH) that depends
on only a small number of degrees of freedom. When applied to a crystal
structure, EH methods split up the infinite crystal into a series of small units
(subcells). Each subcell has a number of degrees of freedom associated to it:
since this number is smaller than the total number of degrees of freedom in
the full atomic system, EH offer a coarse-grained description of the system.
The functional form of the Hamiltonian is usually suggested by physical con-
siderations on the system of interest. For example, in ferroelectric materials3,
different phases are associated to unit cells with different shapes and sizes, and
characterised by different sets of (small) ionic displacements from the parent
centrosymmetric structure: it is therefore justified to use the strain on the
system  and the atomic displacements {δi} as the reduced set of degrees of
freedom. The effective Hamiltonian describes the potential energy of the sys-
tem as a function of  and {δi}, and it is expanded around the energy of the
prototype phase of the system: each term in the expansion is characterised by
a particular coefficient that can be determined by fitting the Hamiltonian to
2Examples of the current limit of ab initio DFT-MD simulations can be found in Ref.
[151], where systems of ∼ 2000 atoms are simulated over time scales up to ∼ 8 fs.
3A ferroelectric is a material characterised by a spontaneous electric polarisation that
can be reversed by the application of an external electric field.
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either experimental or ab initio results [152,153].
An alternative to EH methods is given by the use of atomistic force fields
(FFs), also known as interatomic potentials. A FF represents a simplified
mathematical description of the bonding, and it is composed of two different
ingredients: an analytic form for the potential energy as a function of the
atomic positions (generally based on assumptions about the interactions) and
a set of parameters. The values of the parameters are directly related to the
relative strengths of the underlying physical interactions, and as in the case of
EH approaches, they can be determined by fitting the potential energy to data
obtained either from experiments [154–156], or ab initio simulations [157] or a
mixture of the two [158,159].
Since the electrons are not explicitly included in either EH or FFs methods,
these approaches are significantly more computationally efficient than DFT,
allowing larger systems to be studied and longer MD trajectories to be com-
puted. With EH, only particular combinations of atomic displacements may
be allowed, thus restricting the number of the structures that can be simu-
lated. On the other hand, a FF will be able to compute energies and forces for
any configuration, effectively providing full atomic-level resolution. However,
problems may arise when a FF fitted to a given prototype structure is used in
different scenarios, for example when one or more atoms have been removed, or
generally when the system no longer resembles the structure the FF originally
was fitted to.
In the case of crystal structures, FFs are usually fitted to the bulk, but it is
not clear how well they perform when applied to the study of surfaces and
interfaces. In this chapter, we will study in detail the performance of a FF
fitted to a bulk perovskite structure (BaTiO3) when used to study the energet-
ics and the structural relaxations of the same structure but in film form. The
results of this study show loss of accuracy in the description of the atomic dis-
placements of the surface atoms (with respect to the DFT predictions), hence
we will suggest possible solutions to improve the quality and transferability of
the existing FF, taking into account the different local environments between
surface and bulk atoms.
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6.2 Barium titanate: properties and
applications
The FF used in this chapter was developed to study the nature of the phase
transitions of barium titanate [157] (BaTiO3 or BTO), one of the most widely
studied ferroelectric materials. BTO is a prototype of the perovskite4 ox-
ides [160], a class of materials characterised by a wealth of interesting and in-
triguing properties (e.g. colossal magnetoresistance [161], ferroelectricity [162],
superconductivity [163], spin, charge and orbital ordering [164]) from both the
theoretical and the application point of view.
Figure 6.1: The five-atom unit cell of a cubic centrosymmetric perovskite
structure ABX3. The A ions are in green, the B ion in grey, and the X ions in
red. For BTO, this is the high-symmetry high-temperature structure, where
A→ Ba, B → Ti and X → O.
BTO, in particular, has high dielectric constant, and it is used in important
technological applications such as thin-film capacitors [165], ferroelectric al-
loys [166] and tunable RF devices [167]. On the one hand, the strong coupling
between structure and electronic properties [168] that is typical of this class of
oxides can be exploited to develop devices with tunable functionalities, while
on the other hand, this sensitivity can make it challenging to understand and
4The name perovskite is given to the class of compounds that have the same type of
crystal structure as CaTiO3 (
XIIA2+VIB4+X2−3 ).
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control real samples that are made in experiments.
One of the most interesting features of this class of systems is the ability to
modify the properties by engineering the ferroelectric domain 5 configurations:
both experimental [169] and phase field simulation [170] results for BTO crys-
tals show the possibility to dramatically enhance the non-linear optical [171]
and piezoelectric [172] coefficients by creating frustrated6 ferroelectric domains
via application of an external electric field. Furthermore, domains play a key
role in the application of these materials in ferroelectric random access mem-
ory devices (FeRAM) [174]: the read/write speed of these devices strongly
depend on how fast the polarisation of the domains can be switched, a process
which is fundamentally limited by domain size [175]. The ability to control
the size and orientation of the ferroelectric domains may dramatically increase
the performance of the next-generation FeRAM devices.
The control of ferroelectric domain configurations is expected to play a major
role in ferroelectric films as well, and could in principle be exploited to produce
electronic devices with tailored properties: for example, experimental results
on PbZr0.2Ti0.8O3 thin films [176] show enhanced piezoelectric response when
non-180◦ domain walls are switched under electric field excitation. However,
it is important to stress how experimental studies of perovskite surfaces are
complicated by the difficulties of preparing clean and defect-free surfaces. Fur-
thermore, current state-of-the-art experimental techniques do not offer enough
resolution in space and time to have an atomistic-level description of the mech-
anisms involved in domain dynamics.
DFT calculations may provide useful insights into the properties of ferroelec-
tric perovskites (see for example [177]), allowing the effects of the different
environmental conditions to be decoupled. Ab initio calculations may also be
5Ferroelectric materials consist of domains of aligned electric dipoles, separated by do-
main walls. When an electric field is applied the various domains can reorient, leading to a
switching in net polarization of the bulk material.
6This is an example of geometrical frustration, a phenomenon where conflicting inter-
atomic forces (each one favoring rather simple, but different structures) lead to quite com-
plex structures. An example is given by representatives of the class of type-II multiferroics
such as MnWO4, where the competition between the involved exchange interactions gener-
ates a set of nearly degenerate magnetic states, including noncollinear and/or collinear spin
states that are ferroelectric [173].
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useful in predicting the properties of systems that have not been experimentally
studied yet: for example, understanding the interaction between ferroelectric
domains and different dopants [178] may provide useful information about pos-
sible mechanisms to suppress or enhance domain related phenomena. However,
ferroelectric domains sizes are usually in the range 10 − 100 nm [179], hence
DFT-based simulations of their dynamics would be prohibitive computation-
ally speaking.
The use of interatomic potentials fitted to ab initio or experimental data could
increase by several order of magnitude the length- and time-scales typical of
DFT calculations, while being able to capture the essential physics of the sys-
tem to be studied (for example, the correct sequence of phase transitions for
BTO as the temperature is increased). Different interatomic potentials have
been developed to describe BTO [154–156,159,180]. However, since they were
parametrised using ab initio or experimental data for the bulk, it is not clear
how they perform when used to describe BTO surfaces and films. We will
describe the results of our analysis after first introducing the FF we used in
our simulations.
6.3 Description of the Force Field
6.3.1 Analytical form of the potential energy
The FF used in this work was developed by Joseph John Fallon [157], and we
briefly review its form and the way it was generated in the following sections.
The FF is effectively a pair potential that contains two different types of atomic
interactions: short-range (sr) non-electrostatic interactions and longer-ranged
electrostatic (es) interactions. The short-range interactions, important when
two atoms are close to each other, are modelled by a Morse-stretch potential
[181]. If rij = |ri − rj| is the distance between two atoms i and j, the short-
range contribution to the potential energy of the system is given by
U sr =
∑
i>j
Dij
{
eγij[1−(rij/r
0
ij)] − 2e(γij/2)[1−(rij/r0ij)]
}
, (6.1)
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where r0ij, Dij and γij are parameters
7 that depend on the system studied.
The electrostatic contribution is computed by modelling the system as com-
posed of polarisable point charge ions [182]: charge-charge, charge-dipole and
dipole-dipole interactions are taken into account. In this model, both the ionic
charges qi and the polarisabilities αi are system-dependent parameters. The
polarisabilities αi describe the relation between the electric field E (ri) at the
location of ion i and the corresponding dipole di: this relation is linear, hence
we can write
di = αiE (ri) . (6.2)
The electrostatic contribution to the potential energy of the system is then
given by
U es =
∑
i>j
[
qiqj
4pi0rij
+
∑
k
∇k
(
1
rij
)(
dki qj − qidkj
)
+
−
∑
k,β
∇β∇k
(
1
rij
)
dki d
β
j
]
+
∑
i,k
(
dki
)2
2αi
,
(6.3)
where rij = |ri − rj|, while dki = (di)k and ∇k = (∂/∂rij)k are the k-Cartesian
component of the i-th dipole and the gradient, respectively. The first, second
and third terms represent the charge-charge, charge-dipole and dipole-dipole
interactions, respectively, while the fourth term represents the energy cost that
must be paid to induce a dipole on an ion.
The dipole moment of a given ion at a given time also depends on the close
proximity of the dipole moments of neighbouring atoms [183]: if we picture
the polarisable point charges of the model as charged ionic cores surrounded
by deformable electronic clouds, when two ions move close to each other, the
corresponding electronic clouds interact, causing distortions. The distortion of
the electronic cloud of a given ion i can be described by an additional dipole
7If we consider the potential modelling the short-range interaction between atoms i and
j, r0ij represents the equilibrium bond distance, Dij is the well depth (defined relative to the
dissociated atoms) and γij controls the width of the potential.
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moment, denoted dsri , which must be added to the expression in (6.2), hence
di = αiE (ri) + dsri . (6.4)
The short-range induced dipoles are computed using the approach developed
by Wilson and Madden [183,184]:
dsri = αi
∑
j 6=i
qjrij
r3ij
fij (rij) , (6.5)
where
fij (rij) = cij
4∑
k=0
(bijrij)
k
k!
e−bijrij , (6.6)
with rij = ri − rj and rij = |rij|, while bij and cij are additional parameters
that are system dependent. The factor in (6.6) was originally introduced by
Tang and Toennies [185] to model how van der Waals interactions change when
ions are very close together.
While the values of qi and αi do not change (once the FF has been parametrised)
the dipoles are updated at every simulation step. In order to do so, we have
to solve Eq. (6.4), i.e., we need to determine the electric field acting on ion i
located at ri. Since the electric field itself depends on the dipole moments of all
the other ions, {dj}j 6=i, it is computationally more efficient to solve the equa-
tion self-consistently: given an atomic configuration {ri}, an initial guess is
provided for the dipole moments {di}, and the electric field is then computed
at the location of every ion; the dipoles are then updated using expression
(6.4), and hence the initial guess is refined. If at step n we have dipoles {d(n)i },
at step n+ 1 the dipoles are given by
d
(n+1)
i = αiE
(
ri; {d(n)j }j 6=i; {rj}j 6=i
)
+ dsri . (6.7)
The procedure is repeated until convergence is achieved: it is then possible
to compute the potential energy for a given atom configuration by adding the
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short-range and long-range contributions,
U tot = U es + U sr, (6.8)
and the force acting on ion i can be obtained by taking the derivative of U tot
with respect to ri.
6.3.2 Force Field parametrisation
The FF used in this work has seven different groups of parameters: qi (effective
charges), αi (polarisabilities), r
0
ij, Dij and γij from (6.1), bij and cij from (6.6).
We will use {η} to refer to the whole set of FF parameters.
These parameters are determined so that the FF is able to reproduce some
properties of interest of a given system: in this specific case, the FF was
developed to accurately reproduce forces, energy differences and stresses for
bulk BaTiO3 computed by ab initio DFT simulations. The idea of fitting a
FF to reproduce ab initio forces was introduced by Ercolessi and Adams [186]
in order to overcome the difficulties introduced by the presence of complex
analytic forms in the FF expression. These complex forms were required for a
realistic and accurate description of most materials under different conditions
[187], but usually made the fitting procedure problematic. This scheme was
further developed to include stresses [188] and energy differences [182].
When fitting a FF to ab initio or empirical data, it is important to have a
quantity which describes the quality of the fit. As in [189], we define
Γ ({η}) = ωf∆F ({η}) + ωe∆E ({η}) + ωs∆S ({η}) , (6.9)
where ∆F , ∆E and ∆S represent the root mean square errors in the values
of the forces, energy differences and stresses obtained with the FF compared
to DFT, and ωf , ωe and ωs are weights which take into account the different
amounts of data available for forces, energy differences and stresses. If we con-
sider configurations of N atoms, each one will have one energy, six independent
stress components and 3N different force components. Hence, in order to give
more weight to the quantities that bring more information, the values chosen
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for ωf , ωe and ωs are
ωf ωe ωs
1.0 0.05 0.1
Table 6.1: Weights used to take into account the different amounts of data
available for forces (f), energy differences (e) and stresses (s).
The parameterisation procedure therefore gives priority to the quantities about
which there is more information. The root mean square errors are computed
using the following expressions:
∆F =
1
Nc
Nc∑
k=1
√∑N
i=1
∑3
j=1
∣∣FFFki,j − FDFTki,j ∣∣2√∑N
i=1
∑3
j=1
∣∣FDFTki,j ∣∣2 , (6.10)
∆E =
√∑Nc
k,l=1 |(EFFk − EFFl )− (EDFTk − EDFTl )|2√∑Nc
k,l=1 |EDFTk − EDFTl |2
, (6.11)
∆S =
1
Nc
Nc∑
k=1
√∑3
i,j=1
∣∣σFFk,ij − σDFTk,ij ∣∣2√
6BDFT
, (6.12)
where Nc is the number of configurations used in the fitting procedure, N is
the number of atoms, Fki,j is the j-th Cartesian component of the force acting
on the i-th atom of the k-th configuration, Ek is the total energy of the k-th
configuration, σk,ij is the (i, j) element of the stress tensor of the k-th con-
figuration, B is the bulk modulus and the superscript indicates whether the
quantity was calculated with DFT or with the FF. The form of the expres-
sions (6.10)-(6.12) was chosen to ensure that in each snapshot the fractional
differences between the DFT and FF quantities had equal weighting, regard-
less of the magnitudes of the forces or stresses in the snapshots, important in
order not to favour the high-temperature phases at the expense of the low-
temperature phases (see Ref. [157] for further details).
The different configurations considered in the fitting procedure must be rep-
resentative of the system being described: in this case, since BTO is known
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to have four different structures at different temperatures and pressures8 [190,
191], a number of configurations were used from each phase. Moreover, the
configurations were separated in time one from the other, in order to minimise
correlations between them. Representative configurations could be generated
by performing ab initio MD: however, this would be an expensive procedure,
as the system must evolve for a sufficient long time in order for the configu-
rations not being correlated. Instead, the new configurations were generated
by using the FF itself: this could seem as not appropriate, because during the
first steps the FF has not been optimally fitted yet. However, we might expect
that as the fit improves, the configurations generated become more and more
representative of the system.
Initial set of
configurations
Forces, energies
and stresses
with FF
and DFT
Is Γ converged?
Minimise
Γ with re-
spect to {η}
NPT+NPE
MD with FF
Stop
New
configurationsyes
no
Figure 6.2: Schematic representation of the fitting procedure for the FF. The
expression for Γ is given in Eq. (6.9), while {η} represents the full set of FF
parameters that need to be optimised in order to minimise Γ.
The fitting scheme is summarised in Figure 6.2:
1. given an initial set of configurations, forces, stresses and energy differ-
8In order of decreasing temperature, at standard pressure, the stable phases experimen-
tally observed are hexagonal (T > 1698 K), cubic (393 K-1698 K), tetragonal (273 K-393
K), orthorhombic (180 K-273 K), rhombohedral (T < 183 K).
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ences are computed with both the FF and DFT;
2. Γ is minimised with respect to {η};
3. new configurations are generated using the FF with the new {η}: MD
runs in the NPT ensemble (to equilibrate the system at a given temper-
ature T and pressure P ) are followed by MD runs in the NPE ensemble,
from which configurations separated in time are extracted;
4. the process is repeated using the new configurations instead of the initial
ones: the scheme continues until Γ converges.
In order for the FF to correctly describe the different phases of bulk BaTiO3,
the MD simulations performed in the fitting procedure were equilibrated to a
constant temperature of either 100 K, 200 K, 300 K or 500 K: the experimentally-
observed phases corresponding to these different temperatures (at standard
pressure P0 = 1.013×105 Pa) are rhombohedral (R), orthorhombic (O), tetrag-
onal (T) and cubic (C), respectively [190,191].
6.3.3 Quality of the Force Field for bulk BaTiO3
The final values of ∆E, ∆F and ∆S obtained from the fitting procedure are
shown in Table 6.2.
Γ (%) ∆F (%) ∆E (%) ∆S (%)
12.58 12.38 4.74 0.41
Table 6.2: Parameters which characterise the quality of the fit: ∆F , ∆E and
∆S measure the errors in the forces, energy differences and stresses computed
by the FF with respect to DFT calculations on a series of representative con-
figurations for bulk BTO.
The largest contribution to Γ comes from ∆F , i.e. the ability of the FF to re-
produce DFT forces: however, detailed tests [157] showed that this discrepancy
has the same order of magnitude as the one obtained using different exchange-
correlation functionals within DFT. It appears that the agreement between
the FF and the DFT data obtained with a given XC functional (LDA in this
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case) is better than the agreement between data obtained using different XC
functionals.
The FF should then be able to correctly describe the dynamics of bulk BTO:
a wealth of different tests were performed to check the quality of this FF, and
the interested reader may refer to [157] for further details. The FF was found
to provide very accurate results for the structural parameters of bulk BTO
and the phonon frequencies.
As an example of the good performance of the FF, we present our own results
obtained for the elastic constants of bulk cubic BTO, and their comparison
with the values obtained from DFT simulations and experiments.
a0 (A˚) B (GPa) c11 (GPa) c12 (GPa) c44 (GPa)
DFT (LDA) 3.92 204 370 123 138
DFT (LDA) [192] 3.96 204 358 115 150
FF 3.93 202 312 139 140
Experiment [193] 4.00 162 206 140 126
Table 6.3: Comparison of the equilibrium lattice parameter (a0), elastic con-
stants (cij) and bulk modulus (B) for bulk cubic BTO obtained from the FF,
DFT and experiments. The first row contains our own results, obtained from
DFT calculations using the same pseudopotentials and XC functionals the FF
was fitted to, while the second row contains the values obtained by Piskunov
et al. [192], who looked at the ability of a wide range of XC functionals to
reproduce the elastic constants, and other properties, of a series of ferroelec-
tric perovskites. The bulk modulus B was computed by varying the lattice
parameter of the cubic cell, recording the corresponding potential energy, and
then fitting the Birch-Murnaghan [194] equation of state to the data.
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6.4 Application of the Force Field to BaTiO3
surfaces
The study of the transferability of the FF from bulk to surface structures
is important for several reasons. First of all, as explained in Section 6.2,
ferroelectric materials have especially interesting properties when in film form.
The availability of a FF capable of accurately describing BTO surfaces would
allow the study of the dynamics and the properties of realistic BTO films,
whose typical length-scales are out of the reach of current state-of-the-art DFT
methods.
While it is likely that the FF in its current form will have issues in dealing
with surfaces (because of the different local environment of the surface atoms
compared to the bulk), it is important to stress that Tinte and Stachiotti found
that the FF they developed to study bulk BTO performed reasonably well with
BTO surfaces as well [195]: it is then worthy to analyse the transferability of
our FF to the study of BTO surfaces.
6.4.1 Computational details
We study the transferability of the FF by analysing the structural relaxations
and energetics of BTO slabs, and comparing the results with DFT simula-
tions. Surface relaxations are important because the properties of perovskite
ferroelectrics strongly depend on structural distortions: changes in the ideal
perovskite structure are likely to be induced by the presence of a termination
(i.e., an interface with the vacuum), and these distortions have to be correctly
reproduced by the FF if we want to gain insights into the properties of ferro-
electric films. Surface energetics are also important, because they tell us which
structures and configurations are favoured in different conditions: for example,
surface reconstructions may take place to lower the surface energy under given
circumstances, dramatically affecting the properties of the system.
The DFT calculations in this work are performed using the PWscf package
in the Quantum Espresso (QE) distribution [196], following a pseudopotential
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plane-wave scheme9. For greater accuracy, semi-core states are included among
the valence electrons for both Ba and Ti atoms. Unless otherwise specified,
norm-conserving pseudopotentials10 [198] and the local density approximation
(LDA) for exchange and correlation are used.
Preliminary tests are performed on the five-atom unit cell (u.c.) of the BTO
cubic perovskite structure to determine the optimal parameters for the DFT
simulations: an energy cut-off of Ecut = 1360 eV, a charge density cut-off
11
of ρchcut = 5440 eV, and a 8 × 8 × 8 Monkhorst-Pack (MP) k-point grid [53]
ensure that total energies and forces are converged within ∼ 5 meV/u.c. and
∼ 1 meV/A˚, respectively. Forces have to be well converged because we are
interested in the structural relaxations of BaO and TiO2-terminated slabs.
The reference configurations are chosen to contain a relative small number of
atoms in order to keep the computational cost to a minimum. For simplicity,
we consider symmetrically-terminated 1×1×n slabs (with n integer) cut from
bulk BTO in the cubic phase. Two different terminations are considered, BaO
and TiO2: two representative slabs with a thickness of n = 3 u.c. (7 layers)
are shown in Figure 6.3.
The slabs are embedded into supercells with periodic boundary conditions ap-
plied in all directions, and a vacuum region of length L along [001] is used to
separate the periodic images of slabs.
The thickness of each slab is determined as the smallest value of n for which
the interaction between the two terminating surfaces is negligible. We then
perform structural relaxations of the slabs using DFT, and analyse how the
displacements of the atoms in the top two layers of each slab depend on
the thickness n. The simulations are performed starting with the slab in
9The use of the scheme illustrated in Chapter 4 would have required the possibility to
sample the Brillouin zone at multiple k-points, not yet implemented in onetep when the
simulations described in this chapter were performed.
10The pseudopotentials used in this work were developed by Joseph John Fallon [157]
using the Opium package [197]: the same pseudopotentials were used to obtain the DFT
data the FF was fitted to.
11In the case of norm-conserving pseudopotentials, the representation of the charge density
and the potential requires the use of a fine grid whose spacing is half of the one of the standard
grid used to describe the wavefunctions, hence ρchcut = 4Ecut.
174 CHAPTER 6. TRANSFERABILITY OF FORCE FIELDS
1
2
3
4
5
6
7
Ba(1)
OIII(1)
OI(2)
OII(2)
Ti(2)
(a) BaO-terminated slab.
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(b) TiO2-terminated slab.
Figure 6.3: 3 u.c. thick, symmetric BaTiO3 slabs, with two possible different
terminations.
its ideal cubic structure, at the equilibrium lattice parameter predicted by
DFT (aDFT0 = 3.924 A˚): the structure is then relaxed until the forces are less
than 2.6 meV/A˚ per atom. In each simulation, the vacuum region has length
L = 15 A˚, large enough to avoid spurious contributions from the interaction
between the periodic images of the slabs. The atomic displacements along [001]
are computed by considering the variations in the distances of the atoms in
the top two layers from the middle layer of the slab: if z0i (z
rel
i ) is the absolute
position along [001] of atom i before (after) relaxation, and z0mid (z
rel
mid) is the
average of the positions along [001] of the atoms in the middle layer before
(after) relaxation, the absolute displacement of atom i along [001] relative to
the middle layer of the slab is given by ∆zi =
(
zreli − zrelmid
) − (z0i − z0mid). The
fractional displacements, defined as δzi = ∆
z
i /a
DFT
0 , are shown in Figure 6.4 for
the case of BaO-terminated slabs, as a function of the thickness.
Convergence is achieved for slabs thicker than 7 layers, i.e. the agreement of the
fractional displacements with the results obtained in the case of a thick slab (13
layers) is better than 0.05%. Similar results are obtained for TiO2-terminated
slabs (not shown).
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Figure 6.4: Dependence of the atomic displacements along [001] in the top two
layers, as a function of the thickness, for BaO-terminated slabs. Results are
converged for slabs thicker than 3 u.c. (7 layers), as highlighted by the plot on
the right, where the fractional displacements are within 0.05% of the results
obtained in the case of a thick slab (13 layers).
A similar analysis is performed in order to determine the minimum vacuum
region length L, this time keeping the slab thickness fixed to 7 layers, and
analysing atomic displacements as a function of L: the results for the BaO
termination are shown in figure 6.5 (similar results for the TiO2 termination
are not shown).
Convergence is achieved for L ≥ 8 A˚, i.e. the agreement of the fractional
displacements with the results obtained in the case of L = 10 A˚ is better than
0.05%. Similar results are obtained for TiO2-terminated slabs (not shown).
All the subsequent simulations are then performed using 7-layers thick slabs,
with a 8 A˚ separation between the periodic images of the slabs along [001],
and periodic boundary conditions applied in every direction. A 8 × 8 × 1
MP k-point grid is sufficient to obtain energies and forces converged within
∼ 1 meV/atom and ∼ 1 meV/A˚, respectively.
The simulations of the slabs with the FF are performed using an in-house
code. Unless otherwise specified, the slabs are simulated using the equilib-
rium lattice parameter predicted by the FF (aFF0 = 3.927 A˚). Since the ef-
fective charges qi of the FF are not in their formal ratio, the BaO-terminated
slab has a net charge qBaO = −0.097889e, while the TiO2-terminated one has
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Figure 6.5: Dependence of the atomic displacements along [001] in the top two
layers, as a function of the vacuum region length L, for 7-layers thick BaO-
terminated slabs. Results are converged for L ≥ 8 A˚, as highlighted by the
plot on the right, where the fractional displacements are within 0.05% of the
results obtained in the case of L = 10 A˚.
qTiO2 = 0.097889e. In order to preserve charge neutrality for the simulation
cell, a neutralising background charge is added in each case. The structures
are then relaxed by using the steepest descent algorithm, until the energy per
atom and each force component are converged within the same tolerances used
in the DFT calculations.
6.4.2 Structure relaxations
In this section we compare the atomic relaxations for each slab, obtained with
DFT and the FF. Since the equilibrium lattice parameters predicted by DFT
and the FF differ slightly (∆aFF−DFT0 = 3 × 10−3 A˚ ), it is not possible to
compare absolute atomic displacements from the initial positions. As in the
previous section, we therefore consider relative changes in the distances of each
atom from the average positions of the atoms in the middle layer of the slab.
Due to symmetry, the atoms in the middle layer do not move upon relaxation
and only the displacement of atoms in the top three layers need to be consid-
ered: the results for both terminations are shown in Figure 6.6.
The agreement between the atomic relaxations predicted by DFT and the FF
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Figure 6.6: Atomic displacements along [001] for the BaO-(left) and
TiO2-(right) terminated slab: for each atom in the top three layers, the frac-
tional relative change in the distance from the middle layer is shown. Results
obtained by Vanderbilt and Padilla (VP) [199] on the same system are shown
for reference.
is quite good for the inner layers, while it progressively gets worse when atoms
near the surfaces are considered. This behaviour is not surprising: the atoms
in the inner layers can be considered as bulk-like, i.e. their local environment
is similar to the one they would have in the bulk system, and the FF is then
able to successfully describe their relaxations. On the other hand, when we get
closer to the surface, the local environment of the atoms changes: the change
is particularly dramatic for the surface atoms, which have fewer bonds than
their bulk-like counterparts. The FF was not parametrised using configura-
tions that contained surfaces or interfaces, hence it is expected that it does
not succeed in reproducing the correct behaviour of the surface atoms. This
is observed for both BaO and TiO2 slab termination.
We also compare our results with those of Vanderbilt and Padilla [199], who
studied the same slabs using the ultrasoft-pseudopotential method [200] within
DFT-LDA. Overall, if we consider the atoms close to the surfaces, the agree-
ment between DFT simulations using different pseudopotentials and exchange-
correlation functionals is better than the agreement between the FF and the
DFT results obtained with the same pseudopotentials/XC functionals the FF
was fitted to. The qualitative discrepancy between DFT and FF is highlighted
by the analysis of the relative displacements of the surface atoms along [001],
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measured with respect to the centre of mass (CM) of the layer they belong to.
The z-coordinate of the CM of the top surface layer for each termination is
defined as
rCM(BaO)z =
mBar
Ba
z +mOr
OIII
z
mBa +mO
,
rCM(TiO2)z =
mTir
Ti
z +mO
(
rOIz + r
OII
z
)
/2
mTi + 2mO
,
(6.13)
where mBa, mTi and mO are the atomic masses of Ba, Ti and O, respectively,
while rBaz , r
Ti
z and r
O
z represent their absolute positions along [001]. The relative
displacements along [001] of the surface atoms with respect to the CMs are
given by
δBaz =
rBaz − rCM(BaO)z
a0
, δTiz =
rTiz − rCM(TiO2)z
a0
,
δOIIIz =
rOIIIz − rCM(BaO)z
a0
, δOI−IIz =
(
rOIz + r
OII
z
)
/2− rCM(BaO)z
a0
.
(6.14)
Another important quantity to consider is the so-called rumpling parameter,
sBaO =
δOIIIz − δBaz
2
, sTiO2 =
δ
OI−II
z − δTiz
2
, (6.15)
which quantifies the “roughness” of the surface.
The qualitative differences in the surface morphology predicted by the FF and
DFT for the two different terminations are schematically illustrated in figures
6.7 and 6.8. The quantitative results obtained with the FF, our DFT simula-
tions and those performed by Vanderbilt and Padilla are summarised in tables
6.4 and 6.5.
For both surface terminations, DFT predicts the rumpling parameter s to be
positive, i.e. oxygen is the topmost atom. On the other hand, the FF predicts
s to be negative, i.e. the cation (Ba or Ti) is the topmost atom. Figures
6.7 and 6.8 clearly show the different final configurations for the surface layer
predicted by DFT and the FF. It is important to stress that the differences
are not only quantitative, but qualitative: the FF does not accurately predict
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(a) Initial configuration.
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∆OIII
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(b) Relaxed DFT.
rCMz∆OIII
∆Ba
(c) Relaxed FF.
Figure 6.7: Schematic comparison of the different surface atomic displacements
predicted by DFT and the FF for the BaO termination.
δBaz (%) δ
OIII
z (%) δ
CM
z (%) sBaO (%)
DFT (this work) -0.168 1.45 -2.08 0.807
DFT (VP) -0.145 1.24 -2.64 0.693
FF 0.187 -1.60 0.753 -0.894
Table 6.4: Analysis of the atomic displacements in the top surface layer upon
relaxation (BaO termination): δBaz and δ
OIII
z are the relative displacements of
Ba and O with respect to the z-coordinate of the centre of mass of the layer,
δCMz is the relative displacement of the layer CM, while the rumpling parameter
sBaO is defined as
(
δOIIIz − δBaz
)
/2. The results obtained from DFT, using the
pseudopotentials to which the FF was fitted and the data from Vanderbilt and
Padilla [199], are compared with the ones obtained using the FF.
rCMz
(a) Initial configuration.
rCMz
∆OI−II
∆Ti
(b) Relaxed DFT.
rCMz
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(c) Relaxed FF.
Figure 6.8: Schematic comparison of the different surface atomic displacements
predicted by DFT and the FF for the TiO2 termination.
the final configuration of the surface upon relaxation. In Section 6.4.4 we will
discuss some possible ideas to improve the agreement between the FF and
DFT in describing the structure of BTO surfaces.
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δTiz (%) δ
OI−II
z (%) δzCM (%) sTiO2 (%)
DFT (this work) -1.01 1.51 -1.59 1.26
DFT (VP) -0.905 1.35 -2.98 1.13
FF 0.682 -1.02 -1.06 -0.851
Table 6.5: Analysis of the atomic displacements in the top surface layer upon
relaxation (TiO2 termination): δ
Ti
z and δ
OI−II
z are the relative displacements of
Ti and O with respect to the z-coordinate of the centre of mass of the layer,
δCMz is the relative displacement of the layer CM, while the rumpling parameter
sTiO2 is defined as
(
δ
OI−II
z − δTiz
)
/2. The results obtained from DFT, using the
pseudopotentials to which the FF was fitted and the data from Vanderbilt and
Padilla (VP) [199], are compared with the ones obtained using the FF.
6.4.3 Surface energetics
In this section, we investigate the ability of the FF to correctly describe surface
energetics.
In order to compare surface energetics predicted by DFT and the FF, we fol-
low Cohen [201, 202] and compute the average surface energy by adding the
energies of the BaO and TiO2 terminated slabs, which gives the energy of
seven BTO units. Subtracting seven times the bulk energy per unit cell, we
obtain the energy of four surfaces, two BaO and two TiO2. Dividing by four,
we obtain the average surface energy, which we denote Eunrelsup and E
rel
sup for the
unrelaxed and relaxed slabs, respectively. The results are shown in Table 6.6:
the average surface energies are given as energies per surface unit cell.
Eunrelsup (eV/s.u.c.) E
rel
sup (eV/s.u.c.) ∆Esup (eV/s.u.c.)
DFT (this work) 1.586 1.473 -0.113
DFT (VP) 1.359 1.172 -0.187
FF 1.492 1.401 -0.090
Table 6.6: Average surface energy (energy per s.u.c. = surface unit cell) for the
unrelaxed and relaxed slabs: the results obtained with the FF are compared
with the ones predicted by DFT, using the pseudopotentials to which the FF
was fitted and the data from Vanderbilt and Padilla (VP) [199]. The surface
relaxation energy is given by ∆Esup = E
rel
sup − Eunrelsup .
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The agreement between the surface energy predicted by the FF and DFT
(using the same pseudopotentials the FF was fitted to) is quite good: the dif-
ferences in the energies are of the order ∼ 5− 6%, comparable with the value
of ∆E in Table 6.2, and smaller than the uncertainty due to a different choice
of pseudopotentials/XC functionals (∼ 15− 20%).
6.4.4 Summary and improvements
As shown in the previous sections, our FF reproduces surface energies remark-
ably well (compared to DFT), but struggles in describing the relaxation of
the surface atoms. The FF in its current state cannot be used for a detailed
analysis of the surface morphology of thin films. An important question to ad-
dress is whether this behaviour is typical of our FF, or is it true also for other
FFs originally developed to study BaTiO3 in its bulk phases. Different FFs
have been developed to study bulk BaTiO3: the interested reader may refer
to Refs. [154–156, 159, 180] for further details. It would be useful to compare
the results obtained with different FFs in studying the atomic relaxations of
the BaO and TiO2-terminated slabs. Most of the FFs in the literature use the
shell model [203], which is not implemented in the in-house code we used, but
it would be an interesting avenue of future work to analyse the transferability
of the aforementioned FFs to the study of BTO surfaces.
Tinte and Stachiotti [195] did analyse the transferability of their FF [159] to
surfaces by studying the same slabs we considered in the previous section,
1 × 1 × 3 BaO and TiO2-terminated slabs. Their results are similar to the
ones presented in the previous section: they found their FF to successfully
reproduce the surface energy and the atomic relaxation patterns within the
slab, but fail to accurately describe the surface layers relaxations. As in the
case of our FF, they found that the atomic displacements of the surface atoms
were underestimated compared to DFT. They suggested that this behaviour
could be related with the fact that the electronic structure of the atoms at
the surface is quite different from the bulk. Surface Ba atoms, for example,
appear to be less hybridised than the the ones in the bulk, implying that the
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bonding at the surface has an higher degree of ionicity compared to the bulk.
The FF could then be improved by taking explicitly into account the different
environment of the atoms at the surface, for example sampling configurations
where the details of the bonding at the surface are quite different from the
bulk case.
In our FF, all the atoms of a given species have the same effective charges qi and
polarisabilities αi. The effective charges in the bulk system can be interpreted
as formal charges scaled according to a homogeneous isotropic screening [204],
i.e. qeffi = q
0
i /
√
eff , where eff is the dielectric constant of the bulk phase
considered in the limit of high frequencies, i.e. ω → ∞. If (as suggested by
Tinte and Stachiotti) the bonding at the surface is more ionic than the bulk,
we expect the screening to be reduced at the surface, i.e. we expect the ef-
fective charges for surface atoms to be closer to their formal values compared
to the ones in the bulk. Since the FF performs well for all the layers except
the surface ones, the FF transferability may be improved by simply treating
the surface atoms as different atomic species, i.e. introducing a different set
of parameters specifically for the surface atoms. The FF would then be refit-
ted with this additional sets of parameters, and reference configurations would
comprise both BaO and TiO2 terminated-slabs
12.
In order to check whether such a modified FF has the ability to improve the
agreement with DFT when dealing with surface relaxations, we investigate on
the dependence of the rumpling parameter s on the electrostatic parameters of
the surface atoms. As explained in the previous section, s is a useful param-
eter, because it contains information about the atomic displacements of the
surface atoms upon relaxation. If the screening at the surface is less effective
than in the bulk, we should observe an improvement in the agreement between
the FF and DFT upon reducing the value of effsurf , i.e. by bringing the effective
charges of surface atoms closer to their formal values.
In our analysis, the BaO-terminated slab is considered: all the FF param-
eters are left unchanged, except for the charges of the surface Ba and O
12The ad hoc development of a new FF for BTO surfaces is expensive computationally
speaking, because there are many more configurations involved in the fitting procedure with
respect to the bulk case (different surface terminations, step edges, islands, reconstructions),
and more parameters would be needed to describe different types of undercoordinated atoms.
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atoms. The charges are varied by amounts ∆qBa and ∆qO, with the constraint
∆qBa = −∆qO, such that the net charge of the surface layer is left unchanged.
The original values of the effective charges for Ba and O are qBa = 1.129561e
and qO = −1.227450e, compared to the formal values q0Ba = +2e and q0O = −2e.
Our results are summarised in Figure 6.9. The agreement between the FF and
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Figure 6.9: Rumpling for different values of ∆qBa: the agreement of the FF
with DFT improves as ∆qBa increases, i.e. when the effective charges of the
surface atoms are closer in value to the formal ones, compared to the bulk
(qBa + ∆qBa = q
0
Ba for ∆qBa/qBa ∼ 75%, indicated by the dashed green line
on the plot) The values of s predicted by our DFT simulations and those of
Vanderbilt and Padilla (VP) [199] are highlighted by the red and blue lines,
respectively.
DFT in the description of the rumpling parameter is improved as ∆qBa is in-
creased, i.e., the charges of the surface atoms are moved closer to their formal
values. This seems to suggest that the screening for the surface atoms is indeed
less effective compared to the bulk.
It is important to note that the effective charges qi and polarisabilities αi are
correlated. If the effective charge becomes more positive, the polarisability is
expected to decrease: an ion with a larger positive charge has tightly bound
electrons, and as a result the electronic cloud surrounding the ion is harder
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to deform [205]. If this is the case, we should observe an improvement of
the agreement between the FF and DFT upon increasing the value of α for
the O surface atoms, and reducing it for the Ba surface atoms. Keeping all
the FF parameters fixed to their original values, except the polarisabilities of
the surface atoms of the BaO-terminated slab, we studied the evolution of the
rumpling parameter as the polarisabilities were varied by ∆αBa and ∆αO, with
the constraint ∆αBa = −∆αO. Our results are summarised in figure 6.10.
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Figure 6.10: Rumpling for different values of ∆αO: the agreement of the FF
with DFT improves as ∆αO increases.
The results obtained show that agreement between the FF and DFT in de-
scribing surface relaxations may be improved by accounting for the reduced
screening of atoms at the surface. In this approach, surface atoms are effec-
tively described by a handful of new parameters, e.g., for the BaO-terminated
surface. Using the aforementioned constraints to ensure the net charge of the
surface layer does not change, only two independent parameters need to be
used, for example ∆qsurfBa and ∆α
surf
O , the variation of charge and polarisability
for surface Ba and O atoms with respect to the bulk. It is now necessary to
have a procedure to determine the optimal values of these two parameters.
Ideally, the correct way to do this would be to refit the FF to DFT energies,
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forces and stresses by taking into account representative configurations, i.e.,
BTO with both terminations and different types of reconstructions, phases,
and so on. Refitting the FF is however an expensive and time-consuming pro-
cess, and beyond the scope of this study. A simplified fitting procedure was
used instead: we sampled the 2D space defined by the possible values of ∆qsurfBa
and ∆αsurfO , and for each combination, we computed the atomic displacements
of all the atoms in the BaO-terminated slab, while keeping the FF parame-
ters for the atoms in the inner layers unchanged. We then chose the values
of ∆qsurfBa and ∆α
surf
O which provided the best agreement between the FF and
DFT results, i.e., which minimised the differences between the FF and DFT
when considering relative atomic displacements from the middle of the slab,
Ξ =
Natoms∑
i
[
∆zrel,FFi,mid −∆z0,FFi,mid
aFF0
− ∆z
rel,DFT
i,mid −∆z0,DFTi,mid
aDFT0
]2
, (6.16)
where ∆zi,mid = r
z
i − rzmid. From figures 6.9 and 6.10, we observe how consid-
ering values of ∆qsurfBa (∆α
surf
O ) greater than 0.8q
bulk
Ba (0.8α
bulk
O ) would likely
introduce an overcorrection, leading to an overestimation of the rumpling
parameter compared to DFT. In our sampling of the parameter space we
then decided to consider only values in the range 0 ≤ ∆qsurfBa ≤ 0.8qbulkBa and
0 ≤ ∆αsurfO ≤ 0.8αbulkO , respectively. As shown in figure 6.11, when expres-
sion (6.16) is minimised, the new FF correctly describes the surface atomic
displacements, without loss of accuracy in the description of the atoms in the
inner layers.
δBaz (%) δ
OIII
z (%) δ
CM
z (%) sBaO (%)
DFT (this work) -0.168 1.45 -2.08 0.807
FF (original) 0.187 -1.60 0.753 -0.894
FF (modified) -0.178 1.53 -2.11 0.853
Table 6.7: Analysis of the atomic displacements in the top surface layer upon
relaxation (BaO termination), as in Table 6.4. The improvement in the accu-
racy obtained with the modified FF is highlighted.
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Figure 6.11: Atomic displacements along [001] for the BaO-terminated slab:
for each atom in the top three layers, the relative change in the distance from
the middle layer is shown. Results obtained by the modified FF are compared
with the original one and DFT.
The improvement in the agreement between the FF and DFT is clear. We are
not suggesting that making ad hoc changes to some of the parameters of the
FF is a rigorous and correct procedure to effectively improve the accuracy and
transferability of the FF. However, the results obtained are important because
they suggest how an improved FF could be obtained by simply introducing
additional parameters to describe the surface atoms and repeating the fitting
procedure using representative surface configurations: the improved FF could
then be used to accurately predict the morphology of BTO films under different
conditions.
6.5 Conclusions
In this chapter we have studied the transferability of a FF originally devel-
oped to correctly reproduce DFT energies, forces and stresses for the different
phases of bulk BTO. The FF was used to compute structural relaxations and
energetics of BTO slabs: two possible terminations were considered, BaO and
TiO2, and the results obtained were compared to DFT simulations, performed
using the same set of pseudopotentials and XC functionals of the DFT calcu-
lations the FF was originally fitted to.
The FF was found to accurately reproduce the surface energetics predicted by
DFT: the error is of the same order of the discrepancy of the FF in describing
energies for bulk BTO, and smaller than the intrinsic uncertainty associated
to DFT when different sets of pseudopotentials and XC functionals are used.
The FF in its original form can then be used to find which surface reconstruc-
tions are more likely to appear, if the atomic displacements associated to each
reconstruction are known.
However, the FF was found to struggle to reproduce surface relaxations pre-
dicted by DFT: the discrepancy is not only quantitative, but qualitative, since
the FF predicts the cation to be the topmost atom, in disagreement with DFT.
The loss of accuracy is attributed to the different local environment of the sur-
face atoms compared to bulk, i.e., different screening and number of bonds.
Since the displacements of the atoms in the inner layers were well reproduced
by the FF, we suggested to improve the transferability of the FF by introduc-
ing a new set of parameters to describe the surface atoms as individual species
different from their bulk counterparts. Since refitting the FF with this new
set of parameters would have been a computationally expensive task, beyond
the scope of this study, we used a simplified fitting procedure, and applied
it to the case of BaO-terminated slabs. The parameters describing the bulk
atoms were kept unchanged from the original version of the FF, and the space
of the surface parameters was explored to find the values that minimised the
error of the FF in describing the atomic relaxations in the slab. The modified
FF was found capable to accurately describe the morphology of the surface,
and as such it can be used to study the dynamical evolution and structural
reconstructions of BaO-terminated BTO films.
We suggest that refitting the FF with the additional surface parameters would
further improve its quality when applied to BTO in film form, providing a
powerful tool to investigate interesting problems such as the discovery of path-
ways to control the formation and evolution of ferroelectric domains in thin
films.

Chapter 7
Propagation of octahedral
distortions (ODs) in perovskite
heterostructures
7.1 Motivation
As highlighted in Section 6.2, ABO3 perovskite oxides have recently attracted
renewed interest, since the strong coupling between the structural and elec-
tronic degrees of freedom can be exploited to develop devices with tailored
functional properties. Epitaxial heterostructures of perovskite oxides are par-
ticularly promising from this point of view, because of the extra tunability pro-
vided by the applied epitaxial strain [206,207], the periodicity of the stacking
pattern [208], and other interfacial phenomena such as cation intermixing [209],
polar mismatch [210, 211], local symmetry breaking [212] and changes in the
local chemical bonding [213].
Recently, it has been suggested that the control of the local atomic structure,
in particular the distortions1 of the BO6 octahedral oxygen cages, and the
1Throughout this chapter, the expression “octahedral distortions” will be used to refer
to any generic atomic displacement within the oxygen cages, with respect to the cubic
centrosymmetric configuration. The distortions can typically be categorised into three types:
(i) cation displacements within the octahedra, (ii) deformations (changes in size induced
by strain and/or Jahn-Teller effect [214]), and (iii) cooperative tilting (rotations) of the
octahedra.
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displacements of the A-site cations, may be a promising strategy for tuning
the functional properties of perovskite films [215–217]. An example is given
by the emergence of hybrid improper ferroelectricity in (A′B′O3)/(ABO3) su-
perlattices where both A′B′O3 and ABO3 are perovskites characterised by the
orthorhombic Pbnm structure in bulk (e.g., LaAlO3, BiAlO3, YAlO3, YGaO3,
LaGaO3). In these heterostructures, a ferroelectric state is produced by the
inequivalent displacements of the A and A′ sites that occur perpendicular to
the superlattice growth direction [218].
Another example that highlights the importance of the role played by the oxy-
gen octahedra rotations is given by the (PbTiO3)m/(SrTiO3)n superlattice:
in the limit of ultrashort periods (1/1, 1/3 and 2/3 repetitions of PTO/STO
units), this system exhibits ferroelectric behaviour that cannot be explained
by simple electrostatic considerations alone. The ground state has been found
to be akin to a hybrid improper ferroelectric, where a polar ferroelectric dis-
tortion is induced by a trilinear coupling term between two antiferrodistortive
modes that correspond to in-phase and out-of-phase rotations of the oxygen
octahedra around the axis perpendicular to the interface [219].
More generally, octahedral distortions (ODs) have been found to affect a wealth
of different physical properties in perovskites, such as the electronic band
gap [220], electron/hole mobility [221] and magnetic ordering [222]. These
examples suggest the possibility to tune the properties of a perovskite film by
inducing specific ODs. Different results can be obtained by changing the sub-
strate, or varying the growth conditions of the film (i.e., temperature, strain,
oxygen partial pressure, doping, . . . ). However, a detailed analysis of such
induced distortions is challenging from an experimental point of view, since
it requires a degree of atomic resolution that is currently out of the reach of
state-of-the-art characterisation techniques (see Section 7.2).
In this chapter, we will use ab initio DFT simulations to perform a detailed
study of the propagation of ODs from a perovskite substrate (characterised by
the orthorhombic Pnma structure) into an originally undistorted perovskite
film (characterised by a cubic centrosymmetric structure). We will focus on
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the dependence of the decay length2 of such induced distortions on a set of
different parameters, namely the chemical composition of the substrate and
the interface layer, and the type and amplitude of the distortions frozen in the
substrate. We will also investigate whether the gradients associated with the
decay of the ODs are capable of inducing new distortion modes, not originally
present in the Pnma substrate.
The atomic resolution provided by our analysis will help uncover the mecha-
nisms that determine the structure when a film is grown on a substrate.
7.2 Experimental characterisation of octahe-
dral distortions (ODs) in perovskites
From an experimental point of view, it has been long known that the coupling
between epitaxial strain and OD mismatch between substrate and film can be
used to manipulate the lattice degrees of freedom (and subsequently the elec-
tronic properties) of perovskite oxide heterostructures. A typical example of
the importance of the role played by such interplay is given by SrRuO3, where
the ferromagnetic behaviour can be suppressed under application of epitaxial
strain that results in a suppression of the octahedral rotations, which in turn
determines a fundamental change in the density of states of spin-up and -down
electrons at the Fermi level [223–225]. However, the traditional approach in the
experimental community has been to consider only the role of lattice mismatch-
induced strain (due to the constraint on the film to match the in-plane equi-
librium lattice parameter of the substrate) , while neglecting or downplaying
the role of OD mismatch (due to the different atomic distortions frozen in the
relaxed structure), since the latter is usually much harder to investigate and
quantify. Only recently the effects of the OD mismatch have started to be
probed in a systematic way, in systems such as BiFeO3/La0.7Sr0.3MnO3 [226],
LaAlO3/SrTiO3 [227], and (LaNiO3)n/(SrMnO3)m [228].
Therefore, a complete picture of the underlying mechanisms, as well as the
2The decay length is defined as the distance from the substrate at which the induced ODs
are effectively suppressed, i.e., the structure of the film is locally indistinguishable from the
original cubic centrosymmetric configuration.
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characteristic length scales over which the aforementioned effects take place,
is still not available. Conversely, an understanding at the atomic scale of the
interaction between different distortion patterns is particularly important for
the growth of perovskite oxides in film form, since at room temperature most
commercially available substrates are characterised by either orthorhombic or
rhombohedral symmetry with robust ODs [229, 230]. In some cases, for ex-
ample, the interfacial OD coupling could play a more dominant role than the
lattice mismatch in controlling the film properties, hence a detailed under-
standing of the main factors determining the way ODs propagate from the
substrate into the film is essential.
Despite the recent advances in state-of-the-art techniques such as transmis-
sion electron microscopy (TEM) [231] and synchrotron-based X-ray diffraction
(XRD) [232], the experimental characterisation of perovskite films usually of-
fers limited resolution in the determination of the atomic positions, both of
cations and oxygens. The use of XRD (which maps a structure to the unique
spectrum of X-rays scattered by the constituent atoms) can provide accurate
results in the case of a crystalline structure (resolution of the order of 1 to
3 A˚), since the resulting spectrum is characterised by sharp and well-defined
peaks that can easily be compared with reference patterns to determine the
number and amount of phases in the film. The emergence of ODs effectively
increases the size of the unit cell representative of the structure, which re-
sults in the appearance of extra diffraction peaks in the X-ray spectrum [233].
These extra peaks are said to have order 1/n, where n is the ratio between
the distorted and the reference unit cells, and they represent a direct signature
of the pattern of octahedral rotations and tilts within the material. While
in principle this method can be used to identify the ODs in a sample, prob-
lems arise when multiple superimposed inhomogeneous distortion patterns are
present. In this case, the analysis of the X-ray spectrum may be very compli-
cated, because of the emergence of a huge number of extra peaks that could
be difficult to resolve, due to their typically low intensity and small separation
in energy. Another problem that XRD generally offers an averaged analysis of
the structure. In most cases, when multiple distortion patterns are present, it
is possible to understand in which proportion each distortion mode is present,
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but it is quite difficult to understand how the modes are actually distributed
within the structure. In the case of a film, this limitation makes it difficult to
analyse the modulation of the induced ODs both in- and out-of-plane, hence
the determination of the decay length of the distortion modes is very challeng-
ing.
A more accurate local description of the structure is provided by TEM, since
it allows the direct determination of the atomic positions in the film [234] (res-
olution of the order of 0.4 to 0.8 A˚). However, the detection of the oxygen
atoms is problematic, since light anions have relatively weak electron scatter-
ing resulting in low signal-to-noise ratio. As a consequence, the positions of
the oxygens are usually inferred from those of the A- and B-site cations, using
offsets measured from the bulk phase. This procedure introduces uncontrolled
errors in the characterisation of the oxygen octahedra, hence affecting the ac-
curacy of the analysis.
Another limitation of experimental measurements arises from the difficulty in
decoupling the effects associated with the different degrees of freedom. A typi-
cal example is given by the role played by oxygen vacancies, which are generally
present within a film, but are very difficult to study, since they can be directly
observed only in a few specific scenarios (for example when they form ordered
structures within the sample [235, 236]), while indirect techniques that focus
on vacancy-induced effects (e.g., diffuse scattering [237], cathodoluminescence
spectroscopy [238], analysis of the change in the oxidation state [239] or in
the lattice parameter of off-stoichiometric oxides [240]) lead to results that are
usually more difficult to interpret and strongly dependent on the experimental
conditions. As a consequence, a particular set of ODs in the film may be in-
duced by oxygen vacancies, rather than the OD mismatch with the substrate,
but from an experimental point of view it would be challenging to distinguish
the two cases.
The predictive power of ab initio DFT-based simulations can be used to over-
come many of the experimental limitations described above, thus providing
a detailed analysis of the propagation of octhaedral rotations and tilts from
a substrate into a film. Such simulations make it possible to decouple the
effects of the OD mismatch from those associated to other common degrees
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of freedom such as the lattice mismatch, the oxygen vacancy concentration,
the polar mismatch, and so on. In the next section, we will describe how we
determined which materials to use for the simulation of the substrate and the
film, and describe the preliminary calculations we performed to ensure that the
OD mismatch would be the main driving force for the atomic displacements
observed in the film upon relaxation.
7.3 Simulations of substrate-induced octahe-
dral distortions (ODs) in a perovskite film
7.3.1 Computational details
All the DFT simulations described in this chapter are performed using Quan-
tum Espresso (QE) [196], one of the most popular plane-wave DFT codes3. We
use the generalised gradient approximation (GGA), with ultrasoft PBESOL
pseudopotentials from the QE PSlibrary version 1.0.0. An energy cut-off of
850 eV and a k-point mesh with spacing 0.035 A˚
−1
ensure that total energies
and forces are converged within 1 meV per atom and 1 meV/A˚, respectively.
In the simulations where the atoms in the film are allowed to move, each struc-
ture is relaxed until changes in total energies and forces are below 1 meV and
2.6 meV/A˚, respectively.
7.3.2 The choice of the system
In our study, we ideally want to analyse the distortions that arise in an origi-
nally undistorted perovskite oxide film as the sole result of the OD mismatch
with the substrate. In order to suppress the contributions from other inter-
facial coupling modes, we look for a substrate/film combination that satisfies
the following requirements:
3The use of the scheme illustrated in Chapter 4 would have required the possibility to
sample the Brillouin zone at multiple k-points, not yet implemented in onetep when the
simulations described in this chapter were performed.
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• the substrate (film) must present robust (no) ODs in its lowest-energy
structure, as predicted by DFT. This choice maximises the OD mismatch
at the interface, thus promoting it as the main driving force for the
atomic displacements induced in the originally undistorted (ideally, cubic
centrosymmetric) film;
• the lattice mismatch at the interface must be as small as possible, in order
to suppress the ODs that would arise in the film in order to accommodate
the variation of the in-plane lattice parameter;
• there must be no polar mismatch at the interface, again to avoid spurious
effects in the analysis of the ODs induced in the film. Furthermore, the
study of a non-polar interface avoids the complications associated with
compensating the charge in the simulation cell.
The choice of the film
The ideal film for our study must be predicted by DFT to have an undistorted
cubic centrosymmetric structure at 0 K. In order to find a suitable candidate
among all the ABO3 perovskite oxides, we analyse the Goldschmidt’s tolerance
factor [241] t, defined as
t =
rA + rO√
2 (rB + rO)
, (7.1)
where rA, rB and rO are the ionic radii of the A-cation, B-cation and oxygen,
respectively. The tolerance factor can be interpreted as a geometry param-
eter describing the size mismatch of the A-site and B-site ions in the com-
pound [242,243], and it provides information about the intrinsic stability of a
perovskite structure [244–246]. In particular, for t ∼ 1, the A and B ions have
ideal size, and the structure is predicted to be cubic centrosymmetric. Using
an online plug-in [247] to compute the tolerance factor of several perovskites,
we find that BaZrO3 (BZO) is a promising material to be used as the film in
our simulations, since it has exactly t = 1. Its stability against distortions
has been proved by experiments performed on BZO in powder form, where it
has been found to be cubic centrosymmetric down to room temperatures [248]:
more interestingly, BZO is one of the only perovskite oxides to show no tilting
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at all experimentally observed temperatures.
The lowest-energy structure predicted by DFT at 0 K is determined by con-
sidering the five-atom unit cell of cubic BZO, and computing the total en-
ergy of the system for a series of lattice parameters around the experimental
value [249], aexp0 = 4.192 A˚ at room temperature. The equilibrium lattice pa-
rameter aDFT0 = 4.187 A˚ is obtained by fitting the Birch-Murnaghan equation
of state to the energy-volume curve.
In our study, it is fundamental to ensure that the ground-state of BZO is effec-
tively predicted to be cubic centrosymmetric by DFT, i.e., the energy of the
system is not lowered by any kind of structural distortion, otherwise sponta-
neous ODs may arise upon relaxation, and it would be problematic to decouple
these intrinsic instabilities from the ones induced by the substrate. The stabil-
ity of the ground state is analysed by computing its phonon spectrum, shown
in Figure 7.1. The absence of imaginary-frequency modes proves that the cubic
configuration is indeed intrinsically stable, hence BZO is chosen to be used as
the film in our simulations.
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Figure 7.1: Phonon spectrum of cubic BZO (aDFT0 = 4.187 A˚), computed using
the PHonon package in the QE distribution. The absence of phonon modes
with imaginary frequencies reflects the stability of the cubic structure against
distortions.
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The choice of the substrate
The ideal substrate must be predicted by DFT to have a non-centrosymmetric
structure at 0 K, with fairly robust and relatively large ODs. Among the per-
ovskite oxides in the Pearson’s database for inorganic compounds [250], we
first look for compounds characterised by A- and B-site cations with the same
formal ionic charges as Ba and Zr, i.e. +2 and +4, in order to avoid polar mis-
match at the substrate/film interface. We then refine our search by screening
perovskites with a non-cubic structure at room temperature. Usually, higher-
symmetry phases are stabilised when the temperature is increased [251, 252],
hence compounds exhibiting ODs at room temperature are likely to preserve
them when we consider the low-temperature regime (although the amplitudes
and patterns of the distortion modes may be different in the two cases).
All the aforementioned requirements are met by SrZrO3 (SZO): this perovskite
oxide has been observed to have an orthorhombic structure with Pnma space
group at room temperature, with the first phase transition to an higher-
symmetry structure at around 750◦C. Furthermore, it has the same B-site
cation as BZO, while the A-site cation has the same formal ionic charge of
+2. The pseudo-cubic lattice parameter at room temperature is aexp0 = 4.10 A˚
[253–256], hence the expected interfacial lattice mismatch with BZO is ∼ 2%:
this heterostructure could then potentially be synthetised in real experiments,
since the lattice mismatch should be sufficiently small for the film to form
a coherent interface with the substrate during the growth process4. In or-
der to characterise the lowest-energy structure predicted by DFT, we initially
consider the cubic centrosymmetric configuration of SZO, and determine the
equilibrium lattice parameter aDFT0 = 4.133 A˚. Analysis of the phonon spec-
trum (see Figure 7.2) reveals the presence of modes with imaginary frequencies
corresponding to the k-vectors associated with the Γ, M and R points in the
4This is true at least for relatively thin films, since for a particular critical thickness,
the film will relax and form dislocations [257]. However, we expect this length scale to be
significantly larger than the decay length associated to ODs induced by the substrate into
the film.
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Brillouin zone, compatible with the experimentally observed Pnma phase at
room temperature.
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Figure 7.2: Phonon spectrum of cubic SZO (aDFT0 = 4.133 A˚), computed using
the PHonon package in the QE distribution. The presence of phonon modes
with imaginary frequencies highlights how the cubic structure is not stable
against particular sets of distortions.
Starting from the 20-atom unit cell representative of the Pnma structure re-
ported in Ref. [255] (shown in figure 7.3), we perform a geometry optimisation
by allowing both the atomic positions and cell vectors to relax, in order to
determine the lowest-energy structure predicted by DFT at 0 K.
In order to further characterise the relaxed structure, we perform a distortion-
mode decomposition analysis using the amplimodes software [258] from the
Bilbao Crystallographic Server. In this approach, the distorted low-symmetry
structure is described as arising from the high-symmetry cubic centrosym-
metric parent structure with one or more static symmetry-breaking structural
distortions (usually called irreducible representations or irreps), which are or-
thogonal one to the other. The amplitude of each irrep is related to its weight
in the series expansion of the global structural distortion of the low-symmetry
phase. The results (shown in Table 7.1) highlight how the Pnma structure
results from the condensation of two zone-boundary phonons of different wave
vectors: one at the R point of the cubic Brillouin zone that transforms as
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Figure 7.3: Unit cell representative of SZO in the Pnma phase, as reported
in Ref. [255] (Sr=green, Zr=blue, O=red). The cell vectors aPnma, bPnma,
cPnma (in black in the figure) can be expressed in terms of those representative
of the five-atom unit cell of the cubic phase, apc, bpc, cpc (in red), using the
relations aPnma =
√
2 (apc + bpc), bPnma =
√
2 (apc − bpc), cPnma = 2cpc. In
the following sections of this chapter, we will use [100], [010], [001] to denote
the directions of the Pnma cell vectors aPnma, bPnma and cPnma, respectively.
the irrep R4+, and the other at the M point, which transforms as the irrep
M3+ (see Figure 7.4 for a detailed description of these distortions). The other
modes shown in Table 7.1 are secondary modes, arising from coupling terms
involving the two primary modes R4+ and M3+.
In order to check that the relaxed DFT structure is indeed representative of
the experimentally observed Pnma phase, we compare our results with the
distortion-mode decomposition obtained for five experimentally characterised
SZO structures at room temperature (see Figure 7.5). We also compare the
pseudo-cubic lattice parameters, obtained from the Pnma cell vectors using
apc = |aPnma|/
√
2 = |bPnma|/
√
2 = |cPnma|/2 (see Table 7.2).
The conclusion of this analysis is that the relaxed structure5 of SZO obtained
from DFT simulations at 0 K is in good agreement with the experimental
5It is important to observe that the relaxed structure is obtained starting from the Pnma
configuration, hence it may not be the global lowest-energy structure predicted by DFT for
SZO at 0 K, but it is at least metastable.
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Mode k-vector (Coordinates) Subgroup (ID) Amplitude (A˚)
R4+ R (0.5,0.5,0.5) Imma (74) 1.2952
R5+ R (0.5,0.5,0.5) Imma (74) 0.0919
X5+ X (0.0,0.0,0.5) Cmcm (63) 0.4264
M2+ M (0.5,0.0,0.5) P4/mbm (127) 0.0003
M3+ M (0.5,0.0,0.5) P4/mbm (127) 0.8000
Table 7.1: Irreducible distortion modes of SZO in the Pnma phase, as de-
termined by the amplimodes software. The coordinates of the k-vectors are
expressed in terms of the reciprocal space vectors, obtained from the real space
cell vectors aPnma, bPnma and cPnma using relations analogous to (3.35). A vi-
sualisation of the atomic displacements associated with each mode is provided
in Figure 7.4.
Pseudo-cubic lattice parameter (A˚
Ref. [259] 4.10550
Ref. [255] 4.09745
Ref. [253] 4.10195
Ref. [260] 4.09820
Ref. [256] 4.10240
DFT 4.09052
Table 7.2: Pseudo-cubic lattice parameter for SZO in the Pnma phase: the
results for the lowest-energy structure predicted by DFT are compared with
the ones obtained experimentally at room temperature. The agreement is very
good, since on average the error in the DFT-predicted value is only ∼ 0.17%.
results, and it is characterised by the symmetries typical of the Pnma space
group. The two primary modes are R4+ and M3+, which represent an out-
of-phase octahedral tilt around the [100] axis of the orthorhombic cell (or,
equivalently, around the [110]pc axis of the cubic cell) and an in-phase octa-
hedral rotation around [001], respectively. The magnitude and phase of the
octahedral tilt patterns in the Pnma structure can be conveniently expressed
using Glazer notation [261] a#b#c#, where letters a, b, and c indicate rota-
tions of BO6 units of equal or unequal magnitude about Cartesian axes
6 x,
6The notation used here refers to the axes of the high-symmetry cubic centrosymmetric
parent structure, identified by the cell vectors apc, bpc, cpc defined in Figure 7.3.
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y, z. The superscript # can take three values: 0, + , or -, for no rotations,
in-phase rotations (neighbouring octahedra along a Cartesian axis rotate in
the same direction), or out-of-phase rotations (adjacent octahedra rotate in
the opposite direction), respectively. With our choice of cell vectors for the
Pnma unit cell, the correct Glazer notation is a−b+a−.
In a real experimental set-up, the BZO film would be grown on top of the SZO
substrate along the [001] direction, hence there would be a lattice mismatch at
the interface in the (001) plane. In order to avoid possible ODs induced by the
in-plane compressive strain applied to the film, we must ensure that BZO re-
tains its centrosymmetric structure when simulated at the pseudo-cubic lattice
parameter of the SZO substrate, aSZOpc = 4.091 A˚. Unfortunately, the phonon
spectrum of cubic BZO with lattice parameter aSZOpc reveals the emergence of
an instability at the R point of the Brillouin zone (see Figure 7.6).
The distortion-mode decomposition analysis performed with amplimodes char-
acterised the instability at R as R4+, hence the lattice mismatch alone would
induce octahedral tilts around the [100] axis of the orthorhombic cell.
In a real experimental set-up, these emerging ODs could be suppressed by the
relaxation of the film along [001]. If this was indeed the case, then once again
the only ODs observed in the film would arise from the OD mismatch with the
substrate. In order to investigate this scenario, we fixed the in-plane lattice
parameter of cubic BZO to aSZOpc = 4.091 A˚, and then allowed both the atomic
positions and the out-of-plane cell vector to relax. The distortion modes anal-
ysis performed on the relaxed structure highlighted that a partial suppression
of R4+ is accompanied by the emergence of an instability at M, i.e. an M3+
mode involving octahedral rotations around the [001] axis. The conclusion
of this preliminary investigation is that even if the BZO film was allowed to
relax along the out-of-plane direction, spontaneous ODs would arise due to
the lattice mismatch between the substrate and the film itself. If we then had
to simulate the BZO film on top of the SZO substrate, we would observe two
different types of distortions, induced by the lattice mismatch and the ODs
pattern in the substrate, respectively. These two types of distortions would
likely be coupled one with the other, making it difficult to isolate the effects
due to the role of the OD mismatch alone. In order to address this problem,
202 CHAPTER 7. OCTAHEDRAL DISTORTIONS IN PEROVSKITES
we decide instead to fix the in-plane lattice parameter to aBZOc = 4.187 A˚,
effectively simulating a BZO film grown on top of an SZO substrate that is
under ∼ 2% biaxial tensile strain, applied to match the equilibrium lattice pa-
rameter of the cubic phase of BZO. When SZO is relaxed at aSZOpc = a
BZO
c , the
distortion modes of the Pnma phase are preserved, although their amplitudes
is slightly reduced, as highlighted in Table 7.3. SZO at the lattice parameter
of cubic BZO is still characterised by fairly robust ODs, hence it can be used
as the substrate in our simulations.
In conclusion, the system we study is composed of a BZO film (initially in its
Mode k-vector (Coordinates) Subgroup (ID) Amplitude (A˚)
R4+ R (0.5,0.5,0.5) Imma (74) 1.1964
R5+ R (0.5,0.5,0.5) Imma (74) 0.0932
X5+ X (0.0,0.0,0.5) Cmcm (63) 0.3938
M2+ M (0.5,0.0,0.5) P4/mbm (127) 0.0027
M3+ M (0.5,0.0,0.5) P4/mbm (127) 0.7104
Table 7.3: Irreducible distortion modes of the lowest-energy structure of SZO
at the lattice parameter of cubic BZO, computed using the amplimodes soft-
ware. The coordinates of the k-vectors are expressed in terms of the reciprocal
space vectors, obtained from the real space cell vectors aPnma, bPnma, cPnma
using relations analogous to (3.35).
cubic centrosymmetric phase) on top of a SZO substrate in the Pnma phase.
The in-plane lattice parameter is fixed to the equilibrium lattice parameter
of BZO in its cubic phase, as predicted by DFT. This choice ensures that no
spurious distortions appear in the film as a consequence of the application of
an in-plane strain, and that at the same time the ODs in the substrate are
not suppressed (or significantly reduced in amplitude) by the lattice mismatch.
Furthermore, since the formal ionic charges of Ba and Sr are the same, there is
no polar mismatch at the interface. Therefore, the ODs emerging in the film
when the heterostructure is relaxed can only be induced by the OD mismatch
at the interface. We present the results of our study in the next section.
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[100]
[010]
(a) Undistorted octahedra.
[001]
[010]
[100]
(b) R4+: out-of-phase octahedral
tilt around the [100] axis.
[001]
[010][100]
(c) R5+: out-of-phase octahedral
distortion and A-site displacement
along [010].
[100]
[001]
(d) X5+: out-of-phase octahedral distor-
tion and A-site displacement along [100].
[100]
[010]
(e) M2+: Jahn-Teller mode in
the (001) plane.
[100]
[010]
(f) M3+: in-phase octahedral
rotation around the [001] axis.
Figure 7.4: Visualisation of the distortion modes of the ground-state of SZO,
where the principal directions are defined by the cell vectors of the Pnma struc-
ture. (b) R4+ describes an out-of-phase octahedral tilt around the [100] axis;
(c) Out-of-phase octahedral distortions (R5+(O)) and A-site cation displace-
ments (R5+(A)) along [010]; (d) out-of-phase octahedral distortions (X5+(O))
and A-site cation displacements (X5+(A)) along [100]; (e) M2+ describes a
Jahn-Teller mode, where two bonds shrink and two elongate; (f) M3+ describes
an in-phase octahedral rotation around the [001] axis.
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Figure 7.5: Distortion-mode decomposition analysis for SZO: the results for
the lowest-energy structure predicted by DFT are compared with the ones
obtained experimentally at room temperature. We observe that the DFT
results are within the error associated with the experimental analysis, hence
the DFT ground-state is representative of SZO in the Pnma phase.
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Figure 7.6: Phonon spectrum of cubic BZO at the pseudo-cubic lattice pa-
rameter of SZO in the Pnma phase, computed using the PHonon package in
the QE distribution. The presence of a mode with imaginary frequency at R
indicates that the energy of the system is lowered by spontaneous ODs.
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7.4 Results
7.4.1 Decay length of the octahedral distortions (ODs)
induced in the film by the substrate
The supercell approach
In this section, we analyse the details of the ODs induced in the film by the sub-
strate. We initially focus on determining the decay length of such distortions,
i.e., how far from the interface the bulk limit is recovered, and the structure of
the BZO film is locally indistinguishable from the cubic centrosymmetric con-
figuration. The substrate/film system is simulated using a supercell approach,
with periodic boundary conditions applied in all directions, and no vacuum in-
cluded. The choice of using a supercell in favour of a slab configuration (where
a slab with two free-standing surfaces is embedded in a periodic supercell) is
made for several reasons:
• an explicit treatment of the film surface adds extra degrees of freedom,
and the typical reconstructions and recombinations that originate at the
surface may induce ODs propagating into the film (this may be especially
critical in the limit of ultrathin films);
• a complete analysis of the induced ODs would require the simulation of
multiple combinations of terminations, both for the substrate and the
film, thus increasing the number of simulations required;
• in the case of an asymmetric slab, the net non-zero surface dipole density
in combination with the periodic boundary conditions imposed on the
electrostatic potential would give rise to an artificial electric field across
the slab. The cancellation of this spurious effect requires the use of a
dipole correction, adding another parameter to the DFT simulations.
The main drawback of the supercell approach is the increased number of atoms
in the simulation cell (the BZO region is roughly doubled compared to the slab
configuration, see Figure 7.7), which results in a larger computational cost due
to the typical scaling of PW-DFT codes (third power with respect to the
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number of atoms, but only linear with the amount of vacuum).
In a real experiment, the thickness of the film is significantly smaller than the
one of the substrate. In order to keep the computational cost to a minimum,
we simulate the role of an effectively infinite substrate by freezing three layers
(2 ZrO2 and 1 SrO) at the bottom of the supercell. The structural relaxations
are performed by allowing only the atomic positions in the BZO region to
relax. The first problem is the determination of the minimum size required for
the supercell to observe a full decay of the induced ODs in the middle of the
BZO region. We then consider supercells with increasing thickness, where the
in-plane cell vectors are given by aPnma and bPnma (see Figure 7.3), and the
in-plane pseudo-cubic lattice parameter fixed to aBZOc = 4.187 A˚. The out-of-
plane cell vector is given by Ncpc, where N is constrained to have only even
values (in order to have an integer number of Pnma unit cells along [001]):
for a given value of N , there are 2N layers in total, three of them belonging to
the SZO substrate (hence frozen) and the remaining ones to the BZO region.
An example of a representative SZO/BZO supercell is shown in Figure 7.7.
Quantifying the octahedral distortions (ODs)
The minimum size of the supercell is defined by the smallest value of N for
which no ODs are observed in the middle of the BZO region. In order to have
a local quantitative description of the ODs as a function of both the supercell
size and the distance from the substrate, we consider changes in the shape and
orientation of the octahedra upon relaxation. A single octahedron is charac-
terised by three axes: the two in-plane axes, denoted In1 and In2, are originally
along the [110] and [110] directions, while the out-of-plane axis, denoted Out,
is along the [001] direction (see Figure 7.8a). For each unit cell of BZO along
[001], there are two octahedra to consider, with the corresponding Zr centres
having fractional coordinates (0.0, 0.0, z) and (0.5, 0.5, z) in the centrosymmet-
ric reference configuration. However, their distortions are related by symmetry,
hence it is sufficient to consider only one octahedron per unit cell along [001].
Changes in the shape of the octahedra are quantified by analysing the relative
variation in the length of each axis, ∆l = lrel−l0
l0
, where lrel is the length of the
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[100]
[001]
SZO BZO
Figure 7.7:
√
2 × √2 × 16 SZO/BZO supercell with 160 atoms (Sr=green,
Ba=yellow, Zr=blue, O=red). The substrate is simulated with three layers
that are frozen during the structural relaxation. The central layer of the BZO
region is marked with a dashed line, and it represents the region of the supercell
furthest away from the substrate.
[110]
[110]
[001]
[100]
[010]
(a) Undistorted octahedron.
[100][010]
[001]
α
β
γ
(b) Direction angles.
Figure 7.8: Octahedra axes and their relation with the cell vectors of the Pnma
unit cell. Changes in the octahedra orientation are analysed by computing the
variation of the angles an axis forms with the cell vectors of the supercell.
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axis after relaxation, obtained from the distance between the corresponding
pair of O atoms, and l0 = a
BZO
c = 4.187 A˚ is the original value in the undis-
torted structure. The octahedral rotations/tilts are analysed by computing
the variation in the angles formed by the axes with each of the cell vectors of
the Pnma unit cell, along [100], [010] and [001]: for axis i, the rotation angles
are given by ∆iΘ = (α, β, γ)
rel
i − (α, β, γ)0i , where (α, β, γ)0In1 = (45◦, 45◦, 90◦),
(α, β, γ)0In2 = (45
◦,−45◦, 90◦), (α, β, γ)0Out = (90◦, 90◦, 0◦).
Determination of the decay length of ODs in SZO/BZO supercells
The minimum supercell size is determined by considering SZO/BZO supercells
with increasing thickness, from N = 4 (40 atoms) to N = 16 (160 atoms). In
each case, we compute the ODs in the layer in the middle of the BZO region,
after a fully converged relaxation of the structure. The results (see Figure 7.9)
show that a
√
2×√2× 16 is sufficient to observe a full decay7 of the induced
ODs in the BZO region.
All the results presented in the rest of the chapter are then obtained from√
2 × √2 × 16 supercells. Starting with the system shown in Figure 7.7
(2 ZrO2 and 1 SrO layers frozen in the substrate), we perform a detailed anal-
ysis of the propagation of the ODs into the BZO region, based on the layer-
by-layer evolution of the octahedral axes distortions and rotations.
The results (summarised in Figure 7.10, black set) show that the ODs are
fully suppressed at ∼ 25 A˚ from the substrate, corresponding to about 12 lay-
ers into the BZO region (6 unit cells). It is easier to understand the nature of
the dominant induced ODs by looking at the variation in the orientation of the
out-of-plane octahedral axis (last three plots in Figure 7.10). We observe that
the rotation angles with respect to the [100] direction are quite small in magni-
tude (. 0.5◦), while those around [010] and [001] have approximately the same
magnitude, decaying from a maximum value of ∼ 6◦ for the layers closest to
the substrate. The observed rotation angles are compatible with a tilt around
7In this study, the ODs are considered to be fully suppressed when the changes in the
axes lengths and direction angles are less than 0.1% and 0.1◦, respectively.
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Figure 7.9: Distortions (left) and rotations (right) of the octahedra axes in the
middle of the BZO region, for SZO/BZO supercells with different thickness,
from 40 to 160 atoms. The full decay of the ODs requires supercells of minimum
size
√
2×√2× 16 (in terms of the five-atom unit cell of the cubic phase). The
rotations with respect to [100], [010] and [001] are labelled by α, β and γ,
respectively (see figure 7.8b). The values for the in-plane axes In1 and In2
have been grouped together since they have been found to be equivalent from
the distortion analysis.
the [100] axis of the orthorhombic cell, characteristic of the R4+ distortion
mode (see Section 7.4.2 for a detailed distortion-mode decomposition analysis
of the relaxed structure). The changes in the axes length observed both in-
plane and out-of-plane suggest that other distortion modes are present in the
BZO region, since rigid tilts and rotations alone would not be accountable for
changes in the octahedra shape. The atomic displacements associated to the
distortion modes present in the substrate suggest that both X5+ and M2+
may be responsible for the observed distortions of the octahedral axes: it is
interestingly to observe how these distortion patterns fully decay at ∼ 15 A˚
from the substrate (first two plots in Figure 7.10), compared to ∼ 25 A˚ for
the tilts. Therefore, the individual distortion modes seem to be characterised
by different decay lengths: we will explore this topic in more detail in Section
7.4.2. In the next two sections we will first investigate the dependence of the
induced ODs on the chemical composition of the substrate and the interface.
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Dependence of the ODs decay length on the substrate composition
In this section, we analyse how the induced ODs are affected by the compo-
sition of the substrate. For this analysis we consider a supercell analogous
to the one in Figure 7.7, but with the Sr atoms in the substrate replaced by
Ba atoms. Effectively, we obtain a BZO/BZO supercell, where the Pnma
distortions characteristic of SZO are frozen in the first three layers of BZO
(2 ZrO2 and 1 BaO). We then perform the same layer-by-layer ODs analysis
described in the previous section. The results (summarised in Figure 7.10,
red set) show only very small differences with respect to the supercell with
the SZO substrate. In order to explain why the two datasets are essentially
indistinguishable one from the other, it is necessary to focus on the supercell
region closest to the substrate (see Figure 7.11). First of all, Sr and Ba have a
very similar electronic valence configuration, 4s25s24p6 and 5s26s25p6, respec-
tively. The Sr ion is smaller than the Ba ion (255 pm vs. 270 pm ionic radii,
respectively): however, the different size has a small effect on the ODs close
to the interface, because there is a full ZrO2 substrate layer screening the ef-
fects of the A-site cations in the layer below. As a consequence, the distortion
patterns observed in the film are the same as in the previous section, with
the R4+ being the dominant induced distortion mode with a decay length of
∼ 25 A˚ from the substrate.
Next, we analyse the dependence of the induced ODs on the substrate ter-
mination. We consider a similar BZO/BZO supercell to the one previously
introduced, but this time with 1 ZrO2 and 2 BaO layers frozen in the sub-
strate: the two types of substrate terminations are shown in Figure 7.12, while
the results of the ODs analysis are summarised in figure 7.10 (blue set). In
this case, we observe quite significant differences between the two terminations,
especially in the layers closest to the interface, revealing different patterns re-
sponsible to accommodate the interfacial OD mismatch. In the case of the
(2 BO/1 ZO) substrate, the bottom apical oxygen of the octahedron closest to
the interface is not allowed to relax, hence the tilt mode around [100] is partially
suppressed: this is highlighted by a reduction in the tilting angle with respect
to the (1 BO/2 ZO) case, from ∆Θmax ∼ 6◦ to ∆Θmax ∼ 3◦. The smaller con-
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tribution of the R4+ mode is compensated by a more pronounced distortion of
the octahedral shape, characterised by in-plane Zr-O bonds shorter by ∼ 2.5%
(with respect to the cubic centrosymmetric phase), compared to ∼ 0.25% in
the (1 BO/2 ZO) case. We also observe a larger rotation angle of the in-plane
octahedral axes around [001], which is associated to an increased amplitude
of the M3+ mode. In conclusion, the constraint applied to the bottom apical
oxygen atoms of the octahedra closest to the interface results in a partial sup-
pression of the R4+ tilting mode, hence the OD mismatch with the substrate
is accommodated via more pronounced displacements of the oxygen atoms in
the (001) plane, with a larger in-plane rotation of the axes (associated with
the M3+ mode) and a more significant reduction of the in-plane axes length.
It is important to stress how the dependence on the substrate termination is
visible only in the first 10− 15 A˚, hence the details of the interface are effec-
tively screened after 3 unit cells into the film. The longer-range distortions
induced into the film seem to depend solely on the particular distortion pat-
terns of the substrate, and not on the chemical composition of the interface,
as shown by the three sets of data being effectively indistinguishable one from
the other once we are further than 15 A˚ from the substrate.
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Figure 7.10: Layer-by-layer analysis of the ODs induced in the BZO re-
gion from the SZO substrate, for three supercells with different substrates
(SO=SrO, BO=BaO, ZO=ZrO2). The x-coordinate of each data point is the
distance from the substrate of the Zr atom at the centre of the corresponding
octahedron.
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(a) (1 SO/2 ZO)/BZO. (b) (1 BO/2 ZO)/BZO.
Figure 7.11: The two cases considered for the study of the dependence of the
induced ODs on the chemical composition of the substrate (Sr=green, Zr=blue,
Ba=yellow, O=red): (a) three layers frozen, 1 SrO and 2 ZrO2; (b) three layers
frozen, 1 BaO and 2 ZrO2.
(a) (1 BO/2 ZO)/BZO. (b) (2 BO/1 ZO)/BZO.
Figure 7.12: The two cases considered for the study of the dependence of the
induced ODs on the substrate termination (Zr=blue, Ba=yellow, O=red): (a)
three layers frozen, 1 BaO and 2 ZrO2; (b) three layers frozen, 2 BaO and 1
ZrO2.
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7.4.2 Mode decomposition of the induced ODs
In the previous section, we determined the decay length of the global ODs
induced into the film by the substrate. In this section, we decompose the ob-
served distortions into orthogonal symmetry modes, and determine how each
mode propagates into the film. This analysis is important because each ir-
rep carries a well defined physical representation of the displacive distortions:
the unique atomic coordinates describing the various symmetry-adapted struc-
tural modes can be related to specific properties of the low-symmetry structure,
and the relative importance of the distortion modes on such properties may be
mapped by means of ab initio computational methods [262]. An accurate de-
scription of the amplitude of the individual irreps as a function of the distance
from the substrate is crucial to determine the local changes in the properties
of the film induced by the substrate.
In this analysis we only consider the system shown in Figure 7.7, i.e. a√
2 × √2 × 16 SZO/BZO supercell with 2 ZrO2 and 1 SrO layers frozen in
the substrate. The use of amplimodes to determine the distortion modes
representative of the relaxed structure is problematic in this case, since the
amplitude of each mode varies continuously as we move further away from the
substrate (the amplimodes input ideally requires a bulk-like structure with
constant-amplitude distortion modes frozen in).
A possible approach to overcome this limitation is to freeze one mode at a time
in the SZO substrate, and then perform a structural relaxation: the observed
ODs in the BZO region, quantified by the changes in the length and orientation
of the octahedral axes, would then be associated with the single mode frozen
in the substrate. While in principle this method allows an accurate local de-
scription of the ODs induced by each mode, it effectively neglects the coupling
of the different modes [263]. One potential effect of the coupling is a change in
the decay length of the individual modes, i.e., a distortion mode could survive
at larger length scales if coupled with a mode with larger amplitude. Another
interesting effect may be the emergence in the film of new distortion modes,
not originally present in the Pnma phase.
In order to take into account the potential coupling between the induced ODs,
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we perform a mode decomposition analysis using amplimodes on portions
of the BZO region. We then consider 2-unit cell thick cuts (4 layers) along
the [001] direction, starting from the BZO layer closest to the substrate, and
moving one layer at a time up to the middle of the BZO region: each cut
(treated as a periodic bulk structure) contains 2 BaO and 2 ZrO2 layers, hence
it can accommodate all the distortion modes of the Pnma structure (see Fig-
ure 7.13).
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Figure 7.13: Example of a 4-layer thick cut from the BZO region, to be used
as input for the local distortion mode analysis with amplimodes (Sr=green,
Zr=blue, Ba=yellow, O=red).
The results are plotted in Figure 7.14. First of all, our results support the con-
clusions in the previous section, i.e., the dominant distortion (both in terms of
amplitude and associated length scale) is the R4+ tilt mode around the [100]
axis of the orthorhombic cell. It is also interesting to observe how the individual
distortion modes have different decay lengths within the BZO region. While
R4+ and R5+ fully decay to zero at ∼ 25 A˚ from the substrate, M3+ and
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Figure 7.14: Decay of the Pnma distortion modes for a 160-atom SZO/BZO
supercell, computed using amplimodes on 4-layer cuts from the BZO region.
The x-coordinate of each data point is the distance from the substrate of the
bottom layer of the current 4-layer cut.
X5+ have a decay length8 of roughly ∼ 15− 17 A˚. Since X5+ is a secondary
mode arising from a coupling term involving both R4+ and M3+, it is not
surprising that the decay length of X5+ is determined by the fastest-decaying
mode between R4+ and M3+. A rather surprising result of our analysis is
given by the significant reduction in the amplitude of M3+ compared to R4+.
In the Pnma substrate, the amplitude of M3+ is ∼ 60% of the one of R4+.
However, after just half unit cell from the substrate, the ratio of the ampli-
tudes of M3+ and R4+ is reduced to ∼ 10%. One possible interpretation may
be an inaccurate determination of the weights of each irrep by amplimodes:
in each cut considered, the modes are decaying in amplitude from the bottom
to the top layer, while amplimodes expects the distortions to be constant in
amplitude throughout the sample. As a consequence, it is possible that the
atomic displacements associated to M3+ decaying along [001] are wrongly as-
sociated to other distortion modes. However, since the cut region is relatively
8In this analysis, the decay length of a single mode is defined as the distance from the
substrate at which the mode amplitude is less than 0.01 A˚.
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small, we expect this effect alone not to be able to account for the different
decays of M3+ and R4+. In order to explain this phenomenon, we analyse the
way the octahedra are connected along [001]. Since the displacement pattern
associated with M3+ is a rotation around [001], the apical oxygen atoms are
not affected. On the other hand, in the R4+ mode the apical oxygens are
displaced in opposite directions moving from one BaO layer to the next. Since
the apical oxygen atoms are shared by neighbouring octahedra along [001], the
conclusion is that the distortions of the octahedra induced by R4+ are highly
correlated along the direction perpendicular to the interface, while the ones
induced by M3+ are not (the shared apical oxygen atoms are not displaced).
This could explain why M3+ is suppressed quicker than R4+ when moving
away from the substrate and into the film. This conclusion seems also to be
supported by the analysis of the induced R5+: this mode also involves out-of-
phase displacements of the apical oxygen atoms, and it has a decay length of
∼ 25 A˚, similar to R4+.
In conclusion, the way the octahedra are interconnected along the direction
perpendicular to the interface plays a key role in determining how the different
distortion modes propagate into the film. Distortion modes involving displace-
ments of the shared apical oxygen atoms are characterised by highly correlated
ODs along [001], hence they have larger decay lengths associated to them. On
the other hand, the ODs of modes involving only atomic displacements of the
planar oxygens are weakly correlated along the out-of-plane axis, and decay
quicker as we move away from the substrate.
7.4.3 Emergence of new induced ODs in the film
In the previous section, we analysed the decay length of the distortion modes
originally present in the Pnma substrate, considering 4-layer cuts from the
BZO region of the supercell. However, the distortion-mode decomposition
analysis using amplimodes provided other interesting results, namely the
emergence of new induced distortion modes, not originally present in the SZO
substrate (see figure 7.15.) The decay of the amplitude of these modes, as a
function of the distance from the substrate in the 160-atom SZO/BZO super-
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cell, is shown in Figure 7.16.
Once again, it is important to stress how these results are quite sensitive to the
way in which amplimodes determines the weight of each mode in the global
distortions present in the 4-layer cuts from the BZO region. This consideration
is particularly critical in this case, since in general the modes in Figure 7.16
are characterised by small amplitudes. However, one possible (and more physi-
cally intriguing) explanation for the emergence of these modes may be given in
terms of the presence of coupling terms involving the gradients of the primary
modes in the expansion of the free energy around the high-symmetry cubic
centrosymmetric configuration. An estimate of the primary mode gradients
along [001] can be computed by dividing the mode amplitudes in the substrate
by the decay lengths9 obtained from Figure 7.14, giving ∂R4+
∂z
∼ ∂M3+
∂z
∼ 0.05.
If our interpretation is correct, then the emergence of the new modes can be
primarily attributed to their coupling with the decaying R4+ and M3+ modes.
The presence of polar ferroelectric distortions is particularly interesting, since
it suggests that it may be possible to induce ferroelectric behaviour in an orig-
inally paraelectric material such as BZO. In order to obtain a local description
of the polarisation vector in the film, we considered 2-layer cuts from the BZO
region (1 unit cell thick along [001]), and we computed the bilayer polarisation
vector as
Pn =
∑
i
qi
(
rreli − r0i
)
(7.2)
where the sum runs over all the atoms in the cut, qi are the formal ionic charges
(+2 for Ba, +4 for Zr and -2 for O), and rreli (r
0
i ) are the absolute ionic positions
after (before) relaxation. Since in each cut there are 2 Ba atoms, 2 Zr atoms
and 6 O atoms, we have
∑
i qi = 0, hence the polarisation vector does not de-
pend on the choice of the origin. The polarisation is computed for each pair of
layers in the BZO region, starting from the layer closest to the substrate up to
the middle of the BZO region. While a non-zero polarisation along [001] is not
surprising because of the gradients in the atomic displacements perpendicular
to the interface, the presence of a non-zero in-plane component is quite inter-
9As in the previous section, the decay length of a single mode is defined as the distance
from the substrate at which the mode amplitude is less than 0.01 A˚.
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esting (see Figure 7.17), and suggests that a spontaneous electric polarisation
can be induced in an originally centrosymmeteric paraelectric material as a re-
sult of the coupling of a polar ferroelectric mode with the gradients associated
to the decaying primary modes induced from the substrate into the film. The
effect seems to be non-negligible at short distances from the substrate, hence it
could be important in the limit of ultrathin films. Our analysis suggests that
the emergence of the GM4- mode (described in Figure 7.15) is not just a spu-
rious effect arising from the limited resolution of amplimodes in dealing with
variable-amplitude distortion patterns, but it is indeed a real and physically
meaningful phenomenon. A more detailed analysis of the physical origin of the
modes in Figure 7.16 would be a very interesting and natural development of
the work presented in this chapter.
7.5 Conclusions
In this chapter, we presented a detailed analysis of the propagation of ODs
from a distorted Pnma substrate into an originally undistorted cubic cen-
trosymmetric film. In order to focus on the OD mismatch at the interface as
the main driving force for the induced ODs in the film, we minimised as best as
we could the spurious effects arising from other phenomena such as lattice and
polar mismatch between the substrate and the film. We then chose SZO as the
substrate and BZO as the film, since SZO has robust distortions in its Pnma
ground-state, and BZO is predicted by DFT to be cubic centrosymmetric at
0 K. Furthermore, the lattice mismatch is relatively small (∼ 2%), and there
is no polar mismatch since qBa = qSr = +2.
The in-plane lattice parameter was fixed to the equilibrium value of BZO, in
order to avoid the emergence of spontaneous ODs in the film when subject to
an in-plane compressive strain. The effect of the substrate was simulated by
freezing 3 layers of SZO (1 SrO and 2 ZrO2), and allowing the atoms in the
BZO region to relax. A supercell
√
2×√2× 16 with 160 atoms was found to
be sufficient to observe the full decay of the induced ODs in the middle of the
BZO region.
Our results showed that the ODs within the BZO region were fully suppressed
at ∼ 25 A˚ from the substrate, with the observed variations in the length and
orientation of the octahedral axes compatible with R4+ (tilt around the [100]
axis of the orthorhombic cell) being the dominant distortion mode induced in
the BZO region. Replacing the Sr atoms in the substrate with Ba atoms did
not affect the results, because of the similar electronic valence configuration of
the two species, and the effects of the different ionic size being screened by a
full frozen ZrO2 layer. On the other hand, we found that the details of how the
OD mismatch is accommodated close to the substrate depends on the interface
layer: specifically, the different constraints of the apical oxygen atoms closest
to the substrate result in different distortion patterns, with the magnitude of
the tilt (related to the amplitude of the R4+ mode) reduced in favour of larger
distortions and in-plane rotations of the octahedral axes when considering a
BaO vs. ZrO2 termination.
The decomposition of the distortions in the irreducible representations of the
Pnma phase highlighted how (in the case of the SZO/BZO supercell) the in-
dividual distortion modes were characterised by different decay lengths. In
particular, the distortion modes characterised by displacements of the apical
oxygen atoms (connecting the octahedra along [001]) such as R4+ and R5+
were characterised by larger decay lengths (∼ 25 A˚), while the others (most
notably M3+) were fully suppressed after ∼ 15 A˚ from the substrate. The
R4+ tilt mode was found to be the dominant mode (both in terms of ampli-
tude and decay length) induced in the film by the substrate.
This analysis also highlighted the emergence of new distortion modes in the
film, not originally present in the Pnma substrate. These modes were most
likely originated by coupling terms involving the gradients of the decaying
primary modes from the substrate into the film, i.e., R4+ and M3+. Of par-
ticular interest is the emergence of a polar ferroelectric mode, suggesting the
opportunity to induce a spontaneous ferroelectric polarisation in an originally
paraelectric cubic centrosymmetric material such as BZO. The short length
scales associated to the induced polarisation suggest that this effect could play
an important role in the ultrathin limit, opening interesting opportunities to
induce novel electronic properties by simply exploiting the interfacial OD mis-
match between the film and the substrate.
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(a) Undistorted octahedra.
[100]
[001]
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(b) GM4-: polar ferroelectric mode with
O and A-site displacements.
[100]
[010]
(c) GM5-: O displacements in
the (001) plane.
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[010]
[001]
(d) X1+: out-of-phase apical O and A-site
displacements along [001].
[100]
[001]
(e) M5+: in-phase octahedral tilting
around the [010] axis.
[100]
[010]
[001]
(f) M5-: in-phase apical O
displacements along the [100] axis.
Figure 7.15: Visualisation of the new distortion modes induced in the BZO
region, where the principal directions are defined by the cell vectors of the
Pnma structure. (b) GM4- describes a polar ferroelectric mode with both O
and A-site displacements; (c) GM5- is characterised by O displacements in the
(001) plane; (d) out-of-phase O and A-site cation displacements along [001];
(e) M5+ is an in-phase tilting mode around [010]; (f) M5- describes in-phase
displacements of the apical O atoms along [100].
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Figure 7.16: Decay of the Pnma distortion modes for a 160-atom SZO/BZO
supercell, computed using amplimodes on 4-layer cuts from the BZO region.
The x-coordinate of each data point is the distance from the substrate of the
bottom layer of the current 4-layer cut.
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Figure 7.17: Components of the polarisation vector in the 160-atom SZO/BZO
supercell, computed applying Eq. (7.2) to 2-layer cuts from the BZO region.
The x-coordinate in the plot represents the distance from the substrate of the
bottom layer of the considered cut.

Chapter 8
High-throughput screening of
electrolytes for applications in
solid-state Li-ion batteries
8.1 Motivation
Over the last century, economic growth has been the major driving force for
the development and expansion of the transportation industry. The reliance on
transport has been identified as one of the main factors contributing to global
climate change [264]: the ever-increasing consumption of oil, the dominant
fuel source for transportation, has significantly increased the concentration of
greenhouse gases in the atmosphere, leading to an overall increase in CO2 lev-
els and globally averaged temperatures.
According to reports published by the International Energy Agency [265], in
2002 transportation alone accounted for 26% of global CO2 emissions. In par-
ticular, road transport is by far the biggest contributor to greenhouse gases,
since it accounts for 81% of total energy use by the transport sector. In order
to reduce the carbon footprint of road transport, in recent years a significant
effort has been made to replace the traditional internal combustion engine
(ICE) with eco-friendly battery-powered electric vehicles (EVs). Since EVs
use electrochemical storage systems (commonly referred to as accumulators or
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rechargeable batteries) to convert chemical energy into electrical energy, they
have zero emissions when in operation. Furthermore, electric powertrains have
significantly higher efficiency than traditional ICEs (90% vs. 25%), and since
they are directly connected to the wheels, they allow energy to be saved when
the vehicle is coasting and recovered when the vehicle is breaking. However,
EVs usually require large electrochemical cells in order to store a sufficient
amount of energy to guarantee an adequate range. The size and weight of the
batteries dramatically constrain the performance of the vehicle and require ad-
ditional systems to prevent overheating. Furthermore, current battery packs
are significantly more expensive than traditional ICEs and more sensitive to
the external conditions (i.e. very low/high temperatures), and require to be
changed after shorter periods of time.
The main challenge for a widespread introduction of electric vehicles is then
given by the development of safe, affordable and compact batteries charac-
terised by high energy density and durability, i.e. small loss of performance
over a large number of cycles. Among existing battery technologies, the most
promising candidate for the development of new generation EVs is the lithium-
ion (Li-ion) battery, since it offers several advantages with respect to other
types of batteries (see Section 8.2). However, the use of volatile electrolytes in
today’s Li-ion batteries presents a safety hazard [266], resulting in potentially
catastrophic failures that can only be prevented by decreasing the operating
voltages (thus affecting the battery performance) and adding components to
control the state of the battery, such as current-limiting devices and safety
vents (thus increasing the weight, cost and complexity of the package). The
dangers associated with the use of Li-ion batteries with liquid electrolytes are
highlighted by the recent grounding of Boeing’s 787 Dreamliner fleet, due to
the risk of the batteries overheating or catching fire [267,268].
One viable path to safe, light and efficient storage devices is the use of non-
organic solid electrolytes. There is an abundance of possible candidates to serve
as electrolytes in solid-state batteries, and an experimental trial-and-error ap-
proach is resource-prohibited to testing a limited number of them. In this
chapter, we will describe a framework we developed to efficiently and quickly
screen the most promising crystalline materials to be tested as electrolytes in
8.2. ELECTROLYTES IN LI-ION BATTERIES 227
next-generation solid-state Li-ion batteries. In our analysis, we will focus on
the issue of determining whether a particular solid electrolyte is stable when
put in contact with the battery electrodes.
The work in this chapter was completed in a period of 6 months under the
supervision of Dr. Boris Kozinsky and Dr. Georgy Samsonidze, at the Robert
Bosch Research and Technology Center in Cambridge, MA.
8.2 Electrolytes in Li-ion batteries
Compared with other types of batteries such as lead-acid, nickel-cadmium
(Ni-Cd) and nickel-metal hydride (Ni-MH), Li-ion batteries offer higher en-
ergy efficiency and power density, which allow them to be designed lighter and
smaller in weight and size, respectively. The higher performance of Li-ion bat-
teries is mainly due to Li having the lowest reduction potential of any element,
hence ensuring the highest possible cell potential. Other advantages of Li-ion
batteries include a broader temperature range of operation, rapid charge ca-
pability, small memory effect, a relatively long life cycle and low self-discharge
rate [269]. These features explain why they have become the first choice in
consumer electronics such as cell phones, laptop computers, digital cameras,
video cameras, power tools and other portable devices.
The essential components of a typical Li-ion battery are shown in Figure 8.1. In
the discharge process, Li in the anode is ionised and emitted to the electrolyte.
The charged Li ions then move through the electrolyte and they become em-
bedded in the porous Li metal oxide cathode (intercalation). At the same time,
the electrons released from the anode move to the cathode, generating electric
current that can power an external load. In the charge process, the motion of
electrons and Li ions is reversed. The properties of a Li-ion battery dramati-
cally depend on the choice of materials for the cathode, anode and electrolyte:
each combination offers a trade-off in terms of energy density, safety, reliability
and durability in automotive usage [270].
In this project, we focused on the screening of materials to be used as elec-
trolytes in Li-ion batteries. An ideal electrolyte is characterised by the follow-
228CHAPTER 8. ELECTROLYTES SCREENING FOR LI-ION BATTERIES
+ -
A
Cathode AnodeElectrolyte
e− Charge e− Discharge
Li+
P
os
it
iv
e
cu
rr
en
t
co
ll
ec
to
r
N
eg
at
iv
e
cu
rr
en
t
co
ll
ec
to
r
Li+
Li+
Li+ Charge
Discharge
Li1−xMO2 LixC
Li+
Li+
Figure 8.1: Schematic of a typical Li-ion cell using a Li metal oxide for the
cathode and lithiated graphite for the anode: the motion of electrons and Li
ions during charge/discharge cycles is highlighted.
ing properties:
• high Li-ion conductivity at operating temperature, ensuring high power
density and short recharging periods;
• high electronic resistivity, in order to ensure the electrons flow from anode
to cathode against the external load and not through the electrolyte itself,
thus avoiding the risk of short circuits;
• chemical stability to Li and the cathode/anode components at operat-
ing conditions, in order to prevent the risk of potentially catastrophic
failures.
In current Li-ion batteries, the electrolyte is often an organic solvent (e.g.,
ethylene carbonate, dimethyl carbonate, diethyl carbonate, and propylene car-
8.2. ELECTROLYTES IN LI-ION BATTERIES 229
bonate) in which Li salts (e.g., LiPF6, LiBF4, LiClO4) are dissolved. Liquid
electrolytes are characterised by high ionic conductivity and a large contact
area with the electrodes, ensuring high energy and power density for the bat-
tery. Furthermore, they can accommodate even fairly significant changes in
volume of the electrodes during charge/discharge cycles.
However, they are often characterised by relatively poor physical and chemical
stability, which is the source of several safety hazards. For example, Li battery
electrolytes based on alkyl carbonate solvents are known to react vigorously at
elevated temperatures with lithiated graphite and delithiated cathodes (e.g.,
LixCoO2 with x < 0.5) [271–274]. Other commonly used electrolytes, such as
LiPF6, are flammable, and electrochemically stable only up to ∼ 4.5 V [275].
Furthermore, liquid electrolytes typically decompose upon contact with the
charged active materials, both anodes [271, 276–279] and cathodes [280–282].
This issue can be alleviated by choosing an appropriate combination of elec-
trode and electrolyte, so that the solvent decomposes on initial charging and
forms a solid layer called the solid electrolyte interphase (SEI) [283]. While this
layer prevents further decomposition of the electrolyte, its insulating character
results in a net decrease in the Li ion conductivity of the cell. Moreover, the
SEI decomposes as charge/discharge cycles are repeated, hence the durability
of the battery is tightly connected to the composition and morphology of the
SEI, which is often difficult to predict and analyse.
Another issue typical of liquid electrolytes is related to the growth of so-called
dendrites [284]. Over the course of several battery charge/discharge cycles,
particularly when the battery is cycled at a fast rate, microscopic fibres of
lithium, called dendrites, sprout from the surface of the anode and spread
across the electrolyte until they reach the other electrode. An electrical cur-
rent passing through these dendrites can short-circuit the battery, causing it
to rapidly overheat and in some instances catch fire.
The aforementioned issues can be overcome by using solid electrolytes in place
of organic solvents. Solid electrolytes are usually characterised by high elas-
tic modulus and density, hence they are effective in suppressing the dendritic
growth of Li at the electrode interface. As a result, solid electrolytes may
enable the use of pure Li metal as anode material, hence increasing the anode
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capacity by a factor of 10 with respect to the commonly used graphitic carbon
(∼3800 mAh/g vs. 350 mAh/g), and more than doubling the energy density
of the full battery. While liquid organic solvents usually decompose at voltages
above∼4.5 V, some ceramic electrolytes have recently been shown to withstand
more than 7 V [285]. Therefore the use of solid electrolytes may open the possi-
bility to operate cathode materials with higher energy density, thus increasing
the overall battery performance. Solid electrolytes remove several constraints
that liquid electrolytes must otherwise satisfy, but the overall requirements are
usually difficult to obtain in a single material: in particular, inorganic materi-
als typically have lower Li ion conductivities than liquid electrolytes at room
temperature, by two or more orders of magnitude. Only a few classes of viable
solid electrolytes have been discovered by trial and error, and each one has
serious trade-offs between stability and conductivity [286]. For example, Li
garnets are stable in contact with Li metal and at high operating voltages, but
have relatively low conductivities (5×10−2 S/m at 300 K) [287]. On the other
hand, glassy sulfide ceramics exhibit high conductivity (3.2 × 10−1 S/m at
300 K for 0.7Li2S-0.3P2S5), as do recently introduced crystalline Li10GeP2S12
(1.2 × 10−1 S/m at 300 K) [288], but sulfides are often not stable in contact
with both Li metal anodes and oxide cathodes.
Of the 130,000 known inorganic compounds, about 10,000 contain Li, but only
a few of them have been considered for use in Li-ion batteries as electrolytes.
The only possible way to explore this huge space is the use of a systematic
computational approach. Density-functional theory (DFT) has been proven
to be able to compute relevant properties of materials quickly and with good
accuracy (see Section 2.3). In the next sections, we explain in detail how the
predictive power of DFT simulations can be used to analyse the stability of
potential solid electrolytes when put in contact with commonly used electrodes
(both cathodes and anodes).
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8.3 Stability analysis: the Convex Hull con-
struction
The performance and stability of solid-state Li-ion batteries is strongly affected
by the properties of the cathode/electrolyte and anode/electrolyte interfaces.
Understanding what secondary phases may form at the interfaces between the
electrolyte and the electrodes is fundamental to ensure the correct behaviour
of the battery. For example, an insulating solid electrolyte may decompose
into two or more compounds at the electrode interface: if one of these com-
pounds happens to be metallic, the electrons may flow through the electrolyte,
thus increasing the risk of short circuits. Since batteries can operate under dif-
ferent conditions (temperature, pressure, oxidising or reducing environment,
. . . ), and Li ions enter and exit the electrolyte during the charge/discharge
cycles, a thorough understanding of the phase equilibria under stoichiometric
and off-stoichiometric conditions is essential.
In order to determine whether an electrolyte/electrode interface is stable, it
is necessary to construct a phase diagram, where the relative thermodynamic
stability of phases belonging to the composition space is compared using an
appropriate free energy model. The composition space of the interface is given
by the union of the elements constituting the electrolyte and electrode, respec-
tively. For example, if we consider Li10GeP2S12 as the electrolyte, and LiCoO2
as the cathode, the composition space is given by {Co, Ge, Li, O, P, S}, which
has dimension M = 6. For an isothermal, isobaric, closed system, the relevant
thermodynamic potential is the Gibbs free energy (G), which can be expressed
as a Legendre transform of the enthalpy (H) and internal energy (E) as
G (T, P, {Ni}) = H (T, P, {Ni})− TS (T, P, {Ni})
= E (T, P, {Ni}) + PV (T, P, {Ni})− TS (T, P, {Ni}) ,
(8.1)
where T is the temperature of the system, S is the entropy, P is the pressure, V
is the volume, and Ni is the number of atoms of species i in the system. Since
we are interested in comparing the relative stability of condensed phases at
ambient pressure, the variation in volume ∆V is small, hence the energy scale
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associated with P∆V is small relative to the free energy differences between
phases, and the contribution of the PV term can be neglected. At T = 0 K, the
expression for the Gibbs energy simplifies to just E, the energy of the system1.
For a given compound, if we normalise E with respect to the total number of
particles, we can replace the absolute number of particles of species i with the
fractional composition xi, defined as xi = Ni/
∑
iNi. The phase diagram at 0
K can then be constructed by comparing the energy per atom E = E/
∑
iNi
of all the compounds in the M -dimensional composition space. In order to
determine whether a particular compound is stable in a given composition
space, we use the convex hull method [289]. From a mathematical point of
view, the convex hull of a finite set of points W in a given space is defined as
the smallest convex set containing the points,
Conv (W ) =

|W |∑
i=1
αiwi
∣∣∣∣∣∣ (∀i : αi ≥ 0) ∧
|W |∑
i=1
αi = 1
 (8.2)
When we consider the relative stability of compounds in a given composition
space of dimension M , the set W is described by P points with M + 1 coordi-
nates (one for each element in the composition space and one for the energy),
where P is the total number of compounds in the composition space. However,
the fractional compositions xi must satisfy
∑
i xi = 1. For a given element j, it
is then possible to express the fractional composition xj in terms of the other
M − 1 ones, xj = 1−
∑
i 6=j xi. Therefore, it is possible to reduce the number
of coordinates for the composition space by one: each compound is uniquely
defined by a set of M coordinates
(
x1, . . . , xM−1, E
)
. An example of the con-
vex hull associated with a group of points for M = 2 is shown in Figure 8.2:
the vertices and facets (commonly referred to as simplices) are highlighted.
In order to illustrate how the convex hull method can be used to construct
a phase diagram, we consider the simple case of the 2D composition space
{Na, S}. In the Materials Project database [290], there are currently six com-
1It is important to stress how this is a potentially big approximation, since Li-ion batteries
usually operate between 280 K and 340 K, and phase transitions or other temperature-related
phenomena could take place in this range. Our method can then be considered as a zeroth
order approach for fast materials screening.
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Figure 8.2: Example of convex hull construction in a 2D-space: the decompo-
sition of the hull into two halves, upper and lower, is highlighted.
pounds in {Na, S}, each one identified by a value of xS (or equivalently xNa)
in the range [0,1] (see Table 8.1).
Material Id Formula Space group xS xNa
mp-127 Na Im3 m 0.000 1.000
mp-648 Na2S Fm3 m 0.333 0.667
mp-2400 NaS P63/mmc 0.500 0.500
mp-12180 NaS2 I 4 2d 0.667 0.333
mp-28127 Na2S5 Pnma 0.714 0.286
mp-96 S P2/c 1.000 0.000
Table 8.1: Compounds in the {NaxNa , S1−xNa} ≡ {Na1−xS , SxS} composition
space, extracted from the current version (2.0.0) of the Materials Project
database.
The energy per atom of each compound was calculated using Quantum Espresso
(QE) [196], a traditional plane-wave DFT code (see Section 8.4.1 for the com-
putational details of the simulations). The lower convex hull obtained for the
set of six compounds in Table 8.1 is shown in Figure 8.3.
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Figure 8.3: Lower convex hull construction for compounds in the composition
space {Na1−xS , SxS}. Each vertex of the hull represents a stable compound.
Points above the hull, like Na2S5, are unstable, and the reaction energy (per
atom) is given by the distance of the point from the simplex it belongs to. The
vertices of the simplex represent the products of the decomposition reaction2,
in this case NaS2 and S.
The vertices of the lower convex hull represent stable compounds in the com-
position space of interest. On the other hand, points above the hull represent
unstable compounds. In order to illustrate why this is the case, let us consider
the compound Na2S5 in Figure 8.3. In our approach, since we neglect the PV
and TS terms in the Gibbs free energy equation, we can effectively approx-
imate the chemical potential of a given compound with its energy per unit
formula. If we then use the number of particles of species i per unit formula
to identify a given compound, the relation between the chemical potentials
can be extracted from a comparison of the energies per unit formula. If the
point corresponding to Na2S5 lay on the simplex with vertices NaS2 and S,
the chemical potential of Na2S5 would be equal to a linear combination of the
2At least within the resolution of compounds that are currently present in the database:
addition of new compounds in a given composition space may significantly change the details
of the corresponding convex hull.
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chemical potentials of NaS2 and S,
µNa2S5 = 2µNaS2 + µS. (8.3)
In this equilibrium situation, no energy is required for the direct or inverse
reaction to occur, hence Na2S5 would coexist with both NaS2 and S phases. If
Na2S5 was below the simplex, then
µNa2S5 < 2µNaS2 + µS, (8.4)
and it would be thermodynamically favourable for NaS2 and S to react and
form Na2S5, which would then become a new vertex of the lower convex hull.
In Figure 8.3, Na2S5 is above the hull, hence
µNa2S5 > 2µNaS2 + µS, (8.5)
and it is favourable for Na2S5 to decompose into NaS2 and S, hence Na2S5 is
unstable in the composition space considered.
For larger composition spaces, the same method applies, but the simplices are
difficult to visualise because of the increased dimensionality of the convex hull.
The procedure to determine whether a given compound is stable can be then
summarised as following:
1. find the associated composition space, given by all the elements in the
compound;
2. determine all the known compounds in the composition space of interest,
which can be extracted from one of the available databases of inorganic
crystal structures containing either experimental (ICSD [291], Pearson
[250]) or ab initio (Materials Project, Open Quantum Materials Database
[292]) data3;
3. for each compound, determine the lowest energy structure by relaxing
3The use of ab initio databases has the potential to extend the predictive capabilities of
our method, since it allows to study the properties of phases that have not been discovered
or experimentally synthesised yet.
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both the cell vectors and the atomic positions;
4. construct the lower convex hull: if the compound is one of the vertices,
it is stable; if not, it is unstable, and the product phases of the decompo-
sition are given by the vertices of the simplex containing the projection
of the compound along the energy axis. The projection length (i.e., the
distance of the compound from the simplex) is related to the reaction en-
ergy ∆E of the decomposition process: the larger ∆E, the more unstable
the compound.
This method can be extended to the study of the relative stability of an inter-
face, as in the case of a solid electrolyte in contact with an electrode. If the
two compounds of interest are termed P1 and P2, respectively, the composition
space is given by the union of the composition spaces associated with P1 and
P2. In the case of a closed system (i.e., no external reservoirs), the stability
analysis of the interface requires studying the stability of each point along the
line connecting P1 and P2 in the energy-composition space: the interface is
stable if all the points along the line are part of a simplex, otherwise reactions
will occur to decrease the energy of the system. The product phases are given
by the vertices of all the simplices spanned by the points along the line. It is
important to stress how an interface can be unstable even though P1 and P2
are stable when considered as individual compounds in the composition space
of interest, as shown in Figure 8.4.
8.4 High-throughput approach to the stability
analysis of electrolyte/electrode interfaces
In the previous section, we described the convex hull method by considering
a very simple 2D composition space, populated by only six compounds. The
study of potential candidates to be used as solid electrolyte/electrode pairs,
however, usually results in quite large composition spaces characterised by
several hundred compounds. As a practical example, let us consider the inter-
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Figure 8.4: Lower convex hull construction for compounds in the composition
space {Na1−xS , SxS}. The stability of the Na/NaS interface requires the analysis
of the points along the line connecting Na and NaS in the energy-composition
space. Since the line lies above the hull, the interface is not stable, and Na2S
is formed as a reaction product.
face between Li10GeP2S12 (a popular solid electrolyte) and LiCoO2 (a popular
cathode). The composition space is given by {Co, Ge, Li, O, P, S}, populated
by 558 entries in the current version of the Materials Project database. For
each compound, it is necessary to find the energy of the ground-state, which
requires a full relaxation of the cell vectors and the atomic positions in order
to determine the lowest energy structure. Due to the large number of calcu-
lations to be performed, it is necessary to use a method that is capable of
accurately computing energies and forces with affordable computational cost.
Furthermore, since we are interested in compounds that may have not been
experimentally studied yet, the method must be able to accurately describe
material properties with very little or no assumptions (preferably ab initio).
Finally, different compounds in the same composition space can be quite dif-
ferent one from each other (insulators vs. metals, correlated vs. non-correlated
systems, . . . ), hence we require a method that has a broad range of application
and good transferability when moving from one class of materials to another.
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Density-functional theory (DFT) represents a good choice in this regard, since
it generally provides good accuracy across the periodic table. Furthermore,
the unit cells of the compounds of interest usually contain only a few atoms,
hence the determination of the lowest energy structure is quite fast on modern
supercomputers.
Several databases containing many DFT-computed properties of inorganic
structures already exist. However, we decided to implement our own infras-
tructure and produce our own data to ensure full control on the quality of the
results. A critical issue of the available databases is the choice of the corrections
to use to address some of the shortcomings of traditional DFT calculations.
One example is given by the choice of the U parameter in the DFT+U scheme
used to improve the accuracy of DFT in describing compounds with transition
metals (see Section 8.4.1), and the full control of the details of the simulations
is desirable. Furthermore, some potential interesting materials may be missing
from existing databases.
8.4.1 Computational details
All the DFT simulations were performed using QE. The structural relaxations
were computed using the generalised gradient approximation (GGA), with
ultrasoft PBESOL pseudopotentials from the Quantum Espresso PSlibrary
version 1.0.0. An energy cut-off of 700 eV and a k-point mesh with spacing
0.035 A˚
−1
ensured that total energies were converged within 3 meV per formula
unit with the atomic positions and lattice vectors fully relaxed. Each structure
was relaxed until changes in total energies were less than 1 meV and forces
were below 2.6 meV/A˚. All the calculations were spin-polarised, with the mag-
netic ions4 initialised to spin up. It is important to stress that this choice may
result in missing the true ground-state of some magnetic structures, because
the initial spin configuration may have favoured the ferromagnetic state over
the antiferromagnetic one. The determination of the lowest energy magnetic
configuration would have required multiple calculations for several magnetic
4The list of magnetic ions is given by Ag, Au, Cd, Ce, Co, Cr, Cu, Dy, Er, Eu, Fe, Gd,
Hf, Hg, Ho, Ir, La, Lu, Mn, Mo, Nb, Nd, Ni, Os, Pa, Pd, Pm, Pr, Pt, Re, Rh, Ru, Sc, Sm,
Ta, Tb, Tc, Th, Ti, Tm, U, V, W, Y, Yb, Zn, Zr.
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structures with different combinations of initial spin for the magnetic ions,
which was beyond the scope of this project.
It is well-known that first principles calculations within the GGA (or LDA)
may lead to considerable errors in calculated energies of transition metal ox-
ides [293]. Wang et al. [294, 295] showed the benefit of the U correction in
improving the calculated oxidation energies for transition metal oxides, but
their determination of the effective U values was semi-empirical. A more rig-
orous approach was introduced by Cococcioni et al. [296]: their method, based
on a self-consistent evaluation of the U parameter, was shown to accurately
reproduce the experimental lithium intercalation voltages of a number of tran-
sition metal compounds, including the olivine LixMPO4 (M = Mn, Fe, Co, Ni),
layered LixMO2 (M = Co, Ni) and spinel-like LixM2O4 (M = Mn, Co) [297].
Ideally, it would have been good to validate our results with different DFT+U
schemes, but due to time constraints, all our calculations were performed with-
out any U correction applied.
8.4.2 Automatised data production and analysis
The screening of stable solid electrolytes required the production and analy-
sis of huge amounts of data5. The manual generation of the required input
files and submission scripts for the DFT simulations would have been a time-
consuming and potentially error-prone procedure. It was therefore necessary
to develop a framework to automate the workflow associated with the stabil-
ity analysis. The programming language chosen was Python, due to its large
number of readily available libraries and its intrinsic simplicity that allowed
the quick development of a working prototype for the framework.
Data production
The structures of all the compounds in a given composition space were ex-
tracted from the Materials Project database, using the pymatgen application
5In this project, the union of all the composition spaces of the electrolyte/electrode pairs
contained the elements {Al, B, Bi, Br, C, Cl, Co, F, Ge, I, In, La, Li, Mg, Mn, Na, Nb, Ni,
O, P, Rb, S, Sb, Si, Sn, Ta, Te, Ti, Y, Zn, Zr}, for a total of 11,329 structures to be relaxed
using DFT simulations.
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program interface [298], and converted to files in CIF format using the Atomic
Simulation Environment library [299]. Each structure was subsequently re-
laxed using QE simulations run on a Sun Grid Engine cluster. The input files
were automatically generated using in-house scripts, while the jobs were sub-
mitted and monitored using the SAGA Python library [300]. The use of this
light-weight Python package had two main advantages: on the one hand its
flexibility and extensibility ensured the workflow required minimal changes to
run on a different cluster configuration, on the other hand it allowed a large
number of jobs to be automatically scheduled, queued and monitored, facil-
itating the implementation of automated restarting procedures to continue
calculations that crashed or exceeded the maximum allowed computational
time on the cluster.
Data analysis
In order to facilitate the storage and analysis of the large amounts of data
produced, we designed a dataflow programming interface in Python. All the
relevant information was stored in a local database relying on the Postgres-9.5
JSONB implementation. The choice of Potsgres was mainly due to its native
support for JSON functionalities, effectively removing the need for an entity-
attribute-value (EAV) model. Instead, we implemented an object-relational
mapping approach (ORM), using the SQLAlchemy library to convert the
database entries to objects in Python. SQLAlchemy offers significant advan-
tages over other ORMs (such as Django), with a more flexible query system,
single-table inheritance, polymorphism of classes, transaction-based database
interaction, support for JSON, threading, etc. . . .
Our model is characterised by three main classes that completely describe a
particular workflow: Data, Code and Calc.
The Data class represents any object holding input or output data. Data has
two types of information associated with it:
• Content, which fully defines the Data object and is immutable once cre-
ated;
• Extra, which contains mutable user-defined tags and descriptions, but
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it does not contain actual data that are transferred between different
sections of the workflow.
There are two types of Data: Small, where the content is fully stored in the
database in JSON format (for example, the parsed output file of a total energy
calculation in Quantum Espresso), and Large, where the content is a path to
the actual file stored on the remote cluster (for example, the wave-functions
stored in binary format). Each Data object is characterised by two labels
that define the Validity and State of the Content : Validity may be set to
New (the object has just been created and not been checked yet), Valid (the
object was successfully checked, for example, the total energy was converged to
the required threshold), Invalid (the object was produced by a non-converged
calculation), while State may be set to Partial (for example if the calculation
crashed or was suspended) or Final (the calculation was completed with no
exit errors). These labels are necessary to determine which Data objects can
be used as inputs for subsequent analysis. For example, if a calculation is
not properly converged, it is likely that the computed energy is not accurate:
we then label the output as Invalid, so it cannot be used as an input for the
stability analysis workflow, since it would lead to errors in the construction of
the phase diagram.
Codes are units of instructions defining the logic of transforming input Data
to output Data. Codes can be of two types:
• Internal, represented by Python work-functions that are used for either
computations or workflow logic control;
• External, which can be only executed in separate processes, either locally
or on a remote computer (i.e., QE running on a remote cluster).
Internal codes can call other internal codes or external codes. Internal codes are
characterised by their source codes, while external codes are defined uniquely
by the path to the executable. To call an external code, a Python wrapper
work-function is used whose only function is to execute the remote code. Codes
are organised in subclasses, according to their purposes. Codes are immutable
objects whose states do not evolve during execution (they are simply containers
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of instructions), thus they can be implemented as functions, or class methods.
Calcs are instances of the Calc database class, representing actions of a Code
on a set of Data. The possible states of a Calc are:
• New, if the Calc has been created as an instance but has not been exe-
cuted yet;
• Pending, if the Calc has been submitted to an external queue (only
relevant for external codes running on clusters);
• Running, in this case the output Data objects associated to the Calc are
characterised by having a Partial state (the output is being written/up-
dated during the calculation);
• Suspended, if the Calc was cleanly killed by the user (manually) or by
an Observer 6 (automatically). Data produced by a suspended Calc are
Partial, and can be used as inputs to restart the calculation;
• Crashed, if the Calc was unexpectedly killed (for example, the cluster
went down, or the allocated memory resources were not sufficient to run
the calculation);
• Finished, if the Calc terminated normally (exit status 0). Data produced
by a Finished calculation are Final, and can be used for further analysis.
The relations between the different database classes, summarised in Table 8.2,
ensure the capability to uniquely identify a particular workflow, unifying re-
mote calculations and local analysis scripts. They also allow Data outputs to
be reused rather than re-computed, if they have already been produced by the
same Data inputs of the current calculation. Our modular design simplifies the
implementation of new workflows, since the database links between the differ-
ent object are automatically set up using Python decorators. These wrappers
allow the user to focus on the design of the work-functions themselves (i.e.,
the individual workflow steps), without the extra work or knowledge required
6The Observer is an instance of Calc whose aim is to check whether some conditions to
stop the tracked calculation are met (for example, a MD simulation to study Li ion conduc-
tivity should be stopped if the structure is detected to melt at the specified temperature).
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to correctly integrate them with the database model.
Parent Child Relationship Example
Code Calc One-to-many Quantum Espresso can produce multiple
total energy calculations.
Calc Calc Many-to-many In a stability analysis, the Calc that de-
termines the compounds populating the
composition space of interest will spawn
the Calcs needed to compute their total
energies, which in turn will spawn the sin-
gle Calc for the convex hull construction.
Calc Data One-to-many A single calculation can output both a re-
laxed structure and its energy.
Data Data Many-to-many Stability analysis results for multiple com-
pounds are directly linked to the input pa-
rameters of the calculations.
Table 8.2: Database relationships between the different classes in our model. A
single Calc can have one and only one Code associated to it, but the same Code
can produce multiple Calcs. A single Data object can be produced by one and
only one Calc, but the same Calc can produce many Data outputs. A single
master Calc can spawn multiple slave Calcs, and conversely, a Calc can have
multiple Calcs as masters. Direct links set up between Data inputs/outputs
allow easy query of the database, especially when the user is not interested in
the full details of the workflow, but only the start and end points.
The workflow implemented to compute the total energy of a given compound
is shown in Figure 8.5: the graph highlights the relations between the different
object types (Code, Calc, Data), and stresses how remote calculations and
local analysis are unified in the same framework.
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Figure 8.5: Workflow to compute the total energy and relaxed structure of a
particular compound, using QE. Instances of the classes Data, Calc and Code
are represented by rectangular, elliptic and diamond shapes, respectively. The
full workflow is uniquely identified by the relationships between the different
objects: direct links between input and output Data can be set up by the user
in order to facilitate query operations on the database.
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Figure 8.6: Workflow to study the stability of an interface characterised by two
compounds in contact with each other (the Code entries have been removed
for clarity). Once the list of materials in the composition space of interest has
been extracted, the total energies of the relaxed structures are computed only
for those entries which are not in the database yet (otherwise they are simply
looked up). The energies per atom are then used to build the convex hull and
determine whether the interface is stable against decomposition into product
phases, as explained in Section 8.3.
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The full workflow implemented to study the relative stability of two com-
pounds at an interface is shown in figure 8.6: it is important to highlight how
our approach enables the reuse of results from previous calculations, i.e. the
energy of a particular structure is computed from scratch only if it is a new
entry in the database.
8.5 Results
8.5.1 Stability analysis of solid electrolytes in contact
with high-performance electrodes
The stability workflow illustrated in Figure 8.6 was used to determine the
relative stability of several solid electrolyte/electrode pairs. The cathodes con-
sidered were Li10Sn(PS6)2 (usually referred to as LSPS), Li(CoO2)2 [301] and
NiPO4. On the anode side, we considered pure Li metal that would allow an
increase in the capacity by an order of magnitude with respect to the com-
monly used graphitic carbon. In order to study the stability of the electrolytes
in contact with the Li anode under different applied voltages, we considered
the shift in the Li chemical potential due to the application of 3 V, 4 V and
5 V, respectively (3-5 V is the typical operating voltage of current Li-ion bat-
teries). Since the Li ion is singly charged, the application of a voltage v can
be simulated by shifting the computed total energy of Li metal by an amount
-v eV/atom. Different voltages correspond to different shifts, and hence to
different phase diagrams.
The list of solid electrolytes of interest was provided by the research team at
Robert Bosch LLC in Cambridge, MA. They were obtained from a previous
ab initio study to screen solid electrolytes with high Li-ion conductivity7. The
stability analysis results are summarised in tables 8.3 to 8.9: the electrolytes
are grouped according to their Li-ion conductivity (from higher to lower), es-
timated from previous DFT-MD simulations (at 600 K).
7Due to the non-disclosure agreement with Robert Bosch LLC, we are not authorised
to divulge the compositions of the compounds considered in the study. Therefore, the
electrolytes will be simply identified by a progressive number.
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When considering the intrinsic stability of an electrolyte, we computed the
distance of the compound from the convex hull along the energy axis (in
meV/atom), which is related to the decomposition reaction energy, i.e. it is a
measure of how unstable the compound actually is. It is important to stress
that the computed reaction energies are only approximate, due to the simpli-
fications adopted in our approach: in particular, compounds that are close to
the hull (∆E < 100 meV/atom) may be stabilised by the neglected terms in
the expression of the Gibbs free energy (most notably the temperature depen-
dent entropic contribution), or by kinetic mechanisms. It is therefore useful
to introduce a stability window8, i.e. compounds with reaction energies below
100 meV/atom are considered to be potentially stable for practical implemen-
tations in batteries.
For an unstable electrolyte, it is important to analyse the product phases of
the decomposition reaction: since electrons must be prevented from flowing
from one electrode to the other through the electrolyte, the product phases
must be insulating in character. We therefore computed the smallest band
gap (in eV) among the product phases of an unstable electrolyte, a value of
0 revealing the existence of a potential metallic phase upon decomposition of
the electrolyte.
When an electrolyte/electrode interface was considered, we analysed the sta-
bility of the points along the line connecting the two compounds in the global
composition space. An example is shown in Figure 8.7: in the summarised
results we report the largest distance of any point of the line from the convex
hull, which is representative of the reaction energy driving the decomposition
of the interface into new phases.
8The stability window also takes into account inaccuracies associated to the method used
to determine the energies of the compounds, for example errors associated to DFT when
applied to strongly correlated materials.
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Figure 8.7: Electrolyte 1/Li10Sn(PS6)2 interface stability analysis: as we move
along the line connecting the two compounds in composition space, we record
the distance of each point from the convex hull. The largest value is related
to the decomposition reaction energy, which is a measure of the instability of
the interface.
Electrolyte Stability Li10Sn(PS6)2 Li(CoO2)2 NiPO4 Li (0 V) Li (3 V) Li (4 V) Li (5 V)
1 0 59 [0.00] 0 77 [1.33] 651 [0.00] 0 0 19 [0.28]
2 4 [2.38] 84 [0.00] 8 [0.63] 77 [1.33] 695 [0.00] 4 [0.28] 4 [0.28] 14 [0.28]
3 93 [4.78] 114 [0.91] 93 [0.06] 152 [1.33] 322 [0.00] 93 [0.28] 159 [0.28] 474 [0.28]
4 0 154 [1.19] 0 77 [1.33] 790 [0.00] 0 0 29 [0.28]
5 7 [2.44] 136 [1.19] 7 [0.63] 77 [1.33] 751 [0.00] 7 [0.28] 7 [0.28] 34 [0.28]
6 56 [3.26] 211 [0.00] 58 [0.06] 203 [0.88] 540 [0.28] 56 [0.28] 145 [0.28] 344 [0.28]
7 132 [4.90] 222 [1.56] 133 [0.06] 269 [1.33] 477 [0.28] 142 [0.28] 331 [0.28] 754 [0.28]
8 5 [3.48] 126 [0.91] 194 [0.00] 209 [1.33] 603 [0.00] 31 [0.28] 171 [0.28] 314 [0.28]
Table 8.3: Stability analysis results for solid electrolytes with Li ion conductiv-
ities in the range 80-140 S/m (at 600 K): for unstable compounds, the distance
from the hull is expressed in meV/atom, and the smallest band gap (in eV)
among the product phases is given in square brackets. The second column
refers to the intrinsic stability of the electrolyte by itself.
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Electrolyte Stability Li10Sn(PS6)2 Li(CoO2)2 NiPO4 Li (0 V) Li (3 V) Li (4 V) Li (5 V)
9 28 [3.45] 63 [0.00] 28 [0.63] 106 [1.33] 384 [0.20] 28 [3.45] 30 [1.33] 138 [1.23]
10 3 [0.45] 433 [2.41] 169 [0.06] 444 [1.33] 340 [0.08] 218 [1.76] 551 [1.76] 885 [1.76]
11 70 [4.10] 139 [1.56] 70 [0.06] 139 [1.33] 380 [0.00] 70 [4.10] 130 [1.33] 468 [1.33]
12 45 [2.83] 193 [0.81] 45 [0.63] 106 [1.33] 619 [0.00] 45 [2.83] 71 [1.16] 180 [1.16]
13 27 [2.67] 92 [0.00] 27 [0.63] 125 [1.33] 209 [0.00] 27 [2.67] 34 [1.33] 60 [1.33]
14 0 35 [1.36] 0 77 [1.33] 593 [0.00] 0 0 23 [1.33]
15 50 [4.00] 160 [1.28] 159 [0.28] 146 [0.88] 685 [0.70] 50 [4.00] 119 [2.24] 269 [2.24]
16 0 139 [1.19] 114 [0.28] 109 [1.33] 814 [0.70] 0 0 33 [2.24]
Table 8.4: Stability analysis results for solid electrolytes with Li ion conductiv-
ities in the range 55-80 S/m (at 600 K): for unstable compounds, the distance
from the hull is expressed in meV/atom, and the smallest band gap (in eV)
among the product phases is given in square brackets. The second column
refers to the intrinsic stability of the electrolyte by itself.
Electrolyte Stability Li10Sn(PS6)2 Li(CoO2)2 NiPO4 Li (0 V) Li (3 V) Li (4 V) Li (5 V)
17 54 [2.85] 158 [0.00] 54 [0.06] 200 [1.33] 230 [0.11] 54 [2.85] 198 [1.33] 425 [1.33]
18 9 [2.38] 156 [1.27] 11 [0.63] 77 [1.33] 806 [0.02] 9 [2.38] 9 [2.38] 24 [0.65]
19 0 59 [1.56] 0 137 [1.33] 150 [0.00] 0 124 [1.33] 424 [1.33]
20 44 [3.07] 268 [0.17] 87 [0.00] 104 [1.15] 964 [0.70] 54 [0.17] 49 [1.67] 139 [0.00]
21 0 223 [0.00] 0 77 [0.88] 805 [0.70] 0 0 115 [0.97]
22 25 [3.57] 131 [1.19] 27 [0.63] 77 [1.33] 679 [0.00] 25 [3.57] 25 [3.57] 85 [1.33]
23 17 [3.52] 110 [1.19] 168 [0.00] 171 [1.33] 604 [0.00] 51 [3.93] 217 [3.53] 384 [3.53]
24 10 [1.81] 243 [0.83] 59 [0.06] 257 [1.33] 428 [0.00] 23 [1.81] 370 [0.93] 799 [0.93]
Table 8.5: Stability analysis results for solid electrolytes with Li ion conductiv-
ities in the range 32-55 S/m (at 600 K): for unstable compounds, the distance
from the hull is expressed in meV/atom, and the smallest band gap (in eV)
among the product phases is given in square brackets. The second column
refers to the intrinsic stability of the electrolyte by itself.
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Electrolyte Stability Li10Sn(PS6)2 Li(CoO2)2 NiPO4 Li (0 V) Li (3 V) Li (4 V) Li (5 V)
25 82 [3.97] 132 [1.36] 17 [0.63] 77 [1.33] 711 [0.34] 8 [3.97] 8 [3.97] 53 [1.33]
26 3 [1.47] 144 [0.46] 41 [0.02] 203 [1.33] 188 [0.00] 38 [1.04] 267 [0.02] 702 [0.02]
27 75 [3.47] 129 [1.56] 75 [0.06] 182 [1.33] 150 [0.00] 75 [3.47] 206 [1.33] 428 [1.33]
28 15 [1.81] 248 [0.83] 69 [0.06] 289 [1.33] 344 [0.00] 32 [1.81] 445 [0.93] 945 [0.93]
29 75 [4.44] 273 [1.28] 160 [0.00] 153 [0.88] 977 [0.70] 75 [2.77] 90 [4.02] 198 [0.97]
30 0 120 [1.19] 31 [0.63] 77 [1.33] 781 [0.34] 0 0 0
31 9 [3.53] 122 [0.81] 12 [0.14] 130 [1.33] 337 [0.00] 9 [3.53] 129 [1.16] 441 [1.33]
32 34 [3.21] 171 [0.00] 66 [0.06] 240 [1.33] 177 [0.11] 43 [1.97] 340 [1.33] 840 [1.33]
Table 8.6: Stability analysis results for solid electrolytes with Li ion conductiv-
ities in the range 26-32 S/m (at 600 K): for unstable compounds, the distance
from the hull is expressed in meV/atom, and the smallest band gap (in eV)
among the product phases is given in square brackets. The second column
refers to the intrinsic stability of the electrolyte by itself.
Electrolyte Stability Li10Sn(PS6)2 Li(CoO2)2 NiPO4 Li (0 V) Li (3 V) Li (4 V) Li (5 V)
33 40 [2.67] 85 [0.00] 40 [0.63] 102 [1.33] 311 [0.00] 40 [2.67] 70 [1.33] 172 [1.33]
34 50 [2.67] 76 [0.00] 50 [0.63] 102 [1.33] 400 [0.00] 50 [2.67] 80 [1.33] 234 [1.33]
35 8 [2.91] 200 [1.56] 48 [0.06] 227 [0.88] 424 [0.70] 14 [1.97] 304 [1.33] 774 [0.97]
36 0 44 [0.00] 0 102 [1.33] 289 [0.20] 0 7 [1.33] 199 [1.23]
37 58 [2.67] 90 [0.00] 55 [0.63] 135 [1.33] 181 [0.00] 58 [2.67] 136 [1.33] 403 [1.33]
38 0 291 [0.81] 44 [0.06] 228 [1.33] 519 [0.34] 0 324 [1.16] 824 [1.16]
39 97 [2.22] 197 [0.00] 168 [0.00] 207 [0.88] 660 [0.00] 104 [1.88] 196 [1.88] 307 [1.88]
40 32 [3.71] 162 [1.56] 62 [0.06] 238 [1.33] 115 [0.20] 39 [1.97] 333 [1.33] 831 [1.23]
Table 8.7: Stability analysis results for solid electrolytes with Li ion conductiv-
ities in the range 13-26 S/m (at 600 K): for unstable compounds, the distance
from the hull is expressed in meV/atom, and the smallest band gap (in eV)
among the product phases is given in square brackets. The second column
refers to the intrinsic stability of the electrolyte by itself.
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Electrolyte Stability Li10Sn(PS6)2 Li(CoO2)2 NiPO4 Li (0 V) Li (3 V) Li (4 V) Li (5 V)
41 0 124 [0.00] 0 99 [1.33] 400 [0.11] 0 22 [1.33] 222 [1.33]
42 0 0 0 94 [1.33] 248 [0.00] 0 0 130 [1.33]
43 9 [2.44] 75 [0.00] 9 [0.63] 77 [1.33] 652 [0.00] 9 [2.44] 9 [2.44] 42 [1.33]
44 2 [2.44] 114 [0.23] 10 [0.28] 77 [0.88] 752 [0.00] 26 [2.44] 2 [2.44] 12 [1.33]
45 8 [2.74] 188 [1.19] 14 [0.28] 77 [0.88] 878 [0.00] 30 [3.57] 8 [2.74] 23 [0.65]
46 32 [2.57] 136 [0.00] 62 [0.63] 77 [1.33] 735 [0.11] 43 [0.00] 32 [2.57] 32 [1.33]
47 35 [3.48] 150 [1.56] 130 [0.00] 146 [1.33] 642 [0.00] 58 [3.57] 158 [3.57] 284 [0.65]
48 0 75 [1.56] 12 [0.06] 160 [1.33] 106 [0.00] 0 185 [1.33] 630 [1.33]
Table 8.8: Stability analysis results for solid electrolytes with Li ion conductiv-
ities in the range 9-13 S/m (at 600 K): for unstable compounds, the distance
from the hull is expressed in meV/atom, and the smallest band gap (in eV)
among the product phases is given in square brackets. The second column
refers to the intrinsic stability of the electrolyte by itself.
Electrolyte Stability Li10Sn(PS6)2 Li(CoO2)2 NiPO4 Li (0 V) Li (3 V) Li (4 V) Li (5 V)
49 0 156 [0.00] 10 [0.00] 77 [1.33] 612 [0.11] 0 0 84 [1.33]
50 24 [0.73] 208 [0.91] 24 [0.63] 110 [1.33] 442 [0.00] 24 [0.73] 70 [0.73] 237 [0.73]
51 0 153 [1.56] 0 77 [1.33] 908 [0.00] 0 0 0
52 47 [3.52] 154 [1.19] 248 [0.00] 214 [1.33] 732 [0.00] 51 [3.52] 111 [3.52] 174 [3.52]
53 0 482 [0.17] 0 77 [0.88] 1236 [0.70] 99 [2.65] 0 20 [0.97]
54 93 [2.29] 296 [0.81] 93 [0.63] 155 [1.33] 792 [0.00] 93 [2.29] 165 [1.16] 276 [1.16]
55 0 468 [0.17] 0 77 [1.15] 1217 [0.11] 103 [3.34] 0 48 [1.15]
56 50 [3.53] 261 [0.91] 86 [0.06] 325 [1.33] 50 [3.53] 71 [1.97] 496 [1.33] 996 [1.33]
57 0 251 [0.81] 0 142 [1.33] 791 [0.34] 0 52 [0.90] 150 [0.90]
Table 8.9: Stability analysis results for solid electrolytes with Li ion conduc-
tivities in the range 0-9 S/m (at 600 K): for unstable compounds, the distance
from the hull is expressed in meV/atom, and the smallest band gap (in eV)
among the product phases is given in square brackets. The second column
refers to the intrinsic stability of the electrolyte by itself.
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The results obtained are summarised in Figure 8.8: using a stability window
of 100 meV/atom, we plot the number of electrolytes that are thermodynam-
ically stable in contact with the different cathodes considered, and Li metal
anodes with applied voltages in the range 3-5 V.
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Figure 8.8: Summary of the stability analysis results: the bar plot shows the
number of electrolytes which are intrinsically stable (first bar), stable against
the different cathodes (Li10Sn(PS6)2, Li(CoO2)2, NiPO4) and Li metal anodes
under different applied voltages (3-5 V). The electrolytes are considered stable
if the maximum ∆E from the convex hull is below 100 meV/atom.
Of all the electrolytes considered in this study, only five were found to be
potentially stable against all the tested cathodes and Li metal anodes in the
range 3-5 V (ids 1, 2, 13, 14, 43). In particular, the electrolytes with ids 1
and 2 are very promising, since they are characterised by a relatively large
Li-ion conductivity at 600 K (∼140 S/m), which is comparable to the typical
performance of traditional liquid organic electrolytes [302–306]. Their stabil-
ity against phospates (e.g. NiPO4 ) opens the possibility to use cathodes with
high energy density. The results obtained demonstrate that it is not easy to
find solid electrolytes that simultaneously exhibit high Li ion conductivity and
thermodynamic stability in contact with high performance electrodes: our ap-
proach allows an efficient preliminary screening of potential candidates, which
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can then be thoroughly tested in experiments, thus reducing the costs and
accelerating the development of safe, light and efficient solid-state Li-ion bat-
teries.
8.5.2 Stability analysis of solid electrolytes vs. applied
voltage
As explained in Section 8.2, one of the limitations of the liquid organic sol-
vents used in current Li-ion batteries is that they usually decompose at volt-
ages above 4.5 V, making it impossible to use cathode materials that are able
to operate at higher voltages. Solid electrolytes have the potential to with-
stand higher voltages, opening possibilities to operate cathode materials with
higher energy density (for example, unlocking higher-voltage redox couples in
phospates). In order to explore the stability range of each electrolyte, we sim-
ulated the application of different voltages from 0 to 9 V, in steps of 0.5 V,
effectively studying the stability of the electrolyte/Li metal interface with the
appropriate shift applied to energy per atom of Li. An example of this analysis
is shown in Figure 8.9. The stability threshold was set to 100 meV/atom, i.e.
we considered the interface to be stable for a given applied voltage if the largest
distance from the corresponding convex hull was less than 100 meV/atom. In
Figure 8.10 we show the stability window for each electrolyte, i.e., the mini-
mum and maximum voltages at which the interface is stable. About ∼ 37% of
the electrolytes considered is stable in contact with pure Li for voltages above
5 V, hence they have the potential to increase the performance of the battery
by allowing the use of higher operating voltages. The electrolytes with ids
1 and 2, previously identified as the most promising candidates for practical
applications, were found to be potentially stable up to 7-8 V. This represents
an improvement over the stability window of traditional liquid solvents, which
may lead to the achievement of higher energy densities without compromising
the stability of the battery package.
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Figure 8.9: Electrolyte 1/Li metal interface stability analysis, for different
voltages. For a given voltage v, the energy per atom of Li metal is shifted
by -v eV/atom. The interface is considered stable for a given voltage v if the
distance from the convex hull is less than 100 meV/atom (dashed red line).
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Figure 8.10: Stability windows of several electrolytes in contact with Li metal
anode, as a function of the applied voltage. Some solid electrolytes are able
to withstand up to 7-8 V, a significant improvement over traditional liquid
organic solvents, which decompose at voltages above 4.5 V (dashed red line).
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Figure 8.11: Summary of the stability analysis vs Li for different applied volt-
ages in the range 0-9 V: the bar plot shows the number of electrolytes which
are stable in contact with Li for a given voltage, simulated applying an appro-
priate shift to the Li energy per atom. The electrolytes are considered stable
if the maximum ∆E from the convex hull is below 100 meV/atom (see Figure
8.9).
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8.6 Conclusions
In this chapter, I have described a framework we developed to study the stabil-
ity of electrolyte/electrode interfaces in solid-state Li-ion batteries. The use of
solid inorganic electrolytes in place of liquid organic solvents has the potential
to revolutionise the road transport industry, since it may lead to the devel-
opment of safe, light and efficient battery cells to be used in next-generation
EVs. Current Li-ion batteries with liquid electrolytes are characterised by se-
rious safety hazards, caused by the intrinsic instability of the organic solvents
used: battery fires and/or explosions may be caused by leakage, overcharge,
overheating and short circuits due to dendritic growth at the electrodes, issues
that can only be addressed by reducing the operating voltage and introducing
additional control systems that add to the weight and complexity of the pack-
age. Solid electrolytes have the potential to be stable against high-capacity
electrodes, and to withstand higher applied voltages than commonly used liq-
uid organic solvents. However, the dimensionality of the space of inorganic Li
compounds prevents the use of a trial-and-error approach to find promising
candidates that are both stable and have high Li-ion conductivity.
We implemented a database driven approach, where we used the predictive
power of DFT to determine whether a particular set of solid electrolytes is sta-
ble against commonly used cathodes and anodes. The framework we developed
is characterised by great flexibility, since its modular design facilitates the im-
plementation of new workflows, allowing the user to reuse previous results or
existing modules, without the overhead of explicitly managing the interactions
with the database itself.
We used the implemented stability workflow, based on the convex hull con-
struction, to determine the stability of promising solid electrolytes provided
by the research team at the Robert Bosch Research and Technology Center in
Cambridge, MA. Our results suggest that two specific compounds (identified
by ids 1 and 2 in Table 8.3) are particularly promising for further experi-
mental characterisation, since they have been found to be potentially stable
against several popular cathodes (Li10Sn(PS6)2, Li(CoO2)2, NiPO4) and Li
metal anodes up to quite large voltages (7-8 V), and their Li-ion conductivity
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(∼140 S/m at 600 K) is comparable with the typical values of liquid organic
solvents.
On the one hand, the ab initio nature of our approach ensured the possibility
to screen electrolytes that have not been studied yet from an experimental
point of view. On the other hand, it required the use of several approxi-
mations that may have affected our results. In general, the stability of an
interface depends on the environmental conditions, particularly temperature
and pressure. Since we approximated the Gibbs free energies with DFT ener-
gies at 0 K, we neglected both P- and T-dependent terms in the construction
of the phase diagrams. The inclusion of these terms may introduce quite sig-
nificant changes in the phase diagram, especially when we consider vertices
represented by species in a gaseous stable state like O2. For an open system
with respect to oxygen, phase equilibria changes take place primarily through
reactions involving the absorption or loss of oxygen gas. In such reactions, the
reaction entropy is dominated by the entropy of oxygen gas, and the effects
of temperature and pressure are mostly captured by changes in the oxygen
chemical potential: lower µO2 represents more reducing environments (higher
temperatures and/or lower oxygen partial pressures and/or the presence of re-
ducing agents), while higher µO2 represents less reducing environments. One
possible way to address the problem is to use the method suggested by Finnis
et al. [307], where the oxygen chemical potential at standard temperature and
pressure is estimated from reactions of formation of the relevant oxides (i.e.
the electrolyte and the electrode), and the values of µO2 at any given T and
P are extrapolated by using simple thermodynamic relations for ideal gases,
either based on experimental data (e.g., Shomate equation [308]) or on the-
oretical models (e.g., rigid dumbbells [309]). Due to the project being time-
and resources-constrained, we did not explicitly study the stability of the inter-
faces as a function of temperature and pressure, but it would be an interesting
and natural follow-up, given that the ability to apply shifts to the chemical
potential of one or more compounds in the phase diagram has already been
implemented.
Another important approximation we made was neglecting the effect of the
U correction for compounds with transition metals, since the use of U values
obtained with semi-empirical approaches would have likely introduced uncon-
trollable sources of error, while the implementation of a workflow to compute
the values of U self-consistently (following Cococcioni’s method) was not com-
pleted due to the existing time constraints.
Nevertheless, our results represent a good starting point for further character-
isation of a handful of promising solid electrolytes, and also showcase how our
framework can be successfully used to produce and analyse huge amounts of
data in a user-friendly fashion.
Chapter 9
Conclusions
9.1 Summary
We began this dissertation by introducing the fundamental concepts of quan-
tum mechanics, focusing on the emergence of density-functional theory (DFT)
as an essential tool that requires only a minimum set of input parameters to
provide an unbiased description of the properties of a broad range of different
materials. Despite the progress of the performance and affordability of modern
computers, the system sizes that can be studied with traditional DFT methods
are severely limited by the unfavourable computational cost, which scales as
the third power of the number of atoms in the system. This is particularly
problematic for classes of materials such as complex oxide heterostructures,
since many phenomena (ferroelectric domains, migration of defects, ionic con-
ductivity) are characterised by length- and time-scales that are currently out
of the reach of DFT methods based on plane-wave basis sets.
The introduction of O (N) methods, which scale linearly with the size of
the system, has significantly increased the range of applicability of DFT to
problems that are inaccessible to the conventional approach. However, linear-
scaling methods typically exploit the locality of matter by using basis sets of
strictly localised functions that may not be the optimal choice to describe elec-
tronic states that are partially delocalised along one or more directions, and
may lead to results affected by the initial guesses for the wave-functions and
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the details of the energy minimisation procedure.
The first part of the work we have presented is based on the development of
a new set of orbitals characterised by functions that are localised only along
a subset of the three directions, while they are extended along the remaining
ones. These functions (implemented in the onetep linear-scaling code and
described in Chapter 4) provide a natural description of the electronic states
that may arise in 1D- and 2D-periodic systems, where the Bloch-like charac-
ter of the wave-functions is preserved only along the periodic directions. We
have showed that our new basis set provides better accuracy than traditional
strictly localised basis functions, and that the issues that typically affect fully
localised orbitals such as the dependence of the results on the initial guess
and the egg-box effect are significantly reduced. Since our new method has a
computational cost that scales linearly only with the size of the system along
the non-periodic directions, it effectively trades the better efficiency of fully
localised basis sets with improved accuracy. It is important to note that in any
case, our method offers a significantly more favourable scaling than traditional
O (N3) approaches, without any loss of accuracy for the converged results.
One important advantage of our method with respect to fully localised func-
tions is that it offers the opportunity to simulate systems with fairly different
sizes along the three directions, since the requirement for the localisation re-
gions to be fully contained within the simulation cell is removed along the
periodic directions of the system. In order for these simulations to be accu-
rate, it is necessary to sample the Brillouin zone at multiple k-points, a feature
not present in onetep, since it was designed from its conception to be a Γ-
point only code. The implementation of the capability to perform total energy
calculations at a single arbitrary k-point, based on the so-called k ·p method,
has been illustrated in Chapter 5, and validated against a traditional plane-
wave code such as castep. It is important to stress that the implementation
of this feature required a fairly significant amount of work, since it required
substantial changes to the organisation of the code in order for it to be com-
patible with the use of complex-valued orbitals. In particular, new low-level
routines had to be written from scratch in order for the code to work with both
real- and complex-valued functions, and several tests had to be developed to
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ensure no bugs were introduced.
While the method described in Chapter 4 allows to simulate significantly larger
systems than traditional DFT approaches, there are still problems that cannot
be tackled even with the most powerful modern supercomputers, for example
when the time evolution of systems comprising millions or billions of atoms is
required. The use of force fields, fitted to reproduce the DFT energies, forces
and stresses of representative bulk configurations of a given material, offer the
opportunity to remove the complexity of the explicit treatment of the electronic
structure of a system, while maintaining the capability to correctly predict the
lowest-energy structure under different conditions (i.e., temperature, pressure,
. . . ). In Chapter 6 we studied the accuracy of a force field developed for bulk
barium titanate (BTO) when it is applied to BTO surfaces. Our analysis
highlighted the incorrect prediction of the displacements of the atoms in the
surface layers, that we attributed to the different dielectric screening of the
surface atoms compared to the bulk. We also showed that the performance of
the force field can be improved by introducing a handful of additional param-
eters to describe the surface atoms only, while leaving the existing parameters
for the bulk atoms unchanged. This simplified procedure allows to extend the
application of the force field from bulk to surfaces, without requiring the force
field to be fully recreated from scratch.
In the last two chapters we focused on exploring the tunability of complex ox-
ide heterostructures. In Chapter 7 we explored the possibility to induce oxygen
octahedral distortions from a perovskite substrate to an originally undistorted
and centrosymmetric film. We found that the induced distortion modes are
characterised by quite different decay lengths, with the longer-range modes
being characterised by the coupled displacements of the oxygen atoms inter-
connecting the octahedra along the direction perpendicular to the interface.
We also determined that the accommodation of the octahedral mismatch close
to the substrate is affected by the details of the interface itself, mainly due
to the different constraints applied to the bottom apical oxygen atoms of the
octahedra closest to the interface.
In Chapter 8 we developed a custom framework to perform a DFT-based high-
throughput screening of complex oxides to be used as electrolytes in next-
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generation Li-ion solid-state batteries. The main feature of our design is its
modular character, which allows the user to extend the existing functionalities
in a straightforward way, while the operations required to store and access
data are taken care of automatically by specifically designed functions. The
framework was applied to the problem of determining which complex oxides
are predicted to be stable by DFT when put in contact with commonly used
high-performance cathodes and anodes. The results highlighted the existence
of some promising compounds that have the potential to be stable against pure
Li metal for applied voltages up to ∼ 8 V, significantly higher than the ∼ 4.5
V at which typical liquid electrolytes start to decompose. The most promising
compounds can subsequently be further characterised in experiments, with a
significant amount of time and money saved with respect to a trial-and-error
approach.
9.2 Further work
As explained in 5, currently the Brillouin zone in a onetep calculation can
be sampled only at one arbitrary k-point. The next step requires the imple-
mentation of multiple k-point sampling, necessary to have converged results
when partially localised orbitals are used to describe a simulation cell that is
relatively small along one or two directions. The capability to compute the
unique k-points in the irreducible wedge has already been implemented in the
code, via a custom interface to the spglib library. All the equations in Chapter
3 need then to be modified to explicitly take into account the summation over
the unique k-points in the wedge. Once the k-point sampling is implemented,
it will be possible to use onetep to obtain a full first-principles description
of the complex heterostructures, where the required explicit treatment of the
electronic degrees of freedom does not allow the use of coarser grain models
(force fields or effective Hamiltonians).
Another interesting research direction is given by the detailed analysis of the
new distortion modes described in Section 7.4.3, which most likely arise from
the interplay between the gradients of the primary modes decaying from the
substrate into the film. It is worth it to investigate what the actual origin of
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these exotic modes is, especially since the results suggest that a spontaneous
electric polarisation can be induced in an originally centrosymmeteric para-
electric material as a result of the coupling of a polar ferroelectric mode with
the gradients associated to the decaying primary modes induced from the sub-
strate into the film. It is important to confirm the validity of this result, since
it may have important consequences in engineering the electronic properties
of ultrathin films grown on top of perovskite substrates.
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Appendix A
The Hartree-Fock
approximation
The idea at the core of the method presented here, called the Hartree-Fock
method [310], is to write the many-body electronic wave-function Ψ ({ri} , {σi})
as a combination of single-particle wave-functions φjk,σk (rk), where jk repre-
sents a set of quantum numbers which define the shape of the orbital [311],
σk is the spin and rk is the position of the k-th electron. In order to ensure
the many-body wave-function is antisymmetric in the coordinates of the elec-
trons, Ψ ({ri} , {σi}) can be written as an antisymmetrised linear combination
of products of N single-particle spin-orbitals,
Ψ (r1, . . . , rN , σ1, . . . , σN) =
1√
N !
N !∑
P=1
(−1)ξP φjP1 ,σP1 (r1) . . . φjPN ,σPN (rN , )
(A.1)
where the sum is extended over all the possible permutations of the arguments
(rk). The factor 1/
√
N ! ensures the normalisation of Ψ ({ri} , {σi}) (see Eq.
(2.1)). Expression (A.1) can be conveniently written as a determinant (Slater
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determinant [312]),
Ψ (r1, . . . , rN , σ1, . . . , σN) =
1√
N !
∣∣∣∣∣∣∣∣∣∣
φj1,σ1 (r1) φj2,σ2 (r1) · · · φjN ,σN (r1 )
φj1,σ1 (r2) φj2,σ2 (r2) · · · φjN ,σN (r2)
...
...
. . .
...
φj1,σ1 (rN) φj2,σ2 (rN) · · · φjN ,σN (rN) .
∣∣∣∣∣∣∣∣∣∣
(A.2)
The determinant in (A.2) changes sign under exchange of two rows (wave-
function antisymmetric under the exchange of two electrons), and vanishes if
two columns are equal (i.e. if two electrons are in the same quantum state -
Pauli exclusion principle). If there is no spin-orbit interaction1 , single-particle
wave-functions can be simply written as a product of a function of the position
and a function of the spin variable, hence φjk,σk (rk) = ϕ
σk
jk
(rk)χ (σk). We
require the single-particle spin-orbitals to be orthonormal to each other [313]:
this can be achieved by imposing∫
d3r ϕσm∗jm (r)ϕ
σn
jn
(r) = δmn
〈χ (σm) |χ (σn)〉 = δmn
. (A.3)
For simplicty, from now on we will write the equations in dimensionless form,
using Hartree atomic units, i.e., ~ = e = me = 4pi0 = a0 = 1. If we consider
normalised wave-functions Ψ, the expectation value for the total electronic
energy of the system can be written as
E = 〈Ψ|Hˆe|Ψ〉 = 〈Ψ|Tˆe + Vˆen|Ψ〉+ 〈Ψ|Vˆee|Ψ〉. (A.4)
The first term of expression (A.4) groups together the kinetic energy and the
interaction with the potential of the nuclei, each of which can be written as a
1The spin-orbit interaction is the interaction of a particle’s spin with its motion: position
and spin are correlated with each other, and thus a separation of the variables for the
single-particle wave-functions is not generally possible.
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sum of single-body operators. Hence we have
〈Ψ|Tˆe + Vˆen|Ψ〉 =
∑
m,P(1),P(2)
1
N !
(−1)ξP(1) (−1)ξP(2)
∫
d3r1 . . . d
3rm . . . d
3rN ×
φ∗j
P(1)1
,σ
P(1)1
(r1) . . . φ
∗
j
P(1)m
,σ
P(1)m
(rm) . . . φ
∗
j
P(1)
N
,σ
P(1)
N
(rN)
(
−1
2
∇2m + vˆen (rm)
)
×
φj
P(2)1
,σ
P(2)1
(r1) . . . φj
P(2)m
,σ
P(2)m
(rm) . . . φj
P(2)
N
,σ
P(2)
N
(rN) ,
(A.5)
where the sum is extended over all the possible permutations of sets of quantum
numbers jm and spins σm. The expression in (A.5) can be rewritten as
〈Ψ|Tˆe + Vˆen|Ψ〉 =
∑
m,P(1),P(2)
1
N !
(−1)ξP(1) (−1)ξP(2) ×∫
d3r1 φ
∗
j
P(1)1
,σ
P(1)1
(r1)φj
P(2)1
,σ
P(2)1
(r1) . . .
. . .
∫
d3rm φ
∗
j
P(1)m
,σ
P(1)m
(rm)
(
−1
2
∇2m + vˆen (rm)
)
φj
P(2)m
,σ
P(2)m
(rm) . . .
. . .
∫
d3rN φ
∗
j
P(1)
N
,σ
P(1)
N
(rN)φj
P(2)
N
,σ
P(2)
N
(rN) .
(A.6)
Since single-particle spin-orbitals are orthonormal to each other, there are non-
zero terms only when P(1)k = P(2)k ∀ k: hence (A.6) can be written as a sum of
single-particle expectation values,
〈Ψ|Tˆe + Vˆen|Ψ〉 =
∑
m
∫
d3rm φ
∗
jm,σm (rm)
(
−1
2
∇2m + vˆen (rm)
)
φjm,σm (rm) .
(A.7)
The single-particle operator −1
2
∇2m + vˆen (rm) is independent of spin: recalling
the relations in A.3 and renaming the variable of integration we can write
〈Ψ|Tˆe + Vˆen|Ψ〉 =
∑
m,σ∈{↑,↓}
∫
d3r ϕσ∗jm (r)
(
−1
2
∇2 + vˆen (r)
)
ϕσjm (r) , (A.8)
where the sum over σ accounts for the two possible values of the spin (up or
down). The second term in (A.4), which represents the interaction between
304 APPENDIX A. THE HARTREE-FOCK APPROXIMATION
the electrons, can be written as
〈Ψ|Vˆee|Ψ〉 =
∑
m6=n,P(1),P(2)
1
N !
(−1)ξP(1) (−1)ξP(2)∫
d3r1 . . . d
3rm . . . d
3rn . . . d
3rN φ
∗
j
P(1)1
,σ
P(1)1
(r1) . . .
. . . φ∗j
P(1)m
,σ
P(1)m
(rm) . . . φ
∗
j
P(1)n
,σ
P(1)n
(rn) . . . φ
∗
j
P(1)
N
,σ
P(1)
N
(rN)×(
1
2 |rm − rn|
)
φj
P(2)1
,σ
P(2)1
(r1) . . . φj
P(2)m
,σ
P(2)m
(rm) . . .
. . . φj
P(2)n
,σ
P(2)n
(rn) . . . φj
P(2)
N
,σ
P(2)
N
(rN)
=
∑
m6=n,P(1),P(2)
1
N !
(−1)ξP(1) (−1)ξP(2)∫
d3r1 φ
∗
j
P(1)1
,σ
P(1)1
(r1)φj
P(2)1
,σ
P(2)1
(r1) . . .
. . .
∫
d3rmd
3rn φ
∗
j
P(1)m
,σ
P(1)m
(rm)φ
∗
j
P(1)n
,σ
P(1)n
(rn)(
1
2 |rm − rn|
)
φj
P(2)m
,σ
P(2)m
(rm)φj
P(2)n
,σ
P(2)n
(rn) . . .
. . .
∫
d3rN φ
∗
j
P(1)
N
,σ
P(1)
N
(rN)φj
P(2)
N
,σ
P(2)
N
(rN) .
(A.9)
There are non-zero terms when P(1)k = P(2)k ∀ k 6= m,n. If P(1)m = P(2)m and
P(1)n = P(2)n , we have the following term:
1
2
∑
m 6=n
∫
d3rmd
3rn φ
∗
jm,σm (rm)φ
∗
jn,σn (rj)
1
|rm − rn|φjm,σm (rm)φjn,σn (rn) .
(A.10)
Recalling A.3 and renaming the variables of integration we have
1
2
∑
m 6=n,
σm,σn∈{↑,↓}
∫
d3rd3r′ ϕσm∗jm (r)ϕ
σn∗
jn
(r′)
1
|r− r′|ϕ
σm
jm
(r)ϕσnjn (r
′) , (A.11)
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which represents the direct Coulomb interaction between electrons [314].
If P(1)m = P(2)n and P(1)n = P(2)m , we have the following term:
− 1
2
∑
m 6=n
∫
d3rmd
3rn φ
∗
jm,σm (rm)φ
∗
jn,σn (rn)
1
|rm − rn|φjn,σn (rm)φjm,σm (rn) .
(A.12)
Since 〈χ (σm) |χ (σn)〉 = δmn, renaming the variables of integration we can
write
− 1
2
∑
m6=n,σ∈{↑,↓}
∫
d3rd3r′ ϕσ∗jm (r)ϕ
σ∗
jn (r
′)
1
|r− r′|ϕ
σ
jn (r)ϕ
σ
jm (r
′) , (A.13)
which represents the exchange Coulomb interaction between electrons [314].
The total electronic energy of the system is therefore given by
〈Ψ|Hˆe|Ψ〉 =
∑
m,σ∈{↑,↓}
∫
d3r ϕσ∗jm (r)
(
−1
2
∇2 + vˆen (r)
)
ϕσjm (r)
+
1
2
∑
m 6=n,
σm,σn∈{↑,↓}
∫
d3rd3r′ ϕσm∗jm (r)ϕ
σn∗
jn
(r′)
1
|r− r′|ϕ
σm
jm
(r)ϕσnjn (r
′)
− 1
2
∑
m6=n,σ∈{↑,↓}
∫
d3rd3r′ ϕσ∗jm (r)ϕ
σ∗
jn (r
′)
1
|r− r′|ϕ
σ
jn (r)ϕ
σ
jm (r
′) .
(A.14)
Expression (A.14) is usually written including the m = n self-interaction term,
which is spurious but is canceled out in the sum of direct and exchange terms2.
When this term is included, the direct Coulomb interaction can be written in
2This is not valid any more when further approximations are introduced in the Hartree-
Fock method: in this case the self-interaction contribution in the direct terms is not exactly
cancelled by the one in the exchange terms, hence a correction term [315] must be taken
into account to get rid of the unphysical m = n term in the Hamiltonian.
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terms of the electron density n (r) =
∑
m,σ ϕ
σ∗
jm (r)ϕ
σ
jm (r), hence
〈Ψ|Hˆe|Ψ〉 =
∑
m,σ∈{↑,↓}
∫
d3r ϕσ∗jm (r)
(
−1
2
∇2
)
ϕσjm (r) +∫
d3r vˆen (r)n (r) +
1
2
∫
d3rd3r′
n (r)n (r′)
|r− r′| +
− 1
2
∑
m6=n,σ∈{↑,↓}
∫
d3rd3r′ ϕσ∗jm (r)ϕ
σ∗
jn (r
′)
1
|r− r′|ϕ
σ
jn (r)ϕ
σ
jm (r
′) .
(A.15)
The ground-state of the system can be determined by imposing that the first-
order variation of E vanishes for every variation δϕσ∗jm of the functions in (A.14),
with the constraint that the single-particle orbitals must be orthonormal. An
unconstrained minimisation can be performed by using the method of Lagrange
multipliers, requiring
δ
[
E −
∑
m,n
λmn
(∫
d3r ϕσm∗jm (r)ϕ
σn
jn
(r)− δmn
)]
= 0. (A.16)
Expression (A.16) can be written in diagonal form by applying an unitary
transformation, hence
δ
[
E −
∑
m
εm
(∫
d3r ϕσm∗jm (r)ϕ
σm
jm
(r)− 1
)]
= 0. (A.17)
By applying a small variation to ϕσm∗jm in Eq. (A.17), i.e. ϕ
σm∗
jm
+ α δϕσm∗jm , and
considering first-order terms in α only, we obtain
α
∫
d3r δϕσm∗jm (r)
(
−1
2
∇2 + vˆen (r)
)
ϕσmjm (r) +
+ α
∑
n,σn∈{↑,↓}
∫
d3rd3r′ δϕσm∗jm (r)ϕ
σn∗
jn
(r′)
1
|r− r′|ϕ
σm
jm
(r)ϕσnjn (r
′) +
− α
∑
n
∫
d3rd3r′ δϕσm∗jm (r)ϕ
σm∗
jn
(r′)
1
|r− r′|ϕ
σm
jn
(r)ϕσmjm (r
′) +
− α
∫
d3r δϕσm∗jm (r) εmϕ
σm
jm
(r) = 0.
(A.18)
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Hence
α
∫
d3r δϕσm∗jm (r)
[(
−1
2
∇2 + vˆen (r)
)
ϕσmjm (r) +
+
∑
n,σn∈{↑,↓}
∫
d3r′ ϕσn∗jn (r
′)
1
|r− r′|ϕ
σm
jm
(r)ϕσnjn (r
′) +
−
∑
n
∫
d3r′ ϕσm∗jn (r
′)
1
|r− r′|ϕ
σm
jn
(r)ϕσmjm (r
′)− εmϕσmjm (r)
]
= 0.
(A.19)
Eq. (A.19) must be true for every δϕσm∗jm (r), hence−1
2
∇2 + vˆen (r) +
∑
n,σn∈{↑,↓}
∫
d3r′ ϕσn∗jn (r
′)ϕσnjn (r
′)
1
|r− r′|
ϕσmjm (r)
−
∑
n
∫
d3r′ ϕσm∗jn (r
′)ϕσmjm (r
′)
1
|r− r′|ϕ
σm
jn
(r) = εmϕ
σm
jm
(r) .
(A.20)
If the exchange term is modified by multiplying and dividing by ϕσmjm (r), Eq.
(A.20) can be written in the form3
Hˆjm,σmeff ϕ
σm
jm
(r) =
[
−1
2
∇2 + vˆjm,σmeff (r)
]
ϕσmjm (r) = εmϕ
σm
jm
(r) , (A.21)
with
vˆjm,σmeff (r) = vˆen (r) + vˆH (r) + vˆ
jm,σm
x (r) , (A.22)
where the Hartree potential is given by
vˆH (r) =
∑
n,σn∈{↑,↓}
∫
d3r′ ϕσn∗jn (r
′)ϕσnjn (r
′)
1
|r− r′| , (A.23)
and the exchange potential is given by
vˆjm,σmx (r) = −
[∑
n
∫
d3r′ ϕσm∗jn (r
′)ϕσmjm (r
′)
1
|r− r′|
]
ϕσmjn (r)
ϕσmjm (r)
. (A.24)
3The introduction of the effective potential leads to divergence at points where
ϕσmjm (r) = 0: this requires care in solving the equations, but is not a fundamental problem
since the product vˆjm,σmeff (r)ϕ
σm
jm
(r) has no singularity.
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Expression (A.21) is a differential-integral equation for each orbital ϕσmjm (r) in
terms of the exchange operator vˆjm,σmx (r) that is an integral involving ϕ
σm
jm
(r)
and all the other ϕσmjn (r) with the same spin. This equation can be solved by
introducing a basis set4, expanding the orbitals in terms of the basis wave-
functions and determining the coefficients of the expansion. Once the coef-
ficients have been determined, the ground-state is known, and expectation
values of the properties of the system can be computed using expression (2.3).
The Hartree-Fock approximation is particularly useful when the system has
special symmetries [319], such as spherically symmetric atoms and the homo-
geneous electron gas [320, 321], but there are some drawbacks that limit its
applicability. The accuracy of the Hartree-Fock method is affected by the use
of a single Slater determinant, leading to the neglect of all non-mean-field in-
teractions between electrons (other than exchange). The discrepancy between
the energy value obtained with the Hartree-Fock method and the exact solu-
tion is called the correlation energy. Part of this contribution can be included
in a Hartree-Fock scheme by using different approaches. One possible solution
is to treat correlation as a perturbation in the effective Hamiltonian in Eq.
(A.21): this approach is called Møller-Plesset perturbation theory [322]. An-
other approach expands the true many-body wave-function in terms of a linear
combination of Slater determinants: examples of methods following this strat-
egy are given by multi-configurational self-consistent field [21], configuration
interaction [22], quadratic configuration interaction [23] and complete active
space self-consistent field [24]. Other methods, such as variational quantum
Monte Carlo [25], modify the Hartree-Fock wave-function by multiplying it by
a correlation function: this term, called Jastrow factor, explicitly depends on
multiple electrons and cannot be decomposed into independent single-particle
functions.
Even though correlation effects are neglected, the Hartree-Fock approxima-
tion can be used only when the size of the system is small, since solving Eq.
(A.21) requires a computational cost that grows quickly with the number of
4Different types of basis sets can be chosen, for example plane waves [316], Slater-type
functions [317] and gaussian sets [318].
wave-functions in the basis set5 (N4basis, although in some cases it is possible
to obtain a more favourable scaling [324,325]).
5The scaling of the Hartree-Fock approximation is still more favourable than correlated
wave-function methods, which usually exhibit N5basis to N
7
basis scaling [323].

Appendix B
Properties of Wannier functions
(WFs) and psincs
B.1 Translation invariance of WFs
A generic Wannier function (WF) is obtained by applying a Fourier transform
to the Bloch eigenstates ψ˜nk,
wnR (r) =
Ωcell
(2pi)3
∫
BZ
d3k e−ik·Rψ˜nk (r) , (B.1)
where n is an electron band label, k is a point in the first Brillouin zone (BZ),
and R is a lattice vector that defines the centre of the WF, in the primitive
cell of volume Ωcell. The WF associated with the lattice point R
′ is the same
function as the WF associated with R, except that it is translated by R′−R.
Since the function unk (r) in Eq. (3.15) is periodic with respect to translations
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by any vector of the crystal lattice, we can write
wnR′ (r) =
Ωcell
(2pi)3
∫
BZ
d3k eik·(r−R
′)unk (r)
=
Ωcell
(2pi)3
∫
BZ
d3k eik·([r−(R
′−R)]−R)unk (r)
=
Ωcell
(2pi)3
∫
BZ
d3k eik·([r−(R
′−R)]−R)unk [r− (R′ −R)]
= wnR [r− (R′ −R)]
(B.2)
B.2 Orthonormality of WFs
The WFs defined in (B.1) are orthonormal, since
〈nR|n′R′〉 =
∫
d3r w∗nR (r)wn′R′ (r)
=
Ω2cell
(2pi)6
∫
d3r
∫
BZ
d3k d3k′ eik·Re−ik
′·R′ψ˜∗nk (r) ψ˜n′k′ (r)
=
Ω2cell
(2pi)6
∫
BZ
d3k d3k′ eik·Re−ik
′·R′
∫
d3r ψ˜∗nk (r) ψ˜n′k′ (r)
=
Ω2cell
(2pi)6
∫
BZ
d3k d3k′ eik·Re−ik
′·R′δnn′δkk′
=
Ωcell
(2pi)3
∫
BZ
d3k eik·(R−R
′)δnn′ = δnn′δRR′ ,
(B.3)
where in the third line we used the orthonormality of the Bloch eigenstates,∫
d3r ψ˜∗nk (r) ψ˜n′k′ (r) = δnn′δkk′ . (B.4)
B.3 Locality of psincs
The psinc function centred on the grid point
rKLM =
K
N1
A1 +
L
N2
A2 +
M
N3
A3 (B.5)
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is defined as
DKLM (r) ≡ D (r− rKLM) = 1
N1N2N3
J1∑
p=−J1
J2∑
q=−J2
J3∑
s=−J3
ei(pB1+qB2+sB3)·(r−rKLM ),
(B.6)
where Ai and Bi (i = 1, 2, 3) are the real and reciprocal space lattice vectors,
respectively, Ni = 2Ji + 1 (Ji integer) is the number of points in the real space
grid along direction i, and K, L, M , p, q, s are integers. The value of DKLM (r)
at a generic grid point rFGH is given by
DKLM (rFGH) =
1
N1N2N3
J1∑
p=−J1
J2∑
q=−J2
J3∑
s=−J3
e
i(pB1+qB2+sB3)·
(
F−K
N1
A1+
G−L
N2
A2+
H−M
N3
A3
)
=
1
N1N2N3
J1∑
p=−J1
J2∑
q=−J2
J3∑
s=−J3
e
i
(
pF−K
N1
B1·A1+qG−LN2 B2·A2+s
H−M
N3
B3·A3
)
=
1
N1N2N3
J1∑
p=−J1
J2∑
q=−J2
J3∑
s=−J3
e
2pii
(
pF−K
N1
+qG−L
N2
+sH−M
N3
)
=
1
N1N2N3
J1∑
p=−J1
J2∑
q=−J2
J3∑
s=−J3
e
2piipF−K
N1 e
2piiqG−L
N2 e
2piisH−M
N3 .
(B.7)
If F 6= K, we have
J1∑
p=−J1
e
2piipF−K
N1 = 0, (B.8)
and similarly if G 6= L or H 6= M . Expression (B.7) is non-zero only if F = K,
G = L and H = M , hence
DKLM (rKLM) =
(∑J1
p=−J1 1
)(∑J2
q=−J2 1
)(∑J3
s=−J3 1
)
N1N2N3
=
(2J1 + 1) (2J2 + 1) (2J3 + 1)
N1N2N3
= 1.
(B.9)
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In compact form, we then have
DKLM (rFGH) = D (rFGH − rKLM) = δKF δLGδMH . (B.10)
Each psinc function DKLM (r) is localised on the grid, i.e., its value is unity
at the grid point rKLM at which is centred and zero on all other grid points
(even if it oscillates between different grid points).
B.4 Orthonormality of psincs
It is convenient to write the psinc function DKLM (r) in compact form as
DKLM (r) =
1
N
∑
p
eikp·(r−rKLM ), (B.11)
where N = N1N2N3 and the sum runs over all the points in the reciprocal
space grid. Hence
SKLM,FGH =
∫
Ωcell
d3r D∗KLM (r)DFGH (r)
=
1
N2
∫
Ωcell
d3r
∑
p
∑
q
e−ikp·(r−rKLM )eikq ·(r−rFGH)
=
1
N2
∑
p
∑
q
eikp·rKLM e−ikq ·rFGH
∫
Ωcell
d3r ei(kq−kp)·r
=
Ωcell
N2
∑
p
∑
q
eikp·rKLM e−ikq ·rFGHδpq
=
Ωcell
N2
∑
p
eikp·(rKLM−rFGH) =
Ωcell
N
DFGH (KLM)
=
Ωcell
N
δKF δLGδMH = ΩgridδKLM,FGH ,
(B.12)
where in the third line we used the definition of the Dirac delta function, and
in the last derivation we used the result of Eq. (B.10). The volume per grid
point is defined as Ωgrid =
Ωcell
N
= Ωcell
N1N2N3
.
B.5 Filtering of periodic functions
A function f (r) periodic with the periodicity of the simulation cell can be
generally expressed in terms of its discrete Fourier transform (plane-wave)
expansion,
f (r) =
1
Ωcell
∑
p
f˜ (kp) e
ikp·r, (B.13)
where f˜ are the Fourier components labelled by vectors of the reciprocal lattice,
and Ωcell is the volume of the cell. The overlap integral of f (r) with one of
the psinc functions DKLM (r) is given by
fKLM =
∫
Ωcell
d3r f ∗ (r)DKLM (r)
=
1
NΩcell
∫
Ωcell
d3r
∑
p
∑
q∈BW
f˜ (kp) e
−ikp·reikq ·(r−rKLM ),
(B.14)
where we inserted Eq. (B.11) for DKLM (r), and highlighted that f (r) is not
bandwidth limited, while the only frequencies appearing in the expansion of
DKLM (r) are the ones compatible with the reciprocal space grid defined by
the N = N1N2N3 points along the three directions. We can then write
fKLM =
∫
Ωcell
d3r f ∗ (r)DKLM (r)
=
1
NΩcell
∑
p
∑
q∈BW
f˜ (kp) e
−ikq ·rKLM
∫
Ωcell
d3r ei(kq−kp)·r
=
1
N
∑
p
∑
q∈BW
f˜ (kp) e
−ikq ·rKLM δpq =
1
N
∑
q∈BW
f˜ (kq) e
−ikq ·rKLM
=
Ωcell
N
f ∗D (rKLM) = Ωgridf
∗
D (rKLM) ,
(B.15)
where fD (r) is the bandwidth limited version of f (r), limited to the same
frequency components as DKLM (r),
fD (r) =
1
Ωcell
∑
p∈BW
f˜ (kp) e
ikp·r. (B.16)
The result in Eq. (B.15) is psinc functions allow overlap integrals to be com-
puted exactly as summations over the grid points rKLM .
Appendix C
Implementation of complex
NGWFs in onetep: the dot
product routine
In Section 5.2.1 we described the new derived types we introduced in onetep
to make the process of switching between real and complex NGWFs as easy
and efficient as possible. In this section, we highlight the flexibility of our ap-
proach by analysing one of the new low-level routines that have been written
to bridge the gap between the actual manipulation of the NGWFs values on
grid, and the higher-level routines that are type-agnostic, i.e. the details of
their implementation do not explicitly depend on the NGWFs being real or
complex. The routine we analyse here computes the dot product between a
bra and a ket: some of the instructions in the original source code have been
removed for clarity. The key point is that this routine is always called with
arguments of FUNCTIONS type, hence the user does not need to distinguish
between the real and complex cases in the implementation of the higher-level
routine. This solution greatly reduces the amount of code to write, simplify-
ing the implementation of new functionalities while reducing the number of
possible bugs.
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1 ! the COEF type i s used to s t o r e a r e s u l t that i s e i t h e r
! r e a l or complex (COEF%d and COEF%z , r e s p e c t i v e l y )
3 type (COEF) func t i on b a s i s f u n c t i o n s d o t ( bras , kets , s ta r tbra ,
s t a r tk e t , l ength )
5 ! wrappers f o r SCALAPACK r o u t i n e s to compute r e a l /complex
! dot products between two array with the same s i z e n
7 use l i n a l g , only : l i n a l g d d o t , l i n a l g z d o t c
use u t i l s , only : u t i l s a s s e r t
9
i m p l i c i t none
11
! Arguments
13 ! NGWFs va lue s on g r id
type (FUNCTIONS) , i n t e n t ( in ) : : bras
15 type (FUNCTIONS) , i n t e n t ( in ) : : ke t s
! in some cases , accord ing to the p a r a l l e l i s a t i o n scheme ,
17 ! we con s id e r the c o n t r i b u t i o n from s l i c e s o f the NGWFs
! on gr id , hence we need the s t a r t i n g po int o f the s l i c e
19 ! in the whole array o f the va lue s on g r id
in t ege r , i n t e n t ( in ) , op t i ona l : : s t a r t b r a
21 i n t ege r , i n t e n t ( in ) , op t i ona l : : s t a r t k e t
! s i z e o f the s l i c e
23 i n t ege r , i n t e n t ( in ) , op t i ona l : : l ength
25 ! Local v a r i a b l e s
i n t e g e r : : s ta r t1 , s ta r t2 , end1 , end2 , to t l en1 , t o t l e n 2
27
! check to ensure arguments have the same type
29 c a l l u t i l s a s s e r t ( bras%iscmplx . eqv . ke t s%iscmplx , ’ Error in &
&b a s i s f u n c t i o n s d o t : incompat ib le argument types ’ )
31
! s i z e o f the whole ar rays conta in ing the va lue s on g r id
33 t o t l e n 1 = b a s i s s i z e f u n c t i o n s ( bras )
t o t l e n 2 = b a s i s s i z e f u n c t i o n s ( ke t s )
35
! determine f i r s t and l a s t index o f the s l i c e to con s id e r
37 i f ( p re sent ( s t a r t b r a ) ) then
s t a r t 1 = s t a r t b r a
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39 i f ( p re sent ( l ength ) ) then
end1 = s t a r t 1 + length − 1
41 e l s e
end1 = t o t l e n 1
43 end i f
e l s e
45 s t a r t 1 = 1
end1 = t o t l e n 1
47 end i f
49 i f ( p re sent ( s t a r t k e t ) ) then
s t a r t 2 = s t a r t k e t
51 i f ( p re sent ( l ength ) ) then
end2 = s t a r t 2 + length − 1
53 e l s e
end2 = t o t l e n 2
55 end i f
e l s e
57 s t a r t 2 = 1
end2 = t o t l e n 2
59 end i f
61 ! use zdotc to take conjugate o f f i r s t vec to r i f
! complex f u n c t i o n s are used
63 i f ( bras%iscmplx ) then
b a s i s f u n c t i o n s d o t%iscmplx = . t rue .
65 ! ZDOTC forms the dot product o f two complex ve c t o r s
! ZDOTC = XˆH ∗ Y
67 b a s i s f u n c t i o n s d o t%z = l i n a l g z d o t c ( end1−s t a r t 1 +1, &
bras%z ( s t a r t 1 : end1 ) ,1 , ke t s%z ( s t a r t 2 : end2 ) ,1 )
69 e l s e
b a s i s f u n c t i o n s d o t%iscmplx = . f a l s e .
71 ! DDOT forms the dot product o f two r e a l v e c t o r s
b a s i s f u n c t i o n s d o t%d = l i n a l g d d o t ( end1−s t a r t 1 +1, &
73 bras%d( s t a r t 1 : end1 ) ,1 , ke t s%d( s t a r t 2 : end2 ) ,1 )
end i f
75
end func t i on b a s i s f u n c t i o n s d o t
