Let x = (x\, . . ., x n ) denote a point of Euclidean n space E n and set D l = 3/3x z for / = 1, . . ., n. Let OE denote an exterior domain in E n with smooth boundary and consider in fi the formal elliptic problem:
such as (1) is that we can then generate a positive supersolution, under suitable growth conditions, by solving a related linear problem. Furthermore, the solvability of the linear problem will also be shown to be necessary for the existence of a positive solution to (1) (£2) (for/? > n), nor with iterative arguments. Such procedures, which have been extensively used in the literature (see, e.g. [4] [5] [6] and [21] [22] [23] [24] [25] [26] [27] ) will be replaced in our considerations by adaptations of more general bounded domain results of Hess, [18] [19] [20] , and by the introduction of suitable spaces and local arguments recently used by the author for linear problems, [1] , [2] .
For convenience, we do not distinguish in notation in the sequel between functions and associated Nemytskii operators and we explicitly state our conditions and results only for n ^ 3. Constants whose precise value is irrelevant will be denoted by the same symbol. The same procedure will be applied to subsequences and subdomains. Finally, we will not distinguish in notation between functions and equivalence classes of functions. The nature of an inequality between the latter will be obvious from the context. in T with M, y functions of 7 and y > n.
We do not require that/(x, r) ^ 0 for / è 0, nor that tf(x, t) be monotone in t. We also note that the only "growth" condition (apart from the assumptions that g(x) = inf^o (f(x, t) ) be reasonably well behaved locally) is the restriction placed on B in condition (d). All other conditions will be automatically satisfied if f(x, t) and a i} are locally suitably well behaved. These conditions are essentially special cases of the ones imposed in [1] , [2] and consequently could be weakened somewhat at the expense of complicating the presentation. For example, {S m } 2 need not be a sequence of spheres, etc. Finally we observe that if f(x, t)t = 0 for / i^ 0, then we may always choose g(x) = 0. Let L 0 denote a possible self-adjoint extension in L 2 of the formal expression:
defined on C^°(£2) and let O(LQ) be the spectrum of L 0 . If L is viewed as a perturbation of L 0 then clearly we may have 0 e O(LQ). Such singular problems have been investigated by many authors. We mention in particular the results in [22] .
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, £ e L\S). We denote by B\%, V, ^, S) the linear form given by 
Furthermore, by Harnack's inequality, {v^} will be uniformly bounded on supp (grad <f> and <j* a = 1 in ir a .
The above arguments show that for any a ^ 1 there is a subsequence To conclude, we observe the embedding: where/(x, v m ) is assumed extended to S2 1 as a function which exceeds g. We conclude from assumption (f) and inequality (4) that for some constants K, C we have 
Added in Revision.
Since the completion of the original manuscript, a paper of Cac, [9] , has appeared which essentially contains Theorem 4. He considered a more general nonlinearity and boundary condition under the a priori assumption that upper and lower solutions exist. Though the basic methods used in [9] and here are similar, we left a proof of Theorem 4. This was done because our calculations (which are also applicable to the more general nonlinearity considered in [9] ) are somewhat different from those of [9] , and furthermore, indicate clearly the bootstrap nature of the argument. Observe that the global uniform ellipticity, postulated in [9] , is not needed in the arguments used.
Note that since u is determined by £2, (a^) and g, no conclusion can be drawn concerning the global integrability of H. Observe that we also allow H G l). Consequently, our results do not appear to be contained in the unbounded domain criterion mentioned by Hess It is not difficult to construct examples where the above assumptions are satisfied, r(x) > 0, but there is no positive solution. To deal with some of these cases we modify our assumptions as follows:
Assume now that the form B of assumption (d) satisfies instead of (2) the stronger assumption: We now show that for a class of problems the growth condition (5) is also necessary for the existence of solutions with the above properties. From equation (7) we have:
Letting m -» oo, we obtain i?(g, <£, <?>) = ô {/7<f>, /?<£) for any 8 < 1, and therefore, 5(g, <f>, <f>) ^ (p<t>,p<j>). (1) ) is known to approach zero at oo then so will the solution of problem (1) which we constructed. Further, it we assume that the generalized maximum principle is valid (in particular this requires g = 0) then such solutions of problem (1) must be unique, since the maximum of their difference in B w will be achieved on S m .
We 
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This is an optimum embedding constant calculated by Talenti, [28] and Aubin, [7] . Indeed, if <j> e C 0 (fi) it follows from the Gagliardo-Nirenberg results, [13, p. 24] , that for some constant /x, 0 ^ fi < 1 we have:
Whence we conclude that: <-A<fc <?>> + <g4>, 4>> ^ (1 -/iX-A*, <£>.
The well known inequality:
in -if (-A<t>,4>) then leads to the estimate: , r as before. This example is related to an equation considered in [12] (where the functions were g\ = 0, gi = 0). If we also assume g^ = 0 but allow g\ to be negative then a key growth condition again becomes:
iignio, w /2(Q) < z.
We note as indicated above that the conditions on g(x) could be replaced by, or combined with, conditions from ordinary differential equations. For example, more general conditions than the well known Kneser condition for (2), namely g(x) > -(n -2) 2 /4|x| 2 , could combine with ||g~||"/2 < Z and would lead to analogous results. Finally, we compare the above results with some which were previously known. As mentioned in the introduction, many of these dealt only with cases of regular coefficients, C (or at least C ) solutions, and the a priori existence of upper and lower solutions. A quite general setting was considered in [12] , but here coerciveness was required. This was realized by the assumption of uniform ellipticity and restrictions on the sign of the nonlinearity. Analogously, in the unbounded domain case considered [8] the linearity was either independent of x or, at most, depended on \x\ and and u. Furthermore, little consideration appears to have previously been given to the necessity of the assumptions that were made. A notable exception to this rule was the paper by Swanson, [27] , where necessary and sufficient conditions are stated for the existence of a positive solution u with \x\ n~2 u(x) bounded, but only for equations which allow one dimensional argument. It appears, therefore, that our results are not covered by any of the above.
In conclusion, we note that if f(x, t) is not somewhat restricted from below then Lu = 0 may have no positive solutions at all. We refer to [16] where, in particular, conditions are given so that there are no positive solutions in E n . Other nonexistence results can be obtained by reversing the arguments we employed above (basically now assuming that/(x, t) ^ g(x) for t = 0) and using linear theory. A comparison with ordinary differential equations may also be used to advantage for this and related questions (see e.g. [27] , and the references therein).
