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We were motivated to develop new technologies capable of identifying human 
life through walls. Our goal is to pinpoint multiple people at a time, which could pay 
dividends during military operations, disaster rescue efforts, or assisted-living. Such 
system requires the combination of two features in one platform: seeing-through wall 
localization and vital signs Doppler detection.  
Ultra-wideband (UWB) radar technology has been used due to its distinct 
advantages, such as ultra-low power, fine imaging resolution, good penetrating through 
wall characteristics, and high performance in noisy environment. Not only being widely 
used in imaging systems and ground penetrating detection, UWB radar also targets 
Doppler sensing, precise positioning and tracking, communications and measurement, 
and etc.  
A robust UWB pulse radar prototype has been developed and is presented here. 
The UWB pulse radar prototype integrates seeing-through imaging and Doppler detection 
features in one platform. Many challenges existing in implementing such a radar have 
been addressed extensively in this dissertation. Two Vivaldi antenna arrays have been 
designed and fabricated to cover 1.5-4.5 GHz and 1.5-10 GHz, respectively. A carrier-
based pulse radar transceiver has been implemented to achieve a high dynamic range of 
65dB. A 100 GSPS data acquisition module is prototyped using the off-the-shelf field-
programmable gate array (FPGA) and analog-to-digital converter (ADC) based on a low 
cost solution: equivalent time sampling scheme. Ptolemy and transient simulation tools 
are used to accurately emulate the linear and nonlinear components in the comprehensive 
simulation platform, incorporated with electromagnetic theory to account for through 
wall effect and radar scattering.  
Imaging and Doppler detection examples have been given to demonstrate that 
such a “Biometrics-at-a-glance” would have a great impact on the security, rescuing, and 
biomedical applications in the future. 
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Chapter 1  
Introduction 
 
Ultra-wideband (UWB) devices operate by employing very narrow or short 
duration pulses that result in very large or wideband transmission bandwidth. UWB 
technology holds great promise for a lot of new applications that will significantly benefit 
government, public safety, businesses, and consumers. The recent FCC ruling for UWB 
increased the interest for investigating this technology for imaging systems (e.g., through-
wall imaging (TWI), ground penetrating radars (GPRs), surveillance systems, and 
medical imaging devices), vehicular radar systems, and communications and 
measurement systems [1]. 
Human localization and motion detection, in particular, have attracted a lot of 
attention nowadays by many researchers using this new enabling technology because of 
its big impact on multitude of applications. Typically, human locations estimation can be 
achieved by radar imaging while their motions can be extracted through radar Doppler 
detection.  
Human imaging can predict the location (i.e., distance and angle) of the objects by 
acquiring brighter pixels for objects in the recovered images and has been widely used in 
many applications. For example, it has been used in security surveillance to detect and 
track terrorists’ locations through a building wall or any other blockage. Another example 
is for rescuing applications, where it is an effective tool to search for trapped persons 
during fire or earthquake. Additionally, in biomedical applications, it is an alternative 
method for early breast cancer detection by successfully imaging the cancerous breast 
tissue. Similar technology can also be applied for mines detection through ground 
penetration or remote sensing—and the list goes on. 
Meanwhile, Doppler detection, is helpful for better understanding the activities of 
human objects and can enhance the detection capability. For example, in security 
surveillance, besides detecting the locations of the terrorists, the gait analysis through 
Doppler detection can be used to judge if they carry any weapons or not. In rescuing 
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applications, Doppler feature can help search earthquake survivors through their vital 
signs. In addition, Doppler device can be used to monitor the respiration of patients in 
hospitals and investigate the daily activity of elderly people at home.  
In the following, we will firstly review the state-of-the-art of human imaging and 
Doppler detection technologies respectively, and then introduce the UWB pulse radar 
which is an attractive radar technique that can achieve both features simultaneously. 
 
1.1 State-of-the-art 
1.1.1 Current Status of Human Imaging 
Various technologies have been proposed for human imaging, including narrow 
band microwave radar [2], UWB microwave radar [3]-[8], acoustics [9], infrared [10], 
and etc. The comparison of various imaging technologies is listed in Table 1.1, in terms 
of resolution, day/night operation, wall penetration and motion tracking capability. 
Researchers have concentrated on developing UWB microwave radar for its numerous 
advantages, such as high detection target range accuracy, good penetrating wall 
characteristics, operation unaffected by day/night or weather conditions, improved 
immunity to external radiation and noise, and etc.  
 




Ultrasound Infrared X-ray 
UWB 
Radar 
Resolution Poor Good Good Good Good 
Day/Night 
Operation 
Yes Yes No No Yes 
Wall 
Penetration 
Good Marginal Good Good Good 
Motion 
Tracking 
Yes Yes No No Yes 
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Relevant literature has introduced the development of UWB microwave imaging 
radars in both frequency and time domains. Many UWB imaging radar prototypes have 
been implemented with frequency domain techniques based on using vector network 
analyzer (VNA). For example, a radar prototype has been presented in [11] for imaging 
of two targets in close proximity of each other behind a wall. In [12], a ground 
penetrating radar was built up to detect the signatures of complex buried objects. 
Recently, this method has been extended for early breast cancer detection working at 3-
10 GHz [13]. But, the design of UWB systems using frequency domain techniques is still 
limited by the complexity of its signal processing and the expensive cost of the VNA. In 
addition, it is very difficult to make the radar portable and compact because of the 
utilization of heavy and bulky VNA. 
Meanwhile, the recent and continuous advancements of commercial UWB 
components have attracted many attentions and efforts to develop and implement UWB 
imaging radar using time-domain tools. For example, UWB synchronous impulse 
reconstruction radar has been developed and presented to image the interior of a building 
structure by U.S. Army Research Laboratory in [14], as shown in Figure 1.1. UWB 
frequency modulated continuous wave (FMCW) imaging radar system was also 
developed for through wall detection and surveillance in [15], as shown in Figure 1.2.  
In parallel with these efforts, my group has also developed a real-time UWB see 
through wall imaging radar system based on field-programmable gate array (FPGA) by 
Yunqiang Yang [16], [17], as shown in Figure 1.3. The system operates at 8-10 GHz in 
order to acquire a relatively high imaging resolution when seeing through low-loss 




Figure 1.1 A vehicle borne UWB impulse imaging radar developed by U.S. Army 





Figure 1.2 A FMCW imaging radar working at 500 MHz to 2 GHz for through wall 





Figure 1.3 A real-time UWB imaging radar system operating at 8-10 GHz for seeing 
through low-loss wall materials by Yunqiang Yang [16], [17]. 
 
 
There are also few commercially available UWB through wall imaging systems 
that are based on time-domain techniques, such as the PULSON® 400 radar sensor 
module from Time Domain® [18], prism 200 through-wall radar from Cambridge 
Consultants [19], and XaverTM 800 vision system from Camero-tech [20]. The state-of-






























2D 1-2 cm 
Frequency 
Domain, UWB 
Klemm et al. [13] 3-10 GHz 
Not 
Available 




Research Lab [14] 
300M - 
3GHz 




AKELA. Inc [15] 
500M - 2 
GHz 
40 m 2D 10 cm UWB FMCW 













20 m 2D/3D 30 cm Not Available 
Camero-Tech Ltd. 
[20] 
3-10 GHz 20 m 2D/3D 20 cm Not Available 
 
 
1.1.2 Current Status of Doppler Detection 
Nowadays, most of the researchers and groups concentrate on using continuous 
wave (CW) radar for Doppler detections due to its simpler system design and 
implementation, and lower development cost. For example, CW microwave Doppler 
radar operating at 2.4 GHz was developed for sensing of multi-mover in [21]. CW 
microwave Doppler radar was also widely used for vital sign detection and life detection 
[22]-[25]. In [26], CW Doppler radar was extended to extracting the Doppler signatures 
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for biometric characterization. Signal processing and Doppler extraction method for CW 
Doppler radar were also discussed in [27]-[33]. Although it is simpler and cheaper to 
design and implement CW Doppler radar, CW radar does not give any range information 
or cannot track the location of the target at all. Those have significantly limited the 
utilization of CW radar in many applications, such as detecting the terrorists through the 
wall, monitoring the activities of elderly people at home, where both location and 
Doppler signatures of the radar targets are needed. 
In order to achieve both Doppler detection and imaging features in one radar 
platform, a wideband FMCW Doppler radar was developed to operate at 500 MHz to 2 
GHz for through wall imaging and motion detection [34]. In addition, UWB pulse 
compression radar was also designed and implemented for searching and detecting 
trapped people by detecting their breathing information [35], [36], and an impulse radio 
UWB radar system was introduced for vital signs monitoring [37]. Table 1.3 introduces 






















Lin et al. [21] CW 2.4 GHz 10 m 
Moving target 
sensing 
Li et al. [22] CW 5.8 GHz Non-contact 
Vital sign 
detection 
Zhou et al. 
[23] 
CW 2.4 GHz Non-contact 
Heartbeat 
monitoring 
Chen et al. 
[24], [25] 
CW 10 GHz 30 m Life detection 








Hunt [34] FMCW 500M - 2GHz 40 m Motion detection 
Zaikov et al. 
[35] and Sachs 
et al. [36] 
Pulse 
compression 
1M - 4.5 GHz Not Available 
Trapped people 
detection 
Lazaro et al. 
[37] 





1.2 UWB Pulse Radar for Human Imaging and Doppler Detection  
To summarize the state-of-the-art of imaging radars, the frequency domain 
technique based on VNA is not recommended due to its high cost and portability 
limitation. FMCW imaging system shows good imaging performance, however, it is very 
expensive and needs complicated signal processing to design wideband FMCW radar. On 
the contrary, UWB pulse radar has progressed substantially in recent years to be widely 
used by many researchers and laboratories and is considered as a very attractive 
candidate for human imaging applications. UWB pulse radar shows the capability of 
sensing human objects in a harsh environment, even in through wall scenario.  
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Meanwhile for Doppler detection radars, CW radar has been widely used for a 
long time for Doppler applications due to its simpler system architecture and lower 
prototyping cost. However, simple CW radar does not render target range information, 
which is of great importance in human detection and sensing applications. Both FMCW 
and pulse compression radar have the potential to achieve both high range resolution and 
Doppler detection capability. However, their system complexity, signal processing 
difficulty, and development cost of the wideband FMCW and pulse compression radar 
are much higher. In contrast, UWB pulse Doppler (PD) radar tends to achieve a better 
compromise between system performance and prototyping cost when acquiring both high 
resolution range profile and Doppler detection capability simultaneously. Table 1.4 lists 
the comparison of various radar technologies for imaging and Doppler detection 
applications. 
Therefore, UWB pulse radar technique has been used for both human imaging 



















Table 1.4 Comparisons of Various Radar Technologies for Imaging & Doppler Detection 
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Low High High Low 
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1.3 Challenges in Designing Such a UWB Pulse Radar 
Although UWB pulse radar has gained a lot of attention and efforts by 
researchers, the available UWB pulse radars today still have their own limitations, when 
used for human imaging and Doppler detection applications. Most of the available UWB 
pulse radar systems provide imaging capability, but do not include Doppler detection 
feature in the same platform [14], [16]-[18]. In addition, UWB pulse radars operating at 
higher UWB band [16]-[18], [37] work well for line-of-sight (LOS) or through low-loss 
materials detection, such as drywall, wood, and glass, but will suffer from the high 
through attenuation when seeing through high-loss materials, such as typical brick and 
concrete building walls, breast tissue, and other high water-content materials.  
It is a very challenging job to design a good UWB pulse radar prototype for 
human imaging and Doppler detection applications.  A list of these challenges includes: 
a) Develop and implement imaging function and Doppler detection capability in 
one radar platform. The imaging feature prefers a wide system bandwidth in order to 
achieve a high range resolution. However, a wideband signal means a large amount of 
data to be recorded and stored per cycle which could significantly slow down the system 
refresh rate. Meanwhile, in order to extract the Doppler signatures from target motions, 
especially from object’s fast movements like running, the digitized data of the collected 
signal must be stored at a very high system refresh rate in order to avoid the Doppler 
ambiguities. This would mandate a very fast signal digitization and system update rate 
when processing the UWB pulse signal. 
b) Develop a robust radar prototype with a high dynamic range in order to operate 
well in a highly cluttered environment, such as detection through brick and concrete 
building walls. The radar transceiver needs to detect the small scattered signals from 
radar targets, as well as tolerate the strong reflections from the building wall. 
c) Design of wideband antennas, dividers and antenna arrays, especially at lower 
UWB band as it requires a larger relative bandwidth. 
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d) Accurate modeling and simulation of a complicated radar system. No 
commercial software or developed tools have been available to analyze and simulate a 
complete UWB pulse radar yet. 
To overcome these challenges, a high speed data acquisition module was 
implemented to digitize the narrow UWB pulse signal. USB2.0 data communication link 
was used to upload the data to a PC in order to achieve a fast system refresh rate. A 
robust radar transceiver was developed, with a high dynamic range of 65dB. Wideband 
Vivaldi antennas and arrays were designed and fabricated, covering the entire UWB 
imaging band of 1.99 to 10.6 GHz. A system level simulation platform was developed to 
accurately simulate and predict the performance of UWB pulse radar systems. The main 
contributions of this dissertation will be introduced in the following section, followed by 




My major contributions include: 
• Developed and implemented a robust UWB pulse radar prototype operating at 
1.5-4.5 GHz for human imaging and Doppler detection applications, achieving 
real-time imaging and Doppler detection features in one platform; 
• Developed a reconfigurable UWB pulse radar architecture which achieves a good 
compromise between imaging resolution and through barrier attenuation.  
• Developed a system level simulation platform to optimize and predict the 
performance of UWB pulse radar systems, by integrating linear and nonlinear 
analysis, circuit and electromagnetic simulation in one model. 
• Designed and implemented two wideband Vivaldi antennas and arrays for the 
radar systems, operating at 1.5-4.5 GHz  and 1.5-10 GHz respectively, with good 
directional radiation patterns over the operating range. 
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• Implemented high speed data acquisition and transfer module based on 
equivalent-time sampling strategy and USB2.0 data link, achieving a sampling 
rate of 100 GS/s and data transfer rate of 25 MB/s. 
• Extended UWB pulse radar for real-time imaging of more than one object at a 
time, and 3-D image recovery of radar target.  
• Extended UWB pulse radar for early breast cancer detection, demonstrating the 
capability of detecting 5mm diameter tumor in phantom experiment. 
• Extended UWB pulse radar for monitoring the physical activities of moving 
persons and detecting the respiration of stationary human targets in through 
wall/barrier scenarios.  
• Implemented a CW radar prototype as an alternative to UWB pulse radar for 
Doppler detection applications, giving pros and cons of each radar technology. 
 
 
1.5 Organization of the Dissertation 
The rest of the dissertation is organized as follows:  
Chapter 2 discusses the system development of UWB pulse radar. After 
presenting two system building blocks: one operating at higher UWB band (8-10 GHz) 
while the other at lower UWB band (1.5-4.5 GHz), we also introduced a reconfigurable 
system diagram which can reconfigure the frequency band between two. The hardware 
prototyping of radar transceiver RF front-end and high speed data acquisition module will 
be introduced in details. Design methods of two wideband antennas and arrays will be 
introduced, one working for lower UWB band while the other covering the entire UWB 
band. The strategy to select the system operation frequency will also be explained in this 
chapter. 
Chapter 3 introduces a system level simulation platform that can be used to 
analyze and predict the performance of 3-D UWB imaging radar systems. The simulator 
includes six blocks and the detailed information and function of each block will be 
discussed. Simulation results will be compared with experimental ones to validate the 
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platform. We will also demonstrate how to use the developed simulation platform to 
predict the system performance of UWB pulse radar. 
Chapter 4 presents how UWB pulse radar can be used for imaging applications. 
Three examples will be given in details, including real-time through wall human imaging, 
radar target 3-D imaging and early breast cancer detection. 2-D/3-D Backprojection 
microwave beamforming algorithm is utilized for image recovery and will be introduced. 
Imaging resolution, i.e., range resolution and azimuth resolution, of the developed UWB 
pulse radar is acquired through both theoretical analysis and measurement. Early breast 
cancer example shows the capability of detecting 5 mm tumor target by using UWB pulse 
radar technology. 
Chapter 5 shows the capability of UWB pulse radar for Doppler detection 
applications. Theory and equations will be given on extracting Doppler frequency shifts 
from UWB pulse radar. Three examples will be presented in this chapter, including 
human gait analysis, Doppler detection of more than one moving human target, and 
respiration detection of stationary people in through wall environment. After that, we will 
introduce an alternative method based on CW Doppler radar. Both developed UWB and 
CW radar prototypes will be used to acquire the Doppler results with the same 
experimental setups. Pros and cons of the two radar technologies will be discussed too. 
Chapter 6 summarizes the dissertation, highlights the contributions of this work, 













Chapter 2  
System Development of UWB Pulse Radar 
 
Even though researchers have paid a lot of attention to designing UWB radar 
systems and have introduced significant improvement in hardware development, there are 
many basic issues need to be addressed related to the practical implementation of the 
UWB system, for example, selection of optimal frequency, design of a robust UWB radar 
transceiver, implementation of a fast speed data acquisition module with low cost 
solutions, achieving fast system refresh rate for Doppler detection, design of wideband 
antennas and arrays, and etc. But definitely, in the last few years, there has been 
significant progress in developing various basic blocks of UWB transceivers [38]-[41].  
In this chapter, we will discuss our strategy to select an optimal operation 
frequency for UWB pulse radar, and the details of the radar block diagram design. In 
selecting the operating frequency, there are two factors needed to be considered here, 
through-barrier (e.g., wall, debris) attenuation and radar azimuth resolution, and we need 
to make a good compromise between both. Meanwhile, to describe the various radar 
block diagrams, we will introduce two UWB pulse radar platforms that we have 
developed through the course of this effort: one working at 8-10 GHz [16] for good 
azimuth resolution when seeing through low-loss materials, while the other operating at 
1.5-4.5 GHz [42] for low through-attenuation when seeing through high-loss materials. 
After that, we needed to combine such two capabilities and have developed a 
reconfigurable UWB pulse radar architecture [43] which can switch the operation 
frequency between higher and lower UWB bands and will be presented here as well. The 
methods of designing wideband Vivaldi antennas and arrays [44] for the radar platform 
will be discussed. The hardware development of high speed data acquisition module will 
also be introduced in details [45]. In our implementation, equivalent time sampling 
scheme has been utilized to achieve a low cost solution for high speed sampling [46]. 
USB2.0 data communication link has been developed to upload the digitized data to PC, 
achieving a fast system refresh rate [45]. 
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2.1 Operation Frequency Selection 
The operation frequency is determined based on the optimal design and 
implementation of the UWB pulse radar system. In most time, the radar needs to detect 
and investigate the human objects in a harsh environment, such as through the barrier, 
debris or blockage. In another application like in early breast cancer detection, the 
microwave signal has to penetrate through the normal breast tissue before seeing the 
cancerous tissue, which is very lossy as well. Therefore, the through barrier attenuation 
has to be accounted for during the development of the UWB pulse radar. 
Here, we primarily focus on two items: through barrier attenuation and azimuth 
image resolution. It is well-known that through barrier attenuation increases with 
frequency. Hence, a lower frequency band usage is recommended to minimize the seeing 
through loss for better signal to noise ratio or even receive an adequate detectable signal 
after going through a round trip propagation through the wall. However, better azimuth 
image resolution is acquired when operating at higher frequencies, with the same radar 
aperture. Therefore, a compromise is required between an acceptable through barrier 
attenuation and adequate imaging resolution.  
To better understand the through barrier attenuation of a UWB pulse signal, 
transmission characteristics are analyzed for various building materials, including 
drywall, wood, glass, brick, and concrete. The typical complex permittivity of these 
materials [47], [48] is listed in Table 2.1. It is approximately assumed that the materials 
are homogeneous and both the real and imaginary parts are constant over our analysis 
frequency from DC to 12 GHz. A 6-inch thickness was utilized for all materials in the 
analysis.   
The propagation characteristics through the drywall, wooden wall, glass, brick 
wall, and concrete wall over the DC-12 GHz frequency range are presented in Figure 2.1.  
Details of the analysis will be given below. It should be noted that this is only due to a 
one-way propagation. These loss calculations were carried out using the plane wave 
reflection and transmission theory in [49]. 
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A single layer, homogeneous wall structure was assumed in the analysis, with a 
complex permittivity of ε
*
 and a thickness of d. θ0 is the angle of incidence while θ1 is the 
angle of refraction in the wall media, we have k0sinθ0 = k1sinθ1 according to Snell’s law. 
Then the reflection coefficient 
⊥
Γ  and transmission coefficient 
⊥
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The Matlab code that was used to acquire the through wall reflection coefficient 
and transmission coefficient can be found in Appendix A.1. In radar operation, the signal 
travels a round trip and is attenuated twice by the wall. Therefore, it is suggested that the 
operation frequency does not go beyond 6 GHz for seeing through brick-wall or 4 GHz 









Table 2.1 Characteristics of Various Building Materials 
Material ε’ ε” Loss Tangent* 
Drywall 2.0 0.01 0.005 
Wood 2.5 0.05 0.02 
Glass 6.4 0.032 0.005 
Brick 4.0 0.2 0.05 
Concrete 6.8 0.9 0.13 





Figure 2.1 Simulated one-way through wall reflection and transmission through various 




As expected, the signal decays faster at higher frequencies when penetrating 
through various building materials. The attenuation is acceptable when penetrating 
through drywall, wood and glass over the analysis frequency range DC-12 GHz. 
However, the attenuation increases significantly with frequency for brick wall and 
concrete wall, as shown in Figure 2.1.  For example, the attenuation is over 10 dB and 30 
dB at 6 GHz for brick wall, and concrete wall respectively.  
 
 
2.2 8-10 GHz UWB Pulse Radar System 
A 8-10 GHz UWB pulse radar was developed by Yunqiang Yang [16], [17] for 
seeing through low-loss materials, and its system diagram is depicted in Figure 2.2. A 1ns 
pulse was utilized in the system and up-converted to 9 GHz in the transmitter side. A 
carrier frequency of 9 GHz was chosen in order to acquire a high azimuth resolution 
when penetrating through low loss material scenarios. The modulated signal passed 
through two stages of amplification before being sent out by a wideband antipodal 
Vivaldi subarray [50]. Sixteen subarrays, placed in a line, were employed in the receiver 
side to collect the reflected signal. After the received signal is amplified and 
demodulated, I and Q signals were obtained and forwarded to the analog-to-digital 
converter (ADC) for sampling, using the equivalent time sampling scheme [46]. Next, all 
the sampling data were sent to a FPGA circuitry for real-time imaging process. A 
monitor, driven by the FPGA, displayed the recovered real-time 2-D images.  For more 



































Figure 2.2 Detailed diagram of the previously developed 8-10 GHz radar imaging system. 
 
 
2.3 1.5-4.5 GHz UWB Pulse Radar System  
Based on the simulation results of through wall attenuation, it has been suggested 
that the operation frequency should not go beyond 4 GHz to be capable of seeing through 
brick wall and concrete-wall as well. Based on our previous discussion about image 
resolution and signal attenuation, we have considered fabricating a system operating over 
1-4 GHz as the optimal operation frequency band for seeing through various high-loss 
wall materials. However, due to the availability limitations of wideband commercial 
components, an operation frequency of 1.5 GHz to 4.5 GHz was selected and applied in 
our developed UWB pulse radar system, with a carrier frequency of 3 GHz.  
 
 
2.3.1 Transceiver RF Front-end 
The detailed block diagram of the developed UWB Doppler radar is shown in 
Figure 2.3. At the transmitting link, a 10 MHz driving clock generated by FPGA circuitry 
is used to drive a 700ps Gaussian pulse generator. The Gaussian pulse is modulated by a 
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3 GHz carrier signal through a Hittite HMC213 mixer before passing through a driving 
RF amplifier Hittite HMC753 and a high gain power amplifier Mini-Circuits ZHL-42. 
The amplified signal is then sent out via a wideband Vivaldi antenna. At the receiver 
side, the collected radar returned signal is amplified by a Hittite HMC753 low noise 
amplifier (LNA) before being down-converted into baseband. The down conversion is 
implemented by mixing the modulated signal with the same 3 GHz carrier signal through 
Hittite HMC213 mixer. Therefore, the developed radar is a coherent system, i.e., 
transmitter and receiver use the same carrier signal from a Mini-Circuits ZX95-3360 
voltage controlled oscillator (VCO). Next, the baseband I and Q signals are low-pass 
filtered and amplified before being sent to data sampling and acquisition module.  
   The photograph of the in-house designed transceiver RF front-end prototype is 






























Figure 2.4 Photograph of the developed UWB PD radar RF front-end module. 
 
 
Figure 2.5 introduces the link budge analysis of the radar transceiver. The radar 
transmitting power level is mainly decided by the last stage power amplifier. The selected 
commercial component ZHL-42PA from Mini-Circuits provides a 1dB output power 
compression point of 28dBm. However, we have left slight margin when driving the 
power amplifier to avoid the obvious nonlinearity and signal distribution observed at the 
spectrum analyzer. A 25dBm output power is finally generated and sent to transmitting 
antenna. At the receiver side, the commercial LNA HMC753 has a 1dB input 
compression point of 1dBm. Meanwhile, it is found that the commercial mixer HMC213 
claims a 1dB input gain compression point of 9dBm and that is the limiting factor for 
maximum receiver input power level. Based on that, we have figured out the maximum 
input power level injected into radar receiver to be 0dBm. Therefore, the minimum 
isolation requirement between the radar transmitter and receiver is 25 dB, which can be 
easily achieved by separating the transmitting and receiving antennas apart, or putting the 
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transmitting antenna slight forward to reduce the coupling between them. Table 2.2 
shows the analysis of the isolation requirement between radar transmitter and receiver. 
The dynamic range of the radar receiver is also calculated step by step, as shown 
in Table 2.3. The thermal noise floor of the receiver is -174 dBm/Hz, or -114 dBm/MHz. 
The radar receiver has a bandwidth of about 3 GHz and therefore, the noise floor of the 
radar receiver is -79 dBm. The receiver has a noise figure of approximately 8dB, which is 
mainly due to the cable loss, SP8T switch loss, and the noise figure of the HMC753 
LNA. Meanwhile, the minimum signal-to-noise ratio (SNR) required in order to 
reconstruct an acceptable imaging quality is 6dB [51]. Subsequently, we can acquire the 
radar receiver sensitivity to be -65 dBm. Since the receiver 1dB input compression point 













Table 2.2 Isolation requirement between radar transmitter and receiver 
Parameters Values 
Transmitter Total Power (dBm) 25 
Rx 1dB Compression Point (dBm) 0 
Required Tx-Rx Isolation (dB) 25 
Tx/Rx Isolation easily achieved by putting Tx and Rx antennas apart 
 
Table 2.3 Dynamic range analysis of the radar transceiver 
Parameters Values 
Rx Thermal Noise Floor (dBm/Hz) -174 
Rx Thermal Noise Floor (dBm/MHz) -114 
Receiver Bandwidth (GHz) 3 
Receiver Thermal Noise Floor (dBm) -79 
Receiver Noise Figure (dB) 8 
Receiver Noise Floor (dBm) -71 
Required SNR (dB) 6 (for acceptable image quality) 
Receiver Sensitivity (dBm) -65 
Rx 1dB Compression Point (dBm) 0 





2.3.2 1.5-4.5 GHz Vivaldi Antenna and Array Design 
A good antenna candidate for portable UWB radar systems should have feature 
wideband, directional radiation pattern, and low phase distortion operation while being 
small size and low cost. There are different options to design such antenna including 
stacked patch [52], microstrip slot [52], antipodal/tapered slot Vivaldi [53], coupled 
sectorial loops [54], elliptical-shaped dipole/monopole [55], and etc. Here, we use an 
exponential taper slot Vivaldi antenna that has been developed for our UWB radar 
prototype due to its many advantages. The HFSS simulation model and photograph of the 
fabricated Vivaldi antenna is shown in Figure 2.6, with a size of 12cm by 9cm. It is 
fabricated on a 31-mil thick Rogers RT5880 substrate, which has a dielectric constant of 
2.2 and loss tangent of 0.0009. A wideband microstrip line to slotline transition [56] is 
utilized to feed the exponential tapered slot and has significantly enhanced the impedance 
bandwidth. Measured VSWR performance agrees very well with the simulation one, 


















(a) HFSS model 
 
(b) Photograph of the prototype 
Figure 2.6 HFSS model and prototype of the compact wideband Vivaldi antenna, with a 




















Figure 2.7 Simulation and experimental VSWR result of the fabricated Vivaldi antenna. 
 
 
The designed Vivaldi antenna was utilized as the basic building block to design a 
sub-array in order to increase the overall gain and narrow down the beamwidth, as shown 
in Figure 2.8. Three-section wideband power divider [57] was utilized to form the 
feeding network. Measured return loss indicates a good matching performance of the 













(c) Bottom view of the prototype 








The Vivaldi sub-array achieves good directional radiation patterns over the 
operation frequency based on measurement, as introduced in Figure 2.10. A 3dB 
beamwidth of 12 degrees at E-plane and 120 degrees at H-plane have been achieved at 3 
GHz. Figure 2.11 shows a photograph of a 1×8 Vivaldi antenna array, which is composed 
of eight Vivaldi sub-arrays assembled uniformly along a horizontal platform. The eight 
elements are connected to a Hittite HMC321 SP8T RF switch to select the signal channel 





(a) 2 GHz                                                 (b) 3 GHz 
 
 
(c) 4 GHz 
 
Figure 2.10 Measured radiation pattern of the Vivaldi sub-array, showing good 










1-5 GHz Vivaldi 
subarray
 
Figure 2.11 Photograph of the 1×8 Vivaldi antenna array. 
 
 
2.4 Reconfigurable UWB Pulse Radar System 
To provide lower frequencies for high loss walls and higher frequencies for a 
higher azimuth resolution, we have developed a reconfigurable UWB pulse radar system 
augmenting the above features of both previously developed antennas.  The introduced 
reconfigurable radar system with a switchable operating frequency extending over the 
1.5-10 GHz frequency range will provide operational flexibility. The operation frequency 
of the system can be adjusted by using the SPDT switches in the system.  
 
 
2.4.1 Transceiver RF Front-end 
The detailed block diagram of the UWB SAR is outlined in Figure 2.12. The radar 
transceiver can be easily reconfigured to work at either 1.5-4.5 GHz or 8-10 GHz by 
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changing the system carrier signal and the BPF at the receiver front-end. A clock with 10 
MHz pulse repetition frequency (PRF) from the FPGA is amplified by a buffer amplifier 
before driving a 300ps-1ns Gaussian pulse generator. The pulse signal is then modulated 
by a carrier signal. The modulated signal passes through two stages of amplification and 
is then transmitted via a wideband Vivaldi antenna. At the Rx link, the acquired signals 
are amplified by a wideband LNA. The signals are band-pass filtered and then down-
converted into I and Q channels by mixing the same carrier with the received signals. 
Then, the recovered I and Q data are low-pass filtered and amplified before being sent to 
the ADCs for sampling using the equivalent-time sampling scheme [46]. Next, all the 
sampling data are sent to a FPGA circuitry for storage. Last, the collected data is 
transferred to the computer and a microwave beam-forming algorithm implemented by a 
Matlab program is applied to recover the radar image [58], which is given in Appendix 
A.2. 
 
Figure 2.12  Detailed block diagram of the reconfigurable imaging radar system. 
 
2.4.2 1.5-10 GHz Vivaldi Antenna and Array Design 
For the reconfigurable UWB antenna, a UWB Vivaldi array is designed to cover 
the entire 1.5-10 GHz UWB frequency range. The configuration of the two-element 
Vivaldi array is depicted in Figure 2.13. A Rogers RT5880 substrate was used, with a 
relative permittivity of 2.2 and a thickness of 31 mils. A wideband transition, from the 
slot line to a 100Ω microstrip line, was successfully designed. This has greatly simplified 
the design and offered a bandwidth of up to one decade [56]. Next, two 100Ω microstrip 
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lines are shunted to achieve a 50Ω impedance. The width of the single tapered slot, W, is 
30 mm, which is one wavelength at the highest operating frequency (10 GHz) to avoid 
any grating lobes in the E-plane of the Vivaldi array.  
The measured return loss of the two-element Vivaldi array matches the simulated 
one, as shown in Figure 2.14. Both results indicate an acceptable match over the 1.5-10 
GHz frequency range. Figure 2.15 demonstrates satisfactory measured radiation patterns 










(a) HFSS model 
   
(b) Photograph of the prototype 




Figure 2.14 Simulated and measured return loss of the Vivaldi antenna. 
 
 
(a) 4 GHz                                                         (b) 10 GHz 
Figure 2.15 Measured radiation pattern at 4 GHz and 10 GHz respectively, showing good 
directional radiation characteristics. 
 
 
The developed two-element Vivaldi array is extended to an 8-element E-plane 
array design, by using the 4-section wideband Wilkinson divider [57], as presented in 




















(c) Bottom view of the prototype 
Figure 2.16 Dimension and photograph of the fabricated 1.5-10 GHz Vivaldi Array. 
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Figure 2.17 shows the measured return loss of the eight-element compact Vivaldi 
array.  Better than -10 dB matching was achieved between 1.5-10 GHz, the operation 
frequency band for our reconfigurable system.  The measured gain of the compact eight-
element Vivaldi array is indicated in Figure 2.18.  Approximately 5-8 dB gain is acquired 

















Figure 2.17 Measured return loss of the 8-element Vivaldi array. 
 
 




Figures 2.19 and 2.20 present the E-plane radiation pattern, as well as the cross 
polarization radiation at 4 GHz and 10 GHz respectively. The array has a low side lobe 
level, about -13dB side lobe level at 4 GHz and -12 dB at 10 GHz.  Good polarization 
performance is also achieved by the proposed compact array.  The cross polarization is 
less than -30 dB at 4 GHz, and less than -20 dB at 10 GHz, both at broadside.  The E-
plane 3dB beamwidth is 12 degrees at 4 GHz and 5 degrees at 10 GHz. 
 
 
Figure 2.19 Co-pol and Cross-pol E-plane radiation pattern at 4 GHz. 
 
Figure 2.20 Co-pol and Cross-pol E-plane radiation pattern at 10 GHz. 
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The three arrays are compared in details in Table 2.4, in terms of bandwidth, gain, 
cross polarization performance and E-plane beamwidth. 
 
Table 2.4 Comparison of the three arrays in detailed performance 
 
Previous 8-10.6 GHz 
Antipodal Array 
 
1.5-4.5 GHz Tapered 
Slot Vivaldi Array 
 
1.5-10 GHz Tapered 
Slot Vivaldi Array 
 
Bandwidth 
8-12 GHz (8-10.6 
GHz used by system) 
















Gain 13-14 dB @ 8-10 GHz 10-13 dB @ 2-4 GHz 
12-13 dB @ 8-10 GHz 
5-8 dB @ 2-4 GHz 
Cross-
Polarization 
<-15 dB @ 8-10 GHz <-15 dB @ 2-4 GHz 
<-15 dB @ 8-10 
GHz 





 @ 10 GHz 10
 o
 @ 4 GHz 
5
 o
 @ 10 GHz 
12
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2.5 Low Cost, High Speed Data Acquisition Module 
According to Nyquist sampling theorem, UWB system requires an extremely high 
sampling rate in order to digitize a wideband signal without any distortion. In our 
implementation for example, a 700ps Gaussian pulse occupies a bandwidth of 
approximately 2 GHz, which requires at least 4 GS/s sampling rate. An even higher 
sampling rate (e.g., >10 Gs/s) is desired in order to acquire the pulse shape information. 
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However, such high speed ADC chips are still not available from most of the vendors, 
such as Texas Instruments, Maxim, National Semiconductor, and etc. Recently, Fujitsu 
has developed a super-high-speed 56 GS/s ADC chip with 8-bit resolution using CMOS 
process technology, but it is very expensive [59]. Therefore, an equivalent-time sampling 
method is applied based on the off-the-shelf ADC and it is really a low-cost solution. 
 
 
2.5.1 Equivalent-time Sampling Scheme 
In the equivalent time sampling scheme, a train of pulses with a period of 100ns is 
utilized, as shown in Figure 2.21. Instead of digitizing and recovering the pulse signal in 
one signal cycle, the sampling trigger clock is set to have a period of (100ns+∆t) . The 
equivalent time sampling rate is decided by ∆t and a fine resolution of few pico-second 
can be achieved by using commercial delay line chips. In our implementation, we have 











 Generation Hardware 
Figure 2.22 shows a photograph of the 1
st
 generation high speed data sampling, 
storage, and transfer module while Figure 2.23 introduces its detailed diagram that has 
been developed and detailed in reference [42]. The baseband I/Q signals are sent to two 
Maxim MAX104 ADCs for parallel data sampling. The MAX104 ADC has a maximum 
conversion rate of 1 GS/s and a full-power analog input bandwidth of 2.2 GHz. An 
equivalent-time sampling scheme is performed, in order to achieve a very high sampling 
rate. An off-the-shelf Xilinx Virtex-4 FPGA evaluation board is utilized with a Texas 
Instrument CDC5801 low-jitter clock multiplier/divider integrated on it. The signal is 
sampled using a 100 MHz clock and 10 samples are acquired in the first pulse period. 
After that, a 13.02ps time delay generated by the delay line chip CDC5801 is applied to 
the sampling clock before starting to digitize the next pulse period. The equivalent data 
conversion rate is determined by the time delay resolution and a high sampling speed of 
76.8 GS/s has been achieved [60]. After 768 pulse periods, a complete pulse is acquired 
and all the digitized data are sent to a Xilinx Virtex-4 FPGA circuitry for storage and data 
transfer. The collected data is transferred to the computer in real-time through a USB2.0 
communication cable, which provides a stable measured data uploading rate of 25 MB/s. 







Figure 2.22 Photograph of the 1
st
 generation data sampling, storage and transfer module, 




Figure 2.23 Detailed diagram of 1
st









 Generation Hardware 
MAX 104 has a resolution of 8-bit and an input signal range from -0.25V to 
+0.25V. MAX 104 lower resolution and smaller input signal range have limited the 
dynamic range of the data acquisition module, and also affected that of the radar receiver. 
In order to improve the dynamic range performance, we have designed the 2
nd
 generation 
of the data acquisition module by replacing the MAX104 with ADS54RF63 from Texas 
Instruments, which has a resolution of 12-bit and an input signal range of 2.2 Vpp. The 
photograph of the 2
nd
 generation is shown in Figure 2.24. After significantly increasing 
the input signal range as well as dynamic range of the data acquisition module, the radar 




Figure 2.24 Photograph of the 2
nd
 generation data sampling, storage and transfer module, 
utilizing a Xilinx Virtex-4 FPGA evaluation board and two Texas Instruments 








 Generation Hardware 
The first two generations still use separate evaluation boards for FPGA and ADC. 
The connection between FPGA and ADC is usually limited by the interface 
incompatibility and the need for extra connection boards and twisted wire pairs, as shown 
in Figures 2.22 and 2.24. These jumping wires may lead to robustness issues and increase 
cross talk. In order to make a robust and reliable module, the 3
rd
 generation is designed 
by successfully putting all components together on a 4-layer printed PCB circuit board 
[45], as shown in Figure 2.25.  The compact, highly integrated module achieves a 
maximum 100 GS/s data conversion rate using equivalent-time sampling strategy. The 3
rd
 
generation module utilizes a dual channel 16-bit ADC ADC16DV160 from National 
Semiconductor, a Micrel delay line chip SY100EP196, a Xilinx Virtex5 FPGA, a 
Cypress USB microcontroller CY7C68013, and etc.  
The detailed block diagram of the 3
rd
 generation high speed data acquisition 
module is shown in Figure 2.26. The data acquisition board has the flexibility to choose 
internal 150 MHz crystal or external clock source by using a 2x2 cross-point switch from 
ON Semiconductor. One switch output provides FPGA reference clock while the other 
generates a phase shifting clock for the delay line chip SY100EP196, which provides a 
programmable delay from 2ns to 12ns with 10ps fine increments. Using a dual channel 
ADC, ADC16DV160, allows a single chip to process I/Q signals simultaneously and 
significantly simplifies the board architecture and routing complexity. The I/Q signals are 
digitized by using a 150 MHz sampling clock while a 10ps delay is added to the sampling 
clock after every PRT. The 10ps clock shift resolution renders an equivalent sampling 
rate of 100GS/s. After digitizing a complete pulse, the module uploads the data to a 
computer via USB 2.0 communication link, which is controlled by a USB microcontroller 
CY7C68013 and provides a data rate of 25MB/s based on our measurements. To achieve 
an even faster data rate, a gigabit Ethernet transceiver such as 88E1111 from Marvell 
Semiconductor can be integrated into the current module.  
























Figure 2.25 Photograph of the 3
rd
 generation compact, 100GS/s data acquisition module, 
integrating FPGA, dual channel ADC, programmable time delay and USB 

































Figure 2.26 Block diagram of the 3
rd













FPGA Model Virtex-4 Virtex-4 Virtex-5 
On-board Clock 100 MHz 100 MHz 150 MHz 






Channel # per ADC Single Single Dual 
Analog Input Bandwidth 2.2 GHz 2.3 GHz 1.4 GHz 
ADC Resolution 8-bit 12-bit 16-bit 
Input Signal Range ±0.25V 2.2 Vpp 2.4 Vpp 
Delay Line Chip CDC5801 CDC5801 SY100EP196 
Finest Sampling Interval 13.02 ps 13.02 ps 10 ps 
Equivalent Conversion 
Rate 
76.8 GS/s 76.8 GS/s 100 GS/s 
Data Transfer Link USB2.0 USB2.0 USB2.0 
Transfer Rate 25 MB/s 25 MB/s 25 MB/s 
Required Sampling 
Time (8 Rx Channel) 
0.61 ms 0.61 ms 0.53 ms 
Required Transfer Time 
(8 Rx Channel) 
4.92 ms 9.83 ms 12.8 ms 
System Refresh Rate (8 
Rx Channel) 
180 Hz 95 Hz 75 Hz 
System Refresh Rate 
(Single Rx Channel) 
1.44 kHz 760 Hz 600 Hz 
Ambiguous Velocity 
(Single Rx Channel) 




In this chapter, we have presented the system development and prototyping of 
UWB pulse radar in details. We were motivated to design such a radar system for, but not 
limited to, human imaging and Doppler detection applications in a harsh environment, 
such as through wall and debris. However, the developed UWB pulse radar can be easily 
extended for other applications, such as precise indoor localization, sensitive material 
monitoring, and asset tracking. 
Optimal operation frequency is an important factor in designing UWB pulse 
radar, considering the fact that different applications require different performance 
concentration. For example, 8-10 GHz UWB band is recommended for seeing through 
low-loss materials in order to achieve good azimuth resolution while 1.5-4.5 GHz is 
suggested for seeing through high-loss materials in order to minimize the through 
attenuation. In order to achieve the function flexibility and make one platform adapted for 
many applications, we have introduced a reconfigurable radar imaging system. The 
reconfigurable system covers the entire UWB band from 1.5-10 GHz and can be 
reconfigured to switch the operation frequency between 1.5-4.5 GHz and 8-10 GHz.  
The detailed design of various system components were also discussed here, 
including a reliable, high dynamic range transceiver, a low cost, high speed data 
acquisition module, and design of compact, wideband Vivaldi antennas and arrays. These 
components are the common blocks in UWB systems and can be easily applied for other 
systems as well. For better understanding and fast prototyping of new UWB radar 
systems, we have simulated the developed UWB pulse radar accurately in the system 
level and will present it in the next Chapter. 
 
Conclusions: 
1) The first step in design TWI radar is selecting the operation frequency. High 
frequency leads to high azimuth resolution, while relatively low frequency 
allows penetrating through walls. 1-4 GHz is regarded as the optimal 
 
47
frequency band for seeing through high-loss materials, such as brick-wall and 
concrete-wall. 
2) UWB radars are excellent candidate to address both imaging and human 
motion tracking. UWB Doppler radars are able to discriminate the motion 
Doppler effects of more than one object in the scene based on different 
locations in the scene. 
3) Using a wideband antenna and a reconfigurable platform gives the flexibility 
of radar transceiver to operate at either 9 GHz or 3 GHz, combining two 
features in one platform. 
4) Plane wave propagation formulas are adequate to calculate reflection and 
transmission characteristics for through wall propagation. 
5) Vivaldi antennas/arrays are good candidate for UWB radar system because of 
their wideband performance and directional radiation characteristic. But the 
phase center variation with frequency may bring few mm errors in target 
localization. 
6) FPGA can be used to carry out the array switch control, the data storage and 
handling, and real-time image recovery. 
7) A tunable Gaussian pulse generator is applied in the radar prototype, 
providing a pulse width from 300ps to 1ns; typically, 700ps pulse is used in 
the system. 










Chapter 3  
System Level Simulation of UWB Pulse Radar 
 
Although the hardware development of UWB pulse radar has attracted a lot of 
attention, there is still a need to simulate the entire UWB pulse system accurately. Such 
an integrated simulation tool can significantly help in understanding and analyzing the 
overall system performance, logically illustrates the correlation between simulation and 
experimental results, and defines performance limits/constraints. The tool should go from 
component level, sub-system, to a full system level including time and frequency 
domains. These capabilities should clearly fulfill the need of a comprehensive simulation 
platform for a rapid design prototyping and optimization of radar systems including the 
complex UWB ones. 
Many challenges exist in accurately simulating these complex UWB pulse 
systems including both circuits modeling (e.g., RF, analog and digital devices of the 
system) and electromagnetic modeling (e.g., through wall propagation and 3-D radar 
targets scattering). Additional complexity is added to developing a simulation tool by the 
need for antenna modeling [61] and imaging recovery algorithm as well. Preliminary 
analysis of some UWB systems has been previously addressed [62], [63], but still 
represents only partial modeling of the whole system.  
Subsequently, we recognized the need for a complete UWB system simulator in 
one integrated platform using time-domain approach for both localization and imaging 
applications. Kuhn et al. [64], [65] has developed a comprehensive simulation framework 
for indoor UWB positioning system that has been validated using the experimental 
prototype in [66] and [67].  Along this line, we will present an extension of this effort in 
this chapter, to develop an analogous simulation model for through wall imaging 
applications as well.  The new tool has some common blocks with Kuhn’s simulation tool 





3.1 Simulation Platform Architecture 
Figure 3.1 shows a diagram of the proposed generic simulation framework to 
simulate our UWB system, which includes 6 blocks; but it can be easily extended to 
simulate other UWB pulse radar systems by using appropriate simulation blocks. The 
program is divided into different parts to follow the signal propagation path. First, the 
simulation platform requires some initial parameters (input parameters) at the beginning 
describing the operation of the system including all physical parameters. Then, Agilent 
ADS circuit simulation tools are used to simulate the UWB radar transmitter including all 
active or passive circuit components. The transmitted signal impinges on the wall and 
propagates through it to hit the target. So, a block is used to account for multiple through-
wall-reflections and transmissions and the utilized method is defined in [49] and 
implemented here using Matlab. As expected, part of the signal is reflected from the wall 
and received by the UWB receiver while the rest penetrates through the wall and 
encounters the radar object. In our numerical simulation of the radar object scattering, the 
object reaction is calculated based on the Method of Moments (MoM) and is 
implemented using Matlab code as well. Next, the scattered signal penetrates through the 
wall again and is then collected by the UWB receiver in which the signal is amplified, 
demodulated, low-pass filtered and digitized. Finally, the digitized data is saved and a 3-
D wideband microwave beamformer [68] (given in Appendix A.3) is applied to recover 









Some system parameters need to be initialized prior to the simulation based on 
wall type and experiment purpose. For example, usually, pulse shape, pulse width, carrier 
frequency are set according to the wall type. Meanwhile, for SAR operation, an electronic 
scanning is utilized, while both Tx antenna and Rx antenna array are moved mechanically 
to operate as a 25×25 planar Tx/Rx antenna array. For the time being, the properties of 
the wall, including thickness, permittivity and loss tangent are assumed, but eventually 
methods should be developed to provide a good estimation of wall parameters in specific 
cases like in a hostile environment for example.  
 
 
3.1.2 Radar Transmitter Operation 
Agilent ADS Ptolemy simulation incorporated with transient simulation tool is 
used to model the UWB radar transmitter, as shown in Figure 3.2. By using ADS 
transient simulation package, we have accurately modeled the pulse generator hardware 
in the simulation platform. Both the simulation and experimental results of transmitted 
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signals are shown in Figure 3.3 and good agreement has been observed. The transmitted 
signal is captured before the transmitting antenna in both simulation and measurement. 
The UWB transmitted pulse signal measured by using a high speed digital oscilloscope 
(Tektronix DPO 70804) includes a small carrier leakage which is also captured in the 
simulation. Both transmitting and receiving antennas are directional with a wide 




















Figure 3.3 Simulation and measurement of the transmitted signals emitted by the UWB 
transmitter. The transmitted signal is periodic with T0 = 100ns.  
 
 
3.1.3 Through Wall Propagation 
In our simulation platform, we assumed that the wall is homogeneous with known 
properties. But the fact that walls could be inhomogeneous, and not even flat surfaces or 
without known geometrical and electrical characteristics, all of these unknowns may 
obscure the electromagnetic signatures of the targets behind the wall and create ghost 
targets. The approach in [58] can be used to accurately estimate the parameters (i.e., 
dielectric constant, thickness) of a homogeneous, single layer wall during image 
recovery. However, it would be very difficult to accurately model an inhomogeneous or 
non-flat wall structure. 
For a stratified multi-layer wall structure, the developed platform has been used to 
simulate the through-wall dispersion, attenuation and delay. A perpendicularly polarized 
plane wave at an incident angle of θ0 is used in the simulation to mimic the experimental 
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setup. Assuming µ i, σi, εi are the permeability, conductivity and permittivity of layer i, 
and θi is the wave propagation angle at layer I, an iterative method based on (3-1) to (3-7) 
is used to calculate the reflection coefficient ⊥Γ  and transmission coefficient ⊥T  for the 
perpendicular polarization case through N layers wall interfaces [49]. The Matlab code to 
implement these equations is listed in Appendix A.1.  
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d θγ cos=Ψ                                                                    (3-6) 
( )
iiii
jwjw εσµγ +±=                                                     (3-7) 
 
For a single layer wall structure this model can be simplified as given by (3-8) to 
(3-11). Assuming ε
*
 and d are the complex permittivity and thickness of the wall, θ0 is the 
angle of incidence while θ1 is the angle of refraction in the wall media, we have k0sinθ0 = 
k1sinθ1 according to Snell’s law. Then the reflection coefficient ⊥Γ  and transmission 
coefficient 
⊥
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The transmission coefficient 
⊥
T  given by (3-9) is a frequency dependent complex 
number. Its magnitude demonstrates the through wall attenuation while its phase 
indicates the through wall time delay.  
Currently, the complex permittivity of various building materials are measured 
and brought to the simulation model in order to account for the wall dispersion. The fact 
that the dielectric properties are function of frequency will lead to signal distortion. An 
example of the measured complex permittivity of drywall and brick-wall at 1 to 11 GHz 
is shown in Figure 3.4, but it should be understood that these values will be very sensitive 
to humidity. In the simulation platform, different complex permittivity values are applied 
at different frequencies, in order to emulate the wall dispersion effect that happens in 
practice. 
When investigating the through wall attenuation and time delay, the signal is sent 
out by the transmitting antenna at 0.5s, with amplitude from -1V to 1V. Figures 3.5(a) 
and (b) show the simulated and measured reflections and transmissions through a 6-inch 
drywall respectively at normal wave incidence, at the frequency band of 6-10 GHz. Both 
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transmitted signals from simulation and measurement show a similar amplitude of 0.2V 
and a time delay of approximately 0.7ns, validating the through wall simulation model. 
Subsequently, we applied the simulation model to a 6-inch brick-wall at 2-6 GHz in order 
to reduce the through wall losses, as shown in Figure 3.5(c). Comparing Figure 3.5(a) and 
(c), the transmitted signal through the brick-wall presents a longer time delay (about 1ns) 
than that through the same thickness drywall (i.e., about 0.8ns) due to the lower wave 
propagation velocity inside it. The wall frequency dispersion is manifested through 
noticeable broadening of the transmitted signals from both simulation and experiment. 
The pulse signal sent out from the UWB transmitter has a width of approximately 500ps 










(a) Simulation of a 6-inch drywall (at 6-10 GHz band) 
 
 
(b) Measurement of a 6-inch drywall (at 6-10 GHz band) 
 
 
(c) Simulation of a 6-inch brick-wall (at 2-6 GHz band) 
Figure 3.5 Reflected and transmitted signal through different wall materials. 
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3.1.4 Electromagnetic Scattering by 3-D Radar Objects 
Literature shows a continued interest in MoM technique for solving 
electromagnetic scattering problems. For example, an adaptive multiscale MoM was 
introduced in [69] for analyzing the scattering from 3D perfectly conducting structures 
and MoM was employed in [70] to solve the scattering from mixed conducting and 
dielectric objects. In addition, the scattering from homogeneous dielectric bodies was 
analyzed in [71] and tensor integral equation was used in [72] to determine the 
electromagnetic field inside heterogeneous biological bodies with arbitrary shape.  
In our simulation platform, we have extended the MoM method in [72] for 
solving the electromagnetic scattering problem from heterogeneous, arbitrarily shaped 
human bodies, with the equations shown in Appendix B. To lower the computational 
cost, we have considered a homogeneous lossy dielectric target with complex permittivity 
ε* and permeability µ0. In our analysis, a plane wave is assumed as the incidence and 
considered to be a good approximation if the radar object locates at the far field of the 
radar transmitting and receiving antennas. The internal current density and scattered field 
are calculated sequentially using the equations in Appendix B, which are implemented 
using Matlab code as described in Appendix A.4. 
To validate the MoM code, we have investigated the bistatic radar cross section 
(RCS) of a lossless and a lossy dielectric object respectively, where different antennas are 
used for transmitting and receiving. All the RCS results are observed at different angles 
θ, with a perpendicular polarization plane wave incidence at an angle of θ = 0
o
 and φ = 
90
o
. For ease of comparison, we have compared MoM results with exact solutions from 
Mie theory [73]. A free MiePlot program [74] has been utilized to acquire the exact 
solutions from Mie theory. Spherical object is used to validate the MoM code since Mie 
theory can only analyze the RCS of sphere. 
In the first example, we considered a lossless homogeneous dielectric sphere with 
a radius of 0.5λ0 at 3 GHz. The sphere target has a relative permittivity of εr = 4.0 and a 
relative permeability of µr = 1.0. The volume of the sphere is discretized into 4224 cubic 
cells with a side length of 0.05λ0. The calculated bistatic RCS using MoM numerical 
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method is shown in Figure 3.6. Good agreement is observed between the numerical 
results with the analytic solutions from Mie series, validating the present method. 
For further validation, a lossy homogeneous dielectric sphere is considered with a 
radius of 0.5λ0 at 3 GHz. We use the same relative permittivity and relative permeability 
as that in the 1
st
 example (i.e., εr = 4.0, µr = 1.0). Meanwhile, the target is defined with a 
conductivity of 0.2 S/m. The volume of the lossy sphere is still divided into 4224 
unknowns. Both Mie series solutions and MoM results are presented in Figure 3.7 and 
good agreement has been achieved. 
Subsequently, we assume the MoM code can also be used to calculate the RCS of 
any arbitrary shape radar object. 
 
 
Figure 3.6 Bistatic RCS of a losslessy dielectric sphere with a radius of 5cm at f = 3 GHz 







Figure 3.7 Bistatic RCS of a lossy dielectric sphere with a radius of 5cm at f = 3 GHz (εr = 
4, µ r = 1, σ = 0.2 S/m). 
 
 
3.1.5 UWB Radar Receiver Modeling 
Agilent ADS Ptolemy simulation incorporated with ADC module is used to 
model the UWB radar receiver including all active and passive components, as shown in 
Figure 3.8. The ADS model of I/Q radar receiver is shown in Figure 3.9. We have 
preformed an experiment to investigate the recovered baseband pulse signal from a 
metallic plate target, which was placed at a standoff distance of 1.5m behind a drywall. 
Meanwhile, we also used our simulation platform to analyze the same scenario and 
recover the baseband pulse signal. Figure 3.10 shows the recovered pulse signals from 
both simulation and experiment. Good agreement is achieved between the simulated and 





Figure 3.8 Agilent ADS Ptolemy simulation incorporating Matlab source and sinks, 











Figure 3.10 Comparison of recovered pulse signals from simulation and experiment. 
 
 
3.1.6 Wideband Microwave Beamformer  
After acquiring the baseband pulse signals, we have implemented a microwave 
beamformer in the simulation platform to reconstruct the image of radar objects. In our 
simulation platform, a 3-D wideband Backprojection algorithm [68] is used to achieve 













. Let sp,q(t) 
be the complex received baseband pulse signal. Since s is sampled in time, the sampled 
version of s is 
sp,q(n) = ap,q(n) + jbp,q(n)                                            (3-12) 
where a and b are the in-phase and quadrature components of the received signal; p and q 
indicate that the signal is sent out by the pth transmitting antenna and acquired by the qth 
receiving antenna. A matched filter h(n) is applied first to eliminate the out-of-band noise 
of the received baseband pulse, and the new signal is given by 
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( ) ( ) ( )nhnsnz qpqp ⊗= ,,                                                 (3-13) 
where “ ⊗ ” denotes convolution operator; and h(n) is the impulse response of the 













   ,0
    ,1
                                               (3-14) 
where fBW is the bandwidth of the received baseband pulse. 
To recover the 3-D image, the surveillance space is divided into cubic voxels in 
cross range, down range and height, represented by the x, y and z coordinates 
respectively, as shown in Figure 3.11. For any selected voxel Vm = {xm, ym, zm}, the 
confocal microwave imaging algorithm is applied to calculate its absolute image value 
I(Vm) via 












,ϕ                             (3-15) 
where the index np,q of zp,q locates the signal at correct time delay; φp,q(Vm) shows the 
phase compensation for different traveling paths; and wp,q(Vm) introduces the amplitude 
compensation for different scattering loss, through wall attenuation, and propagation loss, 








=,                                                   (3-16) 
where lpm indicates the equivalent traveling path from the pth transmitting antenna to the 
voxel Vm; lmq indicates the equivalent traveling path from the voxel Vm to the qth 
receiving antenna; c is the speed of light in the air; and ∆t is the pulse sampling interval. 
The wall effect should be taken into account when calculating the equivalent traveling 
path, for example, 
321 mqmqrmqmq
llll ++= ε  is the equivalent traveling path in Figure 3.10, 
where εr is the relative permittivity of the wall. The phase correction term is determined 
by the following equation, 












                                             (3-17) 
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where fc indicates the carrier frequency in the radar transceiver. The amplitude 
compensation is given by 
[ ] [ ] [ ] [ ]dBLdBLdBLdBw
propagwallscatterqp .,
++=                             (3-18) 
where Lscatter is the scattering loss, Lpropag introduces the propagation loss, and Lwall 
presents the through wall attenuation. The scattering loss and propagation loss are 
assumed constant, considering the fact that radar object usually locates in the far field of 
the radar system. The through wall attenuation Lwall is analyzed using equation (3-9) at 
the carrier frequency. After recovering the imaging information for voxel Vm, the same 
process is repeated and applied to the next voxel to obtain the related imaging value until 
all the voxels are solved. Lastly, a complete 3-D image is displayed. Appendix A.3 lists 
the Matlab program we implemented based on 3-D Bakcprojection beamforming method. 
 




3.2 Experimental Validation 
To validate the accuracy and demonstrate the capability of our advanced 
simulation platform, a simulation run was performed to recover the 3-D image of a 
wooden block, and then compared with the associated experimental result.  
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The imaged object has a size of 45cm x 35cm x 1cm, as shown in Figure 3.12. To 
increase the signal reflections, the block has been soaked in the water for few hours. The 
complex permittivity of the soaking block was then measured using an Agilent coaxial 
RF probe and brought into the simulation platform. An almost constant ε’ of 13 was 
acquired between 2 and 10 GHz, while ε” increases linearly from 0.2 (at 2 GHz) to 2.3 
(at 10 GHz).   
In the experimental setup, we have collected the signals at two scenarios: the first 
from background only before putting any target, and the second after placing the target. 
By subtracting the two signals with and without the target, the newly acquired signals are 
used in the image recovery process to remove the clutters. Similar clutters removal 
process was also applied in the simulation by subtracting the simulated signals with and 
without the target. The simulation result in Figure 3.13(a) accurately predicts the outline 
of the wooden block target, as well as its location. The recovered image from experiment 
agrees fairly well with that from simulation, as shown in Figure 3.13(b). It is worthy 
noted that the clutter removal process needs the measurement of the scene without target, 
which may not be available in many cases in practical life.   
 
 





(a) Simulation result 
 
(b) Experimental result 
Figure 3.13 Recovered image results of a wooden block: (a) Simulation results, and (b) 





For further model validation and capability demonstration, the developed 
simulation platform has been applied to localize and image two metallic cylinders within 
a drywall. The simulation geometry of two copper cylinders within a very thick drywall 
is used in the simulation as shown in Figure 3.14. The radius of each cylinder is 8cm with 
a height of 4cm. Both targets are placed at a Down Range of 0.7m, with an edge to edge 
spacing of d in Cross Range. The radar transmitting and receiving antennas are put in the 
Cross Range/Height plane at a Down Range of 0m, facing the two cylinders.  
The images of the two cylindrical targets are obtained with two spacing values. 
Figure 3.15(a) shows the imaging results in the plane of Down Range = 0.7m with a 
relatively large spacing d of 48cm. Then, the two cylinders were moved closer to an 8cm-
apart, with the imaging results presented in Figure 3.15(b). The acquired images by the 
simulation platform have accurately indicated the true target location and shape in both 
cases. The results in Figure 3.15(b) also indicated that the proposed simulation platform 
has a better than 8cm cross range resolution, which is adequate for most of the through 
wall imaging applications. The distance d between the two cylindrical targets has been 
progressively reduced until we could not distinctly separate the two targets.  It is found 
that the radar achieves a cross range resolution of approximately 6cm. 
 




(a) d = 48cm, Down Range = 0.7m 
 
(b) d = 8cm, Down Range = 0.7m 
Figure 3.15 Simulation imaging results of two cylindrical targets within a drywall. The 
two cylinders are put at a down range of 0.7m. Dotted white lines indicate the true target 






3.3 System Performance Prediction 
After validating the simulator, the developed simulation platform has been used to 
optimize the pulse waveform and predict the system performance and limitations of the 
UWB radar hardware. In Section 3.3.1, the simulation platform has been applied to 
optimize the pulse waveform to acquire the best image quality, when detecting a human 
phantom target through a brick-wall. Section 3.3.2 introduces how the simulation 
platform can predict the system detection range through received SNR, when seeing 
through a 6-inch drywall and a 6-inch brick-wall respectively.  
 
 
3.3.1 Pulse Waveform Optimization 
Waveform design and optimization has been recently investigated in many radar 
applications, considering the fact that in target detection and identification, an appropriate 
choice of radar waveform has a great effect on the amount of information obtained from 
the target, especially for extended targets [75]. Therefore, the design and optimization of 
the waveform is important for improving the performance of imaging radar system [76]. 
In the analysis, a single-layer, homogeneous wall model was assumed. When 
investigating different pulse waveforms, the same wall model was used to compensate for 
its effects.  
We have applied the simulation platform to investigate the effects of different 
pulse shapes and pulse durations on a human phantom target behind a 6-inch brick wall. 
The human phantom target has a relative permittivity of 50 and a conductivity of 4 S/m to 
emulate the real body tissue [77]. It has a height of 1.4m, a width of 1.2m, a thickness of 
0.2m and is placed at a Down Range of 2.2m, as shown in Figure 3.16.  
Firstly, a Gaussian pulse and a monocycle pulse (i.e., 1
st
 derivative of Gaussian 
pulse), both having the same duration of 300ps, are used as the input signals respectively 
in the simulation. To make a fair comparison, identical setups are assigned for all other 
blocks in the simulation platform.  
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Figure 3.17 shows the simulation results with the 300ps Gaussian pulse input. The 
Height – Cross Range cut of the recovered image, as shown in Figure 3.17(a), has 
predicted a reasonable outline of the human phantom target. The Height – Down Range 
cut in Figure 3.17(b) has accurately localized the target at a Down Range of 2.2m, with a 
resolution of approximately 5cm. Figure 3.18 introduces the simulation results using a 
300ps monocycle pulse.  It is evident that a clearer arm shape is gained in Figure 3.18(a) 
through a monocycle pulse waveform, compared to Figure 3.17(a). A similar Down 
Range resolution of 5cm has been achieved from the 300ps monocycle pulse signal, as 
shown in Figure 3.18(b). It is concluded that using a 300ps monocycle pulse renders 
similar Down Range resolution as using a 300ps Gaussian pulse, but tends to give 
slightly better image quality, when imaging a human phantom. It is worthy noted that the 
optimal shape of waveform totally depends on the frequency response of the radar object 
when illuminated by a wideband signal.  
In addition to pulse shape, we have also applied the simulation platform to 
investigate the effects of different pulse durations. A wider Gaussian pulse signal (i.e., 
1ns pulse) has been used as the system input in the simulation platform, which has the 
same setups for all other blocks as mentioned above.  
It is observed that the 1ns Gaussian pulse generates the cleanest shape of the 
phantom target, with the least ghost targets around the true one, as shown in Figure 
3.19(a). The main reason is that the average transmitted power is significantly increased 
if a constant peak power is maintained, by using a wider pulse signal. Therefore, a much 
higher SNR is expected in the received pulse signals. However, using a wider pulse 
signal also decreases the system bandwidth and therefore degrades the down range 
resolution significantly, as shown in Figure 3.19(b), which introduces a localization 
resolution of approximately 15cm. Therefore, a compromise needs to be made between 
the target shape recognition and the localization resolution. For some precise imaging and 
positioning applications, such as early breast cancer detection and surgery tools tracking, 
the localization accuracy is a must. 
The simulation platform can also be used to investigate any other signal 
waveforms (e.g., chirp signal, coded pulse) and design the optimal signal waveform for a 
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radar object in through wall imaging applications. It is worth mentioning that in the 
current simulation platform, the wall parameters, such as permittivity and thickness, are 
assumed known. In most practical cases, the wall parameters are unknown and the 
method in [58] can be helpful to estimate the wall parameters during the image recovery. 
 
 








(a) Target shape recognition 
 
(b) Target Down range localization 
Figure 3.17 Simulation results of a human phantom target using a 300ps Gaussian pulse 
signal source. Solid white lines indicate the true target shape while dotted white lines 




(a) Target shape recognition 
 
(b) Target Down range localization 
Figure 3.18 Simulation results of a human phantom target using a 300ps monocycle pulse 
signal source (1
st
 derivative of Gaussian pulse). Solid white lines indicate the true target 




(a) Target shape recognition 
 
(b) Target Down range localization 
Figure 3.19 Simulation results of a human phantom target using a 1ns incident Gaussian 
pulse signal. Solid white lines indicate the true target shape while dotted white lines 
indicate the true target position. 
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3.3.2 System Performance Prediction 
The simulation platform is also a powerful tool to predict the SNR at the receiver 
side and system detection range when seeing through various wall materials. The radar 
system is set to operate at 2-6 GHz, with a carrier frequency of 4 GHz. The human 




Figure 3.20 shows the simulated SNR of the received pulse signal versus the 
target distance for a 6-inch dry-wall and a 6- inch brick-wall respectively. Comparing the 
two plots, it is shown that the signal through the brick-wall has a 4 dB lower SNR than 
that through the dry-wall. It has been proven in [51] that a 6dB SNR renders a 5cm 
imaging resolution. The simulated results predict a system detection range of 
approximately 14m through a 6-inch dry-wall while 10m through a brick-wall, with a 




Figure 3.20 Simulated SNR of received pulse signal versus target distance when seeing 





A comprehensive system level simulation platform has been developed using 
time-domain approach which can be used to optimize the design and predict the 
performance of the UWB pulse radars. Where, Agilent ADS Ptolemy simulation tools 
have been used to simulate the various RF, analog and digital devices, and through-wall 
effects and 3-D radar objects scattering have been modeled based on electromagnetic 
simulations. We are still missing the channel modeling as at this time as there are no 
available indoor/outdoor UWB channel models. Our simulator, however, can be easily 
extended upon the availability of such statistical channel model for the indoor/outdoor 
environment in through wall scenarios. A Backprojection microwave imaging algorithm 
has been applied for 3-D image recovery of radar objects. By integrating these functions 
in one platform, we have accounted for all the interface problems among different models 
and made it simpler to use. The simulation platform has been experimentally validated 
for dielectric objects using the developed UWB radar prototype. It is advantageous that 
system level simulation is included in the early stages of new UWB radar systems design 
for rapid prototyping and performance optimization. The developed simulation platform 
is also a powerful tool to predict the SNR at receiver side and system detection range 
when seeing through various wall materials. 
 
Conclusions: 
1) UWB pulse radar simulation requires a time domain solver to account for 
pulse dispersion, delay, and attenuation. The time domain solver includes 
combined Ptolemy and transient simulation for active/passive devices and 
frequency domain analysis combined with Fourier transform. 
2) The antenna is placed in the far field to avoid solving complex near field 
problems.  In the far field, electromagnetic propagation is assumed to be plane 
waves.  This assumption is crucial in our subsequent analysis. 
3) Walls are assumed to be infinite to simplify transmission and reflection 
calculations using a stratified media.  TE or TM modes are assumed and no 
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coupling between the modes was assumed. Additionally, the walls are 
homogeneous with known parameters and physical dimensions.  In real 
scenarios, most likely the wall characteristics are not known. 
4) Accurate statistic channel models are still not available for UWB through wall 
applications and are eagerly desired to include indoor/outdoor mixed 
environment and wall interference in the system level simulation platform. 
5) MoM is used to calculate the scattering from radar targets.  No multiple 
reflections were assumed for calculating such scattering. 
6) The tool can be used to search for the best transmitted signal shape that should 
be utilized for a certain radar target.  In our case we found out that a 300ps 
monocycle pulse tends to give slightly better image quality than using a 300ps 
Gaussian pulse, when imaging a human phantom object. 
7) The tool can also be used to predict the performance of UWB pulse radar, 















Chapter 4  
UWB Pulse Radar for Imaging Applications  
 
UWB pulse radar sends out a series of short RF pulses and then listens to the 
echoes. By measuring how long it takes to receive the echo returns, system operators can 
estimate the range to the target/scatter. The angle of the incoming signal returns can be 
acquired by using a receiving antenna with a very narrow beamwidth, or utilizing a 
synthetic aperture array, to sweep the surveillance area, thus to predict the cross range of 
the radar object. Based on range and cross range information a full image can be 
recovered. 
In this chapter, we will introduce three different imaging examples based on 
UWB pulse radar technology that spans a wide range of requirements: a) real-time 
through wall human tracking, b) 3-D human imaging, and c) early breast cancer 
detection. In the 1
st
 application example, we will use the developed UWB pulse radar 
prototype to track more than one human object through the wall in real-time. In the 2
nd
 
example, we will introduce how to recover the 3-D image of a human mock-up object, 
providing both location and shape of the radar object. In the 3
rd
 example, we will 
demonstrate how UWB pulse radar can be used for detecting very small cancerous breast 
tissues at early stage. 
 
4.1 Real-time Through Wall Human Tracking 
Real-time through wall human tracking has diverse applications, such as security 
surveillance, survivor rescuing, law enforcement, and etc. Real-time human tracking is 
achieved by successively recovering and displaying the image of radar targets at a high 
refresh rate. A calculation efficient microwave beamforming algorithm, Backprojection, 
was utilized in our system for real-time human tracking. The wall effect, i.e., wall 
attenuation and slower traveling speed inside the wall, was also accounted for in the 
imaging reconstruction. Experiments have been performed to demonstrate the capability 
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of UWB pulse radar for through wall imaging of multiple stationary and dynamic targets 
and two examples will be discussed in detail in the following sections. 
   
4.1.1 Microwave Beamforming Algorithm 
When recovering radar images, each image is composed of many pixels, or 
picture elements. Each pixel (picture element) in the radar image represents the radar 
backscatter for that area on the ground: darker areas in the image represent low 
backscatter, brighter areas represent high backscatter. Bright features mean that a large 
fraction of the radar energy was reflected back to the radar, while dark features imply that 
very little energy was reflected.  
In the literature, there are a number of publications related to microwave imaging 
algorithms, such as Backprojection, Direct Frequency Domain Image Formation, The 
ω−κ Algorithm, Capon Beamformer, and Adaptive Capon Beamformer, etc. Table 4.1 
compares the computational efficiency between algorithms by solving one specific 
example to simplify comparison [78]. The detailed information of how to calculate the 
total number of operations can be found in [78], which shows that Backprojection 
algorithm is the most efficient one for through wall radar imaging. 
 
Table 4.1 Computational Efficiency Comparison of Various Imaging Algorithms 
Algorithms 
Total number of floating-point 
operations 
Backprojection 2.2 M FLOP 
Direct Frequency Domain Image 
Formation 
14.2 M FLOP 
The ω−κ Algorithm 5.9 M FLOP 
Capon Beamformer 14 G FLOP 
Adaptive Capon Beamformer (B-HDI 
Algorithm) 
2.6 M FLOP 
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The simplified synthetic beam-forming structure is shown in Figure 4.1. The 
reflected signal from the target is assumed to be a plane wave to simplify the calculation 
and implementation. The following illustrated method makes it simpler and faster to 
recover the image of radar objects.  
Let zi(n) be the complex received signal from antenna i, given by 
( ) ( ) ( )nbnanz
iii
+=                                                   (4-1) 
where ai and bi are the in-phase and quadrature components of the received signal. The 
output y(n) represents the intensity (brightness) of the picture pixel at the n
th
 range cell 
and direction θ and is given by the following relation 










                                                (4-2) 
where N is the total number of receiving antennas, wi is the correction for different wall 
attenuations and propagation loss and was assumed constant because of the same signal 





www L                                         (4-3) 
The phase component φi is applied to compensate for the phase difference due to distinct 
traveling paths. If we assume φi = 0 and the antenna spacing is d, the phase shift for 
signals from other receiving antennas is gathered as follows to cancel the phase delay, or 
advance, due to the different traveling lengths 
( ) ( )Nndn
n
≤≤⋅−−= 1   sin1
0
θβϕ                             (4-4) 
Focusing the beam in the direction θ implies that the summation of all received 




Figure 4.1 Simplified synthetic beam-forming algorithm. 
 
The simplified synthetic beamformer is accurate when the target is far from the 
detection point, i.e., the target is at the far field. However, the assumption of the reflected 
plane wave is not completely accurate if the target exists at the near field. A near-field 
Backprojection microwave beamformer  [79] is introduced in Figure 4.2.  Instead of 
plane waves, the reflected signals from the scatterer are presumed to propagate from the 
scatter to the Rx antennas directly. With the near-filed beamformer, equation (4-2) will 
also be applied to produce the beam output. However, the magnitude correction 
coefficient wi and the phase coefficient φi alter due to unequal propagation loss and travel 













































=Γ                                  (4-6) 
where *
w
ε and t are the permittivity and thickness of wall, *02 ww fk εµπ= , θ1 and θ2 are 
the incidence angle and refraction angle, respectively. For phase compensation 
coefficient, if we still assume φ1 = 0, then φn is achieved as follows 
( ) ( ) ( )NndnRdnRR
n
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Figure 4.2 Near-field Backprojection microwave beamformer. 
 
 
4.1.2 Through-Wall Effects 
In a practical situation, the through-wall effects have to be accounted for in order 
to generate accurate images of the targets. The propagation wave slows down, encounters 
refraction, and is attenuated as it passes through the wall. If the wall effects are not 
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estimated accordingly, errors may occur in combining the post-data coherently. The 
through-wall model is presented in Figure 4.3. The surveillance space is divided into 
multiple pixels using range R and angle θ. The equivalent electrical length between the 




++= ε . The wall is assumed to be 
homogeneous and lossless, with a thickness t and a relative permittivity of εr. The 
detection radar has a standoff distance of d from the wall. Then, we can achieve 
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Figure 4.4(a) and (b) shows the recovered images of the target for two cases: 
before and after compensating for the wall effects. The drywall utilized in the experiment 
has a thickness of 4cm and a relative permittivity of 3.0. The real target position is 
defined in the pictures using a rectangular mark. Comparing Figure 4.4(a) and (b), the 
obtained target location is 4cm further from the detection point than its real position if the 
wall effect is not accounted for. 
 
 
(a) Before compensation for wall effects 
 
(b) After compensation for wall effects 
Figure 4.4 Obtained radar images before and after compensation for wall effects. White 




4.1.3 Imaging Resolution 
Two imaging resolutions will be considered here: range resolution (down range 
resolution) and azimuth resolution (cross range resolution).  
For the radar to be able to distinguish two closely spaced elements in down range, 
their echoes must necessarily be received at different times. If using a narrower pulse 
signal, the radar system tends to achieve a better chance to separate two close objects in 
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where c is the speed of light, B is the bandwidth of the pulse signal, and ∆t presents the 
width of the narrow pulse signal. The down range resolution can be calculated as 10.5 cm 
for the developed UWB pulse radar prototype, using the following parameters: c = 3×10
8
 
m/s and ∆t = 700 ps (700ps Gaussian pulse utilized in the system as shown in Figure 2.3). 
The down range resolution can be further improved by using a narrower pulse signal. 
Experiments have been carried out to measure the down range resolution of the 
developed radar prototype, and then compare it with the theoretical results. The 1
st
 
experiment was performed by using a dihedral target, as the floor plan of the 
experimental setup presented in Figure 4.5. The radar prototype was placed in the 
corridor of the Engineering building, with the transmitting horn and receiving Vivaldi 
array facing the same direction. The spacing between the transmitting antenna and the 
closest receiving antenna is 50 cm. The dihedral was put at different standoff distances to 





Figure 4.5 Experimental setup of the down range resolution measurement using dihedral 
as radar object. 
 
 
Figure 4.6 introduces the recovered images of the dihedral when it was placed at a 
distance of 1m, 2.2m, 3.6m, 5.7m, 7.3m, and 9.8m respectively. The acquired radar 
images indicate a down range resolution of approximately 10cm, validating the 
theoretical analysis result. It is worth mentioning that the recovered image also predicts 

















                          (c) d = 3.6m                                             (d) d = 5.7m 
 
Figure 4.6 Acquired images of the dihedral target when placed at different distances to 










                          (e) d = 7.3m                                             (f) d = 9.8m 




Azimuth resolution, also called cross range resolution, describes the ability of an 
imaging radar to separate two closely spaced scatterers in the direction parallel to the 
motion vector of the sensor. Generally, several factors determine the cross range 
resolution of the imaging radar, including effective radar aperture, radar operation 
frequency, and the down range of the target. For the same down range, a better cross 
range resolution can be achieved if using a larger effective radar aperture or operating the 
radar at higher frequency range. For a real aperture radar, two targets in the azimuth or 
along-track resolution can be separated only if the distance between them is larger than 
the radar beamwidth. For the developed UWB pulse radar using SAR technique, the cross 
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An experiment was performed to test the cross range resolution of the developed 
radar prototype in the corridor, as the floor plan of the experimental setup shown in 
Figure 4.7. Two dihedral objects were used in the experiment, placed at the same distance 
to the radar, but at different cross range positions. A small metal can was put in front of 
the two dihedrals as a reference target. The two dihedrals were separated at a distance of 
d. During the experiment, we have kept increasing d until the two dihedrals can be 
distinguished in the recovered radar image. Figure 4.8 presents the recovered radar 
images when the two dihedrals were separated at different distances. As shown in Figure 
4.8(a), the reflections of the two dihedrals overlap with each other in the recovered 
image, when they are put at a distance of 25cm. The image of the can was also observed 
in the recovered image. In addition, the recovered image also presents the locations of the 
metal door, metal railing, and the wall-railing junction.  Next, we have moved the two 
dihedrals apart at a distance of 30cm, with the newly recovered image indicated in Figure 
4.8(b), which has successfully separated the two dihedrals. The two dihedrals were 
further separated to a distance of 35cm, with the recovered image in Figure 4.8(c), which 
has presented the two images from the two dihedral objects. 
 



























(c) d = 35cm 




4.1.4 Through Wall Imaging of Multiple Static Targets 
Experiments were performed to test the capability and performance of the 
developed UWB PD radar by investigating the radar image of multiple static objects. The 
experiment was setup at the corridor of engineering building to image multiple static 
targets through a cement block, as shown in Figure 4.9, where dihedral, bucket and small 
dihedral were used as the detection targets. The experimental result has accurately 
indicated the locations of the three targets, as well as the wall, as shown in Figure 4.10(a). 
To ensure that the images are from the exact targets as we expect, we have changed the 
scenario twice and then reconstructed the images again: the first time is to move the 
bucket closer to the radar, with the new recovered image shown in Figure 4.10(b); while 
the second time is to move the small dihedral closer to the radar, with the new acquired 
image introduced in Figure 4.10(c). The change of image has exactly reflected the change 
of target locations, validating the results. 
 
 













































(b) Move the bucket closer to the radar, keeping two dihedral targets at same position 

























(c) Move the small dihedral closer to the radar, keeping the other two fixed 
Figure 4.10 Continued. 
 
 
4.1.5 Real-time Tracking of a Walking Person 
As discussed in Chapter 2, the developed radar prototype has a system refresh rate 
of 360 Hz if utilizing a sampling interval of 50 ps in the signal digitization. This fast 
refresh rate feature allows the real-time tracking of the moving target. An experiment was 
performed in the living room of an apartment to track and monitor a person walking 
counter clockwise in a LOS scenario. The living room has a size of 4m by 4m, with the 
radar sensor setup at the edge of the room in order to monitor the entire region. The 
walking trajectory of the person detected by the radar sensor has accurately predicted the 
true real-time target position, as shown in Figure 4.11, with the radar tracking result 













Figure 4.11 Real-time location tracking of single walking person in a LOS scenario. 
 
4.1.6 Real-time Through Wall Tracking of Two Walking Persons 
Two experiments were performed in the corridor of College of Engineering 
building to track two walking persons through a cement block, which has a thickness of 
1cm. In the 1
st
 experiment, the two persons walked in opposite directions, one 
approaching the radar while the other leaving the radar sensor. Figure 4.12 shows the 
real-time locations of the two moving persons at different time steps. As we introduced in 
Table 2.5, the developed radar prototype achieves a system refresh rate of 75 Hz. 
Therefore, 75 photo shots of the radar objects can be captured at every second. In Figure 
4.12, the red mark shows the image of the 1
st
 person while the pink mark indicated the 
image of the 2
nd
 person. At 4.1sec, the 1
st
 person was at a down range of 8m while the 2
nd
 
person at 4m. Next, the 1
st
 person started to get closer to the radar while the 2
nd
 person 
got further, as shown at 5s and 6s. The two persons met at 7.1s, with a down range of 6m. 
Next, the 1
st
 person continued to walk toward the radar while the 2
nd
 person walked 









Figure 4.12 Real-time tracking of two walking persons through a cement block, two 










 experiment was carried out to track two persons walking toward the same 
direction, but one walking faster while the other slower. The acquired locations of the 
two persons at different time steps are shown in Figure 4.13, where the red mark shows 
the image of the 1
st
 person while the pink mark indicated the image of the 2
nd
 person. The 
two persons started at the same distance of 10m at 0s. It can be seen from Figure 4.13 that 
the 2
nd
 person walks much faster than the 1
st
 person. At 4.2s, the 2
nd
 person arrived at a 
down range of 6.5m while the 1
st
 person was still 8.5m from the sensor. By 6.2s, the 2
nd
 
person already got to down range of 4.5m while the 1
st
 person reached the down range of 
7.5m. At 8.9s, the 2
nd
 person walked close to the wall and started to walk back while the 
1
st
 person was still 5m from the sensor. By 12s, the two persons met at the down range 
3.5m. For both experiments, the radar sensor has accurately tracked the real-time 
locations of the two walking persons, demonstrating the capability and performance of 










Figure 4.13 Real-time tracking of two walking persons through a cement block, two 











4.2 3-D Human Imaging 
As we discussed before, 2-D radar image is a powerful tool to predict the location, 
and even track the real-time location of the radar targets through the wall. However, 2-D 
radar images do not render any shape or outline information of the radar objects, which 
are quite important in some applications, such as target recognition. In this Section, we 
will extend 2-D radar imaging into 3-D radar imaging, which goes beyond targets’ 





4.2.1 3-D Microwave Beamformer 
The three-dimensional radar imaging model is investigated, as shown in Figure 
4.14. A two-dimensional planar array is required to obtain 3D images. The flow chart of 
the 3-D beamforming algorithm is shown in Figure 4.15. Consider a P-element planar 






, and a Q-element planar receiving array, 






. Let sp,q(t) be the complex received baseband pulse signal. Since s 
is sampled in time, the sampled version of s is 
sp,q(n) = ap,q(n) + jbp,q(n)                                            (4-14) 
where a and b are the in-phase and quadrature components of the received signal; p and q 
indicate that the signal is sent out by the pth transmitting antenna and acquired by the qth 
receiving antenna. A matched filter h(n) is applied firstly to eliminate the out-of-band 
noise of the received baseband pulse, and the new signal is given by 
( ) ( ) ( )nhnsnz qpqp ⊗= ,,                                                 (4-15) 
where “ ⊗ ” denotes convolution operator; and h(n) is the impulse response of the 
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where fBW is the bandwidth of the received baseband pulse. 
To recover the 3-D image, the surveillance space is divided into cubic voxels in x, 
y and z axis. Vm = {xm, ym, zm}, the confocal microwave imaging algorithm is applied to 
calculate its absolute image value I(Vm) via 












,ϕ                             (4-17) 
where the index np,q of zp,q locates the signal at correct time delay; φp,q(Vm) shows the 
phase compensation for different traveling paths; and wp,q(Vm) introduces the amplitude 
compensation for different scattering loss, through wall attenuation, and propagation loss, 










=,                                                   (4-18) 
where lpm indicates the equivalent traveling path from the pth transmitting antenna to the 
voxel Vm; lmq indicates the equivalent traveling path from the voxel Vm to the qth 
receiving antenna; c is the speed of light in the air; and ∆t is the pulse sampling interval. 
Next, the DAS (delay and sum) is applied to the next voxel to obtain the related imaging 
information until all the voxels are finished. Lastly, a complete 3-D imaging is displayed. 
In Chapter 3.1.6, we have introduced the theory on how to calculate the 
magnitude compensation coefficient wm,n(x,y,z) and phase compensation φm,n(x,y,z) for a 
3-D microwave beamformer. However, it is tedious and time-consuming to obtain the 
wm,n(x,y,z) and φm,n(x,y,z) values for a 3-D structure, especially the calculation is repeated 
for M×N×K times, where M×N is the element number of Rx array and K is the total 
number of cubic voxels. In implementing the 3-D Bakcprojection beamforming 
algorithm, we have utilized an equivalent method and divided the problem into two: 
firstly, translate the 3-D geometry into 2-D geometry; and second, acquire the required 
values using the 2-D geometry.  
In order to translate the 3-D geometry into a 2-D problem, the coordinate 
“translator” in [68] was employed to achieve the same height for the selected antenna and 
point target in the new coordinate and shown below. The yz plane rotates an angle β 
along the x axis to achieve a new coordinate system using x’, y’ and z’. The selected 
antenna and the selected voxel have the same z’ value in the new coordinate. Hence, the 
calculation of this 3-D model becomes a 2-D calculation only in x’y’ plane. The rotation 












Figure 4.16(a) depicts how the coordinate translator works. For a selected antenna 
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To obtain ''
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= arctanβ                                                    (4-22) 
The new coordinate, after the transformation, is shown in Figure 4.16(b). The 
selected antenna and point target in the new coordinate are at (xa’, za’) and (xt’, zt’), 
respectively.  They also have the same height, i.e., ya’ = yt’. Last, all available 2D 
electromagnetic methods can be applied to analyze this model. The wall effect, i.e., 
through wall attenuation and slower traveling speed inside wall, is also accounted for 






Figure 4.14 3-D microwave beamformer model. 
 
 




    
(a)  Coordinate transformer                                 (b) The new coordinate (x’, y’, z’) 




4.2.2 3-D Imaging of a Human Mock-up 
A 3-D imaging experiment was performed to detect a human mock-up using the 
UWB radar system operating at 6-10 GHz in order to achieve a good azimuth resolution. 
A 300ps pulse generator was utilized in the system. Figure 4.17 indicates the locations of 
Tx array marked in red and Rx array marked in green. The grid has a spacing of λ0 at its 
highest operating frequency in order to achieve the maximum aperture size and avoid the 
grating lobes. A low-loss drywall was utilized in the experiment. As approximately a 
60% of the human body is comprised of water that has a very high dielectric constant of 
81, therefore, a strong reflection is expected from the human body and it makes feasible 
to use a human mock-up model in the right top corner of Figure 4.17 to emulate a real 
human body. The target has a height of 1.4 m, a width of 0.6 m, and locates at a down 
range of 2.2 m. 
In experimental setup, we have collected the signals at two scenarios: the first 
from background only before putting any target, and the second after placing the target. 
By subtracting the two signals (i.e. with and without the target), the newly acquired 
signals are used in the image recovery process to remove the clutters. We also used the 
comprehensive simulation platform described in Chapter 3 to simulate the experimental 
 
103
scenario and acquired the simulated 3-D image of the human mock-up target. Similar 
clutters removal process was also applied in the simulation by subtracting the simulated 
signals with and without the target.  
The simulation result in Figure 4.18(a) accurately predicts the outline of the 
human mock-up object, as well as the location. The recovered image from experiment 
agrees well with that from simulation, as shown in Figure 4.18(b). The obtained 3-D 
experimental image has a down range resolution of 5cm by using a 300ps pulse and a 
cross range resolution of approximately 15cm. Using a narrower pulse signal can further 
improve the down range resolution while increasing the number of detection points and 
the aperture size can further improve the cross range resolution. The 3-D imaging 
capability is indispensable for through-wall human beings detection, by distinguishing 
the human person from other objects successfully. 
 
 





(a) Simulation result of human mock-up model 
 
(b) Experimental result 
 
Figure 4.18 Recovered image results of a human mock-up object: (a) Simulation result of 




4.3 Early Breast Cancer Detection 
In US, almost 1/8 of the women develop breast cancer. For example, 192,370 
invasive and 62,280 noninvasive cases were diagnosed in US for 2009 alone. Currently, 
X-ray mammography remains the primary imaging method for detecting nonpalpable 
early-stage breast tumors but it looks like it is not that effective as people used to think. 
As, approximately 4%-34% of all breast cancers are missed by conventional 
mammography [81], while nearly 70% of all breast lesions identified by mammography 
turn out to be benign [82]. Furthermore, mammography leads to patient discomfort due to 
breast compression during the scans. These drawbacks of mammography motivate the 
search of other technologies for early breast cancer detection, one of which is microwave 
imaging. The principle of microwave imaging is to send out a signal at microwave 
frequency and then collect the signal scattering due to the significant dielectric constant 
difference between malignant tumors and normal breast tissue [83]. Compared to all 
other microwave imaging techniques [84], [85], UWB microwave radar is more 
competitive and has several inherent advantages for breast cancer detection, including 
very precise detection accuracy, deep penetration capability, and excellent performance 
in inhomogeneous and multi-layer structures. 
In recent years, UWB microwave imaging systems have attracted a lot of 
attention for breast cancer detection [86]-[88]. Hagness [86] firstly presented the 
methodology and results of 3-D FDTD simulations of a pulsed microwave confocal 
system for breast cancer detection. Li [87] presented an experimental investigation of 
tumor detection in multilayer breast phantoms using space-time microwave beamforming 
algorithm. Recently, Klemm [88] introduced an experimental UWB microwave system 
for breast cancer detection based on VNA. However, all these systems mentioned above 
still work in the frequency domain and are based on the expensive, bulky VNA/PNA to 
acquire the experimental data.  
Here, we will introduce how we can use our developed UWB pulse radar for early 
breast cancer detection based on time domain technique. A newly breast imaging system 
hardware has been developed to operate at 2 to 8 GHz to balance the competing 
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requirements for imaging resolution and penetration depth into the breast tissue. A 
compact, wideband microstrip slot antenna has been designed to achieve good 
performance when attached on the breast tissue. Numerical simulation and phantom 
experiment results will be discussed in details.  
 
4.3.1 Breast Imaging System 
The detailed block diagram of a newly developed breast cancer detection system 
is outlined in Figure 4.19. A driving clock generated by FPGA circuitry is used to drive a 
300ps Gaussian pulse generator. The pulse signal is then modulated by a local oscillator 
(LO) signal through a Miteq DM0208 mixer. The modulated signal passes through a high 
gain amplifier and is then transmitted via a wideband microstrip slot antenna. At the Rx 
link, the wideband Rx antenna is used to acquire the signal, which is then amplified by a 
wideband LNA Hittite HMC753. Next, the signal is down-converted into both I and Q 
channels by mixing the same LO with the received signal. Then, the recovered I and Q 
data are low-pass filtered before being sent to the MAX104 ADCs for sampling using an 
equivalent-time sampling scheme. Next, all the sampling data are sent to a FPGA 
circuitry for storage. Lastly, the collected data is transferred to the computer through a 
USB2.0 cable and a DAS microwave imaging algorithm is applied to recover the image. 
The radar transceiver operates at 2-8 GHz to make a comprise between imaging 
resolution and penetration depth into the breast tissue. 
 
Figure 4.19 Detailed block diagram of the developed UWB microwave imaging system 
prototype at UT. 
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4.3.2 Breast Imaging Antenna Design 
To design a good-performance antenna for microwave breast imaging 
applications, several requirements need to be satisfied, including wideband radiation, 
small size, directional radiation patterns, and good penetrating characteristics. In addition, 
the interaction between the antenna and breast tissue needs to be taken into account 
during the design stage. 
Many efforts have been addressed to design compact wideband antennas for 
microwave breast imaging. For example, Yun et al. [89] presented a compact bowtie 
antenna operating at 2-4 GHz for radar-based breast cancer detection. Jafari et al. [90] 
designed a wideband monopole antenna fed by a 50-Ω coplanar waveguide working at 
3.4-9.6 GHz for microwave near-field imaging. Huang et al. [91] introduced a compact 
dielectric resonator antenna for microwave breast imaging, achieving more than 40% 
bandwidth centered at 6.5 GHz. Gibbins et al. [92] designed and compared a wide 
rectangular slot antenna and a stacked patch antenna for the purpose of breast cancer 
detection, both operating at 4-10 GHz. 
The geometry of the proposed wideband tapered microstrip slot antenna is shown 
in Figure 4.20. The antenna has two substrate layers, 75-mil thick Rogers RT/duroid 6010 
on the top with a permittivity of 10.2 and loss tangent of 0.0023, and 31-mil thick Roger 
RT/duroid 5880 on the bottom with a permittivity of 2.2 and loss tangent of 0.0009, as 
indicated in Figure 4.20(a). The Rogers RT/duroid 6010 material has a similar 
permittivity as breast fatty tissue (i.e., εr = 9.0) [93] and functions as a buffer layer 
between the slot antenna and the breast to enhance the matching performance. The 
parameters of fork-shaped feeding structure and tapered microstrip slot have been 



























(b) Top view 
Figure 4.20 Geometry of the proposed wideband tapered slot antenna after optimization. 
W1 = 19mm, W2 = 1.6mm, W3 = 3.4mm, W4 = 2.3mm, L1 = 19mm, L2 = 5.2mm, L3 = 




Figure 4.21 shows the simulation model of the proposed tapered slot antenna 
using commercial software Ansoft HFSS. It should be noted that the slot antenna is 
always attached on a large breast tissue model in the simulation to emulate the real 
operation environment and account for the interaction between the antenna and the breast 
tissue. The breast tissue model used in the simulation is assumed to be homogeneous, 
with a constant permittivity of 9.0 and conductivity of 0.4 S/m.  
 
Breast tissue 
model, ε = 9.0, 





Figure 4.21 Simulation model of the proposed antenna in HFSS. The interaction between 






Parametric studies are performed to analyze the effects of varying the antennas 
geometric parameters. The VSWR performance at lower frequency range is mainly 
determined by the slot structure (top metal) while the higher frequency range is primarily 
decided by the fork feeding structure (bottom metal). The parametric studies of the three 
most sensitive parameters are shown here, i.e., L3, W2 and R. Figure 4.22(a) shows the 
VSWR results by varying the length of the fork stub L3 from 9mm to 10mm with a step of 
0.5mm. Increasing L3 improves the matching performance at the lower frequency range. 
However, further increment of L3 may worsen the performance at the higher frequency 
end. Figure 4.22(b) demonstrates the effects by varying the width of the microstrip feed 
line W2. The VSWR performance is greatly improved over the entire operation band, by 
decreasing W2 from 2.4mm to 1.6mm. However, further decrease of W2 will worsen the 
matching performance around 4.6 GHz and is not recommended. The effects of varying 
the opening rate R is also analyzed, as indicated in Figure 4.22(c). By changing the 
opening rate, the VSWR performance of the antenna can be finely tuned within a small 
range to pursue better results. 
The proposed antenna has been fabricated and assembled, as shown in Figure 
4.23. A 50Ω SMA connector is used to feed the fabricated wideband slot antenna. The 
physical size of the antenna is 19mm x 19mm, which is only 0.13λ x 0.13λ at the antenna 
























































(c) Parametric study of R (W2 = 1.6mm, L3 = 9.5mm) 




(a) Top view of the antenna prototype 
  
(b) Bottom view of the antenna prototype before and after the assembling 
Figure 4.23 Prototype of the proposed wideband slot antenna. 
 
Matching liquid is made to emulate the breast fatty tissue during the return loss 
measurement. Paraffin oil and distilled water are used as the main components of the 
emulsion while 5% pharmaceutical quality beeswax is used as the emulsifying agent [94]. 
An Agilent 85070D coaxial probe connected to an Agilent E8365B PNA is used to 
measure the permittivity and conductivity of the matching liquid. Almost constant 
permittivity of 9.0 is achieved from 1 to 10 GHz while the conductivity increases linearly 
with the frequency from 0 (at 1 GHz) to 1.2 S/m (at 10 GHz). 
The experimental setup for return loss measurement is indicated in Figure 4.24(a). 
The microstrip slot side of the antenna is facing the matching liquid while the fork feed 
side is exposed to air. Simulation and measurement results agree very well and both 
results show a good match of the antenna over the 2 to 8 GHz frequency range, as 
presented in Figure 4.24(b). 
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The designed antenna can be mounted on a semispherical mold to achieve an 
antenna array, which can be used in the clinical trial, as shown in Figure 4.25. 
 
(a) Setup for return loss measurement. The antenna is attached on the matching liquid 
which has a permittivity of 9.0 and is used to emulate the breast tissue 
 
(b) Simulated and measured return loss of the proposed antenna. Good matching 
performance is achieved at 2 to 8 GHz 
 




(a) Side view 
 
(b) Top view 
Figure 4.25 Semispherical antenna array for clinical examination using the designed 
wideband microstrip slot antenna. 
 
4.3.3 Novel Calibration Approach for Clutter Removal 
A main challenge in microwave breast cancer detection is to detect the malignant 
tumor in a low-contrast condition. Clinical examinations have shown that nearly all 
breast cancers originate in the glandular tissues [95]. A recently published study 
suggested that the contrast in dielectric properties between malignant tissues and 
glandular tissues is not more than 10% [93]. Due to this low-contrast feature, it is 
expected that the reflected/scattered signal from the malignant tumor is very weak. On 
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the other hand, the received signals due to skin backscatter and Tx/Rx antennas mutual 
coupling are much stronger. This makes the desired signal totally immersed in various 
noise signals.  
In order to solve this problem, many possible solutions have been proposed. One 
common method is to calibrate the system by subtracting the measured signals when no 
tumor target exists (also called reference signal) from those when tumor targets exist 
[96]. This method is very efficient to eliminate the noise signals and only highlight the 
reflections from the objects of interest. However, this method is not practical for real 
clinical diagnosis since the reference signal is generally not available. Another possible 
solution is to enhance the contrast of microwave imaging by injecting contrast agents, 
such as golden nanoparticles or carbon nanotubes [97]. The potential problem of this 
approach is that some patients may not accept any agent injections. Fear et al. [98] 
introduced a more practical calibration process to remove the skin reflections. The 
recommended calibration signal is formed as the average of the signal returns in the 
relevant given positions, and then the received signals are corrected by subtracting the 
calibration signal. 
Here, we propose a novel, practical calibration approach to eliminate the effects 
of skin backscatter and Tx/Rx antenna coupling. This approach has improved the 
robustness of the imaging algorithm when the breast is not perfectly symmetrical. The 
geometry of a cylindrical microwave imaging system is shown in Figure 4.26, where red 
lines show Tx/Rx antenna mutual coupling, brown lines indicate skin backscatter, blue 
lines introduce reflection/scattering from tumor target, and green lines present multi-
reflections. The transmitting and receiving antennas are placed very close to each other 
and their positions are indicated by two filled square icons (position Pi). After finishing 
the detection at position Pi, the Tx/Rx antenna pair is rotated a small angle (e.g., one 
degree) to the next position Pi+1. At position Pi, the total received signal ( )tS it  is given by 












                       (4-23) 
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where ( )tS i
coupling
 is due to the mutual coupling between transmitting and receiving 
antennas, ( )tS i
skin
 is due to the backscatter at air/skin interface, ( )tS i
ett arg
 is the desired 
reflection/scattering from the object of interest, and ( )tS i
MR
 is due to multi-reflections. At 
the next position Pi+1, the total received signal ( )tS it
1+  is given by a similar equation 












111 +++++ +++=                       (4-24) 
Figure 4.27 presents the measured signal returns ( )tS i
t
 and ( )tS i
t
1+  at two adjacent 
positions Pi and Pi+1. The experiment is performed in a low-contrast condition to emulate 
the true situation that most of the malignant tumors are in glandular tissues. Paraffin oil, 
with a dielectric constant of 3.5, is used to emulate the breast model while safflower oil, 
with a dielectric constant of 3.8, is used as the detection target. After an initial guess of 
the target location, it is found out from Figure 4.27 that the desired signal is totally 
immersed in the noise signals due to the low-contrast problem. In order to extract the 
target reflection, the received signals are calibrated using the following procedure. The 
received signal at any position Pi is corrected by subtracting the signal at the position Pi+1. 
The corrected signal is assumed at a new position, which is the middle point of Pi and 
Pi+1. The corrected signal is given by 




−= +1                                             (4-25) 
Since the transmitting and receiving antennas are rotated simultaneously, the 
received signal due to Tx/Rx antenna coupling is constant and cancelled in the calibration 
process. The backscatter from air/skin interface is also eliminated through the calibration 
step if the breast model is perfectly symmetrical. Even if the breast model has slight 
asymmetry, it has been found that the signal difference from target reflection still 
dominates the corrected signal. The signals due to multi-reflections usually have a longer 
time delay and can be gated in time domain. The corrected signal after the calibration, as 
shown in Figure 4.28, is based on the experimental signals when a slightly asymmetrical 
breast model is used. The corrected signal in Figure 4.28 indicates that the calibration has 





Figure 4.26 Geometry of a cylindrical microwave imaging system. The two filled square 
icons indicate the Tx/Rx antenna pair at position Pi while the two non-filled square icons 
show the antenna pair at the next position Pi+1 after the rotation. 
 
 





Figure 4.28 Corrected signal after the calibration. The signal due to tumor 
reflection/scattering is highlighted. 
 
4.3.4 Numerical Simulation and Experimental Results 
The geometry of the experimental setup is shown in Figure 4.29. A cylindrical 
container filled with paraffin oil is used as the breast model. A plastic straw filled with 
safflower oil is inserted into the container and used as the detection target. The breast 
model has a diameter of 20cm while the detection target has a diameter of 5mm. The 
difference in dielectric permittivity between paraffin oil and safflower oil is about 10% to 
emulate a low-contrast case. Two UWB antennas next to each other are placed at a 
standoff distance from the breast model and used to transmit and receive signals. A step 
motor is used to accurately rotate the Tx/Rx antennas from 0 to 359 degrees with a step 
of 1 degree. All the signals at 360 positions have been collected by the UWB microwave 
imaging system and then transferred to the computer through a USB2.0 cable.  
The recorded raw signals are first used to estimate the boundary of the breast 
model before applying the calibration. Next, the 360 collected signals are calibrated by 
subtracting the signals received at the adjacent positions. 359 corrected signals are 
acquired after the calibration process and used to recover the image of the target. A 
Backprojection microwave beamforming algorithm has been used to reconstruct the 




Figure 4.29 Geometry of the experimental setup. 
 
The experimental setup and result of detecting a 5mm diameter breast tumor from 
a cylindrical breast phantom are shown in Figure 4.30(a) and (b) respectively. It has been 
found that by using the proposed calibration approach, UWB pulse radar has accurately 
detected and localized the breast tumor target. 
To further demonstrate the capability, UWB pulse radar has been applied to detect 
more than one tumor target from a cylindrical breast phantom, as the experimental setup 
introduced in Figure 4.31(a). The two targets have the same diameter of 5mm. The 
recovered image shown in Figure 4.31(b) has accurately indicated the locations of the 
two breast tumors. 
To validate the performance of the novel calibration method for asymmetrical 
breast phantom, we have performed a numerical simulation using CST software. The 
breast phantom was modeled to have a longer radius of 11cm and a shorter radius of 
10cm, as shown in Figure 4.32(a). The tumor target was defined with a diameter of 5mm. 
The boundary of the phantom was firstly reconstructed, as shown in Figure 4.32(b), 
which has accurately indicated the outline and size of the elliptic cylinder. Next, the 
novel calibration method was performed to remove the clutter from the received signals, 
which are then applied for image recovery. The recovered image in Figure 4.32(b) has 




(a) Experimental setup 
 
(b) Recovered image 
Figure 4.30 Detection of a 5mm diameter tumor from a cylindrical breast phantom based 




(a) Experimental setup 
 
(b) Recovered image 





(a) FDTD Numerical simulation setup using CST 
 
(b) Recovered image 
Figure 4.32 Detection of a 5mm diameter tumor from an ellipse cylindrical breast 





In this chapter, we have utilized three examples to demonstrate the capability and 
performance of UWB pulse radar in imaging applications. UWB technology has several 
most wanted technical features compared to other imaging techniques, such as low 
power, high imaging resolution, non-contact remote sensing, non-invasiveness, 
environment friendly, and so on.  
Real-time human tracking example demonstrates that UWB pulse radar is a very 
attractive technology for security surveillance, human rescuing, and sensitive material 
tracking. However, the detection range of UWB pulse radar is still limited to about 20m 
because of the FCC requirement on transmitter emission. When acquiring real-time 
image, the developed UWB pulse radar captures 75 photo shots per second, which is 
adequate to track any human activities. However, a higher system refresh rate is still 
needed if used to track any fast moving targets, such as cars, airplanes, and etc. 
The 3-D imaging example shows the capability of UWB pulse radar for target 
recognition. In the experiment, we moved a linear antenna array mechanically in order to 
achieve a 2-D array operation. In order to achieve a real-time 3-D imaging feature, a 2-D 
antenna array is needed, together with a more complicated switch matrix to control the 
ON/OFF of each array element. 
Early breast cancer detection example shows the great potential of UWB pulse 
radar in medical imaging applications. But the imaging resolution of UWB pulse radar 
achieved by now is several mm and has limited its potential applications. More research 
is still needed to improve the imaging resolution to 1 mm or even sub-mm and extend 
UWB technology for other medical imaging applications, such as cardiology imaging, 
pneumology imaging, and obstetrics imaging. One direction to go is to integrate 
microwave imaging technology with ultrasonic imaging technology, to achieve the 





Chapter 5   
UWB Pulse Radar for Doppler Detection Applications 
 
Mechanical vibrations or rotations of structures on a target may introduce 
frequency modulation on the radar return signal. The modulation due to this vibration or 
rotation is referred as micro-Doppler (m-D) phenomenon. For example, human physical 
activity is a complex motion that is comprised of movements of individual body parts, 
including head, torso, leg, arm and foot. When human is walking, the movements of 
different components of human body generate a number of different frequency shifts in 
the radar returned signal, also called Doppler frequency shifts. It should be noted that 
only the velocity in the radial direction contributes to Doppler frequency shift. Positive 
Doppler frequency is generated if radar target moves toward the radar while negative one 
is rendered if radar object moves backward from the radar sensor. 
Several radar technologies are usually used to detect the Doppler frequency shift 
of any human motions, including CW, FMCW, pulse compression, and pulse radar. CW 
radar is limited to certain applications which do not require target range information. 
Wideband FMCW and pulse compression radars are quite complicated and expensive to 
implement. UWB pulse radar technology is used because of its relatively low prototyping 
cost and capability of providing high resolution range profile. 
In this chapter, we will discuss how UWB pulse radar can be used for Doppler 
detections. After presenting the basic theory and equations on m-D signature extraction, 
we will introduce three examples using UWB pulse radar for Doppler detections: 1) 
human gait analysis, 2) Doppler tracking of two persons, and 3) Respiration detection of 
stationary people.  
For certain applications where target range information is not needed, an 
alternative solution based on CW Doppler radar is a good option. A CW radar prototype 
will also be introduced and discussed here. The two radar technologies, i.e., UWB pulse 




5.1 Micro-Doppler Signature Extraction 
5.1.1 Basic Theory  
Consider a UWB pulse radar that sends out a periodic pulse signal at a PRT of T, 
assuming the n
th
 transmitted pulse is modeled as 
( ) ( ) ( )[ ]02exp Φ+−= tfjnTtAtx cn π                                      (5-1) 
where A(t) is the pulse envelope, fc indicates the carrier frequency, and Φ0 is the initial 
phase. The pulse signal is sent out by stationary radar and reflected by a target that is 
moving towards the radar at a constant velocity v. The received pulse signal can be 

























0                                             (5-2) 
where k accounts for all amplitude losses, c is the speed of light, R0 is the distance 
















α                                                       (5-3) 
Bring (5-1) into (5-2), we can achieve 
( )
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where λ presents the wavelength at carrier frequency. 
The received signal has a carrier frequency of αfc, and the Doppler frequency 













                                         (5-5) 
The Doppler shift is positive for approaching target (v > 0) and negative for receding 
target (v < 0). 
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Next, the received pulse is demodulated to baseband. The baseband signal after 
the demodulation can be expressed as 
( ) ( ) ( )tfjtytz
cnn
π2exp −=                                                  (5-6) 
Bring (5-4) into (5-6), we have 
( )
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The baseband pulse is still periodic with a PRT of T, and is sampled at a fast-time 
sampling interval of Ts. The sampled data at the n
th
 PRT is saved at the n
th
 column of a 
two-dimensional matrix s[l,n], where l is the row number (i.e., range bin) while n is the 
column number (i.e., slow-time index). Assuming the target movement/motion happens 
at range bin l, the sample time for the l
th
 range bin and n
th
 pulse is calculated as tl,n = nT + 





























               (5-9) 
For a given range bin l, the phase of the signal only depends on the slow-time index n. 
All others can be grouped into a new phase constant '
0
Φ  as 




π                                     (5-10) 
Thus, for a constant-velocity target, the slow-time signal in the approximate range bin is a 
sinusoid at the Doppler frequency. The target Doppler shift can be measured by using the 





5.1.2 Radar Signal Processing  
As we described before, a received baseband pulse signal is digitized and saved in 
a two-dimensional data set denoted by s[l,n], where l = 1,2,···,L introduces the range bin 
while n = 1,2,···,N represents the slow-time index. For M receiving antennas, the data set 
will be extended to three-dimension shown as s[l,n,m], where m indicates that the data is 
captured by the m
th
 receiving antenna. 
Next, a straightforward algorithm is used to acquire the location and extract the 
Doppler characteristics of the radar targets, as described below. The Matlab program used 
to implement the following equations is shown in Appendix A.5. 
(1) A matched filter h(l) is applied firstly to eliminate the out-of-band noise and 
improve the signal to noise ratio of the fast-time sampled signals, given by 




                                           (5-11) 
where “ ⊗ ” denotes convolution operator, sn,m(l) represents the fast-time samples 
of the n
th
 pulse that is captured by the m
th
 receiving antenna, and h(l) is the 
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where fp is the bandwidth of the received baseband pulse. 
(2) A Backprojection microwave imaging algorithm is used to reconstruct the image 
of radar targets. At a given time frame, M receiving antennas collect M complete 
pulse signals, which are used to recover one image scene. To reconstruct the 
image, the surveillance space is divided into many pixels by the distance and 
angle. At time frame n, the imaging intensity of the pixel at distance R and angle θ 
can be calculated by applying the related amplitude and phase compensations on 
the received baseband signals and then summing them up [68], given by 
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where m indicates the m
th
 receiving antenna; the index lR,θ of un,m locates the data 
at the correct range bin (i.e., time delay); φn,m(R,θ) shows the phase compensation 
for different traveling distances; and wn,m(R,θ) introduces the amplitude 
compensation for different losses and attenuations. Equations have been shown in 
Chapter 4.1.1 on how to calculate these compensation coefficients. A complete 
image screen is acquired by calculating the imaging intensity of all the pixels. The 
real-time location tracking of the target can be achieved by investigating the 
image screen continuously at every time frame.  
(3) At every PRT, radar returned signal due to static reflector/scatterer always comes 
back at the same time delay while that due to target motion/movement has a 
changing delay profile. For receiving channel m, a reference signal is acquired by 
averaging the 2-D data set along the row, i.e., slow-time samples.  











                                (5-14) 
The fast-time sampled pulse signal is calibrated by subtracting the reference 
signal to remove the reflections from static background and highlight any target 
motion/movement. The new signal after the calibration is given by 




                                             (5-15) 
(4) Plot the range profile (i.e., range vs. time) of the calibrated fast-time sampled 
pulse vn,m(l) and observe the entire distance that the target has passed by. Those 
range bins that have been crossed by the target will be used for Doppler frequency 
extraction later on. Range profile is also widely used to indicate the respiratory 
rate when detecting human breathing. 
(5) Fast Fourier transform (FFT) is applied to the slow-time sampled signal, i.e., the 
row of vm(l,n), to extract the Doppler frequency shift. The column (i.e., range bin) 
l is selected based on if it includes any target motion or not, which is acquired at 
step 4. FFT is a very useful tool for constant velocity motion detection and has 
been widely used to extract the Doppler frequency shift of human breathing and 
heart beats [100]. 
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(6) There are many other motions in practical life that include time-varying frequency 
contents. A joint time-frequency analysis based on the short time Fourier 
transform (STFT) of the slow-time signal is usually performed. The spectrogram 
S(n, f), which shows how the signal power varies with time n and frequency f, is 
used to analyze the m-D signature of complex human motions and given by [101] 








enpgpsfnS                                 (5-16) 
where s(n) is the slow-time signal for a selected range bin, and g(n) is a window 
function. Several window functions are available, including Hamming, Hanning, 
Kaiser-Bessel, and Gaussian windows. Particularly, Hamming window is an 
optimized function and utilized in our system to minimize the nearest side lobe 
[102], as the Matlab code shown in Appendix A.5. 
 
5.2 Doppler Ambiguity 
Doppler ambiguity of UWB pulse radar is mainly determined by the radar system 
update rate. The higher radar system update rate, the more capable the UWB radar can 
detect faster objects. According to the specifications of the developed UWB PD radar 
introduced in Chapter 2, the system refresh rate can be calculated as follows when 
processing  8 channel data sequentially and utilizing a fine sampling interval of 10ps. The 
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The time needed in order to upload the sampled data into PC using USB2.0 







=××=                             (5-18) 














=                                    (5-19) 
That determines the maximum detectable Doppler frequency to be ±37.5 Hz for 
both moving forward and backward targets. Next, the maximum detectable radial 









v ===                                            (5-20) 
where fr, fD, and fc represent system refresh rate, Doppler frequency shift, and carrier 
frequency respectively, while vmax and c introduce maximum detectable velocity and 
speed of light respectively. A carrier frequency of 3 GHz is utilized in the developed PD 
radar prototype. 
The system can be easily adapted for detecting high speed objects, e.g., running 
people, running fan, flying wheel of a bicycle, vehicle, and etc. using the following two 
steps. Firstly, a longer sampling interval can be used to digitize the pulse, for example, 
using 50ps instead of 10ps is still adequate to reconstruct a fairly good pulse shape. That 
will generate a 5 times faster system refresh rate, i.e., 375 Hz, and a maximum detectable 
radial speed of 9.4 m/s. Furthermore, if we just use single receiving channel mode when 
performing Doppler experiments to detect high speed targets, the system refresh rate will 
be increased 8 times to 3 kHz. Subsequently, the ambiguous velocity will be increased 
dramatically to 75 m/s, which is sufficient to detect most of the high speed objects in 
daily life.  
 
5.3 Human Gait Analysis 
Human gait is the way locomotion is achieved using human limbs. Different gaits 
are characterized by difference in limb movement patterns, overall velocity, forces, 
kinetic, and potential energy cycles, and changes in the contact with the ground or floor, 
etc.   
In this section, we will focus on human gait analysis of walking persons using the 
developed UWB pulse radar. When a person is walking, the movements of torso, head, 
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foot, arm, and leg generate different Doppler frequency shifts. Particularly, the swing of 
arms moves forward and backward periodically and generates positive and negative 
Doppler frequency shifts sequentially. In addition to m-D signature, UWB pulse radar 
also gives high resolution range profile. Therefore, the motions of arms can be observed 
from both range-time plot and the spectrogram of radar returned signal. Experiments 
were performed to investigate the human gait of three different motions: walking without 
arm swing, walking with one-arm swing, and walking with two-arm swing. Very 
promising results have been acquired and will be presented here. 
 
5.3.1 Human Walking Without Arm Swing 
In the 1
st
 experiment, the human is walking toward/away from the UWB Doppler 
radar, without arm swing. The high resolution range profile shown in Figure 5.1(a) has 
indicated the wall locations at 1.9m, as well as the walking trace of the person. In order to 
highlight the human movement, static reflections have been removed using equations (5-
14) and (5-15) while only the signal changes due to human movement are left. The high 
resolution range profile after removing the static reflections is shown in Figure 5.1(b), 
which has clearly shown that the person walked toward the radar from 0 to 9.5s and then 
walked backward. The walking velocity is estimated to be 0.4 m/s using the range-time 
characteristics, which also agrees well with the calculation using the Doppler frequency 
shift in the spectrogram. Positive Doppler frequencies are generated by the torso and legs 









(b) High resolution range profile after removing static reflections 
 






(c) Acquired spectrogram from human body (e.g., torso, legs, head, feet) 
Figure 5.1 Continued. 
 
5.3.2 Human Walking With One-Arm Swing 
In the 2
nd
 experiment, the human is walking toward/away from the UWB Doppler 
radar, with one-arm swing. The range-time plot in Figure 5.2(a) has clearly indicated the 
location of the wall, however, the walking trace of the person is vague because of the 
weak signal reflection. Additionally, we have removed the reflections from all static 
background, and the new range profile is shown in Figure 5.2(b). The walking trace of 
the human object is shown clearly, with many spikes on it that are due to the arm swing. 
The Doppler spectrogram in Figure 5.2(c) presents the Doppler frequencies due to both 
walking and swinging. Comparing the two plots, the movements of torso and legs 
generate a positive Doppler frequency at time range 0 to 11.5s when human target is 
walking toward the radar and a negative Doppler at 11.5s to 20s when walking backward. 
The periodic positive/negative Doppler frequencies in the spectrogram are generated by 






(a) High resolution range profile before removing static reflections 
 




(b) High resolution range profile after removing static reflections 
 








(c) Acquired spectrogram 




5.3.3 Human Walking With Two-Arm Swing 
In the 3
rd
 experiment, the human is walking toward/away from the UWB Doppler 
radar, with two-arm swing. Figure 5.3(a) and (b) shows range-time plot before and after 
removing the static reflections. After highlighting the signal change, Figure 5.3(b) has 
clearly shown the walking trace of the person, as well as the vibrations of arms swings. 
Compared to Figure 5.2(b), the number of vibrations from two-arm swing is almost 
doubled than that from one-arm swing. If we compare Figures 5.3(b) and (c), a positive 
Doppler is induced from the approaching of torso and legs at time range 0 to 10s while 
negative from the ascending at 10s to 20s. As we expect, the two-arm swing generates 







(a) High resolution range profile before removing static reflections 
 




(b) High resolution range profile after removing static reflections 
 









(c) Acquired spectrogram 
Figure 5.3 Continued. 
 
5.4 Doppler Tracking of Two Persons 
Experiments were also performed to track the activity of more than one human 
object in a through wall scenario. The radar sensor was installed in front of the wall with 
a standoff distance of 1m. A cement block was used in the experiment with a thickness of 
1cm. In the 1
st
 experiment, two persons walked toward the same direction behind the wall, 
one walking faster while the other slower, as shown in Figure 5.4(a). The range profile of 
the radar returned signal after removing the static reflections is plotted in Figure 5.4(b), 
which has accurately indicated that two objects walked toward the radar sensor first and 
then walked backward at different speeds. By using a wideband pulse signal in the radar 
sensor, a high range resolution is achieved and it makes feasible to accurately separate 
multiple targets at different down ranges from the acquired range profile, which cannot 
be achieved from narrow band radars. The spectrogram presented in Figure 5.4(c) shows 
that the 1
st
 person generates an absolute Doppler frequency shift of 20 Hz while the 2
nd
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(b) High resolution range profile after removing static reflections 
 
Figure 5.4 Experiment of tracking two persons walking toward same direction, one 






(c) Acquired spectrogram 





 experiment was carried out to track two persons walking toward opposite 
directions behind the wall, as the experimental setup shown in Figure 5.5(a). The change 
detection method based on equations (5-14) and (5-15) was utilized to remove the static 
reflections and to highlight any movement. The high resolution range profile of the two 
persons is presented in Figure 5.5(b). It is clearly observed that the 1
st
 person started at a 
distance of 10m and approached radar sensor from 0 to 15s and then went backward 
while the 2
nd
 person was around the wall at the beginning and departed radar sensor from 
0 to 14s and then walked back to radar. The acquired spectrogram in Figure 5.5(c) 
matches well with the range profile result, show a positive Doppler frequency due to the 
target approaching while a negative Doppler frequency due to target receding. The two 
persons generate a similar absolute Doppler frequency shift of 12 Hz, which relate to an 

















(b) High resolution range profile after removing static reflections 
 







(c) Acquired spectrogram 




 experiment was carried out to track two persons walking toward the same 
direction, but at different distances to the radar, as the experimental setup shown in 
Figure 5.6(a). The high resolution range profile presented in Figure 5.6(b) has clearly 
shown the walking traces of the two persons. Both persons walked away from radar at 0 
to 10s and then walked toward radar sensor at 10s to 20s. However, the 1
st
 person started 
at a distance of 1m while the 2
nd
 person started at a distance of 5m to the radar. Since the 
two walking persons cover different range bins, it is feasible to separate them from the 
collected radar return signal. When acquiring the spectrogram, the signal covering range 
bin from 1m to 5m was utilized for the 1
st
 person while that covering 5m to 10m was 
applied for the 2
nd
 person. Figure 5.6(c) and (d) presents the acquired spectrogram of the 
1
st
 person and 2
nd
 person, respectively. For both persons, a negative Doppler frequency of 
-10 Hz was generated from 0 to 10s and a positive Doppler frequency of 10 Hz was 
rendered after that. The absolute Doppler frequency shift of 10 Hz relates to a radial 
















(b) High resolution range profile after removing static reflections 
 
Figure 5.6 Experiment of tracking two persons walking toward the same direction but at 




(c) Acquired spectrogram of the 1st person 
 
(d) Acquired spectrogram of the 2nd person 





 experiment was performed to track two persons walking toward opposite 
directions while at different distances too, as the experimental setup shown in Figure 
5.7(a). The high resolution range profile of the two persons presented in Figure 5.7(b) 
while the static reflections have been removed in order to highlight any signal change due 
to the human motions. The 1
st
 person started from the wall, walking away from the radar 
first at 0 to 10s and then walked back to radar from 10s to 20s. The 2
nd
 person started at a 
distance of 10m, approaching radar first from 0 to 10s and then walked backward. The 1
st
 
person covers the range from 1m to 5m while the 2
nd
 person walked through the range 
from 5m to 10m. By successfully separating the range bins, spectrograms generated by 
the two persons have been recovered separately according to their range bins, as shown in 
Figure 5.7(c) and (d) respectively. The 1
st
 person generated an absolute Doppler 
frequency of 8 Hz while the 2
nd
 person gave an absolute Doppler frequency of 10 Hz, 




5.5 Through Wall Respiration Detection of Stationary People 
It is a very challenging job to detect and monitor stationary targets through a wall 
or barrier, especially when the target is very close to the wall. In such a scenario, 
respiration m-D detection is of great help to increase the detection chance by acquiring 
the chest wall motion during the breathing. It is reported that the average respiratory rate 
of a healthy adult is usually 12-20 breaths/min at rest and 35-45 breaths/min during 
strenuous exercise [103]. In addition, respiration detection can also be extended for 
monitoring patients, searching trapped people under rubble or building collapse, and 




















(b) High resolution range profile after removing static reflections 
 
Figure 5.7 Experiment of tracking two persons walking toward different directions and at 




(c) Acquired spectrogram of the 1st person 
 
(d) Acquired spectrogram of the 2nd person 




We have successfully detected the breathing signatures of stationary human 
objects utilizing the developed UWB Doppler radar. Experiments were performed to 
supervise single and two human targets in a through concrete wall scenario. Distinctly 
different Doppler frequency spectrums are observed when the person breathes normally 
and holds the breath. By using UWB technology, the radar sensor shows its capability to 
separate multiple human objects at different down ranges and to acquire the respiratory 
characteristics for each individual person. Even for multiple persons at the same down 
range but at different cross ranges, the developed radar sensor can still accurately 
separate them by performing the SAR operation. The developed radar prototype shows its 
advantage for searching/monitoring multiple stationary people through their respiration, 
when compared to narrow band Doppler radar systems, where a high localization 
resolution is achieved and is utilized to accurately separate multiple radar targets.  
 
5.5.1 Single Person Experiment 
The 1
st
 experiment was performed to localize and detect the respiratory 
characteristics of a stationary person standing behind a 1-cm thick cement wall, as the 
experimental setup shown in Figure 5.8(a). The radar was placed to face the wall with a 
standoff distance of 1m. Equations (5-14) and (5-15) have been used to remove the static 
reflections, including wall, surrounding scatterer, and even motionless parts of the human 
body. The signal after removing the static reflections is mainly due to the movement of 
chest wall when breathing. The position of the target is presented in Figure 5.8(b), 
showing that the person stands 1.2m behind the wall with a cross range of 2.1m. The 
range profile in Figure 5.8(c) indicates a respiratory rate of approximately 27 
breaths/min, consisting of both shallow breathing and deep breathing. We have also 
investigated the Doppler frequency spectrum of radar return signal by calculating the FFT 
of the slow-time sampled pulse. Figure 5.8(d) shows the Doppler frequency spectrum 
when the person breaths normally while Figure 5.8(e) introduces the case when the 
person holds his breath. It is observed that the normal breathing generates a fundamental 
Doppler frequency of 0.48 Hz and high order harmonics while holding the breath do not 








(b) Localization of the human target 
 
Figure 5.8 Localization and respiration detection of single person through a cement wall, 





















(d) Doppler frequency spectrum when the person breathes normally 
 






(e) Doppler frequency spectrum when the person holds the breath 
Figure 5.8 Continued. 
 
 
5.5.2 Two Persons at Different Distances 
The 2
nd
 experiment was carried out to identify the respiration of two stationary 
persons, who stand at different distances to the radar sensor behind the wall, as shown in 
Figure 5.9(a). The similar method based on equations (5-14) and (5-15) has been used to 
remove the static reflections in the signal processing. By using a 700 ps narrow pulse and 
a 10 ps fine sampling resolution, the radar sensor has accurately separated two targets by 
the down range (i.e., distance to radar sensor), as shown in Figure 5.9(b), which shows 
that the 1
st
 person is at a down range of 3.2m and a cross range of 2.1m while the 2
nd
 
person at a down range of 2m and a cross range of 2.9m. The range profile is 
demonstrated in Figure 5.9(c), which introduces a respiratory rate of 18 breaths/min from 
the 1
st
 person and 21 breaths/min from the 2
nd
 person. Since radar return signals from the 
two persons are at distinct range bins, FFT was applied on the slow-time sampled pulse at 
related range bins to acquire the Doppler frequency spectrum, as shown in Figure 5.9(d) 
and (e), which shows a Doppler frequency of 0.29 Hz from the 1
st






















(c) Range profile versus time 
Figure 5.9 Localization and respiration detection of two persons through a cement wall. 














(e) Doppler frequency spectrum due to the breathing of 2
nd
 person 





5.5.3 Two Persons at Same Distance, But Different Angles 
The 3
rd
 experiment was accomplished to recognize the respiration of two 
stationary persons standing at the same distance but at different cross ranges, as the 
experimental setup shown in Figure 5.10(a). Two persons breathe at different speeds, the 
1
st
 one faster while the 2
nd
 one slower. Similarly, Equations (5-14) and (5-15) have been 
used to remove the static reflections in post signal processing. By synthetically 
combining the fast-time signals from the 8 receiving antennas to achieve a very narrow 
beam, the radar sensor was able to separate the two human objects, as shown in Figure 
5.10(b), which introduces that two persons are at the same down range of 2.5m but the 1
st
 
person is at a cross range of 2m while the 2
nd
 person at a cross range of 2.9m. The range 
profile in Figure 5.10(c) only shows a total respiratory rate of 42 breaths/min from two 
persons but cannot distinguish the individual respiratory rate. In order to separate the 
respiratory rate, smoothed pseudo Wigner-Ville distribution (WVD) [104] was performed 
for each individual on the combined signal, which was achieved by synthetically 
combing the slow-time signals from the 8 receiving antennas according to the true 
position of the human object. A Matlab program was implemented to acquire the Wigner-
Ville spectrum, as shown in Appendix A.6. WVD does not suffer from the window 
effects as the spectrogram and is very attractive for analysis of non-stationary signals 
[104]. The Wigner-Ville spectrum in Figure 5.10(d) shows a respiratory rate of 27 
breaths/min from the 1
st
 person while that in Figure 5.10(e) presents a respiratory rate of 
15 breaths/min from the 2
nd
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(c) Range profile versus time 
Figure 5.10 Localization and respiration detection of two persons through a cement wall. 
The two persons stand at the same distance to the radar, but at different cross ranges. The 
1
st
 person breathes faster while the 2
nd










(e) Wigner-Ville spectrum due to the breathing of 2
nd
 person 
Figure 5.10 Continued. 
 
156
5.6 Alternative Technology: CW Doppler Radar 
CW radar has generally simple structure and is well known for its wide range of 
applications like speed limit enforcement, human gait analysis and vital sign monitoring. 
This type of radars is useful for determining a target's velocity by comparing the 
frequency differences in the transmitted and received signals. Typically, CW Doppler 
radar sends out a signal from a LO, and then collects the reflected signal using a 
homodyne receiver, where the returned signal is directly down converted to baseband by 
mixing with the same LO. Although the homodyne receiver is simple in circuit 
complexity, it suffers from several problems such as DC offset and low frequency noise 
from power supply and other system components (e.g., amplifier, mixer) [105].  
To overcome these associated homodyne receiver’s drawbacks, a novel 
superheterodyne receiver based on FPGA is proposed here and has been developed to 
process the signal in the frequency domain. The incoming signal is initially converted to 
an intermediate frequency (IF) to filter out the unwanted low frequency components. 
Next, the filtered IF signal is shifted to baseband using a digital down converter (DDC) 
module implemented in FPGA. A large array of configurable logic blocks within the 
FPGA gives great flexibility to implement the DDC, compared to the conventional 
dedicated hardware components solution. As an example, a detailed design of a 3 GHz 
CW Doppler radar prototype, including RF front-end module, signal digitization and 
DDC have been implemented and will be presented in this paper. Experiment using the 
developed CW Doppler radar for human activity sensing will be discussed as well.  
 
5.6.1 CW Doppler Radar Prototype 
In our implementation, CW Doppler radar shares a lot of common blocks with the 
developed UWB pulse radar, including the transmitting and receiving antennas, power 
amplifier, LNA, and mixer to save prototyping cost. All selected components 
demonstrate wideband performance in order to adapt for UWB pulse radar, however, they 
can be easily replaced with narrow band components in the CW radar prototype.  
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A detailed block diagram of our developed CW Doppler radar prototype is shown 
in Figure 5.11. In the transmitter side, a 3 GHz CW signal generated by an Agilent signal 
generator, 83622B, is amplified through a Mini-Circuits ZHL-42 power amplifier before 
being sent for transmission through a Vivaldi antenna. In the receiver side, the radar 
returned signal collected by the receiving Vivaldi antenna is firstly amplified by a Hittite 
HMC753 LNA. Next, the amplified signal is down converted to 20 MHz IF band by 
being mixed with a 2.98 GHz LO, which is generated by another Agilent signal 
generator, E8257D. The two Agilent signal sources are synchronized by wiring their 10 
MHz reference clock. It is worthy noted that the two Agilent signal sources can be 
replaced with commercially available phase-locked loop that features an integrated VCO, 
such as HMC830LP6GE from Hittite [106]. Next, the 20 MHz IF signal is band pass 
filtered to remove the low frequency noise/interference and then sent to the ADC, 
ADC16DV160 from National Semiconductor, for signal digitization. The IF signal is 
digitized using a 60 MHz sampling clock, which is provided by an external clock and is 
synchronized with the FPGA reference clock. Next, the sampled data is sent to the FPGA 
for digital down conversion. The DDC implemented in Xilinx Virtex-5 FPGA, 
XC5VSX35T, as shown in Figure 5.11, consists of three subcomponents: direct digital 
synthesizer (DDS), multiplier, and decimation filter. The VHDL code that was used to 
implement the DDC is shown in Appendix C. 
A detailed block of the quadrature DDS implemented in FPGA is shown in Figure 
5.12. The simplest configuration of the DDS core, i.e., phase truncation DDS [107] is 
used, which includes three subcomponents: phase accumulator, quantizer, and lookup 
table. The phase accumulator has a width of B = 28 bits and computes a phase slope that 
is mapped into a complex sinusoid by a lookup table (LUT). The quantizer, working 
simply as a slicer, accepts the high-precision phase angle θ(n) and generates a lower-
precision representation of the angle denoted as Θ(n). This value is presented to the 
address port of a LUT that performs the mapping from phase-space to time. The output 
frequency, fout, of the DDS waveform is a function of the system input clock frequency 
fclk, the phase width B, and the phase increment value ∆θ. For example, the phase 















outθ                              (5-21) 

















θ                     (5-22) 
The actual output frequency has a small constant deviation of 0.075 Hz, which 
will generate a constant frequency offset at the Doppler frequency shift and has been 
compensated for in our post data processing.  
Next, the down conversion is performed through two multipliers, as presented in 
Figure 5.11, where the digitized input signal is multiplied with amplitude values of the 
sine and cosine functions stored in the LUT respectively. Both data I and Q are acquired 
in order to avoid the overlap of positive and negative Doppler frequency shifts. The 
utilized Xilinx FPGA can generate two different multiplier architectures, i.e., parallel and 
constant-coefficient multipliers, for two complement signed or unsigned data. In our 
design, a parallel multiplier is utilized, which accepts two signed input buses with a width 
of 16-bit and generates the product of these two values as the output with a width of 32-
bit.  
After that, a decimation filter, i.e., cascaded integrator-comb (CIC) filter 
combined with a decimator, is utilized to low pass filter and down sample the I/Q data, as 
indicated in Figure 5.11. CIC filters are typically employed in applications that have a 
large excess sample rate, i.e., the system sample rate is much larger than the bandwidth 

















=                                                  (5-23) 
where N is the number CIC stages, R is the rate change (decimation), and M is the 
differential delay in the comb section stages of the filter. In our design, the data digitized 
by the 60 MHz sampling clock is decimated to achieve a sampling rate of 2 MS/S by 
using the CIC filter, with N = 3, R = 1, and M = 20, to remove the out-of-band spectrum. 
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Next, the I/Q data after undersampling is transferred to a computer in real-time through a 
USB2.0 communication link, which allows a maximum data uploading rate of 25 MB/S. 
 
 
Figure 5.11 Detailed block diagram of the CW Doppler radar prototype. 
 
Figure 5.12 Detailed block of the quadrature DDS implemented in FPGA. 
 
 
5.6.2 Doppler Detection Experiment 
To demonstrate the performance of the developed CW Doppler radar based on 
FPGA technique, two experiments have been carried out to investigate the m-D 
signatures of human physical activities. The 1
st
 experiment performed is to extract the 
Doppler information when a person was riding an exercise bike, as shown in Figure 5.13. 
This activity is comprised of many motions from both human body and the bike, 
including the movement of arms, the cycling of legs, the swinging of arm handles, the 
speedy rotation of flywheel, and etc. STFT tool based on equation (5-16) has been 
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utilized in the post data processing to extract the Doppler frequency shift of the radar 
object. Figure 5.14(a) introduces the acquired spectrogram when the person was riding 
the bike slowly, with the colormap scale from 0 to -100dB. The Doppler frequency shifts 
due to the arm handles and the human body are within the range of ± 10 Hz and have a 
higher intensity, as shown in Figure 5.14(a). The running flywheel has generated a series 
of positive and negative Doppler frequency shifts in the range of 20 Hz to 60 Hz. Next, 
the person has speeded up pedaling the bike, with the newly acquired spectrogram 
presented in Figure 5.14(b). The Doppler frequency shifts generated by the arm handles 
and the human body have significantly increased, and so do those from the flywheel. The 
repetition rate of the motion has increased from 32 rounds/min to 68 rounds/min, 
according to Figure 5.14(a) and (b). After the workout, the person has left while the radar 
was still monitoring the exercise bike, with the acquired spectrogram indicated in Figure 
5.14(c). The m-D signatures of the flywheel, arm handles and pedals have indicated that 
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(a) Acquired spectrogram when person riding the bike at a slower speed 
Flywheel
Arm Handles & Body
 
(b) Acquired spectrogram when person riding the bike at a faster speed 
Figure 5.14 Acquired spectrogram when sensing a person riding exercise bike using the 




Arm Handles & Pedals
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(c) Acquired spectrogram when person left the bike after the exercise 




 experiment was carried out to investigate the m-D signature of a person 
walking/jogging on the treadmill, as shown in Figure 5.15. Time-frequency analysis tool 
based on STFT has been utilized to acquire the Doppler information of the human 
motions. The acquired spectrogram results shown in Figure 5.16(a) and (b) indicate the 
motions of the person when he is walking and jogging on the treadmill, respectively. 
Figure 5.16(a) has presented the Doppler frequency pattern within ± 20Hz due to the 
movement of legs, feet and torso, as well as frequency shift humps at 20-60 Hz from the 
arms motion. Positive and negative Doppler frequency humps have been generated 
simultaneously because of the two-arm swinging; one arm swings forward while the 
other swings backward. The maximum radial velocity of the arm (i.e., due to the hand) 
can be calculated as 3 m/s, using equation (5-20), where fD (60 Hz) is the measured 
maximum Doppler frequency shift and indicated in Figure 5.16(a), and λ (10 cm) is the 
wavelength of the 3 GHz CW signal. The jogging activity on the treadmill shows distinct 
spectrogram pattern from the walking motion and a much faster repetition frequency, as 
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indicated in Figure 5.16(b). When jogging, the person typically swings the arms in a 
smaller range, compared to walking activity. The Doppler frequency shifts due to the 
arms movement overlap with those generated by the torso and legs, as shown in Figure 
5.16(b). We did not see obvious frequency shift humps from the arms movement in the 


















(b) Acquired spectrogram when person jogging on the treadmill 
Figure 5.16 Acquired spectrogram of sensing a person walking/jogging on the treadmill 




5.6.3 Comparison with UWB Pulse Radar 
To compare the two developed radar prototypes, i.e., CW Doppler radar and 
UWB PD radar, we have performed the same experiments using the developed UWB 
pulse radar as we did in Section 5.6.2: the 1
st
 experiment was to sense a person riding the 
exercise bike while the 2
nd
 to sense a person walking/jogging on the treadmill. Figure 
5.17 presents the acquired spectrogram when a person was riding the exercise bike in 
three different scenarios: ride slower, rider faster, and leave the bike after the exercise. 
Comparing Figure 5.17 with Figure 5.15, UWB PD radar has acquired very similar 
Doppler spectrogram as the developed CW radar did. Figure 5.18 shown the acquired 
spectrogram when the person was walking/jogging on the treadmill using UWB PD 
radar. Similar results were achieved when using UWB PD radar, compared with Figure 
5.16 acquired by CW Doppler radar.  
It is found that UWB PD radar can achieve similar Doppler results as CW 
Doppler radar when sensing a single target. However, beyond single target, UWB PD 
radar can be used to separate and sense multiple targets at different range or cross-range 
locations, by achieving a high resolution range profile, which cannot be provided by CW 
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(a) Acquired spectrogram when person riding the bike at a slower speed 
Flywheel
Arm Handles & Body
 
(b) Acquired spectrogram when person riding the bike at a faster speed 
Figure 5.17 Acquired spectrogram of sensing a person riding exercise bike using the 
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(c) Acquired spectrogram when person left the bike after the exercise 















(b) Acquired spectrogram when person jogging on the treadmill 
Figure 5.18 Acquired spectrogram of sensing a person walking/jogging on the treadmill 




5.6.4 Summary of Two Radar Technologies 
The CW Doppler radar and UWB PD prototypes utilized here are compared and 
summarized, as shown in Table 5.1. The CW Doppler radar transmits a 3 GHz signal 
while the UWB PD radar utilizes a 3 GHz carrier with a single side bandwidth of 1.5 
GHz. Both radar prototypes use a peak power of 25 dBm to satisfy the FCC 
requirements.  
CW Doppler radar usually does not have Doppler ambiguity but is limited to 
detect the Doppler frequency within ± 1MHz in the developed prototype because of the 
down-sampling in the post data processing to reduce the data size. However, this 
limitation can be easily resolved by re-programming the FPGA code of DDC to modify 
the decimation factor. The developed pulse radar presents a Doppler ambiguity of 300 Hz 
and an ambiguous velocity of 15 m/s, which is adequate for human sensing applications. 
As far as the cost and functionality, CW Doppler radar is simpler in system complexity 
and cheaper to implement, and is an attractive technology for single person activity 
monitoring and vital sign detection.  In addition, CW Doppler radar is superior in fast 
speed object detection.  
On the other hand, UWB pulse radar has an inherent advantage to separate 
multipath propagations, which makes it a great candidate for through wall applications 
and operation in heavily cluttered environment. By achieving a high resolution range 
profile as well as m-D signatures, UWB pulse radar also shows its superiority for 











Table 5.1 Comparison of Developed CW and UWB PD Radar Prototypes 
 CW Doppler Radar UWB PD Radar 
Frequency 3 GHz 1.5 - 4.5 GHz, 3 GHz carrier 
Power 25 dBm 25 dBm, peak 
Range Resolution Not Available 10 cm 
Doppler Resolution TOT
 
PRT × total pulse number 
Doppler Ambiguity
 
± 1 MHz ± 300 Hz (single Rx channel) 
Ambiguous Velocity 50 km/s 15 m/s (single Rx channel) 






STFT on sampled data STFT on slow-time samples 
System Complexity Simpler Marginal 
Cost Low Marginal 
Applications 
Single person activity 
monitoring; Vital sign 
detection 
Through wall sensing; Multiple 





In this Chapter, we have introduced how UWB pulse radar can be used for 
Doppler applications. A developed UWB pulse radar sensor has been utilized for human 
gait analysis, moving people monitoring and breathing detection of stationary persons, 
adapted for both LOS and through wall environment. UWB pulse radar shows its 
advantages in Doppler detection of more than one target, by achieving a high resolution 
range profile. In addition, UWB pulse radar utilizes narrow pulse signal in time domain 
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and is capable of separating strong wall reflections with the weak target scattering when 
working in through wall environment, by applying time gaiting. The developed UWB 
pulse radar prototype has an ambiguous velocity of 15 m/s, when using a sampling 
interval of 10ps and single receiving antenna. The Doppler ambiguity can be further 
improved if using a longer sampling interval.  
An alternative solution using CW Doppler radar for Doppler detections has also 
been introduced. The developed CW radar prototype utilizes a superheterodyne receiver 
and a DDC module implemented in FPGA to process the signal in frequency domain. 
Both UWB pulse and CW radar prototypes were used to acquire the m-D signature of 
single target and very similar results were acquired. However, UWB pulse radar has 
shown its capability of detecting and monitoring more than one human targets even in a 
through wall environment, which is beyond the capability of a CW radar. The pros and 
cons of the two radar alternatives have been compared and summarized. Each radar 
technology has its inherent advantages in certain applications. But, it is believed that 
UWB PD radar can provide more accuracy, more functionality, especially for tracking 















Chapter 6  
Conclusions and Future Work 
 
We have investigated UWB pulse radar technology extensively in this 
dissertation, including 1) implementation of UWB system hardware, 2) system level 
comprehensive simulation, 3) its application in human imaging, and 4) pursuing UWB 
radar for Doppler detection.  In UWB radar hardware implementation, we have presented 
the guidelines of designing a high dynamic range radar transceiver, developing wideband 
antenna arrays, and implementing a high speed data acquisition module. The developed 
system level simulator includes both linear and nonlinear analysis of the radar system to 
be an efficient tool for UWB radar performance prediction and optimization, as well as a 
fast prototyping setup of any designing the next generation of UWB systems. Three 
examples have been utilized to demonstrate the capability of the UWB pulse radar for 
imaging applications. Systematic analyses have been given for both 2-D and 3-D 
Backprojection microwave beamforming algorithms for radar image recovery. Examples 
have been given to show the features of UWB pulse radar for Doppler detections. By 
acquiring the m-D signatures, UWB pulse radar is capable of monitoring moving persons 
as well as detecting stationary people through respiration. Several contributions have 
been presented through this dissertation and will be summarized here in this chapter. 
 
 
6.1 Accomplishments and Contributions 
First and foremost, a robust UWB pulse radar prototype operating at 1.5-4.5 GHz 
was developed and implemented, achieving real-time imaging, 3-D radar imaging, and 
Doppler detection features in one platform. The developed radar prototype consists of a 
1×8 wideband Vivaldi antenna array, a robust high dynamic range radar transceiver, and 
a high speed data acquisition and transfer module based on equivalent-time sampling 
strategy and USB2.0 data link. 
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Second, a reconfigurable UWB pulse radar architecture was developed to operate 
at either at a lower UWB band (i.e., 1.5-4.5 GHz) or a higher UWB band (i.e., 8-10 
GHz), in order to achieve a good compromise between imaging resolution and through 
barrier attenuation. A wideband Vivaldi antenna array was developed for the 
reconfigurable UWB radar, covering the entire UWB imaging band from 1.5 to 10.6 
GHz. 
 
Third, an advanced system level simulation platform has been developed to 
optimize and predict the performance of UWB pulse radar systems, by integrating linear 
and nonlinear analysis, circuit and electromagnetic simulation in one model. The 
comprehensive simulator includes 6 blocks and has been utilized to accurately emulate 
the operation of our UWB pulse radar system.  
 
Fourth,  the operation of the UWB pulse radar has been extended for real-time 
imaging at a high system refresh rate of 75 Hz, imaging of multiple objects in through 
wall environment, and 3-D image reconstruction of radar targets. Meanwhile, the UWB 
imaging technology was also extended for early breast cancer detection, demonstrating 
the capability of detecting 5mm diameter tumor in phantom experiment. 
 
Fifth, UWB pulse radar has also been extended for monitoring/detecting both 
moving persons and stationary human, through the m-D signatures. Spectrogram patterns 
were used to investigate and monitor the physical activities of moving persons and to 
acquire the breathing information of stationary human.   
 
Last, but not the least, a CW Doppler radar prototype was developed and 
implemented, as an alternative to UWB pulse radar for Doppler detection applications. 
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This dissertation investigates the UWB pulse radar technology extensively, from 
radar system hardware implementation and simulation, to imaging and Doppler detection 
applications. Several points are given here to conclude the dissertation. 
 
1) UWB technology has several most desirable technical features compared to 
other imaging techniques, such as low power, high imaging resolution, non-
contact remote sensing, non-invasiveness, environment friendly, and most 
importantly, to see through walls. 
2) UWB radars are excellent candidate to address both imaging and human 
motion tracking. UWB Doppler radars are able to discriminate the motion 
Doppler effects of more than one object in the scene that are discriminated by 
their different locations in the scene. 
3) The first step in designing TWI radar is selecting the operation frequency. 
High frequency leads to high azimuth resolution, while using a relatively low 
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frequency allows penetrating through walls with acceptable attenuation. 1-4 
GHz is regarded as the optimal frequency band for seeing through high-loss 
materials, such as brick-wall and concrete-wall. 
4) Using a wideband antenna and a reconfigurable platform gives the flexibility 
of radar transceiver to operate at either 9 GHz or 3 GHz, combining these two 
features in one platform. 
5) Vivaldi antennas/arrays are good candidate for UWB radar system because of 
their wideband performance and directional radiation characteristic. But the 
phase center variation with frequency may bring few mm errors in target 
localization.  This is acceptable for imaging applications but not for precise 
localization. 
6) FPGA can be used to carry out the array switch control, the data storage and 
handling, and real-time image recovery. 
7) UWB pulse radar simulation requires a time domain solver to account for 
pulse dispersion, delay, and attenuation. The time domain solver includes 
combined Ptolemy and transient simulation for active/passive devices and 
frequency domain analysis combined with Fourier transform. 
8) In UWB radar system simulation, walls are assumed to be infinite to simplify 
transmission and reflection calculations using a stratified media.  TE or TM 
modes are assumed and no coupling between the modes was assumed. 
Additionally, the walls are homogeneous with known parameters and physical 
dimensions.  In real scenarios, most likely the wall characteristics are not 
known.  Future work should include the development of algorithms to 
estimate wall parameters. 
9) Accurate statistic channel models are still not available for UWB through wall 
applications and are eagerly desired to include indoor/outdoor mixed 
environment and wall interference in the system level simulation platform. 
10) Detection range of UWB pulse radar is still limited to about 20m because of 
the FCC requirement on transmitter emission. When acquiring real-time 
image, the developed UWB pulse radar captures 75 photo shots per second, 
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which is adequate to track any human activities. However, a higher system 
refresh rate is still needed if used to track any fast moving targets, such as 
cars, airplanes, and etc. 
11) The 3-D imaging example shows the capability of UWB pulse radar for target 
recognition. A linear antenna array was moved mechanically in order to 
achieve a 2-D array operation. In order to achieve a real-time 3-D imaging 
feature, a 2-D antenna array is needed, together with a more complicated 
switch matrix to control the ON/OFF of each array element. 
12) Early breast cancer detection example shows the great potential of UWB pulse 
radar in medical imaging applications. But the imaging resolution of UWB 
pulse radar achieved by now is several mm and has limited its potential 
applications. More research is still needed to improve the imaging resolution 
to 1 mm or even sub-mm. 
13) Doppler detection examples demonstrate the capability of the UWB pulse 
radar for human gait analysis and moving people monitoring, as well as 
breathing detection of stationary people, adapted for both LOS and through 
wall environment. 
14) An alternative solution using CW Doppler radar for Doppler detections has 
also been introduced. Each radar technology has its inherent advantages in 
certain applications. But, it is believed that UWB PD radar can provide more 
accuracy, more functionality, especially for tracking more than one target and 
even in a harsh environment with many scatters like walls or debris. 
 
 
6.4 Direction of Future Work 
In this dissertation, a UWB pulse Doppler radar prototype was developed and 
presented for imaging and Doppler detection applications. The radar prototype includes a 
robust radar transceiver, a 1×8 linear Vivaldi antenna array, and a high speed data 
 
179
acquisition module. Both radar transceiver and linear antenna array may be re-designed 
for size reduction, to achieve a portable or even handheld radar system. 
 
The UWB pulse radar prototype achieves a system refresh rate of 75 Hz (i.e., 75 
photo screens per second), when using a sampling interval of 10ps and processing the 
data from 8 receiving channels sequentially. To speed up the system refresh rate for 
detecting/imaging fast moving targets, the receiving channels can be processed in parallel 
and a system refresh rate of 600 Hz will be achieved. 
 
A comprehensive system level simulation platform was presented for UWB radar 
system performance prediction and optimization. Linear and nonlinear components, wall 
effect, radar scattering were accounted for in the simulator to accurately emulate a 
practical radar operation. However, an accurate statistical channel model for UWB 
through wall applications is still not available and eagerly desired, in order to compensate 
for wall interference and indoor/outdoor mixed environments. 
 
UWB pulse radar has demonstrated the capability of detecting 5mm diameter 
tumor in early breast cancer detection example. More research is still needed to improve 
the imaging resolution to 1 mm or even sub-mm. Integration of microwave imaging with 
ultrasound imaging is one direction to pursue, to achieve both advantages of good 
contrast from microwave and good resolution from ultrasound. 
 
UWB pulse radar has been applied for human gait analysis, physical activity 
monitoring and respiration detection by acquiring the m-D signatures. Distinctly different 
m-D signatures are achieved for different human motions. It provides the prerequisites to 
solve the inverse problem for human activity classification and recognition by using 
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Appendix A Matlab Code 
This appendix presents all the Matlab code we have used in this dissertation.  
 
A.1 Reflection and Transmission Through a Multiple Layer Wall 
The reflection and transmission through a multiple layer wall is calculated by 
using the plane wave theory [49], as mentioned in Chapter 2.1 and Chapter 3.1.3. An 
iterative step was used to acquire the multiple reflections inside the wall. Each layer was 
assumed to be homogeneous and infinite large. The loss of the wall can be defined using 
loss tangent or conductivity values. 
 
%****** perpendicular polarization case ********** 
  




%% time/frequency resolution 
  
Fs = 50e9; % sampling frequency >= 2*fm 
Tm = 50e-9; % maximum time for the signal 
Ts = 1/Fs; 
t = Ts:Ts:Tm;  
f = linspace(Fs/length(t),Fs,length(t)); 
  
% define input pulse signal 
w0 = 0.5e-9; % pulse width 
f0 = 3e9; % center frequency 
x = exp(-((t-5e-9)/w0).^2) .* exp(i*2*pi*f0*t); 
  
%% Wall Parameters 
  




d(1)=0*1e-2; % distance from radar to the 1st wall 
d(2)=20*1e-2; % thickness of 1st wall 
d(3)=30*1e-2; % thickness of 2nd wall 







e(2)=4*e0; % er1=4 
e(3)=1*e0; % er2=1 





u(1)=u0; % air 
u(2)=1*u0; % ur1=1 
u(3)=1*u0; % ur2=1 
u(4)=1*u0; % ur3=1 
u(5)=u0; % air 
  
% loss tangent delta 
delta(1)=0; % loss tangent of air 
delta(2)=0.1; % loss tangent of 1st wall 
delta(3)=0; % loss tangent of 2nd wall 
delta(4)=0; % loss tangent of 3rd wall 
delta(5)=0; % loss tangent of air 
  










    w=2*pi*f1; 
  
    % Transmitted angle 
    theta(N+2)=theta(1); 
    % useful parameters 
    A(N+2)=1; 
    B(N+2)=0; 
    
r(N+2)=sqrt(j*w*u(N+2)*(w*e(N+2)*delta(N+2)+j*w*e(N+2))); 
  
    for i=N+1:-1:1 
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        r(i)=sqrt(j*w*u(i)*(w*e(i)*delta(i)+j*w*e(i))); 
        theta(i)=asin(r(i+1)*sin(theta(i+1))/r(i)); 
        
Y(i+1)=cos(theta(i+1))/cos(theta(i))*sqrt(e(i+1)/e(i)*(1-
j*delta(i+1))/(1-j*delta(i))); 
        phi(i)=d(i)*r(i)*cos(theta(i)); 
        A(i)=1/2*exp(phi(i))*(A(i+1)*(1+Y(i+1))+B(i+1)*(1-
Y(i+1))); 
        B(i)=1/2*exp(-phi(i))*(A(i+1)*(1-
Y(i+1))+B(i+1)*(1+Y(i+1))); 
    end 
  
    % Reflection and Transmission 
    R=B(1)/A(1); % Reflection Coefficient 
    T=1/A(1); % Transmission Coefficient 
  
    RC=[RC R]; % Reflection Coefficient with freq. 
    TC=[TC T]; % Transmission Coefficient with freq. 
end 
  








































title('Input Signal (V)') 






title('Input Signal Spectrum') 






title('Output Signal Spectrum') 






title('Output Signal (V)') 








A.2 2-D Backprojection Beamformer for Microwave Imaging 
The 2-D Backprojection microwave beamforming algorithm was used to recover 






%% Define parameters 
  
% calibrate the time delay of the system hardware in ns 
time_delay = 20; 
% total # of sample points in a 100ns period 
num = 7680; 
  
% distance between transmitting antenna and 1st receiving 
antenna in cm 
s = 40; 
  
%% Raw data 
  
prt_num = 100; 
raw_data = zeros(num, 8); 
filename = '20110226_163042_CH0.dat'; % read saved data 
acquired by the receiving antenna array 
filename_len = length(filename); 
  
% there are 8 receiving antennas in totoal, numbered from 0 
to 7 
for i1 = 0:7 
    filename(filename_len-4) = num2str(i1); % CH0 
    fp=fopen(filename,'rb'); 
    fseek(fp,prt_num*num*2*2,-1); % begin of file, I Q, 
16bit 
    data=fread(fp,num*2,'uint16');% I0 Q0 I1 Q1 ... 
    fclose(fp); 
    data_I = data(1:2:end)-2048; 
    data_Q = data(2:2:end)-2048; 
    raw_data(:, i1+1) = data_I + j*data_Q; 
end 
  
% filter out the out-of-band noise in the freqeuency domain 
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raw_data_fft = fft(raw_data); 
raw_data_fft(301:7380,:) = 0; 
raw_data = ifft(raw_data_fft); 
  
  
%% put raw data in the matrix zz 
  
zz = raw_data; 
  
%% Part 2 
% Open the I&Q data from the file 
%------------------------------------------ 
% use one tx antenna and N receiving antennas 
N = 8; 
% distance between adjacent receiving antennas in cm 
t = 6; 
% assume digital oscilloscope resolution in ns 
p = 0.01302; 
% center frequency in GHz 
f0 = 3; 
% wavelength in cm 
lamda = 30 / f0; 
  
%% scan angle from -30 to 30 degrees 
stangle = -45:1:45; 
r = 2 : 2 : 1000; 
  
mag = zeros(length(r),length(stangle)); 
  
for i3 = 1:1:length(stangle);  % i represents steering 
angle from -30 to 30 
    for i2 = 1:1:length(r); % r represents distance from 1 
to 1000, r=1 means 0.3cm 
        % transmitting path in cm, a value dependent of 
distance and angle 
        Lt = r(i2)*1; 
        % receiving path in cm, an array depedent of 
distance, angle and #n 
        n = 1:1:N; % n represents # of receiving antenna 
from 1 to N 
        Lr = sqrt((s+(n-1)*t).^2+r(i2)^2-2*(s+(n-
1)*t)*r(i2)*cos(pi/2-stangle(i3)*pi/180)); % Lr is a 1*N 
array 
        % phase delay of N receiving antennas        
        phi_steer = 2*pi/lamda*Lr; 
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        % phase difference regarding to the central one 
        dphi_steer = phi_steer-phi_steer(round((N+1)/2)); 
        % distance difference was corrected in this program, 
it's necessary especially when s>>t   
        % mth row data in matrix zz 
        m = round((Lt+Lr)/(p*30)+time_delay/p); 
        for i4 = 1 : 1 : N 
            mag(i2,i3) = mag(i2,i3) + 
zz(m(i4),i4)*exp(j*dphi_steer(i4)'); 
        end 
        x(i2,i3) = r(i2)*1*sin(stangle(i3)*pi/180); 
        y(i2,i3) = r(i2)*1*cos(stangle(i3)*pi/180); 
        z(i2,i3) = abs(mag(i2,i3)); 
    end 
end 
 
%% Time-gating the coupling and wall reflection 
  
% mag(1:190,:) = 0; 
  
figure 
h = pcolor(x/100,y/100,z); 




xlabel('Cross Range (m)') 
ylabel('Down Range (m)') 
% title('BP Image') 










A.3 3-D Backprojection Beamformer for Microwave Imaging 
The 3-D Backprojection microwave beamforming algorithm was used to recover 






%% Define target parameters 
  
er1 = 1; 
  
  
%% Calculate Scattered field at any pisitions 
  
% # of Rx antennas in y,z axis 
MY = 31; 
MZ = 31; 
%  
% array spacing in cm 
sy = 6; 
sz = 6; 
  
%% Define input signal 
  
% Import received complex I/Q data into matrix zz 
  
% ***** matrix zz ********** 
  
% assume digital oscilloscope resolution in ps 
p = 10; 
  
  
%% beamforming ********************* 
  
% transmitter location before rotation transfer (0,0,0) 
yt0 = 0; 
zt0 = 0; 
xt0 = 0; 
  
% wavelength in cm 




rangex = 100 : 3 : 301;%[100 150 200 221 250 300]; 
rangey = -120 : 3 : 120; 




% array position 
for a = 1 : 1 : MZ 
    for b = 1 : 1 : MY 
        %ytn((a-1)*MY+b) = ( b - MY ) * sy; 
        %ztn((a-1)*MY+b) = ( a - MZ ) * sz; 
        ytn((a-1)*MY+b) = ( b - (MY+1)/2 ) * sy; 
        ztn((a-1)*MY+b) = ( a - (MZ+1)/2 ) * sz; 
        xtn((a-1)*MY+b) = xt0; 
    end 
end 
             
for k1 = 1:1:length(rangex) 
    for i1 = 1:1:length(rangey) 
        for j1 = 1:1:length(rangez) 
            %********************calculate Tx path in 
cm***************** 
            Lt = sqrt(er1) * abs( rangex(k1) - xt0 ); 
            %********************calculate Rx path in 
cm***************** 
            Lr = sqrt(er1) * sqrt( (ytn - rangey(i1)).^2 + 
(ztn - rangez(j1)).^2 + (xtn - rangex(k1)).^2 );  % Lr is a 
1*N array 
            % phase delay of N receiving antennas  
            phi_steer = - 2 * pi / lamda0 * Lr; 
            % phase difference regarding to the central one 
            dphi_steer = phi_steer - 
phi_steer(round((MY*MZ+1)/2)); 
            % location of data 
            m = round((Lt+Lr(round((MY*MZ+1)/2)))/(p*0.03)); 
            %if m>760 
            %    m=760; 
            %end 
            v(i1,k1,j1)=abs( zz(m,:) * 
(exp(j*dphi_steer)') ); 
        end 



















xlabel('Down Range (m)','fontsize',12) 
ylabel('Cross Range (m)','fontsize',12) 
zlabel('Height (m)','fontsize',12) 
















A.4 3-D Electromagnetic Scattering Using MoM 
The electromagnetic scattering of a 3-D radar object was analyzed using MoM 








%% Define target parameters 
% length of the cube 
R = 32e-2; 
% cubic step 
H = R / 8; 
% cubic equivalent to a sphere (radius an) 
an = H * (0.75 / pi)^(1/3); 
% define cells # 
N = 206 * 2 * 2; 
  
% define target properties 
e0 = 1 / 36 / pi * 1e-9; 
mu0 = 4 * pi * 1e-7; 
  
er1 = 1; 
%sig1 = 0; 
er2 = 50; 
sig2 = 4; 
  
%% Define all the cells of 3-D radar object 
  
xd = [ 0.5*H*ones(1,22)+0e-2 1.5*H*ones(1,20)+0e-2 
2.5*H*ones(1,18)+0e-2 3.5*H*ones(1,16)+0e-2 
4.5*H*ones(1,28)+0e-2 5.5*H*ones(1,28)+0e-2 
6.5*H*ones(1,28)+0e-2 7.5*H*ones(1,28)+0e-2 ... 










6.5*H*ones(1,28)+0e-2 7.5*H*ones(1,28)+0e-2 ... 





yd = [ 17.5*H:-H:-3.5*H  16.5*H:-H:11.5*H 9.5*H:-H:-3.5*H  
15.5*H:-H:12.5*H 9.5*H:-H:-3.5*H 14.5*H:-H:13.5*H 9.5*H:-
H:-3.5*H  9.5*H:-H:-17.5*H 9.5*H:-H:-17.5*H 9.5*H:-H:-
17.5*H 9.5*H:-H:-17.5*H ... 
       9.5*H:-H:8.5*H  8.5*H:-H:7.5*H  7.5*H:-H:6.5*H  
6.5*H:-H:5.5*H  5.5*H:-H:4.5*H  4.5*H:-H:3.5*H  3.5*H:-
H:2.5*H  2.5*H:-H:1.5*H  1.5*H:-H:0.5*H ... 
       17.5*H:-H:-3.5*H  16.5*H:-H:11.5*H 9.5*H:-H:-3.5*H  
15.5*H:-H:12.5*H 9.5*H:-H:-3.5*H 14.5*H:-H:13.5*H 9.5*H:-
H:-3.5*H  9.5*H:-H:-17.5*H 9.5*H:-H:-17.5*H 9.5*H:-H:-
17.5*H 9.5*H:-H:-17.5*H ... 
       9.5*H:-H:8.5*H  8.5*H:-H:7.5*H  7.5*H:-H:6.5*H  
6.5*H:-H:5.5*H  5.5*H:-H:4.5*H  4.5*H:-H:3.5*H  3.5*H:-
H:2.5*H  2.5*H:-H:1.5*H  1.5*H:-H:0.5*H ]; 
zd = [ -0.5 * H * ones(1,206) 0.5 * H * ones(1,206)]; 
  
xdn = [xd -xd]; 
ydn = [yd yd]; 
zdn = [zd zd]; 
  
r = [xdn(:) ydn(:) zdn(:)]; 
  
%% define frequency 
Esf = []; 
  
for f1 = 1e9 : 0.02e9 : 11e9; 
  
w = 2 * pi * f1; 
  
k0 = w * sqrt(mu0 * e0) * sqrt(er1); % free space 
%r1 = sqrt( j * w * mu0 * ( sig1 + j * w * er1 * e0) ); 
  
  
% Calculate G matrix 
% define tow 
tow = (sig2 + j * w * e0 * (er2 - 1)) * ones(N, 1); 
  
% define constant values 
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A = - j * w * mu0 * k0 * H^3 / 4 / pi; 
C = - 2 * j * w * mu0 / 3 / k0^2 * ( exp(-j * k0 * an) * (1 
+ j * k0 * an) - 1 ) - 1 / 3 / j / w / e0; 
  
% Gxx 
for m = 1 : N 
    for n = 1 : N 
        if m == n 
            Gxx(m, n) = C * tow(n) - 1; 
        else 
            Rmn = norm(r(m,:) - r(n,:)); 
            almn = k0 * Rmn; 
            cxpmn = (r(m,1) - r(n,1)) / Rmn; 
            cxqmn = (r(m,1) - r(n,1)) / Rmn; 
            B = (almn^2 - 1 - j * almn) + cxpmn * cxqmn * 
(3 - almn^2 + 3 * j * almn); 
            Gxx(m,n) = A * tow(n) * exp(- j * almn) / 
almn^3 * B; 
        end 




for m = 1 : N 
    for n = 1 : N 
        if m == n 
            Gyy(m, n) = C * tow(n) - 1; 
        else 
            Rmn = norm(r(m,:) - r(n,:)); 
            almn = k0 * Rmn; 
            cxpmn = (r(m,2) - r(n,2)) / Rmn; 
            cxqmn = (r(m,2) - r(n,2)) / Rmn; 
            B = (almn^2 - 1 - j * almn) + cxpmn * cxqmn * 
(3 - almn^2 + 3 * j * almn); 
            Gyy(m,n) = A * tow(n) * exp(- j * almn) / 
almn^3 * B; 
        end 




for m = 1 : N 
    for n = 1 : N 
        if m == n 
            Gzz(m, n) = C * tow(n) - 1; 
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        else 
            Rmn = norm(r(m,:) - r(n,:)); 
            almn = k0 * Rmn; 
            cxpmn = (r(m,3) - r(n,3)) / Rmn; 
            cxqmn = (r(m,3) - r(n,3)) / Rmn; 
            B = (almn^2 - 1 - j * almn) + cxpmn * cxqmn * 
(3 - almn^2 + 3 * j * almn); 
            Gzz(m,n) = A * tow(n) * exp(- j * almn) / 
almn^3 * B; 
        end 




for m = 1 : N 
    for n = 1 : N 
        if m ~= n 
            Rmn = norm(r(m,:) - r(n,:)); 
            almn = k0 * Rmn; 
            cxpmn = (r(m,1) - r(n,1)) / Rmn; 
            cxqmn = (r(m,2) - r(n,2)) / Rmn; 
            B = cxpmn * cxqmn * (3 - almn^2 + 3 * j * almn); 
            Gxy(m,n) = A * tow(n) * exp(- j * almn) / 
almn^3 * B; 
        end 




for m = 1 : N 
    for n = 1 : N 
        if m ~= n 
            Rmn = norm(r(m,:) - r(n,:)); 
            almn = k0 * Rmn; 
            cxpmn = (r(m,1) - r(n,1)) / Rmn; 
            cxqmn = (r(m,3) - r(n,3)) / Rmn; 
            B = cxpmn * cxqmn * (3 - almn^2 + 3 * j * almn); 
            Gxz(m,n) = A * tow(n) * exp(- j * almn) / 
almn^3 * B; 
        end 
end 
    end 
  
% Gyx 
for m = 1 : N 
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    for n = 1 : N 
        if m ~= n 
            Rmn = norm(r(m,:) - r(n,:)); 
            almn = k0 * Rmn; 
            cxpmn = (r(m,2) - r(n,2)) / Rmn; 
            cxqmn = (r(m,1) - r(n,1)) / Rmn; 
            B = cxpmn * cxqmn * (3 - almn^2 + 3 * j * almn); 
            Gyx(m,n) = A * tow(n) * exp(- j * almn) / 
almn^3 * B; 
        end 




for m = 1 : N 
    for n = 1 : N 
        if m ~= n 
            Rmn = norm(r(m,:) - r(n,:)); 
            almn = k0 * Rmn; 
            cxpmn = (r(m,2) - r(n,2)) / Rmn; 
            cxqmn = (r(m,3) - r(n,3)) / Rmn; 
            B = cxpmn * cxqmn * (3 - almn^2 + 3 * j * almn); 
            Gyz(m,n) = A * tow(n) * exp(- j * almn) / 
almn^3 * B; 
        end 




for m = 1 : N 
    for n = 1 : N 
        if m ~= n 
            Rmn = norm(r(m,:) - r(n,:)); 
            almn = k0 * Rmn; 
            cxpmn = (r(m,3) - r(n,3)) / Rmn; 
            cxqmn = (r(m,1) - r(n,1)) / Rmn; 
            B = cxpmn * cxqmn * (3 - almn^2 + 3 * j * almn); 
            Gzx(m,n) = A * tow(n) * exp(- j * almn) / 
almn^3 * B; 
        end 




for m = 1 : N 
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    for n = 1 : N 
        if m ~= n 
            Rmn = norm(r(m,:) - r(n,:)); 
            almn = k0 * Rmn; 
            cxpmn = (r(m,3) - r(n,3)) / Rmn; 
            cxqmn = (r(m,2) - r(n,2)) / Rmn; 
            B = cxpmn * cxqmn * (3 - almn^2 + 3 * j * almn); 
            Gzy(m,n) = A * tow(n) * exp(- j * almn) / 
almn^3 * B; 
        end 
    end 
end 
  
G = [Gxx Gxy Gxz; Gyx Gyy Gyz; Gzx Gzy Gzz]; 
  
  
%% calculate E matrix (field inside the body) 
% calculate incidence field E0 = 1 
  
Ei = [1 * exp(- j * k0 * (220e-2 + zdn(:))); 0 * exp(- j * 
k0 * (220e-2 + zdn(:))); 0 * exp(- j * k0 * (220e-2 + 
zdn(:)))]; 
  
E = - G \ Ei; 
  
%% Calculate scattered field at any positions 
  
% ----------------------------------- 
% # of Tx antennas in y,z axis 
MY = 31; 
MZ = 31; 
  
% array spacing in cm 
sy = 6; 
sz = 6; 
  
% Define observation points 
  
OP_X = [ -90e-2 : 6e-2 : 90e-2 -90e-2 : 6e-2 : 90e-2 -90e-
2 : 6e-2 : 90e-2 -90e-2 : 6e-2 : 90e-2 -90e-2 : 6e-2 : 90e-
2 -90e-2 : 6e-2 : 90e-2 -90e-2 : 6e-2 : 90e-2 -90e-2 : 6e-
2 : 90e-2 -90e-2 : 6e-2 : 90e-2 -90e-2 : 6e-2 : 90e-2 ... 
         -90e-2 : 6e-2 : 90e-2 -90e-2 : 6e-2 : 90e-2 -90e-
2 : 6e-2 : 90e-2 -90e-2 : 6e-2 : 90e-2 -90e-2 : 6e-2 : 90e-
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2 -90e-2 : 6e-2 : 90e-2 -90e-2 : 6e-2 : 90e-2 -90e-2 : 6e-
2 : 90e-2 -90e-2 : 6e-2 : 90e-2 -90e-2 : 6e-2 : 90e-2 ... 
         -90e-2 : 6e-2 : 90e-2 -90e-2 : 6e-2 : 90e-2 -90e-
2 : 6e-2 : 90e-2 -90e-2 : 6e-2 : 90e-2 -90e-2 : 6e-2 : 90e-
2 -90e-2 : 6e-2 : 90e-2 -90e-2 : 6e-2 : 90e-2 -90e-2 : 6e-
2 : 90e-2 -90e-2 : 6e-2 : 90e-2 -90e-2 : 6e-2 : 90e-2 -90e-
2 : 6e-2 : 90e-2 ]; 
OP_Y = [ -90e-2 * ones(1,31) -84e-2 * ones(1,31) -78e-2 * 
ones(1,31) -72e-2 * ones(1,31) -66e-2 * ones(1,31) -60e-2 * 
ones(1,31) -54e-2 * ones(1,31) -48e-2 * ones(1,31) -42e-2 * 
ones(1,31) -36e-2 * ones(1,31) -30e-2 * ones(1,31) -24e-2 * 
ones(1,31) -18e-2 * ones(1,31) -12e-2 * ones(1,31) -6e-2 * 
ones(1,31) ... 
         0e-2 * ones(1,31) 6e-2 * ones(1,31) 12e-2 * 
ones(1,31) 18e-2 * ones(1,31) 24e-2 * ones(1,31) 30e-2 * 
ones(1,31) 36e-2 * ones(1,31) 42e-2 * ones(1,31) 48e-2 * 
ones(1,31) 54e-2 * ones(1,31) 60e-2 * ones(1,31) 66e-2 * 
ones(1,31) 72e-2 * ones(1,31) 78e-2 * ones(1,31) 84e-2 * 
ones(1,31) 90e-2 * ones(1,31) ]; 
OP_Z = -220e-2 * ones(1,961); 
  




% find new G - GN 
  
% GNxx 
for m1 = 1 : length(OP_X) 
    for n1 = 1 : N 
        Rmn = norm(OP(m1,:) - r(n1,:)); 
        almn = k0 * Rmn; 
        cxpmn = (OP(m1,1) - r(n1,1)) / Rmn; 
        cxqmn = (OP(m1,1) - r(n1,1)) / Rmn; 
        B = (almn^2 - 1 - j * almn) + cxpmn * cxqmn * (3 - 
almn^2 + 3 * j * almn); 
        GNxx(m1,n1) = A * tow(n1) * exp(- j * almn) / 
almn^3 * B; 




for m1 = 1 : length(OP_X) 
    for n1 = 1 : N 
        Rmn = norm(OP(m1,:) - r(n1,:)); 
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        almn = k0 * Rmn; 
        cxpmn = (OP(m1,2) - r(n1,2)) / Rmn; 
        cxqmn = (OP(m1,2) - r(n1,2)) / Rmn; 
        B = (almn^2 - 1 - j * almn) + cxpmn * cxqmn * (3 - 
almn^2 + 3 * j * almn); 
        GNyy(m1,n1) = A * tow(n1) * exp(- j * almn) / 
almn^3 * B; 




for m1 = 1 : length(OP_X) 
    for n1 = 1 : N 
        Rmn = norm(OP(m1,:) - r(n1,:)); 
        almn = k0 * Rmn; 
        cxpmn = (OP(m1,3) - r(n1,3)) / Rmn; 
        cxqmn = (OP(m1,3) - r(n1,3)) / Rmn; 
        B = (almn^2 - 1 - j * almn) + cxpmn * cxqmn * (3 - 
almn^2 + 3 * j * almn); 
        GNzz(m1,n1) = A * tow(n1) * exp(- j * almn) / 
almn^3 * B; 




for m1 = 1 : length(OP_X) 
    for n1 = 1 : N 
        Rmn = norm(OP(m1,:) - r(n1,:)); 
        almn = k0 * Rmn; 
        cxpmn = (OP(m1,1) - r(n1,1)) / Rmn; 
        cxqmn = (OP(m1,2) - r(n1,2)) / Rmn; 
        B = cxpmn * cxqmn * (3 - almn^2 + 3 * j * almn); 
        GNxy(m1,n1) = A * tow(n1) * exp(- j * almn) / 
almn^3 * B; 




for m1 = 1 : length(OP_X) 
    for n1 = 1 : N 
        Rmn = norm(OP(m1,:) - r(n1,:)); 
        almn = k0 * Rmn; 
        cxpmn = (OP(m1,1) - r(n1,1)) / Rmn; 
        cxqmn = (OP(m1,3) - r(n1,3)) / Rmn; 
        B = cxpmn * cxqmn * (3 - almn^2 + 3 * j * almn); 
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        GNxz(m1,n1) = A * tow(n1) * exp(- j * almn) / 
almn^3 * B; 




for m1 = 1 : length(OP_X) 
    for n1 = 1 : N 
        Rmn = norm(OP(m1,:) - r(n1,:)); 
        almn = k0 * Rmn; 
        cxpmn = (OP(m1,2) - r(n1,2)) / Rmn; 
        cxqmn = (OP(m1,1) - r(n1,1)) / Rmn; 
        B = cxpmn * cxqmn * (3 - almn^2 + 3 * j * almn); 
        GNyx(m1,n1) = A * tow(n1) * exp(- j * almn) / 
almn^3 * B; 




for m1 = 1 : length(OP_X) 
    for n1 = 1 : N 
        Rmn = norm(OP(m1,:) - r(n1,:)); 
        almn = k0 * Rmn; 
        cxpmn = (OP(m1,2) - r(n1,2)) / Rmn; 
        cxqmn = (OP(m1,3) - r(n1,3)) / Rmn; 
        B = cxpmn * cxqmn * (3 - almn^2 + 3 * j * almn); 
        GNyz(m1,n1) = A * tow(n1) * exp(- j * almn) / 
almn^3 * B; 




for m1 = 1 : length(OP_X) 
    for n1 = 1 : N 
        Rmn = norm(OP(m1,:) - r(n1,:)); 
        almn = k0 * Rmn; 
        cxpmn = (OP(m1,3) - r(n1,3)) / Rmn; 
        cxqmn = (OP(m1,1) - r(n1,1)) / Rmn; 
        B = cxpmn * cxqmn * (3 - almn^2 + 3 * j * almn); 
        GNzx(m1,n1) = A * tow(n1) * exp(- j * almn) / 
almn^3 * B; 






for m1 = 1 : length(OP_X) 
    for n1 = 1 : N 
        Rmn = norm(OP(m1,:) - r(n1,:)); 
        almn = k0 * Rmn; 
        cxpmn = (OP(m1,3) - r(n1,3)) / Rmn; 
        cxqmn = (OP(m1,2) - r(n1,2)) / Rmn; 
        B = cxpmn * cxqmn * (3 - almn^2 + 3 * j * almn); 
        GNzy(m1,n1) = A * tow(n1) * exp(- j * almn) / 
almn^3 * B; 
    end 
end 
  
GN = [GNxx GNxy GNxz; GNyx GNyy GNyz; GNzx GNzy GNzz]; 
  
Es = GN * E; 
  






















A.5 UWB Pulse Radar Micro-Doppler Spectrogram Extraction  
The following Matlab code was used to implement the equations in Chapter 5.1 






%% Read signal from saved data 
  
filename = '20110226_163042_CH5.dat'; 
  
num = 7680; 
% Starting from the 10th pulse to make sure the system 
works stable 
prt_num = 10; 
  
fp=fopen(filename,'rb'); 
fseek(fp,prt_num*num*2*2,-1); % begin of file, I Q, 16bit 
data=fread(fp,'uint16');% I0 Q0 I1 Q1 ... 
fclose(fp); 
  
% total # of pulses, make it an even number 
N_pulse = 2*round(length(data)/num/2/2-1); 
sigwave = zeros(num, N_pulse); 
  
for i1 = 1 : 1 : N_pulse 
    data_I = data((i1-1)*num*2+1:2:i1*num*2)-2048; 
    data_Q = data((i1-1)*num*2+2:2:i1*num*2)-2048; 
    sigwave(:,i1) = data_I + j*data_Q; 
end 
  
%% X-correlation step 
% In this case, a rectangular filter is used to filter out 
the noise 
  
sigwave_fft = fft(sigwave); 
sigwave_fft(301:7380,:) = 0; 
sigwave_denoise = ifft(sigwave_fft); 
  




%% Static targets cancellation (method 1) - Subtract 
averaged signal 
  
sigwave_denoise_avg = mean(sigwave_denoise,2); 
sigwave_denoise_cal1 = zeros(num, N_pulse); 
  
for i2 = 1 : 1 : N_pulse 




%% Static targets cancellation (method 2) - One delay 
canceler 
  
% sigwave_denoise_cal2 = zeros(num, N_pulse); 
% sigwave_denoise(:,N_pulse+1) = sigwave_denoise(:,1); 
%  
% for i3 = 1 : 1 : N_pulse 




%% Spectrogram Plot 
  




default Hamming window if not defined 
 
PC = [P(N_pulse/2+1:N_pulse,:); P(1:N_pulse/2,:)]; 













A.6 UWB Pulse Radar Micro-Doppler Wigner-Ville spectrum Extraction 
The following Matlab code was used in Chapter 5.5.3 to extract the micro-






%% Read signal from saved data 
  
filename = '20110226_163042_CH5.dat'; 
  
num = 7680; 
% Starting from the 10th pulse to make sure the system 
works stable 
prt_num = 10; 
fr = 100; 
  
fp=fopen(filename,'rb'); 
fseek(fp,prt_num*num*2*2,-1); % begin of file, I Q, 16bit 
data=fread(fp,'uint16');% I0 Q0 I1 Q1 ... 
fclose(fp); 
  
% total # of pulses, make it an even number 
N_pulse = 2*round(length(data)/num/2/2-1); 
sigwave = zeros(num, N_pulse); 
  
for i1 = 1 : 1 : N_pulse 
    data_I = data((i1-1)*num*2+1:2:i1*num*2)-2048; 
    data_Q = data((i1-1)*num*2+2:2:i1*num*2)-2048; 
    sigwave(:,i1) = data_I + j*data_Q; 
end 
  
%% X-correlation step 
% In this case, a rectangular filter is used to filter out 
the noise 
  
sigwave_fft = fft(sigwave); 
sigwave_fft(301:7380,:) = 0; 
sigwave_denoise = ifft(sigwave_fft); 
  




%% Static targets cancellation (method 1) - Subtract 
averaged signal 
  
sigwave_denoise_avg = mean(sigwave_denoise,2); 
sigwave_denoise_cal1 = zeros(num, N_pulse); 
  
for i2 = 1 : 1 : N_pulse 




%% Wigner-Ville spectrum Plot 
  
sigwave_slow = sum(sigwave_denoise_cal1(2200:6600, :)); 
  
g = tftb_window(15,'Kaiser'); 
h = tftb_window(63,'Kaiser'); 
 
[TFR, T, F] = tfrspwv(conj(sigwave_slow'), 1:N_pulse, fr, g, 
h, 1); 
TFRA = [TFR(fr/2+1:fr,:); TFR(1:fr/2,:)]; 


















Appendix B MoM Method for Solving Electromagnetic Scattering Problem 
This appendix introduces the details of MoM to solve the 3-D radar scattering 
briefly described in Chapter 3.1.4.  
To calculate the radar scattering from a homogeneous lossy dielectric target with 
complex permittivity ε
*
 and permeability µ0 illuminated by an incident plane wave. The 
induced current inside the target can be replaced with an equivalent free-space current 
density Jeq given by [72] 





*                                   (B-1) 
 
where ( )rE v  is the total electric field inside the object given by the sum of incident field 
E
i
 and scattered field E
s
 
( ) ( ) ( )rErErE si vvv +=                                              (B-2) 
The dyadic Green’s function relates the scattered electric field E
s
 to the equivalent 
internal current density via 
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where 































                                                  (B-5) 
The dielectric target has been divided into N cubic cells. As long as each cell is 
very small, we can assume that ( )rE v  is constant within each cell. Then (B-2) to(B-5) can 
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= ][  (u, v  = x, y, z) are constant matrices, whose elements are 
defined by [72] 











ajkeA m εε −+−= −                                (B-7) 
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vuAmm
uv
≠=    ,0                                                   (B-10) 
where 
n
V  is the volume of cell n and 



















a                                    (B-11) 
                  ( )
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After addressing the internal total electric field using (B-6), the scattered filed can 
be calculated based on (B-1) and (B-3). We have implemented the theoretical formulas 









Appendix C FPGA Source Code Used to Implement the DDC in CW Radar 
This appendix introduces the FPGA VHDL source code used to implement the 
DDC function in the developed CW radar, shown in Chapter 5.6.1.  
 
-- Create Date:    11:52:32 09/07/2011  
-- Design Name:  
-- Module Name:    ddc - Behavioral  
-- Project Name:  
-- Target Devices:  
-- Tool versions:  
-- Description:  
-- 
-- Dependencies:  
-- 
-- Revision:  
-- Revision 0.01 - File Created 








-- Uncomment the following library declaration if using 
-- arithmetic functions with Signed or Unsigned values 
--use IEEE.NUMERIC_STD.ALL; 
 
-- Uncomment the following library declaration if instantiating 




entity ddc is 
    Port ( clk : in  STD_LOGIC; 
           adc_data_in : in  STD_LOGIC_VECTOR (15 downto 0); 
           reset : in  STD_LOGIC; 
     ddc_rdy : out std_logic; 
           dataI : out  STD_LOGIC_VECTOR (15 downto 0); 





architecture Behavioral of ddc is 
 
component NCO20MHz 
 port ( 
 clk: IN std_logic; 
 cosine: OUT std_logic_VECTOR(15 downto 0); 
 sine: OUT std_logic_VECTOR(15 downto 0); 




 port ( 
 clk: IN std_logic; 
 a: IN std_logic_VECTOR(15 downto 0); 
 b: IN std_logic_VECTOR(15 downto 0); 




 port ( 
 din: IN std_logic_VECTOR(15 downto 0); 
 clk: IN std_logic; 
 dout: OUT std_logic_VECTOR(15 downto 0); 
 rdy: OUT std_logic; 
 rfd: OUT std_logic); 
end component; 
 
signal cosine : std_logic_vector(15 downto 0); 
signal sine : std_logic_vector(15 downto 0); 
signal data_signed : std_logic_vector(15 downto 0); 
signal data32bit_mix_out_i : std_logic_vector(31 downto 0); 
signal data32bit_mix_out_q : std_logic_vector(31 downto 0); 
signal d_inphase_cic : std_logic_vector(15 downto 0); 
signal d_quart_cic  : std_logic_vector(15 downto 0); 
   
begin 
 
LO_inst : NCO20MHz 
  port map ( 
   clk => clk, 
   cosine => cosine, --20MHz  
   sine => sine, 
   phase_out => open); 
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-- raw data -> abs_data 
process(clk) 
begin 
  if reset='1' then 
  data_signed <= (others=>'0'); 
  elsif rising_edge(clk) then     
      data_signed <= adc_data_in - 32768; 
  end if; 
end process; 
 
-- multiply sin/cos 
u_mul_cos : multiplier 
port map( 
    clk  =>  clk,  --60M 
  a    =>  data_signed, 
  b    =>  cosine, 
  p    =>  data32bit_mix_out_i 
); 
 
u_mul_sin : multiplier 
port map( 
    clk  =>  clk,  --60M 
  a    =>  data_signed, 
  b    =>  sine, 
  p    =>  data32bit_mix_out_q 
);  
 
--fir truncate bits:32->16 
process(reset,clk) 
begin 
   if reset='1' then 
      d_inphase_cic<=(others=>'0'); 
      d_quart_cic  <=(others=>'0'); 
   elsif clk'event and clk='1' then 
      d_inphase_cic <=data32bit_mix_out_i(31 downto 16); 
      d_quart_cic  <=data32bit_mix_out_q(31 downto 16); 
   end if; 
end process;    
 
cic_i  : cic_filter 
  port map ( 
   din => d_inphase_cic, 
   clk => clk, 
   dout => dataI, 
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   rdy => ddc_rdy, 
   rfd => open); 
    
cic_q  : cic_filter 
  port map ( 
   din => d_quart_cic, 
   clk => clk, 
   dout => dataQ, 
   rdy => open, 











The parameters setup to implement the three IP cores, i.e., DDS, Multiplier, and CIC, are 
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