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I N T R O D U C C I O N
VII
El objeto Inicial de este trabajo era reallzar un 
estudlo sobre la Programacidn Polindmica en general, te 
ma poco estudiado en la literature de la Programacidn 
Matemëtica, ya que si bien algunos aspectos parciales 
de la misma cuales son la Progreunacidn Lineal, la Cua- 
drâtica, la Polindmica Entera y la Programacidn Polind- 
mica 0-1 han tenido un extenso y profundo tratamiento, 
no asl, en ceunbio, la Programacidn Polindmica en gene­
ral.
Al profundizar en el estudio de la Programacidn 
no Lineal, observâmes que existlan algunas parcelas de 
la Programacidn Matemâtica que habfan sido tratadas muy 
de pasada en la literature existante. Fruto de esta ob- 
servacidn y del tema propuesto por el Director del tra­
bajo, es la Memoria que ahora présentâmes.
La Memoria censta de très Capitules y un Apéndice.
El Capitule 1, està dedicado a la Programacidn no 
Lineal. En el mismo, se aportan resultados originales 
acerca de très puntos:
1*) estime en la frontera de las restricciones.
2”) Unicidad del dptimo.
3®) EquiValencia de algunos teoremas al de Kuhn y
Tucker en Programas Cuadrâticos.
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Con respecte al pun to priitiero, se estudia:
a) El problema de Programacidn con funcidn objetivo 
convexa y conjunto de restricciones cerrado, es- 
tableciéndose dos teoremas; uno que es una cond^ 
cidn necesaria y suficiente para que el dptimo 
esté en la frontera de las restricciones y el 
otro que es una condicidn suficiente.
b) La Programacidn Convexa, estableciéndose dos teo 
remas anâlogos a los del apartado a) . De lo obte 
nido para este tipo de Programacidn, se derivan 
los resultados correspondientes para programas 
cuadrâticos (cuando los términos de segundo gra- 
do de la funcidn objetivo constituyen una forma 
cuadrâtica definida positiva o negativa).
En relacidn con el segundo punto de este Capitulo, 
se establece un nuevo teorema de unicidad del dptimo en la 
frontera en Programacidn Convexa, en el eue la funcidn ob­
jetivo se le exige ûnicamente que sea convexa (o cdncava) 
en contraposicidn al teorema existante (teorema A.3. del 
Apéndice) en el que se formula la hipdtesis de convexidad 
(o concavicad) estricta para la funcidn objetivo.
Como una consecuencia de lo establecido en los puntos 
primero y segundo y en el teorema A.3. del Apéndice, se for 
mulan, para la Programacidn Convexa, dos teoremas de unici­
dad y optimalidad en la frontera de las restricciones.
Finaliza el primer Capitule, estableciéndo teoremas
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équivalentes al de Kuhn y Tucker para programas cuadrâti­
cos, cuando el dptimo estâ en la frontera de las restric- 
ciones. En estos teoremas, se ponen de manifiesto las dos 
condiciones que se han de verificar en el punto de dptimo:
1*) Que tal punto de dptimo es la interseccidn Ûn^ 
ca de la hipersuperficie de nivel de la funs 
cidn objetivo con la frontera de las restric- 
ciones.
2*) La relacidn existante entre el vector gradien- 
te de las restricciones saturadas linealmente 
indpendientes con las restantes matrices del 
programs.
La finalidad del Capitulo 2 es el estudio de la Pro 
gramacidn Polindmica. Las ideas originales de este Capltu 
lo se refieren a:
1") Estudio sobre el dptimo y la optimalidad en la 
frontera de las restricciones en algunos pro­
gramas polindmicos.
2®} Algoritmo para la obtencidn del dptimo en Pro­
gramacidn Polindmica con restricciones linea­
les .
Este Capitulo, se inicia indicando las condiciones 
bajo las cuales se pueden particularizar a la Programacidn 
Polindmica los resultados obtenidos en el Capitulo 1.
Seguidamente, y en relacidn con el primer punto, se 
estudia la optimalidad en programas polindmicos con fun­
cidn objetivo de coeficientes positives y conjunto de re£ 
tricciones compacte en r ” , particularizândose los resul^ 
tados obtenidos al caso en el que las restricciones son 
lineales y forman un poliedro convexe. El resultado que 
establece la optimalidad en la frontera de las restriccio 
nés se hace de dos formas diferentes, aunque es mâs prec^ 
so el primer método pues nos indica qué condicidn adicio­
nal ha de verificar la regidn de la frontera en la que se 
ubica el dptimo. Se muestra, mediante un contraejemplo, 
que taies resultados sobre Programacidn Polindmica Positi^ 
va no pueden extenderse a la Programacidn Posinomial.
Con respecto al segundo punto, se propone un método 
para la obtencidn del dptimo cuando el conjunto de las 
restricciones es lineal y la funcidn objetivo polindmica 
es convexa en dicho conjunto de restricciones. El citado 
método extiende y desarrolla una idea formulada por Beale, 
E.M.L. [7] para el caso cuadrâtico. El algoritmo astable 
cido por nosotros generalize la metodologla del simplex 
con modificaciones esenciales que pasamos a exponer. Como 
se sabe, el algoritmo del simplex, en un problema de mini 
mo, consiste en determiner la solucidn dptima (que esté 
en al menos un vértice del politopo de las restricciones) 
de un programa lineal; partiendo de un vértice se pasa, 
en cada iteracidn, a otro adyacente tomando como nueva va 
riable bâsica la de coste reducido negativo mâs pequeno.
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Reiterando el proceso, se llega a un vértice que es solu­
cidn dptima, el cual se alcanza cuando los costes reduci- 
dos de las variables libres son todos positivos. En Pro- 
grauhacidn Polindmica con restricciones lineales y funcidn 
objetivo polindmica convexa en tal conjunto de restriccio 
nés, la solucidn minima, en general, no se encuentra en 
un vértice. El algoritmo que formulâmes permite, para es­
tos programas, avanzar por vértices adyacentes mientras 
sea posible. Es decir, mientras que en cada iteracidn se 
pase de una solucidn bâsica factible a otra solucidn del 
mismo tipo. La direccidn de avance, en cada iteracidn, 
viene dada por la variable libre que verifica que la der^ 
vada de la funcidn objetivo respecto de la misma, en el 
vértice de partida, es la mâs negativa. Cuando el punto 
al que se llega no es vértice, se transforma en tal me- 
diante la ampliacidn del programa. La ampliacidn menciona 
da, se consigue anadiendo una nueva ecuacidn lineal con 
una nueva variable sin restriccidn en el signo, logrândo 
asl que el punto de llegada se transforme en vértice del 
nuevo programa. En este programa, se réitéra la metodolo- 
gîa anteriormente citada.
Se estudian las propiedades inherentes a tal método, 
viéndose las relaciones existantes entre los sucesivos 
programas con respecto a : 1) Las soluciones factibles, so 
luciones dptimas, soluciones bâsicas factibles y solucio­
nes bâsicas factibles no degeneradas, 2) Acotacidn de las 
soluciones factibles, 3) Caracterizacidn del dptimo. Asi-
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mismo, se analiza la convergencia del algoritmo.
Finaliza el Capitulo indicando en qué sentido se pue- 
de extender el método a programas polin&nicos no convexos 
con restricciones lineales.
El Capitulo 3 esta dedicado a la Programacidn Polind­
mica. Se enfoca la misma desde un nuevo punto de vista, 
transformândola en un problema équivalente de Programacidn 
Multiobjetivo, en el cual se lleva a cabo el estudio del 
problema original.
Las ventajas de este nuevo enfoque, debidas a las fun 
ciones multiobjetivo que se establecen y a la relacidn de 
preferencia definida, se refieren a la sencilla caracteriza 
cidn de los elementos eficientes y a la precisidn con la 
que se da la ubicacidn de los mismos.
Una vez formulado el équivalente problema multiobjet^ 
vo, se estudian las propiedades de la relacidn de preferen­
cia >- ( >  "mâs preferido que"). Seguidamente, se ven las 
relaciones v ( -v "indiferente a") y ^  ^  "mâs preferi­
do o indiferente que") asociadas a la anterior. Posterior- 
mente, se definen el conjunto eficiente y la estructura de 
dominacidn D relativos a la relacidn >  . A continuacidn, 
se estudian las propiedades de la estructura D as£ como 
la existencia de soluciones eficientes. Se dan dos caracte 
rizaciones del conjunto eficiente: la primera como trans- 
formado, mediante las funciones multiobjetivo, del conjun­
to de soluciones dptimas del prograuna polindmico inicial.
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y la segunda mediante un product© escalar en el que inter
.so de la estruc- 
so
viene el cono polar positivo estricto D
tura D. Debido a la sencilla expresiôn de D "  , se pro­
fundi za aûn mâs sobre el conjunto de elementos eficientes 
y sobre su ubicacidn. '
Finaliza este Capitulo, estableciêndo^^un teorema so 
bre la optimalidad en la frontera del conjunto factible 
del programa multiobjetivo formulado.
El estudio realizado en el Capitulo 3, se ha hecho 
para el problema de minimo; un tratamiento anâlogo puede 
formularse para el caso de mâximo.
En el Apéndice, se incluyen resultados de Programa­
cidn Convexa que sirven de apoyo para la demostracidn de 
algunos teoremas de la Memoria, asimismo se adjunta la de 
mostracidn original de un resultado topoldgico conocido 
que es necesario para la demostracidn de un teorema esen- 
cial del Capitulo 1.
3
Madrid, Enero de rail novecientos ochenta y ocho.
C A P I T U L O  1
OPTIMALIDAD EN LA FRONTERA DE LAS RES
TRICCIONES EN PROGRAMACION NO LINEAL
1.1. INTRODUCCION
Se presentan en este Capitulo conclusiones nuevas 
acerca de algunos temas de la Programacidn no Lineal. D^ 
chos resultados se refieren a:
1) Optimalidad en la frontera de las restricciones
2) Unicidad del dptimo
3) Teoremas équivalentes al de Kuhn y Tucker en 
ciertos programas cuadrâticos
El primer punto se trata en los epigrafes 1.2. y 1.3,
En el apartado 1.2. se consideran Programas no Linea 
les, bajo las hipdtesis de funcidn objetivo convexa o cdn­
cava y conjunto de restricciones cerrado. Se establecen 
dos teoremas: el teorema 1.2.1. que da una condicidn nece­
saria y suficiente y el teorema 1.2.2. que formula una con 
dicidn suficiente de dptimo en la frontera para este tipo 
de programas.
En la seccidn 1.3., se estudian programas convexes 
(es decir, cuando la funcidn objetivo es convexa o cdncava 
y las restricciones son convexas). Se particularizan al ca 
so convexo los teoremas formulados en el epigrafe 1.2. De 
la condicidn suficiente dada en el teorema 1.3.2., se der^ 
van en cascada una serie de teoremas relativos a programas 
convexos cuando las funciones objetivo son cuadrâticas. Se 
comprueba entonces, que la optimalidad en la frontera en 
programas cuadrâticos, con restricciones lineales, no son 
sino casos particulares del resultado general establecido 
en el teorema 1.2.1. También se puede derivar, del citado
teorema, la optimalidad en la frontera para el caso de Pro 
gramacidn Lineal. Por tanto, de los resultados aquî esta- 
blecidos mâs los ya conocidos de Programacidn Convexa en
{ = : : : }  { : : = }  
sujeta a restricciones convexas, y en particular a restric 
ciones lineales, se puede formuler una teorla unificada de 
dptimo en la frontera de las restricciones en Programacidn 
Convexa.
Con relacidn al segundo punto, se establece un nuevo 
teorema de unicidad en programas convexos (apartado 1.4.). 
Como una consecuencia de lo establecido por separado para 
la optimalidad en la frontera y unicidad del dptimo en las 
secciones 1.3. y 1.4., asl como del teorema A.3. de unici­
dad (Apéndice), se formulan los teoremas del epigrafe 1.5. 
en los que se dan condiciones suficientes de unicidad y o£ 
timalidad en la frontera de las restricciones.
En lo referente al tercer punto, se dan teoremas 
équivalentes al de Kuhn y Tu citer para programas cuadrâti­
cos de minimo con restricciones lineales, cuando el dptimo 
estâ en la frontera (si la funcidn objetivo es forma cua­
drâtica definida positiva y las restricciones lineales son 
del tipo A x ^ b ,  x ^ 0 ,  en el teorema 1.3.5. hemos demos 
trado que el dptimo estâ en la frontera; pero si la fun­
cidn objetivo es cuadrâtica con términos lineales y con 
las restricciones lineales anteriores, la optimalidad no 
necesariamente se produce en la frontera). En estos teore-
mas, se formulan las condiciones necesarias y suficientes 
de dptimo, que nos indican:
1®) Que en el punto x° de minimo la hipersuperf^ 
cie de nivel de la funcidn objetivo (relative 
a x°) y la frontera de las restricciones han 
de tener como interseccidn ûnica dicho punto 
x°.
2°) La relacidn que debe existir entre el vector
gradiente en x° de las restricciones satura­
das linealmente independientes con las restan­
tes matrices del programa.
1.2. OPTIMALIDAD EN LA FRONTERA EN ALGUNOS PROGRAMAS NO 
LINEALES
En este apartado, se formulan dos teoremas de opti- 
raalidad en la frontera de las restricciones para progra­
mas con funcidn objetivo convexa o cdncava y conjunto de 
restricciones cerrado. El primer teorema da una condicidn 
necesaria y suficiente y el segundo una condicidn sufi­
ciente .
Teorema 1.2.1.
Dado el programa:
^ i n  F(x)* 
iMax F(x)-
(pj ;
bajo las restricciones;
X e Y C  D c
siendo F(x) f u n d ' i ô n / e n  D, Y conjunto cerrado pa 
\c6ncav^
ra la topologia usual de Int(Y) / 0, y M^, respec- 
tivamente, los con juntos de soluciones dptimas de (P^ )^ y
minimo1 absoluto de F(x) en D. Entonces, S C  Fr(Y) 
\mâximoj
si y sdlo si:
^ If (x )< F(x°)\
<Z Int(Y)^ ^ D d 4 X C  Y^^ D tal que< ^ x°C S,
* V ( x  )> F(x°)| ^
Demostracidn
Realizamos, en primer lugar, la demostracidn cuando 
F(x) ee convexa.
1) Supongamos, primeramente, que F(x) posee minimo 
aUosoluto en D.
Vamos a probar que V x ^ €  M. — > x ^ E  (Int(Y) ) ^  D D
En efecto, si 3  ^  tal que x^C Int(Y),
pueden presentarse dos posibilidades:
a) F(x^) < ?(x°), x°£ S^, entonces como x^ G  Y 
se sigue que x ° ^  ®o ' contra de la hipdte 
sis del teorema. Contradiccidn, que tiene su 
origen en suponer que 3  x^ G  M tal que
G  Int(Y). Luego, si se présenta la posi-
V x l
x^ C  (Int(Y) )*= n D.
bilidad a) , se concluye que V x G
b) F(x^) = F(x°), con x° G  S^, ello implicarla 
que x^ G  y x^ Glnt(Y), contradiccidn 
con la hipdtesis de que S ^ c  Fr(Y), que na- 
ce de suponer que ^  x ^ G  tal que 
x^ G  Int(Y). Luego, si ocurre b), conclulmos 
que M , c  (Int(Y) 0 D.
2) Supongamos, en segundo lugar, que F(x) no tiene 
minimo absoluto en D.
Probemos, para este supuesto, que:
2  X G  Y*^  n D tal que F(x ) < F(x°), con
x ° G  S^
En efecto, si 'J^ x £  Y*^  n D fuera F(x ) ^F(x°) 
ello implicarla que x° G  M^, en contra de lo su­
puesto de que F(x) no tiene minimo absoluto en D. 
Contradiccidn que se origina al suponer que 
\/x €I Y*^  n D es F(x ) ^ F(x°). Luego, si F (x) 
no tiene minimo absoluto en D, entonces 
^ x * G  Y^ n D tal que F(x*) < F(x°), con x° G  S^.
Demostremos, ahora, la proposicidn reciproca.
1) Supongamos que F(x) tiene minimo absoluto en D y 
que Mg C  (Int(Y) 1 D.
Vamos a probar que S^CZ Fr(Y) .
En efecto, si S^g± Fr{Y), ello équivale a que 
3  x° G  S^ tal que x°Glnt(Y). Y entonces, pue-
den ocurrir dos posibilidades:
a) F(x^) < F(x°) y x ^  e  Mg
Como x° C  Int(Y) e Y es cerrado en r” , 
se sigue que:
3x^ C  Fr(Y) tal que: I
x ^ = X x ° + ( l - X  ) x ^  0 < X <  1 I
Luego,
F(x^)=F( X x°+(l-X )x^) ^ XF(x°)+(l- X)F(x^) <
+ . t
F convexa F(x ) < F(x )
< XF(x°) + (l-X)F(x°) = F(x°)
Es decir:
F(x^) < F(x°)
Luego,
3%^ €  Fr(Y) tal que F(x^) < F(x°)
ello implica que x° £  S^. Contradiccidn, que 
nace de suponer que 3  x° G  tal que
x° G  Int(Y). Luego,
Y x °  G  es x° G  Fr(Y). Es decir,
Sq C  Fr(Y).
(*) Esta propiedad no es évidente. Aunque es un resultado 
topoldgico conocido se da una demostracidn original en 
el Apéndice (teorema A.6.) .
b) F(x^) = F{X°) Mg
Ello implica que x £  Pero, x Q  Int(Y), 
lo que contradice la hipdtesis de ser 
MgCZ Y® n D. La contradiccidn, tiene su ori­
gen en suponer que 3  G  tal que 
x° £  Int(Y).
Luego, si ocurre b) , V x ° £  es x°£Fr(Y).
Es decir, C  Fr(Y).
2) Supongamos que 3  x £  Y^ n D tal que F (x ) <F(x°) 
con x° G  S^.
Vamos a probar que S^ CZ Fr(Y).
En efecto,
si S^y^Fr(Y) <=>3 x°£ S^ tal que x ° £  Int(Y)
De la condicidn anterior y de ser Y cerrado 
en R", se sigue que:
3  x^ G  Fr(Y) tal que:
x'^  = À x° + ( 1- X ) X 0 < X < 1
Luego,
F(x^) = F ( X x° + (1- X )x*) ^X F{x°) + (1- X ) F(x*) <
+ t
F convexa F(x ) < F(x°)
< X F(x°) + (1- X ) F(x°) = F(x°)
Es decir,
F(x^) < F(x°)
Luego, ^  x^ £  Fr(Y) tal que F(x^) < F(x°)
ello implica que x G  S^. Contradiccidn, que
de suponer que 3 * ° ^  ®o tal que 
x" e  Int(Y) .
nace 
o
Luego,
o
V *  G  S g es x° e  Fr(Y) . Es decir,
Sq C  Fr(Y).
Con lo que termina la demostracidn, cuando 
la funcidn objetivo es convexa.
Consideremos, en segundo lugar, el caso en el que 
la funcidn objetivo es cdncava.
Teniendo en cuenta la relacidn existente entre 
las funciones convexa y cdncava, el programa ante­
rior (P^) puede transformarse en el siguiente pro- 
grêuna équivalente:
-Min ^-F(x)^
( P /  bajo las restricciones:
X G Y C  D C  r"
siendo -F(x) funcidn convexa en D, Y conjunto 
cerrado en R", Int(Y) f 0, y M^ los conjuntos 
de soluciones mfnimas de -F(x) en Y y de minimo 
absoluto de -F(x) en D, respectivamente. Enton-
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ces, S^ClFr(Y) si y sdlo si:
Mg C  (Int(Y) n D d 3 ^ *  G  Y^ n D 
tal que: -F(x ) < -F{x°) con x° G  S .
Obviamente, el programa (P^) verifica el teo­
rema anterior cuando la funcidn objetivo es conve 
xa. Por tanto, en virtud de la equivalencia de los 
programas (P,,) y (Pp , se cumple para (Pj^ ) en el 
caso en el que F(x) sea cdncava, la proposicidn 
formulada.
Queda, con ello, completamente demostrado el teo­
rema .
Nota 1.2.1.
En el teorema 1.2.1., suponemos que Int(Y) / 0, 
ya que si Int(Y) = 0  es évidente que el dptimo, si 
existe, pertenece a Fr(Y) = Y.
Nota 1.2.2.
De las hipdtesis del teorema 1.2.1., se sigue que
11
F(x) no puede ser constante en Y, pues caso de serlo.
Vx°e s. > ( x ° G  Int(Y) 6 x° €  Fr(Y)).
Basândonos, en parte, en el teorema 1.2.1., vamos 
a establecer una condicidn suficiente de dptimo en la 
frontera de las restricciones.
Teorema 1.2.2.
Dado el programa;
(P,) <
Min F(x) !
Max F(x)J
bajo las restricciones: 
X G  Y C  D c  R"
siendo F(x) funcidn fconvexa \(cdncavay °' ^ conjunto
cerrado en R para la topologla usual, Int(Y) / 0,
el conjunto de soluciones dptimas del programa (P^)
Si 3x* G n D tal que , con
^ F ( x  ) > F(x ).
X G  S^, entonces S^ C  Fr(Y).
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Demostraciôn
Consideraremos, en primer lugar, el caso en el que 
F(x) es convexa.
Haremos la demostraciôn por reducciôn al absurdo.
Supongamos que:
2  G  tal que x° ^  Fr(Y)
Ello impi ica que, x ° G  Int(Y)
Entonces, por ser Y cerrado (y en virtud de la Pro-
posiciôn 1.2.1.),
^3x^2 Fr(Y) tal que x^= ' x°+(l-A )x 0 < > < 1
Por tanto,
F(x^)=F( x°+ ( 1- )x*) < • F (x°+ (1- ■)F(x*) <
t *
F convexa en D Por ser F(x )< F(x°)
< ÂF(x°) + (l’ >OF(x°)=F(x°)
Lueço,
F(x^) < F(x°)
De dcnde se concluye, que x° ^  S^.
Contradiccidn con la hipdtesis del teorema, que tie 
ne su origen en suponer que ^ x ° G ^  tal que x ° ^  Fr(Y).
Luego,
Es decir,
V x °  €  es x ° G F r ( Y )
Sq C  FrtY)
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Se concluye, asî, la demostraciôn en el supuesto ' . 
en el que F(x) es convexa. / \
Consideraremos, ahora, el caso en el que F(x)i iss , 
côncava.
Teniendo en cuenta la relaciôn existante entre 
las funciones convexa y côncava, el programs;
Max F(x)
(Pg) /  bajo las restricciones;
X G  Y CZ D C  r"
siendo F(x) funciôn côncava en D, Y conjunto cerrado en 
r” , Int(Y) / 0, S ^ e l  conjunto de soluciones ôptimas 
de (P.,)' Si, ^  X S, Y*^  n D tal que F(x ) > F(x°), con 
x° £  S^, entonces S^ C  Fr(Y),
puede transformarse en el siguiente équivalente :
-Min -F(x)
(Pg) /  bajo las restricciones: 
x €  Y C  D C  R"
siendo -F(x) convexa en D, Y cerrado en R^, Int(Y) / 0,
5^ el conjunto de soluciones ôptimas de -F(x) en Y. Si 
2  X G  Y*^  .1 D tal que -F(x ) < -F(x°) con x° G  S^, 
entonces S^ CZ Fr(Y).
Obviamente, el programs (P^) verifies el teorema 
1.2.2., para funciôn objetivo convexa. Por tanto, en vir­
tud de la equivalencia de los progrêunas (Pg) y (P^) » se
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cumple para (P.,), cuando F(x) es côncava, la proposi- 
ciôn formulada.
Se termina asi, la demostraciôn del teorema 1.2.2.
Nota 1.2.3.
En el Teorema 1.2.2., imponemos la condiciôn de 
que sea Int(Y) f 0, puesto que si Int(Y) = 0, eviden- 
temente el ôptimo, si existe, se alcanza necesariamente 
en la frontera.
1.3. OPTI.MALIDAD EN LA FRONTERA EN PROGRAMAS CONVEXOS
Se establecen en este apartado, una serie de teore 
mas para la caracterizaciôn del ôptimo en la frontera de 
las restricciones en proçramas convexos (con funciôn ob­
jetivo convexa o côncava).
Teorema 1.3.1.
)ado el proçrama;
r Min F(x)"^
Max F (X J
(Pj) < b3]o las restricciones;
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siendo F(x) en O C R " ,  Y C D ,  g^(x) 1 ^ 1
convexas en r” , Int(Y) f 0, S ^ y  los conjuntos de
soluciones ôptimas de (P^) y de ^  ^ x i m o ^  absolute
de F(x) en D, respectivamente. Entonces, c  Fr(Y) si 
y sôlo si;
M c  (Int(Y))C n o  ô Y° n D tal que^^*^^
® \F{X ) >F(X°)J
Demostraciôn
Es una consecuencia del teorema 1.2.1.
En efecto, por la forma de définir el conjunto Y 
y por ser g^(x) i G  I convexas, el conjunto Y es la 
intersecciôn de cerrados en p" para la topologia usual 
y,por tanto, Y es cerrado en R^. Luego, se verifican 
las hipôtesis del teorema 1.2.1. y por consiguiente la 
tesis.
Concluye asi, la demostraciôn.
El teorema que vamos a establecer a continuaciôn, 
se puede considerar como una consecuencia, en parte, del 
teorema anterior o bien como un corolario del teorema 
1.2.2.
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Teorema 1.3.2.
Dado el programa;
r
(P.)
^Min F(x)
\.Max F(x) 
y  bajo las restricciones:
f"g,(x) 4 0 i G  I = ^1, . .. ,m^
siendo F(x) funciôn ^ ^ôncava]^ en un conjunto D C  P.” ,
Y C  D, Int(Y) ^ 0, el conjunto de soluciones ôptimas
”1 * r V -
del programa (?-) . Si ^ x G  Y .10 tal que fF(x*) < F(x") 
’^F(x*) > F(x°)
con X G  S^, entonces S^' Fr{Y) .
Demostraciôn
Es una consecuencia del teorema 1.2.2., ya que por 
la forma de définir el conjunto Y mediante desigualda- 
des no estrictas y por ser g^(x) i G  I convexas, el 
conjunto Y es la intersecciôn de cerrados en con
la topologia usual y, por tanto, Y es cerrado en R^. 
Lueço, se verifican las hipôtesis del teorema 1.2.2. y 
cor consiauiente la conclusiôn.
Veamos, ahora, algunos casos particulares de funcio
17
nés objetivo ^  côncavas ^ que podemos aplicar total o 
parcialmente el teorema 1.3.2.
Teorema 1.3.3.
Dado el programa;
(Pc)
Min < F(x) = X
Max J F(x) = X C
bajo las restricciones:
g^(x) 0 i G  I = ^ 1, ... ,m^
X G  r "
siendo F(x) forma cuadrâtica definida ^  negativa^ R^,
i G  I funciones con 
0 ^  Y y x° es soluciôn ôptima de (Pg),
con C G  M(n,n) matriz en R, g^(x)
vexas en R . Si 
entonces x° G  Fr(Y).
Demostraciôn
Al ser F(x) = x C x forma cuadrâtica definida
r positivai 
\negativaj ' se sigue que 1F(x) = X C X > 0^F(x) = X C x <  0 
Como 0 ^  Y, se concluye que x = 0 ^  Y tal que
\'x ji 0.
F(x‘) = F(0) < F(x°)^ 
'l^F(x*) = F(0) > F(x°) _/
y aolicariamos el teorema 1.3.2.
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Nota 1.3.1.
Bajo las hipôtesis del teorema anterior, si las fun­
ciones g^(x) i G  I son lineales, como son ^ôncavas^ ' 
se concluye por el teorema 1.3.3‘. que ^1 ^  m â x ^ o ^  estâ en 
la frontera de las restricciones.
Teorema 1.3.4.
Dado el programa:
I” Min <Tf {x ) = x ^ C  Xj>
 ^Max <|^ F(x) = X C Xj* 
bajo las restricciones:
l^j^(x) 0 i G l  = ^ l , . . . , m ^
I ^ X G
siendo F(x) forma cuadrâtica definida ^ negativaj" P"*
con C G  M(n,n) matriz en R, ç^(x) i G  I funciones 
convexas en R^. Si x° es soluciôn ôptima de (Pg), en- 
tcnces x“ G  Fr(Y).
demostraciôn
Si 0 G  Y, por definiciôn de Y se sigue que 0 G  Fr(Y)
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y obviamente ^ ' por ser F(x) forma cuadrâtica
definida ' ®® F(0) = 0. Ahora bien, como la so
luciôn Ôptima es ûnica, segûn el teorema A.3. (Apëndice),
se sigue que x° = 0 G  Fr(Y).
Si 0 ^  Y, ello implica que:
q x *  = 0 G  Y= tal que < F(x°)1
LF(x ) = F(0) > F(x°) J
y se aplicarfa el teorema 1.3.2.
Nota 1.3.2.
En particular, si las funciones g^(x) i G  I son 
lineales, como son , se concluye por este teo
rema 1.3.4. que ® ^ ^  mâximo ^ programa estâ en la fron­
tera de las restricciones.
Ceorema 1.3.5.
Dado el p^g^rama:
Min ^F(x) = x'^  C X + p"^  x ^
Max <. F ( X ) = x'^  C X + p"^  X 
J y  bajo las restricciones;
siendo x^ C x forma cuadrâtica definida ^ ^egativa^ 
p^ X forma lineal en R^, con C G  M(n,n) y p G  M(n,l)
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matrices en R, y g^(x) i G  I funciones convexas en ,
Si W x  G  Y es ^  p I^ I  ^ Q y si x° es soluciôn ôptima de
(P.y) , entonces x ° G  Fr(Y).
Demostraciôn
Como Y x e  Y es ° ^  , se sigue que 0 ^  Y
Luego, I x *  = 0 GY': tal que = ^(0) - 0 < F(x°)
l^F(x ) = F(0) = 0 > F(x°)
y aplicarfamos el teorema 1.3.2.
Teorema 1.3.6
Dado el programa:
siendo x C x forma cuadrâtica definida J ^ . > ennegativa J
R‘‘, p”^ X forma lineal en , CG-M(n,n) y p G  M(n, 1)
matrices en R, y g^(x) i G  I funciones convexas en
R^. Si V x  G  Y , X * 0, es  ^° ^  y si x° es solu­
ciôn ôptima de (Pg), entonces x° G  Fr(Y).
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Demostraciôn
Si 0 G  Y, se sigue por la forma de définir Y que
0 G  Fr (Y) . Ademâs, el valor de F(x) en Y es
F(0) = 0  y, por tanto, 0 es soluciôn ôptima de (Pg). Aho
ra bien, al ser F(x) estrictamente ^ côncava^ ' conclu­
ye por el teorema A.3. (Apëndice), que el ôptimo es ûnico.
Luego, x° = 0 G Fr(Y).
Si 0 ^  Fr(Y), se deduce que :
y se aplicarla el teorema 1.3.2.
Nota 1.3.3.
El teorema 1.3.2. obtenido por nosotros, también se 
puede aplicar a programas lineales, concluyëndose de dicho 
teorema que en programas lineales el ôptimo estâ en la 
frontera de las restricciones.
1.4, UNICIDAD DEL OPTIMO EN PROGRAMAS CONVEXOS
De la teorîa existante acerca de la unicidad del ôp­
timo se sabe, teorema A.3. (Apëndice), que {^mâximol 
ônico si la funciôn objetivo es ^^ôncaval sstricta y las res 
tricciones son convexas. Nosotros vamos a probar un nuevo 
teorema de unicidad, en el que la funciôn objetivo sôlo se 
le exige que sea {^ôncaïa) '
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Teorema 1, 4.1.
Dado el programa;
^ M i n  F(x) 
(_Max F (x),
J y bajo las restricciones:
(x) < 0 i G  I = {l,..,m}
L x  G  R ‘
siendo F (x) funci6n/^'^'^^®^^\ en O C R " ,  Y C D ,  y g . (x) 
LzôncavaJ
i G  I funciones convexas estrictas en R^. Si el con j un 
to ce soluciones ôptimas de (PG., ) S^ es distinto del va 
cio y estâ contenido en la frontera de Y, entonces 5^ 
se reduce a un punto.
demiostracion
Veamos el siguiente:
Lem.a previo:
Cualquier subconjunto U, U f 0 y U no reducido a 
un punto, contenido en la frontera de un conjunto conve­
xe Y de finICO por restricciones convexas estrictas, no 
es un conjunto ccnvexo. En particular, com.o Fr (Y) C  Fr (Y) , 
se concluye que dicha frontera no es un conjunto convexo.
Demostraciôn 
Sea :
f={ xG R" / g^(x).^0 i G  I={ 1,. ,ir.} , g^ i G  I convexas
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estrictas
Se sabe, teorema A.I. (Apëndice), que Y es un conjunto 
convexo.
Sea Fr (Y) , U ^ 0 y ü no unitario.
Si U posee puntos aislados, ello implica que U no es
convexo y el lema queda demostrado.
Si U no tiene puntos aislados, supongcunos que U fue 
ra convexo.
Ello équivale:
Y x ^.x ^ G ü , -> X x^ + ( l - X ) x ^ G ü
Tomemcs 0 < X < 1
Como U C  Fr(Y), ello implica
3  i £ l  tal que g^|x x^ + (1- > ) x^J = 0  (1)
Por otra parte, para tal i G l  por ser g^ funciôn 
convexa estricta, se verifies que:
S]
Pero,
g^(x^) ^ 0 por ser x^ G  U CZ Fr (Y)
îi[x x^ + (1-X )x^J< X9i(x^) + (1-x ) g^(x^) (2)
g^(x^) ^ 0 por ser x ^ G  U C  Fr(Y)
Lueço, en (2):
g^ f>x^ + (1- >.)x‘] <Xg^(x^) + (1-X ) g^(x^) < 0 
Es decir,
[xx^ + (1- X) x^J < 0 (3)
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De (1) y (3) se sigue una contradicciôn, que nace de 
suponer que U es convexo. Luego, U no es convexo.
En particular, Fr(Y) no es un conjunto convexo.
Queda probado el lema.
Demostraciôn del teorema
La haremos ûnicamente cuando la funciôn objetivo es 
convexa, ya que cuando es côncava el razonamiento es com- 
pletamente anâlogo.
Supongamos que no se reduce a un punto.
Sabemos, por el teorema A.2. del Apëndice, que:
S^ es convexo (4)
De otra parte, por hipôtesis S^czFr(Y) y de acuer 
do con el lem.a previo, se sigue que:
no es convexo (5)
De (4) y (5) surge una contradicciôn, que se origina 
al suponer que no es unitario. Luego, la soluciôn ôp­
tima es Cnica.
Queda asi, demcstrado el teorema.
1.5. UNICIDAD Y OPTIMALIDAD EN LA FRONTERA EN PROGRAMAS 
CONVEXOS
Como una consecuencia de lo establecido en los apar 
t = '^ os 1.3. y 1.4 ., formulâmes los siguientes resultados:
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Teorema 1.5.1.
Dado el programa:
(PGj)/
r  Min F(x)'l 
F(x)J^ 
bajo las restricciones:
Tg^(x) f 0 i G  I = <^1,. . . ,m^
1 «n
siendo F(x) funciôn estricta en D C R " ,  Y C  D,
g^(x) i G  I funciones convexas en r ", el conjunto
de soluciones ôptimas de (PGj) y el conjunto de solu­
ciones de absoluto de F (x) en D (que puede ser
vacîo) . S i  x ° G  y
M ^ C  Y^ n D ô I x *  g  Y^n D tal que  ^ \ ,
F(x ) > F(X )
entonces x° G  Fr (Y) y x° es soluciôn ôptima ûnica.
Demostraciôn
Por el teorema 1.3.1., se sigue que x G  Fr(Y) y 
L teorema A. 3. de. 
soluciôn ôptima ûnica.
por el l Apëndice, se concluye que x° es
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Teorema 1.5,2.
Dado el programa:
[PG3)
r.Min F(x)‘
\.Max F (x)
bajo las restricciones;
(
g.(x) <: 0 i G l  = f  1, . . . ,m^
siendo F (x) funciôn ^  y  en D c  R", Y CI D, g^(x)
i G l  funciones convexas estrictas en el conjun­
to de soluciones ôptimas de (PG^) y el conjunto de
soluciones de mâximol absoluto de F (x) en D (.M^  puede
ser vaclo) . Si x ° G  5^ y
.M c  y '^ .1 D ô l x * G  .0 D tal eue  ^ ,
LF(x ) >F(x°) J
entonces x ° G  F r (Y) y x° es soluciôn ôptima ûnica.
Demostraciôn
Por el teorema 1.3.1. se concluye que C  Fr(Y) y
por el teorema 1.4.1. se sigue que ■o - ("°} •
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1.6. TEOREMAS EQUIVALENTES AL DE KUHN Y TUCKER EN PRO­
GRAMAS CUADRATICOS
Establecemos, en este epigrafe, teoremas que ca- 
racterizan la soluciôn ôptima. Dichos teoremas ppnen de 
manifiesto la relaciôn existante entre la hipersuperfi- 
cie de nivel (relative a la funciôn objetivo) y la fron 
tera de las restricciones en el punto de ôptimo, asi co 
mo la conexiôn entre las distintas matrices del progra­
ma.
Teorema 1.6.1.
Dado el programa;
Min<F(x) = X C X
siendo F(x) forma cuadrâtica definida positiva, CeM(n,n), 
A c.M(m,n) con rg (A) = m, b e M(m,l) y todas las matri­
ces de nûmeros reales. Entonces, x° es ôptimo de (PQ^ )^ 
si y sôlo si;
1') {x°} = {x E / F(x°) = x"^  C X } n Fr(Y)
2") S"^ b ^0, S~^ = i Â C"^
siendo Â E M(h+)c,n) y b G M(h+)c,l), respec-
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tivamente, las matrices de coeficientes y de 
términos independientes correspondientes a 
las restricciones saturadas ^  ^ linealmente 
independientes en el punto x°.
Demostraciôn
Si x° es soluciôn ôptima de (PO.), ello équivale
a que x° verifica las condiciones de Kuhn y Tucker.
La funciôn Lagrangiana es:
L (x ,X ) = x^ C X + X ^  (-Ax+b) - u X
Las condiciones de Kuhn y Tucker relatives al punto 
de silla (x°, °, u ° )G de la funciôn L que
proporciona el x° ôptimo de (PQ^) son:
3  X ° i 0 , X 0 , y ° G R ^  taies que:
1') 7 _ L(x°, X °, y °) = 0
2°) X ^  {-A^* x"" + b^) = 0 i = 1,..., m
p ° x° = 0  j = 1,..., n
(*) Definiciôn (de restricciôn saturada)
Min F(x)Dado el proçrama
bajo las restricciones: 
r g .(x)^ 0
L  L x G  R"
si en cierto punto x°Gy se verifica que g^(x°)=0, 
se dice que g^fx) es una restricciôn saturada o ac­
tiva en
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En este caso, dichas condiciones se convier- 
ten en:
1“) 2 C x° - - v° = 0
2®) (- A^* x° + b^) = 0  i = 1, —  , m
o o 'Vj Xj = 0 j = l , . . . , n
Por el teorema 1.3.1.4. del apartado 1.3., se si­
gue que:
x° G  Fr(Y) (1)
Por otra parte, dada la hipersuperficie de nivel
F(x°y = x^ C X es obvio que:
x ° G  {x G  R" / F(x°) = x'^  C X } (2)
De (1) y (2) se concluye que:
x ° G  {x G r ' ^  / F{x°) = x”^ C X } n Fr (Y)
For el teorema A.3. del Apëndice, se sigue que x°
es ûnico. Luego,
{ X £  R^ / F(x°) = x"^  C X } n Fr(Y) = { x° }
Es decir, se verifica la primera hipôtesis del teorema.
Vamos a demostrar, ahora, que el teorema de Kuhn y 
Tucker implica la segunda hipôtesis del teorema.
Supongamos que las restricciones saturadas o acti­
vas linealmente independientes en el punto x° de ôptimo
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=11 ^1 +' + =ln = ^1
=hl
..o
(3)
siendo h ; < m  y k < n y h+k < n por ser ecuacio 
nes linealmente independientes.
Y en forma matricial:
11 In
hi
Es decir.
(4)
Â C  M ( h+k ,n), x ° G  M(n,l), b G. M( h+k , 1 )
Teniendo en cuenta la segunda condiciôn de Kuhn y 
Tucker, para las restricciones no saturadas en x°, se 
cumple que:
M k+1
o
 ^h+1
= 0 ,
= 0 , , X
=  0
=  0
(5)
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La primera condiciôn de Kuhn y Tucker, queda:
Luego,
2 C
Y teniendo en cuenta las expresiones (3) y (5) 
2 C X '
Y sintetizando:
2 C x° = Â"^  X~°
siendo a '^ S  M (n ,h+k) , r ° C M ( h + k , l )
Por ser C matriz simétrica definida positiva, se
[6 )
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sigue que det(C) / 0 lo que implica que ^  C 
Por tanto, despejando de (6)
Sustituyendo en (4)
i Â c"^ Â"^  x° = 6
Llamando S = y Â C  ^Â^, nos queda:
-o
X = b
Pero (7) es un sistema lineal en X° que tiene so 
luciôn ûnica (por ser linealmente independientes los vec 
tores gradientes de las restricciones saturadas en x°), 
luego aplicando el teorema de Rouché-Frobenius, se sigue
que :
rg (S) = h + k det(S) f 0 <“ > 3  S  ^ — >
-> X° = S"^ b
Pero, de acuerdo con el teorema de Kuhn y Tucker, 
es x° ^0. Luego, S  ^ b ^0 y queda probada la se­
gunda hipôtesis.
I Recîprocam.ente, probem.os que las hipôtesis primera 
y segunda del enunciaco del teorema im.plican las condicio 
nes de Kuhn y Tucker en x°.
De la primera hipôtesis se sigue que x° £  Fr(Y).
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Supongamos que las restricciones saturadas o act^ 
vas linealmente independientes en el punto x° son:
= 11 ^1^ + =ln^n = >=1
?hl ^1^ + =hn’'n =
X,............... . 0 (8)
'k  = °
siendo h < m, k < n y por suponer que son linealmente 
independientes h+k < n.
Llamando H^(i = l,...,h) y C ^ (] =l,f. .,k) a 
los hiperplanos de determinados, respectivamente, por
n
ZZ =id "d = ^i  ^ .^.^
d=l
Xj = 0 j = l , . . . , k
se cbtiene que la variedad afin que determinan las ecua- 
ciones (8) es:
D = Hi  n \  a 1^ n • ■ ■ n k^
cuya dimensiôn, por suponer las ecuaciones (8) linealmen­
te independientes, es n -(h+k).
Pueden darse dos posibilidades:
a) n - (h+k) > 0 <— > D no se reduce al punto x°
b) n - (h+k) = 0 <=-> D se reduce al punto x°
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Sean:
los vectores asociacos a los hiperplanos
H . i = 1,..,h
Como D = n ... n n ... n
:rtogonal a D i = l,...,h
l^ej ortogonal a D j = l,...,k
Luego,
D es crtoccr.al a < a ^ , . . , ,e^, . . ,e^ >
Si ocurre la posibilidad a), dim D = n -(h+k) > 0 
podemos expresar como la siguiente suma directa:
R — D 0 <a./.«/a^,e^,..,e^ >
siendo D ' el subespacio vectorial subyacente de D.
Si considérâmes el hiperplano tangente en x° a la
hipersuperf icie de nivel S= x £  R^/ F(J{°) = x^ C x } ^ se
(* )verifica cue dicho hiperplano tangente H ccntiene a D
("J oicna propiedad no es obvia. Se demuestra mâs adelan-
te en la Nota 1.6.1-
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Por otra parte, F(x°) es ortogonal a H.
Como D C  H, se sigue que:
VF(x°) es ortogonal a D
Por tanto,
yF ( X ) ^ 2. < ^ # • ■ # , 6 2 f » f >
Si ocurre la posibilidad b ) :
dim D = n - (h+k) = 0 <«> n = h+k
Luego,
< a^,. . ,a^,e^^,.. ,e^ > es una base de (ya
que hemos supuesto que tales vectores son linealmente 
independientes) .
Por tanto, cualquier vector de p" se puede expre­
sar como combinaciôn lineal de la m.isma, en particular 
"F(x°). Luego, ?F(x°) G  <a^,..,a^,e^,..,e^ >.
Asi, pues, para ambas posibilidades existen nûme­
ros reales i = 1,. . ,h y 3  U ° , j = l,...,k
unicos, tales que:
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a.11 hi
In hn
a11* • •"‘hi ml1
In' hn h+1,n mn
zs cecir:
2 C x° = a '^ > ° + y ° ( 9 )
cue es la primera condiciôn ce Kuhn y Tucker si demostra- 
mos cue f ^0 y y° ^0.
Per otra parte, para las restricciones saturadas (8), 
se verifica que:
il 1
=  0 i = 1.
(1 0 )
1 j = 0 ] = 1,..,k
Y para las restricciones no saturadas en x , se cum- 
:le tarriién cue :
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r ' rl"l ----  “rn'*n “r'
o n  (11
U ^  x^ = 0 t = k+1,...,n
ya que por la forma de définir X y V es :
X ^  = 0 r = h+1,...,m
y ° = 0  t = k+1,... ,n
Pero las ecuaciones (10) y (11) son la segunda con- 
diciôn de Kuhn y Tucker, si probamos que X° 5, 0 y p° 5,0.
Demostremos que X° ^ 0 y que P° ^  0 .
Obviamente, para llegar a la expresiôn (9 ), segûn 
hemos visto antes, es:
X = 0  r = h + l , - . . , m
Luego, sôlo nos falta probar que X? ^ 0 i = l,..,h
y °^ 0 j = 1,. . , ,k
La expresiôn (9 ) puede reagruparse asi:
2 C X =
18
. 0
1 1 ' • '“ h i
. 1
Ik "  • ‘‘h k
0hn
Y resuffiendo:
(1 2 )
siendo M(n,h+k) y r°£M(h+k,l).
Por otra parte, las restricciones saturadas lineal- 
nente independientes en el punto x°, que aparecen en la 
expresiôn (8), podemos agruparlas asî:
ail-.
• '*lk''
. . a
*hl' • ••* h k ' •
. . a.
1. , . . . 0 ____ . . 0
0. . . . , .. n
Es decir:
Â x °  = b
siendo A G  M(h+k,n) y b GM(h+k,l)
(13)
Vamos a deterrr.inar el valor de \ , para le cual des
peiaremos x en la ecuacidn (12) y lo sustituiremcs en
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la ecuaciôn (13).
En (12), como C es matriz simétrica definida posi 
tiva, se sigue que:
det(C) ^ 0 <-> 3 ^ " ^
Luego,
x° = I C-^ “X°
Y sustituyendo este valor en (13):
i Â C*^ Â’’ \° = h
Haciendo S = j Â C  ^ Â^, queda:
(14)
siendo S M(h+k,h+)t) y ademâs simétrica.
Como tal sistema tiene soluciôn ûnica X° (segûn se 
ha visto al obtenez la igualdad (9 )), se sigue que:
det(S) ^ 0 <-> 3
Premu1tiplicando por S  ^ en (14), obtenemos:
T  = s’  ^5
Ahora bien, por la segunda hipdtesis es: 
s"^ b X 0
de lo que se deduce :
0 <-> f ^  0 y 0
Luego, f  y u ° verifican el teorema de Kuhn y 
Tucker.
Queda, por tanto, probada la equivalencia.
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Coroiario l.e.l.
Dado el programa cuadrStico:
T
Min F(x) = X C X 
bajo las restricciones: 
A X % b
(PO,)
' ' X 0
x G  R"
siendo F(x) forma cuadrâtica definida positiva,
C G  M(n,n), A G  M(m,n) con rg(A) = m, b G  M(m,1) y todas 
las matrices de nûmeros reales. Si x° verifica:
1°) x ° >  0
2 °) {x°} = {X GR^/F(x°) = x^ C x} n D, siendo D
la variedad affn solucidn del sistema A x= b. 
3") (A C~^ a"^)"^ b 0
enfonces, x° es solucidn dptima de (PQg).
Demostracidn
Basta aplicar el teorema anterior, teniendo en cuen- 
ta cue las condiciones primera y segunda implican la prime 
ra hipdtesis del teorem.a 1.6-1-, y la tercera condicidn co 
rresponde a la segunda hipdtesis del teorema 1.6.1. cuando 
A y b son las .matrices de coeficientes y de términos inde- 
pendientes ccrrespondientes a las restricciones saturadas 
linealm.ente independientes en el punto x°.
Una variante del teorem.a 1.6.1., con restricciones 
mâs générales, es la siguiente:
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Teorema 1.6-2.
Dado el programa:
'^Min F (x) = x^ C X
'<(PQ-.) ' A X ^  b
bajo las restricciones: 
>  
G  r"
siendo F(x) forma cuadrâtica definida positiva, C G  M(n,n),
A S M  (m,n) , con rg (A) = m, b g  M (m, 1) y todas las matrices
de numéros reales. Ademâs 0 ^  Y. Entonces, x° es solu- 
cidn dptima de (PQ^) si y sôlo si:
1“) { } = { X G  / F(x°) = x’^ C X }n Fr (Y)
2=) S“  ^ b ^ 0, S"^= I Â C"^
siendo Â la subm.atriz de A correspondiente a las 
restricciones saturadas linealmente independien­
tes en x° y b la submatriz de b relative a 
los términos independientes de dichas restriccio 
nés saturadas linealmente independientes en x°.
Demostraciôn
Por ser 0 ^  Y, sabemos por el teorema 1.3.3. del 
apartado 1.3., que x ° G  Fr(Y). El resto del razonamiento 
es anâlogo al del teorema 1.6.1.
Nota 1.6.1.
Pasamos a demostrar la propiedad mencionada en el 
(*) de la pâgina 34..
Proposicidn 1.6-1.
Dado el programa:
Min{F(x) = x^ C x}
(PO, ) <
V.
siendo F(x) ferma cuadrâtica definida positiva, CGM(n,n), 
A G  H (m,n) , b S M ( m , l ) ,  rg (A) = m y todas las matrices 
de nûmercs reales. Sea x° G  Y verificando la condicidn 
primera del teorema 1.7.1., 5 = 'x G  R^/F(x°)» x^ C x } ,
D la variedad afin que determ.inan las restricciones satu­
radas linealm.ente independientes en x°, H el hiperplanc 
tangente en x^ a la hipersuperficie de nivel S. Entonces,
3 C  H.
Dem.ostracidn
Pueden presentarse dos pcsibilidades:
1^) dim.(D) = 0 <=-> D = { x° } , obviamente, en este
caso es D C  H.
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2®) diin(D) > 0
La tesis para este caso, la probaremos por re- 
ducciôn al absurdo.
Si D ^  H, se sigue que:
3  d ^ 0, d G  D tal que d ^  H
Veamos que la recta r de vector de di-
recciôn d que pasa por x°, corta a S en otro
punto x^ ^ x°.
En efecto, la ecuacidn de r séria:
x = x ° + ^ d  R
Hallemos la interseccidn de dicha recta
con S.
x^ C X = (x° + X d) ^  C ( x ° +  Xd) =
= (x°)"^ C x° + 2 Xd'^ C x° + d'^  C d
(1)
Pero,
x”^ C X = x° C x° (2)
De (1) y (2) se sigue que :
X ^ d ' ^ C d + 2  Xd^ C x° = 0 
Es decir,
X X d ' ^ C d  + 2 d ^ C x °  = 0
cuyas raîces son:
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X = 0 y X = -
2 C x°
d'^  C d
Si X=0 — > x = x°
Si >. -
c d
Para esta segunda ralz, puede ocurrir que:
X = 0 6 X ^  0
Si X= 0, entonces la recta r es tangen
te a S en x°, ello implica que d G  H. Por tanto,
para este caso, se cumple que D C  H.
Si X 0, la recta r corta a S en otro
punto ^ x°. (3)
Ahora bien, comc:
D n S = { x° } (4)
de (3) y (4) surge una ccntradicciôn, que se origina 
al suponer que D Cp K. Luego, D C  H.
Queda asi demcstrada la proposicidn.
Observacidn
Una propcsicidn anSloça a la anterior, puede estable- 
cerse para el teorema 1.6.2.
Teorema 1.6.3.
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Dado el programa:
Min^Q(x) = x^ C X + p^ X
(PQ4)
siendo C matriz simétrica definida positiva, C G  M(n,n), 
p G  M(n,l), A G  M(m,n), rg(A) = m, b G  M(m,1) y todas 
las matrices de nûmeros reales. Sea x°G Fr(Y). Entonces, 
x° es dptimo de (PQ^) si y sôlo si:
1") {x^ }= {X G  / Q(x°) = Q(x)} n Fr(Y)
2°) S”  ^ T iO, siendo s“  ^ = Â c”  ^ y
T = 2 b + Â C~^ p, y Â G  M(h+k,n) y
b G  M{h+k,l), respectivamente, las m.atrices de
coeficientes y de ténr.inos independientes co- 
rrespondientes a las restricciones saturadas 
linealmente independientes en x°.
Demostraciôn
Si X es soluciôn ôptima de (PQ^), ello équivale a 
;ue x° verifica las condiciones de Kuhn y Tucker.
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La funciôn de Lagrange asociada al programa (PQ^)
es :
L{x, X , y ) = x ^ C x  + p ^ x + X  (-A x+b) - y x
Las condiciones de Kuhn y Tucker relatives al pun­
to de silla (x°, x°, u°) ^  ^n+m+n la funciôn L que
proporciona el x° ôptiir.o de (PQ^) son:
3 X° ^0, À°G R^, ^vP Q , y° G  R^ taies que:
1^) ^ ^L(x°, X°, 'JP) = 0 <-> 2 C x °  + p -  Â X°-;P=o
2^) + b^) = 0 i=l,..,m
Uj x° = 0 j = 1,. . , n
Siendo la fila i-ésima de la matriz A
Por hipôtesis, x G  Fr(Y) (1)
Per ctra parte, dada la hipersuperficie de nivel 
S ={ X S  / Q(x°) = Q(x) } es claro que:
x"^  G  S (2)
De (1) y (2), se concluye eue:
x ' G  { X G  R^ / Q(x°) = Q{x) } n Fr (Y)
Per el teorema A.3. del Apêndice,se sigue que x° es
Inicc. Luego,
x°^ = {x G  r " / Q(x°) = Q(x) } n Fr (Y)
Es decir, se verifica la primera hipôtesis del teo-
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Demostremos, ahora, que el teorema de Kuhn y Tucker 
inç)lica la segunda hipdtesis del teorema.
Supongamos que las restricciones saturadas linealmen 
te independientes en el punto x° del dptimo son:
‘11 '^l''a,, X-+. ^in ^n = ^1
S i
=  0 
= 0
siendo h < m, k ^ n y h+k ( n por ser ecuaciones li­
nealmente independientes.
y en forma simplificada:
11 In
'hn
Es decir,
.o bA X
0
J
(4 )
(3)
De la segunda condicidn de Kuhn y Tucker, para las 
restricciones no saturadas en x°, se sigue que:
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^h+1 = O'
(5)
k+1 = 0 ,
La primera condiciôn de Kuhn y Tucker, queda:
2 C x" =
Y teniendo en cuenta las expresiones (3) y (5)
2 C x"
0‘hi
1
In hn
Y simplificando:
2 C x° = X° - P (6)
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Pero en (6), por ser C matriz simétrica definida 
positiva, se sigue que:
det(C) ^ 0 <-> 3
Luego,
x° = i C*^ (Â"^  - p) (7)
Sustituyendo (7) en (4) :
Y Â C”  ^ (a “ '^ 1° - p) = b
Operando, se obtiene:
Â C"^ = 2 b + A C'^ p (8)
Haciendo S = Â C ^ a '^ y T = 2 b  + Â C ^ p  y
sustituyendo en (8), nos queda:
S X° = T (9)
Pero (9) es un sistema lineal en que tiene so
lucidn ûnica (por ser linealmente independientes los vec­
tors s çradientes de las restricciones saturadas en x°), 
luego por el teorema de Rouché-Fr'ôbenius, se sigue que:
rg (S) = h+k <— > det(S) ¥ û <— > 3  S
Por tanto, de (9) concluîmes:
-1
x° = s~^ T (10:
Ahora bien, per el teorema de Kuhn y Tucker es
i. 0. Luego, en (10):
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Queda asî probada la segunda hipôtesis del teorema.
 I Recîprocamente, probemos que las hipdtesis prime­
ra y segunda implican las condiciones de Kuhn y Tucker 
en x°.
Tanto de la hipôtesis previa del teorema como de 
la primera hipôtesis, se sigue que x ° £  Fr(Y).
Supongamos que las restricciones saturadas lineal­
mente independientes en el punto x° son:
^11 "l *............. * »1„ "n * ‘’1
*hl =‘1 *............. * ^hn “n * »h
x^ = 0
=  0
(11)
siendo h ( m, k < n y por suponer que son linealmente 
independientes taies restricciones saturadas, h+k ^ n.
L1amando (i = 1,..., h) y (j = 1,...., k) a 
los hiperplanos de determinados, respectivamente, por
<f=l
^id ^d = ^i
Xj = 0
i = 1, 
] = 1,
, h 
, k
se obtiene que la variedad afin que determinan las ecua­
ciones (11) es:
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D = n . . . . . . . n Hjç n n .... n
cuya dimensiôn, por suponer las ecuaciones (11) lineal­
mente independientes, es n -(h+k).
Pueden darse dos posibilidades:
a) n - (h+k) > 0 D no se reduce al punto x°
b) n - (h+k) = 0 D se reduce al punto x°
Sean;
los vectores asociados a los hiperplanos
Cj j — l,...,.k
Como D = n ... n n n   n c^
f a^ ortogonal a D i = 1,..., h
1 e^ ortogonal a D j = 1,..., k
Luego,
D es ortogonal a < a.,..., a^,e^^,...., e^>
Si ocurre la posibilidad a) (dim □ = n - (h+k) > 0) 
>odemos expresar R"‘ como la siguiente sum a directs:
R — 0 ® <a.,..., a^,e .,..., e^ ^
îiendo D' el subespacio vectorial subyacente de D.
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Si considérâmes el hiperplano tangente H en x° 
a la hipersuperficie de nivel S ={x€l R^/Q(x°) = Q(x)}. 
se verifica que:
D c  H (13) (*)
Por otra parte,
Q(x°) es ortogonal a H (14)
De (13) y (14), se concluye;
VQ(x°) es ortogonal a D <— >
por (12)
V Q ( X )^ L <a^,»», a^,e2^,***, e^^
Si dim(D) = n -(h+)c) = 0 <=> D = { x° }
Y, en este caso, { a^,. . , a^,e , .. . , e^ } es una base de 
r '^ (ya que hemos visto anterior-mente que taies vectores 
son linealmente independientes). Por tanto, cualquier vec 
ter de R*^  se puede expresar como combinaciôn lineal de 
la misma, en particular 7Q(x°). Luego,
V Q ( X ) < a 2, '. • , , G 2 , * * " , >
Por tanto, cualquiera que sea la dimensiôn de D, es;
(*) Dicha propiedad, que no es obvia, se demuestra de ma-
nera anSloga a lo realizado en la proposiciôn 1.6-l-
(Nota 1.6.1.) para el programia (PQ^) .
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72 (x°) = 2 C x° + p = >° a^+.. . + + y° e^^+... + u ^
= X'
11
In
+.. +
"hi'
hn
• +
0 \
(k) =
:/
11 'hi
In hn
11 " hi ml
a a. a, aIn h+l,nhn mn
siendo y y° ûnicos, per ser ûnicas las coordena-
das del vector vQ(x°) respecte de la base
. 3. ^ t m * m f / '
Es decir:
2 c x° + p = X° +y (15)
que es la primera condicidn de Kuhn y Tucker si demcstra- 
mcs que X" 0 y p ^0.
Per otra parte, para las restricciones saturadas en
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x° (11), se verifica que:
(16)
y para las restricciones no saturadas en x , se 
cumple que:
X ° (- x° + b^) = 0  r = h+1,..., m
(17)
y ° x° = 0 t = k+1,...,n '
por ser ^  = 0 r = h+1,..., m
Pero las ecuaciones (16) y (17), son la segunda con­
dicidn de Kuhn y Tucker si probamos que x ° > 0 y y ° ^ 0 .
Demostremos que X° ^  0 y quo y° ^ 0.
Evidentemente, para llegar a la expresiôn (15), es
Xj. = 0 r = h+1,.. .. , m
Por tanto, sôlo nos falta probar que x2^ 0 
i = 1,. . . , h y que y ° ^ 0  j = l, —  . , k
La igualdad (15), puede expresarse asl:
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2 C =
011 hi
1Ik hk
0In hn
Y resimiendo:
2 C x° = â '^ X° - ? (18)
siendo Â G  M(n,h+k), X° G, M(h+k,l) y p G  M(n,l).
Por otra parte, las ecuaciones (11) pueden agrupar- 
se asi:
®11 ®lk ^In’
®hl--- ®hk----®hn
1......0...... 0
Es decir,
Â x° = b
siendo A G  M(h+k,n) y b G  M(h+k,l).
(19)
VaniCs a cetenriinar x p^ra lo cual cespejaremos
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x° en (18) y lo sustituiremos en (19).
En (18), como C es matriz simétrica definida po 
sitiva, se sigue que:
det(C) ^ 0 <_> 3
Luego:
x° = I C"^ (â " X° - p)
Sustituyendo tal valor en (19):
I Â C"^ (Â^ X° - P) = b
Por tanto:
Â C~^ Â"^  x° = 2 b + Â p (20)
Haciendo Â C ^ = S y 2 b + Â C ^ p = T ,  nos
queda en (20):
S x° = T (21)
Como tal sistema lineal tiene soluciôn ûnica x° 
(segûn se indicô al decucir la igualdad (15)), se conclu 
ye que:
det(S) ^ 0  <-=>3
Por tanto,
r  = s'i T
Ahora bien, por la segunda hipôtesis, es:
lo que implica;
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r  ^ 0 <_> x° > 0 y >0
Luego, X° y verifican el teorema de Kuhn y
Tucker.
Queda, por tanto, probada la equivalencia. 
Coroiario 1.6.2.
Dado el programa:
(PQ5) <
Min{Q(x) = x"^  C X + p"^  x} 
bajo las restricciones:
A X >  b
X ^ 0
—  r,n
siendo C matriz simétrica definida positiva, cGM(n,n), 
p 0 M ( n , l ) ,  A G  N(m,n) , rg (A) = m y b G  M (m, 1) , todas 
ellas matrices de nûmeros reales.
Si x° verifica que: 
a, o
1 ) x" 0
2“) {x" }= {X G  R'' / Q(x°) = Q(x) } n D
siendo D la variedad afin soluciôn del siste­
ma A x = b
3^) (A C"^ a "^)"^ (2 b + a C~^ p) > 0
Entonces, x es soluciôn ôptima de (PQ^)
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Dèmostraciôn
Es consecuencia del teorema 1.6.3..
En efecto, la primera y segunda condiciôn de este 
coroiario, implican que x° G  Fr(Y).
La segunda condiciôn, es un caso particular de la 
hipôtesis primera del teorema 1.6.3., cuando las restric 
ciones saturadas linealmente independientes en x° es- 
tân dadas por A x = b.
Y la tercera condiciôn corresponde a.la segunda 
hipôtesis del teorema 1.6.3., para este caso particular 
de restricciones saturadas en x°.
C A P I T U L O  2
OPTIMALIDAD EN LA FRONTERA DE LAS RES 
TRICCIONES EN PROGRAMACION POLINOMICA
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2.1. INTRODUCCION
En este Capîtulo, se establecen resultados originales 
sobre Programaciôn Polinômica. Dichas aportaciones se refie
1) Optimalidad en la frontera de las restricciones
2) Algoritmo para la obtenciôn del dptimo
Respecto del primer punto, se indican en el eplgrafe
2.2. las particularizaciones que pueden realizarse de los 
apartados 1.2. â 1.5., ambos incluîdos, del Capitule 1. En 
la secciôn 2.3., se formulan nuevos resultados de optimali­
dad en la frontera para programas polinômicos con funciôn 
objetivo de coeficientes positives y conjunto de restriccio 
nés compacte en R^ . El resultado que establece la optima­
lidad en la frontera en taies programas, se hace de dos for 
mas distintas: una mediante los conceptos de hipercubos su­
perior e inferior n-dimensionales, la otra mediante una de- 
mostracidn directa. El primer método es mâs précise, pues 
ademâs de establecer que el dptimo estâ en la frontera nos 
indica qué condicidn adicional ha de verificar la regidn de 
la misma en la que se encuentra el dptimo. Se muestra, me­
diante un contraejemplo, que taies resultados no pueden ex- 
tenderse a la Programacidn Pcsir.omial.
Con relacidn al segundo punto, se establece (apartado 
2.4.) un método para la obtencidn del dptimo en programas
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polinômicos con restricciones lineales y funciôn polinômi­
ca objetivo convexa en la regiôn de las restricciones. El 
citado método extiende y desarrolla una idea formulada por 
Beale, E.M.L. 7 J para el caso cuadrâtico.
El algoçitmo que establecemos consiste en una modify 
caciôn esencial de la metodologla del simplex. Pasamos a 
exponer el fundamento del algoritmo que formulâmes.
Como se sabe, el algoritmo del simplex,en un proble­
ms de minime, consiste en determiner la soluciôn ôptima 
(que esté en al menos un vértice del politopo de las res­
tricciones) de un programa lineal mediante un proceso ite­
rative que permite pasar, en cada iteraciôn, de un vértice 
a otro adyacente, tomando como nueva variable bâsica la de 
ceste reducido negative mâs pequeno hasta llegar al ôptimo, 
que se alcanza cuando los costes reducidos de las variables 
libres son mayores o iguales que cero. En la Programaciôn 
Polinômica con restricciones lineales, el ôptimo no tiene 
por qué encontrarse en un vértice; el algoritmo formulado 
por nosotros permite, para estes progreunas, avanzar por vér 
tices adyacentes, mientras sea posible, tomando como direc 
ciôn de avance, en cada iteraciôn, la dada por la varia­
ble libre para la cual la derivada de la funciôn objetivo 
respecto de la misma sea la mâs negativa en el vértice de 
partida. Cuando el punto al que se llega no es vértice, se 
transforma en tal mediante la ampliaciôn del programa y se 
réitéra, para este nuevo programa, la metodologla anterior.
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La ampliaciCn del programa se realiza anadiendo una nueva 
ecuaciôn lineal con una nueva variable sin restricciôn en 
el signe. La ecuaciôn anadida ha de cumplir dos condicio- 
nes esenciales para que el punto no vértice se transforme 
en vértice del nuevo programa.
En el subapartado 2.4.1., se expone con todo deta- 
11e el algoritmo.
En la subsecciôn 2.4.2., se formulan las propieda- 
des inherentes al citado método. Se establecen, en primer 
lugar, les teoremas que relacionan las soluciones de les 
sucesivos programas; soluciones factibles, soluciones bé- 
sicas factibles, soluciones bâsicas factibles no dégénéra 
das y soluciones Ôptimas (teoremas 2.4.2.1. y corolarios 
correspondientes, asi como los teoremas 2.4.2.2., 2.4.2.3. 
y corolario 2.4.2.4.). Se estudia, seguidamente, la acota 
ciôn de las soluciones factibles (teorema 2.4.2.4.), la 
caracterizaciôn del ôptimo (teorema 2,4.2.5.) y la conver 
gencia del algoritmo (teorema 2.4.2.6.).
En la subsecciôn 2.4.3., se indica la propiedad ad^ 
cional del algoritmo para el caso cuadrâtico y en la 2.4.4 
se resuelve un ejemplo mediante la aplicaciôn del citado 
algoritmo.
En el apartado 2.5., finalmente, se indica en qué 
sentido se puede aplicar el algoritmo a la Programaciôn 
Polinômica cuando la funciôn objetivo no es convexa en el 
conjunto que definen las restricciones.
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2.2. CONSIDERACZONES SOBRE OPTIMALIDAD EN LA FRONTERA 
Y UNICIDAD DEL OPTIMO
A todos los programas polinômicos que verifican 
las hipôtesis formuladas en el Capltulo 1, apartados
1.2. â 1.5. ambos incluîdos, les podemos aplicar los 
teoremas que se establecen en dichos apartados.
2.3. OPTIMALIDAD EN LA FRONTERA EN ALGUNOS PROGRAMAS 
POLINOMICOS
Vamos a establecer nuevos resultados sobre optima- 
lidad en la frontera de las restricciones para programas 
con funciôn objetivo polinômica de coeficientes positi- 
vos y conjunto de restricciones Y compacto, con Y C  R^ , 
en la doble vertiente de mSximo y de mînimo; particular^ 
zamos, ademâs, tales resultados a programas con restric­
ciones lineales.
Necesitamos, para ello, una definiciôn previa.
Definiciôn 2.3.1.
y x  = (x^,...,x^) S  R^, llamaremos hipercubo supe­
rior de X y lo notaremos por al siguiente conjunto:
Hg = <T(x^ , . . . ,x^) g  R^ / X. ) x^ i G  ^ 1, . . . ,n^ y ]
^  j G  s"l, . . . ,n^ tal que x^ > x * f
j )
*) Notaciôn: rJ^  = v^ x Ç  R^ / x > 0 ^
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Anâlogainente, llamaremos hipercubo inferior de 
X G  r" y lo denotaremos por al siguiente conjunto :
«Î = ^(x^ t ... ,x^) ^  R / ^ g  ^ 1, .. .,n ^  y
^  i tal que x^< x ^
Obviamente,
h ;
H-
= . . . ,x^) £  r " / x^ > X* y i  ^  <Cl, . .. ,n^j.
= . . . ,x^) G  R" / x^ < x^ Yi g  , .. . ,n^ j-
Teorema 2.3.1.
Dado el programa:
Max P(x)
(PP^) y  bajo las restricciones:
X G  Y C  rJ
siendo P{x) funciôn polinômica de coeficientes positives 
e Y conjunto compacto en R^ para la topologla usual.
El mâximo del prograuna (PP^) se alcanza en un punto de 1 
cuyo hipercubo superior no contiene en su interior punto 
alguno de Y.
Demostraciôn
La haremcs per reducciôn al absurde.
Sea X G  ^ un punto de mâximo de (PP^) tal que:
•'1 Y 0
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3  ^X Aw G H  n Y cuyas coordenadas, por
w ®
ser w ^  Hg , serân todas estrictamente mayores que las del
punto X y por ser P(x) de coeficientes positives e
Y C  conclufmos que P(x ) < P(w). Contradicciôn con la
hipôtesis de que x es un punto de mâximo de (PP^). La con
tradicciôn se origina al suponer que ^ Y / 0. Luego,
^ =x*si X es un punto de mâximo de (PP^), entonces H y = Ç
Queda probado el teorema.
Corolario 2.3.1.
Dado el programa:
Max P(x)
(PPg)
ba]0 las restricciones:
siendo P(x) funciôn polinômica de coeficientes positives, Y  
poliedro convexe ^  ^, A G  M(m,n) , b G  M(m,l) y ambas matri-r
r -]
{*) Siguiendo a Minoux, M. ; 40 ! , damos la siguiente 
Definiciôn: Un conjunto convexe de la forma
Y = ^ x  G  R^ / A X .< b, X 0 y se llama politopo, sien 
do A G  M(m,n) , b G  M(m, 1) y ambas matrices en R.
Un politopo acotado no vaclo se denomina poliedro con­
vexe .
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Demostraciôn
Es una consecuencia del teorema 2.3.1., pues al 
ser y poliedro convexo, se sigue que Y es un con­
junto compacto para la topologla usual de y no
vaclo.
Teorema 2.3.2.
Dado el programa:
Min P{x)
(PPg) y bajo las restricciones:
X E  Y C  R"
siendo P(x) funciôn polinômica de coeficientes posi­
tives e Y conjunto compacto para la topologla usual 
de R^. El mînimo del programa (PP^) se alcanza en un 
punto de Y cuyo hipercubo inferior no contiene en su 
interior punto alguno de Y.
Demostraciôn
Sea X E  Y mînimo del programma (PP,) tal
*
que Kj n Y ^ 0.
Ello implica que ^  €1 H Y cuyas coorde-
nadas, por ser w G  H^ , serân todas estrîctamente me- 
nores que las correspondientes de x , y por ser P(x)
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de coeficientes positives e Y CI , conclufmos que 
P(w) < P(x ). Contradicciôn con la hipôtesis de ser x 
un minime del programa (PP^). Esta contradicciôn, tiene 
su origen en suponer que 0 Y / 0. Luego, Y  x pun
to de minime de (PP^) se verifica que H Y = 0.
Concluye asi, la demostraciôn del teorema 2.3.2. 
Corolario 2.3.2.
Dado el programa;
Min P(x)
bajo las restricciones:
1 Y(PPJ b
X e  R'
siendo ?(x) funciôn polinômica de coeficientes posit^ 
vos, V poliedro convexo, A E  :i:m,n), b E  M(m,l) y am- 
oas matrices en R. Si x es un minime de (PP^), en- 
Kj a Y = 0.
Demostraciôn
Es consecuencia del teorema 2.3.2., pues al ser Y 
poliedro convexo es un compacto para la topologla usual 
de R^ y no vacfo.
Basândonos en los teoremas 2.3.1. y 2.3^2., esta- 
blecemos, también, el siguiente:
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Teorema 2.3.3.
Dado el programa:
/ Optimizar (Max. 6 Min.) P(x)
(PPj)i bajo las restricciones:
( X G  y C  R"
siendo P(x) funciôn polinômica de coeficientes positi­
ves e Y conjunto compacto en r ’^ con la topologla 
usual. Si X E  Y es una soluciôn ôptima del programa 
(PPç)/ entonces x G  Fr(Y).
Demostraciôn
Lo probaremos, en primer lugar, para el mâximo. 
Pueden ocurrir dos posibilidades:
a) Int(Y) = 0, entonces es obvie que x E  Fr(Y), ya
que Y = Fr(Y) .
b) Int(Y) ^ 0
Razonaremos por reducciôn al absurde.
1  * * JL
Si X mâximo del programma (PPg) tal que x ^Fr(Y),
entonces se verificarâ que :
d(x*,Fr(Y)) = £ >0 
Ello implica que:
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3  B (X ; 6 ) c  Int (Y)
De donde se sigue que:
3  X G  B (x ; 6 ) tal que x^ >x* Y i £  { 1,.. . ,n}
{bastarîa tomar, por ejemplo, x = x +( -j,.., -j-)
n - -
siendo 6 . = 6  y 6. > 0 WiE{l,...,n} )
i = l  ^ 1
Entonces, por la definiciôn 2.3.1., se sigue que:
X G  H* (1)
Como,
X G  Int(Y) C  Y (2)
conclufmos de (1) y (2) que:
X G  H* n Y
<-> Hg n Y 0
Por el teorema 2.3.1., se concluye que x no es 
mâximo del programa (PP^). Contradicciôn, que tiene 
su origen en suponer que 3  ^ mâximo de (PP^) tal 
que x ^ F r ( Y ) .  Luego, \fx mâximo del programa (PPg) 
se verifica que x G  Fr(Y).
Anâlogamente razonaremos para el mfnimo.
a) Si Int(Y) = 0, entonces obviamente x E  Fr(Y) = Y.
b) Si Int(Y) f 0, entonces si 3  ^  mfnimo de (PP^) tal 
que X ^  Fr(Y), se verificarâ que:
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d(x ;Fr(Y)) = £ > 0  
Ello implica que;
H B(x*; 5 )c  :nt(Y)
De donde se sigue que:
3  x G b (x ; 6 ) tal que x^ < x^ {1,. . . ,n }
* Y  6
(tomarîamos, por ejemplo, x = x - ( —
siendo £ ^  +...+ 6^ = 5^ y 5^ >0 1,. . ,n } )
Entonces, por la definiciôn 2.3.1., se sigue que:
X G  h J (3)
Por otra parte,
X E  Ir.tfYîC: Y (4)
De (3) y (4) se concluye que:
<=> n Y 0
De donde conclufmos, por el teorema 2.3.2-# que x 
no es mfnimo del programa (PP^). Contradicciôn que se 
origina al suponer que ^ x mfnimo de (PP^) tal que 
X ^  Fr(Y). Luego, Y  x mfnimo de (PPg) se verifica 
que X E  Fr(Y).
Finaliza, asf, la demostraciôn del teorema 2.3.3.
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Nota 2.3.1.
Los teoremas 2.3.1., 2.3.2. y 2.3.3., ademâs de esta­
blecer la optimalidad en la frontera nos proporcionan una 
informaciôn adicional acerca de la regiôn de la misma en la 
que se encuentra el ôptimo.
Una demostraciôn directa del teorema 2.3.3. es la si­
guiente :
Por reducciôn al absurdo.
La haremos para el caso de mâximo.
Sea X una soluciôn mâxima de (PP^) tal que 
X ^  Fr(Y). Ello implicarla que x G  Int(Y), de donde se
sigue que: 3  ^ C  Int(Y). Por tanto,
— . _ * 0 *
2 X = x + (  —  , . . . , j = - ) E  B (x , r) (siendo
5^ = r^ y r^ > 0 Y  i = 1, . . . , n) . Luego, ^  Int ( Y)
i=l
cuyas coordenadas son estrictamente mayores que las corres­
pondientes de X ; por tanto, al ser P(x) de coeficientes 
positives e Y C  , se concluye que P(x) > P(x ) . Ello 
implicarla que x no es soluciôn mâxima de (PP^). Contra
dicciôn que se origina al suponer que x ^  Fr (Y). Luego,
* *
si X es una soluciôn mâxima de (PP^), entonces x G  Fr(V
Anâlogamente razonarlamos para el programa de mînimo. 
Termina asI, esta demostraciôn del teorema 2.3.3.
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Corolario 2.3.3.
Dado el progreuna:
Optimizar (Max 6 Min) P(x) ,
bajo las restricciones;
6 '
A X .< b
(PP
siendo P(x) funciôn polinômica de coeficientes positives, 
Y poliedro convexo, A E  M(m,n), b G  M(m,l) y ambas matri­
ces en R. Si x es un ôptimo de (PPg), entonces 
x * G  Fr(Y) .
Demostraciôn
Es una consecuencia del teorema 2.3.3., ya que por 
ser Y poliedro convexo es un conjunto no vaclo y compacto 
en R^ para la topologla usual-
Nota 2.3.2.
Los resultados obtenidos en este eplgrafe 2.3. para 
la Programaciôn Polinômica Positiva no se pueden generali- 
zar a la Programaciôn Posinomial^  ^, como nos muestra el s^ 
guiente contraejemplo;
(*) Vêase la definiciôn de programa posinomial en la pâgina 
siguiente.
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Sea el programa:
2 2
Min P(x.,Xt) = X, + X- +
l'"2' ■ -2 ^ x^Xg
sujeto a las restricciones:
La funciôn P(x^,x^) es convexa en Y.
En efecto, la matriz hessiana de P (x^ fX^) es:
H  =
Vemos que :
2x. X, + 4
_ _ t„| _ 12 + 4x^ + 8 (x ^X2 + xj x^)  ^ g
Dj - H j ----------------------------------------- >
X^ x^
ya que x^ > 0, x, > 0.
(*) Definiciôn : Una funciôn t(x)=U^(x) +...-fUp(x) con
a. ‘2i
U^(x) = c^x^“  X-, . . ^  , siendo c^ ^ 0 ,  a ^
V ]  = 1 , . . . , n 7 i = 1, . . . , p , x^ > 0 y  i = 1,
se aenomina posinomial.
Un problema de Programaciôn Matemâtica en el que tant: 
la funciôn objetivo como las restricciones son posino- 
mios se ceno.mina orocra.ma posinomial.
74
Luego, H es una matriz simétrica definida positiva en 
un abierto convexo que contiene a Y, ello es équivalente a 
que P(x^fX^) es convexa en dicho abierto y, por tanto, es 
convexa en Y.
Calculemos, ahora, los extremes relatives de P(x^,x^) 
sin restricciones:
2 . 3
P' = 2 x , --------   = 0 ) 2x. x^ = 2
1 -l “2 ' -> X, = ±1, X- =
^x. = 2 ^ 2 --------- —  = ° 2x^ x^ = 2
X, X-,
Luego, los posibles extremes relatives de P(x^,x^), 
sin restricciones, tienen de coordenadas: x^ = ±1, X 2 = ±1.
Veamos qué ocurre en (1,1) G  Y.
A  2\  .
H (1,1) = 1 como P " - = 6 > 0  V H ( 1 , 1 ) > 0
V  V  "1
se sigue que (1,1) es un minime relative, como P(x^,x^), es 
convexa en Y se concluye que tal minimo local es un minimo 
global de P(x^,x^) en Y. Por otra parte, (1,1) ^  Int(Y). Es 
decir, el minimo del programa se alcanza en un punto de Y 
que no pertenece a la frontera de Y.
2.4. ALGORITMO PARA LA OPTIMIZACION DE PROGRAMAS POLINOMICOS
En este epigrafe, se desarrclla un algoritmo para pro­
gramas pclinômicos cuando las restricciones son lineales y 
la funciôn objetivo polinômica es convexa en el citadô con­
junto de restricciones.
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2.4.1. Exposiciôn del algoritmo
Sea el programa:
Min P(x)
bajo las restricciones: 
Ç A X = b 
Y /  X >. 0
L  L
donde P (x) es funciôn polinômica convexa en Y, A S  M(m,n) , 
b S  M(m,l), rg(A) = m y ambas matrices en R.
El algoritmo que vamos a formular, para este programa 
es una extensiôn con modificaciones esenciales del algoritmo 
del simplex.
Se parte de una soluciôn bSsica factible (o vértice si 
lo consideramosL desde el punto de vista geométrico), se elige 
la direcciôn de avance que viene dada, en cada iteraciôn, por 
la variable libre para la cual la derivada de la funciôn obje 
tivo respecte de la misma, en el vértice de partida, sea I2 
mâs negativa. Puede ocurrir que el punto de llegada sea vért^ 
ce del programa inicial o que no lo sea. Si ocurre lo primerc, 
se seguiria aplicando la metocologia anterior para elegir la 
nueva direcciôn de avance. Si el punto de llegada no es vérti 
ce del programa dado, se transforma en soluciôn bâsica facti­
ble ce un programa ampliadc, cbtenido mediante la adiciôn de 
una nueva ecuaciôn lineal con una nueva variable sin restric- 
ciôn en el signo. Se précisa, mâs adelante, cuâl es la ecua­
ciôn eue se anade.
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El programa ampliado, cuya funciôn objetivo es la mi£ 
ma y que consta de las restricciones del programa anterior 
mâs la ecuaciôn anadida, estâ definido en un espacio eucll- 
deo que tiene de dimensiôn una unidad mâs que el correspon- 
diente al programa anterior. Se continua aplicando a este 
nuevo programa la metodologia anterior. Si ocurre en alguna 
iteraciôn que el punto de llegada no es vértice del progra­
ma en cuestiôn, se amplia nuevamente el mencionado programa 
segûn el método anteriormente expuesto.
Pasos del algoritmo
1) Se elige una soluciôn bâsica factible del primer progra 
ma PP^°:
2) Se expresan las variables bâsicas en funciôn de las li­
bres :
n-m ^
^b. =b.f . ^ ^b. ^ 1 ..... ™
1 J-l 1 j ] 1
3) Se explicita la funciôn objetivo a través de las varia­
bles libres ûnicamente:
P(x.,...,x^) = P^° (Xr x^ )
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4) Partiendo del punto (x^ ,...,x, ) = (0,...,0), se
‘ 1 n-m
elige la direcciôn, segûn una variable libre, cue 
me]ore la soluciôn anterior. Para ello, se calcula:
X- =0,..,x, =0)
^n-m
Si I — ----  ] > 0 1, . . . ,n-m ) ,
(0)
hemos llegado al ôptimo, segûn demostraremos poste- 
riormente, y se finaliza el proceso.
" A
< 0 para algûn j€{l,...,n-m ;,
\ /(O)
\ ]/
la soluciôn se puede mejorar. Y, en este caso, debe-„.
/ 3P'°\
mos elecir acuella variable x, tal cue
sea lo r.£s negative posible. Si hubiera ir.Ss de una 
derivada parcial verificando la condiciôn anterior, 
elegiria.T.os la variable libre de mayor indice.
pasta cue valor xt roce~.cs avanzar. Pueden courri.
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(o \
b) Que 1 - g - —  = 0
V f /{x- ,x, = 0,...,x, = 0)
^ ^2 n-m
en el punto (xi ,0,....,0).
^1
c) Que se den las condiciones a) y b) simultâneamen 
te.
6) Si se da el caso a), seguimos la metodologia del sim
plex, entrando en la base x^ y saliendo de la mi£
*1
ma la variable x^ que se anula. Si hubiera mâs de
un x^ que se hiciera cero, elegirlamos la de me-
nor Indice. Podemos suponer que la variable que se
anula es x^ , entonces las nuevas variables bâsicas
serian { x. ,....,x. ,x^ , con soluciôn bâsica 
°m "1
•-xi ,....,xi ,xi }. Las restricciones seguirian sien 
2 °m "1
do las mismas y las variables bâsicas, expresadas en
funciôn de las libres, çuedarîan ahora;
n-nx ^
^b.= ZZab.f. ^f. + ^b.b, ^b, " ^b. " = 2,...,m
1 3=2 1 1 ] 1 1 1  1
^  f X r •*• - r X. + X,
-=7 -l‘3 *1 -1^1 1 1
Asimismo, se expresarîa la funciôn objetivo a través 
de las nuevas variables libres.
Y el algcrit.T.c para este caso a) , se repetirla nue 
• amente, sin que haya que amp liar el programa.
Si ocurre b ), séria:
(o
:ara cierto x _ = x^ .
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=  0
X- =x& =0,...,x- =0)
1 1 2 ^n-m
En este caso, no se anulan las variables bâsicas ini
ciales {x^ x^ } y llegariamos al punto
{x^ x^ ,Xg } que mejora la primera soluciôn
bâsica y que séria soluciôn factible, pero no bâsica, 
para las restricciones del primer programa. Para con 
seçuir que tal punto se convierta en vértice hemos 
de pasar a un programa ampliado, para ello anadimos 
la siguiente ecuaciôn lineal:
-P (o
' 1 /;x,;=xl,x-=0 , . . ,Xj:=0 )
^1 ^ 1
n-m. \
con w. sin restriccion
:icha ecuaciôn exolicioaoa tiene .a icrm.a:
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Las restricciones del nuevo programa serian: 
A X = b
X ^ 0
(x,w^) G. Rn+1
En este programa, de acuerdo con la soluciôn a la 
que hemos llegado, es:
rg = m + 1.
0* , . . 0 h f f hj £
1 1  1 2 ^l^n-m,
y por ser x, la variable que entra en la base,
^1
se sigue que h. , f 0- 
1 1
Ademâs, la ecuaciôn anadida es un hiperplano que pa
sa Dor el punto (x, =xi ,x, =0,...,x, =0,w-=0).
^1 ^1 ^2 ^n-m ^
El programa résultante, para este caso b ) , séria:
r
Min. P (x)
bajo las restricciones:
(PP
A X = b 
/
hf x„ -x; + 2 _  X^ = w
-l‘ll ‘1 "1/ 1=2 -l"j "j ^
Y Y  \ /
\  X > 0
(x,w,) s  Rn+1
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Para este programa (PP^^), el punto;
(x =x^ ,..,x,=x^ ,Xf=xi ,x-=0,..,x, =0,w,=0) 
^1 “ l °m °m ^1 ^1 ^2 n-m ^
constituye una soluciôn bâsica factible.
A partir de este momento, y para este nuevo progra­
ma, se réitéra el algoritmo, teniendo en cuenta la 
siguiente condiciôn: ninguna variable es intro-
ducida en la base hasta que ya no podamos seguir dis 
minuyendo la funciôn objetivo en direcciôn alguna x^.
Si ocurre c), se procédé como en el caso a) y se 
sigue aplicando la metodologia del simplex al programa 
inicial.
7) El punto:
n-p k-h
k k k k
(x, (k,. . . ,x. (k, 0, . . . , 0 ,w. (k,. . . ,w. (k, 0 ,. . . , 0) G  Y
°1 °p °1 “h
es el ôptimo para el programa (PP ) si y sôlo si:
------- ] >---0 y f ---------  ) = 0 V j  y
\ 3 X . ;k ■' : - w - (k /
\ 'j / \ 't / (0)
Y el punto:
; X. X X. \ k , i: u j £  1
\ =_ /
es el ôoti.T.o tara el = recrama inicial.
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Cuando se llega a un punto que verifica las condicio 
nés anteriores, se finaliza el algoritmo.
2.4.2. Propiedades del algoritmo
2.4.2.1. Notaciones utilizadas
Los programas serân notados asi: (PP^°) el programa
de partida o inicial, (PP^^), (PP^^), etc. los programas 
posteriores segûn el orden natural. Anâlogamente, los su­
cesivos conjuntos de restricciones, se denotarân: Y^°,
Y etc.. Obviamente, (PP es el programa en el que he­
mos introducido k ecuaciones lineales con k variables 
w^. Ademâs, si Y ^ ° C  entonces Y C
El programa ( P P s e r â :
Min. P(x)
bajo las restricciones:
A X = b
<
X €
Y^° C X X 0
La ultima funciôn objetivo del programa (PP^°),ex- 
presada a través de las variables libres, la denotaremos 
por (X,   ,x^ ) .
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El programa (PP^^), serâ:
Min. P(x)
bajo las restricciones:
^  X = b
cp
^1  "l
3x
^1 / (x,=x^ fX,=0,.
Il ^2
. ,x,=0 )\
'n-m/
(X,W^) G  Rn+1
Que podemos expresar, al involucrar a todas las va­
riables x^, asi:
(PP^ ) /
Min. P(x)
bajo las restricciones;
r
A  X = b
(1
"1 X =
X J
:x,v. e  R"'
donde H.£y.(l,n) y los elementcs de 
tes a las variables bâsicas :
:rresocncien-
scn oeros,
tn general, el programa y k  G. N > se expre
sarS I
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< (k
Min. P(x)
bajo las restricciones: 
A X = b
<
••• \
.^k-ll
X > 0
n+k(x,w^,... G  R
donde H^GM(l,n) , H^G-Md^n+l) , . . . ,H^G:M(l,n+k) y los 
elementos de i = l,...,k, correspondientes a las
variables bâsicas que habla al introducir la variable
Para el estudio de las propiedades del algoritmo, 
necesitamos previamente unas definiciones relatives a los 
diferentes tipos de soluciones del programa.
Definiciôn 2.4.2.1.
Dado el procrama:
(PP
Min. P(x)
bajo las restricciones: 
A X = b
X ^ 0
x€L R
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siendo P(x) funciôn polinômica, A^M(m,n), rg (A)=m, 
b€.M(m,l) y ambas matrices de nûmeros reales.
Se llama base a toda submatriz cuadrada regular de 
dimensiones m x m extraîda de A ^  (existe al mè­
nes una puesto que suponemos que rg(A) = m).
Sea B una base, entonces permutando las columnas 
de A podemos expresar siempre A en la forma 
A = (B I F ) , siendo F S. M(m,n-m) la submatriz de
A correspondiente a las columnas de A que no e£
tSn en la base. Anâlogamente, podemos poner
Si X es soluciôn de A x = b, en virtud de lo an
terior, se puede expresar;
B Xg + F Xp = b (1)
Se llama soluciôn bâsica de A x = b (relative a
la base B) , a la soluciôn particular de A x = b,
obtenido haciendo x^ = 0 en la expresiôn (1). Se
determ.ina de modo ûnico resolviendo el sistema de 
Crar.er 3 = b, luego = 3 b.
Se dice que x EL R" es:
Scluciôn factible de ( P P si A x = b y x >0.
S o l u c i ô n  c p t i m . a  de s i  es u n a  s o l u c i ô n  f a c t i ­
b l e  d e  ; ? ? ' ° )  q u e  r r . i n i m . i z a  a  ? ( x ) .
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Soluciôn bâsica factible de (PP^°) si es una solu­
ciôn bâsica de A x = b y Xg ^ 0.
Una base correspondiente a una soluciôn bâsica fac
tible se llama base factible.
Soluciôn bâsica degenerada de (PP^°) si es una so­
luciôn bâsica de A x = b tal que Xg = B ^ b
tiene componentes nulas.
Teorema 2.4.2.1.
Sean S^, S^ y k G . N  , los conjuntos de solucio­
nes factibles de los programas (PP^°) y ( P P r e s p e c -  
tivamente y SO^, SO^ Y k S  N , los conjuntos de solucio 
nés ôptimas de los citados programas. Entonces, se ve­
rifica :
a) Card(S ) = Card{S.) Y k  G. N
(  ,kb) I — - 1 es soluciôn ôptima de (PP ) si y sôlo si
x° es soluciôn ôptima de (PP^°).
c) Card(SO^) = Card(SO^) y k g  N*
Demostraciôn
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A x  = b
Hi = wj:
Luego,
-T- e  s.
Card(S^) ^ Card(S^) 
Reclprocamente:
(1)
A X
H^x
= b 
= w.
\ “*-
>
k-i/ 
x ' % 0
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A x  =
X
<-> X G  s.
Luego,
Card(Sj^) ^ Card(S^)
De (1) y (2), se concluye que:
(2)
Card (S^) = Card(Sj^) V ^ € n
Es decir, las soluciones factibles de estos progra- 
mas se corresponden biyectivamente.
b) La demostracidn de esta proposicidn la realizaremos 
por reducciôn al absurde.
Suponganios que^ £  SO^ tal que x°^SO^.
Entonces, j x ^ G  SO^ tal que P (x^) < P(x°). Y,en
el programa (PP^^), tendrîamos;
A x^ = b 
HlX^ =
x^ > 0
con P(x^) < P(x°)
' x = \ no séria
îrîamos encor.trado ei cur.to
ir.o de (PP^^) , y a que ha-
(k
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P(x^) <P(x°). Contradicciôn que se origina al supo-
ner que tal que x ° ^ S O ^ .  Luego,
Y { — SO^ se concluye que x” G  SO^.
I Recîprocamente, aplicando un razonamiento anâlogo
al anterior, si x ° £  SO tal quei^— 50. , ello 
/ \ \ w /
implicarïa q u e ü f - ^  SO^ tal que P (x ) < P(x°),
verificândose las restricciones:
* ^
A X = b
HlX =
K  \ . >
k-l/
X % 0
A X* = b I * o
— > * ( y P ( x ) < P ( x )
X > 0 )
Ello if.plicarîa, que x ° ^  SO^ .^ Contradicciôn que na-
ce de suponer eue 3 50 tal que
Luego, Y'x'^G £0^ se siçue que ( j G  50^.
Es decir, existe una biyecciôn entre las soluciones 6p
o , ^  SO^'
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timas de los progrêunas (PP y (PP^^)
c) Es una consecuencia de la proposiciôn b ) , ya que en
virtud de la biyecciôn que hay entre las soluciones
ôptimas de los citados programas, se concluye que
Card(SO^) = Card(SO^).
Termina, asî, la demostraciôn del teorema 2.4.2.1.
Consecuencias de este teorema, son los siguientes 
corolarios.
Corolario 2.4.2.1.
Card (S^) = Card (S^) Y k , r £  N
Demostraciôn
En efecto, de acuerdo con la propiedad a) del teo­
rema 2.4.2.1., es
Card(S^) = Card(S^) y Card(S^) = Card(S^)
Luego,
Card(Sj^) = Card (S^) N
Corolario 2.4.2.2.
Card (SO, ) = Card (SO ) Y k , r 2  N*
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Demostraciôn
De acuerdo con la propiedad c) del teorema 2.4.2.1.,
Card(SO^) = Card(SOj^) y Card(SO^) = Card(SO^) 
Luego,
Card(SOjç) = Card(SO^) Y k , r E  N*
Corolario 2.4.2.3.
SO, G  so. Vr,k G  N 
con r> k
Demostraciôn
En efecto, de acuerdo con la proposiciôn b) del teo 
rema 2.4.2.1., es :
Yi G so^  <=> x" G sOg (1 )
AnSloçamente,
. ^  i G  S0„ <=> x° G  50,
\
(2 )
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De (1) y (2), se concluye,
Teorema 2.4.2.2.
Sean Sg° y las soluciones bâsicas factibles,
respectivamente, de los programas (PP^°) y (PP^^) .
Entonces, se verifica que;
a) El con junto Sg° se corresponde biyectivam.ente con
un subconjunto de k S N  , y en las soluciones co
rrespondientes la funoiôn objetivo toma el mismo valor.
b) Y k , r G . N  , el con junto se corresponde biyecti­
vamente con un subconjunto de y en las solucio
nés correspondientes, la funoiôn objetivo toma el mis­
mo valor.
Demostraciôn
Dados Sg° y sjp, definim.cs la siguiente aplicaciôr
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,(k
S (k'b f
x° = (x° : x°=0) ^ ----^g^^(x°) = (x° : x°=0,w°,. . ,W%)^
donde son los valores obtenidos en el pro
grama (PP ) segûn se ha indicado en el subapartado
2.4.2.1.
Veamos que g^^(x°) E.Sgp .
Sabemos que, dada x soluciôn factible de (PP^°) y 
B base de A, es:
B Xg + F Xp = b
Luego,
x_ = b "^ b - b "^"-  F X,
Para esta soluciôn de (PP^°), se obtienen unos valo­
res w^,....,w^ en (PP ), y tendremos:
c l FI
Y, en ferma sim.piificaca: 
/ x _  \
w.
3 : :
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siendo, B E  M(m+k,m+k) , XgEM{m,l), F G  M(m+k,n-m) , 
XpE 1) y b E  M (m+k, 1) .
En particular, para Xp = 0 obtenemos la soluciôn 
bSsica factible de (PP^°): Xg = x° , y en (PP^^) 
se obtiene:
= b
Ahora bien, como det(B) ^ 0 se sigue que
det(B) = (-1)^ det(B) f 0. Luego, ^ B  y por tan-
to :
/ v°
= b '^ b
Luego, segûn la definiciin 2. 4.2.1., j ,^ o
scluciôn bûsica factible de (PP^^). Es decir.
Per erra parte, g es aplicaciôr., ya que a cada 
elem.er.to de le hace eer re spender un ûnico elemen
re vie 3^^, cue es la ûnica scluciôn bâsica factible
asoeiada a la base 2.
:emcs, ar.era, cue r es invectiva.
95
Sean x^,x^E Sg° y x ^ / x ^  
Como,
g^^(x^) = (x^ , W w  . . . ,w^)
y al ser x^ ^ x^
se sigue que:
1 1  1 ^ 2 2  2 ^ 
(X ,Wp,..,,Wj^) f (X ,W^,.,.,Wj^)
o lo que es équivalente:
g^^(x^) / g(k(%2) 
Luego, g es inyectiva.
Considerando el con]unto g^^(Sgp) CZ , es claro 
que g e s  una biyecciôn de Sg° en g^^(Sg°).
Probemos finalmente, que el valor de la funoiôn obje 
tivo es el mismo para las soluciones bâsicas que se 
corresponden mediante g
En efecto, la funoiôn objetivo no se m.odifica en los 
sucesivos programas, independientemente de que adop­
te expresior.es dis tintas en funoiôn de las variables 
libres existantes en cada casc. Tomaremos ccmo expre 
siôn de la funciôn objetivo la que tiene en el pro­
grama inioial: ? (x,,.. . , >c ' .
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(x°) = (x°,x° = 0,w°,--- ,w°) las correspondien
tes soluciones bâsicas factibles de (PP^°) y (PP^^), 
entonces:
P(x°) = P(x°‘ . ,xg ,0,...,0)
y para g^^{x°), como no figuran en
P (Xp,. . . ,x^) , résulta el m.ismo valor de la funciôn 
objetivo: P(x°).
b) Pasamos a demostrar la proposiciôn de este apartado.
Y = {x°,w°)'^E. Sgp tiene exactamente m+k va­
riables bâsicas, de las cuales a lo sumo k son va 
riables W y
Defini.T.cs la siguiente aplicaciôn:
 ^(k _________=21____________^c(k+r
“BF “BF
Z =(xC  x° ,0,. . ,0,w° , 0,.1,0)  *-9 (z ):
-"I p °1 p > m
h < k 
o+h=m.+k
/ X. r f ,0,. . , ,0,w
k+1'••' k+]
e  rr.odo a n â l o g o  a corr.c s e  h i o c  e n  e l  p u n t o
variances libre:
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F £,M(m+k,n-m) y b E M  (m+k, 1).
(k.Para esta soluciôn factible de (PP ), se obtienen 
unos valores de w,. 
tendremos:
*k+l' • • • ■ ''"^ k+r (FF ) » y
k+1
k+r
Y, simplificadêunente;
k+1 + F Zp = b
\  k+r
siendo B EM(m+k+r,ir.+k+r) , F E m  (m+k+r, n-m) y 
b E  M(m+k+r,1).
En particular, para Zp = 0, obtenemos la soluciôn 
bâsica factible de (PP^^); = z° , y en (PP^ '^*’^ )
se obtiene:
=B \
Ahora bien, al ser cet(5) ^ 0, se siçue que:
det(B ) = (-1) det(B) i- 0 
Luego,
(B )
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Por tanto, segûn la definiciôn 2.4.2.1., 
T
ble de (PP (k+r,
(^B : ”k + l "  " ''^k+r^ es una soluciôn bâsica facti-
Por otra parte, g e s  aplicaciôn, ya que a cada ele 
(kmento de S^p le hace corresponder un ûnico elemen- 
to de Sgp^^ que es la soluciôn bâsica factible ûnica 
ce (PP asociada a la base B .
Probemos, seguidamente, que g es inyectiva.
En efecto, sean z ,z E  SBF
Al ser;
y z"- / z %
g^^(z^) = (z^,w.^
g^^(z^) = (z^,w.^
k+1'
2
k+1'
'"k+r^
'"k+r'
z^ / z^
se sigue que:
^^(z^) f g(^(z^]
Luego, g es inyectiva.
i k ,,, ( k , 
’b f '
(k+r
'BF
te que g es una biyecciôn de en g^^(si^'*’^ ) .BF BF
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Finalmente, el valor de la funciôn objetivo es el 
mismo para las soluciones bâsicas factibles que se 
corresponden mediante g , debido a que tal fun­
ciôn objetivo es invariante en los sucesivos pro­
gramas, aunque adopte distintas expresiones al ex- 
plicitarla en funciôn de las variables libres que 
existan en cada caso.
Si tomamos para la funciôn objetivo la expresiôn 
inicial P (x^^,... ,x^) , que depende sôlo de las va­
riables x^, vemos que el valor de la misma para 
z° = (x°,w°)^ y g^^(z°) es P(x°).
Termina, asi, la demostraciôn del teorema 2.4.2.2..
El teorema y el corolario siguientes, son vâlidos 
cuando las soluciones bâsicas factibles de los sucesivos 
programas del algoritmo son no degeneradas.
Teorema 2.4.2.3.
Sean (PP y (PP^^"^^) V k E N ,  Y r E N *  dos pro 
gramas cualesquiera, g la aplicaciôn inyectiva defin^ 
da,en el teorema 2. 4. 2,2., entre S^p y S . S up on
gamos que las soluciones bâsicas factibles de los pro­
gramas del algoritmo son no degeneradas, entonces se ve 
rifica que:
9 'z=(x,w: e  i °'''k+2^ "  '''I+r^ ° '
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Demostraciôn
vj (kY u  = (x,w^,. .. ,Wj^ ) E  Sgp se cumple que u tie 
ne exactamente m+k variables bâsicas no nulas, por hi- 
pôtesis.
Por otra parte, segûn el teorema 2.4.2,2., es
g^^(u) = (x,Wj^,. . e  Sgp"^^
por tanto, y de acuerdo con la hipôtesis formulada, g^^(u) 
tiene exactamente m+k+r variables bâsicas no nulas.
Si alguna w ^ , j = k+1,....,k+r, fuese nula, enton 
ces (x,w^,.. . ,w^)'^ = u tendria mâs de m+k variables 
no nulas y, por tanto, no séria una soluciôn bâsica fact^ 
ble de (PP . Contradicciôn, que tiene su origen en su­
poner que alguna w ^ , ]=k+l,....,k+r, puede ser nula.
Luego, todas ellas son no nulas. Por tanto,
g*^(s2p) ={z=(x,w) £  ^ " '^k+r^  ^)
Con lo que se termina la demostraciôn de este teore­
ma .
Corolario 2.4.2.4.
Sean (F?^’^) y ( F F V k E N ,  V'rEN* dos pro­
gramas cualesquiera del algoritmo, g la aplicaciôn inyec 
tiva,definida en el teorema 2. 4. 2. 2., entre sip y S^ p"*”^ .
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Supongamos que las soluciones bâsicas factibles de los 
prograunas del algoritmo son no degeneradas, entonces se 
verifies que las soluciones bâsicas factibles de 
que no se corresponden, mediante g con las solucio­
nes bâsicas factibles de (PP^^) son:
{z=(x,w)G / « k + r  ° ^ ''k+r=°-
Demostraciôn
Por el teorema 2.4.2.3., las soluciones bâsicas fac 
tibles de (PP^^"'’^ ) que se corresponden, mediante g^^, 
con las soluciones bâsicas factibles de (PP^^) son aque- 
llas para las que ^ °'''k+2^ 0,. . . 0 ; luego,
aquellas que no se corresponden serân las que cumplan que:
''k+l = ° ® ''k+2 = 0 = 0
Se termina,asl, la demostraciôn de este corolario.
Nota 2.4.2.1.
Si existieran soluciones bâsicas factibles degenera­
das, podrfa haber alguna en (PP verificando
ô ô  ô y, sin embarao, correspon-
derse con alguna soluciôn bâsica factible de (PP ), basta 
rfa que una soluciôn bâsica factible de (PP^^ ''’^ ) tuviera, 
de sus m+k+r variables bâsicas, las r variables 
v?k+2 » • • • • fWk+r nulas, entonces las m+k variables restan­
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tes se corresponderian con una soluciôn bâsica factible 
de (PP^^).
Teorema 2.4.2.4.
Sean y ^ £  N , los con jun­
tos de soluciones factibles de (PP ) y (PP(k+r^ ^ res 
pectivamente. Entonces, se verifica que:
S^ estâ acotado si y sôlo si estâ acotado
Demostraciôn
Sabemos, por el corolario 2.4.2.1., que existe una 
corresponden ci a biyectiva entre Sj^  y Por tanto,
vamcs a probar que las soluciones correspondientes por 
tal bivecciôn estân acotadas.
Z Z ^ j  S,^  acotado <=>
La soluciôn correspondiente en S^_^^ es:
con =
T T
"k+2="k+2 '"k+Y""'k-r="k+r("°: ''k+r'-'^k+r-Y
Pero,
1.03
'k+11 I "k+1 'k+1
Oesigualdad de 
Cauchy-Schwarz
n+k /
5 Z \ + I , i  h ° \ U  [ / (n+k)mâx.
'' i=l,..,n+k
n+k / mSx. hk+l,i 
i=l,..,n+k
n+k hk+1
Luego,
ya cue
k+1
u < + \ + i "  +
Anâlogamente,
T T
"^^+2 "k+2 '■''k+1^ < "k+2 |^'^°'"'k+Y
Desigualdad de 
Cauchv-Schwarz
n+k+1 /n+k
k+ll
(n+k+1) mâx. ±
i=l,..,n+k+1
k+1
= / n+k+1 hk+2 k+
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Luego,
ya que u
y< \J n+k+1 h < +
k+1
k+2 I ir II ■ |"k+l
, y  n+k+1 < + “ y
ûltimo, a w
y asl sucesivamente prcseguirîamos, llegando, por 
o
k+r"
l"k+r: {u  ! 1 * *k+1' k+r-1'
Oesigualdad de 
Cauchy-Schwarz
< \W^r\\ .....
k+t'
< /(n+k+r-1) mâx. { ( ||u°|| + | +.. • + j V
/  i=l,..,n+k+r-1 V /
== , / n+k+r-1 h.k+r r  k+; k+r-1
Luego,
M k + r H  V"+k+r-l hk+r i +Hk+l| + "  + hk+r-ll "
puesto que || u°|| < + “ , < + « ,. . , |w°
k+r-1
<  +  OB
y  n+k+r-1 < + V hk-^ r
Por tanto.
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.. . h°\\ = l|("°;''k+i""''k+r) II < + "
Luego, estâ acotado.
—  I Recîprocamente,
T
^k+r acotado<=> \^z° = (x°;w°, .. ^  Sk+r
T
k + 1 "  * • '"k+r'
La correspondiente soluciôn en es u°. Pero,
/ 1=1 3=1
= Il ("°: ''k+1'- ' ' ' ^ ' k + r ^ l l  = h°\\
Luego,
Il “ I l  < Il 2 ° 11 < + ” => ||u°|| < + »
Por tanto, estâ acotado.
Termina, asl, la demostraciôn del teorema 2
Nota 2.4.2.2.
De este teorema se concluye que si el conjunto de 
soluciones factibles del programa inicial estâ acotado, 
entonces los conjuntos de soluciones factibles de los 
restantes programas (PP^^) Y'k E  N , estân acotados. Co­
mo sabemos, una condiciôn suficiente para que las solu­
ciones factibles del programa inicial estén acotadas es 
que el conjunto de las restricciones lineales del citado
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programa sea compacte; lo cual se consigne exigiendo que 
las restricciones lineales formen un poliedro convexo.
Teorema 2.4.2.5.
Dado el programa:
Min. (Xp7 Wp)
' ba]o las restricciones:
r Xg = x° + CXp + DWj
o
(PP
Wg = Wg + C'Xp + D'Wj
an el cue canto la funciôn objetivo como las variables bâ­
sicas estân expresacas a través de las variables libres y
k £  X. Entonces,
( x “ ; w  ) =  ( X g : x _ = 0 ; w l ; v „ = 0 )  £  Y,(k
as soluc :tima de (PP '' si y sôlo si:
/
i Iz
Ik
@x.
> 0 y
( x „ = 0 , w _ = 0 )
(k
=  0
V ' , x _ = 0 , w „ = 0 )
Demostraciôn
La haremcs ocr reducciôn al absurde.
Supongamos que siendo ôptimo (x ; w ) ccurriera
107
t con
< 0 , podrîamos avanzar en la direc-
ciôn X. , haciéndose x, >0, sin perderse la fac- 
i i * * T
tibilidad. Llegarïamos a un punto (x ; w ) £  Y ,
que mejora la soluciôn anterior, con lo cual
(x°; w°) £  Y no séria ôptimo. Contradicciôn, que
tiene su origen en suponer que tal que
,(k\
< 0. Luego, y 3 es   ^ 0.
(0) \ ^  y (0)
,(k
b) Si ^  t con ,   ! 0, podrla ocurrir:
(0,
^ 0 ,  en cuyo caso avanzarlamos en la
direcciôn w. , con w, <0, obteniendo una solu- 
t ^t Q T
ciôn factible que mejora a (x ; w ) y, por tan­
to, esta soluciôn no séria ôptima. La contradic-
—1 3 P \ >
ciôn se origina al suponer que H t  con -r— ---
V f .  7(0)
(  3 p(k
< 0 ,  avanzarlamos en la direcciôn w\ 1 V Vf  j.» j-v v. x wü  - ,
V  J  (0) s
con W- >0, sin deshacer la factibilidad. La nue- 
t T
va soluciôn mejorarla a (x ; w ) y, por tanto.
ésta no séria ôptim.a. Contradicciôn que se origina
LeüL\ >
3 %  7(0)
al suponer que 4 t con ( ' |  ^0.
10 8
(k
Luego, V t  es   ) = 0
' /  %  /  (0)
Asl, pues, si (x°; w°) E  Y es soluciôn ôptima.
entonces:
' » 0 y 4 - L ) L )  - °
j (Xp=0;Wp=0) y  ^ ''f j (Xp=0;Wp=0)
I T
! Recîprocamente, si para (x°; w°) E  Y es:
{*)
'i > 0  = 0
y ^ ^ F  y  {Xp=0;Wp=0) Y ' "F y ( X p = 0 ; W p = 0 )
probemos que se verifican en dicho punto las condiciones 
de Kuhn y Tucker, y, por tanto, (x°; w°) £  Y^^ es una so 
luciôn ôptim.a de (PP^^).
En efecto, la funciôn Laçrangiana asociada a (P?^^)
L(x;w; }ju ;\ : ;) = P*^(Xp,*Wp) + * (Xg-x°-CXp-DWp) +
T T T
+ “ (Wg-Wg-C'X^-D'Wp) - ^ Xg - T Xp
En el punto (x°; w°) £  Y , se verificarân las condi 
oicnes de Kuhn y Tucker si y solo si:
arbitrarro en el s i g n e , ' F £ rP con p ^  mîn.{ m+k,n °
arbitrario en el signo, ■_“£  con h ^  k , ° x 0, i %  R^ y
La obtenciôn, en los supuestos a) y b) anteriores, de 
una soluciôn factible eue megora la soluciôn (x^; “
es inmediata, m.as no évidente. Se dem.uestra en la Nota
2 .4 .2 .3.
0, t;°E tales que:
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1 = ) c L
Ax°;w°)
y(x°;w°)
= = 0
=  0
(1)
(2 )
- U i H .
T T •
: - (C) u ° - T° = 0 (3)
F /(Xp=0;Wp=0)
3L
-,P(k - D , o
° F /(Xp=0;Wp=0)
- (D*) = 0 (4)
2°) (X, -x" ) = 01 b. b.
T° (X,, =0) = 0
^ “k
i = 1,. .. ,p 
j = 1,.. . ,h 
i = 1,.. . ,p 
k = 1,. ..,n-p
De (1)
De (2 ) =  0
De (3) V de = 0  =>
(5)
\ - F / ( X  =C;w =0)
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De (4) y de ij° = 0 =>
\ “ F J (Xp=0;Wp=0)
Pero, en (5) y (6), por cumplirse, por hipôtesis,
î l —)  _ _ > 0 y { \ = 0
F / (Xp-0;Wp-0) \ /(x„=0;w =0)
ha de ser:
T
C A + T° >, 0 (7)
T ^
D = 0 (8)
Tomando x° = 0 en (8), se obtiene en (7): 0.
Se comprueba, ademâs, que para taies valores tambiên 
se verifica la segunda ^condiciôn de Kuhn y Tucker.
Luego, si ! -i—  j ^ 0 y
\  - F / ( X p = 0 ; w p = 0 )
t T  ! = 0 ,  hemos encontrado que se verifican
\'’''f  /'(x  = 0 ; w  =0)
T
en el punto (x°; w°) las condiciones de Kuhn y Tucker, 
siendo À° = v° = = 0 y 0. Por tanto, conclu!
mos que (x°; w°) £  Y es una soluciôn ôptima para el
programa (PP ).
Queda, asi, demostrado el teorema 2.4.2.5.
Nota 2.4.2.3.
Segûn se ha indicado antericrmente, formulâmes la si
Ill
guiente :
Proposiciôn 2.4.2.1.
Dado el programa del teorema 2.4.2.5. (PP^^), sea
T
(x°; w°) E  si:
1  i £  (1, "  ,n-p } tal que f 4-|---  ) < 0 0
\ ' /(Xp=0;Wp=0)
-I t £  {1,.. ,k-h } tal que j-i'y-—  ■ | ¥ 0 , enton-^ Y  %  y(xp=0;wp=0)
ces la soluciôn se puede mejorar.
(k
Demostraciôn
1) Supongamos que ----- j <0 para algûn ]£{ 1, .. ,n-p}
Avanzarlamos en la direcciôn x^ con x^ >0.
Sea Xg = e > 0 
Como:
n-p
''b - ''b + ^  “^sk ^ ^  ‘^st'^f^ s = l,..,h
S 3 k=i k t=l t
Llegarïamos a la nueva soluciôn:
kfa. ' “b. * “ij " ‘ ^ P
Wy = w° + c V  : s =» 1,... ,h
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Y puede ocurrir:
a) Que todos los c^j^O. Entonces, la soluciôn obte 
nida es factible y irejora la soluciôn (x°;
Como X. = x° + c. . g ha de ser positive, bas-
b) Que algûn < 0.
= % .  ^ ‘^ij ^
r ^ b - 1taria tomar  ^ <m£n. / - — i—  > para que la solu-
i L Ü  J
ciôn obtenida fuese factible y se mejorarîa la so
2) Supongamos que ^ 0 Y que ^ t 1,..,k-h }
lucion de partida.
tal que
Puece suceder
para algûn t 6 “ Cl,.-.,k-h}
Àvanzarîamos en la direcciôn w- , con w, < 0.
La nueva soluciôn séria:
X, = x° + d . . Wg i = 1,...,P
“i “i "t
Wfo = + dg^w^ s = l,...,h
Wf = E < 0
Para que tal soluciôn sea factible, habrla ce ocu­
rrir que X. = x° + d. e >0 i = l,...,p
“i °i
- Si d^^ < 0  ' como : <0, conclulmos que la
soluciôn obtenida es factible y majora la solu­
ciôn inicial.
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- Si >0 para algûn i, bastarla tomar
m.âx. \ - -T  f para que la nueva solu-
dit>0 ‘^ ît J
ciôn obtenida sea factible y majore la solu­
ciôn inicial.
b) Por ûltimo, si ^ ^ ---  j < 0 para algûn
t£{l,...,k-h }, razonando de manera anâloga a
como se ha hecho en 2a), concluirlamos que la
soluciôn nueva obtenida es factible y majora la 
T
soluciôn (x°; w°) .
Queda probada la proposiciôn 2.4.2.1.
Convergencia del algoritmo
Vamos a demostrar que el algoritmo formulado conver 
ge al ôptimo.
Pueden presentarse dos posibilidades;
a) Se llega al ôptimo en un nûmero finito de pasos, es
decir, ^  k£lN tal rue P(x^) = P(x ), siendo x un a
soluciôn Ôptima de (PP'°).
b) No se llega en un nûmero finito de casos.
En este ûltimo caso, vamos a demostrar el siguiente;
Teorema 2.4.2.6.
lim. P(x^) = P(x )
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siendo P(x) la funciôn polinômica objetivo, {x^ ^k€.N
la sucesiôn de puntos, en las variables iniciales x^, 
obtenida aplicando el algoritmo y x una soluciôn Ô£ 
tima de (PP .
Demostraciôn
a) { P (x^)} jçÇ es monôtona decreciente.
En efecto, por la forma de obtener los x^, al apli 
car el algoritmo, se disminuye, en cada iteraciôn, 
el valor de la funciôn objetivo. Luego,
V k  6  N es P < P(x^)
b) \ ? (x^) estS acotada inferiormente por P(x ).
En efecto, como P(x ) es el valor m.inimo de la fun­
ciôn objetivo en todos les programas del algoritmo, 
se concluye que:
y k  C  N es P(x^) >P(x )
De las propiedades a) y b ) , se concluye que 
•-P(x^)} es una sucesiôn de numéros reales mo
nôtona decreciente y acotada inferiormente por P(x ) 
Luego, J lim.. P (x^)
}; -► + ao
k *Probem.os, finaimente, que lim. P (x ) = P (x )
k -*• + ”
De acuerdo con el algoritmo form.ulado, se prosigue 
la iteraciôn hasta eue se lleoa a un punto (x; w) eue ve-
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rifique el teorema 2.4.2.S., y, por tanto, x C Y e s  
una soluciôn ôptima del programa inicial. Luego,
lim. P(x^) = P(x) = P(x°)
Finaliza, asl, la demostraciôn del teorema.
2.4.3. Propiedad adicional del algoritmo para el caso 
cuadrâtico
Al aplicar el algoritmo establecido por nosotros al 
caso cuadrâtico, se obtiene el formulado por Beale [?] .
En efecto, supongamos que la funciôn objetivo es po
linômica de segundo grado, que pasamos del programa (PP )
al (PP^ '^*’^ ), que la variable anadida es z, (z- = x, Ô
^i ^i ^i
z, = w- ) y que la funciôn objetivo,expresada a través
de las variables libres, es: P (z , ,...,z^ ,...,z, ).
^1 "i ^t
Entonces, de acuerdo con las notaciones introducidas 
en 2.4.2.1., la ecuaciôn a ahadir es:
^i /(z, =0,..,Z, =Z . . , z,: =0)\ .
^1 ^i "i ‘t
Ahora bien, por ser P cuadrâtica, se sigue que
/  - p (k
es lineal y, como ! —— ----  I = 0 ,  resul-
'f .i \  ''(i /  0,
^i
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ta:
3P (k
\ + l , f , ‘f
'fi 1 ^ 4
4+l,f^ ) +...+ 4 + 1 , Zf^ (2)
Luego,
szg j (4 +1, ' 4 + 1 , fj_"'-'4+1,
Y la ecuaciôn (1) quedarâ:
4 +1 ,f, 4 +i,fj^^^f^"^f^ +...+ 4 + 1 , "  '^k+11 1
Y, conparando (2) y (3), résulta: 
(k
Es decir.
:-p
■4
k+1
? 3P
(k
3z, (k+1(z, =0,..,Zf =Zf 
^i "i
. , = 0) 
"t
(k+1
■4 fi
5P (k
El algoritmo para el caso cuadrâtico tiene una pro 
piedad muy importante, que ha sido formulada por Beale, 
en la referenda antes citada, y que podemos expresar me 
diante el siguiente:
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Teorema 2.4. 3. 1.
Dado el programa:
r
(p‘°)
Min. P(x)
siendo P(x) funciôn polinômica de segundo grado, convexa 
en Y^°, A G  M(m,n), b G, M (m,1) y ambas matrices de nûme­
ro s reales. Entonces, el algoritmo formulado por Beale 
aplicado al programa (P^°) es finito.
Nota 2.4.3.1.
Debido a la finitud del algoritmo para el caso cua­
drâtico, todos los teoremas vistos en el subapartado 2.4.2. 
son de aplicaciôn aqul,a los programas inicial (P^°) y f^ 
nal (P^f"), o programa en el que se alcanza la soluciôn Ô£ 
tima, va que en este caso ^  k £ N  tal que (P^^) = (P^f*).
2.4.4. Resoluciôn de un ejemplo
Considérâmes, a continuaciôn, un ejemplo con funciôn 
objetivo polinôm.ica de tercer grado.
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Sea el programa convexo:
(Pp(°)
— 3 3 2 2
Min. P (x^,X2 = x ^  + Xg + 2x^ + 2x^
bajo las restricciones:
X
. (O
X ^ +  X, = ?
X i % 0
(x^, x^, x^, X^) €. R**
i = l ,  2, 3 , 4
Elegimos como primera soluciôn bâsica factible:
(Xj^  = y, Xg = 0, Xj = y, Xj = 0)= x'°. El valor de la fun­
ciôn objetivo en tal punto es P(x^°) =
Las variables bâsicas en funciôn de las libres, son:
X, = -T - X,
X_ = ?  - X,
:i)
'3 2 "4
La funciôn objetivo, expresada a través de las libres
queda:
P^° (Xg, x^) = ( i  - X.,) ^  + X? 2(4 - x^)^ + 2x^'2' ■ -2 '
Veamos si es posible avanzar en alguna direcciôn li­
bre :
P (x.,,x.) 1 2 2
 --- - - J -------3( f - X;, 4. 3x2 y
:P^°(x^,x J2 ' 4 ' 1
£ _ i _  = - 4( i - x^) + 4 X j
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Particularizando en el punto (X2=0, x^=0)
T, (o'
= - T < 0 y f 3p(°
/w,0) 4 l a x ,
Por tanto, el descenso mâs rSpido se produce en la 
direcciôn x^.
Obtengamos el valor de x^ hasta el que se puede 
avanzar:
‘2 ^' 4
X2 = 0, sustituyendo estos valores en (1):
1^ = i  ' 3^ " i
Se llega, asl, a la soluciôn factible no bâsica de 
(PP^°): (X, = 4 , x ^ =  0, X, = 4 , X. = 4 ) /  con valor:1 2' 2 "^ 3 4' ^4 4'
1,
4' 4^p ( 4' 0 , 4 , 4 )  = 4  "
Para conseguir que la soluciôn obtenida se convier- 
ta en vértice, anadimos la nueva ecuaciôn con la variable
w, sin restricciôn en el signo:
(0 8
 ^'4
Résulta el nuevo programa:
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Min. P
bajo las restricciones:
X 1+X2+X3+X4
X
=  1
v_
L
1
8X4-W1 = 2
x ^ ^ O  i = 1,2,3,4
(x; w^) C
El punto (x^= J, X2=0, x^= x^= -j, w^=0) es vér-
è. 0 . i. i,tice de Y ^ ^, con P ( i, , 4» 4) ~ 4"
En este programa, réitérâmes la metodologîa del al­
go ri tmo.
Las variables bSsicas en funciôn de las libres, que
1
2 " X2
w.1 1
4 8
1 + ''l
4 ^ 8
(2:
La funciôn objetivo, expresada a través de las libre
cueda:
(1 , ( A - X2)^ + x^ + 2( i - + 2( j +
Com.probemos si se puede avanzar en alguna de las di- 
reccicnes libres:
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?P^^(x-,w ) 2 2
= - 3 ( i - x ^  + 3x,3X2 2 "2 ' ""2
Luego,
 ^ ' (x2=0,Wj^=0) \^°"1 / (X2=0 ,Wj =^0)
Por tanto, avanzamos en la direcciôn X2 . Veamos
hasta qué valor:
p ( l \  3 1
' - + 3 x ,  = 0 -> X, = T\ Sx / 4 ""2 " ' "2 4
^ / (X2 ,w^=0)
Como = 0, en (2) résulta:
^1 = 1 '  *3 = %' * 4 =  i
Se obtiene la soluciôn factible no bâsica de (PP^^)
(Xi = 4, % 2 =  V  *3 = i' *4 = V  " °)
. , 1  1 1 1. 9
4' 4' 4' 4^ ■ 32”
Ccmo la soluciôn obtenida ne es vértice de 
anadimos la ecuaciôn con la nueva variable v?2 sin res­
tricciôn en el sicnc:
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\ T
cP
Operêmdo:
A p - A
:3 0) 1 j = <_> 3(X2 - j ) = v?2
Llegamos, asl, al programa:
(PP^^)
Min. P(x^,X2 ,X3,x^) 
bajo las restricciones:
<
(2
X3+X4
=  1
K
3x-
L
8X4-W1 = 2
-«2 = I
x ^ ^ O  i = 1,2,3,4 
(x;W3^,W2) G  R®
El punto (Xi= x,= J, x^= -i, x^= |, 0, Wg» 0)
es una soluciôn bâsica factible de (PP^^), con
Réitérâmes la metodologîa del algoritmo para el pro-
( 2 ,crama (PP )
Expresamos las variables bâsicas en funciôn de las 
libres, quedando:
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1
1
3 ''2
2 “
+ 1
3 ''2
3 ^ -
1
8 ” 1
4
■ + 1
8 ^1
Anâlogcunente, la funciôn objetivo a través de las l_i 
bres,queda:
= ( 1 _ 1 w^) + ( i  + I  +
1 1 2 1 1  2 
+ 2( i - i w j  + 2{ i + i w^)
8 1 '
Comprobemos si es posible avanzar en alguna direc­
ciôn libre:
Como
p(2(w,,w?)
’W\ / (W^=0,W2=
(2
0 ) / (w^=0,W2 =
=0
0 )
conclulmos, por el teorema 2.4.2.5., que hemos llegado al 
ôptimo en (?P^^), con punto de ôptimo:
'*1= %' ^2= \> x^= J. x^= i, w^= 0, W2= 0)
Por tanto, el punto de ôptimo en el programa inicial 
(PP^°) es: (x^= J, X2= j, j) Y el valor ôptimo:
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Nota 2.4.4.1.
Al pasar de un programa a otro ahadiendo una nueva 
ecuaciôn lineal con una nueva variable sin restricciôn 
en el signo, dichfa variable nueva no puede entrar en là 
base en el paso siguiente.
En efecto, supongamos que se pasa del programa 
al (PP^^"*”^ ), k £.N, ahadiendo la ecuaciôn lineal:
(k+1 f I =
Y, per tanto, serS:
/ - p (k
z.
= 0 (1)
(k+1■1' {Zc = ;0)
"1 ‘1
dcr.de la variable z^ représenta a la variable x^ o a 
la .
Supongamos, adem.âs, que pasamos de la soluciôn bSs^
ca factible de ( ? P ^ ^ ) :  c a  la soluciôn bâsica facti
ble de (PP : { z^ *^ '*’* ; z^^^" • . Sea la nueva funciôn
B *1
objetivo, expresada a través de las variables libres,
'f -' ^k+l) c°ndeP*^ "*^ (^ z„; w. . T ) conde z„ représenta el con junto de va
riables libres que habîa en la funciôn P^^ exclu!da la 
variable z^ que ha pasado a formar parte de la nueva ba
Calculemos el valor de (—
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(k+1 \
3 k+1 / (2p=0; 3^ =0)
= -lllH  i_ (2)
3W.k+1 =“f, °''k+l1
(k+1 
k+1
s PY, al particularizar —   en el punto
a p(^(Zp=0;Wj^^j^=0) el punto correspondiente a — 2__
•f.
(z_=0;z, =z 1^ '*’^ ) . Luego, en (2): 
1 1
3p(k+l
'"k+1 / =  ,
7 \ =W)^ +i
(z-=0;z- = z \  / (z =0;z+ =zi^'*’^ )
'f fi fi ' fi fi
3z„ \
A z p = 0 ; z ^  = 2 ? + : )
‘1 ‘1
Es decir, la nueva variable no puede entrar
en la base en el paso siguiente.
El fundamento de la finitud del algoritmo para el ca 
so cuadrâtico se basa en la propiedad anterior y, ademâs, 
en que: ,
vA-P '^V  ;plk
^^fl/(z^ =zi'^+^;z =0) 1 ; I “ fl
(3)
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El razonamiento no es extensible al caso no cuadrâ­
tico debido a que la igualdad (3) no se verifica, en gene
ral, mâs que en el punto (z. = zl^^^ ; z_ = 0).
1 1
2.5, EXTENSION DEL ALGORITMO À LA PROGRAMACION POLINOMI- 
CA EN GENERAL
El algoritmo formulado por nosotros, se puede exten 
der a la Programaciôn Polinômica no Convexa.
Dado el progrêima:
(P) '
Min P(x)
bajo las restricciones: 
A x = b 
X t 0
x E ^
siendo ?{xj funciôn polinômica, A £  M(m,n), rg(A) = m, 
b£.M(m,l) y ambas matrices en R.
Al aplicar el citado algoritmo a este programa.nos
conduce, en el caso finito, a un punto x° que verificai
3p(k j ^ 0 y j 3P^
y  (Xp = 0;Wp=0) y  '^'f y(Xp=0 ;Wp*0)
[es decir, las condiciones de Kuhn y Tucker segûn hemos de 
mostrado en el teorema 2.4.2.5.).
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Si ademâs, en tal punto 
en el cual P(xl es convexa, entonces x° es un ôptimo lo 
cal, de acuerdo con el siguiente teorema tomado de Minoux,
M. [ 40 , Tome 1, p. 189.
Teorema 2.5.1.
Sea el programa:
^  Min F(x)
(P') /
bajo las restricciones: 
g^(x) ( 0 i E  1 = {1,
X E  a"
donde F(x) y g^(x) i g  I son funciones diferenciables. 
Entonces, una condiciôn suficiente para que x sea un ôp­
timo local de (P') es que:
a) Exista un entorno de x en el cual las funciones 
F(x) y g-(x) i E  I sean ccnvexas.
b) Se verifiquen en x las condiciones de Kuhn y Tucker.
A P I T U L O  3
LA PROGRAMACION POLINOMICA COMO UN PRO 
3LEMA DE PROGRAMACION MULTIOBJETIVO
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3.1. INTRODÜCCION
En este capitule, se présenta un enfoque nuevo de la 
Programaciôn polinômica, transformândola en un problema 
équivalente de Programaciôn multiobjetivo. Para ello, en 
el apartado 3.2., establecemos cuâles han de ser las fun­
ciones multiobjetivo y cuâl la relaciôn de preferencia 
(^  "mâs preferido que") en el conjunto factible 2 del pro 
grama multiobjetivo (Z C  R^, )c E  N , es el transformado 
del conjunto Y de las restricciones del programa inicial, 
mediante las k funciones multiobjetivo definidas). Se com- 
prueba que hallar el ôptimo en el programa inicial es equi 
valente a encontrar los elementos mâs preferidos mediante 
la relaciôn >- en Z (taies elementos, como veremos posterior 
mente, se denominan eficientes).
Se establecen, en la secciôn 3.3. (teorem.a 3.3.1.), 
las propiedades de la relaciôn .
Asociadas a la relaciôn anterior, se encuentran otras 
dos: "indiferente a") y ^  ^  "mâs preferido o in-
diferente que") que son tratadas en 3.4., dândose su defi- 
niciôn y establéeiëndose sus propiedades.
En el apartado 3.5., se definen el conj unto eficiente 
y la estructura de dominaciôn relatives a la relaciôn y- .
Se tratan seguidamente, secciôn 3.6., las propieda­
des de la estructura de dominaciôn D, probândose en el teo­
rema 3.6.1. qué elementos de R^ forman el conjunto D, en el 
teorema 3.6.4. se demuestra que D es aciclica y en el teore
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ma 3.6.5. se establece que D es un cono convexo y apuntado.
Finaimente, en el epigrafe 3.7., se prueba la existen 
cia de soluciones eficientes y se da la caracterizaciôn de 
las mismas. Se demuestra, en el teorema 3.7.1., que el con- 
junto de elementos eficientes es el transfoomado de las so­
luciones ôptimas del programa polinômico inicial; en el teo 
rema 3.7.2., se prueba la existencia de soluciones ôptircas 
para el programa inicial, y como consecuencia de los teore­
mas 3.7.1. y 3.7.2. se establece, en el teorema 3.7.3., la 
existencia de soluciones eficientes para el problema de pro 
gramaciôn multiobjetivo formulado. A continuaciôn, damos la 
caracterizaciôn de las soluciones eficientes a través del 
cono polar positivo estricto de la estructura de domina 
ciôn D (previamente prcbamos cuâl es la expresiôn de los co 
ncs polar positivo D° y polar positivo estricto D®°, teore­
mas 3.7.4. y 3.7.5.). Se demuestra, en el teorema 3.7.7., 
que les elementos eficientes de Z son aquellos taies que su 
producto escalar con los de es minime. Debido a la sen- 
cilla expresiôn de D®°, se profundiza aûn mâs sobre el con- 
junto de elementos eficientes z(Z; D) y sobre su ubicaciôn 
(teorema 3.7.8.). Por ûltimo, en el teorema 3.7.9., se esta 
blece que los elementos eficientes estân contenidos en la 
frontera de Z.
El estudio realizado, en este capitule, se ha formula 
do para el problema de mlnimo, un tratamiento anâlogo se ha 
ria para el caso de m.âximo.
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3,2. PLANTEAMIENTO DEL PROBLEMA
Sea el programa:
I Min P(x)
(I) y  bajo las restricciones: 
l^x £  Y C  r "
siendo P(x) funciôn polinômica en Y e Y conjunto com
pacto de R^ para la topologla usual.
La funciôn polinômica P(x), la podemos expresar co­
mo suma de k funciones polinômicas:
P(x) = P^(x) +...+ Pjç(x)
en las que cada P^(x), i = l,...,k, no depende, en gene­
ral, mâs que de algunas de las variables x^,...,x^.
Consideremos la aplicaciôn T : Y —^R^ definida
asf ;
= f
T{x) = (P^(x),..., P^(x)) - x £ Y
Sea Z = Im(T) = T(Y) =
( , . . . , Zj^)£ R^ / ^ x  £  Y tal que T(x) =<P^ (x) , . . . ,P^ (x)
= (Zj^ , . .. ,Zj^ )
Definiciôn 2.3.1.
En Z establecemos la siguiente relaciôn binaria 
( >  "mâs preferido que"):
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Dados ( z ^ , . . ( z ^ , , . . , z ^ )  g: Z:
(z^,...,z^)> (z^, . . . , ZjJ.) <-> z^ + . . .+Zj^  < Z[+.,.+Zj^
Nota 3.2.1.
Dado el programa (I), si llamamos al conjunto de
soluciones poptimas del mismo, se verifies que:
x° E  <— > V x £ y - S ^ :  P(x°) < P(x) <— >
< = > V x E V - S ^ :  P^(x°)+. .-Pj^(x°) < P^(x) + . .+Pj^  (X)
<=> (P^(x°) , . . ,Pj^(x°) ) >  iP^(x) , . . . ,Pj^(x) Y'x E  Y-Sq
por definiciôn de )>■
<-> (z°,...,z°) >  (z^,...,Zj^) W (  z^ , . . . , z^) E  Z-T(S^)
con ( z°, . . . , z^) = T(x°)
<=> ?  ( , z^) E  2 tal que (z^, . . , z^) )>- ( z° , . . , z°)
con ( z°, . . , z,°) = T(x°)
Luego, hallar el ôptimo ce (I) es équivalente a ob­
tener los elementos m.Ss preferidcs para la relaciôn ^  en el 
conjunto Z o equivalentemente obtener aquellos elementos 
tales cue no existan otros cue sean mâs preferidos que ellos.
?or tanto, el programa tl) es équivalente al siguien 
te problema de programaciôn m.ultiobjetivo :
Min ( P^ (x) )
^11) y ta]o las restricciones:
X £  Y C
entendiendo por Min (F^ (x) , . . . , Pj^  (x) ) el encontrar aquellos 
elementos de Z tara los eu a les no exista elemento alcu.no de
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Z que sea mâs preferido que ellos respecte de la relaciôn ^  , 
siendo (x) i = 1,.., k e Y las funciones y el conjunte 
anteriormente especificados.
3.3. PROPIEDADES DE LA RELACION
Definiciones previas 3.3.1. (Fishburn [l^ y [isj )
Una relaciôn binaria definida en C CZ R^ se dice que
es:
i) Reflexiva si E  C es u ,>• u
ii) Irreflexiva si Y ^  G  C es u ^  u
iii) Simétrica si u , > - v „ > v > - u  u , v E C
iv) Asimétrica si u v v ^  u u,v£ C
v) Antisimétrica si u,>-v y v u u = v u , v £  C 
vi) Transitiva si u ^ v  y v>-w => u ^ w  u, v , w E  C
vii) Negativamente transitiva si u ^ v  y v ( ^ w = >  u ^ w
u,v,w £  C
viii) Compléta si \fu,v^ C es u ^ v  ô v u
ix) Un orden parcial estricto si es irreflexiva y transit: 
va.
x) Un orden débil si es asimétrica y negativamente trans: 
tiva.
Teorema 3.3.1.
La relaciôn >- definida en Z es irreflexiva, asimétrica, 
transitiva y negativamente transitiva. Por tanto, >- es un or
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den parcial estricto y un orden débil.
Demostraciôn
1°) es irreflexiva
En efecto, W ( ,..., z^)£  z como 
Z^+..., + 2^ ^ 2^+...+ Z^
ello équivale, per definiciôn de >- 
(z^,..., z^ ) y A  (z^,..., z )
2‘) A- es asimétrica
En efecto , dados ( z z ^ )  , (  z^,..., z^ )^ £  Z si
VZ^,..., Z^ ) z . , . . . , Z^ ;
ello équivale, por definiciôn de
z^+. . . + z^ < z! z^
lo cue implica que;
z^+. . . + z^ < z, *. . . + z.^ 
y ello équivale, por definiciôn de J>-
3') > " es transitiva
Efectivamente,
z y  , ( z^, . . , z y  E  2 tales
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que {Zy.., z^) (zj^,.., z^) y Zj^)>(z^,..,
Ahora bien,
por definiciôn de >
( 2 ^ . , 2^ ) {z * • f 2j^ )<mk> 2 2+ . . + 2^  ^ 2 • • + 2^
(Z^,.., Z^ ) (Z^,.*, Zj^)<*> 2 2^ +. . + Z^  ^ Z^+**+ Z^
por definiciôn de )>-
=> Zj^+...+ z^ < z^+...+ zj^
ello équivale, por definiciôn de que:
(Z^f**., 2^) (Z^,**., Z^)
4°) ^  es negativamente transitiva
Sean (z^,.., z^) , (zl^ , . . , z^) , (z^,. . , z^) E  Z
taies que:
(z^,. . ,Zj^ ) (z^,. . ,Zj^ ) y (z^,. . , z^)y^ (z^, . . ,z^)
Entonces:
(z^,..,Zj^)^ (z^,..,Zj^) ello équivale, por definiciôn ce 
z^+..+Zj^ -t z^+. .+Zj^  lo que es équivalente a;
<
Z^+. . +Z^ = zj^+..+Zj^ (1)
Z^+..+z^ > z^+..+z^ (2)
1 36
Anâlogamente,
(z^,..,z.^) équivale por definiciôn de ^  
z^+..+Zj^ 4: z'^+..+2^ lo que es équivalente a:
z'+..+z- = z-- + ..+z^ (3)
Z-+..+Z- > z^+..+z"^ (4)
Si (1) y (3) => z^+..+z^ = z^+..+z^ =>
por definiciôn de >- 
Z^+..+Z^ < <i>
k  ^ "1 "  K
=> z^ + . . + z.^  < z^+. . - z^ +
por definiciôn de
1 "  ' ' ^k^
Si (2) y (3) => Z.+,.- z. > z^+..+ z^ =>
z + * , , Fcr definicidôn de >-
Si (2) y (4) -> 2^-^..+ z,^ > z^+..+ z^
Zi+..+ z^ i z^+..+ Z^
por definiciôn de ^
\ z {z , • r Z^ )
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Luego, )>■ es negativamente transitiva.
Segûn las definiciones ix) y x) anteriores, como ^  
es irreflexiva y transitiva, se sigue que >• es un orden par 
cial estricto y por ser ^  asimêtrica y transitiva, se con- 
cluye que ^  es un orden débil.
3.4. DEFINICION Y PROPIEDADES DE Y
A partir de la relacidn de preferencia ^  definida ar 
teriormente en Z podemos establecer otras dos relaciones b: 
narias en Z :  ^ Y ^  ( '\- "indiferente a" y ^  "mSs pre-
ferido o indiferente que").
Definiciôn 3.4.1.
Dados (z^,.., z^), (z^,.., Zj^ ) £  Z, se dice que:
(z^,..,Zj^) (zjy. -,z%) si y sôlo si
( (Zj^,..,Zj^) ( z ^ . . , Zj^  ) y
.) (z^,..,Zj^) ^  (z^,..,Zj^) si y s61o si
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Teorema 3.4.1.
La relaciôn binaria definida en 2 verifica las
siguientes propiedades:
1°) Es de equivalencia 
2») \/(a^,.. ,a^J e  Z:
^(a^,. . ,a^^ = { (x^, . . , G  Z/ x^+. +x^ = c, c a
k ^  Jl_
= { (X. , . . ,x^) E  R / %  X. = c ,  c ^ Z
 ^ ^ 1=1  ^ i=l ^
siendo T( a^ ,. . , a^ )^ J la clase de equivalencia de repré­
sentante (a^,..,aj^)£ Z.
1 = { H n Z / H es un hiperplano de de ecuacidn
k
^  x^ = c, c=T"a^ (a^, . . ,a^)E Z }
)e!r.cstraci6n
Veamcs, previamente, que dados
(x,,..,x^), (x^,. . ,x,^ ) G. 2 , entonces
(X^, . . ,Xj^ )'-u {X^, . . ,Xj^)< =  >X^+. = xj^+. . +x^ (1)
En efecto, por definiciôn de :
(x^,..,x^) ^ (x^,..,Xj^) si y sôlo si
( X 2 f ' . t x^ ) ( X  ^. . , x^ ) y ( X ^  , x^ ) ( X ^ . , ,
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Pero lo anterior, segûn la definiciôn de ^  :
(x^,.. ,Xj^ ) ^  (x^,. . ,Xj^ ) <-> %!+ +x^  ^xj^ +. .+x^
(X^,. . ,X]^)^^ (x^,. . ,Xj^ ) <=> x^+. . +x^ t x^+.. +x
Xj^+....+Xj^ = x^+...+ xj^
Luego,
(X^,,.,Xj^)'\/ (x^,..,x^) <— > x^+. .. +x^ = x^+.. . +x^
Probemos, ahora, la primera p r o p o s i c i ô n : e s  una re­
laciôn de equivalencia.
a) es reflexiva
En efecto, ^(Xg^, . . ,x^) 6  Z es
(x^,. . ,x^) ~ (x^,..,Xj^) en virtud de la propiedad (1)
t) ~ es simëtrica
En efecto, dados (x^,..,x^), (x^,..,x^)G Z si
(1)
(x^,. . ,x^) (xj^,. . ,x^) <=> x^+. . +x^ = x^+. . +x^ <=>
<“ > (x^,..,x^) ~ (x^,..,x^)
c) es transitiva
Efectivamente, sean (x^,. . ,x^) , (xj^ , . ,x^) , (x^,. ,x^)G 
taies que:
( X ^ , • • , x^ ) 1 ( X 2,.. , ) y ( X 2,. " , ^ (x^^,.., x^ )
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De acuerdo con la propiedad (1)
(X^, . . ,X^) (Xj^ , . . ,X^) < = > X^+..+Xj^ = X^+..+Xj^
(x^,. . ,x^) {x'^,..,x^) <=> x^+. . +x^ = x’^+..+x”
(1)
= 1 x^+..+x^ = x'^+..+xj^ (X^,..,Xj^) ~ (x^ ', . . ,Xj^ ’)
Luego, es una relaciôn de equivalencia en Z.
Probemos, ahora, que \j/(a^,..,a^) G  Z:
r k
r  ^  1 ' ' ' U ~ {(x^,..,Xj^) G Z  / x^+..+Xj^ = c, con c=^_a^ }
i=l
En efecto, por definiciôn de clase de equivalencia;
' ^ ^ 1 ' ' ' ' ^ k U ” (x^,. . ,Xj^ ) e  Z / (x^,. . ,x^) -, ( a ^ , a^ ) }
Y per la propiedad (1):
(X^ . , x^) ^ (a^ , . . , aj^)<=> x.+..+Xj^ = a^+. .+a^
k
Haciendo c =)  a . , x, + ..-rx, = c
i=l -  ^ ^
Luego:
r 1 k k
! '^1" ' '^kU = (x^, . . ,x^) 6  z y ~ x^ = c, con c = 2 Z a ^ }  =
k k i=l
= { (x^ , . . ,x. ) E  R ' / ^ X  = c, con c = ^ a  . } Û z
i=l i=l
Demostremos, finalmente, cue:
k k ■\
Z/, = .'■ H a Z/ H es un hioerpiano de R de ecuaciôn ^ _ x . =c , I
' k i=l ^
con c = ^ _ a ^  y (a^,. . , a^) ^  Z j
Es una consecuencia de la proposiciôn anterior, ya 
que V(a^,.. ,a.^ ) S. Z su clase de equivalencia es la inter-
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k k
secciôn de Z con el hiperplano ^  x .^ = c, siendo c = >  a ..
i=l i=l
Teorema 3.4.2.
La relaciôn binaria ^  definida en Z es reflexiva, tran 
sitiva, negativamente transitiva y compléta.
Demostraciôn
(1)
Probemos antes que dados
(Xj^ , —  ,x^) , (xj^ , —  ,Xj^ ) G  Z, entonces
(x^,.. ,x^) >(xJ^,..,x^j <-> x^+. .+x^< x^+. .+x^
En efecto, por definiciôn de ^  :
C . f (X ^ ,x^)
(X^,..,Xj^) ^  (X^, . . ,Xj^ ) <=> < ô
\(x.,..,X. ) (x.,..,X. )
definiciones de ^  
y de
+ Ç Xj^ +. .+Xjç ( Xj^ +. .+x^
6 > <-> x^+. . +x^ ( x^+..+Xj^
Xi+..+x^ = x^+..+x^ )
Pasamos a probar las propiedades enunciadas en el teo­
rema para la relaciôn ^  .
a) es reflexiva
En efecto, Y ( x ^ ,.. . ,Xj^ ) E  Z, como
x, + ..+x. = X-+..+X. , ello équivale, por una propie-
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dad de la relaciôn
(x^,..,Xj^) % (x^,..,x^>, de donde concluîmos que:
( X 2 f • •
es transitiva
Sean
( X ^ - .‘ / x^ ) f ( X ^ . ., X^ ) , ( X 2, " . , Xj
(X^ f * ' (X^, ..,X^) y (x
Ahora bien.
( X 2 f • *,Xjç) -^(x^, .
(1)
• = > X^+.
(X^/-.,Xj^)-^ (x^,. X " )  ^^  ^ x ' +
(1)
X^+ .+x^^ X • • '*'X^  < = >
>
es negativamente transitiva 
En efecto,
sean (x^, . . , x^) , (x , . . , x^) , ix" , . . ,x.^ ) G  Z ,  taies que
(x^,. . ,x^) ^  (x^, . . ,Xj^ ) y ix'^ ,. . ,x^)^ ix’^,. . ,x^ ) 
Ahora bien:
V  (1) ^
 ^X ^ • • / Xj^  ) % ( X 2 f " " f x^ ) <=> X 2^ x^ x^+**’+'Xj^ ^
^  , < r
X ^  , . . , 1 ( X . r X^ ) <— > X . ^ X^ X ^ + - . "^ Xj^  J
>x^+. .+x^ I
x^+..+x^>x^+..+x;;f-> ''i+-'+:'k> x^+..+x;;<->
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Xi+..+Xj^^ x^+..+x^<-> {x^... ,x^) ^  {x^,..
d) es compléta
En efecto,
sean y(x^^,... ^ ec^ ) , (x^,... ,x^) G  Z, entonces
x^+..+x^ ^  x^+..+x^ 6 x^+..+x^ ( x^+..+x^ <— >
(x^, • • , Xj^  ) ( X2 ,. • f Xj^ ) Ô ( X2 f . » f Xjç ) (X2 # • • , Xj^  )
3.5. ELEMENTOS EFICIENTES Y ESTRUCTURA DE DOMINACION RELA 
TIVOS A ^
Definiciôn 3.5.1.
Sea la estructura de orden { Z , ^  ), un elemento 
(X2,..,x^)G  Z se dice que es eficiente respecte de la re 
laciôn >- si ^ ( ^ 1' • • G  Z tal que (X2».., x ^ ) ^  (X2,.,x^
El conjunto de elementos eficientes serâ denotado asi:
E (Z, >- )={ (X2,. ,Xj^)E.Z/^ (X2,. ,X^)G Z tal que (X2#. ,x^)>-(x. 
Nota 3.5.1.
Segûn la nota 3.2.1. y la definiciôn 3.5.1., obtener 
el ôptimo en el programa inicial (I) es équivalente a deter 
ir.inar los elementos eficientes de la estructura de orden 
(Z, >  ) .
Nota 3.5.2.
S i ^ h u b i e r a  sido un orden en Z, entonces los elemen-
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tos eficientes serlan los elementos maximales de Z respec­
te de la relaciôn >-.
Nota 3.5.3.
La relaciôn de preferencia >• , puede expresarse a 
través del concepto de estructura de dom.inaciôn dado por 
Yu [ 51].
Por otra parte, a efectos de simplificaciôn de las 
demostraciones, definiremos la estructura de dominaciôn en 
un conjunto que contenga a 2. Concretamente tomaremos R^.
Ademâs, consideraremos extendidas las definiciones 
de a R^ tomando como definiciones de las mis-
mas las dadas en 3.2. y 3.4.
Definiciôn 3.5.2.
Y%=(x^f..,x^)G R llamaremos factores de dominaciôn 
relatives a % al siauiente conjunto:
D (x) = { d G  R^/ X >. x+d ; U ■' J ;
siendo d = (d^, . . , y 0 = ( 0 , . . . , 0 ) G  R^
La aplicaciôn de punto a conjunto:
up(R^)
 ^X ^ , g ^  D{x^,... , Xj^  )
se denoir.ina estructura de dominaciôn asociada a la relaciôn- 
siendo jP (R^) el conjunto de las partes de R^.
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En lo que sigue, identificaremos la estructura D 
con su imagen.
Nota 3.5.4.
Podemos redéfinir los elementos eficientes de (Z,>-), 
mediante la estructura de dominaciôn D.
Por definiciôn, es:
E ( Z ,>> ) = { X G  Z / ^ x E z  tal que x >- x }
Pero,
X X <— >2 d G  D (x) - {0} tal que x = x + d <— >
<=•> X G  X + (D(x) - {0} )
Luego,
E ( Z , >-) = { x G z / ^ x G z  tal que x G  x + (D (x) - {0} ) }
Y, cuando consideremos la estructura D asociada a 
escribiremos E(Z, D ) . Por tanto,
E (Z, D) = { X G  Z / ^ x G Z  tal que x G  x + (D (x) -{0} )}
3.6. PROPIEDADES DE LA ESTRUCTURA DE DOMINACION D
Se deir.uestra, en este epîgrafe, un conjunto de propie
dades de la estructura D que nos servirâ para probar la
existencia de soluciones eficientes y precisar con gran de- 
talle la ubicaciôn de las mismas.
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Teorema 3.6.1.
La estructura D viene dada por la expresiôn:
D = ;(x^,..,x^) E  / X2+..+x^ > 0} U {(0,..,0) } 
', por tanto, D es una aplicaciôn constante.
Demostraciôn
Ytu^,.. ,Uj^ ) €T R^ es:
DCu^,. . ,u^) = { (x^,. . ,x^)E R^/ (u^,. . ,u^) (u^,. ,Ujç) + (x^, . ,Xj^ ) }U { 0}
= '(x^  ,. . , x^)E R^ / U 2+. . +Uj^  < U2+. . +u^+X2+. .+x^ } U { (0, . . ,0)} =
(x^,. . ,x^)G R^ / x^+. .+Xj^  > 0 :• U { (0, .. ,0)}
Luego, la imagen de cualquier elemento de R^, me 
diante D, es siempre el mismo conjunto. Por tanto, co­
mo hemos convenido en représenter Im(D) por D, résul­
ta :
D = { (x^,. . ,Xj^)G R^ / X 2+. . . +x^ > 0 } U { {0,. . ,0)}
Por otra parte, segûn hemos visto antes, la imagen 
de cualquier elemento de R^ es siempre el mismo conjun 
to de R^. Luego, D es una aplicaciôn constante.
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Nota 3,6.1.
En virtud del teorema 3.6.1. y de la forma en que se 
ha redefinido E(2,>-) mediante D (Nota 3.5.1.), podemos 
expresar de modo mâs simplificado el conjunto E(Z, D)y 
quedando asi:
E ( Z, D) = { X G  / ^ x  G  Z tal que x G  x + (D - {0})} 
Definiciôn 3.6.1.
Se dice que una estructura de dominaciôn D C  es:
i) Asimétrica si
d G  D (y) , d 7^ 0 =”> -d ^  D (y+d) G
ii) Transitiva si
d G  D (y) , d' G  D (y+d) => d+d' G  D (y) Y  Y ^  R^
iii) Aciclica si N nunca ocurre que:
y ^ G  + (D(y^)-{0} ), y^ G  y^ + (D(y^)-{0> ),...,
y" G  y^ + (D(y^)-{0) )
con  ,y^ G  R^
reorema 3.6.2.
La estructura D C  R^ es asimétrica y transitiva.
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Demostraciôn
Segûn hemos visto en el teorema 3.6.1., D es cons­
tante.
‘ Por otra parte, de la definiciôn 3.6.l.i), D es as^ 
métrica si (d^,..,d^)G D, (d^,..,d^) ^ (0,..,0) =>
=> - (d^,. . ,djç) ^  D
Pero,
{d^,..,d^)G D
(d^,..,d^) f (0,..,0)
Teorema 3.6.1.
= > - (d2+. . .+dj^ ) < 0 => - (d^, • ■ • ,dj^ ) ^  D
Luego, D es asimétrica.
Por otro lado., definiciôn 3.6.1.il), D es transiti-
(d^, . . ,d^) G  D, (d2 , . . ,dj^ )G  D (Ô2, .. ,d^) + (d^,. . ,d^) E  D
Ahora bien,
(d2,.-,d.^)G D<=> d2+. . . +d^ > 0 ô (d2, • . , dj^ ) =• ( 0,. . , 0,
Teorema 3.6.1.
ic^,..,dj^)E D<=> d^+...+d^ > 0  ô (dj^,..,dp = (0,..,0)
<
(d2+. .+d^) + (d2+. •+dj^ ) > 0
(d2 , . . , dj^ ) + (d* , . . ,dj^ ) = (0,..,0)
>
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“ > (d^,... ,d^) + {dj^,... ,d^) G  D 
Luego, D es transitiva.
Queda demostrado el teorema 3.6.2.
Enunciamos a continuacidn, el siguiente resultado 
tornado del libro : "Theory of Multioh^ective Optimization" 
de Sawaragi,Y., Nakayama,H. y Tanino, T.S. [ 42]
Teorema 3.6.3.
Si una estructura de dominaciôn D C  es asimé­
trica y transitiva, entonces es aciclica. Por otra parte, 
si una estructura de dominaciôn D C R^ es aciclica, en 
tonces es asimétrica.
Como consecuencia de los dos teoremas anteriores, 
establecemos el siguiente:
Teorema 3.6.4.
La estructura de dominaciôn D C  es aciclica.
Demostraciôn
Por el teorema 3.6.2., D es asimétrica y transitiva. 
Y por el teorem.a 3.6.3. , se sigue que D es aciclica.
Quedando, asl, demostrado el teorem.a.
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En el teorema que daremos seguidamente, se prueba en 
primer lugar, que D es un cono, y por ser D constante 
(segûn se ha visto en el teorema 3.6.1-) las propiedades 
de transitividad y asimetrla de la estructura D son equ^ 
-valentes a^otras dos propiedades de los conos.
Para la demostraciôn del mencionado teorema, necesi- 
tamos previamente algunas definiciones.
Definiciôn 3.6.2.
Un subconjunto K de se dice que es:
i) Cono si K, >0, a E  R -> ax G  K
ii) Cono convexo si:
a) K es cono y b) K es convexo
iii) Cono apuntado si:
a) K es cono y b) x p ^ O  - x ^ K
Se demuestra fScilmente, que:
I 1°) K es un cono 
K C  R^ es un cono c o n v e x o <
( 2 °) Y ^ ' y S K  => x+y G  K
Teorema 3.6.5.
D CZ R^ es un cono convexo apuntado.
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Demostraciôn
Probemos, en primer lugar, que D es un cono.
Por el teorema 3.6.1., sabemos que:
D= '(x^,. . ,x^)E / x^t. . +x^ > 0 } U {(0,. . ,0)}
Sean Ytx^,. . ,x^) G  D y a >0
Si (x^,..,x^) ^ (0,..,0),.se sigue por el teorema
3.6.1.
x^+i..+x^ >0 
Y por ser a > 0
3 x^ -t-. . . . + a x^ > 0
Ello implica,por el teorema 3.6.1.:
( 3 x^, . . . , 3X^) E  D <=> 3 (x^, .. ,x^) E  D 
Si (x^,...,x^) = (0,..,0), concluîmos que :
' (x^,..,x^) = (0,..,0) y (0,..,0) G  D 
Luego,
Vtx^, .. ,x^) E D, Y'ieR, 3 >0 => 3 (x^, . . ,x^) G D
Por tanto, D es un cono.
Demostremos, ahora, que D es un cono convexo.
Sabemos, por lo probado anteriormente, que D es 
un cono y, por el teorema 3.6.2., que D es transitiva.
Ahora bien,
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D cono "S j D cono
y ><->< y
D transitiva j E  D => d + d'E D
iD cono
D convexo 
Luego, D es un cono convexo.
Probemos, finalmente, que D es un cono apuntado.
Hemos demostrado ya que D es un cono y, por el 
teorema 3.6.2., D es asimétrica.
Ahora bien,
fD cono
D cono y D asimétrica ,4 '
Y d 6 0 , à fi 0 =^ > -d ^
<=> D es un cono apuntado. 
Termina, asl, la demostraciôn.
3.7. EXISTENCIA Y CARACTERIZACION DE LAS SOLUCIONES EFI_ 
CIENTES
En este epîgrafe, pasamos a estudiar el nûcleo cen­
tral de este capitule, probando la existencia de solucio­
nes eficientes del programa multiobjetivo formulado y ca- 
racterizando dichas soluciones eficientes. La caracteriza
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ciôn se realize de dos formas distintas: la primera como con 
junto transformado, mediante las funciones multiobjetivo de- 
finidas, de las soluciones dptimas del programa inicial y la 
segunda a través del cono polar positivo estricto de la es­
tructura D y posteriormente, debido a la sencilla expre- 
siôn de se précisa aûn màs la ubicaciôn del conjunto
E(Z , D).
Definiciôn 3.7.1.
Un elemento x G  Y se dice que es una soluciôn efi­
ciente del problema de progreunaciôn multiobjetivo (II) con 
respecto a la estructura de dominaciôn D si 
T(x) = (?2(x) ,...,P^(x))G E(Z , D)
Teorema 3.7.1.
E(Z , D) = T (S^)
(I). Y, por tanto, es el conjunto de soluciones eficien
tes del programa (II).
Demostraciôn
Probemos, en primer lugar, que T(S^) c  E (Z , D) . 
(x^, . . . T(S^) <->
J x° G  tal que T(x°) = (x^, —  ,x^)
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-> 2  E  Y, con T(x°) = (x^,. .. , talque
P(x°) < P(x) Y x E  Y <->
<— > 2 Y, con T(x°) = (x^, .. • ,Xj^ ) , tal que
^  X E  Y verificando que P(x) < P(x°) <— >
<“ > 2 E  Y, con T(x°) = (x^,.. . ,Xj^ ) , tal que
Def. 3.2.1. ^ x  E  Y verificando que T(x ) ^ T ( x ° )
c-> 2 ^ ° ^  Y, con T(x°) = (x^, . . . ,x^) , tal que ^ x E  Y
verificando que (P,(x),..,P. (x)) ^  (P.(x°),..,P. (x°)) 
Def. 3. 7.1. ^
<-> 2 x°E Y, con T(x°) = (x^, . . . ,Xjç) , tal que x° es
una soluciôn eficiente al problema de programaciôn 
multiobjetivo (II) <— >
'^ T> 2 ^°^ Y tal que T(x°) = (x^, . . . ,X]^ ) E  E(Z, D)
Def.3.7,1.
Luego,
ycx^ / . . . , Xj^ ) E  T (S^) “ > (x^, . . . ,x^) E  E (Z, D)
Per tante,
T(S^) C  E(Z, D) (1)
Reciprocamente, demostremos que E(Z, D) C  T(S^).
En efecto:
'<-':x2, .. . ,Xj^ ) G  E (Z, D) => 2  G  Y tal que
T(x°) = ( X X .  ) E  E(Z, D) <— >
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Def. 3.7.1.
<-> 2  E  Y , con T(x°) = (x^» —  ,X]^ ) , tal que x°
es una soluciôn eficiente del programa (II) <— >
<-> 2  E Y, con T(x°) = (x^,...,3^), tal que
T(x°) >  T(x) y x  E Y <->
<-> 2 ^ ° ^  Y, con T(x°) = (x^, ... ,x^) , tal que
X E  Y verificando que T(x) >- T(x°) <— >
2  X ° E  Y, con T(x°) = (x^».. . ,Xjç) »' tal que
X E Y verificando que P(x) < P(x°) <— >
i
2 x°E Y, con T(x°) = (x^ , . . . ,Xj^ ) , tal que 
Y x  E  Y es P(x°) P(x) ->
2  x ° E  S^, con T(x°) = (x^, —  ,x^)
Por tanto,
(x^," " ,x^) E  T(S^)
Luego,
Y(X2, . . . ,x^ ) E E(Z, D) -> (x2,.-.,Xjç) E T(S^ )
Concluîmos, por ello, que:
E(Z, D) C  T(S^) (2)
De (1) y (2), se sigue que:
E(Z, D) = T(Sq )
Y, de acuerdo con la definiciôn 3.7.1., concluîmos
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que es el conjunto de soluciones eficientes del pro
grama (II).
Quedando, asl, probado el teorema.
Teorema 3.7.2.
Sq / 0 , siendo el conjunto de soluciones ôpt^
mas del programa (I) (que, como se ha visto en el teorema 
anterior, coincide con las soluciones eficientes del pro­
grama (II)) .
Demostraciôn
El programa inicial es:
Min P(x)
(I) </ bajo las restricciones :
X e Y C  R '"‘
siendo P(x) funçiôn polinômica e Y compacto en R^ con la 
tcpclogla usual.
Tenemos, por tanto, que:
?(x) es una funciôn continua (por ser P(x) polinômi 
ca) en el canjunto compacte Y, luego, de acuerdo con el 
teorema de Weierstrass, P(x) alcanza su mSximo y su mini­
me absolûtes en Y. Por consiguiente,
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S ^ = { x € Y / x  es soluciôn ôptima del programa (I)} ■ 
= { X g  Y / X es minimo absolute de P(x) en Y } =
= { x G  Y / X es soluciôn eficiente del programa (II) }
Con lo que se termina la demostraciôn.
Teorema 3.7.3.
E(Z, D) / 0
siendo E(Z, D) el conjunto de elementos eficientes de Z 
respecto de la estructura de dominaciôn D.
Demostraciôn
Por el teorema 3.7.2., f 0 <— > T(S^) ^ 0
Ahora bien, por el teorema 3.7.1.,
T(S^) = E(Z, D)
Luego,
E(Z, D) 0 
Queda, asl, probado el teorema.
Nota 3.7.1.
La demostraciôn de que E (Z, D) 0, podfamos tam- 
bién haberla realizado utilizando un teorema dado por
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Hazen y Morin[ 3l] , que se basa en la aciclicidad de una 
estructura de dominaciôn bajo ciertas hipôtesis. Hipôte- 
sis que verifica la estructura D obtenida por nosotros.
Para dar otra caracterizaciôn mâs précisa del con­
junto E(Z, D), vamos a considerar los conos polar positi 
vo y polar positivo estricto de la estructura de domina­
ciôn D.
Definiciôn 3.7.2.
Dado X CI R , X / 0, se denomina conjunto polar 
positivo de X y lo denotaremos X°, a:
X^ = { X G  / <x,x>  V 0, Y x G X }
Anâlogamente, se denomina conjunto polar positivo 
estricto de X y se denotarâ X^°, a:
X®° = { x S r ^ / < x , x > >  0, '/x G  X, X 0 }
siendo <. , .> el producto escalar habituai de ?P 
respecto de la base canônica, es decir,
< X , y > = ^  x.y.
Se demuestra de forma inm.ediata que X° es un cono 
convexo cerrado y que X^° es un cono convexo.
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Pasamos a estudiar las expresiones de los conos
Teorema 3.7.4.
El cono polar positivo D° estâ dado por la semi-
rrecta:
D° = { (x^,..,x^) G  R^/ x^=Xg=..=x^ y x^ ^ 0 i= 1,..,k }
Demostraciôn
Sea:
r°={ 'Xj^,., ,Xj^ ) G  R / y ^ 0 i = 1, .. ,k
Demostremos que r° = D°
1") r ° c  D°
En efecto .. ,x^)G es x^=.. .= x^ ^ 0
Luego,
Yx*=(x^#. . ,Xj^)G D es> por la forma analîtica de D,
* ■ k * * *
< X , X > = >  Xj^ Xj^  = x^ (x^+. . .+Xj^ ) ^ 0
i=l
Luego, X G  D°. Por tanto, Y ^ G  — >x G  . Es
decir.
r° C  D° (1)
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2®) Reclprocamente, probemos que D ° c
Para ello, vamos a demostrar tres proposi- 
ciones;
a) D ° C  D
b) Y x  = (Xj^,. . ,Xj^ ) £  D° x^ ^  0, . . . ,x^ > 0
c) Y x  = (Xj^,.. . ,Xj^)G D° x^ = Xg = . = x^
Demostraciôn de a)
La haremos por reducciôn al absurdo.
Si D°<5^D => g x  = (x^,. . ,x^)GD° y X ^ D
Elle ir.plica que:
2 X G  D° ccn x^+..+x^ < 0 y (x^,.. ,x^)f^(0,.. ,0) 
De donde se sicue cue:
g  X G  D° con x ^ < 0 para algûn i=l,..,k
Tomando, entonces, x G  D tal que x ^ > 0 y
Xj = 0 ] ^ i , tencrlamos:
Def. de D°
X . X > = x^ x^ 0 x ^  D°
Contradicciôn, cue nace de suponer cue D ° D .  
Luego, D ° C  D.
Deir.cstraciôn de b)
Si g X = (x, , . . ,Xj^ ) G  con x^ < 0 para
*   *
algûn i = l,..,k. Tomando x G  D con x ^ > 0
y Xj = 0 Vj ?! i, se tendrîa:
Def. dë D°
*  ^ J< x , x  > * x ^ x ^ < 0  “ > X 6 D°
Contradicciôn, que se origins al suponer que 
g  X = (x^,..,x^) G  D° con x^ < 0 para al­
gûn i = 1,..,k.
Luego,
Y x  = (x^,.. ,x^) G  D° -> x^ ) 0, Xg^ 0,.. ,x^> 0
Demostraciôn de c)
Si g X  = (Xj^,..,Xj^) G  D° con no todas sus 
componentes iguales, entonces:
g  i 0  {If. . ,k } con x^ = mâx { x^^,. . ,Xj^} > 0 y 
g  j i con X.; < X .
i  ^
Tomando x = (0,..,-l,..,l,...,0)GD (pues 
- 1 + 1 = 0 ) ,  resultaria:
Def. de D° Q 
< x , x  > = - x ^  + X j < 0  x ^ D
Contradicciôn, que tiene su origen en suponer 
que g x  G  D° con no todas sus componentes 
iguales. Luego,
Y x  = (x^,..,x^) G  x^=X2=...=x^
De las proposiciones b) y c) anteriores, se 
concluye que:
D° C  r° (2)
De (1) y (2), deducimos finalmente que;
162
D°={ (x^,.. ,x^)G' R / x^=... =x^ y x^^ 0 i=l,..,k }
Se termina, asî, la demostraciôn del teorema 3.7.4.
Teoreir.a 3.7.5.
El cono polar positivo estricto de D es:
D®°= D°-{0}={(x^,..,x^)G / x^=...=x^ y x^> 0 1=1,..,k
Demostraciôn
Se realizarâ, demostrando très propiedades:
1^) D ® ° C  D
Es una consecuencia ce las definiciones de les 
conos polar positivo y pclar positivo estricto.
2^} (0,... ,0) ^  D®°
En efecto, G  5- - ■’ (0,. . ,0) } es:
< X , ô> = 0
De donde se sigue, ?or definiciôn de cono polar posi 
tivo estricto, que:
(0,... ,0) ë
3^) D° - { (0, . . ,0) :• C  D“°
En efecto,
Teorema 3.7.4.
Y ( x ^ , .. ,Xj^ig D° (0,..,C) ;■ -> Xj^=...=Xjç > 0
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Entonces,
Y x  = (Xj^,. . ,Xjç) e  D - {(0,..,0)} ,
x^ +....+ x^ > 0 (teorema 3.6.1.), se verifies
que;
* *< X , X > =2l_x^x^ = x^ ( > 0
i=l i=l
^
ya que x ^ > 0  y >  x^ > 0
Luego, por definiciôn de cono polar positivo es­
tricto, X = (x^,. . . ,x^)
Es decir,
D° - {(0,...,0)} c  D®°
De las propiedades anteriormente demostradas, con- 
cluîmos, finalmente, que:
D®° = D° - { (0,...,0)}
Asl termina la demostraciôn de este teorema.
Para la caracterizaciôn de E(Z, D ) , que vamos a es- 
tablecer a través de D^°, necesitamos introducir un nue- 
vo conjunto.
Dado n R , sea
S( Cl, Z) ={x = (Xj,. .. ,Xj^)G Z /< a, X >=inf.{< a* x >}} =
x G Z
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k k
= { X =(x, ,.,,x,) G  Z/T3,-x,.= inf- { ^X, ;}
 ^ ^ ^ i=l 1 1
X— (x^y. > f Xj^ ) 2
Es claro que S ( >,ot , Z) =S ( c , Z) > Ù , >. 0  R
Sea F(Z , D) = U S( Z)
De acuerdo con el teorema 3.7.5., los elementos de
D^° son de la forma .' ( 1,1, • . • , 1) \  y >  ^> ) G  R.
Por tanto,
Y ocG d ®® ^  >0, ' E R  tal que 't = X (1,...,1)
Luego, segûn la observaciôn anterior, se
verifica que
S{ a, Z) = S ( 1(1,.. . ,1), Z) = S (d,...,l), Z)
Por tanto,
F ( Z , D ) = U S ( :i , Z ) =
= U S 1 • (1,...,1), Z) = S (d,..,l), Z)
■•.(1, . . ,1) €  D^°
• ^ 0
Luego,
F (Z,D) = x= (x^, . . ,Xj^ } G  Z / •- (1, . . , 1) ,x > = i n f . <(1,. . , 1) , x > } }
X e  Z
k k
= x =  (x. , . . , x,^ ) S  z / ^ x ^ = i n f .  { X^ ; }
x G  z
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Teorema 3.7.6.
F (Z, D) 0
Demostraciôn
Por definiciôn de T, se verifica que T(Y) = Z. 
Ahora bien, Y es compacte en R*' (por hipôtesis) y 
T * (Pj^,.. . ,Pj^ ) es una aplicaciôn continua; de ello se 
sigue (por un teorema de continuidad en conjuntos compac 
tos) que Z es un con junto conç>acto en R^.
Por otra parte, f(.) = <(1,...,1), .> es una
aplicaciôn continua de Z en R, pues:
Yx°=(x°,..,x^) £. Z: lim f(x) = lim <(1,..,1), x> =
o oX ^ X x X
X G  z X G  Z
JS. k
= lim ( ) = % ] x °  = <(1,..,1), x°> = f(x°) <->
„ i=l^ i=li
X ^ X
X G  z
<-> f = <(1,...,1), .> es continua en Z
De la continuidad de f(.) en el conçacto Z se
sigue, teorema de Weierstrass, que f alcanza su mâximo 
y su minimo absolutos en Z. Por tanto.
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2  X = (Xj^,... ,Xj^ ) G  Z tal que:
^ 2  X. = £nf. { ^ 2  X.} = min {!> 'x.} 
x G  Z x G  z
Ello es équivalente a:
^  X G  Z tal que x G  F ( Z , D)
Luego,
F (Z, D ) f 0  
Con lo que finaliza la demostraciôn.
Teorema 3.7.7.
E(Z, D) = F(Z, D)
Demostraciôn
Por definiciôn de conjunto eficiente:
E ( Z , D) = { X G  Z / ^  X G  Z tal que x ^  x }
Pero, teniendo en cuenta la relaciÔn
{ X G  Z / ^  X G  z tal que x ^ x }  ={ x G  Z /^x G  Z es x.^x}
/ ^
= { x G Z  / Y x G Z  es ^  x^ < 2 Z  ' =
i=l i=l
= t X G  z / ^ x ^  = înf.{J^x^}}= F(Z, D)
Def. de F
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Luego,
E(Z, D) = F(Z, D)
Quedando, asl, demostrado el teorema.
Nota 3.7.2.
Tcunbién se podla haber demos trado el teorema 3.7.7. 
antes de probar que F(Z, D) f 0, y entonces, teniendo en 
cuenta que F(Z, D) = E(Z, D) y el teorema 3.7.3., se ha 
brla concluldo que F(Z, D) / 0.
Aûn podemos afinar mSs sobre los elementos del con- 
junto E(Z, D) y sobre la ubicaciôn del mismo, precisiôn 
que nos viene dada por el siguiente:
Teorema 3.7.8.
El conjunto E(Z, D) verifica las siguientes pro­
piedades :
1^) Y x , x ' G  E(Z, D) — > X % x'
2®) E(Z, D) C  D - {(0,...,0)} 6 E(Z, D ) C  (D -{(0,..,0
3®) E(Z, D) C  D - {(0,...,0)} si y sôlo si el valor
minimo del programa (I) es mayor que cero.
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4 ) E(Z, D ) C  (D - {(0,...,0)} ) si y sôlo si el va­
lor minimo del programa (I) es menor o igual que ce
ro.
5®) E(Z, D ) C  D - {(0,...,0)} si y sôlo si
Z C  D - { (0,.. . ,0) }
6®) Z C  (D - {(0,...,0)} impiica que
E(Z, D) C  (D - { {0, . . . ,0) }
7®) Si Z C  D - {(0,...,0)}, entonces
d(E, Fr(D - {(0,...,0)} )) = min d(x, Fr(D - }))
X G. Z
= d(Z, Fr(D - {(0,...,0)} ))
8®) Si D - {(0,...,0)} , entonces
d{E(Z, D), Fr(D - {(0,...,0)} )) =
mix. {d(x, Fr(D - {(0,...,0)} ))} 
x G z  a (D - {(0,...,0)}
Demostraciôn
1®) Sean G E (Z, D)
Por definiciôn de E(Z, D):
X G E(Z, D) <— > X G Z y \/x 0  Z es x ^  x
En particular, para x = x* G  Z se verifica que:
X x' (1)
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Anâlogainente,
x ' G  E(Z, D) <— > x' G  Z y Y *  G  Z es x' x
En particular, para x = x G  Z se verifica que:
X' X (2)
De (1) y (2) se sigue que:
Vx,x' e  E(Z, D) - >  X ~ x'
2®) De acuerdo con el teorema 3.7.7.
E(Z, D) = {x G  Z / ^  X. = min { x .} } =
x" z ^
k k ^
= {x G Z / X. = c, siendo c = min { 2 Z  x .} } (3)
" x*G z
Por otra parte, del teorema 3.6.1. se sigue que;
Fr (D - { (0, . . . ,0) } ) = {x G  / ^ x ^  = 0 } (4)
i=l
Comparando (3) y (4), se observa que:
E(Z, D) C  Hiperplano paralelo al { x G  R^ / *>~ x. = 0}
i=l
= Fr(D - { (0,.. . ,0)})
Por tanto,
k k
si min O  X ■ > = c > 0 -> E(Z, D) C  {x G  R x_.=c,
x G  z
De donde concluimos que:
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E(Z, D ) C  D - { (0, . . . ,0) }
Anâlogamente, 
k
si ir.in {>  X . } = c ( 0 — >
x€. Z i=i
-> E(Z, D ) C {  X C  / ^ x  ( c, c < 0 }
i=l
De donde se concluye que:
E(Z, D) C  (D - { (0,. . . ,0)
y, k
3 ) E(Z, D) CZ D - { (0,. . . ,0) } <-> Y x  G  E (Z, D) es x . > 0
Teorema 3.6.1. i=l
Teorema 3.7.1.
<— > G  (soluciones ôptimas del programa (I))
k k
es >  P .(u) = P(u) = >  X . > 0 <— > 
i=l i=l
<— > El valor minimo del programa (I) es mayor que
cero.
Teorema 3.6.1.
4®) E(Z, D) C  (D - { (0,...,0): )" <->
Teorema 3.7.1.
<— > Y x  G  E ( z, D) es ^ 2  x ^ ^  0 <— >
k k
<— > Y ^  G  5^ es >  (u) = P (u) = >  x^ < 0 <->
i=l i=l
<“> El valor minimo del programa (X) es menor o
icual eue cero.
~ y \  E(z, D) (Z D - { (0, . . . ,0) } <“ > Y ^  G  E(Z, D) es ^  x . > 0
 ' i=l
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Pero, por el teorema 3.7.7.,
k *
E(Z, D) = { X G. Z / >  X = mln {>  x } > 0 } ->
x ' e :
-> V 's  z es i x ’ > 0 '
Luego,
zc: D - {(0 ,.. ,0)} ■
Reciprocamente,
Si Z C  D -  {(0,...,0)} , como E(Z, D) C  Z - 
concluimos que,
E(Z, D ) C  D - { (0,. . . ,0) }
6 ) Esta propiedad es inmediata, ya que:
Si Z C ( D - { ( 0 , . . . , 0 ) } ) ‘^, como E (Z, D) CZ Z 
se concluye que:
E(Z, D) C  (D - { (0, . . . ,0) }
7®) Z C D  - {(0,...,0)} <=> E(Z, D) C  D - {{0,...,0)}
Propiedad 5®
= > V x * G  E(Z, D) es Z Z x *  > 0
' i=l ^
(1)
Per otra parte, teorema 3.7.7., se verifica que: 
k * k
E(Z, D) = {X G  Z / >  x . = mln { 2—  x . } } (2)
i T i   ^ X G  Z i=l ^
tor ser
i=l
x^ > 0  Y X G  E (Z, D), se sigue que:
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I r  <
'1=1
X*
k
\fn y ï T
= d(x , {X G  R^/>  X ■ = 0} ) = 
i=l ^
d(x ,Fr(D - { (0,.. .,0)})) I d(E(Z, D),Fr(D-{ (0, . .,0)}) ) (3)
Propiedad 1®
Asimisino,
Z C  D-{ (0, .. . ,0) }
f x,y nk x,|
mln ® l mln ;
X  G  Z  j  y z  f X  G  Z I
_k 
>
i=l
mln {d(x,{ x ' G  R^ / >  x| = 0}) } =
X G  z
= mln {d(x,Fr(D-{(0,— ,0)}))} =
x G  z
= d(Z, Fr(D - { (0, ...,0)}) (4)
De (2), (3) y (4), se sigue que:
d<E(Z, D),Fr(D-{<0,...,0)})) = d(Z,Fr(D-{(0,..,0)}))
Luego, si Z C D  - {(0,...,0)} se concluye que:
d(E(Z, D),Fr(D-{(0,...,0)})) = mln d(x,Fr(D-{(0,..,0)}))
x G  Z
= d(Z, Fr(D - {(0, . ..,0)}))
8®) Si Z ^  D - { (0..... 0) } ->
— > 2  X G  z tal que x G  (D - { (0 ,. .. ,0)
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Como, por el teorema 3.7.7., es;
E(Z, D) = { X 0  Z / 2 —  X. = mln
x€ z
résulta claro que tal minimo se ha de alcanzar en 
puntos de Z tales que la suma de sus coordena- 
das sea menor o igual que cero. Luego,
E(Z, D) cr (D - { (0,... ,0) } )‘^
Y, por consiguiente, para la obtenciôn de 
k
mln {>  x^ } basta elegir aquellos elementos de 
x £  Z ^
Z contenidos en (D - {(0,...,0)} )^. Es decir,
si Z or D - {(0,...,0)} , entonces:
k
mln{ X . } = mln {.%_ x .}
x G z  x 0 z n ( D - { o } )
Luego,
E{Z, D) = { X G  Z / ^ 2  X . = m.ln{ x .} }
1=1 ^ i=l ^
X G  z n(D- {0} )C
Pero,
{ X G  Z / 2 _  X . = mln { 2 —  x,} } 
i=l ^ 1=1 ^
x G Z n ( D -  {0} ) ^
k k
X G  Z / - 5 %  X = - mln { X .} } =
i=l  ^ i=l ^
X G  z n(D- {0} )c
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■{ X €  2 / - y~~ X . = mâx { - X .}}
 ^ i=l ^
X €  Z a (D-{0)
Ahora bien, 
k
- 5 : ; ;
1=1
V  X S  Z: 
k
3C'i|
1=1 I
yfn \fn
d(x, { X G  R / = 0} )
d(x,Fr(D - { (0,. . .,0) })) = d(E(Z, D),Fr(D-{(0,..,0)})) 
Propiedad 1®
Anâlogamente,
X G  z n(D-{0}) G  z n(D-{0})
mix { d(x, { X G  R / y  x^ * 0} _)}
x €  Z n(D-{0})C  ^ ^
mix { d(x, Fr(D - { (0, . . . ,0) } ))}
Queda, asl, demostrado completamente el teorema
3-7.8.
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Nota 3.7.3.
Las propiedades séptima y octava del teorema 3.7.8.,
también se pueden enunciar como sigue;
7®) Si Z C D -  {(0,...,û)}, entonces
X £, E(Z, D) si y sôlo si
d(x, Fr(D- {(0,...,0)} ) = mln fd(x, Fr(D - {0,..,0)})
xe z
8^) Si z <jé D - {(0,...,0)}, entonces
X G  E(Z, D) si y sôlo si
d(x, Fr(D -{(0,...,0)}) ) = mix {d (x,Fr(D-{(0,..,0)})
X G  Z a (D -{0})"=
El teorema que formulamos, finalmente, nos indica 
que cualquiera que sea la ubicaciôn del ôptimo en el pro­
grama (I), se verifica que los elementos eficientes del 
équivalente programa multiobjetivo (II) , estln en la fron 
tera de Z.
Teorema 3.7.9.
E(Z, D) C  Fr(Z)
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Demostraciôn
Pueden presentarse dos posibilidades:
a) Int(Z) = 0
En este caso, evidentemente, Z = Fr(Z) y, como 
E(Z, D ) C  Z (por definiciôn de E(Z, D)), se conclu­
ye que:
E(Z, D) C  Fr(Z)
Y, para este caso, queda probado el teorema.
b) Int(Z) 0
Vamos a realizar la demostraciôn por reduceiôn al ab­
surde .
é
Ello équivale a que:
Supongamos que E(Z, D) C  Fr(Z)
3  X G  E(Z, D) y X ^  Fr(Z) — >
— > 3  X G  E (Z, D) y X G  Int(Z) — >
— > J  X G, E (Z, D) y 3B(x;r) C  Int(Z) ->
— > 3  X G  E (Z, 
k
D) y 
k
3  X G  B(x; r ) C  Int(Z) ta
les que "ÿZ. x^ < 
i=l
Como los elementos de E ( Z, D), son indiferentes en-
tre si (propiedad 1^ del tecrema 3.7.8.), se sigue que
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K _ K ^ *
2  X G. Z tal que y x ^  G  e (Z , D) <” >
Def. de >•
3 X G  Z tal que x ^  x G  E(z , D)
Contradicciôn con la definiciôn de E(z , D), que 
nace de suponer que E(Z , D) ^  Fr(Z). Luego,
E(Z , D) C  Fr(Z)
Queda, asl, demostrado el teorema.
A P E N D I C E
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A.I. INTRODUCCION
De los resultados conocidcs de Programaciôn Convexa, 
se enuncian en este Apéndice aquellos que nos han servido 
de apoyo en algunos teoremas de los que aparecen en esta 
Memorla. Taies resultados pueden encontrarse en libros que 
traten de la Programaciôn Convexa, como por ejemplo, Manga 
sarian, O.L. j 37j y Minoux, M. ^4oJ|. Asimismo, se incluye 
una demostraciôn original de un resultado topolôgico cono- 
cido que es necesario para establecer un teorema fundamen­
tal del Capftulo 1.
Teorema A.l. (Convexidad del conjunto de restricciones)
Dado el conjunto:
Y = {x G  R" / g^(x) ^ 0 i G l  = {l,...,m } },
si Y ^ 0 y g^{x) i G  I son convexas en R ^ , entonces
Y es convexo.
Teorema A.2. (Convexidad del conjunto de soluciones ôptimas)
Dado el programa:
r Min F(x)
^ M a x  F(x)
(^1  ^y  bajo las restricciones:
\ g.(x) < 0 i G  I = {l,...,m }
'  j
Siendo F(x) funciôn j' e" Y, g^(x) i G  I fun-
ciones convexas en R". Entonces,se verifica que el conjun 
to de soluciones ôptimas de (P^) es convexo en r ’ .
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Teorema A.3. (Unicidad de la soluciôn ôptima)
□ado el programa;
/Mln. F(x) j
bajo las restricciones:
siendo F(x) funciôn e s t r i c t a m e n t e ^ ^ e n  Y y
g^  ^(x) i Ç  I funciones convexas en R^‘. Si x° es solu-
ciôn ôptima de (P^), entonces x° es ûnica.
Teorema A.4. (Optimo en la frontera de las restricciones)
Dado el programa:
r Mln. F(x)l 
\_Mlx. F (X)J
(P3)^  bajo las restricciones:
g^ (x) < 9 i G  I = 1,.. . ,m }
x €  r ”V.
siendo F(x) funciôn no constante en Y y g. (x)1 \„oriv6Xâ J i
i £  I funciones convexas en . Si x° es soluciôn ôpti­
ma ce (Pg), entonces x° G  Fr(Y).
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Teorema A.5. (Kuhn y Tucker)
Dado el programa:
r"
(P.) <
Min F(x)
bajo las restricciones: 
g^(x) ^ 0 i G  I = {1/ —  ,m }
siendo F(x) y g^(x) i G  I funciones convexas diferen-
ciables, ademâs ^ ^ G  tal que g^(x) < 0 ^ i  G  I«
Entonces, x° es un ôptimo global de (P^) si y sôlo si:
3 X ° > 0 ,  X° = (X°,...,X°)'^ G  R® talque:
1=) 9^L(x°, X°) = 0
2°) X°g^(x°) = 0  i G  I
m
donde L(x, X) = F(x) + 2 _ X^ g^(x) es la funciôn de La-
i=l
grange asociada al programa (P^) y V^L el vector gra- 
diente de la Lagrangiana respecte de la variable x.
Teorema A .6.
Si Y es cerrado en r” con la topologla usual,
Y ^  r", Int(Y) / 0, entonces G  Int(Y) ,
Y  x^ G  Ext (Y) se verifica que L^x^, x^J n Fr (Y) f 0 
(siendo Lj_x^, x^J = {x G  R^/x=Xx^ + (l-X)x^, 0 ^  X ^ . l  }
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Demostraciôn
La haremos por reducciôn al absurdo.
Supongamos que j G  Int(Y) y GL Ext(Y)
taies que L^x^, x^^ H Fr (Y) = 0.
Sabemos, por una parte, que L^x^, es
conjunto conexo respecto de la topologîa relative.
Vamos a probar que, bajo el supuesto anterior,
L^x^. x^j no es conexo.
Sean:
A » Y n L j_x^, x^]
B = Ext (Y) a L ^  x^, x^]
Se comprueba que:
.2 1U B = (Y n l[_x^, x ^J ) u (Ext (Y) n L|_X^, x^J)
L= (Y U Ext(Y)) n L X*, x^_, = -1 L |x^, x^] =
A n B = (Y n L [_x^ , X-] ) n (Ext(Y) n L [x^, x^] ) =
» <Y n Ext (Y) ) n l |_x ,^ x^J =
= 0 a L [_x^ , x^] = 0
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Probemos que A y B son abiertos en L x^J con
la topologia relativa.
Demostremos, en primer lugar, que \^x G  A, se 
sigue que x G  Int(Y).
En efecto,
si 3  X G  A tal que x G  Fr (Y) ^
=> x G A n F r ( Y ) .
Pero,
A n Fr(Y) = (Yn L [x^,x^] )n Fr(Y) =
= L [x^,x^] n Fr(Y)
Luego,
x * e  L [x^,x^] n Fr(Y) ->
-> L [x^,x^] n Fr(Y) i- 0
en contra de lo supuesto. Contradicciôn, que nace de supo 
ner que:
3  X G  A tal que x G  Fr(Y).
Luego,
Y X G  A -> X Glnt(Y)
De lo anterior se concluye que:
A = Y n L [x^,x^] = Int(Y) n L [x^,x^]
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Demostremos, ahora, que A y B son abiertos en 
L [x^,x^] .
En efecto,
A = Int(Y) a L [x^,x^]
Pero,
Int(Y) es abierto en R"
luego, por definiciôn de abiertos para la topologia rela­
tiva, se concluye que:
A es abierto en L [ x^,x^]
Anllogamente,
B = Ext(Y) n L [x^,x^]
Pero,
Ext(Y) es abierto en r”
luego, per el mismo razonamiento anterior, se sigue que: 
a es abierto en L x ,x J
Hemos llegado a la siguiente situaciôn:
L :x^,x^] = A U 3 
0 = A n B 
A y B abiertos en L Fx^,x^J
de la cual concluimos, por definiciôn de conjunto conexo, 
que L Fx^,x^J no es conexo. Contradicciôn, que nace de su­
poner que :
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V
que:
3 % ^  G. Int(Y) y 3*^ G  Ext (Y) taies que:
L [x^, x^] n Fr(Y) = 0
Por tanto,
Y x ^ G l n t ( Y )  y Vxi^ G  Bxt(Y) se verifica
L [ x^, x^] n Fr(Y) ^ 0
Queda asl, demostrado el teorema A.6.
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