Abstract. This paper establishes new estimates for a time-dependent linear Schrödinger equation in R 3 . Some of the results are new even in the time-independent case and all are shown to hold for potentials in scaling-critical, translation-invariant spaces.
« , y(t) = and consider a solution of the equation
i∂tR(t) + (H0 + V (x, t))R(t) = F (t), R(0) given, (0.2)
where V (x, t) = " W1(x − y(t)) e iθ(t) W2(x − y(t)) −e −iθ(t) W 2(x − y(t)) −W1(x − y(t))
Assume that V ∈ L 3/2,∞ 0
(the weak-L 3/2 closure of the set of bounded compactly supported functions) and H = H0 + V has no embedded exceptional values in (−∞, −µ] ∪ [µ, ∞). Also assume that v L ∞ t and A L ∞ t are sufficiently small, in a manner that depends on V . Then, for Pc(t) = U (t) −1 PcU (t),
Further assume that V ∈ L 3/2,1 . Then where V may be real or complex-valued, in the scalar case and
, µ > 0 (1.3)
in the matrix nonselfadjoint case. W 1 is always taken to be real-valued, while W 2 may be real or complex-valued. In the sequel we treat all cases using a unified approach. Let R 0 (λ) = (H 0 − λ) −1 be the resolvent of the unperturbed Hamiltonian, in the matrix case (1.3). For a multiplicative decomposition V = V 1 V 2 of V , such that V 2 R 0 (λ)V 1 is a bounded L 2 operator, the exceptional set E is defined as the set of λ ∈ C such that the inverse of I + V 2 R 0 (λ)V 1 is not a bounded L 2 operator. Throughout this paper we make the simplifying assumption that no exceptional values of H are contained in the spectrum of H 0 . In three spatial dimensions, this assumption holds generically. The opposite situation, which also presents significant interest, will form the subject of a separate paper.
In proving our estimates for the solution Z of (1.1), we use an abstract version of Wiener's Theorem, which also presents independent interest. Theorem 1.1. Let H be a Hilbert space and K = L(H, M t H) be the algebra of bounded operators from H to M t H, where M t H is the space of H-valued Borel measures on R of finite mass, see (2.1).
If A ∈ K is invertible then A(λ) is invertible for every λ. Conversely, assume A(λ) is invertible for each λ, A = I + L, and
be the weak-L 3/2 closure of the set of bounded compactly supported functions. The following obtains in the time-independent setting: Theorem 1.2. Let Z be a solution of the linear Schrödinger equation (1.1) i∂ t Z + HZ = F, Z(0) given.
Assume that H = H 0 + V , V is as in (1.2) or (1.3), and that no exceptional values of H are contained in σ(H 0 ). Then Strichartz estimates hold: if
and if V ∈ L 3/2,1 then
(1.8)
Here P c is the projection on the continuous spectrum of H.
Remark 1.3. Interpolation between (1.7) and (1.8) produces 9) where 1 ≤ p ≤ 2 and 3/(2q) = 1/p + 1/4.
Other estimates, such as t −3/2 decay estimates, smoothing estimates, or wave operator estimates will constitute the subject of separate papers.
The Hamiltonian (1.3) is nonselfadjoint, leading to specific problems that are absent in the selfadjoint case.
In the scalar selfadjoint setting, Keel-Tao [KeTa] proved endpoint Strichartz estimates for the free Schrödinger and wave equations and introduced a general method for obtaining endpoint estimates (based on real interpolation) that has been useful in all similar contexts.
The issue of selfadjointness matters because one needs to reprove the usual dispersive estimates concerning the Schrödinger equation. They do not follow in the same manner as in the selfadjoint case, where, for example, the unitarity of the time evolution immediately implies the L 2 boundedness.
In [Sch] , Schlag proved L 1 → L ∞ dispersive estimates for the Schrödinger equation with a nonselfadjoint Hamiltonian, as well as non-endpoint Strichartz estimates. Erdoĝan and Schlag [ErSc] proved L 2 bounds for the evolution as well. In [Bec] , endpoint Strichartz estimates in the nonselfadjoint case were obtained following the method of Keel-Tao. Finally, Cuccagna and Mizumatchi [CuMi] obtained the boundedness of the wave operators, from which all of the above can be inferred as a simple consequence.
Goldberg [Gol] proved Strichartz estimates for L 3/2 potentials. [BPST] obtained decay results for critical potentials under stronger regularity assumptions. An early result of this type also belongs to Rodnianski-Schlag [RoSc] , who proved nonendpoint Strichartz estimates for large potentials with x −2−ǫ decay.
For a survey of past results, we refer the reader to [Gol] and [BPST] .
1.2. Sketch of the proof. We use Wiener's Theorem in the form of Theorem 1.1, as follows. Consider a decomposition of the potential V into
(1.10)
In the matrix nonselfadjoint case (1.3), an analogous decomposition is
, σ 3 = 1 0 0 −1 .
(1.11) By Duhamel's formula,
(1.12)
In addition, for any multiplicative decomposition V = V 1 V 2 of the potential,
(1.13) Consider the kernel defined by
and its Fourier transform in regard to time
To apply Theorem 1.1, we need to establish that the kernel of T V 2 ,V 1 is time integrable. This is indeed the case, in the following scale-invariant setting.
Thus, the free time evolution e itH 0 , when considered between the proper spaces, is indeed an operator-valued measure of finite mass. The proof produces a stronger result, namely
Invertibility of I − iT V 2 ,V 1 within K is directly related to Strichartz estimates. Indeed, at least formally we can write
If the operator I − iT V 2 ,V 1 can be inverted, then the computation is justified.
1.3. The time-dependent problem. Consider the family of isometries, determined by the parameters A(t) and v(t) = (v 1 (t), v 2 (t), v 3 (t)),
The rate of change of U (t) is controlled by the norm
(1.20)
We consider the time-dependent Schrödinger equation, with H 0 as in (1.3),
The Hamiltonian at time t is U (t) −1 (H 0 +V )U (t), since H 0 and U commute, i.e. it is H conjugated by U (t). Let Z(t) = U (t)R(t). We rewrite the equation in the new variable Z:
(1.22) In case U is given by (1.19), the equation becomes
(1.23)
In our study of the time-dependent equations (1.21) and (1.22), we employ the following algebraK, whose definition parallels Definition 2.1.
x is the set of L 2 -valued measures of finite mass on the Borel algebra of R.K contains operators that are not invariant under translation, is naturally endowed with a unit, but is not a C * algebra.
The main result in the time-dependent setting is the following:
, not necessarily real-valued:
Assume that U (t), t ∈ R, is a family of maps with the following properties:
P1 U (t) and U (t) −1 are uniformly L p -bounded maps, for 1 ≤ p ≤ ∞. P2 For every t, τ ≥ 0, U (t) and U (τ ) commute with H 0 and each other. P3 For some N , there exists ǫ(N ) > 0 such that
(1.24)
P4 Let P c be the continuous spectrum projection of H and P c (t) = U (t) −1 P c U (t). Then
(1.25)
Assume that A ∞ and v ∞ are sufficiently small (in a manner that depends on V ) and there are no exceptional values of H embedded in σ(H 0 ). Then, for a suitable P c (t),
(1.26)
Further assume that V ∈ L 3/2,1 . Then
(1.27)
The equation and estimates can equivalently be written in terms of Z. In Lemma 2.11, we show that the family U given by (1.19) possesses properties P1-P4, so Theorem 1.5 applies.
One can find numerous examples of families satisfying the last three properties, but not the first one, such asŨ (t) = e
In that case we obtain the same estimates for the solution Z of (1.22), but they no longer transfer to (1.21).
A previous result in the time-dependent setting belongs to [RoSc] :
Theorem 1.6. Consider the time-dependent Schrödinger equation on R 3
Here c 0 is a small constant and V (τ, x) is the Fourier transform of V with respect to time only.
The current paper's result, Theorem 1.5 is narrower, allowing for a more limited sort of variation with time. On the other hand, the current result has applications in the study of the semilinear Schrödinger equation, because the size of the variation in regard to time allowed under Theorem 1.5 is much larger. We treat the time-dependent case as a small perturbation of the time-independent one, but the perturbation is small in a weaker sense than in previous estimates such as in [RoSc] .
Proof of the results

2.1.
Wiener's Theorem. Let H be a Hilbert space, L(H, H) be the space of bounded linear operators from H to itself, and M t H be the set of Hvalued measures of finite mass on the Borel algebra of R. M t H is a Banach space, with the norm
Note that the absolute value of µ ∈ M t H given by
is a positive measure of finite mass (bounded variation) and µ(A) H ≤ |µ|(A). By the Radon-Nikodym Theorem, µ is in M t H if and only if it has a decomposition µ = µ ∞ |µ| (2.3) with |µ| ∈ M (the space of real-valued measures of finite mass) and µ ∞ ∈ L ∞ d|µ|(t) H. Furthermore, µ MtH = |µ| M and the same holds if we replace H by any Banach space.
It has the following natural properties:
Lemma 2.1. K takes M t H into itself by convolution, is a Banach algebra under convolution, and multiplication by bounded continuous functions (and L ∞ Borel measurable functions) is bounded on K:
Boundedness of multiplication by continuous or L ∞ functions follows from the decomposition µ = µ 0 |µ| for µ ∈ M t H. The last stated property is a trivial consequence of the definition of M t H. Let µ ∈ M t H, k ∈ K. Consider the product measureμ first defined on product sets A × B ⊂ R × R byμ(A × B) = k(µ(B))(A). This is again a measure of finite mass,μ ∈ M t,s H, and
(2.5)
We then naturally define the convolution of an element of K with an element
Thus, each k ∈ K defines a bounded translation-invariant linear map from M t H to itself:
The correspondence is bijective, as any translation-invariantk ∈ L(M t H, M t H) defines an element k ∈ K by k(h) =k(δ t=0 h). These operations are indeed inverses of one another. Associativity follows from Fubini's Theorem. K is a Banach space by definition. The algebra property of the norm is immediate from (2.6).
Note that, due to our choice of a Hilbert space H, if k ∈ K then k * ∈ K as well.
Define the Fourier transform of any element in K by
This is a bounded operator from H to itself. By dominated convergence, k(λ) is a strongly continuous (in λ) family of operators for each k and, for each λ,
This follows from (2.4). The Fourier transform of the identity is I(λ) = I for every λ; k * = ( k) * . Also, the Fourier transform takes convolution to composition.
Trivially, if a kernel k ∈ K has both a left and a right inverse, they must be the same,
As usual, fix a continuous cutoff χ supported on a compact set and which equals one on some neighborhood of zero. We also specify that the inverse Fourier on R is
Theorem 2.2. Let K be the operator algebra of Definition 2.1. If A ∈ K is invertible then A(λ) is invertible for every λ. Conversely, assume A(λ) is invertible for each λ, A = I + L, and
Then A is invertible. Furthermore, if L is in any of the aforementioned unital subalgebras of K (K 1u , B p,au , K su , etc.), then its inverse will also belong to the same.
Further note that the set of equicontinuous operators, that is
is a closed ideal, is translation invariant, contains the set of those kernels which are strongly measurable and L 1 (but can be strictly larger), and I is not in it. We could, though, form a Banach algebra E consisting of just multiples of I and this ideal. Likewise, the set of kernels L that decay at infinity, that is
is a closed subalgebra. It contains the strong algebras that we defined above. Note that for operators A ∈ D the Fourier transform is also a norm-continuous family of operators, not only strongly continuous. As a final observation, the construction will ensure that, if L belongs to the intersection E ∩ D and is invertible, then its inverse is also in it.
Proof. Firstly, if A is invertible, that is A * A −1 = A −1 * A = I, then applying the Fourier transform yields
Conversely, assume A(λ) is invertible for every λ. Without loss of generality, we can take A to be self-adjoint and non-negative for every λ, by replacing A with A * A * . Then at each λ A(λ) is invertible and bounded if and only if inf
(2.14)
Fix λ 0 ∈ R. With the help of a smooth cutoff function χ of compact support, equal to one on some neighborhood of zero, define
We next prove that A ǫ is invertible. Without loss of generality we can take λ 0 to be zero. For any kernel B ∈ K that decays at infinity (B ∈ D, that is, in our previous notation) and for
This follows, as usual, by fixing some large radius R and integrating separately within and outside that radius:
(2.18) Thus χ ǫ * B gets close to the operator
is a constant independent of scaling, then 1 − χ ǫ * B is invertible for small enough ǫ. If we only assume that B(0) < 1, then we replace B by B n for some large n in the above and get that 1 − χ ǫ * B n is invertible for small ǫ. This implies that
is invertible.
We choose the cutoff function χ in the above so that not only does it have compact support, but it is smooth as well. Then, for χ ǫ = 1 ǫ χ ∨ (ǫ·) and for large finite n, (χ ∧ ǫ ) 1/n is a smooth compactly supported function and its Fourier transform is integrable. This makes the inverse of (2.20) belong to the algebra K, as required. In particular, this applies to B = I − A ǫ . Indeed, since A(λ) is positive and invertible, it follows that
is nonnegative and strictly less than one. Thus there exists an operator (namely A ǫ ) whose Fourier transform equals that of A on some neighborhood of λ 0 and which is invertible. We have to consider infinity separately. Let
The difference between A R and I is given by
where
. At this step we use the equicontinuity assumption of the hypothesis, namely
Since χ R is a good kernel, we separate it into two parts, away from zero and close to zero, and obtain lim sup
(2.25) Therefore lim
Thus we can invert A R for large R. It follows that on some neighborhood of infinity the Fourier transform of A equals that of an invertible operator. Finally, using a finite partition of unity subordinated to those neighborhoods we have found above, we explicitly construct the inverse of A. Indeed, consider a finite open cover of R of the form 
(2.28)
Then the inverse of A is given by
Given our use of smooth cutoff functions, this construction also preserves the subalgebras we defined.
We are also interested in whether, if A is upper triangular (meaning that A is supported on {(t, s) | t ≥ s}), the inverse of A is also upper triangular.
Lemma 2.3. Given A ∈ K upper triangular with A −1 ∈ K, A −1 is upper triangular if and only if A can be extended to a weakly analytic family of invertible operators in the lower half-plane, which is continuous up to the boundary, uniformly bounded, and with uniformly bounded inverse.
Proof. Given that A −1 and A are upper triangular, one can construct A(λ) and A −1 (λ) in the lower half-plane, as the integral converges there. Strong continuity follows by dominated convergence and weak analyticity by means of the Cauchy integral formula. Furthermore, both A(λ) and A −1 (λ) are bounded by the respective norms and they are inverses of one another.
Conversely, consider
On the lower half-plane, A −1 = ( A) −1 is uniformly bounded by assumption. Likewise, A + is bounded as the Fourier transform of an upper triangular operator. Since A − = A − A + , it too is bounded on the lower half-plane.
However, A − is lower triangular, so its Fourier transform is also bounded in the upper half-plane. By Liouville's theorem, then, A − it must be constant, so A − can only have singular support at zero. Therefore A is upper triangular.
In none of the above did we use compactness or the Fredholm alternative explicitly. (Still, it is interesting to note that a subset of L 1 t H is precompact if and only if its elements are uniformly bounded, equicontinuous, and decay uniformly at infinity -conditions that we actually employed).
We next apply this abstract theory to the particular case of interest.
2.2. The free evolution and resolvent in three dimensions. We return to the concrete case (1.2) or (1.3) of a linear Schrödinger equation on R 3 with scalar or matrix nonselfadjoint potential V . For simplicity, the entire subsequent discussion revolves around the case of three spatial dimensions. In order to apply the abstract Wiener theorem, Theorem 2.2, it is necessary to exhibit an operator-valued measure of finite mass. Accordingly, we start by proving Proposition 1.4.
Proof of Proposition 1.4. We provide two proofs -a shorter one based on real interpolation and a longer one, using the atomic decomposition of Lorentz spaces (Lemma A.2) , that exposes the proof machinery underneath.
Following the first approach, note that by duality (1.17) is equivalent to
From the usual dispersive estimate
we obtain that
Restated, this means that the bilinear mapping
Interpolating between p = 1 and p = 2, by using the real interpolation method (Theorem B.2) with θ = 1/3 and q 1 = q 2 = 1, directly shows that
to ℓ 1 1 , which implies (1.17). The alternative approach is based on the atomic decomposition of L 6/5,1 . By Lemma A.2,
where a j and, for each t, b k (t) are atoms with
(2.37) (here µ is the Lebesgue measure on R 3 ), and the coefficients α j and β k (t) satisfy
Integrating in time and exchanging summation and integration lead to
Since (2.30) is bilinear in f and g, it suffices to prove it for only one pair of atoms. Fix indices j 0 and k 0 ∈ Z; the problem reduces to showing that
The reason for making an atomic decomposition is that atoms are in L 1 ∩L ∞ , instead of merely in L 6/5,1 , enabling us to employ both L 1 to L ∞ decay and L 2 boundedness estimates in the study of their behavior. For each n,
At the same time, by the L 2 boundedness of the evolution,
(2.42) Using the first estimate (2.41) for large n, namely n ≥ j 0 /3 + k 0 /3, and the second estimate (2.42) for small n, n < j 0 /3 + k 0 /3, we always obtain that
Multiplying by 2 n and summing over n ∈ Z we retrieve (2.40), which in turn proves (2.30).
The resolvent of the unperturbed Hamiltonian, R 0 (λ) = (H 0 − λ) −1 , is given by (1.4) in the scalar case (1.2) and (1.5) in the matrix case (1.3). In either case,
. It can be extended to a continuous function in the closed lower half-plane or the closed upper half-plane, but not both at once, due to a jump discontinuity on the real line.
The resolvent is the Fourier transform of the time evolution. We formally state the known connection between e itH 0 and the resolvent R 0 = (H 0 −λ) −1 .
Lemma 2.4. Let H 0 be given by (1.2) or (1.3). For any f ∈ L 6/5,1 and λ in the lower half-plane, the integral
converges in the L 6,∞ norm and equals
Furthermore, for real λ,
also in the L 6,∞ norm.
Proof. Note that (2.44) is dominated by (1.16), 46) and this ensures its absolute convergence. Next, both (2.44), as a consequence of the previous argument, and iR 0 (λ + i0) are bounded operators from L 6/5,1 to L 6,∞ . To show that they are equal, it suffices to address this issue over a dense set. Observe that
, considering the fact that e itH 0 is unitary and
Letting ǫ go to zero, the left-hand side in (2.48) converges, by dominated convergence, to (2.44), while the right-hand side (also by dominated convergence, using the explicit form (1.4)-(1.5) of the operator kernels) converges to iR 0 (λ − i0)f . Statement (2.45) follows directly.
2.3. The exceptional set and the resolvent. We explore further properties of the perturbed resolvent in the L 2 setting. Important in this context is the Birman-Schwinger operator, 49) where V = V 1 V 2 and V 1 , V 2 are as in (1.10) or (1.11).
The relation between the Birman-Schwinger operator and the perturbed resolvent
, its exceptional set E is the set of λ in the complex plane for which
Other choices of V 1 and V 2 such that V = V 1 V 2 , V 1 , V 2 ∈ L 3,∞ lead to the same operator up to conjugation.
Below we summarize a number of observations concerning the exceptional sets of operators in the form (1.2) or (1.3).
is a potential as in (1.2) or (1.3) and denote its exceptional set by E.
• E is bounded and discrete outside σ(H 0 ), but can accumulate toward σ(H 0 ). E ∩ σ(H 0 ) has null measure (as a subset of R). Elements of E \ σ(H 0 ) are eigenvalues of H = H 0 + V .
• If V is real and matrix-valued as in (1.3), then embedded exceptional values must be eigenvalues, except for the endpoints of σ(H 0 ), which need not be eigenvalues. If V is complex matrix-valued as in (1.3), there is no restriction on embedded exceptional values.
• If V is complex scalar as in (1.2) or complex matrix-valued as in (1.3), then E is symmetric with respect to the real axis. In case V is real-valued and as in (1.3), E is symmetric with respect to both the real axis and the origin.
The Rollnick class is the set of measurable potentials V whose Rollnick norm
is finite. The Rollnick class R contains L 3/2 . For a potential V ∈ R, the operator T V 2 ,V 1 described above is Hilbert-Schmidt for every value of λ in the lower half-plane up to the boundary. We obtain that T V 2 ,V 1 is compact whenever V is in L 3/2,∞ 0 . By the analytic and meromorphic Fredholm theorems (for statements see [?], p. 101, and [?] , p. 107), the exceptional set E is closed, bounded, and consists of at most a discrete set outside σ(H 0 ), which may accumulate toward σ(H 0 ), and a set of measure zero contained in σ(H 0 ).
Assuming that V ∈ L 3/2,∞ 0 is real-valued and scalar, the exceptional set resides on the real line. Indeed, if λ is exceptional, then by the Fredholm alternative ([?], p. 203) the equation
, the kernel's exponential decay implies that λ is an eigenvalue for H and that the corresponding eigenvectors must be at least in ∇ −2 L 6/5,2 .
Furthermore, by applying H 0 − λ to both sides we obtain
(2.55)
In the case of a real scalar potential V , H 0 + V is self-adjoint, so this is a contradiction for λ ∈ R. In general, exceptional values off the real line can indeed occur.
having the matrix form (1.3), any embedded exceptional values must be eigenvalues, following the argument of Lemma 4 of Erdogan-Schlag [ErSc] .
Explicitly, consider λ ∈ E ∩σ(H 0 )\{±µ}; without loss of generality λ > µ. It corresponds to a nonzero solution G ∈ L 6,2 of
(2.56)
We show that G ∈ L 2 and that it is an eigenfunction of H. Let
where W 1 and W 2 are real-valued. We expand (2.56) accordingly into
(2.58)
Since W 2 is real-valued, it follows that
is real-valued. Therefore the Fourier transform vanishes on a sphere:
for |ξ| 2 = λ − µ. We then apply Agmon's bootstrap argument, as follows. By Corollary 13 of [GoSc] , if f ∈ L 1 has a Fourier transform that vanishes on the sphere, meaningf (ξ) = 0 for every ξ such that |ξ| 2 = λ = 0, then
Interpolating between this and
which holds without conditions onf , we obtain that for 1 < p < 4/3 and forf = 0 on the sphere of radius
Thus, starting with the right-hand side of (2.58) in L 6/5,2 , we obtain that g 2 ∈ L 3,2 , a gain over L 6,2 . Iterating twice, we obtain that g 2 ∈ L 2 . Therefore g is an L 2 eigenvector.
Thus, for a real-valued V ∈ L 3/2,∞ 0
having the matrix form (1.3), the exceptional set consists only of eigenvalues, potentially together with the endpoints of the continuous spectrum ±µ.
For a complex potential of the form (1.3), neither of the previous arguments holds. Embedded exceptional values can occur and they need not be eigenvalues.
Next, we examine symmetries of the exceptional set E. If V is real-valued and scalar, we have already characterized E as being situated on the real line. If V is scalar, but complex-valued, then consider an exceptional value λ, for which, due to compactness, there exists f ∈ L 2 such that 67) so the adjoint has an exceptional value at λ. However,
, so all this proves that the exceptional set E is symmetric with respect to the real axis. If V has the matrix form (1.3), then note that σ 1 V σ 1 = −V , σ 3 V σ 3 = V * , where σ 1 is the Pauli matrix
Let λ be an exceptional value, for which
since R 0 commutes with σ 3 , so whenever λ is an exceptional value so is λ. If V as in (1.3) is a real-valued matrix, then by the same methods we obtain that −λ is an exceptional value whenever λ is an exceptional value.
2.4. The time evolution and projections. We begin with a basic lemma, which applies equally in the time-dependent case.
Lemma 2.6. Assume V ∈ L ∞ and the Hamiltonian is described by (1.2) or (1.3). Then the equation
Proof. We introduce an auxiliary variable and write
Over a sufficiently small time interval [T, T + ǫ], whose size ǫ only depends on V ∞ , the map that associates Z to some given Z 1 is a contraction, in a sufficiently large ball in L ∞ t L 2 x . The fixed point of this contraction mapping is then a solution to (2.71).
This shows that the equation is locally solvable and, by bootstrapping, since the length of the interval is independent of the size of F and of the initial data Z(T ), we obtain an exponentially growing global solution. The bound (2.72) follows by Gronwall's inequality.
For a nonselfadjoint operator such as H given by (1.3), the projections on various parts of the spectrum need not be selfadjoint operators. The following lemma characterizes such Riesz projections (it appeared in [Sch] , under different assumptions concerning H).
. To each element ζ of the exceptional set of H outside of σ(H 0 ) there corresponds a family of operators
They have finite rank, P k ζ = 0 for all k ≥ n, for some n, P 0 ζ = (P 0 ζ ) 2 , and more generally (P k ζ )(
Proof. If R V (ζ) = (H 0 + V − ζ) −1 exists as a bounded operator from L 6/5,2 to L 6,2 , then ζ is not in the exceptional set and vice-versa, as a consequence of (2.50) and (2.51). We form the contour integral, following Schlag [Sch] and Reed-Simon [?],
This integral is independent of ǫ if ǫ is sufficiently small and P k ζ = 0 for k ≥ n. Using the Cauchy integral, it immediately follows that (P k ζ )(P ℓ ζ ) = P k+ℓ ζ . Furthermore, HP
It is a consequence of Fredholm's theorem that the range of P 0 ζ is finite dimensional; from (2.74) it follows that Ran(P 0 ζ ) ⊂ L 2 ∩L 6,2 . Also, Ran(P 0 ζ ) is the generalized eigenspace of H − ζ, meaning
One inclusion follows from (2.76) and the fact that P k ζ = 0 for k ≥ n. The other inclusion is a consequence of the fact that, if (H − ζ)f = 0, then R V (z)f = (ζ − z) −1 f and, using the definition (2.74), P 0 ζ f = f . For higher values of k we proceed by induction.
Furthermore, Ran(P 0 ζ ) consists of functions in ∇ −2 L 6/5,2 . If f is a generalized eigenfunction, meaning f ∈ L 2 ∩ L 6,2 and (H − ζ) n f = 0, then
where g is also a generalized eigenfunction. Assuming by induction that g ∈ ∇ −2 L 6/5,2 (or is zero, to begin with), the same follows for f . Furthermore, if g ∈ L 1 we can infer the same about f .
The range of (P 0 ζ ) * is the generalized eigenspace of H * − ζ, which means that it is also finite-dimensional and spanned by functions in
Thus, each such projection is bounded from
Throughout this paper, we assume that there are no exceptional values embedded in σ(H 0 ). By Fredholm's analytic theorem, this implies that there are finitely many exceptional values overall.
Then we can define P c , the projection on the continuous spectrum, simply as the identity minus the sum of all projections corresponding to the exceptional values (which coincide, in this case, with the point spectrum):
(2.79) P c commutes with H and with e itH , as a direct consequence of the definition and of Lemma 2.7. In order to characterize P c , we employ the he subsequent lemma appeared in Schlag [Sch] under more stringent assumptions.
Lemma 2.8. Consider V ∈ L 3/2,∞ 0 and assume that there are no exceptional values of H embedded in the spectrum of H 0 . Then for sufficiently large y
and the integral is absolutely convergent. Furthermore,
where P 0 ζ k are projections corresponding to the finitely many eigenvalues ζ k .
Proof. Assume at first that V ∈ L ∞ and take y > V ∞ . Then
must be invertible. Indeed, V 1 and V 2 are bounded L 2 operators of norm at most V 1/2 ∞ and
Therefore one can construct the inverse (I + V 2 R 0 (λ ± iy)V 1 ) −1 by means of a power series. Thus
is a bounded L 2 operator. By Lemma 2.6 χ t≥0 e itH e −yt f, g is an exponentially decaying function of t and its Fourier transform is
Combining this with the analogous result for the positive side, we see that
The right-hand side is absolutely integrable, because
(2.88) The remaining terms are absolutely integrable due to smoothing estimates:
By the Fourier inversion formula, (2.86) implies
We then shift the integration contour toward the essential spectrum σ(H 0 ), leaving behind circular contours around the finitely many (by Fredholm's Theorem) eigenvalues. Each contour integral becomes a corresponding Riesz projection.
What is left is P c , the projection on the continuous spectrum. The integral is still absolutely convergent due to (2.87), (2.88), and smoothing estimates. (2.81) follows.
In the beginning we assumed that V ∈ L ∞ . Now consider the general case V ∈ L 3/2,∞ 0 and a sequence of approximations by bounded potentials
Let E be the exceptional set of V . On the set {λ | d(λ, E) ≥ ǫ}, the norm
is uniformly bounded for large n. For some sufficiently high n, then,
92) then for any y > y 0 and sufficiently large n i
Both for V and for V n the integrals (2.90) and (2.93) converge absolutely and as n → ∞ (2.93) converges to (2.90). To see this, subtract the corresponding versions of (2.87) from one another and evaluate. This proves (2.81) for potentials V ∈ L 3/2,∞ 0
, under the spectral assumption concerning the absence of embedded eigenvalues.
By Lemma 2.8, it follows that
,2 to L 6,2 ∩ L 1 , the same holds for P p = I − P c . Therefore P c is bounded on L 6/5,q , q ≤ 2, and on L 6,q , q ≥ 2, as well as on intermediate spaces.
We end with the following technical lemma, which is especially useful in the proof of the time-dependent Strichartz estimates.
Lemma 2.9. Consider V ∈ L 3/2,∞ 0 (R 3 ) and H = H 0 + V as in (1.2) or (1.3) such that H has no exceptional values embedded in σ(H 0 ). Then there exists a decomposition
(2.95)
, and the Fourier transform of I − iT F 2 (V ),F 1 (V ) is invertible in the lower half-plane up to the boundary, where
Furthermore, F 1 (V ) and F 2 (V ) * can be approximated in the L(L 2 , L 6/5,2 ) norm by operators that are bounded from L 2 to x −N L 2 , for any fixed N .
Finally, if V ∈ L 3/2,1 then L 6/5,2 can be replaced by L 6/5,1 .
Proof. Consider a potential V such that H has no exceptional values embedded in σ(H 0 ). Being a finite-rank operator, P p has the form
where f k and g k belong to L 6,2 ∩ L 1 . It follows that A can be expressed as
Take the standard polar decomposition of P p , with respect to L 2 :
where A = (P * p P p ) 1/2 ≥ 0 is a nonnegative L 2 operator of finite rank. A maps the span of f k to itself and U is a partial L 2 isometry defined on the range of A. U maps the span of f k to the span of g k and can be extended by zero on the orthogonal complement:
(2.100)
From these explicit forms we see that both U and A are bounded operators from
where V 2 ≥ 0 is a nonnegative operator on L 2 , meaning f, V 2 f ≥ 0 for every f ∈ Dom(V 2 ), and
Then, define the bounded L 2 operators G 1 = V 2 /(V 2 + A) and G 2 = (HP p )/(V 2 + A), initially on Ran(V 2 + A), by setting
and extending them by continuity to Ran(V 2 + A). On the orthogonal complement
we simply set G 1 = G 2 = 0. We then make the construction
(2.103) F 1 (V ) and F 2 (V ) are bounded from L 2 to L 6/5,2 and from L 6,2 to L 2 respectively. We next prove that F 1 (V ) and F 2 (V ) can be approximated by operators in better classes, as claimed. Firstly, consider a family of smooth compactly supported functions χ n such that 0 ≤ χ n ≤ 1 and χ n → 1 as n → ∞. Let
(2.104)
It is plain that F n 1 and (F n 2 ) * take L 2 to x −N L 2 . We also prove that they approximate F 1 (V ) and
The second statement is due to the fact that, for finite rank operators, weak and norm convergence are equivalent. Note that I − G n 1 is also a finite rank operator, so the weak convergence of
Finally, we show that the Fourier transform I − i T F 2 (V ),F 1 (V ) (λ) is always invertible. Indeed, one has that
Conversely,
is bounded from L 6/5,2 to L 6,2 if and only if λ is not an exceptional value. Our assumption regarding the absence of embedded exceptional values implies that R V (λ) is uniformly bounded for λ ∈ σ(H 0 ). Furthermore, R V is uniformly bounded away from the finitely many exceptional values. Using the representation formula (2.94) for
(2.108) and the integral converges absolutely. Here we used the resolvent identity: for all λ 1 , λ 2 in the resolvent set, For some fixed λ 1 ∈ σ(H 0 ), R V (λ 1 ) is bounded from L 6/5,2 to L 6,2 . Then, for any other value λ 2 ∈ σ(H 0 ), one has that
(2.109) Since the integrand decays like λ −2 , it follows that
(2.110)
is always invertible by (2.106).
2.5. Time-independent estimates. In the sequel, by e itH we designate the solution of the homogenous equation, which is well-defined at all times as a bounded
x ) have compact support in t and consider the forward time evolution
x for all t and grows at most exponentially, so its Fourier transform is well-defined for Im λ < − V ∞ (where, in particular, R V (λ) 2→2 is bounded):
(2.112)
For y > V ∞ , both e −yt (T V F )(t) and e yt G(t) belong to L 2 t,x . Taking the Fourier transform in t, by Plancherel's theorem
(2.113) Here ·, · is the real dot product.
The pairing makes sense because R V P c is analytic in the lower half-plane, as a family of bounded operators from L 6/5,2 to L 6,2 . Furthermore, F and G are analytic due to the compactness of the supports and, for every y ∈ R,
and likewise for G. We shift the integration line toward the real axis, obtaining
This leads to
(2.115) Then, we remove our previous assumption that F and G should have compact support. This establishes the Strichartz estimate
Using Duhamel's formula we obtain all the other Strichartz estimates.
, one can approximate it in the L 3/2,∞ norm by L ∞ potentials whose exceptional sets are still empty (in the lower half-plane). If the conclusion stands for each of these approximations, uniformly, then we pass to the limit and it also holds for V itself.
Next, assume V ∈ L 3/2,1 and consider the following arrangement:
Lemma 2.9 provides a multiplicative decomposition
We need to establish that T F 1 (V ),F 2 (V ) ∈ K, where K is the Wiener algebra of Definition 2.1. By Proposition 1.4 and Minkowski's inequality, we see that T I,I given by
x to itself and, for the Hilbert space L 2 x , belongs to the algebra K of Theorem 2.2. Following Lemma 2.4, the Fourier transform of T F 2 (V ),F 1 (V ) is given by
(2.121) By Lemma 2.9, the Fourier transform of I − iT F 2 (V ),F 1 (V ) is invertible in the lower half-plane. Furthermore, considered as an operator from L 6/5−ǫ to its dual, T F 2 (V ),F 1 (V ) decays at infinity like |t| −1−ǫ in norm. By approximating F 1 (V ) and F 2 (V ) in the operator norm, it follows that T F 2 (V ),F 1 (V ) belongs to the subalgebra D ⊂ K of kernels that decay at infinity.
Likewise, take some V 1 , V 2 decay sufficiently fast. Then for each t
and therefore
(2.123)
Since T V 2 ,V 1 decays at infinity, (2.123) implies that T V 2 ,V 1 is equicontinuous. Again, by approximating we find that the same holds for F 1 (V ) and F 2 (V ). Therefore I − iT F 2 (V ),F 1 (V ) satisfies all the hypotheses of Theorem 2.2, with respect to the Hilbert space L 2 and the algebra K of Definition 2.1. Given that E = ∅, one can invert and (I − iT F 2 (V ),F 1 (V ) ) −1 is an upper triangular operator in K by Lemma 2.3.
Let T I,F 1 (V ) and T F 2 (V ),I be respectively given by
By Duhamel's formula,
(2.126) In addition, given the decomposition
(2.127)
Now write the evolution as
Remark 2.10. An easy proof can be given, if V ∈ L 1 ∩ L ∞ has an empty exceptional set, to t −3/2 decay estimates from
We can conduct the proof in the Beurling algebra
The proof follows that of Theorem 1.2, but is more straightforward.
2.6. The time-dependent case. We turn to time-dependent equations. Many of the previous observations, concerning the Fourier transform and Wiener's Theorem, apply here as well. However, the Fourier transform of a kernel T (t, s) which is not invariant under time translation is no longer a multiplier T (λ) : H → H for each λ; it is a family of non-local operators instead. Such a generalization was studied by Howland [How] . We shall not follow this direction in the current work. Instead, we only look at small perturbations of time-independent operators.
Consider the family of isometries given by (1.19)
In the subsequent lemma we encapsulate the properties of U that we actually use in our study of (1.21) and (1.22).
Lemma 2.11. Let U (t) be defined by (1.19). Then U possesses properties P1-P4 listed in Theorem 1.5.
Proof. It is easy to verify the first two properties directly. In particular, the Laplace operator ∆ commutes with translations.
Concerning the third property, we compare
On one hand, from dispersive estimates,
On the other hand,
This holds with a constant independent of A and v. Finally, we prove the last stated property. Assume A and v are small. We first consider the case when there is no translation movement due to v and we only have to handle oscillation, due to A. Denote this kernel byT osc , that isT
One has e ia − 1 ≤ C min(1, a) (2.137) and thus
Therefore, for large enough N , it follows from (2.133) and from (2.138) that
Next, we consider the case when v is not necessarily zero. Let
(2.140)
We treat the last factor e
in the same manner in which we treated the factors containing A. Consider the kernel that contains those factors together with e
For this kernel as well, one has
Considering the fact that (2.143) it follows that for large enough N
We also have the trivial bound
(2.146) Overall, we find that
The last property can be rewritten in a number of equivalent ways, including
For U given by (1.19), this commutator involves the terms
Then, (2.148) is a consequence of the fact that P p = I − P c has finite rank, as does P * p , and their ranges are spanned by functions in ∇ −2 L 6/5,2 .
We proceed with the proof of Theorem 1.5.
Proof of Theorem 1.5. To begin with, assume that V ∈ L ∞ . This endows the time-independent evolution with a meaning, as an exponentially growing function in L 2 . In the end, one can discard this assumption following an approximation argument. Write the equation in the form (1.23) and let
The equation becomes
The commutation term [P c , U (t) −1 ∂ t U (t)]Z is small in the dual Strichartz norm (for small v ∞ and A ∞ ) and thus can be controlled by Strichartz inequalities and a fixed point argument. The same applies regarding the proof of (1.27), where the commutation term is controlled by a fixed point argument in L 1 t L 6,1
x . Lemma 2.9 provides a decomposition
,2 ) and can be approximated in this space by operators F n 1 and F n 2 , such that F n 1 and (
(2.155) We compare the time-dependent kernelT F 2 (V ),F 1 (V ) with the time-independent one
For each n, by Lemma 2.11 we obtain that
At the same time, since F n 2 and F n 1 are approximations of F 2 (V ) and
and when V ∈ L 3/2,1
Due to the Strichartz estimates of Theorem 1.2, the operator
. Its inverse is given by
(2.161) For the same reason, when V ∈ L 3/2,1 , I − iT F 1 (V ),F 2 (V ) is also invertible in theK algebra of Definition 1.1. By (2.159), it follows that when A ∞ and v ∞ are small enough
, respectivelyK. This immediately implies the desired estimates. when p = ∞. In addition, we consider Sobolev spaces of fractional order, both homogenous and inhomogenous:
Here ∇ s and |∇| s denote Fourier multipliers -multiplication on the Fourier side by ξ s = (1 + |ξ| 2 ) s/2 and |ξ| s respectively. When p = 2, the alternate notation H s = W s,2 orḢ s =Ẇ s,2 is customary.
In addition, we are naturally led to consider Lorentz spaces. Given a measurable function f on a measure space (X, µ), consider its distribution function
when q = ∞.
We list several important properties of Lorentz spaces.
iv) Except when q = ∞, the set of bounded compactly supported functions is dense in L p,q .
For a more complete enumeration, see [BeLö] . We conclude by proving a lemma concerning the atomic decomposition of Lorentz spaces. In preparation for that, we give the following definition: Definition A.2. The function a is an L p atom, 1 ≤ p < ∞, if a is measurable, bounded, its support has finite measure, and a is L p normalized:
Again, note that a is an atom if and only if |a| is one.
Lemma A.2 (Atomic decomposition of L p,q ). Consider a measure space (X, µ). A function f belongs to L p,q (X), 1 ≤ p, q < ∞, if and only if it is a linear combination of L p atoms
where the atoms a k have disjoint supports of lacunary sizes and (α k ) k ∈ ℓ q (Z). Furthermore, f L p,q ∼ α k ℓ q and the sum (A.9) converges unconditionally in the L p,q norm.
In the limiting case L p,∞ , a similar decomposition exists, but only converges when f is in L p,∞ 0 -the closure within L p,∞ of the set of bounded functions of finite support.
Note that, for
and L p,∞ is the dual of L p ′ ,1 , but the dual of L p,∞ can be quite complicated.
Proof. In one direction, assume that f ∈ L p,q ; without loss of generality, we may consider |f | in its stead.
Let f k = f * (2 k ), for f * as in (A.5). Since the distribution function is decreasing, by (A.6) one has that .10) or, equivalently,
. By definition, µ(B k ) ≤ 2 k and |f (x)| ≥ f k on B k . Observe that if µ(B k ) > µ(B k−1 ), then µ(B k ) > 2 k−1 .
For any k ∈ Z, let n(k) = min{n | µ(B n \ B k ) ≥ 2 k }, m(k) = max{m | µ(B k \ B m ) ≥ 2 k−1 }, (A.12) and set n(k) = +∞ or m(k) = −∞ if the sets are empty. Observe that, for k ≤ ℓ < n(k), f ℓ = f k and, for k > ℓ ≥ m(k), f ℓ = f k−1 .
Define recursively the finite or infinite sequence (k ℓ ) ℓ∈Z by k 0 = 1, k ℓ+1 = n(k ℓ ) for ℓ ≥ 0, and k ℓ−1 = m(k ℓ ) for ℓ ≤ 0. (A.13)
Then f k = f k ℓ whenever k ℓ ≤ k < k ℓ+1 . Since (A.14) it follows that ℓ (2 k ℓ+1 /p f k ℓ ) q 1/q is comparable to f L p,q . Let A ℓ = |f | −1 ([f k ℓ , f k ℓ−1 )). Note that µ(A ℓ ) ≥ 2 k ℓ−1 by the definition of the k ℓ sequence and also that µ(A ℓ ) = µ(B ℓ \ B ℓ−1 > 2 k ℓ −1 − 2 k ℓ−1 . We infer that µ(A ℓ ) > 2 k ℓ −2 . On the other hand, µ(A ℓ ) ≤ µ(B ℓ ) ≤ 2 k ℓ . Set α ℓ = µ(A ℓ ) 1/p ess sup{|f (x)| | x ∈ A ℓ }, .15) Note that a ℓ is an atom for each ℓ and (A.16) In particular,
In order to establish the converse, consider
where a k are L p atoms of disjoint supports of size 2 k and only finitely many of the coefficients α k are nonzero. One needs to show that (A.19) with a constant that does not depend on the number of terms.
Observe that each atom a k has ess sup |a k (x)| = 2 −k/p . Since the measures of supports of atoms a k , for k < k 0 , add up to at most 2 k 0 , it follows by the definition of the distribution function that It follows that f L p,q is indeed finite and fulfills (A.19). The unconditional convergence of k |α k | q implies the unconditional convergence of α k a k . This easily generalizes to the case when the atom sizes are only in the order of, not precisely equal to, 2 k , as well as to the case when there are at most some fixed number of atoms of each dyadic size instead of just one.
Appendix B. Real interpolation
Our presentation of interpolation faithfully follows Bergh and Löfström, [BeLö] , and is included only for the sake of completeness. The reader is advised to consult this reference work for a much more detailed exposition.
For any couple of Banach spaces (A 0 , A 1 ), contained within a wider space X, their intersection, A 0 ∩ A 1 , and their sum A 0 + A 1 = {x ∈ X | x = a 0 + a 1 , a 0 ∈ A 0 , a 1 ∈ A 1 } (B.1)
give rise to two potentially new Banach spaces.
Given a couple of Banach spaces (A 0 , A 1 ) as above, define the so-called K functional on A 0 + A 1 by K(t, a) = inf a=a 0 +a 1 ( a 0 A 0 + t a 1 A 1 ). (B.2) Definition B.1. For 0 ≤ θ ≤ 1, 1 ≤ q ≤ ∞, the interpolation space (A 0 , A 1 ) θ,q = A θ,q is the set of elements f ∈ A 0 + A 1 whose norm
is finite.
(A 0 , A 1 ) θ,q is an exact interpolation space of exponent θ between A 0 and A 1 , meaning that it satisfies the following defining property:
Theorem B.1. Let T be a bounded linear mapping between two pairs of Banach spaces (A 0 , A 1 ) and (B 0 , B 1 ), i.e. 
0 ,A
1 ) θ,q 2 , (B.8)
if 0 < θ < 1, 1/q − 1 = (1/q 1 − 1) + (1/q 2 − 1), 1 ≤ q ≤ ∞.
Finally, below we list the results of real interpolation in some standard situations: Proposition B.3. Let L p be the Lebesgue spaces defined over a measure space (X, µ) and L p,q be Lorentz spaces over the same. Then 1. (L p 0 ,q 0 , L p 1 ,q 1 ) θ,q = L p,q , for p 0 , p 1 , q 0 , q 1 ∈ (0, ∞], p 0 = p 1 , 1/p = (1 − θ)/p 0 + θ/p 1 , 0 < θ < 1.
2. For a Banach space A, define the weighted spaces of sequences (homogenous and inhomogenous, respectively) ℓ q s (A) = (a n ) n∈Z | (a n ) ℓ Again, the reader is referred to [BeLö] for the proofs and for more details.
