Introduction
In the last years, emerging technologies such as interactive visualization, in-memory analytics and associative search marginalized IT role in building BI solutions. Figure 1 shows the trend in use of these technologies (as search terms) using Google Trends. We see that the interest for these technologies has increased in the last years. Interest over time Also, Figure 2 shows how these technologies affect businesses. These technologies allow business people to do basic exploration of larger data sets and to find better answers to business problems. In-memory technology has the potential to help BI systems to become more agile, more flexible and more responsive to changing business requirements. This section takes a look at the pros and cons of in-memory BI. The primary goal of the in-DOI: 10 .12948/issn14531305/18.3.2014.03 memory BI technology is to replace traditional disk-based BI solutions. The important differences between them are: speed, volume, persistence and price [1] . For decades BI solutions have been plagued by slow response times, but speed is very important in analysis and in-memory BI technologies are faster than disk-based BI technologies. In-memory BI technologies load the entire dataset into RAM before a query can be executed by users. Also, most of them can save significant development time by eliminating the need for aggregates and designing of cubes and star schemas.
Fig. 2. How in-memory analytics, interactive visualization and associative search affect businesses
The speed of in-memory technology makes possible more analytics iterations within a given time. Ken Campbell, director of PwC Consulting Services company notes: "Having a big data set in one location gives you more flexibility. T-Mobile, one of SAP's customers for HANA, claims that reports that previously took hours to generate now take seconds. HANA did require extensive tuning for this purpose. " [2] . But RAM is expensive compared to disk. Inmemory technologies use compression techniques to represent more data in RAM. Also, most of in-memory technologies use columnar compression to improve compression efficiency. The traditional disk-based BI solutions use query-based architectures such as: ROLAP, MOLAP and HOLAP. ROLAP uses SQL or another query language to extract detail data, to calculate aggregates and store them in aggregate tables. Detail data are stored in data warehouses or data marts (disk-based persistence) and are used when necessary. MOLAP pre-aggregates data using MDX or another multidimensional query language. HOLAP (hybrid OLAP) is a combination of the two above architectures. But these query-based solutions don't maintain the relationships among queries. Some of in-memory BI technologies can maintain the relationships among queries. Today, one of challenges of BI is to allow users to become less dependent on IT. BI so- There are many and different in-memory BI solutions. Table 1 presents a comparative analysis using the following criteria: 1) the main characteristics; 2) query language; 3) data model [5] . According to [5] , an agile BI solution requires: 1) an agile development methodology; 2) agile BA; and 3) an agile information infrastructure. An agile information infrastructure must be able to extract and combine data from any data sources, internal and external sources including relational, semistructured XML, multidimensional and "Big Data. According with these requirements, the main characteristics of a data model for agile BI are:  adaptable to rapid business changes;  agile design;  high flexibility to analysis;  excellent speed of analysis;  easy and universal access to any data sources. Most of in-memory BI solutions use the following data models: dimensional model (star schema, snowflake or combinations), hypercube and "associative" data model. Which of them are agile? The next section tries to answer to above question. Also, the next section briefly presents a comparative analysis of these data models using the following criteria: 1) basic concepts; 2) modeling approach; 3) flexibility.
Measures and Dimensions versus Free Dimensional Analysis
In dimensional model and hypercube we distinguish between measures and dimensions. (Figure 4) . The model is implemented by Qlikview tool (Qlik Tech company, a leader in Magic quadrant for Business Intelligence and analytics platforms/Garter, 2014) [7] . "Associative" model makes no distinction between attributes that are facts and attributes that are dimensions. The word "associative" puts emphasis on understanding how datasets relate to one another. This model is built around the concept of datasets with related logic tables. The datasets are loaded in memory, in a compressed and fully normalized format, via the Load script. 
defining the aggregation formulas).
A data warehouse is usually built before designing the hypercube. Associations between dimensions are not computed. "Associative" model is a bottom-up model and it is developed by each department and then adopted by the company. The model and the user interface are developed together using an agile development approach (e.g. SCRUM). This approach changes the focus from data driven to the decision driven. This approach is divided into the following phases:  identifying the initial business requirements and the data requirements;  prioritizing the business requirements (SCRUM product backlog) and defining the data staging requirements (QVD files for larger deployments);  iterative execution phase (many sprints) that includes: data loading (configuring of the connections, development of the initial load script), data modeling, data provisioning, user interface development (use of the data for analysis), testing, user review and refining;  deployment [10] (Figure 5 ). Figure 6 shows the structure of tables. The query result is: Time dimension is not used in this query. If end-user wants to use Time dimension, then he needs to rewrite the SQL query. The query result set is independent of the previous query result set. A large variety of powerful analytics are available with "associative" model such as: aggregations on-the-fly, set analysis, comparative analysis, conditional analysis, calculated dimensions, and so on. Data sources are loaded in memory, via the Load script. Database is not required. The data model and the associations between data sources are generated automatically during the data load process. The end users don't need to use a definition language. Also, the end users don't need to use a query language. They only create a pivot table with three "dimensions"/fields (Regiune, Oras and a "calculat- Also, two list boxes were created: An and Regiune. We must select only the values of Regiune list (such as, Transilvania). The "calculated dimension" will return top 2 sellers for each city that contributes more than 5% of the sales within its region (such as, Transilvania), and a null value for all others (Figure 7a ) [9] [11] . But, we can make every data selection (any combination of year and region). For example, Figure 7b shows top 2 sellers for each city in 2012, only for Transilvania region and Muntenia region. In conclusion, more information, high flexibility, easier for end users to make Top N analysis than with SQL/MDX. You can select any value for any attribute and all the related data from the entire data model will be displaying (associative search). For example, when we select 2013 in the An list box, the screen automatically updates to show the associated data in the Regiune list box. The Bucovina region is shown with a gray background to indicate that is not associated (we have no sales in Bucovina, in 2013). Selection is green, unrelated data is gray and associated data is white (Figure 7c ). The Figure 9 shows the associative model with Time dimension. We see that this model looks like snowflake schema. QlikView Set Analysis is a powerful tool for comparative analysis, for example, current year versus previous year, ordered products versus products not ordered, or selected data versus the unselected data. Figure 10 shows a comparative analysis using different time periods: current month versus previous month versus two months earlier. We can compare results for three different time periods in one single view based on the same selection state. The comparisons are dynamic and based on the user's selections.
Fig. 10. Set analysis tool-comparative analysis using different periods
Also, the Figure 11 shows a comparative analysis using alternate states between period A (february -march 2012) and period B (february-march 2013) for Cluj city. We can select any city, any year and any month. In conclusion, all three emerging technologies are implemented by Qlikview: interactive visualization, in-memory analytics and associative search. At the end of this paper, Table 2 presents a comparative analysis between the data models and tries to show which of the models is agile. We see that the "associative" model has almost all characteristics of an agile data model. 
Conclusion
In conclusion this paper has identified the main characteristics of an agile data model. Considering these characteristics, the paper made a comparative analysis of the data models used in-memory BI technology: dimensional model, hypercube and "associative" model. The "associative" model has almost all characteristics of an agile data model. Also, three emerging technologies (interactive visualization, in-memory analytics and associative search) are implemented by Qliview. Deploying of these technologies in a BI solution results in an agile BI.
