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Abstract
In this article we show that each complete metric space is the maximal point space of a continuous,
bounded complete dcpo (in other common terminology, we show that such a space has a bounded
complete computational model). This gives a positive answer to J. Lawson’s question of whether
each completely metrizable space is the maximal point space of a continuous, bounded complete
dcpo. (For related conjectures we refer the reader to the work of K. Martin cited below.)
The proposed solution to this well-known problem exhibits some fundamental links that
hold between bitopological spaces, asymmetric topological structures and bounded complete
computational models. In fact, the existence of a computational model for a topological space turns
out to be equivalent to a number of fairly familiar concepts from asymmetric topology.
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1. MotivationConsider the problem of approximating a general real number on a computer. Typically,
if x ∈ R, the only information available given another number, is whether x < a or x > a—
and no answer is given if x = a. Two uses of such a test will enable us to learn whether
x is in the interior of a compact interval. Of course, the smaller the interval, the more we
know about x , and we can easily store certain intervals, say those with dyadic endpoints
[ i2n , j2n ] where i < j . Here we look at what to do with just this sort of information, and
what mathematical structures naturally arise.
1.1. Poset issues
Consider the poset (partially ordered set) K of compact nonempty intervals, with the
order ⊇. The reason for this choice of order, is that if [a, b] ⊆ [c, d] then more information
is given by the knowledge that x ∈ (a, b) than by x ∈ (c, d). Thus (K,) is a poset such
that:
(∗) if D ⊆ K is a directed subset, then D has a supremum (in this case⋂D).
Definition 1.1. A poset (P,) with property (∗), is called a dcpo.
Property (∗) assures us that if we seem to be storing more and more information about
a number, there really is a number for which that information holds. This viewpoint is
discussed in [9].
Notice that with the methods above, it can be determined for p,q ∈ K, that p ⊃ q ,
exactly when int(p)⊇ q . This relationship, denoted  below, can be characterized strictly
in terms of :
Lemma 1.2. p  q if and only if whenever q ∨D, D directed, then for some r ∈ D,
p  r .
Proof. Suppose p  q and let q ⊇⋂D, D⊆K directed. Then (R\ int(p))∩⋂D= ∅, so
by the compactness of elements of D, (R \ int(p)) ∩⋂F = ∅ for some finite F ⊆D, and
since D is directed (by ⊇), there is an r ∈D such that r ⊆⋂F , whence (R \ int(p))∩ r =
∅; that is, r ⊆ int(p), so in particular, p  r .
Conversely, if p  q fails, think of q as [a, b]. Then q =⋂{[a − 12k , b + 12k ] | k =
1,2, . . .}, but for no k is [a − 12k , b + 12k ] ⊆ p (since otherwise q ⊆ (a − 12k+1 , b + 12k+1 )⊆
int(p)). 
We use these standard notations (e.g., from [9]): for A ⊆ P , ⇓A = {p | for some
q ∈ A, p  q}, ⇓q = ⇓{q}, ↓A = {p | for some q ∈ A, p  q}, ↓q = ↓{q}, with ↑A,
⇑A, similarly defined.
Notice that ⇓q is directed (if p, r  q then q ⊆ int(p) ∩ int(r) = int(p ∩ r), and
p ∩ r ∈K), and its supremum is q . In other words,
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(∗∗) for each q , ⇓q is directed and q =∨(⇓q).Note that with the help of Lemma 1.2 we can define  for a general dcpo (see
Section 2).
Definition 1.3. A dcpo satisfying (∗∗) is called continuous.
Several properties of  will be useful to us. For all dcpo’s we have:
wb1. If p  q then p  q (simply let D= {q}).
wb2. r  p  q  s ⇒ r  s.
For continuous dcpo’s:
wb3. If p, r  q then for some s, we have p, r  s  q .
The above properties should remind you of the definition of proximity (these
connections are explored in [6] and below). Properties wb1–wb2 are obvious from the
definitions, but wb3 requires some proof, which we now give:
Proof of wb3. Note first that if D is any directed set, then ⇓D is directed, for if a, b ∈ ⇓D
then a  c, b  d for some c, d ∈ D, so by wb1 and wb2, a, b  e, where c, d  e ∈ D.
Further, for each q , ⇓q is directed, by continuity. Thus ⇓(⇓q) is directed.
Now let p, r ∈ ⇓q . Then by the directedness of ⇓q , we have some t ∈ ⇓q such that
⇓t ⊆ ⇓(⇓q), so t =∨⇓t ∨⇓(⇓q), so t  u for some u ∈ ⇓(⇓q). This says that for
some v, t  u v  q , and so by wb2 p, r  v  q . 
Here is quite a different example of a continuous dcpo involving many of the
considerations above: Let A be some sort of algebraic object (group, ring, etc.) and let
P be a set of natural subobjects (e.g., subgroups, subrings, ideals). Then (P,⊆) is a poset
and directed (in fact, all) subsets of P have suprema (this is a complete lattice). Indeed,
each S ⊆ A generates a minimal element of P , usually called 〈S〉.
Then p  p if and only if, p is finitely generated, and each q is the sup of the directed
set K(q) = {p | p  p  q}. A complete lattice in which each element is so described is
called algebraic for obvious reasons.
1.2. Topological issues
We now ask: When is it natural to say that a set C ⊆K is “knowledge closed”? Scott’s
answer is, when:
(1c) C is a lower set: if p ∈ C and q  p then q ∈ C (if we know that x ∈ p ⊆ q then we
know x ∈ q);
(2c) If D ⊆ C is directed, then∨D ∈C (if we know x ∈ p for each p ∈D then we know
x ∈⋂D).
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The topology in which these are the closed sets is the Scott topology, σ ; so a set T is
σ -open when:
(1o) T is an upper set: If p ∈ T and p  q then q ∈ T ;
(2o) If D⊆K is directed, and∨D ∈ T , then D meets T .
Another topology useful in analyzing σ , is the lower topology, ω, whose closed sets are
generated by {↑p | p ∈K}. We now look at these topologies and their relationship. For this
it is convenient to notice a less universal assumption that also holds in this case: (K,)
is bounded complete: if a finite B ⊆K is bounded above, then B has a supremum (but of
course, {[0,1], [2,3]} has no supremum).
Note that σ and ω can be defined similarly for general dcpo’s.
Theorem 1.4. If P is a bounded complete dcpo, then σ ∨ ω is compact.
Proof. For suppose C is a set of σ -closed sets, F is a set of subbasic ω-closed sets, and⋂
(C ′ ∪F ′) = ∅ whenever C ′ ⊆ C andF ′ ⊆F are finite. Then whenever ↑p1, . . . ,↑pn ∈F
we have that ↑p1 ∩ · · · ∩ ↑pn = ∅; that is, {p1, . . . , pn} is bounded above, so it has a
sup,
∨n
k=1 pk . Consider D = {
∨n
k=1 pk | ↑p1, . . . ,↑pn ∈ F}, a directed subset of P .
For each C ∈ C , by our assumption if p ∈ D then p ∈ C, since C is a lower set. Thus
D ⊆ C, and so s =∨D ∈ C as C is closed under directed suprema. Therefore we have
s ∈ (⋂C)∩ (⋂F) =⋂(C ∪F), so the latter is nonempty. 
Lemma 1.5. If P is a continuous dcpo then {⇑p | p ∈ P } is a base for σ .
Proof. First we see that each ⇑p is σ -open: Let ∨D ∈ ⇑p; this says that p ∨D, so
there is a q such that p  q ∨D. By definition of , there is then r ∈ D such that
q  r , so r ∈D ∩ ⇑p; and ⇑p is an upper set by wb2.
Suppose q ∈ T ∈ σ . Then T ∩ ⇓q = ∅, so let p ∈ T , p  q . But then q ∈ ⇑p ⊆ ↑p ⊆
T , so the ⇑p form a base. 
The following shows that the Scott topology is T0 but usually not Hausdorff (nor T1):
Lemma 1.6. If P is a continuous dcpo then clσ (p) = ↓p and clω(p) = ↑p. Therefore,
these are T0 topologies, and p ∈ clσ (q)⇐⇒ q ∈ clω(p).
Proof. First note that each ↓p is σ -closed: Transitivity of  says that if q  r ∈ ↓p then
q ∈ ↓p, showing (1c); further, if D ⊆ ↓p, then ∨D ∈ ↓p, that is, (2c). Finally, by (1c),
if p ∈ C, C σ -closed, then ↓p ⊆ C; thus ↓p is the smallest σ -closed set containing p. T0
follows since (p ∈ clσ (q)&q ∈ clσ (p)) ⇒ p = q .
For the other assertion, each ↑p is ω-closed, and each ω-closed set is an intersection
S of (finite) unions of ↑p’s so like them is an upper set. But ↑p is the smallest upper set
containing p. 
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A central virtue of bitopology is that it allows use of separation concepts for topological
spaces that lack separation. This is done by viewing separation as a relationship between
two topologies. Three bitopological separation axioms which we need, will illustrate this
point. Note that the unit interval, with the usual order, is a continuous lattice (on it, 
is <, except that 0  0). The bitopological unit interval is I = ([0,1], σ,ω); note that
in this case, σ is the upper topology, whose nontrivial open sets are those of the form
(r,1], r ∈ (0,1), and ω is the lower topology, whose nontrivial open sets are those of the
form [0, r), r ∈ (0,1).
Definition 1.7. A bitopological space (X, τ, τ ∗):
• is completely regular if whenever x ∈ T ∈ τ , then there is a pairwise continuous
f :X → I such that f (x)= 1 and f [X \ T ] = {0},
• is regular if whenever x ∈ T ∈ τ , then there are U ∈ τ and a τ ∗-closed C such that
x ∈U ⊆ C ⊆ T ,
• is pseudoHausdorff (pH) if p /∈ clτ (q) then there are disjoint open sets T ∈ τ and
U ∈ τ ∗ such that p ∈ T and q ∈ U ,
• has a property Q pairwise if both it and its dual, (X, τ ∗, τ ), satisfy Q.
Theorem 1.8. If P is a continuous dcpo then (P,σ,ω) is pairwise pH.
Proof. To see that (P,σ,ω) is pH, assume p /∈ clσ (q). Then p  q , so by the fact that P
is continuous, there is an r  p such that r  q . But then p ∈ ⇑r ∈ σ , q ∈ P \↑r ∈ ω, and
since ⇑r ⊆ ↑r , ∅ = ⇑r ∩ (P \ ↑r).
To see that (P,ω,σ) is also pH, simply notice that by the last lemma p /∈ clσ (q) ⇐⇒
q /∈ clω(p), and then re-use the previous paragraph. 
The above shows that if P is a bounded complete, continuous dcpo, then (X,σ,ω) is a
joincompact bitopological space: Its so-called Lawson topology σ ∨ω is compact and T0,
and (P,σ,ω) is pairwise pH.
Joincompact spaces are the bitopological analogue of compact Hausdorff spaces.
Among their overwhelming number of similarities is the fact, used later, that for such
spaces, pH ⇒ regular ⇒ normal, so ⇒ completely regular. Thus in particular,
(X,σ,ω) is pairwise completely regular. This and more about bitopological spaces is
in [12].
Theorem 1.9. The subspace M of maximal points of (K, σ ), is homeomorphic to R, and
ω|M ⊆ σ |M .
Proof. Certainly [a, b] is a maximal element of (K,⊇) if and only if it is a singleton, so
consider the map f (a) = [a, a] from R onto M . This map is a homeomorphism because
a ∈ (b, c) if and only if f (a) ∈ ⇑[b, c]. Further, f−1[↑[b, c] ∩M] = [b, c], a closed set in
the usual topology on R, showing that each ω|M subbasic closed set goes to a closed set,
so ω|M ⊆ σ |M . 
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Thus the above work displays the real numbers as the subspace of maximal points of
the Scott topology on a bounded complete dcpo. If X is a locally compact T2 space, the
same holds for {X} ∪ {K ⊆ X | K compact} (see [5]).
1.3. Statement of the problem
The maximal point space problem ([10], 1984), asks exactly which spaces can be so
displayed—formulated more precisely by Jimmie Lawson, it asks how such spaces are
related to the Polish (= separable, completely metrizable) spaces.
In 1999, Ciesielski, Flagg and the first author [3] characterized the maximal point spaces
of ω-continuous, bounded complete dcpo’s as those second countable, T1 spaces, (X, τ)
for which there is a compact topology τ ∗ ⊆ τ on X such that (X, τ, τ ∗) is pairwise regular
(because both topologies are Lindelöf, this is equivalent to pairwise completely regular). In
[4] they showed that each Polish topology satisfied these conditions. It had been shown by
Lawson [14], that the maximal point space of each ω-continuous dcpo such that the Scott
and the Lawson topologies agree at the top, is Polish. (The definition of the countabiliy
condition ω-continuous will be given in the beginning of Section 2.)
In writing these papers it was learnt that in 1970, [1] showed (in somewhat different
terminology) that a metrizable space (X, τ) is completely metrizable if and only if there
is a second, compact T1 topology on X,τ ∗ ⊆ τ , such that (X, τ, τ ∗) is regular. We asked:
if a metrizable space (X, τ) is completely metrizable must there be a second, compact T1
topology τ ∗ on X such that (X, τ, τ ∗) is pairwise regular (as we showed in the separable
case)?
Our second author quickly showed that in fact, this was true with “regular” improved
to “completely regular”. When he heard this, Jimmie Lawson asked if the countability
conditions could also be eliminated in our result: Is each completely metrizable space the
maximal point space of a continuous, bounded complete dcpo? Our third author, then saw
that this was the case.
In a recent paper [17] Martin proved that the maximal point space of any domain is
Choquet complete (compare also [16]). Under metrizability, Choquet completeness and
ˇCech completeness agree and mean complete metrizability. It remains an open problem to
find more general classes of spaces relevant to problems in Computer Science in which
these completeness properties still coincide. In fact, Theorem 5.1 below suggests a further
definition of completeness that might be worth studying in this context.
2. Domain theory
Our primary reference in domain theory is [2]. Generalizing our definition above, we
say that a poset (P,), is bounded complete if each finite, bounded set of elements has
a supremum. Note that in a dcpo arbitrary subsets bounded from above have suprema iff
finite subsets bounded from above have suprema.
In particular, each bounded complete poset P has a least element, which arises as a
supremum of the empty set. If a directed set A has a supremum, it is denoted
∨↑A.
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For a poset P , A ⊆fin P means that A is a finite subset of P . If x ∈ P and A ⊆ P , then
A  x denotes the fact that for all y ∈ A we have y  x . A similar convention holds for
other binary relations used in this text, as ,≺, . . . etc.
Let x and y be elements of a poset P . With 1.2 in mind, we say that x is way-below
(approximates) y if for all directed subsets A of P , y ∨↑ A implies x  a for some
a ∈A, and we denote this by x  y . Now, ⇓x is the set of all approximants of x below it.
⇑x is defined dually. We say that a subset B of a poset P is a (domain-theoretic) basis for
P if for every element x of P , the set ⇓x ∩B is directed with supremum x . The reader can
easily show that a poset P is continuous iff it has a basis.
If x  x then x is called a compact element. The subset of compact elements of a
poset P is denoted K(P). A poset is called a domain if it is a continuous dcpo. Note
that K(P) ⊆ B for any basis B of P . If K(P) is itself a basis, the poset P is called
algebraic. If a poset admits a countable basis, we say that it is ω-continuous (or ω-algebraic
providing that K(P) is a countable basis for P ). A Scott domain is a bounded complete ω-
algebraic dcpo with a least element. Finally, with the goal of this paper and the motivation
of Section 1 in mind, we define:
Definition 2.1. A model of a topological space (X, τ) is a continuous dcpo P together
with a homeomorphism φ :X → maxP where maxP carries the subspace Scott topology
inherited from P .
2.1. Auxiliary relations
Auxiliary relations were introduced in [9] and discussed in some detail in [2,6,15]:
Definition 2.2. An auxiliary relation on a poset (P,), is a relation ≺ which satisfies
wb1–wb3. A round ideal in a poset with auxiliary relation is a nonempty directed lower
subset I ⊆ P , such that if p ∈ I then p ≺ q for some q ∈ I . The round ideal completion
I(P ), is the set of round ideals in P , partially ordered by ⊆. A basis for a poset with
auxiliary relation is a B ⊆ P such that whenever p ≺ q then there is a b ∈ B such that
p ≺ b ≺ q . The pseudoScott topology, pσ , on P , is that generated by { p | p ∈ P }, where
p = {q | p ≺ q} and p = {q | q ≺ p}. An auxiliary relation is approximating if whenever
p,q ∈ P and p ⊆ q then p  q .
In both [9] and [6] our assumption that for an auxiliary relation, p,q ≺ r ⇒
(∃s)(p, q ≺ s ≺ r) is weakened to (int) p ≺ r ⇒ (∃s)(p ≺ s ≺ r), and the auxiliary
relation is called subdirecting in [6] if it additionally satisfies p,q ≺ r ⇒ (∃s)(p, q 
s ≺ r), and in [9], where finite sets that are bounded above are assumed to have suprema, an
auxiliary relation is called multiplicative if p,q ≺ r ⇒ p∨q ≺ r . For relations satisfying
wb1, wb2 and (int), our stronger assumption holds if and only if the relation is subdirecting,
and in the presence of such suprema, multiplicative.
Of course, a round ideal is simply a ≺-directed, ≺-lower set, and the portion of (a)
of the following theorem not directly involving  can be shown strictly in terms of ≺.
Indeed, sets with transitive relations satisfying wb3 are called abstract bases, and were
introduced in [18] and described in some detail in [2], where that portion of (a) was shown
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(Proposition 2.2.22) and in [15]. Most of (b) was shown in [14], as Lemma 3.2. Every basis
in a continuous poset is an example of an abstract basis.
Theorem 2.3. Let (P,) be a poset with an auxiliary relation ≺. Then:
(a) I(P ) is a continuous dcpo, and the map j :P → I(P ), defined by j (p) = p,
preserves  and ≺, and takes P onto a basis for I(P ).
(b) If ≺ is approximating, then: j is a bitopological imbedding of (P,pσ,ω) into
(I(P ), σ,ω) such that for all p,q ∈ P, p  q ⇐⇒ j (p)  j (q) and p ≺ q ⇐⇒
j (p)  j (q).
(c) If all finite sets that are bounded above have suprema, and all ≺-directed sets
have upper bounds, then I(P ) is a bounded complete domain and j [max(P )] =
max(I(P )).
Proof. (a) Each union of a directed set of round ideals is a round ideal, and is in fact, the
sup of the directed set.
Before showing continuity, we look at j : For I, J ∈ I(P ),
I  J iff for some p ∈ J, I ⊆ p. (+)
Note now that if p ∈ J, then by definition of round ideal and wb2, there is a q ∈ J
such that p ∈ q ⊆ J , so J =
⋃{ q | q ∈ J } =
∨{ q | q ∈ J }. So if I  J , then for some
q ∈ J , I ⊆ q . Conversely, suppose there is a p ∈ J so that I ⊆ p, and J ⊆
⋃
D for some
directed D ⊆ I(P ). Then p ∈K for some K ∈ D, and therefore, I ⊆ p ⊆ K .
It follows that j [P ] is a basis for I(P ), and any dcpo Q with a basis B is continuous,
since whenever p, r  q , there is some s ∈ B , thus in Q such that p, r  s  q .
Of course, if p  q and r ≺ p then r ≺ q , so j (p) = p ⊆ q = j (q). Further, if p ≺ q
then p ∈ j (q) and j (p) ⊆ j (p), so j (p)  j (q).
(b) Suppose that ≺ is approximating. Then j (p)  j (q) ⇒ j (p) ⊆ j (q) ⇒
p  q . In particular, j is a one-one map. This also says that j [↑p] = ↑j (p) ∩ j [P ] and
j−1[↑j (p)] = ↑p. Thus images and inverse images of subbasic ω-closed sets are ω-closed,
so j imbeds (P,ω) into (I(P ),ω).
Note that if j (p)  j (q) then for some r ∈ q , j (p) ⊆ j (r), hence since ≺ is
approximating, p  r ≺ q , so p ≺ q ; by this and (a), p ≺ q ⇐⇒ j (p)  j (q). We finish
by checking that images of pσ subbasic opens are in σ and inverse images of basic σ -opens
are in pσ ; this will show that j is an imbedding of (P,σ ) into (I(P ), σ ), thus a pairwise
imbedding: By the first sentence of this paragraph, j [ p] = (⇑j (p)) ∩ j [P ], one of our
goals. For the other, q ∈ j−1[⇑I ] ⇐⇒ I  j (q) ⇐⇒ (∃r ≺ q)(I ⊆ j (r)) ⇐⇒ (∃r)(q ∈
r ⊆ j−1[⇑I ]), so we have a pσ -neighborhood of q contained in j−1[⇑I ]; so this set is
pσ -open.
(c) Every dcpo in which all finite sets that are bounded above have suprema, is bounded
complete: For if A is bounded above then so is each finite subset F ⊆ A, thus∨F exists,
and B = {∨F | F ⊆ A finite} is a directed set, so has a supremum, and as B clearly has
the same upper bounds as A,
∨
B is the supremum of A.
Now assume that P has suprema for finite bounded sets. Then I(P ) is a continuous
dcpo with a least element {⊥}, where ⊥ =∨∅ is the least element of P .
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Thus it is enough to prove that if I, J ⊆ K for some ideals I, J,K ∈ I(P ), then I ∨ J
exists: But for any finite F ⊆ I ∪J we have F ⊆ K and so for some d ∈K, c ≺ d for each
c ∈ F , since K is ≺-directed. Thus∨F exists in P and is an element of K . Consider the
set L= {∨F | F ⊆ I ∪ J finite} ⊆ K . Then ⊥ ∈L, so L is nonempty.
We claim that L is ≺-directed: Let a, b ∈L; then a =∨F and b =∨G for some finite
F,G ⊆ I ∪ J . Since I and J are round, for any c ∈ F ∪ G there is a dc ∈ I ∪ J such that
c ≺ dc, and let h =∨c∈F∪G dc ∈ L. Hence for each c ∈ F ∪ G, c ≺ h, so there is some
d such that for each c ∈ F ∪ G, c  d ≺ h. Thus ∨F,∨G d ≺ h, so ∨F,∨G ≺ h.
Therefore ⇓L is a round ideal that by construction is the least upper bound of I and J .
Finally, assume that each ≺-directed set D is bounded above. Let I ∈ I(P ), and
consider B = j−1[⇓I ]. If p,q ∈ B then j (p), j (q) I , so j (p), j (q) j (r), for some
r ∈ P by (a), and thus p,q ≺ r ∈ B by (b). Thus B is bounded above, say by s. Certainly
s ⊇ B , thus j [ s] ⊇ j [B], so
∨
(j [ s]) 
∨
(j [B]) = I , and if I is maximal, then we
must have
∨
(j [ s])= I , thus j [max(P )] = max(I(P )), as required. 
3. Asymmetric topological structures
Below, we show that the existence of a model for a topological space is equivalent to a
number of fairly familiar asymmetric concepts. Here we reintroduce the necessary concepts
which have not already been mentioned.
For our purposes, it is best to use a definition of quasiproximity related to that of strong
inclusion [8, p. 11]: A relation  in the continuous poset (P(X),⊆), is a quasiproximity if
it satisfies wb1–wb3 and:
qp4. ∅  ∅ and X X, and
qp5. if A B and A C then A B ∩C.
Note that qp5 is equivalent to the assertion that ⇑A = {B | A  B} is directed by
⊇, and assures us that the dual quasiproximity ∗ = {(X \ B,X \ A) | A  B}, is also
a quasiproximity. A quasiproximity,  gives rise to a topology τ () defined by: T is
open if for each x ∈ T , {x}  T . Naturally, it then yields a bitopological space, β() =
(X, τ(), τ (∗)).
Recall that for each A ⊆ X, intτ () A = A◦, where we define A◦ := {x | {x}  A}. By
wb1, A◦ ⊆ A. Also A◦ ∈ τ (): since if x ∈ A◦ then {x}  A so for some B, {x}  B  A,
and if y ∈ B then by wb2, {y} A; this means B ⊆ A◦, and since {x} B , we have by wb2
that {x} A◦. Finally, if A⊇ T ∈ τ () and x ∈ T , then {x} A by wb2, so x ∈A◦, showing
T ⊆ A◦.
The notation and basic results concerning quasiuniformities and quasiproximities come
from [8]. A quasiuniformity U on X is a filter on X ×X such that
(U1) ∀U ∈ U . ∆ := {(x, x) | x ∈ X} ⊆ U ,
(U2) ∀U ∈ U ∃V ∈ U . V ◦ V ⊆ U .
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Each quasiuniformity U on a set X, induces a quasiproximity U on X, by
A U B iff ∃U ∈ U . U [A] ⊆ B.
(Here U [A] denotes the image of A under U , {y | (∃x ∈ A)(x, y) ∈ U}.) Also, each
quasiuniformity has a dual, U∗ = {U−1 | U ∈ U}; further, it is easy to check that U∗ = ∗U .
Also, since each quasiuniformity gives rise to a quasiproximity, and the latter gives rise to
a (bi)topological space, so does the former, by τU := τ (U ) and βU = (X, τU , τU∗). The
latter clearly can be (and usually are) defined directly from the quasiuniformity in the
expected way, and the above definition is then a lemma that we need below (see [8]).
A continuity space is a set X together with a distance function q :X × X → A,
satisfying, for each x, y, z ∈X:
q1. q(x, x)= 0, and
q2. q(x, z) q(x, y)+ q(y, z).
Here, (A,+,0) is a commutative monoid, with absorbing element, ∞, and with a lattice
order , satisfying the identity (a ∧ b) + c = (a + c) ∧ (b + c), together with a set of
positives P which is a filter (an upper set, closed under ∧) such that for each r ∈ P there
is an s ∈ P such that s + s  r , and such that for each a ∈ A, ∧{a + r | r ∈ P } = a.
(Here we have taken a common weakening of the axioms most used for these spaces (see
[11] and [7]), which is sufficient for our purposes.) Given such a space, it is easy to see
that {U ⊆ X × X | for some r ∈ P, Nr ⊆ U} is a quasiuniformity, denoted Uq , where Nr
denotes {(x, y) | q(x, y) r}. The dual of a continuity space is the dual distance function
defined by q∗(x, y)= q(y, x), together with the original X,A,+,,0,∞. It again is easy
to see that Uq∗ = U∗q , and the above definitions can be used to define q = Uq , τq = τUq ,
and βq = βUq . Again, this can be done directly, with unsurprising results.
4. The characterisation
Theorem 4.1 (The characterisation). The following are equivalent for a T1 topological
space (X, τ):
(1) There is a poset P in which all finite sets that are bounded above have suprema,
with an approximating (multiplicative), auxiliary relation ≺ which has directed upper
bounds, and whose pseudoScott topology is pσ , such that (X, τ) is homeomorphic to
its maximal point subspace, (maxP,pσ |maxP);
(2) X admits a bounded complete model;
(3) There is a compact T1-topology τ ∗ on X such that (X, τ, τ ∗) is completely regular;
(4) There is a compact T1-topology τ+ ⊆ τ on X of weight at most that of τ , such that
(X, τ, τ+) is pairwise completely regular;
(5) There is a continuity space on X such that τq = τ and τq∗ is compact;
(6) There exists a quasiuniformity U on X such that τ = τ (U) and τ (U∗) is compact;
(7) There exists a quasiproximity  on X such that τ = τ () and τ (∗) is compact.
R. Kopperman et al. / Topology and its Applications 139 (2004) 285–297 295
Proof. For (1)⇒(2), use Theorem 2.3, (b) and (c).
To see (2)⇒(3), suppose that X has a bounded complete model P . The proof is similar
to the one of Theorem 9 of [3]. Let B be a (domain-theoretic) basis of P . Let C be a family
of all sets of the form Cd := {y ∈ maxP | y ∈ ↑d} for d ∈ B , and let τ ∗ be the smallest
topology for which all sets from C are closed. (That is, τ ∗ is the subspace weak topology
on maxP .) Thus, τ ∗ is generated by the subbase B := {X \C | C ∈ C}.
If B0 ⊆ B is such that C0 := {Cd | d ∈ B0}, has the finite intersection property, then
every finite subset B1 of B0 has an upper bound in P . Thus
B2 := B0 ∪
{⊔
B1 | B1 ⊆fin B0
}
is directed in P with B0 ⊆ B2. Since P is a dcpo,∨↑ B2 exists in P . Hence B0 ∨↑ B2
and hence
⊔
B0 exists by bounded completeness. By Zorn’s Lemma, there exists an x ∈X
such that
⊔
B0  {x} in P . Thus x ∈⋂C0. Now, the Alexander subbasis theorem implies
that τ ∗ is compact.
In [6], it is shown that (P,σ,ω) is pairwise completely regular (the result holds even
if bounded completeness of P is discarded) therefore, so its subspace (maxP,σ |maxP ,
ω|maxP ). But maxP = {{x} | x ∈ X}, σ |maxP = τ and ω|maxP = τ ∗. This shows (more
than) (3).
For (3)⇒(4), let (X, τ, τ ∗) be completely regular, and τ ∗ be compact. First we show
that there is a collection of functions F , of cardinality  the weight w(τ), such that τ is
the weakest topology such that each f ∈ C remains continuous from τ to σ : Let B be a
base for τ of cardinality w(τ); if V,U ∈ B and there is a pairwise continuous f :X → I
such that V ⊆ f−1[{1}] and f−1[(0,1]] ⊆ U , choose one such function, and let C be
the collection of functions so chosen. Then if x ∈ T ∈ τ , let x ∈ U ∈ B, U ⊆ T . By
complete regularity, choose a pairwise continuous f :X → I such that f (x) = 1 and f
is 0 off U ; then x ∈ f−1[(0.5,1]] ∈ τ , so for some V ∈ B, x ∈ V ⊆ f−1[(0.5,1]]; then
h = 2f ∧ 1 :X → I is pairwise continuous, V ⊆ h−1[{1}] and h−1[(0,1]] ⊆ U , so there
is a g ∈ C such that x ∈ V ⊆ g−1[{1}] and g−1[(0,1]] ⊆ U ⊆ T . Thus τ is the weakest
topology such that each g ∈ C is pairwise continuous, and clearly the cardinality of C is at
most that of B squared, that is, w(τ).
Next, let τ+ be the weakest topology such that each f ∈ C remains continuous from τ+
to ω. Then τ+ ⊆ τ ∗, so it is compact, and each f ∈ C remains pairwise continuous from
(X, τ, τ+) to I. As a result and by the previous paragraph, (X, τ, τ+) is completely regular.
Notice that by our definition, if x ∈ T ∈ τ+, there is an f :X → I which is continuous from
τ+ to ω and an a ∈ (0,1) such that x ∈ f−1[[0, a)] ⊆ T ; but then the function defined by
g(y) = ( f (y)−f (x)
a−f (x) ∧ 1) ∨ 0 is also pairwise continuous from X to I and continuous from
τ+ to ω and g(x) = 0, g(y) = 1 if y /∈ T . Thus h = 1 − g : (X, τ+, τ ) → I is such that
h(x)= 1, and h(y)= 0 if y /∈ T . So (X, τ+, τ ) is completely regular, showing the pairwise
complete regularity of (X, τ, τ+). Also, {f−1[[0, q)] | q ∈ Q ∩ (0,1), f ∈ C} is a base for
τ+ of cardinality at most w(τ).
The remaining properties required in (4) result from the pairwise complete regularity
of (X, τ, τ+) and compactness of τ+. By complete regularity, if x /∈ clτ (y) there is an
f : (X, τ, τ+) → I such that f (x) = 1 and f is 0 off X \ clτ (y), so f (y) = 0, whence
y ∈ f−1[[0,1)]  x , thus y /∈ clτ+(x). This showsτ+ ⊆−1τ ; the reverse inclusion results
296 R. Kopperman et al. / Topology and its Applications 139 (2004) 285–297
similarly from complete regularity of the dual. But since τ is T1, its specialization is
equality, thus so is that of τ+, whence τ+ is T1.
In [12, Theorem 3.1], it is shown that in a pH bitopological space, each τ -compactτ -
upper set is τ ∗-closed. Also its Theorem 2.4 shows that as expected, complete regularity
implies pH. Thus by the complete regularity of (X, τ+, τ ), each τ+-closed set, being τ+
compact and (like all sets) a ττ+ -upper set, is τ -closed, whence τ+ ⊆ τ .
For (4)⇒(5), let A = [0,∞]PC(X,I), with +, defined coordinatewise. Then, working
coordinatewise it is easy to see that (A,+,0) is a commutative monoid with absorbing
element ∞, (A,) is a complete lattice, and that P = {f ∈ (0,∞]PC(X,I) | f−1[(0,∞)]
is finite} is a filter such that p ∈ P ⇒ p/2 ∈ P&p/2 +p/2 p and each a =∧{b+p |
p ∈ P }. Further, define q :X×X →A by q(x, y)(f )= (f (x)− f (y))∨ 0; q satisfies the
reflexivity and triangle axioms q1, q2 since it does so coordinatewise. We now evaluate τq ;
for each t > 0 and f ∈ PC(X, I) define r(f, t) by r(f, t)(f )= t, r(f, t)(g) = ∞ if g = f ;
then r(f, t) ∈ P and each r ∈ P is a finite inf of functions of the form r(f, t). Also, for each
x ∈ X, Nr(f,t)(x)= {y | q(x, y) r(f, t)} = {y | f (x)− f (y) t} = f−1[[f (x)− t,1]].
Therefore if x ∈ T ∈ τq then for some finite number f1, . . . , fn ∈ PC(X, I), t1, . . . , tn > 0,
T ⊇⋂n1 f−1j [fj (x)− t,1] ⊇
⋂n
1 f
−1
j (fj (x)− t,1]  x , so T ∈ τ as a union of open sets,
and for the reverse inclusion, if x ∈ T ∈ τ there is an f ∈ PC(X, I) such that f (x)= 1 and
f−1[(0,1]] ⊆ T so in particular, Nr(f,0.5)(x) = f−1[[0.5,1]] ⊆ T , and therefore, τ = τq ;
similarly, τ+ = τq∗ .
We leave (5)⇒(6) and (6)⇒(7) to the reader.
For (7)⇒(1), let  be a quasiproximity such that τ = τ and τ∗ is compact. Let C denote
the collection of all nonempty τ∗-closed subsets of X. Define the poset P := (C,⊇).
Singletons are τ∗ -closed and so are the maximal elements of P , and P has suprema of
finite sets that are bounded above (X =∨∅). Now let ≺= −1, which is by definition of
quasiproximity, a multiplicative, approximating auxiliary relation on P . Each ≺-directed
subset of P is a family of closed sets in τ∗ which has the finite intersection property, so
by the compactness of τ∗ , P has ≺-directed upper bounds.
To see that τ is homeomorphic to the subspace pseudoScott topology on maxP via
the map φ(x) = {x}, suppose {x} ∈ ⇑B for some B ∈ P . Then by the discussion in
the definition of quasiproximity, since {x}  B , we have x ∈ intτ () B . For the reverse
implication, if x ∈ intτ () B , then {x} B , so {x} ∈ ⇑B . These together show φ(x) is in the
basic open ⇑B if and only if x is in the open intτ () B , so that φ is a homeomorphism. 
5. Bounded complete models for complete metric spaces
As briefly mentioned above, the second author recently proved the following result, by
expanding the argument of [1, Theorem 1] in an appropriate way.
Theorem 5.1 [13]. A metrizable topological space X is completely metrizable iff there is a
quasiuniformity U on X such that τ = τU and τ (U∗) is compact.
To this end he defined a sufficiently large family of continuous functions on the given
complete metric space X into the unit interval (equipped with its usual topology). The
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initial quasiuniformity with respect to this family of maps into the bitopological unit
interval (endowed with its canonical compatible quasi-uniformity) provides the compatible
quasiuniformity U on X. In order to make sure that the topology induced by the dual
quasiuniformity U∗ is compact, the continuous functions are constructed simultaneously
using the method known from the proof of Urysohn’s Lemma and with the help of the
concept of a swelling of a family of sets. The latter notion is often applied to questions
in dimension theory. In the special case of a separable complete metric space X the
constructed collection of maps is countable. Therefore in this case the obtained initial
quasiuniformity U has a countable base and thus is quasipseudometrizable.
Corollary 5.2. Every complete metric space has a bounded complete computational model.
Proof. Immediate by Theorem 5.1 and equivalence of parts (2) and (6) in Theo-
rem 4.1. 
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