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Estudio de datos recolectados por Analytics
en un negocio online web.
Jordi Castillo Mas
Resumen– El objetivo de este artı´culo es exponer el estudio realizado a Google Analytics en
una empresa online de bodas. Donde se cotejara´ en detalle, los datos de las trazas de usuario
recolectadas en un an˜o para compararlas con un sistema local de recoleccio´n de trazas. Donde
finalmente se realizara´ una importacio´n de los datos de Analytics a la coleccio´n de datos local. En
este estudio, se hace un ana´lisis de los datos para ver que registros son los que se guardan en cada
una de las dos colecciones de datos, y se comparan entre si para ver que´ diferencias hay en cada
una. El estudio se ha realizado en una compan˜ı´a de servicio de bodas online, que ofrece al cliente
la posibilidad de contactar con diferentes empresas del sector. Es por esta razo´n, que´ se analizara´
la interaccio´n de los usuarios en estas empresas, situando el foco del estudio en saber las visitas
que realizan estos usuarios en ellas. Al final de este artı´culo se muestra, el porque´ de los distintos
datos en cada una de las colecciones; la solucio´n que se ha dado en el estudio para poder cotejar
con confianza los datos; demostrar que los datos en ambas colecciones son distintos, concluir con
una estadı´stica de los datos de cada una de las colecciones y del uso que se le va a hacer.
palabras clave– Universal Analytics, Google Analytics, Data Analysis, Compare data, Data
mining, Big data, BigQueries, MySQL, MapReduce.
Abstract– The aim of this article is to expose the study carried out to Google Analytics in an online
wedding company. This study will check in detail the data of the user traces collected for one year
ago, comparing this data with a local datebase which have the same trace collection. In this study,
we make an analysis of the data to know which records have been saved in both data collections,
and compare one to other to get the differences between collections. The study was realized at
an online wedding service company, that offers to the costumers the possibility to contact service
with different companies in the sector. That is why, we want to analyze the users interaction with
companies, focusing the study to know the users visits on this pages. At the end of this paper we’ll
explain: the facts that makes the data collections be different; the answer that has been rather in the
study to be able to check the information of the collections; we’ll demonstrate that the data in both
collections are different and, we’ll conclude with a statistics of the data of each collection and the
uses that we will do with them.
Keywords– Universal Analytics, Google Analytics, Data Analysis, Compare data, Data mi-
ning, Big data, BigQueries, MySQL, MapReduce.
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1 INTRODUCCIO´N
ESte artı´culo trata de describir el trabajo realizado en unproyecto de empresa privada, donde se quiere abordar
un problema de minerı´a de datos. Este proyecto consiste en
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cotejar los datos que se han ido recolectando durante ma´s
de 1 an˜o en una empresa web del sector de bodas para que
parejas puedan organizar el dı´a de su boda. Estos datos se
recolectan a trave´s de la navegacio´n de los usuarios a medi-
da que van interactuando con el portal web y plataforma en
smartphones.
Los datos se han ido recolectando todo este tiempo con
la herramienta de trazas de usuarios Google Analytics y a
trave´s de una herramienta desarrollada por la misma empre-
sa, que graba las acciones del usuario mediante la pa´gina
web. Las dos herramientas tienen el mismo objetivo, regis-
trar toda interaccio´n usuario-pa´gina y guardar, por cada he-
“Junio” de 2018, Escola d’Enginyeria (UAB)
2 EE/UAB TFG INFORMA`TICA: Estudio de Analytics
rramienta, la informacio´n en una base de datos distinta para
tener ambas colecciones separadas.
Este proyecto surge de la necesidad de querer analizar
el comportamiento del usuario en la web. Pero al realizar
las primeras pruebas, se observo´ que las trazas de usuarios
de ambas colecciones de datos, que supuestamente deberı´an
tener la misma informacio´n, no tenı´an nada en comu´n. En-
tonces, a trave´s de la necesidad de saber el porque´ esas co-
lecciones no son iguales y de querer obtener una unificacio´n
en los datos para poder trabajar ma´s adelante con ellos sin
tener la necesidad de trabajar con ambas colecciones por
separado.
Se quiere revisar que´ informacio´n hay en cada una de las
colecciones de datos y ver que diferencia hay entre ellas,
pero al tener un volumen tan alto de datos hace que la ta-
rea no sea trivial. Por esta razo´n, se ha decidido comparar
primero solo una parte de ambas colecciones. La parte que
se ha decidido escoger es en la seccio´n de empresas de la
plataforma, donde los usuarios hacen contacto con los dife-
rentes escaparates que ofrece la pa´gina de bodas.
Finalmente, se quiere combinar ambas colecciones para
poder completar un estudio con detalle de las visitas del
usuario en las empresas que existen en la pa´gina.
2 OBJETIVOS
Para realizar este proyecto necesitamos cumplir una serie
de requisitos para poder finalizarlo con e´xito. Es por esa
razo´n, se ha querido marcar unos objetivos, donde una vez
cumplidos todos se podra´ dar el trabajo como realizado.
El primer objetivo es conocer el contenido de las colec-
ciones. Para poder lograrlo, necesitamos saber en ambas co-
lecciones de datos que se esta´n guardando y como gestio-
nan las herramientas para registrar dicha informacio´n. Este
objetivo nos permite tener una visio´n global del proyecto,
entender que contenido tenemos registrado y que datos es-
tamos recolectando de la interaccio´n de los usuarios.
El segundo objetivo es ver que conflictos residen en ca-
da una de las colecciones respecto la otra que hacen que
no sean ide´nticas, ya que para poder llegar a combinar am-
bas colecciones primero tenemos de gestionar las diferen-
cias que existen entre ellas. Una vez tengamos una visio´n
de estos conflictos se podra´ implementar un proceso para
poder discriminar esos datos incoherentes en ambas colec-
ciones y lograr unificar las colecciones.
El siguiente objetivo consiste en realizar un ana´lisis con
BigData en las colecciones para reducir en informes el con-
tenido de los registros de las herramientas. De esta forma,
podemos obtener de en cada una de las colecciones, las vi-
sitas que han realizado los usuarios en la pa´gina.
Otro objetivo es extraer conclusiones sobre los datos ob-
tenidos por el ana´lisis en BigData. Se quirie analizar los
resultados obtenidos de haber hecho el estudio y contras-
tarlos con los que, sin haber hecho ninguna modificacio´n,
estarı´an almacenados en la coleccio´n. Y finalmente, ver que
porcentaje de coincidencia hay entre las colecciones antes
y despue´s del ana´lisis.
El u´ltimo objetivo es ejecutar un proceso para unificar
los datos de ambas colecciones, este proceso an˜adira´ a la
coleccio´n de la base de datos local la informacio´n obteni-
da de los resultados del ana´lisis de BigQuery realizado en
Google Analytics.
Una vez completados los anteriores objetivos, tendremos
realizado el ana´lisis de los datos en Analytics y obtendre-
mos una combinacio´n de ambas colecciones guardadas en
la base de datos local.
3 ESTADO DEL ARTE
Este proyecto esta´ enfocado en analizar un conjunto de
datos muy grande, de un orden de 4TB de registros, y gene-
rar unos procedimientos para analizar, procesar y reducir la
informacio´n en distintos informes para posteriormente ha-
cer un estudio. Por esta razo´n, podemos situar el proyecto
dentro del campo del BigData y del Data Minning.
Las herramientas que se van a utilizar en este proyecto
son muy diversas y la combinacio´n de cada una de ellas
hace que se puedan cumplir los objetivos, por esa razo´n, a
continuacio´n, se va a detallar cada una de ellas.
La primera es la herramienta de Google Analytics[1], es-
ta permite grabar el comportamiento y acciones que realiza
una persona dentro de un dominio web. Ha sido la encarga-
da de ir recogiendo los datos de los usuarios durante todo
este periodo de tiempo. Esta herramienta contiene el mo´du-
lo de expansio´n Google 360 Suite, que nos permite hacer
un mejor seguimiento de los usuarios entre las plataformas
en la pa´gina. Google Analytics tiene un mo´dulo que nos
ha permitido realizar un ana´lisis de datos exhaustivo, este
es BigQuery[2], y consiste en una base de datos de Goo-
gle con el contenido de la coleccio´n de datos de Analytics,
donde permite realizar operaciones de bu´squedas de forma
o´ptima con la capacidad de procesar un gran volumen de
datos en un margen de tiempo o´ptimo. Es por esa razo´n que
esta herramienta ha sido muy u´til para realizar el proyecto,
ya que ha sido la responsable de dar apoyo para analizar los
datos y lanzar el proceso de reduccio´n datos en un tiempo
muy optimo, ya que en todo momento cualquier operacio´n
no ha tardado ma´s de 2 minutos. Por eso solo hemos te-
nido la necesidad de gestionar el volumen de informacio´n
que movemos por la red sin tener en cuenta los recursos de
ca´lculo que se necesitan.
La segunda herramienta ha sido un servidor de
MySQL[3], que tiene la capacidad de almacenar datos y
realizar consultas SQL para poder gestionar la coleccio´n lo-
cal de datos. En esta base de datos se realizara´ la migracio´n
de datos de los informes que obtengamos de Analytics. Es-
ta herramienta no tiene tanto nivel de procesado como la
de Google Analytics pero al tenerlo a nivel local es mucho
ma´s accesible y podemos tener un control total de los datos
almacenados.
Para poder realizar los procesos de ejecucio´n de ana´li-
sis, reduccio´n e importacio´n de los datos, se ha utilizado
el co´digo de programacio´n PHP. Este co´digo se encarga
de gestionar los procesos de BigData, en e´l se preparan los
procesos que tienen de ejecutar las herramientas y, final-
mente, mover los datos de una coleccio´n a otra. La necesi-
dad de utilizar este co´digo de programacio´n es debido a que
en el entorno de la empresa ya tienen mo´dulos para ges-
tionar las otras herramientas, anteriormente mencionadas.
Permitie´ndo la conexio´n a la base de datos MySQL, con la
posibilidad de importar y exportar datos, y realizar consul-
tas SQL en ella. La empresa tambie´n dispone de una API
para realizar la conexio´n con BigQueries de Analytics con
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la capacidad de realizar importaciones de datos y realizar
consultas BigQuery.
4 METODOLOGIA
Para el desarrollo de este proyecto hemos utilizado un
modelo basado en iteraciones. Para este se podrı´a atribuir
una metodologı´a de tipo de modelo en espiral, aunque se ha-
ya realizado en dos ciclos del espiral, no era trivial conocer
el nu´mero de ciclos que se debı´an realizar para resolver el
proyecto, ya que por cada ciclo, se han cogido unos reque-
rimientos con el objetivo de incrementar el emparejamiento
de ambas colecciones. Se ha analizado como sera´n los pro-
cesos de ana´lisis y reduccio´n; se han creado los procesos
capaces de analizar y minimizar los datos en informes; al
final del ciclo se han ejecutado y analizado para ver la me-
jora obtenida; y finalmente repetir el mismo ciclo pero con
los nuevos datos obtenidos, esto hasta lograr un ı´ndice de
porcentaje de coincidencia aceptable.
El procedimiento que hemos utilizado para cada iteracio´n
ha sido el mismo, es por esa razo´n se ha dedicado una sec-
cio´n en este artı´culo para detallar como se ha desarrollado
el proyecto. A continuacio´n se exponen los procedimientos.
4.1. Procedimiento
El procedimiento que hemos utilizado es el nu´cleo de es-
te proyecto, ya que ha sido disen˜ado para desarrollar el pro-
yecto de una forme dina´mica y simple. El potencial de este
procedimiento es que se puede realizar en paralelo ma´s de
un estudio de patrones a la vez, para posteriormente redu-
cirlos en un informe.
Estos pasos esta´n hechos para que se cumplan de forma
predecesora del primero al u´ltimo, es decir, primero cumplir
el procedimiento uno, luego el segundo y ası´ hasta el u´ltimo.
Estos son los siguientes.
El primero es realizar un estudio de los registros adqui-
ridos por ambas herramientas de trazavilidad, comparando
entre ellas a nivel de registro los datos, y hallar registros
perdidos y/o an˜adidos en cada una de las colecciones que
no este´ an˜adida a la otra.
El segundo es realizar un estudio de patrones entre los
registros anotados en el primer objetivo. Este punto, trata
de agrupar coincidencias entre los registros y ver si real-
mente siempre se cumple un patro´n que hace que los datos
de ambas colecciones sean distintos. Es decir, intentar ver si
siempre se cumple que algunos inputs de las trazas an˜aden
los registros en una coleccio´n y para la otra no. Este punto
tiene como objetivo ver el histo´rico de las trazas.
El tercero es realizar una comprobacio´n de patrones,
donde por cada patro´n que hemos hallado en el punto an-
terior se lo tiene que someter a prueba, y ver, si siempre
se cumple que los inputs de las trazas son grabadas en una
coleccio´n. Para este punto, comprobaremos a nivel pra´ctico
que las acciones de los usuarios en unos inputs son registra-
das solo por una de las herramientas.
Una vez realizados los objetivos del uno al tres, en el
caso de que el patro´n se cumpla, se realizara´ un proceso
de marginacio´n para los datos con patrones de conflictos
hallados anteriormente, como este proceso es muy costoso,
se pueden ajuntar ma´s de un patro´n a la vez.
Una vez hecha el proceso de marginacio´n, el siguiente
paso es reducir los registros a esquemas. Reducir los regis-
tros a esquemas consiste en resumir todos esos registros en
conjuntos de registros para poder analizar de mejor forma y
precisa los datos obtenidos.
Por u´ltimo, se realizara´ un estudio de los datos reduci-
dos, para ver cuanto han mejorado nuestra coincidencia de
ambas colecciones de datos.
5 EXPERIMENT
El experimento es la puesta en marcha del proyecto, trata
de realizar un primer contacto entre los datos que residen en
ambas colecciones e intentar hacer una prueba de concepto
de unificacio´n de los datos. Como desconocemos completa-
mente que similitud hay entre ambas colecciones, se decide
hacer un primer estudio para ver que ı´ndice de coinciden-
cias hay en cada una de las bases de datos.
En este ciclo se aplican las reglas de los procedimientos
anteriormente expuestos, para resolver la primera iteracio´n
del proyecto, aunque en este punto del proyecto se desco-
nocı´a por completo que procedimiento se debı´a seguir para
resolverlo. Pero antes de seguir avanzando, se quiere expo-
ner que este ciclo no llega al final, ya que como ma´s adelan-
te se explicara´, no se pueden demostrar todas las premisas
pensadas para que esta iteracio´n se cumpla. Por eso, se forzo´
a los datos a que se hallaran coincidencias, lo que derivo a
un error fatal en la integridad de los datos obtenidos. Por
esa razo´n se descarta la idea de seguir avanzando con un
modelo incremental en el proyecto y se pasa a un modelo
por ciclos, dejando el experimento como el primer ciclo y
recogiendo toda la informacio´n posible hallada en e´l, para
poder alimentar el siguiente ciclo.
Para la resolucio´n de este ciclo, la idea que se tenı´a en
mente es que cada registro de una coleccio´n tiene de estar
fuertemente ligada a otra de la otra coleccio´n, y si no existen
coincidencias quiere decir que hay errores en los registros.
Como veremos ma´s adelante en el proyecto, esta premisa
es falsa, pero en este punto desconocı´amos que fuese ası´,
ya que como ma´s adelante veremos que no son errores los
registros que existen de ma´s en las colecciones, sino que
son datos que no han sido registrados por la otra coleccio´n.
Teniendo en mente que cada una de los registros tiene que
estar ligado con otro, se ejecuto´ un proceso que recoge los
datos de un dı´a de ambas colecciones y se compara cuanta
coincidencia hay.
El resultado fue frustrante, ya que ni el 2 % de los da-
tos cruzados coincidı´a, es por este hecho que se asumio´ que
esto se debı´a a un error humano a la hora de realizar el pro-
ceso.
El error es debido a que el proceso de cruzar datos
es muy simple. Este proceso trata de hacer coincidir las
visitas hechas por usuarios en empresas en un instante de
tiempo de una coleccio´n con otra. El error no podı´a ser muy
complejo ya que en este punto no se analizaba que seccio´n
de la empresa esta´ visitando el usuario. Es por eso, que se
observo´ que el error residı´a en el instante de tiempo, ya que
en el momento de registrarse los datos ambas colecciones
no marcaban la misma franja horaria. Tambie´n se observo´
que no marcaban el mismo segundo exacto, es decir que
los datos pueden llegar a tener un retraso de 10 segundos
en la instancia de tiempo respecto la otra. Adema´s, se
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obtuvo informacio´n acerca de este procedimiento en la que
ambas colecciones no tenı´an el mismo nu´mero de registros,
ya que para un dı´a Analytics habı´a recaudado cerca de
los 70.000 registros mientras que los de la base de datos
local no llegan a los 30.000. Esto son los resultados que
pudimos aprovechar de este ciclo ya que lo que se expone
a continuacio´n son ma´s pruebas del experimento que no
llegaron a aportar nada en el proyecto debido a un mal
enfoque.
Una vez realizado el ana´lisis anterior se forzo´ a los
datos, con una modificacio´n en el procedimiento anterior,
a que se cruzaran entre si. Para ası´ poder lograr un mejor
ratio en el ı´ndice de coincidencia de las colecciones.
Esta modificacio´n lanza el mismo proceso teniendo en
cuenta que un dato se puede relacionar con ma´s de uno en
la otra coleccio´n y tener un margen de error en la instan-
cia de tiempo de un registro de una coleccio´n con la de la
otra coleccio´n, se ejecuto´ una prueba de concepto para di-
ferentes ı´ndices de error: 10 segundos, 1 minuto, 15 minu-
tos y 1 dı´a. Los resultados fueron sorprendentes, ya que el
ı´ndice de coincidencia se disparaba mucho. Pero como ya
veremos este ı´ndice de coincidencia es falso. A continua-
cio´n, se muestra una imagen con los indices de coinciden-
cia erro´neas hallados con este procedimiento modificado,
las lı´neas verdes son el porcentaje de emparejamiento de
los registros de la coleccio´n Analytics y los azules de la co-
leccio´n Local.
Fig. 1: Tabla de ı´ndice de coincidencia falsa del proceso de
modificado del experimento.
La razo´n de que este proceso modificado sea falso es de-
bido a que no se contempla que secciones esta´ visitando
el usuario; tambie´n es falso que un dato de una coleccio´n
se pueda relacionar con ma´s de uno de la otra coleccio´n
y; finalmente, tambie´n es falso que un dato pueda tener un
lapsus de tiempo de 1 dı´a entero de diferencia con la otra
coleccio´n. Se descartan estos resultados ya que peligra la
integridad total del proyecto si seguimos con estas directri-
ces.
Es tan grande la incertidumbre de los resultados del ex-
perimento que finalmente se da por concluido debido a que
se encuentra en un callejo´n sin salida, ya que este proce-
dimiento no es capaz de relacionar los datos correctamente
que a la vez sean fiables. Los resultados que obtuvimos con
el experimento demuestran que ambas colecciones au´n te-
ner aparentemente las mismas trazas no son iguales, por lo
que intentar realizar una comparacio´n a escala de registro
resulta muy difı´cil.
Antes de finalizar con este ciclo se decidio´ que esta´ no era
la forma correcta de atacar la problema´tica del proyecto, por
este motivo se decidio´ realizar una exportacio´n de ambas
colecciones de datos reducidos en un informe mensual pa-
ra agrupar el nu´mero de visitas de usuario en empresas por
mes. De esta forma, se desarrollo´ la idea de iteracio´n por
ciclos, intentando atacar el problema por iteraciones, empe-
zando por tener los datos reducidos desde un principio, para
tener un nuevo enfoque y poder realizar un estudio desde un
punto de vista distinto.
Con la reduccio´n se obtuvo un nuevo enfoque, ya que
ahora tenemos bien agrupada la informacio´n para poder co-
tejarla. La siguiente imagen muestra un gra´fico de los re-
sultados del informe agrupados por empresas sin tener en
cuenta los usuarios con las 100 empresas con ma´s registros
en un mes para la coleccio´n local. Estos se muestran en la
imagen como la lı´nea inferior de color negra y los datos de
la lı´nea verde son los registros mensuales del mismo mes
para la coleccio´n de Analytics.
Fig. 2: Tabla de muestra de 100 empresas con el nu´mero de
registros de visitas para cada una.
La siguiente figura muestran el ı´ndice de coincidencia
que hay entre los informes de ambas colecciones, la lı´nea
azul muestra que ı´ndice hay por cada una de las empresas
de la figura anterior, y la lı´nea roja, es una media aritme´tica
que se alimenta por cada empresa.
Fig. 3: Tabla de los ı´ndices de coincidendia de la Fig. 2.
Una vez realizado el informe, se procede a realizar la si-
guiente iteracio´n, donde se analizaran estos datos y se em-
pezara´ otro estudio para hallar patrones.
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6 JOURNEY POR ME´S
El ‘Journey’ es el nombre con el que hemos atribuido a
los informes de la anterior iteracio´n, es debido a que los
usuarios tienen agrupada la informacio´n por empresas de
los registros, de esta forma tenemos una perspectiva mucho
ma´s amplia ya que ahora ya no enfocamos en ver registros
sueltos, sino que sale la nueva directriz de preguntarnos,
¿cua´ntas visitas ha hecho un usuario en una empresa este
mes? Con este nuevo modelo podemos comparar y ver que
empresas son las ma´s pobladas, compararlos con la de la
otra coleccio´n, luego ver que usuarios tienen ma´s datos re-
ferentes a esta empresa en este mes y finalmente comparar
los registros de este usuario, ya que los usuarios con ma´s
distancia de cruce de una coleccio´n con la otra, nos aportan
ma´s informacio´n de lo que puede estar sucediendo en los
datos.
Para empezar a ver las empresas con ma´s visitas registra-
das a la web en el mes de la importacio´n, se observo´ que la
coleccio´n de Google Analytics tiene ma´s del triple de datos
que la coleccio´n local, es por esa razo´n de que es una buena
candidata para someterla a estudio y ver que diferencias hay
una de la otra.
Para realizar el estudio se analizo´ que usuarios tenı´an un
mayor nu´mero de visitas en esta empresa en este mes y es-
coger entre los que tienen ma´s visitas, adema´s se escogio´
algu´n usuario en el punto medio de esta poblacio´n por si
tambie´n nos podı´a dar algu´n otro tipo de informacio´n.
Al escoger estos usuarios se analizaron los registros de
estos en una coleccio´n y en la otra teniendo en cuenta la
misma empresa seleccionada anteriormente. Con esta se-
leccio´n disponemos de informacio´n muy precisa de ambas
colecciones con la que se puede cruzar la informacio´n, te-
niendo en cuenta las secciones de la pa´gina, sin la necesidad
de tener en cuenta el tiempo, ya que con los datos tan redu-
cidos se podı´a ver a simple vista los resultados.
El hecho de que se vea tan claro los resultados es porque
la gran mayorı´a de los datos de la empresa de la coleccio´n
de Analytics provenı´a de las fotos de la empresa, y no solo
ocurrı´a con un usuario, sino que en todos los usuarios so-
metidos a este estudio para esta empresa seguı´an el mismo
patro´n. El patro´n se postulo con el tı´tulo de ’Usuarios en la
coleccio´n de Analytics que tienen gran numero de visitas
en la seccio´n de fotos de las empresas que no esta´n siendo
guardados por la coleccio´n Local’.
Una vez postulado el patro´n anterior se observo´ que es-
te patro´n podı´a pasar la fase tres del procedimiento (com-
probacio´n de patrones), ya que para concluir que realmente
este canon se cumple siempre, se´ tiene que demostrar que
podemos repetir el proceso de los usuarios para que una co-
leccio´n guarde nuestros datos en una coleccio´n y en la otra
no. A la misma vez se tiene de hallar la seccio´n en que estos
inputs no actu´an de la misma manera.
Al realizar la prueba se descubrio´ que el problema reside
en el carrusel de fotos de las empresas, ya que la coleccio´n
local solo guarda las trazas cuando una pa´gina es recarga-
da, mientras que la coleccio´n de Analitics permite enviar
una traza por imagen del carrusel vista. Como el carrusel se
realiza con llamadas ası´ncronas al servidor, no es necesaria
la recarga de pa´gina y por ese hecho la coleccio´n local pier-
de gran cantidad de visitas, ya que el gran numero de visitas
en una empresa se hacen en la seccio´n de fotos.
Con el punto anterior se cumple el procedimiento tres
de la metodologı´a de trabajo, antes de seguir con el punto
cuatro, nos llego informacio´n de la persona encargada del
SEO de la empresa informa´ndonos de que en la coleccio´n
de Analytics un usuario solo puede registrar 500 visitas por
sesio´n. Debido a esta informacio´n se pospuso el proceso
de la marginacio´n del punto anterior para ma´s adelante. Ya
que antes se quiere realizar el procedimiento de estudio de
patrones en el nuevo patro´n hallado ’Usuarios de Analytics
solo pueden hacer 500 hits en una sesio´n’.
Para estudiar este patro´n se estudio si en los registros de
Analytics, hay algu´n usuario con 500 hits, la respuesta fue
que si, luego se observo´ si habı´a algu´n otro que tuviese ma´s
de +500 y la respuesta fue que no, entonces con esto se
hallo´ un nuevo patro´n que se debı´a comprobar que siempre
se cumpliese. Tras realizar la comprobacio´n, se observo´ que
los usuarios solo podı´an llegar a realizar un ma´ximo de 500
hits, se comprobo´ gracias a la herramienta de depuracio´n,
Google Analytics Debugger[4], y tal como se muestra a la
imagen a continuacio´n, cuando un usuario llega a 500 visi-
tas en una sesio´n, la herramienta de Analytics deja de enviar
informacio´n por seguridad.
Fig. 4: Respuesta de Google Analytics Debugger al exceder
el ma´ximo nu´mero de hits.
Una vez comprobado este patro´n, se estudio´ que ı´ndice de
la poblacio´n de Analytics excedı´a el ma´ximo nu´mero de hits
por sesio´n permitidos. Al comprobarlo vimos que el ratio
era tan pequen˜o que se podı´a despreciar su marginacio´n de
los datos, pero igualmente al cumplirse el patro´n, se anoto´
como un factor que hace que los datos de ambas colecciones
sean distintos.
Una vez finalizado con este patro´n se procedio´ a realizar
el punto cuatro del procedimiento, realizando un proceso
de marginacio´n para los datos que residen dentro del patro´n
de ’Usuarios en la coleccio´n de Analytics que tienen gran
numero de visitas en la seccio´n de fotos de las empresas que
no esta´n siendo guardados por la coleccio´n Local’.
Con este procedimiento se extrajo un nuevo informe con
los datos reducidos sin tener en cuenta ambas fotos de las
colecciones. Los resultados fueron sorprendentes, ya que la
gran mayorı´a de los datos agrupados de cada coleccio´n se
reduce su distancia del volumen de una respecto la otra. La
siguiente figura muestra la misma gra´fica del informe ante-
rior, con la diferencia de que ahora no se tienen en cuenta
las visitas a fotos de las empresas, dejando a ver la lı´nea
azul como los datos sin fotos de Analytics y la lı´nea roja la
de Local.
Para poder tener una visio´n ma´s amplia de la figura ante-
rior, se ha generado, en la figura siguiente, una nueva tabla
para ver que porcentaje de coincidencia que hay en cada
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Fig. 5: Tabla de muestra de 100 empresas sin fotos con el
nu´mero de registros de visitas para cada una.
empresa, que se muestra con una lı´nea azul, y una media
que se va alimentando por cada una de las empresas que se
muestra con una liı´nea roja. Decir que se ha obtenido unos
resultados con un dice mucho mayor, a cambio de reducir
el volumen de datos de las colecciones.
Fig. 6: Tabla de los ı´ndices de coincidendia de la Fig. 5.
Con este nuevo informe se discutio´ la idea de discrimi-
nar las fotos, ya que gran volumen de datos reside dentro
de e´l. Al ser la seccio´n menos sensible de las empresas, ya
que respecto a las otras secciones es la menos importante,
y debido al gran nu´mero de similitud que hay entre ambas
colecciones sin tener constancia de las fotos, se decreto´ de
que las fotos no se tuvieran en cuenta para tener una correc-
ta convivencia entre ambas colecciones. De esta forma se
normalizo´ que no se tuviera en cuenta las fotos en la migra-
cio´n final de los datos.
Finalmente, se concluyo´ en esta iteracio´n de que el ı´ndi-
ce de coincidencia del Journey de cada coleccio´n era muy
parecido a la de la otra coleccio´n, se dio por satisfecho los
resultados y a partir de este punto ya se tiene el Ok del pro-
yecto para realizar la migracio´n final de los datos y con esto
el cumplimiento de todos los objetivos del proyecto menos
el segundo (ver que conflictos residen en cada una de las
colecciones respecto la otra).
Ya que seguimos desconociendo que factores intervie-
nen, para hacer que ambas colecciones no sean ide´nticas,
por esta razo´n el proyecto no se finalizo´ en este ciclo, sino
que se decidio´ continuar para investigar otros factores que
hacen incoherentes los datos de ambas colecciones.
7 EXPERIMENTO 2.0
El experimento 2.0 es el reemprendida del experimento
del primer ciclo, pero ahora con la diferencia de que tene-
mos el Journey mensual con los datos conflictivos margina-
dos. Con esta iteracio´n se quieren hacer otra vez el cruce de
datos, pero solo en esos usuarios que no tienen el mismo vo-
lumen de registros en ambas colecciones. En esta ocasio´n,
orientar de forma correcta, sin realizar modificaciones o ac-
ciones que deriven a hacer inconsistentes los datos, y poder
analizar esos datos a los que no se pueden cruzar, para es-
tudiar si existe algu´n patro´n en ellos, para posteriormente
marginarlos.
Para realizar este proceso hemos seleccionado los candi-
datos a trave´s del Journey mensual, ya que de esta forma,
gracias a la comparativa de ambas colecciones, podemos
seleccionar un usuario con diferentes nu´meros de visitas a
una empresa y analizar que registros hay diferentes en e´l.
Fig. 7: Muestra de registro candidato a analizar del informe
del Journey mensual.
La imagen anterior, muestra un registro del informe men-
sual, donde se muestra que un usuario tiene registrados 19
registros en Analytics y 14 en la Local, y con la reduccio´n
esta pasa a ser de 18 y 13 respectivamente. Este es un buen
candidato a someterse a ana´lisis debido a que este registro
es ano´malo, ya que con el proceso de marginacio´n de fotos
sigue teniendo la misma variacio´n, eso quiere decir, que este
candidato cumple otro patro´n que hace que ambos nu´meros
no sean el mismo.
Por esa razo´n hemos seleccionado esas empresas con el
ı´ndice de coincidencia ma´s bajo y ver que usuarios tienen
mayor variacio´n en el nu´mero de visitas en la misma em-
presa, para posteriormente ver si existe alguna norma que
cumple que esos valores de los registros no sean los mis-
mos.
Al hacer la bu´squeda lo primero que vimos es que gran
cantidad de los usuarios de la coleccio´n Local no se tienen
constancia en la coleccio´n Analytics, y pasa lo mismo a la
inversa, hay usuarios en Analytics que no esta´n registrados
en la Local. Para el total de datos del informe, el 12.47 %
de los usuarios tienen informacio´n en la base de datos local
y no en Analytics, y el 8.01 % para los registros que tienen
informacio´n en Analytics y no en la coleccio´n Local.
Al no tener una nocio´n clara de cua´l podrı´a ser la causa,
se realizo´ una bu´squeda por distintos portales web donde
usuarios con la misma problema´tica hablaran de esta. Lo
ma´s sorprendente es que hay gran cantidad de informacio´n
acerca de la manca de usuarios que no registran su navega-
cio´n en la base de Google Analytics.
Entre los hilos sobre este tema ma´s recurrente se ha-
ce referencia de esos ADD-ONs que son capaces de blo-
quear el tra´fico hacia terceros, como uBlock[5]. o en su
dı´a AdBlock[6], que hacen que se envı´en los mensajes
con las trazas a Universal Analytics, uno de los debates
que nos ayudo ma´s fue el de Markus Rene en el foro de
freecodecamp[7] que nos da informacio´n sobre la conec-
tividad de los usuarios, que nos permite encontrar nuevos
patrones que no se tenı´a constancia.
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”I was going nuts on this for quite some time
now and for me the reason was quite simple:
uBlock was blocking Google Analytics. Since
with the new firefox you have your addons on an-
droid/mobile version too now, it took me a while
to get behind this. I am posting this here for ot-
hers because Google Search led me here as one
of the first search results.”[7].
La cita anterior, es un extracto del mensaje de Markus
Rene en el debate de Freecodecamp, este texto nos ayudo
mucho con el progreso, ya que tal y como lo interpreta-
mos, nos da informacio´n sobre que puede haber agentes que
bloqueen los mensajes que se envı´an de las trazas. Por esa
razo´n, gracias a la ayuda de este post se hallo´ un patro´n que
hace que un porcentaje de informacio´n, que la coleccio´n de
Analytics deberı´a recoger, no lo haga debido a estos agen-
tes. Despue´s de descubrir esta problema´tica se quiso saber
que porcentaje aproximado es el que se llega a perder, al ser
varios agentes los que intervienen y son atemporales, no se
sabe en que momento han podido intervenir. Por lo que es-
te patro´n se le ha etiquetado como patro´n temporal. Ya que
no su estudio no puede hacerse de un me´todo convencional
y se requiere gran cantidad de recursos para estudiarlos, es
por esa razo´n que se realizo´ una bu´squeda entre distintas
fuentes para saber cual podrı´a ser la magnitud.
Se encontraron muchos agentes temporales que en deter-
minadas ocasiones han interrumpido el paso de mensajes
de Google Analytics. Uno de los patrones ma´s frecuentes,
es el uso de ADD-ONs que utilizan los usuarios para blo-
quear tra´fico de dominios de terceros como Adblock. Ya
que en distintas ocasiones el mismo agente ha permitido o
no enviar informacio´n, es por eso que es imposible deter-
minar cuando intervinieron esos agentes. La u´nica informa-
cio´n que se ha podido sacar, es un articulo de una pa´gina,
donde se habla de este mismo problema[8].
En el artı´culo anterior no se realiza un estudio exhaustivo
en el que se demuestre las estadı´sticas mencionada. Pero si
es cierto, que esos agentes no permiten el paso de informa-
cio´n a Analytics.
Llegados a este punto se asume que el 12.47 % de los da-
tos que no esta´n en Analytics son debidos a patrones tem-
porales que interrumpen el guardado de estos usuarios, ya
que a diferencia de la coleccio´n Local, esta no se ve inte-
rrumpida debido a que no forma parte de un dominio de
terceros.
Una vez finalizado con el estudio de Analytics, nos que-
da un 8.01 % de datos que la coleccio´n Local no tiene cons-
tancia. Debido a que los datos de esta coleccio´n no esta´n
localizados en un dominio de terceros, no se ven afectados
por agentes que hagan aparecer patrones temporales y, por
lo tanto, deberı´an constar todos los datos.
Al no ser ası´ se analizo´ los posibles motivos que hacı´an
que el 8.01 % de los datos no estuvieran registrados. Pa-
ra este punto se analizo´ como se lanzan los eventos en la
pa´gina para intentar conseguir algo de informacio´n que nos
permitiera descubrir si existı´a alguna coincidencia.
Se descubrio´ que los eventos funcionan de la siguiente
manera. Primero se ejecuta el evento que esta´ en el head de
la pa´gina, por lo que es lo que se ejecuta al inicio de la carga
y, al final de la carga de la pa´gina, se ejecuta el script de la
herramienta local para guardar datos.
Con el conocimiento del orden de los eventos, se sabe
que la base de datos local no registra los datos si la carga de
la pa´gina no ha finalizado. Por ejemplo si un usuario va a
una empresa y antes de finalizar la carga ve en el menu´ que
puede ir a otra seccio´n y no espera a que finalice la carga
, solo enviara´ la traza Analytics y la base de datos local
quedara´ sin registrar esta informacio´n.
Fig. 8: Muestra de registros realizados por un usuario de
demostracio´n.
En la figura anterior se muestran los registros de usuario
de demostracio´n, hecho por nosotros, visitando una empre-
sa por orden cronolo´gico, donde este usuario ha sido capaz
de navegar entre ı´tems de la empresa sin tener que visitar la
lista de los ı´tems intermedios. Hay dos opciones para rea-
lizar esto, la primera, es que habra´ con diferentes pestan˜as
los ı´tems, y la segunda y es la cierta, es que el usuario al na-
vegar por un ı´tem y cuando quiera cambiar a otro, lo haga
con suficiente rapidez, sin tener que ejecutar el script de la
herramienta Local.
Se ha comprobado que todos y cada uno de los patro-
nes se cumplen, pero es muy difı´cil de identificar que re-
gistros de las colecciones cumplen estos patrones, ya que
como hemos visto no es tarea trivial identificarlos. Algunos
se desconoce en que momento han aparecido y cuando lo
han dejado de hacer, y otros patrones se sabe de ellos pero
no se pueden distinguir de entre los dema´s registros como
es el caso de la navegacio´n ra´pida del usuario. Por lo que ha-
ce una tarea muy difı´cil, marginar dentro de las colecciones
estos registros.
Debido a que el ı´ndice de coincidencia, despue´s de rea-
lizar el proceso de marginacio´n de las fotos, se considera
como aceptable la combinacio´n de ambas colecciones, por
lo que se decide a no tenerlos en cuenta para realizar otra
migracio´n. De todas formas, para cumplir con los objeti-
vos se quiere saber que eventos hacen que los datos no sean
exactos, y debido al ser patrones que se han demostrado que
cumplen que haya datos localizados en una coleccio´n y no
en la otra, se tienen de tener constancia de ellos, aun sin
tenerlos en cuenta para la migracio´n de los datos.
Al final de este ciclo, se decide preparar la importacio´n
del Journey diario, este paso es el u´ltimo antes de analizar
los datos finales de la migracio´n. Trata de separar el Jour-
ney de los usuarios en dı´as en vez de meses, de esta forma
podemos tener los datos en un formato ma´s adaptado para
poder analizar a los usuarios por dı´a y poder ası´ analizar su
comportamiento a diario.
Este proceso se ejecutara´ en la siguiente iteracio´n, debido
a que antes de ejecutarlo se quiere revisar que se tenga en
cuenta todos los aspectos del proyecto y, se quiere hacer un
ana´lisis de todos los patrones encontrados para ver cuales
de ellos se usara´n en la importacio´n final.
Se quiere hacer un recordatorio que este artı´culo no ataca
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al estudio que se hara´ posteriormente a estos usuarios, su
comportamiento y ana´lisis recae en el dominio de otro pro-
yecto. En este solo se estudian los datos para que se tenga
un formato correcto, se tenga una visio´n global de todos los
datos y saber cua´l es su lugar en este entorno, ya que como
hemos visto no siempre es igual para ambas colecciones.
8 JOURNEY POR DIA
Esta seccio´n consiste en la u´ltima fase del proyecto, don-
de se detalla el conjunto de patrones tenidos en cuenta para
realizar la migracio´n de los datos. Esta migracio´n se quiere
en un formato concreto ya que va a servir para otro proyecto
de ana´lisis de comportamiento de usuarios. Se quieren im-
portar ambas colecciones a la coleccio´n Local en formato
de Journey Users diario, por lo que queremos separar por
dı´as, usuarios y empresas, y realizar un informe completo
de ambas colecciones, una vez realizado se quiere combi-
nar ambos informes en uno, manteniendo los resultados de
cada coleccio´n en columnas separadas.
Tambie´n se quiere un formato o´ptimo, ya que no es posi-
ble migrar todos los registros de la coleccio´n de Analytics
a la otra. Por esa razo´n se hace una reduccio´n de los da-
tos en informes diarios, ya que cumple con el formato que
se quiere al final y un grado de optimizacio´n que haga que
el proyecto en menos de un dı´a pueda estar importado. Fi-
nalmente, al tener los informes segmentados por periodos
de tiempo, en caso de que el proceso se interrumpiera, se
podrı´a retomar des del u´ltimo periodo de importacio´n, lo
que hace el sistema tolerable a caı´das.
La importacio´n que se quiere realizar es simple, se tiene
que realizar de la misma manera que se realizo´ con el Jour-
ney de un mes, pero en vez de agruparlos por mes se tiene
que hacer por dı´a. Al tener un volumen mucho mayor de
datos hace que la migracio´n no sea igual de sencilla, por lo
que los tiempos de ejecucio´n y de gestio´n de los datos se
disparan de forma exponencial, es decir que se tarde alrede-
dor de 12 horas a realizar la importacio´n. Debido a que es
un servicio externo a la empresa y hacer uso de e´l tiene un
costo econo´mico, se idea una forma distinta para no estar
las 12h con el servicio activo.
Por esa razo´n se decide a hacer la importacio´n por sema-
nas y gestionando en el entorno PHP para poderlo separar
por dı´as, de esta forma el proceso es mucho ma´s o´ptimo,
ya que ejecutar un proceso de BigQuery por un dı´a es un
malgasto de recursos innecesario. Pero para 1 semana es
aceptable y, la gestio´n de los datos para el servidor PHP no
es muy costoso, si fuera mayor el volumen de datos serı´a
mucho ma´s costoso.
Haciendo la modificacio´n del proceso, el tiempo final de
importacio´n es un poco menos de 7h, lo que quiere decir
que casi se reduce a la mitad el tiempo de ejecucio´n, y se
hacen 7 veces menos consultas a Analytics para realizar la
importacio´n. Lo que es un e´xito, ya que para la empresa es
una reduccio´n de los costes econo´micos y del tiempo muy
importante.
Para realizar la migracio´n de los datos se tienen en cuenta
los siguientes criterios y patrones:
La franja horaria de cada una de las colecciones
Las fotos no deben constar en ninguna de las coleccio-
nes
Se debe tener en cuenta el cambio de horario de ve-
rano/invierno para las franjas horarias.
Debe realizar-se por semanas y separlas luego por dı´as.
Las inserciones de datos tienen que realizarse por blo-
ques.
En caso de caı´da se debe retomar des de la u´ltima se-
mana importada correctamente.
Se debe hacer la importacio´n de modo incremental,
partiendo del primer dı´a hacia delante.
Con estos criterios podemos realizar la importacio´n final,
los puntos ma´s importantes son: tener en cuenta el patro´n
de las ima´genes y la franja horaria, ya que sino muchos de
los datos del informe de un dı´a podrı´an verse reflejados a
otro dı´a, por lo que darı´a paso al error, ya que al ser dı´as
distintos no se pueden cruzar los datos de coincidencia.
Fig. 9: Tabla de muestra de 100 empresas del Journey diario
con el nu´mero de registros de visitas.
En la figura anterior se expone una muestra de 100 items
de la poblacio´n del journey por dı´a de la coleccio´n de
Analytics y de la Local, lı´neas roja y azul respectivamen-
te. En la siguiente figura se muestra una tabla con el ı´ndice
de coincidencia de cada empresa y la media por cada una
de ellas con referencia a la figura anterior.
Fig. 10: Tabla de los indices de coincidendia de la Fig. 9.
Al finalizar este proceso de importacio´n, se cumplen fi-
nalmente todos los objetivos del proyecto. Para poder fina-
lizar el proyecto y cerrarlo con e´xito se pasa a realizar un
estudio final de los resultados obtenidos. Este estudio es una
visio´n de principio a fin del proyecto y que hemos obtenido
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tras realizarlo. El estudio se expone en la siguiente seccio´n
’Resultados’.
9 RESULTADOS
En esta seccio´n se estudian y se exponen los resultados de
los datos obtenidos tras la migracio´n realizada en la seccio´n
anterior. Se quiere ver desde que punto parten ambas colec-
ciones al inicio del proyecto, y hasta donde han llegado tras
la migracio´n.
Al principio de este proyecto, vimos que realizar el estu-
dio de las colecciones no serı´a una tarea fa´cil, ya que par-
tiamos de un punto que los datos aparentemente no tenı´an
nada que ver unos con otros.
Se partı´a desde un punto que ni el 2 % de los datos coin-
cidian, debido a que se desconocı´a que las colecciones es-
taban guardadas en distintas franjas horarias.
Al final de este proyecto, hemos llegado a cruzar el
69.5 % de los registros del informe del Journey diraio. Eso
quiere decir que los registros de usuario, empresa y dı´a del
informe de cada una de las colecciones se han podido empa-
rejar en un 69.5 %. El otro 30.5 % restante son esos registros
que complementan la informacio´n total que hemos obteni-
do, siendo el 23.7 % de Google Analytics y el otro 6.8 % la
base de datos Local. Estos registros de este informe que no
se han podido cruzar, son los que salen de los patrones que
no hemos podido marginar debido a su complejidad, pero
aun ası´ sabemos que no son errores, sino datos que la otra
coleccio´n no ha podido registrar.
Fig. 11: Gra´fico de porcentajes de coincidencia de los regis-
tros tras la importacio´n.
Despue´s de analizar los informes a nivel de registro, se ha
hecho lo mismo a nivel de valores para saber exactamente
cuantos datos hemos podido alcanzar a emparejar.
Los resultados obtenidos tras el ana´lisis fueron que el
42 % de los datos totales de ambas colecciones se han com-
binado. Eso qes un buen indicio de que el proyecto ha servi-
do para aumentar del 2 % al 42 % el ı´ndice de coincidencia
en los datos. Este aumento no se ha debido a una modifi-
cacio´n de los datos, sino a que se ha realizado una margi-
nacio´n de datos y una adaptacio´n en el horario para que no
hubiese errores. Tras realizar este proyecto, sabemos que el
valor inicial era tan bajo debido a que el carrusel de fotos no
guardava informacio´n en la coleccio´n local, haciendo que
los datos de la coleccio´n de Analytics se disparasen hasta
un punto que los datos de la coleccio´n Local se viesen re-
ducidos hasta quedar ocultos tras el gran volumen de la otra
coleccio´n.
Tras analizar a fondo los datos, se sabe que el 35.8 % de
los datos de Analytics se han an˜adido dentro del informe
del Journey diario y el 22.2 % de la coleccio´n Local.
Fig. 12: Gra´fico de porcentajes de coincidencia de los valo-
res de los datos tras la importacio´n.
Al acabar con este ana´lisis, se decidio´ dar por va´lidos to-
dos los datos de la migracio´n realizada. Al tener un nuevo
conjunto de datos mayor al que tenı´amos, se querie ver, si
puede solventar una problema´tica recurrente en la pa´gina.
El problema es que hay empresas que sin tener conocimien-
to de que usuarios las visitan, esos usuarios son capaces de
realizar acciones que tenemos registradas. Se sabe de don-
de pueden salir esas acciones, aunque no se sabe si todas las
acciones vienen del mismo punto del que tenemos constan-
cia.
Tras realizar la importacio´n se quiere observar si gracias
al an˜adir el conjunto de datos de la coleccio´n de Analytics,
somos capaces de ver si para estos datos con acciones pero
sin visitas tras la importacio´n siguien teniendo el mismo
nu´mero de 107290. Al analizarlo se observo´ que, para estos
registros de los cuales no teniamos constancia de visitas,
con el agregado de la otra coleccio´n 13270 de los registros
han conseguido visitas.
La figura de a continuacio´n se muestra como hay datos
sin registro de Visited, que son de la coleccio´n Local, se
genera un guardado, se solicita un presupuesto o se con-
trata sin tener constancia de que el usuario haya visitado
esa empresa. Tras la importacio´n podemos ver en la u´ltima
columna, Visited UA, que son los datos de Google Analy-
tics, y hay informacio´n de visita para esos usuarios que no
tenı´amos constancia de visita anteriormente. Eso quiere de-
cir, que realmente han habido usuarios que han visitado una
empresa se han generado acciones que se han guardado, pe-
ro no se ha tenido constancia de la visita del usuario desde
la coleccio´n Local, en cambio en la coleccio´n de Analytics
si que se han guardado, por esa razon tras la importacio´n po-
demos observar que estos usuarios ahora tienen guardadas
sus visitas.
Finalmente, se concluye este proyecto con la aprobacio´n
del equipo de Machine Lerning[9] de la empresa. Ya que
ellos utilizara´n esta informacio´n que hemos migrado para
poder alimentar sus estadı´sticas, y poder realizar esta nueva
informacio´n como una herramienta ma´s para el desarrollo
de sus tareas.
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Fig. 13: Muestra de registros sin visitas locales, con accio-
nes y visitas de Analytics.
10 CONCLUSIONES
Con este artı´culo hemos podido analizar un gran conjunto
de datos enfocados en un entorno web, se ha realizado una
comparacio´n entre dos bases de datos distintas que aparen-
temente deberı´an de tener los mismos registros, tras realizar
el ana´lisis se ha visto que no era ası´, ya que mucha cantidad
de una coleccio´n no estaba localizada en la otra. Tras rea-
lizar un estudio se concluyo´ que gran cantidad de la infor-
macio´n que falta de una de las colecciones es debido a que
una de las secciones de la pa´gina no registra datos para una
de las herramientas, en concreto la que almacena los datos
a la coleccio´n Local. Tras realizar este descubrimiento, se
vio que seguı´an faltando algunos datos de ambas coleccio-
nes, puesto que las colecciones seguı´an siendo diferentes.
Se realizo´ otro estudio para ver cuales podı´an ser las causas
y, se observo´ que las causas no se pueden marginar dentro
de las colecciones, debido a su difı´cil identificacio´n. Puesto
a que no se puede hacer la migracio´n final teniendo en cuen-
ta todos los patrones, se realiza la importacio´n marginando
los datos de la seccio´n que solo graba informacio´n de una de
las colecciones, y finalmente se hace una comparativa entre
ellas para ver los resultados obtenidos de este proyecto.
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