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In the AdS/CFT duality, it is often said that a local symmetry in a bulk theory corresponds to
a global symmetry in the corresponding boundary theory, but the global symmetry can become
local when one couples with an external source. As a result, the GKP-Witten relation gives a
response function instead of a Green function. We explore this point in detail using the example of
holographic superconductors. We point out that these points play a crucial role in interpreting the
holographic London equation properly.
PACS numbers: 11.25.Tq, 74.20.-z
I. INTRODUCTION AND SUMMARY
There are often quoted pieces of “folklore” in the
AdS/CFT (anti-de Sitter/conformal field theory) dual-
ity [1–4]. Two popular ones are
(i) “A local symmetry in a bulk theory corresponds to
a global symmetry in the corresponding boundary
theory,” e.g., U(1) symmetry in holographic super-
conductors.
(ii) “The GKP (Gubser-Klebanov-Polyakov)-Witten
relation [1, 2, 4] gives the Green functions (correla-
tion functions).”
However, they are not entirely true when one couples the
boundary theory with an external source.
As an example, consider a bulk Maxwell field. Then,
a current in the boundary theory is coupled with the
external source which is given by the bulk Maxwell field.
Note that the Maxwell field acts only as a source in the
boundary theory and there is no dynamical photon in the
field theory side. (See footnote 3 for a subtlety.) In this
case,
(i’) In the presence of the coupling with the external
source, one can promote the global symmetry to a
local symmetry by assigning a local transformation
of the external source. We call it the “background
local U(1) symmetry” (Sec. III A).
(ii’) When the first folklore fails due to the background
local U(1) symmetry, the second folklore is not true
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either in general. The AdS computations are nat-
urally associated with the response function not
with the Green function, and they differ in general
(Sec. III B).
The reader may wonder if the statement (i’) is just
a matter of convention. After all, the background local
symmetry is not a local symmetry in the usual sense.
Whether one calls it a “local symmetry” is not really an
issue. The point is that the statement (i’) implies that
the boundary current contains the external source. This
leads to an important physical consequence, which is the
statement (ii’).1 The response function contains addi-
tional terms which come from the explicit dependence
of the current on the source. This is the origin of the
difference between the response function and the Green
function.
The “breakdown” of these folklore statements is not
limited to the AdS/CFT duality; it equally applies to a
field theory. In fact, we will use a simple field theory
example to illustrate the points. Thus, these points are
probably well-known to some experts.
However, the situation is more subtle in the AdS/CFT
duality. First, the boundary field theory description is of-
ten unavailable in holographic applications such as holo-
graphic superconductors [5–7]. (See, e.g., Refs. [8–10] for
reviews.) So, it may be worthwhile to emphasize these
points. Second, since the boundary description is not
available, one had better show these points without re-
lying on the boundary description. We argue from the
bulk theory point of view that the statements (i’) and
(ii’) must hold. There is a drawback of such an approach
though: our argument is somewhat indirect.
1 The statement (i’) may not be a necessary condition for the state-
ment (ii’) however. See the end of Sec. III A.
2In particular, these points play a crucial role to prop-
erly interpret the “holographic London equation,” which
is an example of response functions. The difference be-
tween the response function and the Green function is
particularly sharp in this case since they differ by a sign.2
More precisely, according to the holographic London
equation, the response function is positive, but in general
(the diagonal part of) the Green function must be neg-
ative from the spectral representation (Ka¨llen-Lehmann
representation). Thus, one can explain the sign of the
holographic London equation only if one takes their dif-
ference into account.
We also would like to point out the following issue.
The difference between these functions should resolve the
above sign problem, and this is indeed the case for stan-
dard superconductors (Sec. III B). But it has never been
shown for holographic superconductors that the Green
function itself is negative-definite. It is desirable to com-
pute the Green function itself in the holographic super-
conductors and desirable to show this point explicitly for
internal consistency.
In this paper, we focus on the bulk local U(1) symme-
try as an explicit example, but a similar statement holds
for the diffeomorphism invariance and the local super-
symmetry in a bulk theory.
The plan of this paper is as follows. We describe el-
ementary facts about the London equation (and its re-
lation to a response function) and its holographic coun-
terpart in Sec. II. We show the breakdown of the first
folklore and the second folklore in Secs. III A and III B,
respectively. Our main focus is the holographic London
equation, so its validity is particularly important. We
show the holographic London equation rather generically
in Appendix B.
In the rest of this introduction, let us briefly de-
scribe holographic superconductors. (See Appendix B 1
for more details.) Holographic superconductors are de-
scribed by Einstein-Maxwell-complex scalar system in
asymptotically (p+ 2)-dimensional AdS spacetime:
Lfull√−g = R − 2Λ−
FMNFMN
4
− |DΨ|2 − V (|Ψ|2) ,
(1.1)
where
FMN = 2 ∂[MAN ] , DM := ∇M − ieAM , (1.2)
Λ = −p(p+ 1)
2 l2
, V = m2|Ψ|2 . (1.3)
Here, capital Latin indices M,N, . . . run through bulk
spacetime coordinates (t,x, u), where (t,x) = (t, xi) are
2 The traditional sign convention of the response function differs
from the Green function (see Appendix A). Our argument in
this paper focuses on the sign of these functions, so the tradi-
tional convention is somewhat confusing. We define the response
function in such a way that it has the same sign as the Green
function.
the boundary coordinates and u is the AdS radial coordi-
nate. Greek indices µ, ν, . . . run though only the bound-
ary coordinates.
We consider the matter fields which behave asymptot-
ically u→ 0 as
At(u) ∼ µ− l ρ
(p− 1)(l ζ)p−1 u
p−1 , (1.4a)
Ψ(u) ∼ ψ(−)u∆− + ψ(+)u∆+ (∆− < ∆+), (1.4b)
where boldface letters are used for background values.
Also, ρ is the charge density in the boundary theory, µ
is the chemical potential associated with the charge den-
sity, and ζ is related to the Hawking temperature T as
4π T = (p + 1) ζ. According to the standard AdS/CFT
dictionary, ψ(+) represents the expectation value of a
field theory operator O, so it represents a condensate. As
is clear from Eq. (1.4a), the bulk fields act only as exter-
nal sources of boundary operators in the AdS/CFT dual-
ity. Thus, there is no dynamical photon in the boundary
theory.3
The model exhibits a second-order phase transition.
Its critical phenomena near the phase transition have
been discussed in Ref. [15]. At high temperatures, the
scalar field Ψ vanishes and one obtains the standard
Reissner-Nordstro¨m-AdS black hole. But at low temper-
atures, the Reissner-Nordstro¨m-AdS black hole becomes
unstable and is replaced by a charged black hole with a
scalar “hair.” Furthermore, the low temperature solution
has the expected behavior for a superconducting phase,
i.e., (1) the divergence of the DC conductivity, and (2)
an energy gap proportional to the size of the condensate.
II. ELECTROMAGNETIC RESPONSE
A. The London equation as a response function
A superconductor has singular behaviors in the trans-
port properties of the current. But its essence is not
in the diverging conductivity but in the Meissner effect
which expels a magnetic field. A diverging conductiv-
ity also appears in a perfect conductor, but the Meissner
effect is unique to superconductors.4
3 Actually, this is another folklore which may not be true in gen-
eral. In low spatial dimensions (p ≤ 2), the bulk Maxwell field
can induce a theory with a dynamical gauge field (see, e.g.,
Refs. [11–13]). See Ref. [14] for an implementation to holo-
graphic superconductors. To exclude this possibility, consider,
e.g., p > 2.
4 The exclusion of a magnetic field from entering a superconductor
can be explained by perfect conductivity. On the other hand, a
magnetic field in an originally normal sample is also expelled
as it is cooled below Tc. This cannot be explained by perfect
conductivity since it tends to trap flux in.
3Phenomenologically, the Meissner effect is a conse-
quence of the London equation and the Maxwell equa-
tion. The London equation is given by
〈Ji(x) 〉 ∼ −ns e
2
∗
m∗
Ai(x) , (2.1)
where e∗ and m∗ represent the effective charge and the
effective mass of Cooper pairs, and ns represents the su-
perfluid density. Note that the London equation is not
gauge-invariant. The London equation is valid in the
London gauge
∂iAi = 0 . (2.2)
Combined the London equation with the Maxwell equa-
tion, a magnetic field decays exponentially inside a super-
conductor. Note that a dynamical photon is mandatory
to have the Meissner effect.
The London equation is an example of a linear response
relation: the response of the system (Ji) is linearly re-
lated to the perturbation (Ai). They are related by a
response function.
It is convenient to introduce the response function Kij
in order to express the generic electromagnetic response
of a superconductor:
δ〈J i(x) 〉 = −
∫ ∞
−∞
dp+1x′ Kij(x− x′ ) δAj(x′ ) ,
(2.3a)
⇔ δ〈 J˜ i(ω,k) 〉 = −K˜ij(ω,k) δA˜j(ω,k) , (2.3b)
where “ δ ” denotes the deviation from the background
value, x = (t,x), and “ ˜ ” means Fourier-transformed
quantities, e.g.,
F˜ (ω,k) :=
∫ ∞
−∞
dt dx eiωt−ik·x F (t,x) . (2.4)
Since our interest is in the response to a static source,
we will consider the ω → 0 limit of K˜ij which will be
called as the “static response function.” Note that the
generic linear response relation (2.3) is a nonlocal expres-
sion whereas the London equation is a local expression.
This is because the London equation is a phenomenologi-
cal equation so the long-wavelength limit is implicitly as-
sumed. The nonlocal extension of the London equation is
known as the Pippard equation. (It is in the same spirit
as the second-order hydrodynamics. See, e.g., Ref. [16]
for a review.)
Let us rewrite the London equation in terms of K˜ij . It
is convenient to use the tensor decomposition:
K˜ij(k) =:
ki kj
|k2| K˜L(k) +
(
δij − k
i kj
|k2|
)
K˜T (k) .
If one takes the frame ki = (0, · · · , 0, k), K˜ij =
diag(K˜T , · · · , K˜T , K˜L). The London equation (2.1) em-
ploys the London gauge ∂iAi = 0. Thus, the London
equation holds if the transverse part of K˜ij is positive-
definite in the long-wavelength limit:
lim
k→0
K˜T (k) = C > 0 , (2.5)
where C := nse
2
∗/m∗ > 0.
B. The holographic London equation
For holographic superconductors, there is no dynami-
cal photon in the field theory. Thus, the Meissner effect
does not arise, and a magnetic field can penetrate su-
perconductors. Therefore, holographic superconductors
are extreme type II superconductors just like a superfluid
[7, 17, 18]. In type II superconductors, the penetration of
the magnetic field arises by forming vortices. The vortex
solutions have been constructed for holographic super-
conductors [19–22].
Even though the Meissner effect does not arise, the
holographic London equation must hold. The London
equation is just the response of the current under the
external source. Whether photon is dynamical or not
should be irrelevant to the response itself. In order to
show that a holographic superconductor is really a su-
perconductor, it is important to check the holographic
London equation.
The current expectation value of the boundary theory
is evaluated from the GKP-Witten relation:
eW [Aµ] = e−Sos[Aµ] , (2.6a)
Aµ := Aµ
∣∣
u=0
. (2.6b)
The left-hand side is the generating function of the
boundary theory located at u = 0, and the right-hand
side is the generating function of the bulk theory with
the on-shell bulk action Sos. The boundary value of the
bulk U(1) field Aµ is denoted as Aµ. This is the standard
Euclidean prescription of the AdS/CFT duality, not the
Lorentzian prescription in Ref. [23]. The Lorentzian pre-
scription is often used to study dynamics. Our interest in
this paper is the static response function, so it is enough
to use the GKP-Witten relation.
From the GKP-Witten relation, the current expecta-
tion value is given by
〈 J˜ i(k) 〉 := (2π)p+1 δW [A˜]
δA˜i(−k)
(2.7a)
= −(2π)p+1 δSos
δA˜i(−k)
∣∣∣∣
u=0
. (2.7b)
Then, the static response function is given by
δ〈 J˜ i(k) 〉 = −K˜ij(k) δA˜j(k) , (2.8a)
K˜ij(k) := (2π)p+1
δ2Sos
δA˜i(−k) δA˜j(k)
∣∣∣∣∣
u=0
. (2.8b)
The issue is whether Eq. (2.8b) behaves like the London
equation (2.5) in the long-wavelength limit.
4The holographic London equation has been shown
for the Maxwell-complex scalar system on the four-
dimensional Schwarzschild-AdS background (SAdS4) in
the “probe limit” [7, 24]. In Appendix B, we show the
holographic London equation rather generically in the
probe limit.
The reader may recall Weinberg’s derivation of the
London equation [25]. He derived the London equation
as a consequence of local U(1) spontaneous symmetry
breaking from the point of view of effective theory. The
argument holds even when the gauge field is nondynam-
ical, i.e., the argument uses only the background local
U(1) symmetry. Then, Weinberg’s argument with our ar-
gument in Sec. III A (the existence of the background lo-
cal U(1) symmetry in the boundary theory) immediately
implies the validity of the holographic London equation.
We will not take the path though. In a sense, our
standpoint is somewhat opposite to his argument. We
use the holographic London equation itself to argue the
existence of the background local U(1) symmetry. Also,
one emphasis in this paper is the difference between
the Green function and the response function in the
AdS/CFT duality. We will use the spectral representa-
tion of the Green function, so we argue the holographic
London equation from a microscopic point of view.
III. TWO PIECES OF FOLKLORE
A. First folklore
In the AdS/CFT duality, one often says that a local
gauge symmetry in a bulk theory corresponds to a global
symmetry in the corresponding boundary theory. This is
the first folklore we discuss. When one couples with an
external source, the global symmetry can become local if
one allows a local transformation of the external source.
It is often convenient to work in the gauge Au = 0 for
the bulk U(1) gauge field. This gauge condition does not
completely fix the gauge, and there is a residual gauge
transformation which leaves the gauge condition Au = 0
invariant:
AM (t,x, u)→ AM (t,x, u) + ∂MΛ(t,x) , (3.1a)
Ψ(t,x, u)→ eieΛ(t,x)Ψ(t,x, u) . (3.1b)
Then, the gauge transformation (3.1) acts on the source
Aµ of the U(1) current and on the operator expectation
value 〈O 〉 dual to Ψ as
Aµ(t,x)→ Aµ(t,x) + ∂µΛ(t,x) , (3.2a)
〈O(t,x) 〉 → eieΛ(t,x) 〈O(t,x) 〉 . (3.2b)
This is a local U(1) transformation of the dual field the-
ory, in the sense that one transforms the external source
Aµ. Such a transformation of an external source is of-
ten discussed in a field theory, e.g., the background field
method.5
Now, the current expectation value is invariant under
the background local U(1) transformation (3.2). From
Eq. (2.7), one gets
〈Jµ 〉 = −δSos
δAµ
∣∣∣∣
u=0
=
√
g Fµν (du)ν
∣∣∣
u=0
. (3.3)
Here, we assume that there is no contribution from coun-
terterms (see Appendix C). Because the right-hand side
of Eq. (3.3) is invariant under the background local U(1)
transformation (3.1), 〈Jµ 〉 is also invariant under the
transformation.
Suppose that the transformation (3.2b) holds not only
for the expectation values but also for the operators.
Also, it is natural to assume that the current has the con-
tribution from the scalar condensate O. Then, one must
make the vector quantity 〈Jµ 〉 from the scalar opera-
tor O. Because 〈Jµ 〉 is invariant under the background
local U(1) symmetry, one must use the gauge covariant
derivative
(∂µ − i eAµ)O . (3.4)
The point is that the U(1) current Jµ contains the exter-
nal source Aµ. This explains the behavior of the static
response function we will see in Sec. III B.
Note that the bulk symmetry constrains the boundary
theory. As a simple example, suppose that the boundary
theory is given by a complex scalar field φ:
L = |∂µφ|2 + V (|φ|) . (3.5)
When one couples with the external source Aµ, the bulk
U(1) symmetry implies that the boundary theory takes
the form, e.g.,
LA =
∣∣ (∂µ − ieAµ)φ ∣∣2 + V (|φ|) , (3.6)
not the form
L′A = L − JˆµAµ, (3.7)
where Jˆµ = −ieφ†∂↔µφ. While the latter theory still has
a conserved current because of the global U(1) symme-
try φ → eieΛφ, the theory is not gauge-invariant. The
difference is the O(e2) term. A related fact is that one
often considers the field theory perturbation of the form
δL = −JµAµ in the GKP-Witten relation, but the per-
turbation (3.6) cannot be written in this form.6
Let us make further comments to clarify the issue:
5 Even though the U(1) symmetry is gauged, Aµ is an external
source and not an operator of the dual field theory.
6 Reference [10] mentioned that one can view the boundary U(1)
symmetry as a “weakly gauged” symmetry where one takes only
O(e) terms into account. There is nothing wrong with the point
of view, but the validity of the holographic London equation
implies that it makes sense to discuss O(e2) terms in the action.
5• The actual local symmetry which survives depends
on the background one considers. For example, in
the presence of a boundary chemical potential µ =
A0, one has only part of the local symmetry (3.2):
Ai(t,x)→ Ai(t,x) + ∂iΛ(x) , (3.8a)
〈O(t,x) 〉 → eieΛ(x) 〈O(t,x) 〉 . (3.8b)
We assume the backgrounds which preserve the
symmetry (3.8). Our discussion in this paper still
applies as long as one has the background local
symmetry of the form (3.8). This is because our
interest is in the holographic London equation, so
we focus on the response on the spatial component
of the current. The symmetry (3.8) remains both
in the high temperature phase and in the low tem-
perature phase.
• The local symmetry in the boundary theory of-
ten has an anomaly, e.g., N = 4 super-Yang-Mills
(SYM) theory. The anomaly in the boundary the-
ory corresponds to the presence of a Chern-Simons
term in the bulk theory [2]. For the p = 3 case, the
Chern-Simons term takes the form
S ∼
∫
d5x dabcǫMNOPQAaM∂NA
b
O∂PA
c
Q , (3.9)
which produces the anomaly:
DµJaµ ∼ idabcǫµνρσFbµνFcρσ , (3.10)
where Dµ is the gauge covariant derivative, small
Latin indices a, b, . . . are R-symmetry SU(4)R in-
dices, and dabc = tr[ta{tb, tc}]. Thus, the local
symmetry is broken in general, but if one consid-
ers a specific external source, the local symmetry
remains. Another way to avoid the anomaly is to
choose the gauged U(1) such that dabc = 0 [26].
• The bulk symmetry itself does not uniquely deter-
mine the external electromagnetic coupling of the
boundary theory. The coupling (3.4) by the gauge
covariant derivative is the simplest, but one would
need the other covariant terms in general. This is
a typical problem in the AdS/CFT duality.
• As we saw in Eq. (3.4), the source itself appears in
the field theory operator. In other words, the “op-
erator/field” dictionary is modified once the source
is present. We discuss this phenomenon in the con-
text of conserved currents, but this phenomenon
itself is much more general than the currents, and
various examples are found in the literature.7 One
example is the chiral condensate operator in the
D3-D7 system (see, e.g., Ref [27]). The the-
ory has fundamental hypermultiplets (“quarks”),
7 We thank the anonymous referee for pointing this out to us.
which consist of Weyl fermions and scalars. The
quark mass acts as the source of the chiral con-
densate, but the condensate contains a term pro-
portional to the scalar mass. [See Eq. (A1) of the
above reference.] In this case, the appearance of
the source is guaranteed by supersymmetry. The
superpotential mass term linear in m gives both to
the fermion mass term (linear in m) and the scalar
mass term (quadratic in m). As a result, the scalar
mass appears in the condensate. In this paper, we
focus on conserved currents since we are mainly in-
terested in the consequence of the background U(1)
symmetry.
B. Second folklore
In the AdS/CFT duality, the second derivative of the
on-shell action with respect to the bulk U(1) field is often
interpreted as the (connected) Green function of the U(1)
current:
δ2Sos
δAµ(x) δAν (x′ )
∣∣∣∣
u=0
→ Gµν(x− x′ ) = −〈TE Jµ(x)Jν (x′ ) 〉c . (3.11)
Here, TE denotes the Euclidean time-ordering,
8 and the
subscript “c” denotes the connected Green function. This
is the second folklore we discuss. This folklore is not true
in the presence of the background local U(1) symmetry.
If Eq. (3.11) were true, the connected Green func-
tion Gij(x) would reduce to the static response function
Kij(x) in the stationary limit from Eq. (2.8):
K˜ij(k)
?
= G˜ij(ω = 0,k) . (3.12)
But this cannot be true because the holographic London
equation implies K˜T (k) > 0 whereas G˜
ii(ω = 0,k) < 0
(no sum on i).
The negative-definiteness of G˜ii(0,k) can be seen from
the spectral representation (Ka¨llen-Lehmann representa-
tion) of the connected Green function9 :
G˜µν(ωn,k) =
∫ ∞
−∞
dω
2π
ρ˜µν(ω,k)
i ωn − ω , (3.13)
8 More precisely, it is the T∗-product because we use the path
integral formalism.
9 Our argument here is a rather formal character partly because
the underlying field theory description is not yet available. The
integral (3.13) often does not converge since the spectral function
ρ˜µν grows at large ω. On dimensional ground, one expects ρ˜µν ∝
ωp−1. In a field theory, one regularizes the divergence which can
change the sign of Eq. (3.15). In a condensed-matter theory, the
divergence does not really matter since the theory typically has
a ultraviolet cutoff. We thank Chris Herzog for comments.
6where ωn = 2πn/β are the Matsubara frequencies, and
ρ˜µν is the spectral function which is the Fourier transfor-
mation of 10
ρµν(t,x) := 〈 [Jµ(t,x), Jν(0,0)] 〉 . (3.14)
As seen in Appendix D, the spectral function satisfies
ρ˜µµ(ω,k)/ω > 0, which leads to the negative-definitess
of the Green function:
G˜ii(0,k) = −
∫ ∞
−∞
dω
2π
ρ˜ii(ω,k)
ω
< 0 . (3.15)
Because the response function and the Green function
differ by a sign, Eq. (3.12) cannot be true. This contra-
diction is resolved by noting the fact we saw in Sec. III A.
Since the bulk theory has the residual gauge symmetry,
the boundary theory has the background local U(1) sym-
metry. Thus, the U(1) current Jµ contains the external
source Aµ. In such a case, the response function can
differ from the Green function, and the GKP-Witten re-
lation gives the response function instead of the Green
function. Using a simple example, let us illustrate this
point.
As an example, again consider a complex scalar field φ
which couples to the electromagnetic field Aµ:
SA[φ ] =
∫
dp+1x
(∣∣ (∂µ − ieAµ)φ ∣∣2 + V (|φ|)
)
,
The current Jµ is given by
Jµ = − δSA
δAµ = −i e φ
† ∂
↔
µφ− 2e2Aµ |φ |2 . (3.16)
Note that the current contains the electromagnetic field
Aµ by the background local U(1) symmetry.
The generating functional
Z[A ] = eW [A] =
∫
Dφ†Dφ e−SA[φ ] , (3.17)
gives the current expectation value as
〈Jµ 〉 = −
〈
δSA
δAµ
〉
=
δW [A ]
δAµ . (3.18)
Then, the response function Kµν(x) is given by
Kµν(x) := −δ〈J
µ(x) 〉
δAν(0) = −
δ2W [A ]
δAν(0) δAµ(x)
= Gµν(x)−
〈
δJµ(x)
δAν(0)
〉
(3.19a)
= Gµν(x) + 2 e2 δµν δ(x) 〈 |φ(x)|2 〉 . (3.19b)
10 Note that t is the real time.
Here, Gµν is the connected Green function for the current
Jµ:
Gµν(x) = −〈TE Jµ(x)Jν (0) 〉c . (3.20)
Thus, the response function differs from the connected
Green function by the second term of Eq. (3.19b). Then,
the negative definiteness (3.15) of the connected Green
function is not reflected in the response function. If the
absolute value of the second term of Eq. (3.19b) is bigger
than the first term, K˜T > 0 holds. This is indeed the
case for standard superconductors [28].
To see this, first note that the second term of
Eq. (3.19b) is proportional to the total number den-
sity ntot := 〈 |φ(x)|2 〉 not the order parameter squared
〈 |φ(x)| 〉2. Thus, this term is nonvanishing both in
the high temperature phase and in the low temperature
phase.
The first term of Eq. (3.19b) gives a contribution which
is proportional to the normal component density nn [28].
Then, in the low temperature phase, the difference of
these terms gives the superfluid density ns = ntot − nn,
which explains the ns-dependence of the London equa-
tion (2.1). On the other hand, in the high temperature
phase, there is no superfluid component, and ntot = nn.
Thus, these terms make no net contribution.
Finally, from Eq. (3.19b), Kµν and Gµν differ even if
there is no external background, i.e., Aµ = 0.
IV. DISCUSSION
In the literature, the terms “global symmetry” and “no
dynamical photon” are often used interchangeably, but
they are not the same. There are three possibilities for a
U(1) symmetry:
1. Local U(1) symmetry with a dynamical photon
2. Background local U(1) symmetry without a dy-
namical photon
3. Global U(1) symmetry only
For possibility 1, see footnote 3. As an example of possi-
bility 3, see, e.g., Eq. (3.7). Because of the anomaly, one
may classify the N = 4 SYM with a generic U(1) gauge
field into this case as well.
Most literature on holographic superconductors does
not seem to distinguish possibilities 2 and 3 clearly. We
argue that the bulk local U(1) symmetry implies possibil-
ity 2 and not possibility 3.11 We gave two circumstantial
evidences for this point of view:
11 This does not prohibit the interpretation of holographic super-
conductors as superfluids [17]. A bulk local U(1) symmetry it-
self does not determine the boundary symmetry uniquely. The
boundary symmetry depends on the choice of whether or not
one allows the large gauge transformation (3.1) which does not
7(i) A bulk local U(1) symmetry contains a background
local U(1) symmetry acting on the boundary. The
boundary U(1) current Jµ is invariant under the
background local U(1) transformation (3.3), which
suggests that Jµ contains the external source Aµ.
(ii) When Jµ contains Aµ, the second derivative of the
GKP-Witten relation does not give the Green func-
tion in general. In fact, the second derivative leads
to the holographic London equation, which does
not satisfy a property for a Green function. Put
differently, one cannot explain the sign of the holo-
graphic London equation unless one takes the Aµ-
dependence of the current into account.
The bottom line of the background local U(1) sym-
metry is that the response function differs from the con-
nected Green function in general and that the AdS com-
putation is naturally associated with the response func-
tion and not with the Green function. This should re-
solve the above sign problem. But it is not clear if the
Green function itself really satisfies the desired property
in holographic superconductors. It would be interesting
to find a way to compute the Green function itself in the
AdS/CFT duality and to show this point explicitly.
Finally, this phenomenon, the modification of the oper-
ator/field dictionary in the presence of the source, itself is
a more generic phenomenon than the conserved currents
(see Sec. III A). As a result, there may be examples of (ii)
which do not come from the background local symmetry
(i).
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Appendix A: Sign conventions
This appendix summarizes our sign conventions. The
reader should be careful to sign conventions since various
conventions are found in the literature.
Let us consider the response to the conserved current
Jµ under the perturbation of the external source Aµ.
For simplicity, we assume below that the current Jµ does
not contain the source Aµ. Suppose that the system is in
thermal equilibrium with temperature 1/β under a static
homogeneous external source Aµ. Add a perturbation
Aµ → Aµ + δAµ(t,x) with the perturbed action
δSint := −
∫ β
0
dτ
∫
dx Jµ(τ,x) δAµ(τ,x) . (A1)
To linear order in δAµ, the deviation of the current ex-
pectation value is given by
δ〈Jµ(τ,x) 〉 = −
∫ β
0
dτ ′
∫ ∞
−∞
dx′ Gµν(τ − τ ′,x− x′ )
× δAν(τ ′,x′ ) . (A2)
Here, Gµν is the Matsubara Green function for the cur-
rent Jµ:
Gµν(τ,x) = −〈TE Jµ(τ,x)Jν(0,0) 〉c , (A3)
where the subscript “c” denotes the connected Green
function. The Fourier transformation of Eq. (A2) gives
δ〈 J˜µ(ωn,k) 〉 = −G˜µν(ωn,k) δA˜ν(ωn,k) , (A4)
where ωn = 2πn/β.
We define the response function K˜µν such that it has
the same sign as the Green function:
δ〈 J˜µ(ωn,k) 〉 = −K˜µν(ωn,k) δA˜ν(ωn,k) , (A5)
As is clear from Eqs. (A4) and (A5), the response func-
tion is nothing but the Matsubara Green function in this
case. Accordingly, most literature uses the words re-
sponse function and Green function interchangeably, but
this is the case when the current Jµ does not contain the
source Aµ. When the current does contain the source,
they are not the same as we see in the text.
Our response function K˜µν differs from the traditional
one by a minus sign. It is natural to define the response
function K ′ as K ′ := δ〈J〉/δA. Unfortunately, the re-
sponse function defined in this way differs from the Green
8function by a minus sign. Our argument in this paper fo-
cuses on the sign of these functions, so the traditional
convention is somewhat confusing.
The Matsubara Green function is related to the re-
tarded Green function GR by analytic continuation:
G˜µνR (ω) = G˜
µν(iωn)
∣∣∣
iωn=ω+i0+
. (A6)
The sign convention of the Matsubara Green function
(A3) is often found in the statistical physics literature
whereas the opposite convention is often found in the
field theory literature. As a result, in the field theory
literature, one needs an extra minus sign in the analytic
continuation (A6) as well. We choose the sign convention
so that the Matsubara Green function and the retarded
Green function have the same sign.
Appendix B: The derivation of the holographic
London equation
1. Preliminaries
For simplicity, we take the “probe limit” e→∞ while
keeping eAM and eΨ fixed. In this limit, gravity and
Maxwell-scalar systems are decoupled, and the problem
reduces to the Maxwell-scalar system in the background
SAdSp+2 spacetime:
ds2p+2 =
l2 ζ2
u2
(
−f(u) dt2 + dx2p +
du2
ζ2 f(u)
)
, (B1a)
f(u) := 1− up+1 . (B1b)
Here, ζ is related to the Hawking temperature T as
4π T = (p+ 1) ζ.
From the matter action
S = −
∫
dp+2x
√−g
(
FMN FMN
4
+ |DΨ |2 + V
)
,
(B2)
the equations of motion are given by
0 = DMDM Ψ− V ′(|Ψ |2)Ψ , (B3a)
0 = ∇N FMN − jM , (B3b)
where
jM :=
δSΨ
δAM
= −i e gMN
[
Ψ†
(
DNΨ
)− (DNΨ)†Ψ ] .
(B4)
We focus on an electric solution AM = At(u) (dt)M ,
Ψ = Ψ(u) on the SAdSp+2 spacetime. The equations of
motion reduce to
0 =
(
d
du
f
up
d
du
− l
2m2
up+2
+
e2A2t
ζ2upf
)
Ψ , (B5a)
0 =
(
up−2
d
du
1
up−2
d
du
− 2l
2 e2 |Ψ|2
u2f
)
At , (B5b)
0 =
dΨ†
du
Ψ−Ψ† dΨ
du
. (B5c)
Equation (B5c) implies that the phase of Ψ must be con-
stant so that one can set Ψ to be real without loss of
generality.
The solution to Eqs. (B5) is obtained by imposing
(i) the regularity condition at the horizon and (ii) the
asymptotically AdS condition. Condition (i) is given by
At(u = 1) = 0 , Ψ(u = 1) = const. (B6)
Condition (ii) depends on the scalar field mass and
thermodynamic ensemble. The asymptotic behavior of
matter fields is given by
At(u) ∼ µ− l ρ
(p− 1)(l ζ)p−1 u
p−1 , (B7a)
Ψ(u) ∼ ψ(−)u∆− + ψ(+)u∆+ , (B7b)
∆± :=
p+ 1
2
±
√(
p+ 1
2
)2
+ l2m2 . (B7c)
Here, ρ is the charge density in the boundary theory, and
µ is the chemical potential associated with the charge
density. The asymptotic boundary condition for the
gauge field depends on which thermodynamic ensemble
one is interested in (e.g., fixed µ).
For the scalar field, the asymptotic boundary condition
depends on its mass:
(iia) ψ(−) = 0 for l2m2 > 1 + l2m2BF , (B8a)
(iib) ψ(−) = 0 or ψ(+) = 0
for 1 + l2m2BF > l
2m2 > l2m2BF , (B8b)
where l2m2BF := −(p + 1)2/4. For the case (B8a), a
normalizable solution must behave as Ψ ∼ u∆+ . Thus,
ψ(+) represents (the expectation value of) a boundary
theory operator O, and ψ(−) represents the source of the
operator. The boundary condition (B8a) imposes that
there is no external source to O, so the nonvanishing ψ(−)
implies a spontaneous condensation of the dual operator.
For the case (B8b), both solutions Ψ ∼ u∆− and Ψ ∼
u∆+ are normalizable. Thus, we have two choices for the
boundary theory, i.e., (1) ψ(+) ↔ operator and ψ(−) ↔
source, or (2) ψ(−) ↔ operator and ψ(+) ↔ source [30].
2. Derivation
To derive the holographic London equation, note the
following points:
• Because the London equation is a static response,
one can use the standard Euclidean prescription of
the GKP-Witten relation, not the Lorentzian pre-
scription in Ref. [23].
• The London equation describes the property of the
transverse part of a static response function (2.5).
Thus, it is enough to consider a static vector pertur-
bation of the Maxwell field. The Maxwell pertur-
bations are decomposed into the vector and scalar
9perturbations. In the frame ki = (0, · · · , 0, k), com-
ponents Aα, α = x1, · · · , xp−1 are the vector per-
turbations. We consider the perturbations which
take the form
δAα = Aα = A˜α,k(u) e
ikxp . (B9)
In the SAdS background, the vector perturba-
tions decouple from the scalar field perturbation
δΨ even in the superconducting phase, so one can
set δΨ = 0. Also, it is enough to consider the long-
wavelength limit for the London equation.
From Eq. (B3b), the “static” perturbation is given by
0 =
(
up−2 ∂u
f
up−2
∂u − k
2
ζ2
− 2 l2e2 |Ψ |
2
u2
)
A˜α,k ,
where we use the Euclidean version of the metric (B1).
We impose the following boundary conditions: the regu-
larity of A˜α,k(u→ 1) at the horizon, and A˜α,k(u→ 0) =
A˜α(k) at the boundary.
Since it is enough to obtain the long-wavelength limit
k → 0, we solve
up−2
∂
∂u
f
up−2
∂
∂u
A˜α = 2 l
2e2
|Ψ |2
u2
A˜α , (B10a)
A˜α(u→ 1) = regular , (B10b)
A˜α(u→ 0) = A˜α(k = 0) =: A˜α , (B10c)
where A˜α(u) := A˜α,k=0(u).
Let us consider the Green function g(u, u′ ) which is
defined by
∂
∂u
f(u)
up−2
∂
∂u
g(u, u′ ) = δ(u− u′ ) , (B11a)
g(u = 0, u′ ) = g(u, u′ = 0) = 0 , (B11b)
g(u = 1, u′ ) , g(u, u′ = 1) are regular. (B11c)
Then, Eq. (B10) is formally solved as
A˜α(u) = A˜α +
∫ 1
0
du′ g(u, u′ )
2 l2e2
u′p
|Ψ(u′ ) |2 A˜α(u′ )
= F(u) A˜α +O
(|Ψ |4) , (B12a)
F(u) := 1 +
∫ 1
0
du′ g(u, u′ )
2 l2e2
u′p
|Ψ(u′ ) |2 . (B12b)
From Eq. (B2), one obtains the (Euclidean) on-shell
action for the perturbation:
SVos = −
ζ(lζ)p−2
2(2π)p+1
δαβ A˜α
f(u)
up−2
∂uA˜β
∣∣∣∣
u=0
+O(k2) .
Using Eq. (2.8b), the static response function K˜αβ(k) of
the current is given by
lim
k→0
K˜αβ(k) = −ζ(lζ)p−2 δαβ f(u)
up−2
∂uF(u)
∣∣∣∣
u=0
+O
(|Ψ |4) (B13)
in the long-wavelength limit.
Now, from Eqs. (B11a) and (B11c),
f(u)
up−2
∂
∂u
g(u, u′ ) = −θ(u′ − u) , (B14)
so
f
up−2
∂uF = −2 l2e2
∫ 1
u
du′
|Ψ(u′ ) |2
u′p
.
Using the above equation, one obtains the final expres-
sion of the static response function for the current in the
long-wavelength limit:
lim
k→0
K˜αβ(k) = 2 (l2e2) ζ (lζ)p−2 δαβ
∫ 1
0
du
|Ψ |2
up
+O
(|Ψ |4) . (B15)
The electric background we consider causes the second-
order phase transition, and |Ψ| is small enough near the
critical point, so Eq. (B15) becomes a good approxima-
tion near the critical point.
Equation (B15) corresponds to the transverse part of
the response function. Since |Ψ| ∝ 〈O 〉,
lim
k→0
K˜T (k) ∼ (positive const.)× |〈O 〉|2 . (B16)
Therefore, Eq. (2.5) holds with the natural correspon-
dence ns ∼ |〈O 〉|2.
The above result (B16) holds irrespective of the spatial
dimensionality p, scalar field mass m, and its boundary
condition as long as the transition from Ψ = 0 to Ψ 6= 0
is second-order.
Appendix C: Holographic renormalization
When one evaluates the on-shell action, the countert-
erm action is often necessary. But there is no divergence
for the U(1) current, so we ignore the counterterms in
Appendix B. In this Appendix, we examine if the coun-
terterms do not induce finite renormalizations.
The counterterm action has not been derived for the
Einstein-Maxwell-complex scalar system.12 We evaluate
the counterterm action from the Einstein-Maxwell-real
scalar system.
The Euclidean action of the Einstein-Maxwell-real
scalar system is given by
S =
∫
M
dp+2x
√
g
(
−R + 2Λ+ F
MNFMN
4
+
(∇Φ)2
2
+
m2
2
Φ2 + · · ·
)
, (C1)
12 If one evaluates the counterterm action using the Hamilton-
Jacobi method, one naively gets no solution.
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The counterterm action is given by [31]13
Sct =
∫
∂M
dp+1x
√
γ
×
[
2p
l
+ C(Φ)R+ M(Φ)
4
γµργνσ FµνFρσ
+
M(Φ)
2
γµν(∂µΦ)(∂νΦ) +
∆−
2l
Φ2 + · · ·
]
, (C2a)
C(Φ) =
l
p− 1 −
l
4p
∆−
∆+ −∆− − 2 Φ
2 + · · · , (C2b)
M(Φ) = − l
p− 3 + · · · , (C2c)
M(Φ) = − l
∆+ −∆− − 2 + · · · . (C2d)
Here, γµν and R are the induced metric and its Ricci
scalar on the AdS boundary ∂M, respectively. The co-
efficients ∆± are determined from the scalar mass m in
Eq. (B7c). The counterterm action (C2) is valid for p ≤ 3
and m2BF < m
2 < (3/4)m2BF.
The counterterm action for the Einstein-Maxwell-
complex scalar system can be obtained by (1) replacing
the real scalar Φ by the complex scalar
√
2Ψ, and by (2)
replacing the derivative by the gauge covariant derivative
∂M → DM = ∂M − ie AM :
Sct =
∫
∂M
dp+1x
√
γ
×
[
2p
l
+ C(Ψ)R+ M(Ψ)
4
γµργνσ FµνFρσ
+M(Ψ) γµν(DµΨ)† (DνΨ) + ∆−
l
|Ψ|2 + · · ·
]
, (C3a)
C(Ψ) =
l
p− 1 −
l
2p
∆−
∆+ −∆− − 2 |Ψ|
2 + · · · , (C3b)
M(Ψ) = − l
p− 3 + · · · , (C3c)
M(Ψ) = − l
∆+ −∆− − 2 + · · · . (C3d)
The static response function for the U(1) current may
have contributions from the counterterm action (C3a).
The contributions could come from Fµν and (∂µ −
ie Aµ)Ψ. The former does not contribute in the static
homogeneous limit. Let us examine the latter for the
vector perturbation. When ψ(+) has a spontaneous con-
densation (Ψ ∼ ψ(+) u∆+),
Sct = −(l ζ)p−1 e2δαβAαAβM
(
ψ(+)
) ∣∣ψ(+)∣∣2
×u∆+−∆−
∣∣∣
u=0
= 0 , (C4)
13 In addition to the counterterm action, one also needs the
Gibbons-Hawking term, but it does not contribute to the
Maxwell field we are interested in.
so the counterterm action again makes no contribution
to the response function.
Therefore, the static response function of the U(1) cur-
rent has no contribution from the counterterm action
(C3), and Eq. (2.8b) remains valid.
Appendix D: The positivity of spectral function
First, consider the Wightman function:
Sµν(x) := 〈Jµ(x)Jν(0) 〉 , (D1)
where x = (t,x). From the Hermiticity of Jµ and trans-
lational invariance,[
Sµν(x)
]∗
= Sνµ(−x) , (D2a)
⇔ [ S˜µν(k) ]∗ = S˜νµ(k) , (D2b)
where k = (ω,k).
Using the translation operator Pµ (P ·x := Pµxµ), one
obtains
S˜µν(k) =
∫ ∞
−∞
dp+1x e−ik·x〈 e−iP ·x Jµ(0) eiP ·x Jν(0) 〉
=
∫ ∞
−∞
dp+1x
e−ik·x
Z(β)
Tr
[
e−βP
0
e−iP ·xJµ(0) eiP ·xJν(0)
]
=
(2π)p+1
Z(β)
∑
n,n′
e−βq
0
n δ(qn′ − qn − k)
× 〈n | Jµ(0) |n′ 〉 〈n′ | Jν(0) |n 〉
= eβk
0
S˜νµ(−k) , (D3)
from which one can derive the fluctuation-dissipation the-
orem. Here, Z(β) := Tr(e−βP
0
), and |n 〉 forms a com-
plete eigensystem of Pµ:
1 =
∑
n
|n 〉 〈n | , Pµ |n 〉 = qµn |n 〉 . (D4)
In terms of the Wightman function Sµν , the spectral
function is written as
ρµν(x) = Sµν(x)− Sνµ(−x) , (D5a)
⇔ ρ˜µν(k) = S˜µν(k)− S˜νµ(−k) . (D5b)
From Eq. (D2b), [
ρ˜µν(k)
]∗
= ρ˜νµ(k) . (D6)
In particular, ρ˜µµ(k) is real.
Also, Eq. (D3) leads to
ρ˜µν(ω,k) = (1− e−βω) S˜µν(ω,k) . (D7)
For diagonal components,
S˜µµ(k) =
(2π)p+1
Z(β)
∑
n,n′
e−βq
0
n δ(qn′ − qn − k)
× | 〈n | Jµ(0) |n′ 〉 |2 > 0 ,
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so one obtains
ρ˜µµ(ω,k)
ω
=
sinh(βω/2)
ω
e−βω/2 S˜µµ(ω,k) > 0 . (D8)
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