Abstract-The Stochastic optimization (SO) problem consists of optimizing an objective function in the presence of noise. Most of the solution techniques in SO estimate gradients from noise corrupted observations of the objective and adjust parameters of the objective along the direction of the estimated gradients to obtain locally optimal solutions. Two prominent algorithms in SO namely Random Direction Kiefer-Wolfowitz (RDKW) and Simultaneous Perturbation Stochastic Approximation (SPSA) obtain noisy gradient estimates by randomly perturbing all the parameters simultaneously. This forces the search direction to be random in these algorithms and presents one with additional noise on top of the noise incurred from the samples of the objective. For better convergence properties, the idea of using deterministic perturbations instead of randomized perturbations for gradient estimation has also been studied. Two specific constructions of the deterministic perturbation sequence using lexicographical ordering and Hadamard matrices have been explored and encouraging results have been reported previously in the literature. In this paper, we characterize the class of deterministic perturbation sequences that can be utilized in the RDKW algorithm. This class expands the set of known deterministic perturbation sequences available in the literature. Using our characterization, we propose construction of a deterministic perturbation sequence that has the least cycle length among all such sequences. Through simulations we illustrate the performance gain of the proposed deterministic perturbation sequence in the RDKW algorithm over the Hadamard as well as the random perturbation counterparts. We also establish the convergence of the RDKW algorithm for this generalized class of deterministic perturbations.
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I. INTRODUCTION
Stochastic optimization (SO) problems frequently arise in engineering disciplines such as transportation systems, machine learning, service systems, manufacturing etc. Practical limitations, lack of model information and large dimensionality prohibit development of analytical solutions to these problems. Simulation is often employed to evaluate the performance of the current parameters of the system. Simulating and evaluating the system's performance is generally expensive and one is typically constrained by a simulation budget. In such scenarios, owing to the simulation budget one aims to drive the system to optimal parameter settings using as few simulations as possible.
Under the SO framework, we have a system that gives noise-corrupted feedback of the performance for the currently set parameters, i.e., given the system parameter vector θ, the feedback that is available is the noisy evaluation h(θ, ξ) of the performance J(θ) = E ξ [h(θ, ξ)] where ξ is the noise term inherent in the system and J(θ) denotes the expected performance of the system for the parameter θ. The pictorial description of such a system is shown in Figure 1 . The objective in the SO problem then is to determine a parameter θ * that gives the optimal expected performance of the system, i.e.,
Analogous to solutions for deterministic optimization problems where the explicit analytic gradient of the objective function is used to adjust the parameters along the negative gradient directions, many of the solution approaches in SO mimic the familiar gradient descent algorithm. However, unlike the deterministic setting, the SO setting only has access to noise corrupted samples of the objective. Thus, in the SO setting, one essentially aims at estimating the gradient of the objective function using noisy cost samples. In the pioneering work by Kiefer and Wolfowitz [1] , the gradient is estimated by approximating each of the partial derivatives using either a two-sided or a one-sided finite difference stochastic approximation (FDSA) algorithm. This algorithm requires 2p objective function evaluations (or simulations) per iteration for the two-sided gradient approximation scheme and p + 1 simulations per iteration for the one-sided scheme (for a p-dimensional parameter problem, see [2] ). As the number of simulations per iteration required for gradient estimation scales linearly with the dimension of the problem, the FDSA algorithm is expensive to deploy under high-dimensional parameter settings.
In [3] , Random Direction Kiefer-Wolfowitz (RDKW) algorithm that uses only two simulations per iteration for obtaining gradient estimates has been proposed. In the RDKW algorithm, all the parameters are randomly perturbed simultaneously using two parallel simulations and function evaluations at those perturbed parameters are used to obtain the gradient estimate. In the RDKW algorithm, the random perturbation vector as well as the random direction vector involved in estimating the gradient have been kept the same. For the choice of random direction (or perturbation), various distributions like spherical uniform distribution [3] , uniform distribution [4] , normal and Cauchy distribution [5] , asymmetric Bernoulli [6] have been explored. The number of simulations required for estimating the gradients in the RDKW algorithm is significantly less compared to the FDSA algorithm and the algorithm is seen to perform empirically better than FDSA.
In a seminal work [7] , the Simultaneous Perturbation Stochastic Approximation (SPSA) algorithm that uses two simulations similar to RDKW has been proposed. Unlike the RDKW algorithm, SPSA employs different choices for parameter perturbations and the random direction of movement, in particular, the random perturbation direction and the random direction of movement have been chosen to be inverses of each other where the vector inverse is defined as the vector of component inverses. In [7] , symmetric Bernoulli distribution has been shown to be the best choice for random perturbations among all the distributions and the proposed SPSA scheme has been proven to perform asymptotically better compared to FDSA. In [8] , a comprehensive comparative study of the stochastic optimization algorithms namely FDSA, RDKW and SPSA has been provided. Further, under a general third order cross derivative assumption on the loss function, RDKW with symmetric Bernoulli distribution has been shown to be the best choice for random directions. In [9] , an example of a loss function that does not satisfy the third order cross derivative condition in [8] has been constructed. For such a loss function, it has been shown that the optimal distribution choice for random directions need not be symmetric Bernoulli.
In [3] and [10] , to further reduce simulation cost per iteration, extensions of the RDKW and SPSA algorithms that estimate the gradient with only one simulation or measurement of the objective have been considered. However, it is observed that the one-simulation gradient estimate has higher bias compared to the two-simulation gradient estimate. In [11] and [12] , deterministic conditions for the perturbation and noise sequences required to obtain almost sure convergence of the iterates have been discussed. In [13] , to enhance the performance of one-sided SPSA scheme, deterministic perturbations based on lexicographical ordering and Hadamard matrices have been proposed. Further, the numerical results in [13] , illustrate the benefit of Hadamard matrix based perturbation sequences as it has been shown to improve the performance of SPSA empirically for the case of one-sided measurements. In [14] , a unified view of both RDKW and SPSA is presented and a binary deterministic perturbation sequence using orthogonal arrays [15] for obtaining gradient estimate in both of the algorithms has been discussed.
In this paper, we generalize the class of deterministic perturbation sequences that can be utilized in the RDKW algorithm. Based on this characterization, we provide a construction of a deterministic perturbation sequence using a specially chosen circulant matrix. We empirically study the performance of the constructed sequence against the aforementioned Hadamard matrix based deterministic perturbations and the randomized perturbations. We expect with our generalization the study of rate of convergence for the RDKW algorithm based on deterministic perturbation sequences would be possible. The following are our key contributions:
• We generalize the class of deterministic perturbation sequences that can be applied in the RDKW algorithm.
• We provide a special construction for deterministic perturbation sequences that have a smaller cycle length compared to Hadamard perturbations.
• We illustrate the performance gain for the proposed deterministic perturbations over the Hadamard matrix based perturbations as well as random perturbations.
• We prove the convergence of the RDKW algorithm for the class of deterministic perturbations.
II. CONDITIONS ON DETERMINISTIC PERTURBATIONS
In this section, we describe the classical RDKW algorithm and motivate the necessary conditions that a deterministic perturbation sequence should satisfy for almost sure convergence of the iterates in the deterministic perturbation version of RDKW algorithm.
The standard RDKW algorithm iteratively updates the parameter vector along the direction of the negative estimated gradient, i.e.,
where a n is the step-size that satisfies standard stochastic approximation conditions (see Assumption A2 in section IV) and ∇J is the estimate of the gradient of the objective function J.
In the case of two-simulation RDKW algorithm, the gradient estimate at θ is obtained as
where d is the random perturbation direction chosen according to a specific probability distribution. The properties that the specific distribution on d should satisfy can be obtained as explained below. The Taylor series expansion of J(θ±δd) around θ is given by
From (4), the error between the estimate and the true gradient at θ can be obtained as
Note that the term (dd T − I)∇J(θ) constitutes the bias in the gradient estimate. For the error estimate in (5) to be negligible, we require
Here, the expectation E[·] is taken over the random perturbation distribution.
In the one-simulation version of the RDKW algorithm, the gradient estimate at θ is obtained as
By an analogous Taylor series argument, we obtain the error between the estimate and the true gradient as
From (8), we require the following to hold in addition to (6) in the case of random perturbations for the one simulation version of RDKW algorithm:
For random perturbations, i.e., d ∼ F , where F is any distribution that satisfies (6) and (9), the noise in the gradient estimates gets averaged asymptotically. An example distribution for F is the symmetric Bernoulli where each component of the perturbation vector is ±1 with equal probability.
From (6) and (9) clearly one is motivated to look for perturbations that satisfy similar properties. In what follows, the sequence of deterministic perturbations (that will be used in either (3) or (7)) will be denoted by {d n } n≥1 and we require the following two properties to hold for {d n } for the almost sure convergence of the iterates to local minima.
Remark 1. The properties P1 and P2 are the deterministic analogues of (6) and (9) . For the properties P1 and P2 to hold, it is sufficient to determine a finite sequence {d1, d2, . . . , dP } such that P n=1 dnd T n = P I and P n=1 dn = 0 and for n ≥ P + 1, periodically cycle through this sequence, i.e., set dn = d n%P +1 . We will refer to the length of the deterministic perturbation sequence P as the cycle length.
III. CONSTRUCTION OF DETERMINISTIC PERTURBATIONS
In section III-A, following Remark 1, we first characterize the finite sequences {d 1 , d 2 , . . . , d P } that satisfy properties P1 and P2 by providing a matrix equation whose solution gives the deterministic perturbations. In Section III-B, we then construct a specific sequence using a circulant matrix that has the least possible cycle length among all the deterministic perturbation sequences. Finally in section III-C, we completely describe the RDKW algorithm that uses the deterministic perturbation sequence constructed using the circulant matrix approach.
A. Matrix condition for Deterministic Perturbations
The properties P1 and P2 can be satisfied individually. For example, to satisfy property P1, let P = p and d n = √ pe n , n ∈ {1, . . . , P }, the scaled canonical basis vectors, then
pe n e T n = pI. To satisfy property P2, consider any set of linearly dependent vectors {v 0 , · · · , v P }. Then there exist scalars α 1 , · · · , α P such that P n=1 α n v n = 0. Now for the choice d n = α n v n the property P2, P n=1 d n = P n=1 α n v n = 0, is trivially satisfied. A natural question would be to determine sequences {d n } 1≤n≤P that satisfy both the properties simultaneously.
To address this problem, let us consider a p × P matrix Y as follows:
T be a P -dimensional vector. The perturbations that satisfy properties P1 and P2 essentially solve the two matrix equations Y u = 0 and Y Y T = P I. These equations can be compactly written in a single matrix equation as
where
Note that Y p×P and P are the unknowns here. It can be observed from (10) that
could be treated as a p × P submatrix of a P × P orthogonal matrix with the first row being
, a 1 × P vector. It has been shown in [13] that columns of Hadamard matrices satisfy properties P1 and P2 simultaneously withP = 2 log 2 p+1 , i.e., X is chosen as a (p + 1) × 2 log 2 p+1 submatrix of the Hadamard matrix. It is not in general clear if the equation (10) can be solved for a smaller P ≤P .
Remark 2.
We note that similar analysis for matrix condition for the construction of deterministic perturbations for SPSA estimates involves solving the following matrix system. AB = P I,Au = 0 and A • B T = vu T where A is p × P , B is P × p, u is P × 1 vector of ones, v is p×1 vector of ones and • denotes the Hadamard product of the matrices A and B. It is not clear how to solve for P, A and B due to the presence of Hadamard product in this system.
B. Specific Perturbation Sequence Construction
In this section, our goal is to obtain a sequence with least cycle length. Using a simple matrix rank argument it can be shown that P is at least p + 1. Thus, in what follows, we give a construction of deterministic perturbation sequence with cycle length P = p + 1. We first write
where Z is a p×p matrix and U is any p×(P −p) matrix with columns that sum to 1. Clearly Y u = 0 satisfies property P2. To satisfy property P1, i.e., Y Y T = I is equivalent to
Clearly construction of deterministic perturbations with smaller cycle length P is equivalent to solving for Z with an appropriate choice of U . The simplest choice of U with column sums being 1 is U = u, a p × 1 vector, thus P = p + 1. Let C = I + U U T = I + uu T (p × p dimensional matrix). Observe that C is a positive definite circulant matrix. Hence C −1/2 is well defined and the choice Z = C −1/2 satisfies (11) and solves the system Y Y T = I with P = p + 1, i.e.,
The columns of Y finally give us the deterministic perturbations. We note that in general the computation of C −1/2 is O(p 3 ) and can be very expensive for large p. However owing to the special structure of C, using a Sherman-Morrison type result (see Lemma 1, Section IV), C −1/2 can be computed in O(p 2 ) time complexity.
C. Gradient estimation
In this section, we present the RDKW algorithms that use the deterministic perturbation sequence constructed above in two-simulation and one-simulation gradient estimates of the objective. We denote the corresponding algorithms by DSPKW-2C and DSPKW-1C respectively.
Algorithm 1 Basic structure of DSPKW.
1: Input:
• θ0 ∈ R p , initial parameter vector
• δn, n ≥ 0, a sequence of sensitivity parameters to approximate gradient • Matrix of perturbations
• Noisy measurements of cost objective J • an, n ≥ 0, step-size sequence satisfying assumption A2 (see section IV) • n end , the total number of iterations determined by simulation budget 2: Output: θn end , approximate locally optimal solution 3: for n = 1, 2, . . . nend do 4: Let dn be the mod(n, p + 1) th column of Y .
5:
Update the parameter as follows:
∇J(θn) is chosen according to either (13) or (14) for DSPKW-2C and DSPKW-1C respectively. 6: end for 7: Return θn end Let δ n , n ≥ 0 denote a sequence of diminishing positive real numbers satisfying assumption A2, in section IV. Let y + n , y − n denote the noisy objective function evaluations at the perturbed parameters θ n + δ n d n and θ n − δ n d n respectively, i.e., y
. We assume the noise terms M + n , M − n , n ≥ 0, form martingale difference noise sequences and sat-
, n ≥ 0 is the information conditioned on the past parameter values and martingale difference terms.
The two-simulation and one-simulation estimates of the gradient ∇J(θ n ) based on the observed noisy objective samples for the RDKW algorithm are respectively given by
respectively. Observe that in the two-sided estimate (13) we use two function samples y + n and y − n while the estimate in (14) uses only one function sample y + n . Now we briefly describe the DSPKW algorithm. Inputs to the DSPKW algorithm include the randomly chosen initial point θ 0 , diminishing sequences δ n and a n n ≥ 0, satisfying assumption A2, and the matrix of deterministic perturbations Y chosen according to (12) . In our algorithms, we iteratively choose the perturbations by cycling through columns of Y with period p + 1 and in steps 2-4, we update the parameters along the direction of the estimated gradient according to (13) in the DSPKW-2C algorithm and according to (14) in the DSPKW-1C algorithm. Note the choice of gradient estimate (or the algorithm) is dictated by the simulation budget given to us. The algorithms terminate by returning the parameter θ n end at the end of n end iterations.
IV. CONVERGENCE ANALYSIS
In this section we first provide a few lemmas that assist in computing the proposed deterministic perturbation sequence (see (12) in Section III-B). In the later part of the section, we provide the almost sure convergence results of the iterates for the class of deterministic perturbations characterized in Section III-A. Due to space constraints, we state our results here with proofs provided in [16] .
The following lemma is useful in obtaining the negative square root of C, i.e., C −1/2 in a computationally efficient manner. Also note that it takes only O(p 2 ) operations to compute C −1/2 using the lemma and the circulant structure of C −1/2 . Note that the following lemma could also be utilized in an independent context for efficient computation. Lemma 1. Let I be a p × p identity matrix and
T be a p × 1 column vector of 1s, then
Let C be defined as in Section III-B and In what follows, we prove the almost sure convergence of the iterates in the DSPKW algorithm (Section III-C) under the following assumptions. Note that . denotes the 2-norm.
A1
The map J : R p → R is Lipschitz continuous and is differentiable with bounded second order derivatives. Further, the map L :
is Lipschitz continuous. A2 The step-size sequences an, δn > 0, ∀n satisfy an, δn → 0,
Further, a j an → 1 as n → ∞, for all j ∈ {n, n + 1, n + 2 · · · , n+M } for any given M > 0 and bn = an δn is such that b j bn → 1 as n → ∞, for all j ∈ {n, n+1, n+2, · · · , n+M }. A3 There exist positive real constants K0 and K1 such that maxn dn = K0, maxn Dn = K1.
A4
The iterates θn remain bounded almost surely, i.e., sup n θn < ∞, a.s. A5 The ODEθ(t) = −∇J(θ(t)) has a compact set G ⊂ R p as its set of asymptotically stable equilibria (i.e., the set of local minima of J is compact).
for a given constant K > 0.
Remark 3. Assumptions A1, A2 and A5 are standard stochastic approximation conditions. Assumption A3 trivially follows from Remark 1. Assumption A4 is the stability condition on the iterates and holds in many applications [7] (see the discussion in pp 40-41 of [3] ). This condition can also be enforced by projecting the iterates onto a compact set, however, the iterates converge to a limiting set that contains all possible limit points (see pp.191 in [3] ). Assumption A6 gives the condition on the maximum strength of the martingale difference noise under which convergence of the iterates could be ensured and in many stochastic optimization settings this condition could be easily verified using Jensen's inequality and Lipschitz continuity of ∇J .
The following two lemmas aid in the proof of almost sure convergence of the iterates in the DSPKW algorithm. Finally, using the following theorems, we conclude the analysis by proving the almost sure convergence of the iterates to the set of local minima G of the function J.
Theorem 5. θ n , n ≥ 0 obtained from DSPKW-2C satisfy θ n → G almost surely.
Theorem 6. θ n , n ≥ 0 obtained from DSPKW-1C satisfy θ n → G almost surely.
V. SIMULATION EXPERIMENTS
In this section, we compare the numerical performance of our DSPKW-2C algorithm against the RDKW algorithm that uses random Bernoulli perturbations and another variant of the RDKW algorithm that uses Hadamard matrix based deterministic perturbations. We refer them by the acronyms RDKW-2R and RDKW-2H respectively. In a similar manner, we also compare DSPKW-1C algorithm against the onesimulation variants RDKW-1R and RDKW-1H. Note that 2 or 1 in the acronyms of these algorithms denote the number of simulations utilized per iteration. 
A. Experimental setup
For the empirical performance evaluation, we consider the following two loss functions namely quadratic loss (15) and 1 The implementation is available at https://github.com/ cs1070166/DSPKW-2CandDSPKW-1C
fourth-order loss (16) :
respectively. In the loss functions considered above, we set the dimension p = 10. We choose A such that pA is an upper triangular matrix with each nonzero entry equal to one and b is a p-dimensional vector of ones. In our experiments, we follow the same noise assumptions considered in [17] , i.e., for any θ, the additive noise in the objective is given by
. In all algorithms, we set the step-size schedule as δ n = c/(n + 1)
γ and a n = 1/(n + B + 1) α with α = 0.602 and γ = 0.101. Note that the chosen values for α and γ have demonstrated good finite-sample performance empirically, while satisfying the theoretical requirements sufficient for asymptotic convergence (see [17] . We set the same initial point θ 0 for all the algorithms.
We consider two settings in our experiments. In the first noise-free setting, we do not add any noise to the objective function evaluations and in the second setting, we corrupt the function evaluations by adding noise (with variance parameter σ = 0.01 as described above). We evaluate the performance of these algorithms based on Normalized Mean Square Error (NMSE) metric. NMSE is defined as the ratio θ nend − θ * 2 / θ 0 − θ * 2 , where θ nend is the parameter returned by the algorithm.
B. Discussion of Results
The performance comparisons of all the algorithms based on NMSE values are summarized in Tables I, II, III and IV. In the tables, we have highlighted the algorithm that has the minimum NMSE. We now summarize our findings:
• Even in the absence of noise, due to the random directions chosen by RDKW-2R and RDKW-1R algorithms, the standard deviation is significantly high compared to the corresponding deterministic counterparts.
• We would like to emphasize that the quality of the solution (characterized by standard deviation) is significantly better for the case of proposed deterministic perturbations compared to the existing Hadamard based deterministic perturbations and random perturbations.
• In the case of two simulation algorithms (see Tables  I and II) , DSPKW-2C performs marginally better than RDKW-2H, while both of them outperform RDKW-2R significantly.
• In the case of one simulation algorithms (see Tables III  and IV) , DSPKW-1C performs better than both RDKW-1H and RDKW-1R.
VI. CONCLUSIONS
We have generalized the deterministic perturbation sequences from lexicographical ordering and Hadamard matrix based constructions for the RDKW algorithm and presented a novel construction of deterministic perturbations that has least cycle length within the class of deterministic perturbation sequences. Further, we have proved the almost sure convergence of the iterates for the class of deterministic perturbation sequences. Now that we have a characterization of the class of deterministic perturbation sequences, it would be interesting as future work, to theoretically study and compare the rate of convergence of deterministic perturbation algorithms against their random perturbation counterparts. A challenging future direction would be to study the asymptotic normality or weak convergence of the iterates. It would also be interesting to similarly characterize the class of deterministic perturbation sequences for the SPSA algorithm.
