Phase screens above a telescope pupil represent the variation of the phase of the electromagnetic field induced by atmospheric turbulence. Instances drawn from such statistics are represented by a vector of random phase amplitudes which are coefficients of a linear superposition of twodimensional basis functions across the pupil. This work shortly reviews Fried's analysis of this modal decomposition for the case of Kolmogorov statistics of the phase covariance as a function of separation in the pupil plane.
A phase screen summarizes the phase delays in sub-apertures of a telescope of some diameter D on lateral spatial scales that depend on the inhomogeneity of the refractive index along the path through the few kilometers of atmosphere in ground-based observations [24] .
The intent to remove the time-dependent sparkling of star light in (almost all) applications of astronomy leads to adaptive optics and is increasingly important as telescope diameters increase and/or anisoplanatism puts limits on coherency in wide-angle observations [15, 40, 52] . The equivalent variables in long baseline interferometry spawn interest in the definition of outer scales.
The impact on imaging would be determined by the degrees of freedom and stiffness of response in any subsequent adaptive optics correction, and by additional weighting with spatial filter functions as found in some fiber conductive followup systems [26, 33, 45, 50] .
This work is a contribution to the numerical simulation of phases ϕ(r, t) in some pupil plane taking a two-dimensional spatial vector r and a time t as arguments. We follow Fried's analysis of the build-up of the phase at some snapshot in time if the covariance (or structure function) follows a Kolmogorov power-law as a function of the distance between two points in |r| ≤ D/2 [3, 20] . Assuming that the number and size of the speckles is founded on Gaussian statistics after a sufficiently long path through the atmosphere, the phase can be synthesized by linear superposition of twodimensional basis functions multiplied by a vector of random variables with individual Gaussian statistics. The statistically independent basis functions are constructed as eigenfunctions of the generic Karhunen-Loève (KL) integral equations which incorporate isotropy and strength of the covariance in the integral kernel and the sampling limits of the statistics (here: the circular pupil) in the region of integration.
B. Taylor Movies
With some assumption of ergodicity, independent snapshots of phase screens are generated by throwing dice for each new set of expansion coefficients with a random number generator. On short time scales, however, the speckle boiling time (coherence time) would be overtaken by the assumption that the phase screen would move -in the fixed pupil coordinates-rigidly and predictably as drawn by some wind velocity v [38, 43] . The expansion coefficients follow a stochastic Ornstein-Uhlenbeck-type differential equation which ensures deterministic (first-order smooth) alignment of the pictures of the Taylor movie, but allows transformation of each expansion coefficient within the amplitudes set by the eigenvalue of its KL mode.
The alternatives to this ansatz are the generation of static phase screens much larger than the pupil diameter, from which a moving disk is cut off to define the region of interest [2, 18, 21, 25, 32, 44, 47, 49] . The principle of embedding the pupil into a larger virtual phase screen will also be the guideline to define on which timescale how much randomness will be mixed into the expansion coefficients. The main difference is the efficiency of maintaining either a small set of time-dependent expansion coefficients with the option to generate movies of arbitrary duration (here), or maintaining a spatial stripe of the sky in computer memory which has the width of the pupil but a much larger length determined by the product of movie duration and wind speed.
A summary of the well-known algebra of KL eigenmodes is provided in section II. The differential equation and dynamic matrix of the motion implied by the Taylor frozen screen assumption is written down and discussed in section III, and notes of expanding this into a stochastic equation follow in section IV. Some of the mathematical aspects are outsourced to the appendix.
II. KL EIGENFUNCTIONS OF KOLMOGOROV COVARIANCE A. Separation in Radial and Azimuthal Functions
A summary of the established theory and mathematics of phase patterns [16, 20, 42, 51] is given in this section, accompanied by errata in Appendix D for the key papers. The phase of the electromagnetic field in the pupil plane is decomposed into basis functions F (r) and fluctuating expansion coefficients a
If the a are supposed to build a vector of independent scalar variables which vary from one phase screen to another, the covariance statistics between two pickup positions of the phase translates into a requirement of the basis functions, which are forced to become KL eigenfunctions of a linear integral operator. If the two-dimensional region of sampling the phase statistics matches the symmetry in the covariance matrix, a separation ansatz within the F i is fruitful.
In particular, if the domain of the pupil is circular and the covariance isotropic (only depending on the separation |r − r ′ |), the eigenfunctions can be separated in azimuthal and radial terms,
If the phase structure function D obeys a power law
one can essentially reduce the KL integral equation to a universal form by decoupling the scaling parameter D/r 0 from the F j and moving it into the coefficients a j . The scale factor is [19, 40] 2c
The Fried parameter r 0 is essentially proportional to the 6/5-th power of the observing wavelength [20] if the wavelength dependence of the structure constant of the refractive index remains negligible. I shall work with basis functions which are normalized over the scaled distance x = 21 1 x |r|/D from the pupil center,
The constant 1 1 x is set to 1/2 if radial distances are measured in units of the pupil diameter D, and set to 1 if radial distances are measured in units of the pupil radius D/2. The only purpose of this notation is to keep track of both choices that have been in use in the literature. The azimuthal basis functions
will be labeled with positive q for the cosine type and negative q for the sine type, akin to the nomenclature for the two symmetries of Zernike polynomials [34] . The Neumann factor ǫ is defined as in the literature on Bessel Functions,
The radial eigenmodes K (q) p for each specific azimuthal "quantum" number q are calculated as eigenvectors of the KL equation [20, (25) ]
with eigenvalues λ 2 p,q . The integral kernel is given by
where
Since we do not assume that the expectation value of the tip-tilt component of the phase over the pupil vanishes, the terms proportional to Fried's variables G 3 and G 4 do not appear in the covariance and vanish in our analysis. Consequently, here and in [16, 51] , tip-tilt modes are in the list of KL eigenfunctions, but not in Fried's list.
B. Implementation
In numerical practise, the KL equation is solved for the symmetrized variables, here marked with a tilde,
which turn (8) into
The benefits of working with an integral kernel that is symmetric under the exchange x ↔ x ′ are
• numerical stability and performance by use of linear algebra eigenvalue solvers for this type of symmetry.
• immediate evidence that the eigenvalues are real-valued with orthogonal eigenvectors,
Further comments on the numerical treatment are given in Appendix A 1. 
has the (small) disadvantage that-after insertion into (15) and out-projection of the k ipq -a non-diagonal overlap matrix is left on the right hand side which leads to a slightly more complicated generalized eigenvalue problem. This is easily avoided by moving on to a Zernike basis of orthogonal Jacobi Polynomials.
Figures of the basis functions F (r) with the largest eigenvalues, which are dominant and represent the speckles of largest size have been shown before [51, Fig. 5b ]. The order of the rotation axis is determined by |q|; the eigenmodes show up in pairs that can be mutually converted by rotation around the pupil center by angles of π/(2q), as established by M q (θ).
C. Wave number (Fourier) Representation
The two-dimensional Fourier transform of the reduced KL eigenfunctions K
where σ ≡ |σ| and θ σ define the spherical coordinates of the wave number, and
is a Fourier pair. Not to insert factors of 1 1 x in the definition of the Fourier transform here is a judicious choice to ensure that the normalization (17) is the same in the x and in the σ domain:
If the K (q) p (x) are expanded in a series of Zernike polynomials (App. C), the K (q) p (σ) are the equivalent series of Bessel Functions [34, (8) ] [7] .
III. TAYLOR MODEL

A. Equation-of-Motion and Gradient Matrix
The theme of this paper is how any two of the sets of coefficients a j are morphed if time is a added as a new parameter to the description.
To ensure steady transformation in short time intervals, we will employ the Taylor model of lateral displacement into the direction of a velocity vector v, which is represented by [12] ϕ(r, t) = ϕ(r − vt, 0)
for time t, distance r to the pupil center and azimuth θ along the pupil periphery [41] . We make the scaling of the coefficients a j by the eigenvalues λ explicit by writing the expansion as
The fundamental scaling parameters (D/r 0 ) 1+γ and λ can all be partially absorbed in these factors or basis functions. 1+γ . The Taylor model is basically a means to substitute the time derivative in the equation-of-motion (EOM) of ϕ by a gradient,
This is the infinitesimal version of de-centering the basis functions [11, 23, 29] . The corresponding requirement in Fourier space is
In polar coordinates in the pupil plane,
the two components of the gradient operator are [10, 46] 
To tighten the notation, we assume that the velocity has no component in the Y -direction of coordinates, so (28) is not needed and (24) becomes
This write-up is a composite of an upper line for the even and a lower line for the odd m. The upper line refers to the M m cosine modes, including the radially symmetric m = 0 modes, and the lower line refers to the M m sine modes. The coupling is between azimuthal parameters that differ by one, m ↔ n ± 1, similar to the selection rules of the electric dipole operator between hydrogenic states of the Schrödinger atom.
B. Hybridization of KL Eigenmodes
To isolate one coefficient, we multiply (31) by a general λ k,s K (s)
, and integrate over the pupil, exploiting the orthogonality relations (17):
This is a system of linear homogeneous differential equations with a skew-symmetric, real-valued, sparse matrix Ω,
where the symbols T and † mean transposition and Hermite conjugation, respectively. Computation of the matrix elements in Fourier space is proposed in Appendix B. Existence of a skew-symmetric representation is expected from the fact that the gradient operator changes sign with the parity of a polar vector. In the Cartesian X-Y coordinate system, it is coupled to the sign change of the derivative integrals after partial integration (assuming the "surface" integrals of Green's law vanish), but it is less obvious for the set of integrals reduced to the radial coordinates r or x and assembled in Ω. The analytic proof works with the derivative of Mercer's theorem of the covariance function in the KL kernel,
and is omitted here. It is mainly to retain this symmetry feature of the gradient matrix that I chose to split off the values of λ in (24) instead of working with the a j expansion coefficients. Skew-symmetry implies that the eigenvalues of the transformation to principal axes with some orthogonal matrix ξ,
are pairs of complex-conjugate, purely imaginary numbers iω l [5, 8, 27, 35, 48] . This transformation of the basis of the β vector induces a transformation of the KL basis,
Whereas the KL eigenfunctions have a rotational symmetry in the pupil plane inherited from M (θ), each gradient eigenfunction shows some undulation along the v direction (here: the direction of X) at a spatial period of πD/(ω l ). From the mathematical point of view, the standard aim of this basis transformation is to decouple the EOM's of the expansion coefficients (33),
which solves the time-dependent differential equation in terms of oscillatory fluctuations from initial values,
whereβ l is the l-th component of the matrix-vector product ξ * β (s)
k . These solutions at discrete angular frequencies ω = 2vω l /D explain in conjunction with (25) why the diagonalized eigen-modes have well-defined spatial frequencies along the v-direction.
From a less formal point of view, the basis transformation is the definition of waves traveling in v direction under the conditions of
• compatibility with the structure function,
• enabling smooth dragging of the phase screen (compatibility with the Taylor hypothesis) by pairing of gradient eigenfunctions that are shifted relative to each other along v by a quarter of the spatial period. This is to be compared with the alternative of starting from the structure function as a power density function in wave number space [28, 37] . A key ingredient of the KL equation is its dependence on the finite support (here: the circular shape of the pupil) which samples the covariance [39] . The Gibb's oscillations which represent this cutoff are a major element of the Fourier decomposition of the KL functions. Working in real space with the gradient matrix might be interpreted as a deconvolution of these, followed by a superposition such that components on ridges of a given projection in the v-direction, i.e. σM 1 (θ σ ) =const in our notation, are accumulated.
The phase screen is generated by using these time-dependent coefficients as multipliers for the gradient eigenfunctions. The latter are static and have to be generated only once for a particular set of KL functions,
where F l is the l-th component of the matrix-vector product ξλ j F j . The transformed initial coefficients (ξ * β) |t=0 are a linear superposition of Gaussian random variables and therefore Gaussian random variables themselves. Since ξ is orthogonal and since splitting off λ in (23) made the β identically distributed (iid), the independence is sustained by the transformation [36] .
An accurate solution along these lines for some initial values does not actually produce a simple shift as a function of time; one reasons is that any finite basis set remains incomplete and the coupling to the fine-grained modes is missing-which will be discussed in Section IV.
IV. RESUMPTION OF STOCHASTIC TIME DEPENDENCE
The use of the Taylor hypothesis in Section III puts a tangent condition on the componentsβ l (t) at each point in time, which lets them wander on circles in the complex plane once some randomly selectedβ l|t=0 have been chosen. For a finite set of basis functions, say 1 ≤ j ≤ N in (1), we have essentially constructed some smooth embedding of the initial, randomized phase screen into an infinitely large phase screen, which turns out to be periodic in N variables. This determinism looks like an artifact if one aims at creation of realistic time series; actually, each component ought become independent of (uncorrelated to) its initial value on large time scales, which calls for some modification of the motion of the components as indicated in Fig. 1 . This would possibly be achieved by conversion of the deterministic differential equation (24) into some Ornstein-Uhlenbeck process by adding a time-dependent stochastic term [4] .
We conclude with remarks on how the Taylor screen ansatz can be employed to dither the time-dependent expansion coefficients without searching for such an explicit (in the nomenclature of differential equations: inhomogeneous) term of the EOM. The differential form (24) is not strictly equivalent to the translational symmetry (22) : The value of ϕ(r − vt, 0) on the right hand side of (22) 
embedding it such that in the inner part consistently
where ϕD is a linear adaptive function of ϕ D . A set of higher order adaptive functions within a super-apertureD > D would contain the full information to implement (22) at finite times, and would be constructed with a basis set sizē N > N to account for the additional degrees of freedom to represent the speckles in the annulus outside D. For a quantitative model, one assumes that an excessN − N basis functions are discarded while synthesizing the phase screen. Working with the smaller basis set at the argument x = r/D, the rightmostN − N columns of the full matrix transformation from the arguments r/D of the host phase screen
would have been discarded. So it is the product of these bottom rows of the Γ matrix by the K (q) k of higher order k, to be multiplied by coefficients β q k , that has been ignored in the analysis of Section III. To re-insert their time-dependent randomness into the simulation, one can build the dot product of the missing rows and columns in (42) , and multiply this vector with coefficients β that are randomly generated at each new image on the fly, consistent with the fact that they have unknown history, that they are not carried over between the time steps of the simulation, and that they have no associated eigenfrequencies in the gradient matrix. The elements of the components of Γ(D/D) depend on the ratio D/D and scale these random contributions appropriately depending on how large the sizeD of the super-aperture must be chosen to comply with (40) during the next time interval.
In conclusion, feeding a stream of random kinks into the EOM of the expansion coefficients that otherwise move on circles does not introduce more parameters; it can be derived from a model of coupling the information just outside the pupil into the actual diameter once the effect of radial scaling on the basis functions has been calculated.
V. SUMMARY
The numerical synthesis of-in the Markov sense-independent phase screens by superposition of statistically independent basis functions over a telescope entrance pupil multiplied by a vector of Gaussian random numbers is a known concept. Connection of these still pictures to a movie needs some specification of the equation-of-motion of the random numbers, which I have bound to the Taylor "frozen" screen assumption that on short time scales an instance of a phase screen is merely shifted.
If one external parameter-the wind velocity-is introduced, this suffices to formulate a first-order differential equation in time for the deterministic ("ballistic") motion. A decoupling of temporal and spatial structure is found by diagonalizing the skew-symmetric matrix of the gradient operator. This diagonalization needs to be done only once for each size of the basis set (each Taylor movie), and introduces new basis functions which undulate across the pupil in the wind direction on scales determined by the eigenvalues of the diagonalization.
Randomness in this scheme of oscillating expansion coefficients (in the diagonalized coordinate system) is reintroduced by virtual embedding of the pupil into a larger pupil which regulates at which time scales and at which strength the fluctuations outside the pupil-hence unknown-mix higher-order fluctuations into the time-dependent expansion coefficients.
The benefit of this technique is in the reduction of the problem of two-dimensional time-dependent phase screens to the time-dependence of a vector of a few expansion coefficients. This aims at more efficient implementation on a computer and is equivalent to pulling a much larger sky linearly across the circular telescope's aperture. No new physics is introduced; on the contrary, the technique is largely independent of modal decomposition and parametrization of the phase structure function. The kernel of (8) and (15),
contains functions S q of the form
Auxiliary polar coordinates
render this into hypergeometric functions , which may be used to tune into whatever numerical library is available.
Fourier Transform
The Fourier representation of the KL equation (A1) is obtained by switching the (x, x ′ ) coordinates in S q to the wave number domain introduced in Section II C. We summarize the transformation for q = 0. First, the quadratic transform [1, 15.3.20 ] is applied to the hypergeometric function (A4)
Back to the α-coordinates with z = 2 sin α cos α and 1 + z = (sin α + cos α) 2 ,
its argument now matches the integral [22, 6.576 
The equivalent write-up
allows replacement of the hypergeometric function by the k-integral in (A5),
We substitute (sin α cos α) 1/2 = (xx ′ ) 1/2 /(21 1 x u) and insert S q back into (A1),
The linear substitution k = 4π1 1 x uσ of the integration variable turns this into
The momentum representation of the KL equation is obtained by multiplication with J q (2πσ ′ x) on both sides and integration over x with (20) ,
is a well-known factor [42, (3) ] [34, (25) ] at γ = 2/3.
Connection to Noll's Covariances
If the radial functions are expanded in an orthonormal Zernike basis [31, 34] ,
(A11) becomes
Integration over x ′ on the l.h.s. with the Fourier representation (20) [7, 9, 17, 34] n τ n,p,q 2πi q 2(n + 1)
Multiplication by R q n ′′ (x/1 1 x ) on both sides and integration over x employing (A14) on the r.h.s. and integration over x with (A17) on the l.h.s. yields
The substitution 2πσ1 1 x = k of the integration variable generates
where [6, 34] 
This is consistent with Noll's equation (25), the Kolmogorov covariance of a field with unit amplitude in terms of an orthogonal Zernike basis {Z j },
re-interpreted with (A13),
This diverges from (A21) by a nominal factor 4/π,
• the factor 4 means that the τ n,p,q are amplitudes to be post-multiplied by D 2 , Fried's equation (23), whereas (A23) contains an implicit factor of the squared radius which was silently dropped between Noll's (22) and (25) .
• the unit amplitude in Noll's Zernike basis-which is normalized with an additional weight 1/π in his (3) but not in my (17)-is equivalent to an amplitude √ π here, and introduces a factor π because the covariance is a quadratic form of the amplitudes.
On the same basis, Dai's variable c 0 [16, (2.10) ] is consistent with the present calculation. Roddier's expression E(a j , a j ′ ) contains an additional factor 2 1+γ /π ≈ 1.0106, and the same small factor is present in Conan's version of (A13) [13, (3.20) ] [14, (15) ]. I am unable to trace these back-if applied it triggers a systematic increase of all eigenvalues λ The case of the modes K (0) p in (8) induces three special terms proportional to G 1 and G 2 after insertion of (9). Modes on both sides of the eigenvalue equation are expanded in Zernike bases with (A15).
Isolation of a single τ on the right hand side, ie, a matrix equation for the τ , is achieved by multiplication with xK (q) p ′ (x) and integration over dx. A special case of (A14), namely
reduces some integrals at the G 1 and G 2 to yield −c ϕ 8π
The value of (12) is a constant, the residual of Dai's first mode [16, Table I ]:
which is transformed to the polar coordinates proposed in (A3), with Jacobian (21 1 x ) 2 u,
Since R 0 0 = 1, within the top row n = 0 of the coefficients matrix, the first two and the last two lines of (A25) cancel. Within the left column n ′ = 0 of the coefficients matrix, the third line cancels the first and the fourth line cancels the second. This is the real-space equivalent to Noll's removal of the piston mode in Fourier space [34] , which eliminates the R 0 0 term from the q = 0 block of the KL equation.
APPENDIX B: GRADIENT MATRIX IN WAVE NUMBER SPACE
The Fourier integral of the EOM (24) transforms the gradient into a multiplication with the wave number −2πiσ,
As before we assume the wind velocity v contains only a component into the X direction,
and (19) yields
After insertion of (6),
ǫ n 2π cos(n + 1)θ σ + cos(n − 1)θ σ sin(n + 1)θ σ + sin(n − 1)θ σ (B4) we project this onto a single component of the β-vector by multiplication with σλ k,s K (s) * k (σ)M k (θ σ ) and integration over d 2 σ using the orthogonality (21) on the left hand side,
For a Zernike decomposition (A17), the integrals
which recovers the elements of Noll's gradient matrix γ x jj ′ [34] .
APPENDIX C: ZERNIKE COVARIANCES
A table of the dominant KL eigenvectors K (q) p M q is attached, diagonalizing a 80 × 80 matrix for each individual |q|. It contains the eigenvalue, after a colon the value of |q|, then the expansion in Zernike polynomials in Noll's nomenclature. For q = 0, the value in parentheses is the index of Z, for q = 0 a comma-separated pair of first the index for the cosine-term, q > 0, then the index for the sine-term, q < 0.
Terms with expansion coefficients down to a threshold of 10 −6 are listed. The squared expansion coefficients sum to 1/π which implies that the square of the eigenvector integrated over the pupil is normalized to unity. • Multiply the right hand side of (37) by π. This demonstrates that the eigenvalues in the λ 2 p,q column of TABLE III are compatible with those in [20, A second problem seems to have been induced by the mixed use of real-valued azimuthal functions in (9) and complexvalued azimuthal functions in (32) . To keep (32) , (43) is to be changed to
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Typographic corrections to [20] are:
• f n in (9) ought read f * n .
• β n ′ in (16) ought read β * n ′ .
• β * n β * n ′ in (17) ought read β * n β n ′ .
• G 2 (x) in (27c) ought simply read G 2 . G 4 (x) in (27e) ought simply read G 4 .
• A minus sign is missing in front of G 0 in (28).
• The factor B(x ′ ) should read W(x ′ ) in the integral in the first line of (34).
• In the first line of (36a), the term −2xx in the square root ought read −2xx ′ .
• In (36b), a factor x is missing in front of G 3 (x ′ ), and exp(iθ) ought read exp(iθ ′ ).
• In (36c), a minus sign is missing in front of the integral, and exp(iqθ) ought read exp(iqθ ′ )dθ ′ .
• The variables B n ought be squared in (37a) and (37b).
• ( 
Noll
Typographic clarifications to [34] are
• The name Wiener is misspelled after (18) .
• [Γ(P + 1)/2] 2 in the denominator of (20) is to be interpreted as [Γ{(P + 1)/2}] 2 .
• the term −2n in the exponent of the second line of (25) ought read −2m.
• Γ[(P + 1/2] in the denominator of the unnumbered equation on page 211 is to be interpreted as Γ[(P + 1)/2].
