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DEFINITIONS

ALS
-

Airborne Laser Scanner

-

A system that uses airborne LiDAR systems to create digital surface models
(Zarco-Tejada, Diaz-Varela, V.Angileri, & Loudjani, 2014)

Augmented Reality
-

The process of overlaying computer-generated information on reality, whether
that reality is a geographic place or an object (Berryman, 2012)

DSM
-

Digital Surface Model

IR Camera
-

Infrared Camera

-

Light detection and ranging

-

measures surface topography (to within a few cm) by timing the return of an

LiDAR

emitted laser pulse (Simpson, et al., 2016, p. 3)
Orthomosaic
-

An aerial photograph geometrically corrected (“orthorectified”) such that the
scale is uniform: the photo has the same lack of distortion as a map.

RGB Camera
-

A camera that captures the visible light spectrum

Virtual Reality
-

An immersive, interactive, multi-sensory, viewer-centered, three dimensional
computer generated environment and the combination of technologies
required to build them. (Vora, et al., 2002)

UAS
-

Unmanned Aerial System

ix
-

The unmanned aircraft (UA) and its associated elements (including
communication links and the components that control the unmanned aircraft)
that are required for the safe and efficient operation of the un-manned aircraft
in the National Airspace System (NAS). (Federal Aviation Administration,
2017, p. 32)

UAV
-

Unmanned Aerial Vehicle

-

an aircraft that is operated with-out the possibility of direct human
intervention from within or on the aircraft (Federal Aviation Administration,
2017, p. 32)

x

ABSTRACT

Author: Weldon, William, T. MS
Institution: Purdue University
Degree Received: December 2017
Title: Leveraging UAS for 3D orthomosaic aircraft images to support maintenance
activities
Major Professor: Dr. Brian Kozak
As high ultra-high resolution aerial imaging becomes inexpensive and easily
acquired through unmanned aerial systems, UAS, inspection industries are presented with
the opportunity to reduce cost without reducing inspection quality. UAS technology
allows for images to be taken at a relatively low cost with accuracy equivalent to laser
scanning systems. A UAS equipped with a camera can be used to create a three
dimensional orthomosaic model of an aircraft. This model has the potential to: increase
the speed of visual inspections, increase the safety of visual inspections, improve
maintenance training practices, and allow for aircraft condition tracking. The creation of
this model is the goal of this research. The researcher will use a readily available UAS as
well as a readily available camera. These are chosen to determine if these models can be
created without specialized equipment. The research performed in this thesis suggests
that specialized equipment will be required to create a model accurate enough for aircraft
maintenance use.
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CHAPTER 1: INTRODUCTION

Statement of the problem
As aircraft continue to increase in size and complexity the time needed to perform
a visual inspection increases. Some of the most difficult areas to inspect visually are the
top of the tail and top of the fuselage. These areas are difficult to inspect due to their high
elevation. The Boeing 737 and Airbus A320 family, the most widely used passenger
aircraft, reach heights of approximately 40 feet at the tail. These areas require specialized
equipment in order to inspect, and put personnel at risk. UAV technology has the
potential to increase the speed and accuracy of aircraft maintenance inspections. These
vehicles can be used to take video or create 3D orthomosaic models of the aircraft
inspected with a UAS.
Research Question
Can off the shelf commercial UAVs be utilized to capture an accurate and high
definition model of aircraft that is usable for aircraft maintenance? Usable is defined as
visual maintenance data that enables; the same reliability and accuracy as human
operations inspections, the replacement of human with the same accuracy, or a model that
is useful in aircraft maintenance training (AMT) programs.

Scope and Significance
The size of transport aircraft presents a challenge to aircraft maintenance
technicians. These technicians must visually inspect aircraft during certain maintenance
procedures, which requires special equipment in order to facilitate this. The safety of the
technician is an important aspect of the equipment design, however the individual is still
raised high off of the ground and must perform their inspection. This process is also time
consuming and can only be done when this equipment is available. Other industries, such
as bridge, power line, and windmill inspectors, have begun to integrate unmanned aerial
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systems, UASs, for difficult visual inspections like these. These industries use these
vehicles as a platform to collect videos and images of parts that are difficult or impossible
to reach (Morgenthal & Hallerman, 2011).
Where UASs are used in these industries inspections are done more quickly and
more cheaply than when using specialized equipment and personnel. When used in
bridge inspections the inspectors often do not have to close the bridge (Najib & Tarek,
2007). By not closing the bridge the inspection doesn’t hinder traffic, and the inspectors
are not in a position to be hit by a vehicle. Using UAVs for power line inspections has
shown that “time taken for inspection can be greatly reduced and efficiency can be
improved tremendously” (Deng, Wang, Huang, Tan, & Junyong, 2014, p. 691) These
techniques have been modified used in agricultural surveying, notably to detect tree
heights of olive trees. The studies testing this technology used UAS mounted cameras to
create three dimensional models of the olive groves and tested the accuracy of these
models against those created by airborne laser scanning systems (ALS), which is the
current inspection technique used (Zarco-Tejada, Diaz-Varela, V.Angileri, & Loudjani,
2014). This study found that, orthorectification was more cost effective and potentially
more precise than ALS (Zarco-Tejada, Diaz-Varela, V.Angileri, & Loudjani, 2014).
UAVs and UASs provide unrivaled opportunity and data collecting power to
many civilian markets, by increasing the availability of aerial photography. The ability to
cheaply perform accurate visual inspections and as technology has progressed these
inspections can be turned into three dimensional models. This capability is an
improvement on the previous system of ALS/LIDAR systems mounted to traditional
aircraft, and lowers the barrier of entry for this level of surveying power. One area that is
in need of this technology is aircraft maintenance. Utilizing this quickly advancing
technology along with the advancing VR/AR technology field offers a new approach to
aircraft maintenance training and procedures. Using three dimensional models created by
UASs has the potential to allow aircraft inspection training to become more realistic and
immersive. These models would also allow for easy tracking of aircraft condition from
maintenance visit to maintenance visit. With a database of these models technicians and
inspectors could accurately compare an aircraft’s condition over time.
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Assumptions
The assumptions for this project include:
-

The UAV will function properly while under manual control;

-

The UAV will function properly while under autonomous control;

-

The GoPro Hero 4 Black will operate as it is designed;

-

Air Traffic Control will allow UAV flight on the airport ramp;

-

The orthomosaic software, Pix4D, will correctly combine the captured images.

Limitations
The limitations for this study include:
-

Purdue’s CRJ will only be imaged in the visible light spectrum;

-

A 3DR Solo UAV equipped with GoPro Hero 4 Black will be used for data
collection;

-

Data collection will be performed at the Purdue University Airport (KLAF);

-

Data collection will be performed in 4K quality;

-

Data collection will be performed at a low altitude;

-

The images collected will be uploaded into Pix4D software.

Delimitations
The delimitations for this study include:
-

Multiple aircraft will not be imaged;

-

Smaller piston aircraft will not be imaged;

-

Portions of the light spectrum outside of the visible spectrum will not be used;

-

The model created will not be edited.
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Chapter Summary
As civilian UAV technology becomes more ubiquitous in the United
States it is possible to increase the speed and accuracy of many infrastructure inspections.
These inspection techniques and technologies can be translated into the aviation market,
and have the opportunity to increase the accuracy and safety of aircraft visual inspections.
This Thesis sets out to determine if off the shelf UAVs and sensors have the capability to
fill this role. This experiment will use a 3DR Solo equipped with a GoPro Hero 4 Black
to create an Orthomosaic model of Purdue’s CRJ 100.
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CHAPTER 2: LITERATURE REVIEW

2.1 Orthomosaic photos taken by UAVs
“Unmanned aerial systems are becoming popular in numerous military, civil, and
research applications as a platform for the collection of ultra-high spatial resolution
imagery ina cost-effective, dynamic manner,” (Gross, 2015, p. 1). Maria Joao Henriques,
Ana Fonseca, Dora Roque, Jose Nuno lima, Joao Marnoto describe the process of
orthomosaic generation in their paper Assessing the quality of an UAV-based
Orthomosaic and Surface Model of a Breakwater:
The orthomosaic is an orthogonal projection of the ground from which it is possibly
to get, only, planimetric coordinates. It is the result of the combination of two
photogrammetric processing tools: the ortho-rectification (correcting imagery for
sistortion induced by elevation using elevation data and camera model information)
and the mosaicking (process of taking two or more separate images and “stitching”
them together into a single image). To have information about height is necessary to
build the digital surface model, which was derived from a point cloud generated also
by the same software. (Henriques, Fonseca, Roque, lima, & Marnoto, 2014, p. 8)
While this description is being used specifically to reference a particular orthomosaic
photo, it is a very accurate description of what all orthomosaic photos are, and how the
3D effects are created.
The study conducted by Henriques, et al. utilized a commercially available UAV
to perform a visual inspection of a breakwater in portugal (Henriques & Roque,
Unmanned aerial vehicles (UAV) as a support to visual inspections of concrete dams,
2015). The UAV was programmed to fly at 185 meters above ground level (AGL) and
capture pictures with a 60% lateral overlap and a 90% longitudinal overlap (Henriques,
Fonseca, Roque, lima, & Marnoto, 2014). This study used a high degree of overlap in
order to provide the orthomosaic software more tie points between between images in
order to improve the point cloud. However, once the aircraft was airborne it ran into two
detrimental issues. The first detrimental issue was bad weather in the form of extremely
variable winds that affected the aircraft’s flight path, the second was a loss of
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communiction between the ground station and the vehicle (Henriques, Fonseca, Roque,
lima, & Marnoto, 2014). The loss of communication between the ground station and the
vehicle is especially harmful, because it only allowed the operator to see about 2 % data
from the flight, 3 of the 75 photos, which left the team mostly in the dark about the
vehicle’s actual flight path until it returned and the photos were recovered (Henriques,
Fonseca, Roque, lima, & Marnoto, 2014). Data processing revealed another problem with
the mission flown. Many of the images contained large amounts of water. While this is to
be expected while surveying a breakwater, it is very difficult to create tie points in areas
containing large amounts of water. This difficulty lead to the software being unable to
create tie points in large areas of many of the images (Henriques, Fonseca, Roque, lima,
& Marnoto, 2014).
Once the orthomosaic had been constructed it was discovered that the photo had a
precision of 15 cm and the surface model had a precision of 20 cm, which was not
accurate enough, within 2 cm, for the intended use of monitoring the breakwater for wear
(Henriques, Fonseca, Roque, lima, & Marnoto, 2014). While this orthomosaic and
surface model were not accurate enough to be used for their intended purpose, this photo
does show the accuracy of orthomosaics even under non-ideal circumstances. From
185 m AGL, 606.95 ft, in strong variable winds, without the capability to adapt to the
weather, and gathering images where the majority was useless, the system was able to
produce a 3D model of the breakwater to a precision of 15 cm
A second study done by P.J. Zarco-Tejada, R. Diaz-Varela, V.Angileri, P.
Loudjani (2014) used UAVs to acquire data on tree heights. Due to the size of the
orchards, remote sensing options are preferred to manually measuring each individual
tree. Lidar/ALS have been used, but these systems are not cost effective, but have proven
to be very accuate. These airborne laser systems (ALS) reported errors of 0.09 m-1.2 m,
during their flights, depending on the methods used and the makeup of the forest canopy
(Zarco-Tejada, Diaz-Varela, V.Angileri, & Loudjani, 2014). When compared to the
equipment required for orthomosaic photos, ALS data is incredibly expensive and time
consuming to collect.
The materials and methods used in this study are very similar to the ones used for
the breakwater study, consisting of a UAV equipped with a small camera and
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programmed to overfly the target area, a 148 hectacre olive orchard, at 200m AGL
(Zarco-Tejada, Diaz-Varela, V.Angileri, & Loudjani, 2014). The vehicle took 45 minutes
to complete it’s mission, keeping an average speed of 63km/h, 39mph, and in spite of this
brisk pace was able to capture 1,429 usable images while keeping 80-90% overlap
between each of the pictures (Zarco-Tejada, Diaz-Varela, V.Angileri, & Loudjani, 2014).
In order to process this massive amount of images into a usable digital surface model
(DSM) the pix4 UAV software was used (Zarco-Tejada, Diaz-Varela, V.Angileri, &
Loudjani, 2014). This software operated autonomously for 16 hours and utilized 1,409 of
the 1,429 images (Zarco-Tejada, Diaz-Varela, V.Angileri, & Loudjani, 2014). The
resulting orthomosaic photos “mean re-projection error was estimated at 1 pixel,
approximately equivalent to 4.8 cm,” (Zarco-Tejada, Diaz-Varela, V.Angileri, &
Loudjani, 2014, p. 93).
This level of accuracy is comparable to the accuracy of ALS/LIDAR systems but
was generated at a fraction of the cost and time, showing a clear advantage in using
orthomosaic photos over ALS when accuracy is the primary concern. However,
orthomosaic systems hold another advantage over ALS/LIDAR systems, the ability to see
the object in color instead of as a data point cloud.
Henriques and Roque demonstrated the usefulness of these systems in conducting
visual inspections of concrete dams during the second International Dam World
conference in Portugal, 2015. During the study presented at this conference, Henriques
and Roque used a commercially purchased UAV to conduct visual inspections on the
Bouca Dam in Portugal. These inspections were specifically of two known cracks in the
dam, and of the spillway (Henriques & Roque, 2015). Three flights were conducted
manually by a pilot and a technician operating the camera; the first flight lasted nearly 5
minutes and collected 90 usable images, the second flight lasted almost 3 minutes and
collected 76 usable images, the third flight lasted only 53 seconds and gathered 25 usable
images (Henriques & Roque, 2015). The orthomosaic pictures generated from these
images clearly show the cracks in the dam, the mineral deposits that form around these
cracks, and any wet spots on the dam (Henriques & Roque, 2015). These wet spots and
mineral deposits provide an early warning for cracks that cannot be detected. The
detection of these deposits highlights one of the strengths of the orthomosaic modls, color
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detection. A Lidar system would be incapable of detecting these early warning signs of
damage.

2.2 UAS use in civil inspections
UAS visual inspections have been used commonly for inspection of difficult to
reach civil infrastructure. Some of the most difficult to inspect, and important, parts of
the US infrastructure are bridges and power lines. Bridges present inspectors with several
unique hazards. Bridge inspectors must close down part or all of the bridge in order to
conduct their work. This introduces the hazard of traffic, if the entire bridge is not shut
down, alongside the geographical feature, rivers chasms, or other roads, that they
traverse. Due to these dangerous conditions any inspectors must use complex and
expensive safety equipment in order to safely inspect these areas. Power lines present a
different set of problems. The height of these towers ranges from 400-1500 meters
(Deng, Wang, Huang, Tan, & Junyong, 2014). Traditional inspections require a worker to
be taken to the lines by helicopter and then through a series of steps bring his electric
potential up to the same potential as the power lines without being electrocuted (Sheen,
2002). Once this has been done the worker then moves to the power lines, clamps
themselves to the line, and then crawls along the lines checking the lines and towers for
damage (Sheen, 2002).
In 2007, a French research team consisting of Najib Metni and Tarek Hamel
experimented with using UAVs for bridge inspections. This research team states:
“roughly half of the bridge life cost is due to repairing and maintenance,” this includes all
bridges that are part of the French infrastructure (Najib & Tarek, 2007, p. 3). One reason
for this very large proportional cost is the process in place for bridge inspections. This
process involves a platform mounted on a truck and operated by a specialized team
(Najib & Tarek, 2007). This specialized team works in extremely risky situations and
must double as the bridge inspectors looking for damages over the entire structure (Najib
& Tarek, 2007). Obtaining the specialized equipment and operators/inspectors for the
equipment makes up a large portion of the inspection and repair costs mentioned earlier.
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In order to reduce the cost of these inspections, the researchers turned to an
unmanned aerial system. A UAS has several advantages over traditional inspection
methods; reduction of work related accidents, less logistical requirements, less time
required, and bridge closures are unnecessary (Najib & Tarek, 2007). The results of this
research provided a control strategy for this type of visual servoing. This control strategy
is designed for autonomous aircraft, and only requires the vehicle to be capable of
measuring image features on a surface (Najib & Tarek, 2007). This type of inspection
only requires a vehicle equipped with a camera.
These, and other, control strategies were tested in a real world setting, and against
manned aircraft flights in Investigation on bridge assessment using unmanned aerial
systems, by Khan, Eleenberg, Mazzotti, Kontsos, Moon, Pradhan, and Bartoli, 2015. This
paper looks into inspections of a bridge deck, as this portion of the bridge deteriorates
faster than the rest of the bridge (Khan, et al., 2015). This paper also describes what the
researchers see as seven required components for an effective integration of UAS into
this role. These components are: standardization of mission payloads, health monitoring
of the UAS, improved operator skills, 3D obstacle avoidance, improved station-keeping,
the capability to handle large data sets, and support for cooperative sensing (Khan, et al.,
2015). This team used two UAVs for this study, an F550 and a Skyjib X4 (Khan, et al.,
2015). The F550 was used on a small mock up and the Skyjib X4 was used for the actual
structures (Khan, et al., 2015). These vehicles carried a multispectral payload consisting
of various IR and RGB cameras (Khan, et al., 2015).

Figure 1: (a) F550; (b) Skyjib X4; (c) Go Pro RGB camera; (d) Micro-Epsilon
lightweight thermal imaging camera
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In order to get a baseline for aerial bridge inspections, the research team used a
manned helicopter to make five lateral passes, and two top passes on a bridge. This
helicopter collected images with an overlap between 33% and 50% (Khan, et al., 2015).
While this method was able to create a good baseline model, it has two downsides that
keep it from being a viable permanent solution: the cost of using a helicopter for this
purpose, and the difficulty that humans have operating vehicles in this manner. The
difficulty incurred by the human operator was shown in this study by the fact that the
operator was unable to keep a consistent distance from the bridge (Khan, et al., 2015).
This procedure was then repeated by a UAS and a ground based system (Khan, et al.,
2015). The results of the UAS were almost identical to the results gathered by the
helicopter and results gathered by ground based systems (Khan, et al., 2015). This means
this cheap and easily obtained system was capable of the same level of accuracy as a
much more expensive system. This price decrease without reduction in capability
theoretically allows for these inspections to be done more frequently, allowing for a more
comprehensive collection of records on these pieces of infrastructure.
In Quality assessment of unmanned aerial vehicle (UAV) based visual inspection
of structures the researchers state “With the use of remotely controlled or semiautonomous operating UAVs, the monitoring and inspection of buildings can be brought
to a new level of quality and economy” (Morgenthal & Hallerman, 2011, p. 289). The
current challenge of large infrastructure inspections, as noted earlier, is the specialized
equipment and personnel necessary for these inspections. Morgenthal and Hallermen
point out that these specialized personnel, with their specialized equipment, cannot
always evaluate the parts they are inspecting on scene; this means that these personnel
can only take a picture of the part in question (Morgenthal & Hallerman, 2011). Once the
image of the structure or part has been taken it is sent to a structural engineer to analyze
(Morgenthal & Hallerman, 2011).
Since the end goal of many inspections is to collect an image of a hard to reach
part, it makes sense to use a UAS instead of specially trained personnel. These vehicles
do not require the specialized training as the individuals they would be replacing, and
they do not require the same level of safety that is required for a person to collect the
required data. In their study Morgenthal and Hallerman used vehicles called Falcon photo
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and Falcon video. The Falcon photo used a Panasonic Lumix DMC TZ 22 14.1
megapixel camera with a focal length of 24-384 mm, or a Sony NEX 5 14.2 megapixel
camera with three different lenses; 16 mm wide angle, 30 mm normal, 50 mm normal to
short (Morgenthal & Hallerman, 2011). Both of these cameras also supported full
1080/50 p HD video (Morgenthal & Hallerman, 2011). The Falcon video used a BMS
Ultra-Light HD camera capable of full HD video and a 10x zoom, coupled with a 5.8
GHz video link for HD video streaming (Morgenthal & Hallerman, 2011). The Falcon
photo was used to inspect a 44m high natural stone tower for cracks (Morgenthal &
Hallerman, 2011). The vehicle was operated, by a well-trained pilot, in close proximity to
the tower and was able to detect very thin cracks between the bricks (Morgenthal &
Hallerman, 2011). This vehicle was also used to good effect for inspecting a 100 m tall
wind turbine, and a 225 m tall brick chimney (Morgenthal & Hallerman, 2011).

2.3 Aircraft maintenance training
In order to reduce these errors and in turn reduce the negative impact of
maintenance errors on air travel, different training methods were introduced. The two
widely accepted training methods are instructor based training (IBT) and computer based
training (CBT). However only so much money can be allocated to training for employees
so it is important to know which method is the most effective. In order to determine the
efficiency of these systems, David Kraus and Anand Gramopadhye conducted a study on
the two different systems in 2001. Their study not only tested the effects of instructor and
computer based training methods on individual performance, but also tested the training
methods’ effect on team performance (Kraus & Gramopadhye, 2001). Both individual
and team performance are required in aircraft maintenance. This means that a training
method that is detrimental to one aspect, say teamwork, but helpful to the other aspect,
individual work, it could be a worse overall choice than a training method that is average
at both.
The study consisted of 36 subjects employed as aircraft maintenance technicians
(AMTs), who were then divided into two groups (Kraus & Gramopadhye, 2001). After
the subjects were separated into two different groups, they were given instructions on
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team skills. One of these groups was designated the IBT group, while the other was
designated the CBT group. Each group was given the same curriculum, and the training
method was changed (Kraus & Gramopadhye, 2001). Once the groups had finished their
instructions, they were given two maintenance tasks to complete on a King Air 90:
finding the center of gravity on the aircraft and troubleshooting an electrical problem on
the aircraft (Kraus & Gramopadhye, 2001).
The routine maintenance task was broken down into four sub parts, dictated by
the regulations regarding weighing an aircraft to determine the center of gravity. These
sub steps are as follows: towing, roll up, weighing and calculating, and roll out. While the
task was being completed, impartial instructors scored the groups on their team skills and
upon completion, the groups judged themselves using the same evaluation forms used by
the instructors (Kraus & Gramopadhye, 2001). When analyzing the results of these
evaluation forms, it was shown that, there was no significant difference between the IBT
and CBT groups; however, in every instance the instructors rated the participants lower
than they rated themselves (Kraus & Gramopadhye, 2001). While there was no
significant difference between the groups, their accuracy incidents peaked during
different times in the study the IBT had the most accuracy incidents during the roll up sub
step, and CBT had the most accuracy incidents during the weighing and calculating substep (Kraus & Gramopadhye, 2001). Both gropus had nine safety incidents according to
Kraus and Gramopadhye (2001) two during the towing, and seven during the roll up sub
steps.
The non-routine maintenance task was to diagnose and repair an electrical
problem in the King Air 90 aircraft within an hour (Kraus & Gramopadhye, 2001). This
task began with the groups having to interpret a pilot’s log noting the existence of the
problem (Kraus & Gramopadhye, 2001). Then diagnose the problem that had caused the
gear warning light to show that the gear was not down and locked when it in fact was
(Kraus & Gramopadhye, 2001). The groups had three problems to diagnose; the circuit
breaker for the landing gear lights was placed in the “off” position, the bulb in the
landing gear light socket was burned out, a wire connecting the landing gear to the
landing gear indicators had been disconnected (Kraus & Gramopadhye, 2001). The nonroutine task followed the same evaluation protocol as the routine task, and similar results
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were found (Kraus & Gramopadhye, 2001). The teams showed no significant difference
in self-reporting, or in instructor reporting but the instructor reporting was consistently
lower (Kraus & Gramopadhye, 2001). While doing the non-routine maintenance, the
subject’s accuracy was measured by; locating the problem, correctly diagnosing the
problem, and the ability to fix the problem (Kraus & Gramopadhye, 2001). During these
tasks, all 12 of the teams diagnosed, located and fixed the first two problems, and only 2
teams could not locate and fix the third problem within the allotted time (Kraus &
Gramopadhye, 2001). These differences in results show no significant difference between
the groups (Kraus & Gramopadhye, 2001).
Positive correlations were shown for the total average of positive training scores
and the time it took to complete the routine maintenance task, as well as the accuracy of
maintenance and instructor ratings (Kraus & Gramopadhye, 2001). The delivery method
of team training showed no effect on team safety performance during the non-routine
task, disregarding one individual due to the fact that he personally caused most of the
incidents during this experiment, and during the routine tasks each group had exactly the
same number of safety incidents (Kraus & Gramopadhye, 2001). However, in regards to
safety incidents both the routine and non-routine operations showed significantly lower
numbers than are shown in actual maintenance facilities, which can be explained by the
relatively “sterile” nature of the test area (Kraus & Gramopadhye, 2001). No difference
was found in the speed in which either group completed their routine or non-routine tasks
(Kraus & Gramopadhye, 2001). After completing this study, it was shown that there was
very little difference in IBT and CBT training in regards to team training. Given the cost
effectiveness of CBT and its’ ability to standardize all training CBT shows an advantage
over IBT.
Modern commercial airline fleets contain a wide variety of aircraft, each with
their own inspection requirements, which complicates the teaching criteria of
maintenance training facilities (Rupasinghe, Kurz, & Washburn, 2011). This difficulty
means that visual inspection training is generally done on the job, but this training is
often found lacking (Vora, et al., 2002). One attempt to increase the training for visual
inspections is to use inspection simulators for use in off-line training programs (Vora, et
al., 2002). This approach did increase the amount of defects that were found and reduced
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the amount of defects that were missed during a visual inspection, when comparing the
test and control groups (Vora, et al., 2002). While these simulators did increase the
effectiveness of maintenance inspection training, they were still very limited in their
capabilities because it is computer based (Vora, et al., 2002). Computer based training
lacks realism, is very difficult to become immersed in, and allows for only minimal
interaction with the simulation.
The level of immersion present in computer based training has increased as this
training method has become more common in modern life. In 2011, more immersive
simulation techniques were tested. In Virtual reality training integrated curriculum: an
aircraft maintenance technology (AMT) educational perspective the research team
introduced virtual reality, VR, based simulators at Greenville Technical College, in
Greenville, South Carolina (Rupasinghe, Kurz, & Washburn, 2011). This study consisted
of four major objectives for aircraft maintenance technology, AMT, training programs:
introducing a student centered, personalized VR training environment, increasing student
involvement and problem based learning, and refining current assessment tools to
effectively track the progress of the first two goals (Rupasinghe, Kurz, & Washburn,
2011). All of these goals coalesce into the broader goal of creating a system that will
allow AMT students to “play” with these simulators in order to gain exposure to different
inspection scenarios and aircraft defects without direct input from an instructor
(Rupasinghe, Kurz, & Washburn, 2011). The research team focused on Non-Destructive
Inspection (NDI) techniques such as borescoping and eddy current testing (Rupasinghe,
Kurz, & Washburn, 2011). This teaching method would allow AMT training facilities to
increase the amount of time students are able to work with NDI procedures without the
need for larger facilities or more instructor hours.
The NDI simulators used consisted of a computer equipped with haptic feedback,
in order to increase the realism of the simulation. This study began with a pilot study
where students were divided into an experimental and control group (Rupasinghe, Kurz,
& Washburn, 2011). These two groups were assigned using random assignment, after
being selected from the student population with stratified random sampling (Rupasinghe,
Kurz, & Washburn, 2011). This pilot study showed that the technique had a positive
effect, and was moved into the main experiment. This main experiment consisted of
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thirty-nine students from the AMT program, and these groups were divided into three
groups (Rupasinghe, Kurz, & Washburn, 2011). Team A received training with actual
borescope and eddy current devices, Team B received training with the VR simulators,
and Team C received training with both systems (Rupasinghe, Kurz, & Washburn, 2011).
The effectiveness of the simulation training materials were tested by giving the students a
written and oral test as well as a survey (Rupasinghe, Kurz, & Washburn, 2011).
After these assessment tools had been put through statistical analysis, it was
shown that the VR simulator techniques were beneficial (Rupasinghe, Kurz, &
Washburn, 2011). This is one of many studies looking into the feasibility of increasing
the level of immersion by incorporating three dimensional models into CBT for different
industries. Adding different mechanisms to CBT in order to increase the level of
immersion is a cost effective and simple way to increase the effectiveness of the training.
Another method is to completely immerse the trainee in a virtual environment.
2.4 Virtual and augmented reality
“Recent advances in VR technology allow for the creation of highly immersive
experiences at lower costs than earlier systems” (McGrath, et al., 2017, p. 8). Virtual
reality consists of a system of technologies that combine to create a three-dimensional,
interactive, immersive, multi-sensory, and viewer-centered environment (Vora, et al.,
2002). The VR system used in this study was a head mounted display (HMD) that
displayed images in 640x480 resolution per eye, in order to create a three-dimensional
(3D) effect, and displayed these images at 25-30 frames per second (FPS) (Vora, et al.,
2002). In order to create the desired immersive environment a virtual cargo bay, the area
to be inspected, had to be constructed, and this was created virtually out of planar
polygons (Vora, et al., 2002). This decision was made in order to avoid modeling the
complexity of the airframe in order to keep the frame rate high, and planar polygons are
very easy to create texture maps with (Vora, et al., 2002). Once the base structure had
been made the researchers took photographs of the inside of a cargo bay installed in an
aircraft, and these images were then laid over the created 3D area and aligned during
digital post-processing to create the 3D image desired (Vora, et al., 2002).
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This study consisted of three scenarios in which the virtual environment contained
12 instances of a defect such as corrosion, cracks, and damaged conduits, and then one
scenario that contained 12 defects of the three kinds of defects (Vora, et al., 2002).
Fourteen graduate and undergraduate students were asked to participate in this study
(Vora, et al., 2002). Each of the subjects was given two 30-minute sessions, but only 20
minutes of each session was spent immersed in the virtual environment (VE) (Vora, et
al., 2002). Prior to entering the VE the subjects were allowed to walk through the cargo
bay of an actual wide body aircraft, and were asked to fill out a questionnaire about their
immersive tendencies (Vora, et al., 2002). Once introduced to the VE, the subjects were
allowed to familiarize themselves with how the equipment functioned before being given
a scenario (Vora, et al., 2002).
After the subjects became comfortable, they were randomly given the five scenarios
with and without defects. The subjects had to walk through the environment. Identify
the defects present, if any, and use the 3D mouse to click on the defect to indicate their
selection. When the subjects felt that there were not any more defects in the scenario,
they notified the researcher, and the next scenario was presented. (Vora, et al., 2002,
p. 564).
Once these tasks had been completed, the subjects were asked to complete a
questionnaire (Vora, et al., 2002). After comparing the pre and post questionnaires, a
significant correlation was seen between “the interface quality and the naturalness of the
environment…indicating a significant level of interface quality in the simulator” (Vora,
et al., 2002, p. 565).
Once this data had been collected, a second experiment was run comparing the
VR training against the CBT training at the time, called ASSIST (Vora, et al., 2002).
Testing the VR aspect of this comparison was done the same as in the first experiment
except the subjects only performed the multi-defect scenario, and once this had been
completed, the subject would conduct a similar task in ASSIST (Vora, et al., 2002). After
using both types of training devices, the subjects were asked to fill out a comparison
questionnaire (Vora, et al., 2002). It was found that the VR system was preferred to the
ASSIST system in seven of the 10 questions, and ASSIST was only preferred in two of
the questions (Vora, et al., 2002). This preference is not only a perception but it is shown
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by the data collected during the test that the VR system is superior. During the tests, the
mean search times for ASSIST was shown to be 425.01 seconds to find 33.57 % of the
defects, while the mean search time for VR was 275.70 seconds to find 52.38% of the
defects (Vora, et al., 2002).
This study shows that VR technology is more useful in aircraft visual inspection
training than a CBT model. However, it does have two large draw backs: the age of the
study, and the method used to create the VE. This study was done in 2002 and utilized
the technology available at the time, and over the past 15 years VR technology has been
advancing rather rapidly. The VR system used in this study displayed images at 640x480
resolution at 25-30 FPS and cost around 75,000 USD (Jeenal, et al., 2002, Silicon
Graphics, Inc., 1998). Current VR systems, the Oculus Rift and the HTC Vive both
display 2160x1200 resolution with a 90Hz refresh rate, 90 FPS, and cost 600-800 USD
(Digital Trends Staff, 2016). The methods used to create the VE are just as important as
the VR equipment used. When creating the VE during their research Jeenal, et al. created
the environment virtually and then overlayed real images over that with an open source
post-processing program called Gimp (Vora, et al., 2002). This setup creates a very “flat
looking” environment that would likely be difficult to become immersed in if this method
was used with modern technologies.
Another approach to increasing the immersiveness of CBT is by utilizing an
augmented reality (AR) system. Ulike VR systems, AR systems do not immerse the user
in a VE, they instead display virtual objects in real space and “aim to convey information
to the user that’s spatially coherent with the observed scene” (Crescenzio, et al., 2011, p.
97). Francesca De Crescenzio, Massimiliano Fantini, Franco Persiani, Luigi Di Stefano,
Pietro Azzari, and Samuele Salti conducted a study called Augmented Reality for Aircraft
Maintenance Training and Operations Support in 2011 that looked into the usefulness of
AR systems in aircraft maintenance. The biggest drawback of AR seen by the aerospace
industry is the need to place markers on the aircraft, which would allow the AR system to
determine exactly what the system is looking at (Crescenzio, et al., 2011). In order to
avoid this large detriment in the AR system Crescenzio, et al. (2011) focused on a
markerless approach by utilizing visual patterns that naturally exist in an aircraft
maintenance environment.
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The AR system was configured to function in two modes, online and offline
(Crescenzio, et al., 2011). The AR system begins in the offline mode, in this mode the
system gathers reference image that the system will be augmenting; once this image is
gathered local features are extracted and stored for later use (Crescenzio, et al., 2011).
During the online mode the AR system continuously processes the video stream from the
camera and performs two actions; first the system extracts local features from the video
stream and compares them to the reference image, and if there are enough matches it is
determined that the images are of the same object (Crescenzio, et al., 2011). Once it is
determined that the object being viewed is the desired object, the system will generate the
virtual image in the correct coordinates (Crescenzio, et al., 2011).
This team took the pre flight tasks involved with flying a Cessna C.172P and
chose to use the oil-check subtask to conduct their study (Crescenzio, et al., 2011). In
order to complete this task, a CAD model of the oil check system was created with a laser
scanning system, which recreates the most accurate model possible (Crescenzio, et al.,
2011). Accurately created parts are only one part of what makes an AR system effective
in a real environment, what makes AR useful is the ability to project this part and
additional information into the task area. For this task the created part, an oil dipstick,
was projected into its appropriate place on the aircraft, and a step counter was projected
into the lower left part of the subject’s vision (Crescenzio, et al., 2011). As the subject
proceeds through the task the created part moves in the correct orientation for the current
step, and the step counter shows the steps completed and the current step in the bottom
left hand side of the subject’s vision (Crescenzio, et al., 2011).
Ten individuals were chosen to participate in testing this AR training system,
however, it is not stated how these subjects were chosen (Crescenzio, et al., 2011). Each
of these subjects took less than 30 minutes to complete the 14 setup subtask of the
preflight (Crescenzio, et al., 2011). The subjects filled out a task load questionnaire upon
their completion, all viewed the system as positive stating that the visual representation
and the step by step reminders were very helpful (Crescenzio, et al., 2011). This article
presents the idea that AR systems have the potential to be useful in aircraft maintenance
procedures, but gives very little other information. The sample population, and the results
of the questionnaire are not discussed which severely limits the knowledge that can be
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gained. The task chosen for this test is also inappropriate as it is not a process that is
generally completed by maintenance personnel, but by pilots before each flight. The
study was also limited by the method chosen to generate the 3D models, laser scanners
are impractical for large objects.
One of the greatest challenges with utilizing VR and AR technologies as a
replacement for CBT in aircraft maintenance, is the ability to create accurate and high
definition images of the equipment undergoing maintenance. Jeenal, et al. utilized a
computer generated shape with pictures of the aircaft cargo bay overlayed onto this
shape, and while this was sufficient to create a feeleing of presence in the early 2000s it
would be insufficient today; Crescenzio, et al. utilized a shape created from a laser
scanning device, which this will create a very accurate image but is impractical for larger
components.
Since these initial studies of VR integration into aircraft maintenance training
there seems to be little to no following studies. However, the medical field has been
integrating VR and AR training into medical training practices. During a review of
literature regarding the integration of VR and AR training it was found that 767 articles
existed, but after these articles were screened for relevance 27 remained relevant
(Barsom, Graafland, & Schijven, 2016). This shows that there is an interest in this
technology for adaptation in the medical field. Medical training shares many similarities
with aircraft mechanic training. Barsom, Graafland, and Schijven (2016) state
The main focus of surgical curricula has been on the acquisition of technical skills.
However, to date, no surgical training methods have been developed to train
residents how to avoid making errors during surgery. Training situational
awareness should be essential, as errors result from misperceptions and using
suboptimal problem-solving strategies. Modern operating theaters are enriched
with an enormous increase in new technology. This increases incoming signals and
thus the mental load while performing surgery.
Many of these statements are also true of aircraft maintenance centers and training
programs. However, there are two very big similarities; the acquisition of technical skills
and an increase in technology that increases the incoming data for operators. The main
focus of AMT programs is the acquisition of technical skills and the achievement of an
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A&P certification. Newer “smart” aircraft provide aircraft maintenance personnel with an
abundance of information in the form of a structural health monitoring system capable of
providing “real-time strain data” about the airframe (Zhang, Anderson, Bland, Nutt, &
Jursich, 2017).
Many of these “smart” aircraft introduce a change in construction materials and
modern aircraft fleets are composed of a mix of both “smart” and traditional aircraft
(Rupasinghe, Kurz, & Washburn, 2011). Aircraft maintenance involves an almost infinite
number of possibilities to prepare for, and currently there is no one training method that
is capable of training an individual for every possible eventuality. Augmented and virtual
reality training devices have the potential to close this gap by offering a flexible training
environment where the instructor can modify any number of variables (Barsom,
Graafland, & Schijven, 2016). This accompanied with the lower or nonexistent real world
implications of failure, allow a learner to practice new or unfamiliar techniques and
exploration (Barsom, Graafland, & Schijven, 2016).
Virtual and Augmented reality training also offers opportunities to practice real
world “worst case scenarios.” In medicine these techniques are used to practice “rare or
complex situations, such as anatomical variations or emergencies,” in realistic
simulations (Barsom, Graafland, & Schijven, 2016). This capability would allow AMT
programs to increase the depth of their training without massive increased costs. This
increased depth would be able to include a variety of: aircraft types, engines, types of
damage, causes of damage, and scenarios that would be dangerous to practice in the real
world. This technology would also allow for both the complete standardization of each
AMT student’s scenarios; as well as the personalization to each student, if needed. The
biggest limitation to this technology and its implementation is the simulation “has to
render a full representation of the construct, which often leads to compromises because of
costs and technical difficulties,” (Barsom, Graafland, & Schijven, 2016). In aviation one
of these limitations will likely be the size of aircraft and the amount of time needed to
create a three dimensional AutoCAD model of the vehicle.
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Chapter Summary
As UAVs continue to become cheaper and more widely used in the US civilian
sector they will become increasingly useful in many different aspects of society. One of
these aspects is in the augmentation or replacement of current visual inspection
procedures for large structures. Structures such as power lines and bridges present a great
deal of difficulty for visual inspection teams due to the inherent dangers, generally height
of dangerous terrain, involved with these inspections. These visual inspections can be
easily augmented by using the vehicles to create three dimensional models of the
infrastructure they are inspecting. Previously three dimensional model generation was
done with airborne laser systems, ALS, or LiDAR sensors in order to get the level of
accuracy needed. However, multiple studies have shown that creating a three dimensional
orthomosaic model, using a UAS equipped with a standard consumer camera, has the
same accuracy capability as an ALS/LiDAR system at a fraction of the cost.
The capability to create accurate three dimensional models imbued with natural
color, a capability not available to ALS/LiDAR sensors, could have a positive impact on
the aircraft maintenance training environment. Many industries have turned from
instructor based training, IBT, to computer based training, CBT, due to the relatively
small differences in measured effects and the large difference in cost. The largest
problem with CBT is the general lack of immersion provided by a computer screen. In
order to increase the realism and immersion of CBT researchers in the medical field have
performed many experiments on the effectiveness of integrating virtual reality, VR, and
augmented reality, AR, training environments (Barsom, Graafland, & Schijven, 2016).
Training for medical personnel is heavily focused on technical skills (McGrath, et al.,
2017), which is also true of training for aircraft maintenance technicians. These
techniques appear to be effective for teaching technical skills to medical personnel, but
are limited by the challenges presented by creating a full and accurate representation for
the simulation (Barsom, Graafland, & Schijven, 2016).
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CHAPTER 3: METHODOLOGY

By using commercially available UAVs to create 3D orthomosaic models of large
aircraft, maintenance technicians will be able to complete a visual inspection of an
aircraft much more quickly and safely. For this experiment, a 3DR Solo quadcopter
equipped with a GoPro Hero4 Black will be used for data collection. This vehicle will be
programmed to autonomously capture and process these images using Pix4D software.
Equipment used
3DR Solo
The 3DR solo is a commercially available quadcopter made by the company 3D
Robotics (3DR, 2014). This vehicle has four rotors separated from each other by 18” and
weighs 3.9 pounds when equipped with the 3-axis gimbal and the GoPro Hero 4 Black.
The 3-axis gimbal allows the camera to stay level while the vehicle is in motion, and
contains a micro HDMI cord to allow data from the camera to be transmitted from the
vehicle (3DR, 2014). The vehicle and controller communicate over 2.4 GHz, and the
vehicle will stream video data from the GoPro to a smart phone or tablet that has the 3DR
solo app installed. This streaming video allows the operator to see what the vehicle sees
as it is flying. The 3DR solo has a maximum speed of 55mph and a ceiling of 400 feet
AGL, as regulated by the FAA. The 3DR solo is controlled by a Pixhawk 2 autopilot
system that is capable of autonomous flight by utilizing GPS satellites and pre-defined
waypoints (3DR, 2014). The 3DR solo has a 20-minute flight time with lithium polymer
(LiPo) batteries. The 3DR solo is shown in appendix A as figure 1.
GoPro Hero 4 Black
The GoPro Hero 4 Black, like the 3DR Solo, is commercially available. This
camera is capable of taking pictures at a resolution of 12 mega pixels. The GoPro has a
3mm wide-angle lens. Photos will be stored on a 64GB micro SD card. This camera is
controlled by a tablet or smart phone if the vehicle is being hand flown, and if the vehicle
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is operating autonomously, the camera is controlled by the autopilot system. The GoPro
Hero 4 Black is shown in appendix A as figure 2.
Pix4D Software
Pix4D is commercially available software created in 2011. This software allows
the operator to create a flight path within the software that will optimize data collection.
When creating waypoints the software prompts the user to designate the desired flight
path and note the degree of overlap desired between pictures along this path. Once the
flight has been completed and the images have been removed from the camera they are
loaded into the Pix4D program. “Pix4D workflow consists of three steps: initial
processing, point cloud densification, and DSM and orthomosaic generation,” (Gross,
2015). This workflow can be completed in an online service that allows the operator to
utilize their servers instead of relying on the operator’s computing power. This software
does offer a desktop version of the software that allows the operator to use their own
computer, and this version allows for more parameters that affect model quality. This
software also provides the operator the option to download a quality report from the
model created.
Data Collection
Permission from air traffic control (ATC) will be required for this experiment due
to the location of the aircraft being imaged. A 3DR Solo will be equipped with a 3-axis
gimbal and a GoPro Hero 4 Black. This vehicle will then be taken onto the ramp area
between hangar 1 and the Niswonger Aviation Technology building, located on the
Purdue University Airport. A Bombardier CRJ 200 is parked in this area; the researcher
will walk around the aircraft with dry erase markers of different colors and create marks
around the aircraft in different colors. The number of marks, their location, and their
color will be noted as they are made. After these marks have been made and recorded a
sheet of aircraft aluminum will be fastened to the front left portion of the fuselage to the
aft of the cabin door. This aluminum sheet will have seven holes drilled into it of the
following diameters, measured in inches: 1/8, 5/32, 3/16, 7/32, 1/4, 5/16, and 3/8. The
sheet will also have a 1 inch diameter dent made into it. This aluminum sheet will have
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one side labeled with the hole diameters. The labeled side will be fastened face down to
the aircraft in order to put the “clean” unmarked side facing outwards for imaging.
A circular flight path around the Bombardier CRJ 200, keeping a 30 foot distance
at all times, will then be flown in a semi-autonomous mode in a circular flight path. This
flight mode will be used to limit any potential mishaps with autonomous flight over an
active controlled airport. The semi-autonomous flight mode will allow the operator to
focus entirely on safe UAS operation as the autopilot captures the images at three foot
intervals. This flight path will increase three to six feet in altitude after each full rotation,
which will ensure that the data set includes an acceptable vertical overlap, and continue
this flight path until the entire aircraft has been photographed.
Assuming the vehicle performs acceptably in the semi-autonomous mode, the
researcher will then perform a data collection under fully autonomous control. The
autonomous flight will be programmed using Pix4D’s flight programming software.
During this autonomous flight the vehicle will be programmed to collect images with 9095% overlap.
Data Processing
Once the data has been collected the vehicle will be recovered, and the images
will be transferred to a computer. Once on the computer these images will be loaded into
the Pix4D software. This software will then take the images and create a three
dimensional orthomosaic image.
Data Analysis
Once the images have been processed into a 3D orthomosaic image the fidelity of
this image will be tested. In order to test image fidelity, the researcher will examine the
3D model created and attempt to find the measurement plate. Once the measurement
plate has been found the researcher will examine the plate for the simulated damage.
After examining the measurement plate, the researcher will search the aircraft for the
color grid that was created on different parts of the aircraft. If both of these have been

25
found the researcher will look for any pre-noted damage. During these examinations the
researcher will assess the overall shape of the model and look for distortions or voids.
Measure of Success
This experiment will be considered a success if the researcher can identify any
previously known problems with the aircraft, identify the location and color of all the
marks made on the aircraft by the researcher, and the ¼ inch simulated damage marks
can be seen. The ¼ inch simulated damage was chosen because it is the smallest amount
of damage that the CRJ 100 maintenance handbook specifically states must be fixed.
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CHAPTER 4: PRESENTATION OF DATA

Each section will briefly describe the data processing method used, followed by
the following images in the following order: Full, front right, front left, back, and
measuring plate. The sections will be broken into processing “groups” generally broken
into the same groups noted in the data collection log. The quality reports will be
referenced in Appendix B.
Proof of concept
In order to determine that this process is feasible the researcher performed a proof
of concept test. The researcher took a GoPro Hero 5 Black and walked around the aircraft
to be imaged. The Hero 5 Black was chosen over the Hero 4 Black, because all of the
Hero 4 Black cameras available to the researcher were being used for other academic
purposes. The images collected were processed and these models were used to justify the
feasibility of the experiment. Data collection was done on two different occasion, which
lead to three models being created. Each data set was processed separately, and then both
data sets were processed together. These models were then measured from the clearest
part of the beginning of the nose to the beginning of the cabin door. This was then
compared to the measurement of the same area on the aircraft itself, 14 feet 2.5 inches
(4.7361 yards). This proof of concept was processed using the Pix4D online software.
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Data Collection log
07/24/2017 Collection 1
-

Mission 1
o Tower called at 1100 and notified of operations
o UAV was flown in manual mode around CRJ


UAV set to capture an image once every 3 feet horizontally and
vertically

o Battery warning enabled at 30%


UAV entered autonomous mode and returned home



Operator was not enthused

o Collected images were not kept
-

Mission 2
o Battery replaced
o Manual flight was performed around the CRJ
o 204 images were collected

-

Mission 3
o Battery replaced
o UAV set to perform autonomous flight over the CRJ


95% overlap between images



60ft AGL (30ft above the highest part of the aircraft)

o Camera malfunction

-

No images collected

Mission 4
o Battery replaced
o UAV set to perform autonomous flight over the CRJ


95% overlap between images



60ft AGL (30ft above the highest part of the aircraft)

o 104 Images were collected
o Tower called at 1400 and notified that operations had ceased
08/07/2017 Collection 2
-

Mission 1
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o Tower called at 1145 and notified of operations
o UAV was flown in manual mode around CRJ


UAV set to capture an image once every 1 meter horizontally and
vertically

o 3 “laps” around the CRJ were completed


At roughly 3/6/9 feet

o 156 images collected
o UAV landed at 40% battery for battery replacement
o Pix4D mission paused
-

Mission 2
o Battery replaced
o UAV acted strangely upon resuming Pix4D mission
o UAV landed, but kept attempting to move to a point


Possible that it was attempting to return to the point where the
mission was paused

o Could not get UAV to cooperate


Researcher’s boot placed on top of vehicle to stop movement



Battery removed from vehicle



Propellers removed

o Flight not resumed due to increased pedestrian presence on the ramp
o Tower called at 1340 and notified that operations had ceased
o Images not kept, due to the incomplete nature of the data set
08/18/2017 Collection 3
-

Mission 1
o Tower informed of operations


Operator was informed that tower did not require a phone call for
flights

o UAV manually flown around the CRJ aircraft


The Go Pro Hero 4 recorded video in 4K at 30 fps

o Video collected during the flight is 5 minutes and 3 seconds long
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Data processing log
7/24/2017 Data processing for Missions 1-4 on 7/24/2017
o Images were uploaded to Pix4D web service in two separate data sets
 CRJ_manual
• This contained the manually captured images
 CRJ_auto
• This contained the images captured during autonomous
flight
o Both of the final models were of terrible quality
 Screenshots in Appendix A
 Quality reports are in Appendix B
9/2/2017 Data processing on Pix4D desktop version
-

-

CRJ Manual begun
o Highest detail used on every option
o 6 tie points required
o CRJ Manual finished
 Result greatly improved when compared to earlier models
CRJ Auto begun
o Pix4D was stopped before completion due to worries of a thermal event on
the computer used

9/3/2017 Data processing on Pix4D desktop version
-

CRJ Auto begun
o Pix4D frequently crashed
 Attempted to restart the program after each crash
 Never ran long enough to complete CRJ Auto

9/25/17
-

CRJ video started on laptop

9/26/17
-

CRJ video frames uploaded to Pix4D online
o Began at 1500 (minimum 2 browser crashes)
o Had to be uploaded in 300 picture batches
 Very laborious
o Finished at 1915 with 5860 images uploaded 64% of the data set
 Program would not take more and researcher was worried about a
system crash
o Done at Purdue University
o 9/27/17 Error in data processing
 No model created
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07/24/2017 Data processing
The following images are screenshots of the orthomosaics created from the data
collection sessions on 07/24/2017. These images were loaded into the Pix4D web client,
and processed through the company’s servers. The images were then loaded into the
Pix4D desktop version in an attempt to improve the models. The 3D models could not be
integrated into this document, so in their place screenshots of the models have been
inserted. These screenshots show the full model created, front left, front right, rear, and
measuring plate. These different views show the majority of the aircraft as well as a clear
view of the measuring plate.
Online processing
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Desktop processing
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Figures 5.1-5.5
These figures represent the model created with the online processing option, using
the data collected from semi-autonomous flights on 7/24/2017.This model corresponds to
the quality report titled “CRJ_Manual_online” in Appendix C.
Figure 4.1 shows a full view of the model that was created. This model appears to
be full of distortions and looks very strange from the outside. When the researcher
zoomed into the model it was found that the CRJ had been created at the center. The
aircraft created does not appear to contain smooth surfaces where they exist on the
aircraft. This is clear from all figures of this model, but is most noticeable at; the top of
the fuselage, the tail, and the winglets. Figure 4.5 shows the measurement plate that was
used to determine model accuracy, but none of the simulated damage can be seen.
Figures 6.1-6.5
These figures represent the model created with the online processing option, using
the data collected from the autonomous flights on 7/24/2017.This model corresponds to
the quality report titled “CRJ_Auto” and generated on 9/05/2017 in Appendix C.
Figure 5.1 shows a full view of the model that was created. This model shows the
CRJ and surrounding buildings very clearly, as well as showing the lines painted onto the
concrete. However, figures 5.2 and 5.3 show that the model quickly loses resolution, and
contains little to no definition of the bottom half of the aircraft. Figure 5.2 also shows a
large hole in the fuselage just forward of the engines, over the N-number of the aircraft.
Figure 5.5 should show the measurement plate, but this plate is completely absent from
the image.
Figures 7.1-7.5
These figures represent the model created with the online processing option, using
the data collected from the autonomous flights on 7/24/2017.This model corresponds to
the quality report titled “CRJ_Auto” and generated on 9/14/2017 in Appendix C.
Figure 6.1 shows the full model created. This model, while three dimensional,
looks like a two dimensional map. This perspective also contains a good number of tie
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points around the edges of the model that are not useful to the desired model. Figures 6.26.4 show many of the same problems contained in figures 5.1-5.5. Figures 6.2-6.4
contains issues with the texture of the skin of the aircraft, showing many distortions with
the skin especially around the nose, leading edge, and the underside of the tail. These
problems with the skin of the aircraft are shown best in figure 6.3, this shows the wing
melded with the ground as well as concrete down the right side of the aircraft. Figure 6.5,
much like figure 5.5, does not show the measurement plate. Figure 6.5 also very clearly
shows the issues with the fuselage representation as the top of the aircraft is missing
parts.
Figures 8.1-8.5
These figures represent the model created with the online processing option, using
the data collected from the autonomous flights on 7/24/2017.This model corresponds to
the quality report titled “CRJ_Manual” and generated on 10/10/2017 in Appendix C.
Figure 7.1 shows the full model created, and it should be noted that much of the
pavement is absent from this model. From this view it can be clearly seen that the tail of
the aircraft contains an anomaly. Figures 7.2-7.4 shows this and other defects in this
model clearly. The top of the fuselage and tail contain tie points from the sky, and the
wings contain concrete colored tie points and mesh layers. Figure 7.4 shows a severe lack
of definition when viewing the model from the back. Figure 7.5 clearly shows the
measurement plate. On the model it can clearly be seen where the edges of the metal are
curled, but the simulated damage cannot be seen.

Video
The final data set collected was a 4K video taken of the CRJ 200. This video was
broken down into 9,099 individual images by saving each frame of the video as an image.
This data set was put into multiple processing platforms, but each one of them lacked the
capability to process this large of a data set.
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CHAPTER 5: CONCLUSIONS

Research Question
Can off the shelf commercial UAVs be utilized to capture an accurate and high
definition model of aircraft that is usable for aircraft maintenance?

Conclusions
After reviewing each data set collected during this experiment it can be said that
accurate three dimensional models of an aircraft cannot be created, with this kind of
equipment. Each of the created models lacks the level of accuracy noted in the measure
of success section. It is possible that the data set created from the video would have
provided the software adequate information to be able to create the model desired.
However, even though the data set was not able to be translated into a three dimensional
model the video gathered from the collection session could prove useful.
One of the driving reasons behind this adaptation of technology is to allow high
positions of the aircraft to be easily seen and recorded. This goal has not been met as
every one of the created models did not recreate those areas with any sort of detail. The
two models created through autonomous flight are both missing parts of the fuselage, and
the two models created through semi-autonomous flights have both added to these areas.
This fact combined with the lack of detail on the measurement plate, and the lack of
visible color from the colored marks, have shown that the equipment and techniques used
for this experiment were insufficient for the desired result.
Future research
If this study is to be repeated in the future multiple improvements should be
made. A higher quality camera should be used and this camera should include geotagging
capabilities. If the camera is improved the unmanned vehicle should also be improved.
The 3DR Solo was chosen due to its availability and cost, but it appears to be out of its
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depth in this kind of use. These changes would likely improve the model quality a great
deal, because it would allow geolocated tie points between images as well as higher
quality images. One additional change that should be made for future studies is a
dedicated processing computer, purchased or built for this purpose. Orthomosaic model
generation requires a high level of processing power and graphics capabilities that many
computers lack. These capabilities reduce the amount of time needed for data processing,
and this would greatly reduce time to see the results. This time constraint was one of the
main limitations of this study, as the researcher had to wait multiple hours or days to find
out what was wrong with the model; or if the model processed at all.
Future research should also focus on the usefulness of these models in aircraft
maintenance training. Introducing a model containing the level of detail noted under
measure of success into a VR/AR environment could improve AMT programs without
large added costs. This model could also be exported into an AutoCAD program and
edited there in order to increase the accuracy.
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APPENDIX A. IMAGES OF DATA COLLECTION HARDWARE

Figure 9

Figure 10

59

Figure 11

Figure 12
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APPENDIX B. QUALITY REPORTS

This section contains the quality reports generated by Pix4D for the models
created. These reports contain flight path, camera angle, and tie point data. See
supplemental files for these documents.

