Abstract. We study noncommutative η-and ρ-forms for homotopy equivalences. We prove a product formula for them and show that the ρ-forms are well-defined on the structure set. We also define an index theoretic map from L-theory to C * -algebraic K-theory and show that it is compatible with the ρ-forms. Our approach, which is based on methods of Hilsum-Skandalis and Piazza-Schick, also yields a unified analytic proof of the homotopy invariance of the higher signature class and of the L 2 -signature for manifolds with boundary.
Introduction
The study of metrics of positive scalar curvature and the study of differentiable structures on closed manifolds have inspired each other in a very fruitful way (see for example the survey [RS01] ). Metrics of positive scalar curvature on a closed spin manifold N represent elements in the set Pos spin n (Bπ 1 (N )), n = dim N , while differentiable structures on N (not necessarily spin) can be investigated via the structure set S(N ). An important tool in the study of differentiable structures is given by Wall's surgery exact sequence (see [Lü, §5] for a survey), which has the form L n+1 (Z Zπ 1 (N )) → S(N ) → N (N ) → L n (Z Zπ 1 (N )) .
The set Pos spin n (Bπ 1 (N )) can be studied via Stolz's sequence [St] Here we are only interested in the first map of each sequence: Roughly speaking, elements of the groups L n+1 (Z Zπ 1 (N )) and R spin n+1 (Bπ 1 (N )) can be represented by manifolds with boundary (with additional structures) and the maps L n+1 (Z Zπ 1 (N )) → S(N ) and R spin n+1 (Bπ 1 (N )) → Pos spin n (Bπ 1 (N )) are built from restriction to the boundary.
For oriented N information about the sets L n+1 (Z Zπ 1 (N )) and S(N ) can be obtained via the L 2 -signature sign (2) and the L 2 -ρ-invariant ρ (2) of Cheeger and Gromov. Namely, there is a commuting diagram [LS, CW] L n+1 (Z Zπ 1 (N )) / / sign − sign (2) S(N )
A similar diagram exists for the positive scalar curvature sequence, with sign and sign (2) replaced by the index and the L 2 -index, respectively, of the spin Dirac operator on a manifold with boundary. However, in this case, the higher index theory for manifolds with boundary developed by Leichtnam and Piazza [LP98, LP99] yields an even more general diagram [LP01] . Recall that higher index theory, B ∞ of forms "localized at the identity". The map ind is defined as the higher Atiyah-Patodi-Singer index.
The higher ρ-invariant for the signature operator twisted by P is in general not defined since the operator is in general not invertible. This is the reason why an analogue of the previous diagram for the surgery sequence is not straightforward. In this paper we will construct such an analogue: We define a map ] and show that they are compatible with each other. Conjecturally, this latter map agrees (possibly up to a constant factor) with the well-known map defined using quadratic forms [R] .
Our result is related to the program "Mapping surgery to analysis", which was carried out using a different framework in [HR04] : Higson and Roe mapped the surgery exact sequence to an analytically defined exact sequence in K-theory. Since we deal with homology, heuristically our map ρ S retains less information on the structure set, however the precise relation between both maps remains unclear. Already for the Atiyah-Patodi-Singer ρ-invariants the relation is complicated; it was established in [HR10] . Piazza and Schick are studying an index theoretic approach to the results of Higson and Roe, which may clarify the relation. In this context they have developped independently some of the present methods [PS] . The motivation for our approach lies in fact that (by pairing with cyclic cocycles) we obtain numerical invariants for which there is a product formula. In the case of positive scalar curvature such a product formula was proven and applied in [LP01] .
We briefly sketch how ρ S is constructed: The definition of ρ S is based on methods of Piazza and Schick [PS07] which in turn rely on a formalism of Hilsum and Skandalis [HS] : Recall that an element in the structure set S(N ) is represented by an oriented homotopy equivalence f : M → N . Hilsum and Skandalis constructed an invertible selfadjoint Fredholm operator on Ω * (2) (N, P) ⊕ Ω * (2) (M op , f * P) which can be connected to the signature operator by a path of selfadjoint Fredholm operators. They concluded that the higher index of the signature operator on N ∪M op vanishes, i. e. that higher K-theoretic signatures are homotopy invariant. Piazza and Schick showed that the invertible operator can be constructed as a perturbation of the signature operator by an integral operator. They used it to define an L 2 -η-invariant. The generalization of their definition to the higher case is straightforward. We check that the noncommutative η-form thus obtained does not depend on the many choices involved in its definition and that the associated noncommutative ρ-form is in addition independent of the metric.
Then we show that the ρ-form is well-defined on the structure set by generalizing the formalism of Hilsum and Skandalis to manifolds with cylindrical ends (which we consider instead of manifolds with boundary). Our approach also yields new proofs of the homotopy invariance of the higher signatures for manifolds with cylindrical ends, a result originally due to Leichtnam, Lott and Piazza [LLP] , and of the L 2 -signatures [LS] .
We use the framework developed in [W09a] , which generalizes higher AtiyahPatodi-Singer index theory: It allows for more general boundary conditions and more general C * -algebras than the framework of [LP98, LP99] .
Acknowlegments: I am grateful to Paolo Piazza and Thomas Schick for information about their project and to Ulrich Bunke and Georges Skandalis for inspiring discussions. Furthermore I thank the referee for carefully reading the manuscript and pointing out some inaccurate technicalities.
Preliminaries
In this and the following section we recall and adapt the relevant constructions of [HS, PS07] . Our results rely on a detailed understanding of them. We let the initial data depend on a parameter from a parameter space B. Later this will allow to conclude the independence of the construction of all choices.
Let M , N be homotopy equivalent closed orientable manifolds of dimension n and letÑ → N be a Galois covering with deck transformation group Γ. Let A be a unital C * -algebra such that there is a unital involutive algebra homomorphism π : CΓ → A. The main examples we have in mind are A = C * Γ or quotients thereof.
We define the A-vector bundle F N =Ñ × Γ A and endow it with the canonical A-valued scalar product and the canonical flat hermitian connection, denoted by d N .
Let B ⊂ IR m be a closed cube and let f : B × M → N be a smooth map such that for each b ∈ B the induced map f b : M → N is a homotopy equivalence. We set F M := f * b F N for some b ∈ B (and hence for all b ∈ B up to a canonical isomorphism). We also pull back the A-scalar product. The pull back of the hermitian connection d N is denoted by d M . We write F for the bundle
If N is endowed with a Riemannian metric, then we write Ω * (2) (N, F N ) = L 2 (N, Λ * T * N ⊗ F N ) and write Ω * H 1 (N, F N ) for the Sobolev space H 1 (N, Λ * T * N ⊗ F N ).
We assume that M is oriented and endow N with the orientation such that each f b is orientation preversing. Let M op be M with reversed orientation. Now we assume that M , N are endowed with continuous families of Riemannian metrics parametrized by B. This defines Hilbert C(B, A)-modules C(B, Ω Clifford multiplication c(α)ω = α ∧ ω − ι(α)ω. Clearly the Clifford multiplication and therefore also the chirality operators τ M , τ N depend on b ∈ B. Recall that τ M = i n/2 c(vol M ) if n is even and i (n+1)/2 c(vol M ) if n is odd [BGV, §3.2] . Here vol denotes the volume form.
For the chirality operator and the signature operator we use the conventions from [BGV, §3.6] . They are different for example from the ones in [HS, PS07] . Let D M and D N be the signature operators acting on C(B, Ω * (2) (M, F M )) and C(B, Ω * (2) (N, F N )), respectively. For n even it holds that
and for n odd
The signature operator
By [BGV, Prop. 3 .58] Q(α, τ β) = α, β .
The following properties are relevant for the formalism from [HS] :
If n is even, the operator
If n is odd, this holds for the operator
We denote by A † = τ A * τ the adjoint of an operator A with respect to Q. Thus
is a bounded adjointable operator between Hilbert C(B, A)-modules. The operator is also bounded if we consider it as a map from C(B, Ω *
We sketch how this can be proven: Since p is a submersion we may choose open sets U 1 ⊂ I k × M , B ′ ⊂ B, U 2 ⊂ N and coordinate systems on U 1 and U 2 depending smoothly on b ∈ B ′ such that p b : U 1 → U 2 is well-defined and represented by a (non necessarily surjective) projection for any b ∈ B ′ . We choose functions φ j ∈ C ∞ c (U j ) such that φ j equals 1 on an open subset of U j and supp φ 2 is contained in the range of p b for all b ∈ B ′ . Using that the projection IR k+n → IR n induces a continuous map
) is bounded. Now, using partitions of unity on N, M, B, we may conclude that
There is a stabilization process: Namely, T v (p) = T w∧v (1×p) for 1×p :
The operator
It is also bounded if we consider it as a map from C(B, Ω Lemma 2.1.
Proof. For notational simplicity we suppress the dependence on b.
Let g : N → M be a smooth map such that g • f and f • g are homotopic to the identity and let q : I l × N → M be a submersion as above with q(0, x) = g(x). Then, with id ×q :
and f • g is homotopic to the identity, the submersion p • (id ×q) is homotopic to the identity through submersions (after possibly stabilizing). Thus T w (q)T v (p) equals the identity modulo boundaries. Analogously, T v (p)T w (q) equals the identity modulo boundaries. The proof is now straight-forward.
Lemma 2.2. With dim M = n it holds:
(1) There is a bounded operator Proof. For i = 1, 2 define q i :
The adjoint of the map
Choose a homotopy of submersions q :
Hence E v (p) = −E v (π). Since (after possibly stabilizing)π is homotopic to the projection p 2 : I k × N → N and E v (p 2 ) = 1, the assertion follows. It remains to note that if Y fulfills the equation in (1), then Y + (−1) n+1 Y † fulfills the equation as well.
Up to this point the material was from [HS] . Now we turn to [PS07, §9] .
We say that B is spectrally concentrated with respect to D if there is ε ∈ (0, ∞) such that B is ε-spectrally concentrated with respect to D.
Clearly every spectrally concentrated operator is also bounded as an operator on H 1 . Furthermore, if B is spectrally concentrated with respect to D, then there is φ ∈ C ∞ c (IR) with φ(D)B = B. Thus B is smoothing since φ(D) is a smoothing operator.
Let (φ ε ) ε∈(0,∞] be a family of even functions in C ∞ (IR) with values in [0, 1] such that supp φ ε ⊂ (−ε/2, ε/2) and φ ε (x) = 1 for x ∈ [−ε/4, ε/4]. Note that φ ∞ = 1. Assume that the map [0, ∞) → C ∞ loc (IR), t → φ 1/t is smooth. An example can be constructed as follows: Let φ ∈ C ∞ c (IR) be even such that supp φ ⊂ (−1/2, 1/2) and φ(x) = 1 for
(We need the flexibility of the general situation when we prove the independence of our definitions of the choice of φ ε .)
For ε ∈ (0, ∞) the operator T v,ε (p) is a compact operator depending continuously on ε in the norm topology. For ε → ∞ it converges to T v,∞ (p) = T v (p) in the strong * -operator topology.
Thus for any compact subset J ⊂ (0, ∞] we obtain an adjointable bounded operator
, which is also bounded and adjointable as an operator from C(J × B, Ω * Proof. We only give those arguments that will be needed later, and refer to [PS07, Lemma 9.7] for the omitted details.
For t ∈ [0, 1] set φ t,ε := (1−t)φ ε +t and
The integral converges in the strong- * -topology as an operator from
† Z fulfills the first equation in (3). In general it does not fulfill (4).
ε . The arguments in [PS07] show that these operators fulfill the claim.
The perturbed signature operator
The material of this section is essentially from [HS, PS07] . In the following we suppress the dependence on p, v from the notation.
For α ∈ IR, β ∈ [0, 1] we define on C(J, H)
If dim M = n is even, then we define
and if n is odd, we set
One checks that δ It will be important that the operator γ does not appear in L e/o α,β . This property does not hold for the operators defined in [HS, PS07] , which is why our definitions here are slightly different.
The operators R β and L α,β are bounded. Since R β is invertible and R † β R β = L 0,β , the latter operator is invertible for all β and the operator L α,β is invertible for |α| < α 0 with α 0 small enough.
We define the set
In the following we will always assume that (α, β) ∈ Inv α0 .
is a quadratic form in the sense of [HS] .
Using that β = 1 for α = 0, we get that δ † α L α,β = −L α,β δ α . Thus the operator δ α is skew-hermitian with respect to C α,β .
The selfadjoint operator L −1 α,β τ is compatible with C α,β in the sense of [HS] . Thus
is an odd involution compatible with C α,β . In the proof of the product formula it will become relevant that the operator τ cancels out from |τ L α,β | = (L The operator δ α − S α,β δ α S α,β is selfadjoint with respect to the scalar product
In the proof of [HS, Prop. 1.9] it was shown that δ α − S α,β δ α S α,β is invertible if (α, β) ∈ Inv α0 with α = 0. Since δ
If n is even, we setD α,β = δ α − S α,β δ α S α,β , and in the odd-dimensional case we definê
These operators are selfadjoint with respect to ·, · α,β , and they are invertible for (α, β) ∈ Inv α0 with α = 0.
α,β is selfadjoint with respect to the standard scalar product ·, · .
In the even-dimensional caseD α,β anticommutes with the involutionτ α,β :=
With these definitions we get in the even casẽ D α,β =δ α,β −τ α,βδα,βτα,β , and in the odd caseD α,β = (− i)(τ α,βδα,β +δ α,βτα,β ) .
In the odd case we consider a different operator than the one defined in [PS07, Def. 9.13] . For the relationship between both see the proof of Prop. 5.3. The motivation for our choice is that our operator still looks formally like a signature operator.
It holds thatτ
The operatorD α,β is regular and selfadjoint as an unbounded operator on C(J, H) with domain C(J, H 1 ). The operators S α,β , U α,β ,τ α,β depend continuously on (α, β) ∈ Inv α0 in the norm topology as operators on C(J, H) as well as on the first Sobolev space C(J, H 1 ). The operatorD α,β depends continuously on (α, β) ∈ Inv α0 in the norm topology as an operator from C(J, H 1 ) to C(J, H).
Lemma 3.1. Assume that K ∈ B(H) is symmetric and ε-spectrally concentrated. Then for any f ∈ C(IR) the operator f (1 + K) − f (1) is ε-spectrally concentrated.
Proof. Since K is bounded, we may assume that f ∈ C 0 (IR).
If the assertion holds for f, g ∈ C 0 (IR), then it clearly also holds for f + g. It also holds for f g by
. Furthermore, if (f n ) n∈IN is a sequence in C 0 (IR) converging uniformly to f and the assertion holds for each f n , then it also holds for f .
Since for any λ ∈ IR * the algebra generated by the functions (x ± λ i) −1 is dense in C 0 (IR), it is enough to show that (1 + K ± λ i) −1 − (1 ± λ i) −1 are ε-spectrally concentrated. For λ large this follows from the Neumann series
We will also write A(f ) α,β,ε for A α,β,ε if we want to stress the dependence on f .
Proof. Assertion (1) follows from the fact that T ε , T † ε are ε-spectrally concentrated and that Y ε is the sum of an ε-spectrally concentrated operator and an operator commuting with D 2 .
Assertion (1) implies that τ L α,β,ε − τ is ε-spectrally concentrated, and hence
is ε-spectrally concentrated as well. Now (2) follows from the previous lemma.
Using this one easily checks (3).
Noncommutative ρ-forms for homotopy equivalences
In this paper we only study ρ-forms for dim M = n odd. Probably our methods can be adapted to the even case. Alternatively, in the even case one may apply our results to M × S 1 in order to get information on M .
Our definitions in this section are based on the framework exposed in [W09a] .
We assume that B is a point.
Let (A j , ι j+1,j : A j+1 → A j ) j∈IN0 be a projective system of involutive Banach algebras with unit satisfying the following conditions:
• It holds that A 0 = A.
• The map ι j+1,j : A j+1 → A j , j ∈ IN 0 is injective.
• The map ι j :
• The algebra A j , j ∈ IN is stable with respect to the holomorphic functional calculus in A.
For the last condition we consider A j as a subalgebra of A.
The projective limit A ∞ is an involutive locally m-convex Fréchet algebra with unit and π(CΓ) ⊂ A ∞ .
The universal algebra of differential forms is the Z Z-graded spaceΩ
The tensor products here are completed projective. The product is determined by
graded Leibniz rule and C-linearity.
The involution on A ∞ extends to an involution onΩ * A ∞ . Let I ⊂Ω * A ∞ be a closed homogeneous ideal, which is closed under the involution and under d. We setΩ I * A ∞ :=Ω * A ∞ /I. This is an involutive differential algebra. Most of the time we omit I from the notation for simplicity.
We denote byΩ <e> *
A ∞ the differential algebra of forms localized at the identity. This is the closure of the subalgebra ofΩ * A ∞ generated by the forms
..,m be a finite open cover of N . Let q :Ñ → N be the projection. We assume that for every k there is a cross-section ψ k :
Choose a smooth partition of unity (χ 2 k ) k=1,...,m subordinate to {U k } k=1,...,m . We write g kl : U k ∩ U l → Γ for the locally constant function whose image at a point x is the deck transformation sending U
. Then g kl g lm = g km and g kk = 1.
Using these noncommutative connections, one gets an η-form η(D, A α,1,ε ) for (α, 1) ∈ Inv α0 with α = 0 and ε ∈ (0, ∞), see [W09a, Def. 9.5] . It is well-defined as an element ofΩ
The definition of η(f ) involves many choices: The choice of the submersion p, the form v, the operator Y, the function φ ε and the numbers α, ε. Our considerations so far imply that any two of these choices can be joined by a path of possible choices leading to a path (A(f ) t ) t∈[0,1] of selfadjoint operators with smooth integral kernel such that
It follows from the results of the first two sections with B = [0, 1] that A(f ) t depends in a strongly continuous way on t. Thus sf((D t ) t∈[0,1] ) = 0. (For the noncommutative spectral flow we refer to [LP03, W07] .) Hence ind(∂ t − D t ) = 0. Here we set D t := D 0 for t < 0 and
since the local term vanishes. Thus η(f ) does not depend on these choices. The argument also shows that η(f ) depends on f only up to homotopy through homotopy equivalences.
Note that η(f ) depends on the metrics on M , N . It also depends on the choice of the projection P N . Only the degree zero part is independent of this latter choice.
If we want to emphasize the dependence on the metric we write η(f, g M , g N ). If M = N as Riemannian manifolds, then we may also write η(f, g M ).
Two different metrics g 0 , g 1 on N ∪ M can be joined by a path of metrics g t giving rise to a path of invertible operators D gt +A(f ) t . (Here A(f ) t is of course a different path than the above one.) Here D gt is the signature operator with respect g t . Then ind
The generalization of the Atiyah-PatodiSinger index theorem to Dirac operators on C * -vector bundles proven in [W09a] , which generalizes the higher Atiyah-Patodi-Singer index theorem of Leichtnam and Piazza, can be applied to the operator
since the local contribution is an element in that space.
Definition 4.1. We define the ρ-form
By the previous arguments the ρ-form is independent of the metrics on M and N . By the arguments in the proof of [W09a, Lemma 12.2] it is also independent of the choice of the projection P N .
Relation to well-known invariants
5.1. The higher case. A noncommutative η-form η(M, g M ) for the signature operator on a single manifold M can be defined using the symmetric spectral sections introduced by see [LP00, LP03] . (A different but equivalent regularization was given in [LLP] .) Symmetric spectral sections do not always exist. The corresponding analytic ρ-forms appear in [LP00] for groups of polynomial growth and in [W09a] in general. A topological analogue of these analytic higher ρ-form has been defined in [We] .
Assume that the range of the closure of
This assumption is rather strong; see [LLK, §3] for equivalent conditions and [LLP, Lemma 2.2 
] for examples in the case
In the limit one gets
We define an involution I on W by setting it 1 on forms of degree smaller to m and −1 on the orthogonal complement. We extend it by zero to a selfadjoint operator on V ⊕ W . The operator D anticommutes with I. Let I M be the restriction to
Proposition 5.2. Under the above assumption it holds that
Proof. We will use the following fact: If A is a selfadjoint bounded operator on Ω * (2) (N ∪ M, F ) vanishing on V and anticommuting with I and if
This follows from the calculation on the cylinder in the proof of [W10, Lemma 5 .10] and the noncommutative AtiyahPatodi-Singer index theorem. For symmetric spectral sections, which are slightly less general, the statement has been proven in [LP00] . An operator A with these properties is called a symmetric trivializing operator with respect to I.
The operator D| V is invertible. Hence we may choose ε > 0 small enough such
Similarly the operators L α,1,ε and δ α,ε decompose. Using this one checks that both commute with I. Furthermore, τ anticommutes with I and the operators (τ L α,1,ε ) 2 and hence also |τ L α,1,ε | commute with I. It follows that A α,1,ε (f ) anticommutes with I.
The L
2 -case. Assume that A is endowed with a positive normal trace ν and denote by A ν its Hilbert space completion with respect to the scalar product We write
Analogously η ν (D N ) is defined. For the well-definedness of this expression see for example [PS07, §8] .
Proof. Let (α, 1) ∈ Inv α0 with α = 0 and let ε ∈ (0, ∞). From
we conclude that the invertible operator |τ L α,1,ε |D α,1,ε is selfadjoint. Up to our different conventions and an inaccuracy in [PS07, §9] (where it is erronously assumed that the operatorD α,1,ε |τ L α,1,ε | is selfadjoint) this operator is the one defined in [PS07, Def. 9.13] . It holds that |τ L α,1,ε |D α,1,ε = U α,1,εDα,1,ε U α,1,ε . Thus the operator |τ L α,1,ε |D α,1,ε − D is ε-spectrally concentrated.
We define a continuous path of operators (U t ) t∈ [0,1+α] by setting U t = U 0,t,ε for t ∈ [0, 1] and U t = U t−1,1,ε for t ∈ [1, 1 + α]. Then U 0 = 1; furthermore, U t is invertible and U t −1 is ε-spectrally concentrated for all t. It holds that
, its spectral flow vanishes. Define the ε-spectrally concentrated operator A P S α,ε := |τ L α,1,ε |D α,1,ε − D . The vanishing of the spectral flow implies that
In particular η(D, A P S α,ε ) is independent of the choice of α, ε. One checks that the proof of the approximation result in [PS07, Theorem 10 .1] works also for the oper-
The assertion now follows.
Important examples are the following:
Let A = C * Γ and π : CΓ → C * Γ the inclusion.
• Let ν e be the finite trace on C * Γ defined by ν e (g) = δ g,e . Furthermore, let ν 1 be the trace induced by the trivial representation C * Γ → C. The L 2 -ρ-invariant of Cheeger and Gromov is defined as
• Let h 1 , h 2 : Γ → U (k) be group homomorphisms. They induce homomorphisms
. By pulling back the standard trace on M k (C) one obtains traces ν hi on C * Γ. The induced Atiyah-Patodi-Singer ρ-invariant is defined as
Product formula
Now let M , N be Cartesian products with one common factor, i. e. M = M 1 × M 2 and N = N 1 × M 2 . The manifolds M 1 , N 1 are assumed to be homotopy equivalent. We will only consider the case where M 1 , N 1 are odd-dimensional and M 2 is evendimensional. Other cases may be treated via suspension. If not specified, the definitions are as before.
For i = 1, 2 letÑ i → N i be a Galois covering with deck transformation group Γ i . Let B, C be unital C * -algebras endowed with a unital involutive algebra homomorphism CΓ 1 → B and CΓ 2 → C, respectively. We set A = B ⊗ C. Here we use the minimal tensor product. We identify B and C with the subalgebras B ⊗ C and C ⊗ C in A, respectively.
We define the bundles F N1 =Ñ 1 × Γ1 B on N 1 and F 2 =M 2 × Γ2 C on M 2 and F N = F N1 ⊠ F 2 on N and endow them with the canonical C * -scalar products and hermitian connections. This induces an A-valued scalar product and hermitian connection on F N .
Let A i be as in §4 and endow B i := A i ∩ B and C i := A i ∩ C with the subspace topology of A i . Note that B i and C i are closed under holomorphic functional calculus in B and C, respectively. We assume that the projective limits B ∞ and C ∞ are dense in B i and C i for all i, respectively. Let I i be the closed ideal inΩ * A i generated by the supercommutators [α, β] s with α ∈Ω * B i and β ∈Ω * C i . In the following we deal withΩ Ii * A i . We write d 1 for the differential onΩ * B i and d 2 for the differential onΩ * C i .
For the bundles F N1 and F 2 there are projections
Let f 1 : M 1 → N 1 be a smooth homotopy equivalence and let p 1 : I k × M 1 → N 1 be an associated submersion as in §2. (In this section the space B will be a point.)
We consider the homotopy equivalence f := f 1 × id and the associated submersion
We define the projection P 1 = P N1 ∪ (P N1 • f ) and P = P 1 ⊗ P 2 . Thus we have on
In the following we consider the spaces Ω *
(Clearly, the tensor product is ungraded.) The chirality operator on Ω * (2) (M ∪ N, F ) decomposes as τ = τ 1 τ 2 where τ 1 , τ 2 are the chirality operators on Ω *
which equals the identity on forms of even degree and minus the identity on forms of odd degree decomposes as γ = γ 1 γ 2 , where γ 1 , γ 2 are the corresponding involutions on Ω *
Only for the connection on Ω * (N ∪ M, F ) our convention is slightly different in order to preserve the usual formulas: Here we write
The signature operator on Ω *
, and the signature operator on Ω *
The operators D 1 , D 2 and D are related via the equation
Note that, as expected,
2 . The expression in the last line of the equation allows to associate an invertible bounded perturbation of D to an invertible bounded perturbation of
The following proposition uses the Chern character ch :
Proof. For the proof we have to go back to the construction of the noncommutative η-form via superconnections, see [W09a, §5] . We assume that A is an adapted approximation of A(f 1 ) α,1,ε (see [W09a, Def. 9.5] 
Let χ : IR → [0, 1] be a smooth function such that χ(x) = 1 for x ≥ 1 and χ(x) = 0 for x ≤ 1 2 and let σ be the odd involution that generates the Clifford algebra C 1 . It is considered as a formal parameter in the following, which anticommutes with
Define the rescaled superconnections
and
Note that these two superconnections anticommute with each other.
Furthermore, we set
By definition
It follows that
dt anticommutes with γ 2 while the second factor in the last line commutes with γ 2 , the trace Tr σ of the last line vanishes. The proposition implies that we get a product formula for η(D, A(f ) α,1,ε ) by comparing it with η(D, A(f 1 ) α,1,ε ). For that aim we consider how the other operators defined in §2 behave under taking products.
First we consider the property of being ε-spectrally concentrated.
Lemma 6.2.
(
(2) Assume that A on H 1 is ε 1 -spectrally concentrated with respect to D 1 and B on H 2 is ε 2 -spectrally concentrated with respect to D 2 . Then A ⊗ B is ε-spectrally concentrated with respect to D for ε = 2 max(ε 1 , ε 2 ).
Proof.
(1) From the Gelfand-Naimark theorem it follows that there is a C * -homomorphism
2 ) .
For a positive function f ∈ C c ([0, ∞)) we define the functionf (x, y) := f (x + y).
and for (
(2) The arguments are similar.
We have that
Clearly, the operators T ε (p) and Y from Lemma 2.4 cannot be decomposed as easily. Therefore we need a variety of new operators which serve to interpolate between T ε (p) and
The index s stands for "smoothing" and the index ip for "interpolation". Namely, for ε 1 > 4ε 2 by the previous lemma
By the previous lemma the operator T
, considered as families indexed by (ε 1 , ε 2 ) ∈ J, define bounded operators between the Hilbert C(J)-modules C(J, Ω * (2) (N, F N )) and C(J, Ω * (2) (M, F M ) ) and between C(J, Ω * H 1 (N, F N ) ) and C(J, Ω *
analogue of Lemma 2.4. In particular, there is a decomposition 
is 2 max(ε 1 , ε 2 )-spectrally concentrated and 
Proof. We begin with T ×,s (p).
We define
. This operator is 2 max(ε 1 , ε 2 )-spectrally concentrated.
Using that
Since φ ε2 (D 2 ) converges strongly to 1 for
Now we consider T ip (p). We use ideas from the proof of Lemma 2.4. Let φ t,ε and g ε be as defined there.
We set
The operator Z ε1,ε2 is 2ε 2 -spectrally concentrated.
Choose continuous functions χ 1 , χ 2 : J → [0, 1] with the following properties: It holds that χ 1 (ε 1 , ε 2 ) = 0 if ε 2 < 3ε 1 and χ 1 (ε 1 , ε 2 ) = 1 if ε 2 > 4ε 1 . Furthermore, χ 2 (ε 1 , ε 2 ) = 0 if ε 1 < 9ε 2 and χ 2 (ε 1 , ε 2 ) = 1 if ε 1 > 10ε 2 .
is 2ε 2 -spectrally concentrated, the operator
is 2ε 2 -spectrally concentrated. We define X ′ ε1,ε2 as the sum of this operator with
Using these definitions, we get operatorsD From the previous lemma one gets as in the proof of Lemma 3.2:
If ε 1 , ε 2 ∈ (0, ∞), then the operator
is smoothing since it is spectrally concentrated.
If ε 1 ∈ (0, ∞) or ε 2 ∈ (0, ∞), then the operator
is smoothing. α,1,ε1,ε2 ) is well-defined and does not depend on ε 1 , ε 2 ∈ (0, ∞). By choosing J appropriately, we conclude: Proposition 6.4. For ε, ε 1 , ε 2 ∈ (0, ∞) and |α| = 0 small enough
Next we compare η(D, A
×,s α,1,ε1,ε2 ) with η(D, A(f 1 ) α,1,ε ). For this we need some further technical considerations concerning the product structure of the involved operators.
In the following we fix ε 1 , ε 2 ∈ (0, ∞) and (α, β) ∈ Inv α0 and omit the indices from the notation.
We writeD We writeD
Let A be an operator on
Here A e and A o are assumed to commute and anticommute with γ 1 , respectively.
The choice of l A uniquely determines A e and A o and vice versa by
These operators are closely related with each other:
We decompose
Now we establish a similar relation between the operators (− i)(τ 1δ1 +δ 1τ 1 ) and
Lemma 6.5. If A is a bounded operator on 
Proof. (1) It holds that (A
(3) By (1) the operator A ′ is selfadjoint. The map
is bounded. Since the maps A → A e and A → A o are continuous, the map
is bounded as well.
If the claim holds for f, g ∈ C 0 (IR), then it holds as well for f + g and, by (1), for f g. It follows that we only have to prove the claim for a subset which generates a dense algebra in C 0 (IR). We choose the functions (x ± i λ)
Here we use that A e is also selfadjoint.
The Neumann series implies that
By collecting all terms in the Neumann series for (A ± i λ) −1 that commute with γ 1 , we get that
Similarly, we collect all terms anticommuting with γ 1 , multiply with γ 1 and get
Now the claim follows.
We decomposeD
is constructed from L × and δ × − i d 2 using only the operations discussed in the previous Lemma. Thus we get from the decompositions 6.2 and 6.3 that
We recall some facts from [W07] . Let B be a compact space and (D b ) b∈B a family of regular selfadjoint operators on H with domain H 1 (here H 1 , H are as before) and such that D b : H 1 → H is bounded and depends in a strongly continuous way on b. We assume that the family (D b ) b∈B defines a regular selfadjoint operator on the Hilbert C(B)-module C(B, H) with domain C(B, H 1 ). Thus (D b + i) b∈B is invertible as a bounded operator from C(B, H 1 ) to C(B, H). Since multiplication by i is compact as an operator between these spaces, it follows that the family (D b 
and Proof. Define the operator
Since τ 2 commutes withτ × , this is a unitary (even an involution) on H.
Furthermore,
We decomposeτ 1 = t o + γ 1 t e . Since τ = τ 1 τ 2 , it holds thatτ × = (t o + γt e )τ 2 . The differential d 2 anticommutes and τ 2 commutes with t o and γt e , thusτ × d 2τ × = −τ 2 d 2 τ 2 . We conclude that the first and last term vanish:
Evaluating the second and third term, we get
We conclude that
Eq. (6.5) implies that the difference between the operator (− i)(τ
for arbitrary α, β and its value for α, β = 0 is bounded.
Now choose functions α, β ∈ C ∞ (IR) that are decreasing for x ≤ 0.5 and increasing for x ≥ 0.5 and such that
In particular β| supp α = 1. 
Furthermore, we define ε 2 (x) = ψ(x) −1 ε 2 , where ψ ∈ C ∞ (IR) is a decreasing function with ψ(x) = 1 for x ≤ 0.4 and ψ(x) = 0 for x ≥ 0.6. Note that ε 2 (x) = ∞ for x ≥ 0.6.
We set for t ∈ [0, 2], x ∈ [0, 0.6)
and for t ∈ [0, 2], x ∈ [0.6, 1]
Vα (t,x),β(t,x),ε1D
Vα (t,0.6),β(t,0.6),ε1 .
The operator D t,x : H 1 → H depends on (t, x) in a strongly continuous way. At x = 0.6 this holds because ofD We wrote in (6.4)
and thus by (6.1)
We calculate
On the other hand, using (6.5) and (6.6) we get that
These equations imply that the involution τ 2 γ 2 commutes with V 0,0 (D + A(f 1 ))V 
It follows from the previous considerations that the spectral flow of (D x From the corollary and the first two propositions of this section we conclude:
We also prove a product formula for the higher η-invariants from §5.1. The proof is independent of the previous results. It was announced in the introduction of [W10] and is given here since it uses arguments from above. We use the notation from before, however the manifold N does not play any role in the following.
Assume that the ranges of the closure of d : 
Proof. Set A = i I M1 τ M1 and, as before,
We have by a proof analogous to the proof of Prop. 6.1 that
Since γ M1 and τ M1 anticommute with A, we have that
Thus A anticommutes with I M . It follows that A is a symmetric trivializing operator with respect to I M .
Applying [W10, Lemma 5 .2] and the Atiyah-Patodi-Singer index theorem shows that the higher η-form does not depend on the choice of the symmetric trivializing operator (see also [LP00] , where this is proven in a slightly more restricted setting).
Additivity
Let L, M , N be odd-dimensional closed oriented Riemannian manifolds and let f : M → N and g : L → M be oriented homotopy equivalences.
Proposition 7.1. It holds that
Proof. Let p :
OnH we have the signature operator
Define the path of unitaries
. Then U (0) = 1, and U (1) interchanges the two summands.
Note that
Then, by the calculation in the proof of Lemma 2.1,
We choose Y (p) and Y (q) as in Lemma §2.2 for T v (p) and T w (q), respectively.
For ε ∈ (0, ∞) we set, with φ ε as before,
We get an analogue of Lemma 2.4 for the operator
Furthermore, η(D, A ⊕ (t) ±α,1,ε ) does not depend on the parameter t. This shows the assertion.
ρ-forms and the structure set
In this section we show that the form ρ(f ) from §4 is well-defined on the surgery structure set. The main conceptional input in the proof is a generalization of the framework of [HS] to manifolds with cylindrical ends. Let M , N be homotopy equivalent even-dimensional Riemannian manifolds with cylindrical ends Z + M and Z + N , respectively, and fundamental group Γ. We denote the cross-sections of the cylindrical ends by ∂M and ∂N , respectively, and fix an isometry of the cylindrical ends with IR + × ∂M and IR + × ∂N , respectively.
We define the cylinders Z M = IR × ∂M and Z N = IR × ∂N and denote the first coordinate by x.
Let f : M → N be a smooth homotopy equivalence. We assume that f is of the product form id IR ×f ∂ on the cylindrical end. (When carrying over the constructions from §2 this assumption is made tacitly whenever it applies.) Here f ∂ : ∂M → ∂N is a homotopy equivalence. We choose an orientation on M and orient N in such a way that f is orientation preserving.
We define flat bundles F N , F M , F as in §2. On the cylindrical ends they are pullbacks of bundles F ∂N , F ∂M , F ∂ , respectively. We define F Z as the pullpack of
We use the notation from §2 for the generalization of those constructions to the manifolds with cylindrical ends M and N . Thus we get Q, D, τ and the spaces H, H 1 . If we apply the constructions to the boundary ∂M , ∂N , we add an index ∂. We have Q ∂ , D ∂ , τ ∂ and the spaces H ∂ , H 1 ∂ . (We assume B to be a point. ) We choose a submersion p :
is of the product form id IR ×p ∂ for a submersion p ∂ :
The operator T v (p) is defined as in §2. We may choose the operator Y from Lemma 2.2 such that its restriction to the cylindrical end is of the form γ 1 ⊗ Y ∂ .
From §3 we get operatorsτ
is an ε-spectrally concentrated perturbation of the signature operator D ∂ on H ∂ for ε ∈ (0, ∞) and (α, β) ∈ Inv α0 . Here again we assume α 0 > 0 small enough such that the following constructions work. Now we consider the construction of §3 for the manifolds M , N . If not specified we assume ε = ∞ and omit it from the notation.
Recall that this operator anticommutes withτ α,β .
In the following, for simplicity we omit the suffixes α, β.
On the cylindrical end it holds that τ = i γ 1 τ 1 τ ∂ with τ 1 = i c(dx).
Using the definitions from before Lemma 6.5, we can decomposeτ
Then by an analogue of Lemma 6.5 on the cylindrical end
(Here we follow the same convention as in §6 concerning tensor products; thus for example t o = 1 ⊗ t o on Ω * (2) (IR) ⊗ H ∂ in an ungraded sense. This accounts for the extra factor γ 1 in the formulas here compared with those in Lemma 6.5.)
We also decomposeδ
Here the suffix cs stands for "cross section". Theñ
In particular, on the cylindrical endτ andδ are invariant under translation and extend to operators on Ω * (2) (Z, F Z ), which we denote byτ Z andδ Z , respectively. We defineD
Note thatτ Z andδ cs are also well-defined on
We go on to study the situation on the cylinder in more detail.
It holds thatD
The operatorΦ is an isomorphism onto the positive eigenspace ofτ Z .
The operator c(dx)D Z +∂ x is even with respect toτ Z and well-defined on
. By definition, the boundary operator ofD is the restriction of c(dx)D Z + ∂ x to the positive eigenspace ofτ
We evaluate the boundary operator further:
we get that
We conclude that (
Here, as usual, (
Thus on the cylindrical end
The operatorD ∂ α0,1 is invertible. By standard arguments this implies thatD α0,1 is a Fredholm operator. 
Proof of the Proposition. The argument is as in the proof of [HS, 2. 1 Lemme].
One checks that the proof of Lemma 2.1 still goes through for manifolds with cylindrical ends. It implies that Ker δ α0 = Im δ α0 , and hence also Kerδ α0,1 = Imδ α0,1 . Then the assertion follows from the lemma.
Let α, β ∈ C ∞ (IR) be functions as in the proof of Prop. 6.6.
is an increasing function with ψ(x) = 0 for x ≤ 0.4 and ψ(x) = 1 for x ≥ 0.6. Thus ε(x) = ∞ for x ≤ 0.4. In the following we homotop the path (D x ) x∈[0,1] to a path of invertible operators through paths with invertible endpoints. The strategy is as in the proof of Prop. 6.6. Letα,β be the functions defined there.
Furthermore, D t,x is regular and selfadjoint as an operator on
Note that for t = 0 it does not depend continuously on x in the norm topology at x with ψ(x) = 0, ψ ′ (x) > 0. We use the spectral flow and not the index for our argument since for the index we would need to know that ∂ x − D t,x is Fredholm, which does not follow here from the general results in [AW] .
The homotopy invariance of the spectral flow yields that sf( (D 0,x 
The operator D 2,x is invertible for any x. Thus the right hand side vanishes.
Let χ : N ∪ M → [0, 1] be a smooth positive function such that χ(x, y) = 1 for (x, y) ∈ Z + with x ≥ 1 and χ(x, y) = 0 for (x, y) ∈ Z + with x ≤ 1 2 . We also assume that χ| (N ∪M)\Z + = 0.
We define a selfadjoint operator D(A(f ∂ ) α0,1,ε0 ) that is odd with respect to the grading operator τ =τ 0,0 by setting
See [LP03, W09a] for this type of regularization.
From this definition one gets the adjoint D(A(f ∂ ) α0,1,ε0 ) − and thus also D (A(f ∂ ) α0,1,ε0 ). Since the boundary operator
Proof. Let D ip be the selfadjoint regular Fredholm operator on H which is odd with respect to the grading operatorτ α0,1 and which equalsD α0,1 on (N ∪ M ) \ Z + and on the cylindrical end Z + fulfills
.
By a variant of the relative index theorem in [Bu] ind((
) . (The relative index theorem was proven in [Bu] for Dirac operators on certain noncompact manifolds, however the proof carries over to the present case where we deal with deformed Dirac operators.)
Then the previous two propositions imply that ind((D ip ) + ) = 0. 
Now we define a path (D
The operator D ip t has domain H 1 and depends in a continuous way on t as a bounded operator from H 1 to H. Note that on the cylindrical end with x > 2 it does not depend on t. Thus we can construct a local parametrix there which is independent of t. A local parametric on the cylindrical piece with x ∈ [0, 3] may be constructed as in [AW] . One may use a doubling construction and the remarks before Prop. 6.6 to get a local parametrix on the remaining compact part. Hence (D 
All results also hold with −α 0 instead of α 0 .
Before returning to ρ-invariants we apply the result to higher signatures and L 2 -signatures for manifolds with boundary. ( We tacitly use that Atiyah-Patodi-Singer index problems for manifolds with boundary can be translated into index problems for manifolds with cylindrical ends.)
Consider the situation in §5.1. The definition of higher signature classes for manifolds with cylindrical ends is due to Leichtnam and Piazza [LP00, LP03] ; see [W10] for the variant used here. The higher signature class σ(M, The homotopy invariance of a conical signature class defined in the same situation but using a different regularization was proven in [LLP] . Both signature classes agree, see [W10, Prop. 9 .1]. The following corollary gives a direct proof of the homotopy invariance of the cylindrical signature class. 
By the proof of Prop. 5.2 for ε 0 > 0 small enough
Now the assertion follows from the theorem.
In a similar way one obtains an analytic proof of the homotopy invariance of the signature of a manifold with boundary associated to a trace ν as in §5.2. It can be defined as
A topological proof of its homotopy invariance for ν = ν e follows from the results in [LS] .
Corollary 8.6. With the definitions from the beginning of this section it holds that
Proof. By the previous theorem and the noncommutative Atiyah-Patodi-Singer index theorem
Now we turn to the structure set: Let N be an odd-dimensional closed oriented connected manifold. The surgery structure set S(N ) consists of pairs (M, f ) , where M is a closed oriented manifold and f : M → N is an orientation preserving homotopy equivalence. Two pairs (M 0 LetÑ → N be a Galois covering with deck transformation group Γ.
We let A, A ∞ be as in §4 and set F N :=Ñ × Γ A. With these data we get for each pair (M, f ) a noncommutative ρ-form ρ(f ).
Corollary 8.7. The ρ-form yields a well-defined map A ∞ localized at the identity. The contribution from the boundary components is ρ(f 1 ) − ρ(f 0 ). Since the index vanishes, it also vanishes.
Compatibility with the L-group action
Assume that n = dim N ≥ 4 and Γ = π 1 (N ). Now we study how the action of L n+1 (Z ZΓ) on S(N ) combines with ρ S . We refer to the literature (for example [Lü, §5.3] ) for its definition and only recall the relevant features here.
An element a ∈ L n+1 (Z ZΓ) can be represented by a normal map of manifolds with boundary F : W → [0, 1] × M of degree one between a manifold W with two boundary components ∂ 0 W,
(We do not need the normality condition in the following and therefore omit the bundle data.) Then
Thus the diagram
Proof. We only have to show that sign L is well-defined. The compatibility formula follows from the previous calculations and the noncommutative Atiyah-PatodiSinger index theorem.
We consider a more general situation, which will be relevant also for our applications: Let V , W be n + 1-dimensional oriented connected manifolds with boundary and assume given a reference map V → BΓ. Furthermore, let F : W → V be a normal map of degree one between oriented manifolds with boundary such that the restriction to the boundary is a homotopy equivalence. By [Wa, Ch. 9] we get an element [F :
(To be precise, Wall considered the simple version of L-theory, however the result translates easily to the h-decorated version used here.)
The reference map V → BΓ induces Γ-principal bundles on V , W , and thus we can define sign
(Tacitely, we choose metrics and glue cylindrical ends to the boundaries whenever necessary.)
In the following we consider representatives (
+ ), this will establish the assertion.
As in the previous section (see the definition of the operator in eq. (8.1)) we associate an operatorD Fi α0,1 to F i . In general F i is not a homotopy equivalence, but for the construction it suffices that F i is a map of degree one: This is all that is needed in Lemma 2.2. The index ofD 
op ) and the reference maps for ∂X + and
Now the general strategy of the proof is analogous to the one in the positive scalar curvature case, see [Bu, §1.4] . It uses the cobordism invariance of the index and the relative index theorem to show that sign
this implies that sign L + is well-defined. We check the details. Since (G : Y → X) is a degree one map between manifolds with boundary, we can define the operator
This is the analogue of the operator in eq. (8.1) for odd dimensions. The following discussion is closely related to the discussion in the classical case in [W10, §5.2].
In general, the operatorD G α0,1 is not Fredholm since G| ∂Y need not be a homotopy equivalence and thus the induced boundary operator need not be invertible.
The operator commutes with the involutionτ G α0,1 . In the following we restrict to the positive eigenspace ofτ G α0,1 and determine the boundary operator by adapting the calculations from the previous section. (We omit the indices.)
On the cylindrical end τ = τ 1 τ ∂ with τ 1 = i c(dx).
We decomposeτ
By an analogue of Lemma 6.5 on the cylindrical endτ = τ 1 (t o + γ ∂ t e ) = τ 1τ ∂ .
As before, we also decomposeδ
On the cylindrical end
Recall from the previous section that for a form ω on the boundarỹ
α0,1 . Thus on the cylindrical end and restricted to the positive eigenspace ofτ
It follows that iτ ∂D∂ is the boundary operator ofD G (up to the isomorphismΦ). Its grading operator is given by iΦ
By cobordism invariance the index of (iτ ∂D∂ ) + vanishes. (See [H] for a very general proof of the cobordism invariance.) Thus also the index of (
By (an analogue of) the relative index theorem from [Bu] ind((D
Since G| ∂−Y is a homotopy equivalence, it holds that ind((D This concludes the proof of the well-definedness.
Applications
In the following we give some typical applications which serve to illustrate how the product formula (Theorem 6.8) can be used to get information on the structure set of products. These are mainly interesting for groups with torsion; the results in [PS07] imply that the map ρ S is trivial for torsionfree groups for which the maximal Baum-Connes conjecture holds.
Let N 1 and N 2 be oriented closed connected manifolds of odd and even dimension, respectively. We set Γ i = π 1 (N i ) and use the universal coverings. In the following the notation is as in §6.
The main difficulty is to find an appropriate projective system (A i ) i∈IN0 . The following two situations are particularly simple:
(1) B is finite-dimensional.
(2) B = C(T k ) and the image of the map CΓ 1 → C(T k ) is in C ∞ (T k ).
Here one may replace B by C and Γ 1 by Γ 2 .
We consider the case where (1) or (2) holds for B. We choose a projective system (C i ) i∈IN0 as in §4. If (1) holds we set A i := B ⊗ C i . Since B is finite-dimensional, the tensor product here is algebraic, and A i is closed under holomorphic functional calculus in A.
In the case of (2) we set
The following proposition is a straight-forward application of the product formula.
Here B = M m (C). Thus we are in situation (1). A criterion for the nonvanishing of ch(ind(D N2 )) for an appropriate system (C i ) i∈IN0 is given as follows: Recall that for any (alternating Γ 2 -invariant) group cocycle τ on Γ 2 there is an associated reduced cyclic cocycle c τ on CΓ 2 . Let C = C * r Γ 2 and let (C i ) i∈IN0 be the projective system associated to the Connes-Moscovici algebra ( [CM] , see for example [W09b, pp. 337f.] for details as needed here). If c τ extends to a continuous cyclic cocycle on C i , then the higher signature of N 2 associated to τ equals c τ ch(ind(D N2 )) by the higher index theorem of Connes and Moscovici. Thus in this case the nonvanishing of the higher signature of N 2 associated to τ implies the nonvanishing of ch(ind(D N2 )). By the results of [CM] , for Γ 2 Gromov hyperbolic the existence of a nonvanishing higher signature implies the nonvanishing of ch(ind(D N2 )).
We get a similar proposition for the L 2 -ρ-invariant, however we have to impose additional technical conditions on the groups. Recall from [CM, pp. (1 + |g|) 2k |a g | 2 .
• has property Polynomial Cohomology (PC) if for any complex group cohomology class there is a representative of polynomial growth.
Gromov hyperbolic groups have property (RD) and (PC). Groups with property (RD) have been extensively studied recently, see for example [CR] and references therein. Less is known about property (PC). See for example [M] for recent results. Assume that one of the following conditions holds: It holds that (ν e − ν 1 ) •c = (ν e − ν 1 )#c. By the product formula we have that
2) First note that Γ = Γ 1 × Γ 2 also has property (RD) with respect to the length induced by the lengths of Γ 1 , Γ 2 (whose choice is implicit in our assumption).
We take B = C * Γ 1 , C = C * Γ 2 . We have canonical maps π : A → C * r Γ = C * r Γ 1 ⊗ C * r Γ 2 and π 2 : A → C * r Γ 2 . We take A ∞ as the intersection of the pullback of the Connes-Moscovici algebra of Γ with the pullback of the Connes-Moscovici algebra of Γ 2 .
Using ideas of Jolissaint, Connes and Moscovici proved [CM, p. 385] , that for any group cocycle τ on Γ 2 of polynomial growth there is an associated reduced cyclic cocycle c τ on CΓ 2 which extends to a continuous cyclic cocycle on C ∞ . Here one needs property (RD). Since Γ 2 has property (PC) and a nonvanishing higher signature, there is such a τ with c τ ch(ind(D N2 )) = 0. It remains to show that (ν e − ν 1 )#c τ extends to A ∞ .
First consider ν 1 #c τ : This is the pullback of the cyclic cocycle c τ with respect to the projection π 2 : CΓ → CΓ 2 . Since c τ extends to the Connes-Moscovici algebra of Γ 2 , the cocycle ν 1 #c τ = π * 2 c τ extends to A ∞ . Now consider ν e #c τ : The group cocycle π * 2 τ on Γ also has polynomial growth. Here π 2 : Γ → Γ 2 . Hence c π * 2 τ = ν e #c τ extends to A ∞ .
By generalizing the methods of [CW] we get the following result, which is in the spirit of results of Leichtnam and Piazza for manifolds with positive scalar curvature [LP01] :
Proposition 10.3. Assume that N is a closed oriented connected odd-dimensional manifold whose fundamental group is a product Γ = Γ 1 × Γ 2 . We assume that the following conditions hold:
(1) Γ 1 has torsion, In the following we use the description of the L-theory groups from the proof of Theorem 9.1. The map sign (2) − sign : L 4k (Z ZΓ 1 ) → C is nonzero [CW] . Let [F : W → V ] ∈ L 4k (Z ZΓ 1 ) be an element not in the kernel of this map. Thus ρ (2) (F | ∂W ) − ρ (2) (F | ∂V ) = 0.
Let c ∈ H m (BΓ 2 , Q) be nontrivial. In the following, Ω * denotes oriented bordism. Since the map
is surjective (see for example [D, p. 205 The last equality follows from the product formula, Prop. 6.9. Since N 2 has a nonvanishing higher signature, the term ch(ind(D N2 )) is nonzero. Furthermore, ρ(F | ∂W ) − ρ(F | ∂V ) = 0 since ρ (2) (F | ∂W ) − ρ (2) (F | ∂V ) = 0.
