In the presence of modeling errors, the mainstream Bayesian methods seldom give a realistic account of uncertainties as they commonly underestimate the inherent variability of parameters. This problem is not due to any misconceptions in the Bayesian framework since it is absolutely robust with respect to the modeling assumptions and the observed data. Rather, this issue has deep roots in users' inability to develop an appropriate class of probabilistic models. This paper bridges this significant gap, introducing a novel Bayesian hierarchical setting, which breaks time-history vibrational responses into several segments so as to capture and identify the variability of inferred parameters over multiple segments. Since computation of the posterior distributions in hierarchical models is expensive and cumbersome, novel marginalization strategies, asymptotic approximations, and maximum a posteriori estimations are proposed and outlined under a computational algorithm aiming to handle both uncertainty quantification and propagation tasks. For the first time, the connection between the ensemble covariance matrix and hyper distribution parameters is characterized through approximate estimations. Experimental and numerical examples are employed to illustrate the efficacy and efficiency of the proposed method. It is observed that, when the segments correspond to various system conditions and input characteristics, the proposed method delivers robust parametric uncertainties with respect to unknown phenomena such as ambient conditions, input characteristics, and environmental factors.
Introduction
Updating dynamical models based on vibrational data has received growing interest over the last two decades [1] [2] [3] . Since such problems are exposed to extensive sources of uncertainty attributed to modeling and measurement errors, using probabilistic methods have become inevitable. Bayesian statistical framework embeds structural models within a class of probability model for describing the model uncertainty in accordance with the misfit between the model and measured outputs [4] . This probability model referred to as likelihood function is combined with a prior probability distribution through the Bayes' rule so as to compute posterior distribution of the model parameters [1, 5] . The posterior distribution can then be employed to compute a posterior predictive distribution for response quantities of interest (QoI) [6, 7] . When the posterior distribution is concentrated around a sharp peak, the model is called globally identifiable with respect to the observed data [8] . At the same time, the model is regarded as locally identifiable or unidentifiable when multiple or no peak is identified, respectively [9, 10] . In practice, it is commonly preferred to construct identifiable models since it allows applying an efficient asymptotic approximation suggested in [1, 11] . The uncertainty identified using this framework can be attributed to the lack of knowledge about the actual values of the parameters, which is often reducible as new observations are incorporated. This interpretation of uncertainty remains valid as long as the modeling errors do not induce considerable variabilities in the inferred parameters [12] . Nevertheless, dynamical models are highly misspecified with respect to environmental parameters, ambient conditions, and input characteristics [13] . Consequently, the identified parameters demonstrate predominant variability when they are inferred from multiple data sets. Furthermore, this variability cannot be treated as reducible when new observations are discovered, as opposed to the uncertainty computed using the non-hierarchical Bayesian statistical framework [12, 14] . Treatment of these two different sources of uncertainty has been a fundamental research challenge for years and sustained at the forefront of Bayesian criticisms.
The mainstream Bayesian model updating methods [4] are also based on stationary assumptions of the prediction errors statistics. However, prediction errors are often highly non-stationary and can vary depending on the input characteristics, modeling errors, and measurement noise. For slow-varying timehistory stochastic processes, a general methodology is to capture the non-stationary effects using windows with limited lengths that moves slowly such that within each window the stationary assumptions are expected to be valid [15] [16] [17] . Nevertheless, introducing this concept to Bayesian time-domain model updating methods is often challenging due to the difficulties in fusing the information from different segments.
Multilevel Bayesian methods allow using more flexible assumptions regarding both the model parameters and prediction error probability distributions [18] . Development of hierarchical Bayesian models has brought about many successful applications in different scientific disciplines [18, 19] . In molecular dynamics, hierarchical models have recently been developed for calibrating parametric models and fusing heterogeneous experimental data from different system operating conditions [20] [21] [22] . In structural dynamics, Behmanesh et al. [14] have developed a hierarchical framework to model and consider the variability of modal parameters over dissimilar experiments. This framework has found extensive applications in uncertainty quantification and propagation of dynamical models based on experimental modal data when they are updated and calibrated under modeling errors [23] [24] [25] . Nagel and Sudret [26, 27] have proposed a unified multilevel Bayesian framework for calibrating dynamical models for the special case of having noise-free vibration measurements.
Hierarchical models can promote sparsity in Bayesian estimations when implemented through automatic relevance determination method [28, 29] . Development of sparse hierarchical models for structural damage identification has led to successful applications as well [30] [31] [32] . Sedehi et al. [12] have developed a novel hierarchical Bayesian framework for time-domain model updating and response predictions offering numerous enhancement and improvements over the mainstream Bayesian methods.
Having inspired by the recent advances in hierarchical modelling techniques, this paper implements a hierarchical setting to break time-history vibrational data into multiple segments aiming to model and capture the non-stationary effects induced due to modeling errors. As using the hierarchical model gives rise to the number of involved parameters, efficient Laplace asymptotic approximations associated with 4 novel marginalization strategies are proposed for both the model inference and response predictions.
Compared to [12] where Markov chain Monte Carlo (MCMC) sampling methods are used to compute the marginal posterior distributions, this paper delivers a new method to compute the maximum a posteriori (MAP) estimations of the hyper-parameters. As searching for the MAP estimations can encounter problems such as trapping into local optimum, the algorithm is accompanied by analytical derivatives and approximate estimations. Although the primary motive of proposing the approximate MAP estimations is to enhance the convergence, simplistic interpretation of the hierarchical modeling are offered for the first time. It is also demonstrated how the MAP estimations of the hyper-parameters can be used to propagate the uncertainty for response predictions. In the end, the proposed method is tested and verified through 
Probabilistic Hierarchical Model
is a known matrix selecting the observed output quantities from all output QoI, and 0 (.) N i  ε denotes the prediction errors. In general, the prediction errors are unknown stochastic processes, which can vary depending on the model parameters, the initial conditions, the input loadings, 6 modeling errors, and measurement noise. The relationship between the prediction errors and these factors is seldom known. Therefore, we model them probabilistically by assuming the data points to be statistically independent and identically distributed (i.i.d.), described using Gaussian distributions. Note that using Gaussian distributions is optimum in the maximum entropy sense [33] . Moreover, the statistical characteristics of the prediction errors are essentially specific to each data set such that the model can perform either satisfactorily or poorly to estimate the actual response. Given these assumptions, the prediction errors can be described as 
is the variance corresponding to the i th data set and the j th DOF. This diagonal matrix follows from the i.i.d. data points corresponding to different DOF. In the remainder, we use () P  to represent this probability distribution, where its unknown parameters are collected in the set  . Due to the statistical independence of the data points, the individual likelihood function of each data set is described as
where , ( ; , ) i j i i i kt   θψ is the prediction error corresponding to the i th data set, the j th DOF, and the k th time sample. Likewise, the likelihood function of the full data set is described in accordance with the statistical independence of the data sets (segments) giving:
After these preliminaries, the correlation between the data-set-specific parameters should be modeled. In practice, the input characteristics and the prediction errors parameters can be different over dissimilar data sets. However, the dynamical characteristics are expected to share similarities over data sets, provided that the system does not undergo damaging loading scenarios. Therefore, we regard both Again, using Gaussian distribution is an optimal choice when the problem is viewed from a maximum entropy perspective [33] . 
is the set comprising all parameters. This probabilistic model is shown in Fig. 1 , indicating the conditional dependence between the parameters through the arrows. This graphical demonstration allows constructing the joint prior distribution as follows:
Thus, the Bayes' rule expresses the joint posterior distribution as
is the prior distribution given by Eq. (8), and
is the likelihood function of the full data set expressed earlier in Eq. (7) . Combining Eqs. (7) (8) (9) (10) eventually leads to the following joint posterior distribution: 1 . Proposed multilevel probabilistic model
Uncertainty quantification
While the proposed multilevel model involves a number of parameters, the primary interest lies in updating the hyper-parameters. Therefore, the remaining parameters, including the prediction error parameters ( i  Σ ), the initial condition parameters ( i ψ ), and the model parameters ( i θ ) are to be integrated out from the joint distribution as nuisance parameters. We begin this broad marginalization with the prediction error parameters that requires computing the following integration:
When   | , ,
Σ are respectively substituted from Eqs. (6) and (9), this integral will have the following explicit solution [12, 34] : (14) where ( , )
ii L θψ is the negative logarithm of the marginalized likelihood function appearing as the summation over the logarithm of the prediction errors squares corresponding to each observed DOF. The
Observed Quantities ii L θψ is concentrated around one isolated peak, in the presence of a large number of data points the probability distribution in Eq. (13) can efficiently be approximated using a Laplace asymptotic approximation described as [11, 12, 35]   1| , , ˆî
ψ ψ HH (15) and
Here, (.) 15) can be simplified using the well-known block matrix inversion lemma [36] . This optimization problem is known to yield reliable results when they are accompanied by analytical derivatives of the objective function with respect to the underlying parameters. In [12] , the derivatives of ( , )
ii L θψ with respect to the parameters are obtained. Accordingly, computing such derivatives involve differentiating the model output quantities with respect to the model parameters.
Numerous studies [15, 37, 38] have been dedicated to resolve this problem, obtaining analytical derivatives of model responses for both linear and nonlinear dynamical models.
Once the Gaussian approximation is obtained, we can marginalize the initial condition parameters in an explicit manner. Considering the prior distribution   i p ψ to be uniform, marginalizing i ψ will 11 only involve performing the integration over the Gaussian distribution in Eq. (15) . For a set of parameters jointly described by a multivariate Gaussian distribution, the marginal distribution of each subset of the parameters also turns out to be Gaussian, where its mean and covariance matrix are determined by selecting the corresponding elements from the mean and covariance matrix of the joint distribution [39] .
Accordingly, we can write:
where ˆi i θθ Σ is the covariance matrix of the marginal distribution computed as
Having marginalized both i  Σ 's and i ψ 's, the joint distribution of the remaining parameters can described as
Now, marginalizing i θ 's from this distribution is straightforward, which leads to the following analytical formulation for the marginal distribution of the hyper-parameters [12] : (24) Note that the MAP estimation of θ μ can be calculated directly from Eq. (23) giving:
where ˆθ μ is the MAP estimation of θ μ , and The proposed Bayesian formulations are outlined in Algorithm 1. As presented, the algorithm begins with optimization of the data-set-specific parameters and is followed by computing the initial 
Uncertainty Propagation
Once the deterministic model () M  is updated based on multiple data sets, we can propagate the uncertainty to make predictions of output QoI when the system is subjected to future input loadings. Let
be the unobserved time-history system response that is to be predicted while D N data sets are already employed to calibrate the model. This dynamical response corresponds to the known input loading . Therefore, the model predicts the output time-history response as
is the unobserved prediction errors. Assuming the prediction errors of different DOF to be i.i.d. and describing those using Gaussian distributions leads to 
distributions to describe the prior distributions of the prediction error variances. This choice allows achieving explicit formulations for the integrations over the prediction errors variances that appeared earlier in Eq. (30) . Therefore, we describe the prior distribution   
Except for the case that the response (35) where s N is the number of samples. This posterior predictive distribution allows predicting system response QoI when the loading and initial conditions are given. An interesting feature of student's tdistributions is the gentle tails it produces [19] as compared to the Gaussian predictive distributions suggested in [1] .
Sedehi et al. [12] have proved that the second-moment statistics of distributions expressed as the multiplication of student's t-distributions can be computed as (36)   Fig. 2(a) . The sampling rate and the spectral power of the input excitation are 200Hz and 0.0013m 2 /s 4 , respectively. The initial conditions, including the initial velocity and displacement, are both zero. The time-history displacement response is 2000s long sampled at 0.005 ts  intervals. To account for the measurement noise, additive white Gaussian noise (AWGN) is introduced such that the root mean square (RMS) of the noise will be 1% of the RMS of the noise-free response.
The structural model used to describe the system is a linear SDOF system with an unknown natural frequency ( f ) that should be inferred from the data. The viscous damping ratio (ξ) is considered to be 4.5% that aims at imposing modeling errors as the actual damping is 5%. The natural frequency is the only uncertain parameter segments, each 50s long. Table 1 presents the MAP estimations of the hyper-parameters when different groupings are considered. According to this table, the estimated uncertainties slightly change when having different choices of the number of segments and data points, provided a sufficiently large number of segments and data points. Therefore, the presented results will remain almost the same regardless of the choice of the number of segments and data points, and the groupings have minimal impact on the computed uncertainties. to test and verify the proposed method. The prototype is shown in Fig. 5(a) . We use incomplete inputoutput vibrational measurements of the prototype to demonstrate the proposed hierarchical method.
Although full acceleration time-history responses are measured, we only use those corresponding to the base and the third floor when the structure undergoes GWN base excitation. The measured response is divided into N D =98 segments, each 10s long and sampled at 200Hz rate. Full details of the experimental setup, dynamical characteristics of the prototype, and modeling assumptions can be found elsewhere [12, 40] . For completeness, however, we quickly review the following characteristics and assumptions:
 The mass of the first, second, and third floors are m 1 =5.63kg, m 2 =6.03kg, m 3 =4.66kg, respectively. These values are obtained by direct measurements and reported in [40] .
 The nominal stiffness of each floor is reported as k 1 =20.88kN/m, k 2 =22.37kN/m, and k 3 =24.21kN/m, respectively [40] . Note that these nominal values correspond to the stiffness of the equivalent shear building model shown in Fig. 5(b) .
 The mode frequencies and damping ratios of the three dynamical modes are computed as (f 1 =4.23Hz, ξ 1 =2.39%), (f 2 =12.78Hz, ξ 2 =0.87%), and (f 3 =18.65Hz, ξ 3 =0.65%), respectively [40] .
These modal properties are estimated by applying a spectral density approach and using a classical damping model described in [40] .
The dynamical model is a linear shear building model having 3 DOF shown in Fig. 5(b) . The mass matrix is assumed to be known and diagonal. The stiffness matrix is expressed using shear frame assumptions giving: [42] . The mean and covariance matrix of the response can thus be computed using Eqs. (36) (37) . Fig. 8 shows the mean of the predicted response corresponding to the first floor along with 99% uncertainty bounds. The mean and the actual responses are in good 28 agreement, and the uncertainty bound appears to be robust as it completely captures the discrepancy between the mean and actual response. 
