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T. S. Bruggemann 
 
 
ABSTRACT 
 
Currently available atomic clocks are too large, power hungry and costly for 
use onboard GNSS receivers.  Chip Scale Atomic Clocks (CSACs) are a 
promising new technology that is expected to be commercially available in a 
few years time.  These devices are highly-stable atomic clocks in a small, 
low power and low cost package that may replace less-stable crystal 
oscillators in GNSS receivers.    Previous studies have shown that integrating 
an atomic clock with a GNSS receiver gives improved navigation 
performance.  This paper presents a study into the expected level of 
  
 
navigation performance that may be achieved with CSACs.  A theoretical 
CSAC error model is constructed based on published performance.  The 
application considered in this study is “clock coasting” in airborne GPS 
navigation.  The results show that “clock coasting” with CSACs results in an 
improved Dilution of Precision (DOP) for up to 55 minutes under low 
satellite visibility or poor geometry, compared to a typical crystal oscillator.  
Results also show that good navigation performance (PDOP < 6) can be 
achieved for up to 80 minutes in four-satellite navigation with CSAC.   
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1. INTRODUCTION 
 
Chip Scale Atomic Clocks (CSACs) are a promising technology that will allow improved 
navigation performance for GNSS by providing greater long-term time stability in receivers.  
Whilst still in development, recent results for Chip Scale Atomic Clocks (CSACs) show 
promising performance (Knappe et al. 2005).  They offer a low-cost, highly-stable 
replacement for the cheap crystal oscillators that are commonly found in GNSS receivers.  
Highly-stable clocks in GNSS receivers bring a number of benefits as shown in previous 
studies (Lee 1994; Murphy and Skidmore 1994; Sturza 1983).  They can improve the 
confidence in position accuracy and provide the ability to “clock coast” through periods of 
poor satellite visibility or geometry.  This study investigates the expected benefits to GPS 
navigation performance for “clock coasting” with CSACs in an airborne navigation 
application. A theoretical model of CSAC performance is developed.  This model is used in a 
GPS simulation environment to simulate “clock coasting” with a CSAC-equipped GPS 
receiver.  A comparison is then made with a simulated GPS receiver using a standard crystal 
oscillator.  
 
 
2. CHIP-SCALE ATOMIC CLOCKS 
 
The size, weight, power and cost of commercially available atomic clocks, have in the past 
prohibited their use in small electronic devices such as GPS receivers.  A Chip-Scale Atomic 
Clock (CSAC) development program is currently ongoing with the U.S. Defense Advanced 
Research Projects Agency (DARPA) (website link provided in references).  The goal of this 
program is to create an ultra-miniaturized, low-power, atomic time and frequency reference 
device.  This will enable the use of highly stable atomic clock technology in small, battery-
powered electronics.   
  
The design goals of the DARPA CSAC program is to achieve a greater than 200 fold 
reduction in size (from 230 cm
3
 to less than 1cm
3
), a greater than 300 fold reduction in power 
consumption (from 10W to less than 30 mW), whilst achieving good stability performance.  
The devices are expected to have a stability of +/- 1e
-11
 (less than 1 microsecond drift/day) 
which is comparable to current cell atomic clock standards.   
 
The miniaturization of atomic clocks is through the Micro-Electro Mechanical Systems 
(MEMS) fabrication processes.  It is anticipated that with commercialisation, these devices 
can be mass produced, which reduces the overall unit cost (Kitching et al. 2004).  CSACs 
offer the potential of a low cost, low power replacement for the chip-sized crystal oscillators 
  
 
that are currently used in GNSS receivers and other electronic equipment.   
 
Scientists at the National Institute of Standards and Technology (NIST) have been working on 
the development of Cesium and Rubidium gas cell physics packages suitable for 
manufacturing using MEMS processes.  Whilst the overall device is still in development, 
recent results have shown promising performance for the physics package, which is the 
‘heart’ of the CSAC.  These results indicate that reaching the goal for long term stability is 
achievable (Knappe et al. 2005).  It is expected that CSACs will be commercially available in 
the near future (Kitching et al. 2005a).  
 
 
2.2 Benefits to GNSS 
 
The receiver clock is one of the fundamental components of a GPS receiver.  Typically, a 
low-cost crystal oscillator is used (such as a Temperature Compensated Crystal Oscillator 
(TCXO)).  These devices exhibit good short-term stability but poor long-term stability.  In 
comparison, atomic oscillators have significantly better long-term stability.  The incorporation 
of highly stable atomic clocks into GNSS receivers provides a number of benefits.  One of the 
benefits is an enhanced code acquisition capability, by improving time to re-acquisition if 
satellite signals are lost.  For military receivers, stable clocks allow P(Y) code acquisition 
without having to first acquire the C/A Code.  This is an advantage in an electronic warfare 
(jamming) environment.  Another benefit is that if the precise time is known, fewer satellites 
are required to calculate a position solution.  This is an advantage in environments where 
satellite view is obstructed (e.g. urban environments).  Also, as GPS navigation performance 
is typically poorer in the vertical direction, the precise time knowledge allows a reduction in 
vertical uncertainty (Kitching et al. 2005b).  
 
It has already been shown that an improvement in Horizontal and Vertical Dilution of 
Precision (HDOP and VDOP) is made when a GPS receiver is integrated with a precise clock 
(Murphy and Skidmore 1994; Sturza 1983).  Thus, greater certainty in the accuracy of the 
horizontal and vertical position is possible for a given satellite geometry.  Y.C. Lee (Lee 
1994) showed that “clock coasting” with a crystal clock, of 10
-9
 drift, gave a limited 
improvement to airborne navigation and integrity monitoring availability when compared 
with barometric altimeter aiding.  However, he also stated that “clock coasting” with an 
inexpensive micro-miniature atomic clock with a drift of 10
-11
 would significantly improve 
the availability of a high integrity navigation solution.  Murphy and Skidmore (1994) stated 
that “the introduction of miniature atomic clocks into GPS receivers will provide significant 
cost- effective solutions for improving air safety and efficiency for all phase of flight.”   
 
Previous research in this area has focussed on the integration of GPS with external Rubidium 
atomic clocks (Kline 1997; Zhang 1997).  However these are too large for use as replacement 
oscillators onboard receivers.  In addition, they consume several Watts of power and they cost 
several thousand dollars (USD) per unit.  Since this research involved the use of external 
atomic clocks, these authors experienced various synchronization problems when integrating 
them to the GPS receiver crystal clock (Kline 1997; Zhang 1997).  It is anticipated that by 
replacing the crystal oscillator with a CSAC many of these synchronization problems can be 
overcome.  
 
For these reasons, in this study the expected performance of CSACs in airborne GPS 
navigation was evaluated by using a computer simulation environment and published results 
  
 
on CSAC performance.  This method and results of this study are presented in the following.   
 
3. CLOCK COASTING SIMULATION  
 
The expected performance of CSACs was evaluated in a “clock coasting” application, using a 
computer simulation environment.  Errors models of a crystal oscillator and a CSAC were 
constructed.  These are discussed in 3.2 and 3.3 below.  The GPS navigation performance, 
with and without “clock coasting”, was then simulated through satellite outages for a straight 
and level flight profile at constant velocity. 
 
 
3.1 Clock Error Modelling 
 
For the crystal clock and CSAC, a two-state clock error models were developed based on 
Figure 1 and Equations (1) and (2) (Brown and Hwang 1992).  For simplicity, no 
environmental effects (e.g. temperature gradients) were modelled in this analysis. 
 
Figure 1. Two-state clock error model 
 
 
From the figure, the discrete two-state clock error equations are derived as: 
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Where  
bx and dx are the clock bias and clock drift, respectively.  
T∆ is the step size.  
bu and du are two independent white noise inputs that describe the bias noise and drift, whose 
values are determined below.  
 
 
Allan Variance  
 
The Allan variance σy
2
(τ) is a common and convenient way to express the stability of 
oscillators in the time domain.   For further information on the following, refer to Allan 
(1987) (Allan 1987).  The Allan variance is calculated by     22 )(
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1
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Where τy∆ is the difference between adjacent fractional frequency measurements sampled 
over a time interval τ and  indicates the expected value.  The Allan deviation is 
represented by σy(τ) or ADEV and is dependant on the averaging time τ. 
 
In the frequency domain, the Allan variance can be represented by a single sided spectral 
density of fractional frequency deviations of the form (Kayton and Fried 1997): 
 
 
 Sy(f) = h2f 
2
 + h1f + h0 + h-1f 
-1
 + h-2f 
-2 
(4) 
 
 
Each of the h terms represents different types of noise, as given in Table 1.  Only three of the 
five noise types are considered.  Those omitted are irrelevant for this analysis.  For each type 
of noise there is a simple relationship between the frequency domain and the Allan variance 
in the time domain.  These are given in Equations (5).    
 
 
Noise Type σy
2
(τ) =  
White FM a0τ
−1
 
Flicker FM a-1τ
0
 
Random Walk 
FM 
a-2τ 
Table 1. Noise Types 
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In the clock model, bu and du are given by: 
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Where Sf and Sg are spectral amplitudes of two independent white noises and )1,0(Ub  and 
)1,0(Ud  are two independent zero mean and unit variance white noises.  T∆ is the step size in 
seconds.  
 
From (Brown and Hwang 1992) Sf and Sg are calculated as: 
 
 Sf ~ 2
-1
h0  (7) 
 Sg ~ 2pi
2
h-2 (8) 
 
For the crystal clock error model, the h parameters given in (Brown and Hwang 1992) for a 
typical crystal oscillator were used in this study.   For the CSAC, the h parameters were 
calculated by determining the Allan deviation from published CSAC results and using the 
relationships given in Table 1 and Equations (5) above.  Sections 3.2 and 3.3 below give the h 
  
 
parameters that were used in this study. 
 
3.2 Crystal Clock Error Model 
 
Crystal clock error model h parameters given (Brown and Hwang 1992) were used for this 
study.  For the purposes of this analysis, this will be assumed to represent a typical 
Temperature Compensated Crystal Oscillator (TCXO) used in GPS receivers.  The h 
parameters are given as: 
 
h0 = 9.43×10
-20
,  h-1 = 1.8×10
-19
,  h-2 = 3.8×10
-21
 
 
The spectral amplitudes (Sf and Sg) were calculated by equations (7) and (8) given above.  
The flicker noise (h-1 term) was ignored since it is impossible to model it with a finite-order 
state model.  Ignoring the flicker noise, results in a mismatch between the model and the 
desired Allan variance for flicker noise.  To account for this, Sf and Sg may be increased as 
done in (Brown and Hwang 1992).  This results in a “compromise model”, with a higher drift 
at short (less than 1 second) and long averaging times, but a better match in the flicker noise 
region.  In this analysis no compromise was made since any mismatch in the flicker noise 
region was acceptable. 
 
 
3.3 CSAC Error Model 
 
The CSAC error model parameters were derived from published results.  Results for an 
improved Rubidium (Rb) cell physics package are given in (Knappe et al. 2005).  This 
information was used to construct a CSAC error model, which was assumed to be 
representative of the predicted “best-case” performance of these clocks.  A complete CSAC 
device also contains a local oscillator and associated control circuitry that will influence the 
overall performance of the clock.  The influence of these systems is not incorporated into the 
error model developed in this section. Additionally, environmental effects that will also 
influence the performance of the clock are not considered in this study.  Thus, in considering 
the physics package only, the Allan deviation of the Rb cell is as follows: 
 
σy(τ) = 6×10-11 τ -1/2 for τ = 1-100 s.  This is within the white noise region. 
 
σy(τ) = 6×10-12 at τ = 1000 s. This corresponds to the flicker noise region.  
 
σy(τ) = 8×10-12 at 1 hour (τ = 3600 s).  This is within the random walk region.  
 
 
From these components, h0, h-1 and h-2 were derived using the conversions given in Table 1. 
 
These were derived as:  h0 = 7.2×10
-21 
,  h-1 =  2.6×10
-23 
,  h-2 =  2.7×10
-27
 
 
The white noise spectral densities (Sf and Sg) were calculated using Equations (7) and (8).  
 
For comparison, a plot of the Allan deviation (ADEV) versus averaging time τ is shown 
below for the crystal (TCXO) and CSAC error models.  
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Figure 2. TCXO and CSAC Allan Deviation 
 
 
It can be clearly seen that the CSAC has much better stability at longer times than the TCXO 
(compare ADEV ~ 4
-12
 (CSAC) with ADEV ~ 4
-9
 (TCXO) at τ = 1000 seconds).  It can also 
be seen from these models that the short term stability of the CSAC is better than the TCXO.  
There is a DARPA objective of ADEV being less than 10
-11
 at τ = 1 hour (Kitching et al. 
2004; Knappe et al. 2005).  However, the actual short term performance of future commercial 
CSAC products is unknown. This study is interested in the long term stability of the 
navigation clock and thus this CSAC model is seen to be a reasonable model of the expected 
performance, considering that it meets the DARPA objective of ADEV < 10
-11
 at τ = 1 hour. 
 
 
3.4 Clock Coasting  
 
In typical GPS receiver operation, the clock bias is estimated in addition to the three 
dimensions of position from four or more satellites.  However, with “clock coasting”, the 
clock is “coasted” during periods of poor satellite geometry or a low number of visible 
satellites.  The “coasting” process fixes the clock bias to the last estimated value calculated 
with good geometry (with four or more satellites) and then allows the clock to drift (small 
drift because of a highly stable clock).  Thus, in this case only three satellite range 
measurements are required to obtain a position fix since the clock bias does not need to be 
solved.  This can result in an improved Dilution of Precision (DOP) because there is an 
effective increase in the number of visible satellites when the number of unknowns is 
reduced.  The improvement in DOP results from calculating DOP for three-satellite 
navigation with “clock coasting” as presented in (Sturza 1983).   
 
During “coasting”, the clock will drift according to the following equation from (Sturza 
1983).  The clock bias error variance is given by  
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Where, 
)(2 tbσ is the clock bias error variance at time t .  
2
0bσ  is the clock bias error variance at the time of the last clock update 0t . 
)( 0
2 ttbs −σ  is the clock bias error variance due to clock stability. 
 
 
2
0bσ  is calculated by 
222
0 PRb TDOP σσ ⋅=  (10) 
 
Where TDOP is the Time Dilution of Precision at the last clock update time, and PRσ is the 
standard deviation of pseudorange errors. 
 
The receiver’s own last estimate of clock bias under good geometry was used for the clock 
update in this study.  Alternatively, the clock update may be achieved by synchronization to 
absolute time using external devices such as a GPS time receiver and time transfer techniques, 
to give greater performance.  
 
bs
σ  is related to the Allan deviation yσ  by, 
 )()( ττστσ ybs =  (11) 
   
Where τ is the elapsed time since last clock update. 
 
The following section presents the simulation results of “clock coasting” with CSAC through 
periods of minimal satellite visibility.   
 
 
4. RESULTS 
 
A two-hour flight heading West from Brisbane, Australia at constant velocity of 150 Knots 
and constant height of 1500 feet above the WGS-84 ellipsoid was simulated.  The simulation 
start time was GPS week 1345 and 345000 GPS seconds, which is October 19, 2005 at 
23:49:47.00 UTC.  The GPS satellite orbits were determined from a saved broadcast 
ephemeris file from an Ashtech Micro-Z CGRS receiver.  A 5 degree elevation mask angle 
was used (DO-229C, RTCA Inc.).  GPS pseudorange error was assumed as σPR = 5 m, 
without Selective Availability (Parkinson et al. 1996), assuming uncorrelated pseudoranges 
with equal variance. 
 
The performance of the CSAC with “clock coasting” compared with the TCXO was evaluated 
through simulating satellite outages.  With no outages, the number of visible satellites above 
the elevation mask angle during the simulation is shown in Figure 3 below.  With outages, at 
10 minutes into the simulation, the number of visible satellites was reduced to a minimum and 
this number was fixed for the remainder of the flight.  During the simulation, satellites were 
dropped or added as necessary (in order of highest PRN number) to maintain the minimum 
number of satellites.  For example, Figure 4 below shows the case where the number of 
visible satellites is reduced to a minimum of 4, after 10 minutes. 
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Figure 3. Satellite Visibility No Outage 
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Figure 4.  4 Satellites visible during outage 
at 10 minutes 
 
For the simulated flight, two independent, unweighted GPS least-squares navigation solutions 
were calculated from simulated pseudoranges.  One solution’s pseudoranges included the 
CSAC clock bias derived from its error model presented in 3.3 above.  The other solution 
used the same pseudoranges but included the crystal clock bias (TCXO) derived from its error 
model presented in 3.2.  When the outages occur at 10 minutes, “clock coasting” is activated 
with the CSAC.  No “clock coasting” was used with the TCXO.   
 
The experiment, as described above, was repeated a number of times where the only change 
made to the simulation was the number of visible satellites during the satellite outage.  This 
was made to provide a direct comparison between TCXO and CSAC navigation performance 
for a fixed number of satellites in view. 
 
 
4.1 Comparison of Dilution of Precision (DOP) for TCXO and CSAC 
    
The calculated DOP from both the “coasted” CSAC and “un-coasted” TCXO navigation 
solutions were compared.  In addition, the performance of CSAC under three-satellite 
navigation was evaluated. 
 
Figures 5 and 6 below present the HDOP and VDOP for the “coasted” CSAC when the 
number of tracked satellites drops to a minimum of 3.  Note that this drop occurs at 10 
minutes (as indicated on the figures) and 3-satellite navigation is maintained for the remainder 
of the simulation.  Also note that an “uncoasted” TCXO solution is not possible with only 3-
satellite navigation.  In Figure 5 the value for HDOP is initially low (below 2) before and 
soon after the outage occurs, but then suddenly increases to nearly 200 at 20 minutes.  At 65 
minutes there is also a sudden increase in HDOP from 2.8 to 17.8.  These sudden increases 
are due to a change of satellites.  The VDOP however, maintains a low value initially and 
gradually grows larger with time.  Unlike the HDOP, the VDOP appears to be largely 
unaffected by the changes in satellites.   
  
 
0 20 40 60 80 100 120 140
0
20
40
60
80
100
120
140
160
180
200
HDOP
H
D
O
P
Time (Mins)
HDOP CSAC
 
Figure 5. HDOP, 3-satellite navigation 
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Figure 6. VDOP, 3-satellite navigation 
 
The same experiment was repeated but for a fixed number of four satellites in view after 10 
minutes.  The results are shown in Figures 7 and 8 below.  It can be seen that as soon as the 
outage occurs at 10 minutes (where the number of satellites drops from 10 to 4), the HDOP and 
VDOP for the TCXO increase dramatically.  The increase in HDOP for the CSAC is not as 
pronounced, and there is no noticeable corresponding increase in the VDOP for CSAC.  At 
approximately 65 minutes into the simulation, the TCXO HDOP and VDOP (dashed line) falls 
below the CSAC (solid line), due to a change in satellites.  Therefore, in this scenario the CSAC 
DOPS are lower than the TCXO DOPS for approximately 55 minutes of “coasting”.  Also, while 
VDOP is typically larger than HDOP for the TCXO, the VDOP CSAC is lower than the HDOP 
CSAC value.  This shows that “coasting” with the CSAC results in an improved vertical 
accuracy for GPS which is largely unaffected by changes in geometry.  These results agree with 
the analysis made by (Murphy and Skidmore 1994; Sturza 1983). 
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Figure 7. HDOP, 4-satellite navigation 
20 40 60 80 100 120
0
1
2
3
4
5
6
7
8
9
10
VDOP
Time (Mins)
V
D
O
P
VDOP TCXO
VDOP CSAC
 
Figure 8. VDOP, 4-satellite navigation 
 
 
The experiment was repeated again for 5, 6, 7 and up to all-satellites in view.  For both 5 and 
6-satellite navigation after 10 minutes (figures not shown), the results were similar to the 
previous case for 4-satellite navigation.  The CSAC DOPs were improved over the TCXO 
DOPS for approximately 55 minutes of “coasting”.  However, with 7 or more satellites in 
view, there was no great improvement in “clock coasting” over not “clock coasting”.  For this 
reason, only the results for 3 to 6-satellite navigation are presented in the following. 
Outage start 
at 10 mins 
Outage start at 
10 mins 
  
 
 
For a comparison between the CSAC and TCXO performance, the average DOP values 
during the 10 minute (start of the outage) to 65 minute period are given in Table 2 below.   
The Position Dilution of Precision (PDOP) is also given in the table, where PDOP was 
calculated as: 
 22 VDOPHDOPPDOP +=  (12) 
 
A PDOP less than 6 can be characterised as “good” geometry (Parkinson et al. 1996).  Using 
this definition, the PDOP is poor for 3-satellite navigation with a “coasted” CSAC.  However, 
for 4-satellite navigation there is an improvement from a PDOP of 10.50 (poor geometry) for 
the TCXO to 3.76 (good geometry) for the CSAC.  This represents a 64.2% improvement 
over the TCXO.  For 5 and 6-satellite navigation, the CSAC PDOPs are lower than the 
CSAC, representing a 49.6% and 44.2% improvement over the TCXO, respectively.  This 
shows that the CSAC can be “coasted” for approximately 55 minutes while maintaining better 
DOP than an “un-coasted” navigation solution with a TCXO.  For most cases, by comparing 
the average HDOP with the average VDOP for the CSAC it can be seen that the VDOP is 
lower than the HDOP which is not normally the case with GPS. 
 
 
Satellites 
Average 
HDOP 
TCXO 
Average 
HDOP 
CSAC 
Average 
VDOP 
TCXO 
Average 
VDOP 
CSAC 
Average 
PDOP 
TCXO 
Average 
PDOP 
CSAC 
3 - 14.58 - 1.84 - 14.70 
4 7.50 3.35 7.36 1.70 10.50 3.76 
5 2.84 1.91 4.11 1.65 5.00 2.52 
6 2.11 1.49 3.33 1.62 3.94 2.20 
Table 2. Average HDOP and VDOP from 10 to 65 minutes 
 
The results given in Table 2 above were for 10 to 65 minutes only, which is the period when 
the CSAC DOP is better than the TCXO.  In further analysis (results not shown) it was 
discovered that good performance (PDOP less than 6) could be maintained by “coasting” with 
CSAC for approximately 80 minutes under 4-satellite navigation, 85 minutes under 5-satellite 
navigation and 90 minutes for all satellites in view (Figure 3).  
  
 
4.1.1 Availability of Navigation Function During the Flight 
 
For aircraft navigation, a certain level of navigation accuracy and integrity must be 
maintained for a given phase of flight.  Only the navigation function availability over the 2 
hour flight scenario was considered in this study; integrity availability is left for a future 
study.  From the ICAO Standards and Recommended Practices (SARPS), the accuracy 
requirement for a non-precision approach (NPA) is 220 m horizontal (95%).  During the 
satellite outage period, the percentage of time that the GPS solution meets this requirement 
was determined by a simple analysis similar to (Lee 1994).      
 
The horizontal radial error 2drms (twice the distance root-mean-square) was calculated by:  
 
 PRHDOPdrms σ⋅⋅= 22  (13) 
 
  
 
Where PRσ  = 5 metres (assuming pseudoranges are uncorrelated and have equal variance).  
If the 2drms is less than 220 m then the navigation function is available for NPA.  For NPA 
the navigation function availability was 100% with CSAC “clock coasting” for 3, 4 and 5 or 
more satellites.  For the TCXO, the availability was 97.7% for the 4-satellite case, and 100% 
for 5 or more satellites.   
 
For Approach with Vertical Guidance (APV), the accuracy requirements for APV I are 16 m 
horizontal and 20 m vertical (95%), and 16 m horizontal and 8 m vertical (95%) for APV II.  
The horizontal and vertical 2drms for the 6-satellite in view case (after 10 minutes), are 
shown in Figures 9 and 10 below.  From Figure 9, the APV I accuracy can just be met in the 
horizontal direction, and the accuracy in the vertical direction can be met for approximately 
40 minutes of CSAC “coasting” (Figure 10).  APV II requirements could not be met.  This 
was also found to be the case under 7-satellite navigation.  However, for 5 satellites in view or 
less, the APV I or AVP II accuracy requirements could not be met at all.  With 8 satellites or 
more, both the TCXO and CSAC met the APV I requirements (but not APV II).  In this case 
there was no advantage in “clock coasting” with CSAC over not “clock coasting”. 
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Figure 9. Horizontal Error 2drms (m) 
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Figure 10. Vertical Error 2drms (m) 
 
 
This analysis has shown that clock coasting with CSAC may achieve NPA accuracy 
requirements easily.  However, while CSAC improves VDOP dramatically, the APV I 
accuracy requirements are only just met in the horizontal direction.  Clock coasting with 
CSAC may only be suitable for supplementing, not replacing, already existing augmentation 
systems (such as the Ground Based Augmentation System (GBAS)).  These issues need to be 
investigated further after CSAC-equipped GPS receivers are available.    
 
 
4.2 Comparison of Position Errors 
 
In addition to the DOP, the position errors between the CSAC and TCXO were compared. 
When the CSAC is being “coasted”, it is of interest to know by how much the position 
accuracy degrades over time, since the navigation solution is not corrected with an estimate of 
clock bias.  
 
For comparison, Figures 11 to 14 below show the errors from the “true” position (which was 
known in the simulation) in the X, Y and Z (ECEF) coordinates for the 5-satellite navigation 
  
 
case.  Note that typical GPS noise models have been used to create realistic position results in 
a simulation environment.  The only difference between the pseudoranges used for the TCXO 
and CSAC solutions was the different receiver clock biases.  Therefore, these position errors 
give a direct comparison between the TCXO and “coasted” CSAC.  In each figure, the upper 
plot is the error in the TCXO navigation solution without “coasting” and the lower plot is the 
error in the CSAC solution with “coasting” activated at 10 minutes.  Recall that the outage 
occurs at 10 mins (as indicated on Figure 11), therefore the position errors for both the TCXO 
and CSAC solutions are identical until the CSAC is “coasted” at the start of the outage.    In 
the “clock coasting” navigation solution, no bias or drift estimation was made.  This can be 
seen by the sloping trend in the X Y and Z CSAC “coasting” plots, since the uncorrected 
pseudoranges are influenced by the CSAC clock bias which is shown in Figure 14.   
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Figure 11. X position error, 5-satellite 
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Figure 13. Z position error, 5-satellite 
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Figure 12. Y position error, 5-satellite 
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Figure 14. Clock Bias Error, 5-satellite  
 
 
In Figure 14, the error in the TCXO clock bias estimate is shown.  Note that no CSAC clock 
bias error estimate is shown, since no estimate of clock bias was made during “coasting”.  
However for comparison, the lower plot shows the CSAC clock bias used in the simulation.   
It can be seen that the CSAC is very stable where it drifts only approximately 15 metres over 
Outage start 
at 10 mins 
Outage start 
at 10 mins 
  
 
the two hour period.  This shows that the CSAC remains stable, which is the reason why it 
can be “coasted” for long periods of time; unlike a TCXO whose clock bias must be 
estimated.  
 
Table 3 below shows the 2drms horizontal and vertical position errors from the true position 
from 10 minutes to 65 minutes of simulation time, calculated from the results shown in 
Figures 11 to 14 above.  While 3-satellite navigation with the CSAC is possible, the 
horizontal error (77.52 metres) is rather large.  For 4, 5 and 6-satellite navigation the 
horizontal and vertical error is lower in the CSAC than in the TCXO.  The most dramatic 
improvement is in the 4-satellite case, where there is a 68.3 % improvement in horizontal 
accuracy and 74.3% improvement in vertical accuracy compared to the TCXO.  This shows 
that even though the clock bias is not estimated, the CSAC position errors are comparable and 
even somewhat improved to the TCXO position errors. 
 
 
Satellites Horizontal 
Error 2drms 
TCXO (m) 
Horizontal 
Error 2drms 
CSAC (m) 
Vertical Error 
2drms 
TCXO (m) 
Vertical Error 
2drms 
CSAC (m) 
3 - 77.52 - 7.98 
4 33.58 10.63 28.98 7.44 
5 8.76 6.51 12.43 7.78 
6 4.94 4.32 10.34 7.60 
Table 3. Position error 2drms from 10 to 65 minutes, 5 satellites 
 
 
5.  CONCLUSIONS 
 
This study has estimated the capability of using Chip Scale Atomic Clocks (CSACs) for clock 
“coasting”, should these devices replace crystal oscillators in GPS receivers in the next few 
years.  The application considered in this study was airborne navigation.  By computer 
simulation, the performance of a “coasted” CSAC was evaluated in comparison to a crystal 
oscillator (TCXO) for a 2-hour simulated flight. 
 
With the Dilution of Precision (DOP), the results showed that the CSAC gave a 64.2% 
improvement over the TCXO in PDOP with four-satellite navigation, for 55 minutes.  The 
CSAC resulted in a PDOP of less than 6 (good satellite geometry) whereas the geometry with 
the TCXO was poor (PDOP > 6).  For 5 and 6-satellite navigation, the CSAC DOP was also 
improved over the TCXO.  Three-satellite navigation was achievable with the CSAC, 
however the performance in this scenario was poor (PDOP > 6).  It was also found that 
“good” navigation performance (PDOP < 6) can be maintained for up to 80 minutes with four 
satellites in view, when coasting with the CSAC.  This shows that the CSAC will be of 
benefit where there is poor geometry or low satellite visibility for reasonable lengths of time.   
 
A navigation function availability analysis was conducted for the simulated flight.  The 
“coasted” CSAC gave 100% availability under four or more-satellite navigation for the NPA 
phase of flight.  This was improved over the 97.7% availability for the TCXO with four 
satellites in view.  It was also found that APV I accuracy requirements could be met in the 
horizontal and vertical directions for approximately 40 minutes with 6 satellites in view; 
however the horizontal requirement is just met.  APV I requirements could not be met at all 
with less than 6 satellites, and there was no great improvement with the CSAC for more than 
  
 
6 satellites.  For aviation, these results indicate that the CSAC may be of benefit for all phases 
of flight down to NPA but not APV.   
 
A comparison of position errors from simulated pseudoranges showed that the “coasted” 
CSAC gave a 68.3% and 74.3% improvement in horizontal and vertical accuracy, 
respectively, for a period of 55 minutes under four-satellite navigation.  Accuracy for 5 and 6 
satellite navigation is also improved with the CSAC. 
 
In conclusion, the results have shown that CSACs are a promising technology that will allow 
good navigation performance for reasonable lengths of time in areas where low satellite 
visibility or poor geometry may be a problem.  In addition, the CSAC gives a greater 
confidence in the vertical position accuracy than is normally achieved with GPS in these 
situations.  For these reasons it is expected that CSACs will be of great benefit to airborne 
navigation and GNSS in general.  
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