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the three-parameter logistic (3PL) model is an attractive alternative to the two-parameter logistic (2PL) model without actually fitting a 3PL model. This test is derived in Section 1.. In Section 2., its use is considered for data from the Praxis TM series of examinations. Implications of results for psychometric practice are considered in Section 3.. Although the specific application considered here does not appear to be readily found in the literature, similar attempts at model diagnosis have been employed in the past to detect other departures from the 2PL model (Glas, 1999) .
Throughout this report, n ≥ 1 examinees each take a test with q ≥ 3 items, a random variable X ij is 1 if item j is answered correctly by examinee i, and X ij is 0 if item j is not answered correctly. Each vector X i of responses X ij , 1 ≤ j ≤ q, is independent and identically distributed.
The set Γ of possible values of X i consists of all q-dimensional vectors such that each coordinate is 0 or 1. The distribution of X is characterized by the array p of probabilities
for x in Γ, so that p is in the simplex T of arrays r with nonnegative elements r(x), x in Γ, with a sum of 1. The log likelihood function at r in T is then
estimates the expected log penalty per item
from probability prediction of X 1 by use of r. For a nonempty subset S of T , the maximum log likelihood (S) of (r) for r in S then leads to the minimum estimated expected log penalty per itemĤ(S) = −(nq) −1 (S) ofĤ(r) for r in S (Gilula & Haberman, 1994 , 1995 . HereĤ(S) is an estimate of the minimum expected log penalty per item H(S) of H(r) for r in S. A memberp of S is a maximum-likelihood estimate of the probability array p (relative to S) if (p) = (S).
In both the 2PL and 3PL models (Bock & Aitkin, 1981; Bock & Lieberman, 1970; Hambleton, Swaminathan, & Rogers, 1991) , a random ability variable θ i is associated with each examinee i, and the X ij , 1 ≤ j ≤ q, are conditionally independent given θ i . The pairs (θ i , X i ) are independent and identically distributed, and the distribution function of θ i is D. In this report, the simple case will be considered in which D is assumed equal to the standard normal distribution function Φ.
For each item j, the conditional probability P j (θ) that X ij = 1 given θ i = θ is positive and less than 1, so that Q j (θ) = 1 − P j (θ) is also positive and less than 1. The function P j is the item characteristic curve, and
is the item logit function (Holland, 1990) , so that
and
Let λ have coordinates λ j for 1 ≤ j ≤ q, and let
for q-dimensional vectors u and v with respective coordinates u j and v j for 1 ≤ j ≤ q. For
a variation on the Dutch identity yields (Holland, 1990) .
The set S 2n that corresponds to the normal 2PL model consists of all arrays p in S such that (3) and (4) hold, D = Φ, and
for some q-dimensional vectors a and γ with respective coordinates a j > 0 and γ j for 1 ≤ j ≤ q.
For item j, the item discrimination is a j , and the item difficulty is γ j /a j . The set S 3n for the normal 3PL model consists of all arrays p in S such that (3) and (4) hold, D = Φ, and
for some real a j > 0, c j in [0, 1), and γ j . The 3PL case reduces to the 2PL case if each c j = 0.
The a j and γ j can be interpreted as in the 2PL model, and c j is a guessing probability. In the construction of the desired test statistic, the restriction set S 3nk is considered for 1 ≤ k ≤ q in which p in S 3n is in S 3nk if (3), (4), and (6) hold for D = Φ and for some a j > 0, c j > 0 in [0, 1), and γ j , 1 ≤ j ≤ q, such that c j = 0 if j = k. For use in comparison of estimated expected penalties, it is also helpful to note that the set S 1n for the normal Rasch model consists of p in S 2n such that (3) and (4) hold, D = Φ, and (5) holds for some q-dimensional vectors a and γ with respective coordinates a j > 0 and γ j for 1 ≤ j ≤ q and a j = a 1 for j > 1.
The Test Statistic
To construct the desired score test statistic, consider an item k from 1 to q. Consider the null hypothesis that the probability array p is in S 2n , so that the normal 2PL model holds, against the alternative that p is in S 3nk . Letâ andγ be the respective maximum-likelihood estimates of the vectors a and γ under the 2PL model. For 1 ≤ j ≤ q, letâ j be coordinate j ofâ, and letγ j be coordinate j ofγ. To construct the test, consider the 3q-dimensional vector τ with coordinates
Let p τ be the array in S 3n such that (3), (4), and (6) hold for p = p τ , and let H(τ ) = (p τ ). Let
so that
The test statistic requires partial derivatives of H. Let h ij (τ ) denote the partial derivative of h i at τ with respect to τ j , and let H j (τ ) denote the partial derivative of H at τ with respect to τ j , so that
Letτ * be the 3q-dimensional vector with coordinatesτ * j =â j ,τ * q+j =γ j , andτ * 2q+j = 0 for 1 ≤ j ≤ q. For item j, the score test statistic is U j = H 2q+j (τ * ). To evaluate U j , let λ(θ) = θâ −γ be the maximum-likelihood estimate of λ(θ) under the 2PL model. Letλ j be coordinate j ofλ, and letV
be the maximum-likelihood estimate of V for the 2PL model. Let
be the maximum-likelihood estimate of P j under the 2PL model. Use of the chain rule of differentiation and use of standard properties of exponential families (Berk, 1972) shows that
where
Comparison of the standard asymptotic variance formula for n 1/2 U j (Aitchison & Silvey, 1958 ) with standard regression formulas (Rao, 1973, pp. 267-268) shows that the asymptotic variance σ 2 j of n 1/2 U j is the same as the mean-squared error from linear prediction of h i(2q+j) (τ ) by h ik (τ ), 1 ≤ k ≤ 2q. Differentiation shows that, under the 2PL model with c j = 0 for 1 ≤ j ≤ q,
It is a straightforward matter to verify that σ 2 j is consistently estimated by the residual mean-squared error s 2 j from linear regression of U ij ontoĥ ik = h ik (τ * ) for 1 ≤ k ≤ 2q, where 1 ≤ i ≤ n. The desired statistic for item j is then t j = n 1/2 U j /s j . The statistic t j has an approximate standard normal distribution under the 2PL model, with the approximation increasingly accurate as the sample size becomes large. If p τ is in S 3nj for some item j and if c j is small, then (S 3nj ) is well-approximated by (S 2n ) + t 2 j /2 andĤ(S 3nj ) is well approximated bŷ H(S 2n ) + t 2 j /(2nq).
Application to Data
In the example under study, n = 8, 686 and q = 45. It should be emphasized that the test statistics do not imply that the 3PL model provides a description of the data that is much better than the description provided by the 2PL model. For some perspective on this point, consider some estimated log-penalty functions that can be derived for the data under study. The estimateĤ(S 2n ) for the normal 2PL model is 0.59157, whileĤ(S 3n )
for the normal 3PL model is 0.59074. This gain of 0.00083 is quite modest. For comparison, the minimum estimated expected penalty per item for the normal 1PL model is 0.59639, so that the gain from use of the normal 2PL rather than the normal one-parameter logistic (1PL) model is 0.00482. The estimated expected log penalty under the trivial model that all X ij , 1 ≤ j ≤ q, are independent is 0.62467, so that the gain for the normal 1PL model over the independence model is 0.02828, a much larger gain than the gain from the normal 1PL model to the normal 2PL model. 
Conclusions
The analysis here suggests that routine use of the normal 3PL model may not necessarily be wise. For the data under study, the score test suggests that many guessing parameters are not clearly different from 0 even if the normal 3PL model holds. In addition, the gain in data description from use of a 3PL rather than a 2PL model appears small. Given the much greater computational difficulties associated with the 3PL model relative to those for the 2PL model, the question must be raised whether proponents of the 3PL model can demonstrate cases in which the gain from the 3PL model rather than the 2PL model is much larger than is observed here.
The issue of guessing parameters not clearly positive is especially important from a computational perspective, for computations with the 3PL model are hardest when the guessing probabilities do not clearly differ from 0 (Hambleton et al., 1991, p. 44 ).
An alternative approach to testing a 2PL versus a 3PL model would involve a likelihood-ratio chi-square test statistic such as 2nq[Ĥ(S 3n ) −Ĥ(S 2n )]; however, such a test involves two complications. The 3PL model must be fit, and, even if the null hypothesis holds and the sample size is large, the chi-square approximation is not satisfactory due to the requirement that the guessing parameters c j be nonnegative.
