Abstract. This paper presents a program analysis for secure information flow. The analysis works on a simple imperative programming language containing a cryptographic primitive-encryption-as a possible operation. The analysis captures the intuitive qualities of the (lack of) information flow from a plaintext to its corresponding ciphertext. The analysis is proved correct with respect to a complexity-theoretical definition of the security of information flow. In contrast to the previous results, the analysis does not put any restrictions on the structure of the program, especially on the ways of how the program uses the encryption keys.
Introduction
Executing a program causes information about its inputs to flow to its outputs. If the inputs and outputs of a program are partitioned into public and secret ones then it is important to be sure that the program has secure information flow -no information about secret inputs flows to public outputs in a way that an adversary could make use of it.
If one wants to prove correct an analysis checking programs for secure information flow, one has to formalize when the public outputs of the program contain or do not contain information about secret inputs that is useful for an adversary. The usual formalization is noninterference [9] which states that the public outputs must not contain any information about the private inputs. In its variant for probabilistic systems [10] , noninterference means that the probability of private inputs being equal to some value must be equal to the conditional probability of private inputs having that value, under the condition that the public outputs have a certain value.
Consider a program that takes two inputs -an encryption key k and a message M -and outputs Enc(k, M ) -the encryption of M under key k. Obviously, Enc(k, M ) contains information about M as it is in principle possible to find M from Enc(k, M ). Hence, if M is secret and Enc(k, M ) is public then the noninterference property does not hold. On the other hand, the security of Enc requires that an adversary, whose resources (computation time and space) have certain bounds, cannot derive anything about M from Enc(k, M ). If we consider only such bounded adversaries then we could deem this program secure. The bounds on working time (and space) of the adversaries are lax enough (probabilistic polynomial time) for all realistic adversaries to satisfy them. This example shows that for taking into account the effects of cryptographic primitives, we need a bit weaker definition of noninterference. We give that definition in this paper.
Having given that weaker definition, we obviously want to know which programs satisfy it and which ones do not. We use static program analysis to determine this. This analysis is the other contribution of this paper. The analysis also takes into account the intuitive qualities of the encryption operation.
The structure of this paper is the following. In Sec. 2 we describe some related work. Particularly, we describe our own earlier results [11] and explain what they were lacking. In Sec. 3 we explain what the security of an encryption scheme means. We also explain what the sameness means in cryptography. In Sec. 4 we introduce our programming language and give the definition of secure information flow. The information flow is deemed secure if certain two probability distributions, containing the inputs and outputs of the program, are "the same". In Sec. 5 we describe the structures that the analysis works on; these structures are abstractions of probability distributions over program states. Sec. 6 presents the analysis itself and also gives a small example of it in action. Sec. 7 says some words about the correctness proof. Finally, Sec. 8 concludes.
Related Work
Using program analysis for certification of secure information flow was pioneered by Denning and Denning [7, 8] . They annotated the program statements with the information flow between the variables caused by that statement, and analyzed this flow. Volpano et al. [24] gave a definition of secure information flow and accompanying analysis without using any instrumentations.
Leino and Joshi [13] define a program to be secure if, no matter what its secret inputs are, the public outputs always look the same for the same non-secret inputs. "Looking the same" is not specified further, different security definitions can be obtained by plugging in different formalizations. The security definition that we are using can be seen as an instance of theirs.
Recently, some work has been done to define weaker notions of secure information flow which allow analyzing programs containing cryptographic primitives without losing the precision one intuitively assigns to these primitives. Volpano and Smith [23, 22] have presented analyses of programs containing one-way functions as primitive operations. Unfortunately, one is quite restricted in using the one-way function if one wants to take advantage of the weakened security definition.
Another approach has been our own [11] , analyzing programs containing encryption as a primitive operation, and having its own set of restrictions. The restriction was in the usage of encryption keys -their only allowed usage was as an encryption key. They were not allowed to occur in any other situations, for example in other expressions. Particularly, the encryption keys were not allowed to be plaintexts in encryptions. Such usage would have created dependencies (between values of different variables) that our abstraction could not keep track of.
There was also another restriction on programs. The equality and inequality of different variables storing encryption keys had to be known statically at each program point. Making the equality of keys depend on the inputs of the program again introduced dependencies that our abstraction could not keep track of.
There have also been attempts to precisely formalize and analyse cryptographic protocols. Instead of the usual assumption that cryptographic primitives are perfectly secure-they are modeled as functions for which only a very restricted set of formulas holds ( [5, 1] are among the most prominent examples), one attempts to take into account that the cryptographic primitives may be implemented by any algorithm satisfying some complex complexity-theoretical definition; dealing with those definitions is an issue that both the analyses for secure information flow and the analyses of cryptographic protocols must handle. Mitchell et al. [14] [15] [16] extended the spi-calculus [1] with (polynomial) bounds on message lengths and execution time, and developed a probabilistic semantics for this extension. This has allowed them to prove the protocols correct with respect to polynomially bounded adversaries, where the cryptographic primitives that the protocols employ are real ones. These proofs are entirely hand-crafted, though; there are no mechanical means (like program analysis) to derive them. Pfitzmann et al. [18] [19] [20] 4] have given a framework to faithfully abstract the cryptographic primitives, such that the proofs about protocols using these abstractions would also hold if the abstractions are replaced with the actual primitives. Abadi and Rogaway [3] have shown that the formal construction of messages from simpler ones by tupling and encryption is computationally justified-if two formal messages look the same (where "looking the same" is defined over the formal structure; it makes the contents of the encrypted submessages irrelevant), and if the encryption primitive satisfies certain requirements, then no polynomially bounded adversary can distinguish the actual representations of these messages as bit-strings. This work was later extended by Abadi and Jürjens [2] . They considered program traces instead of expressions.
Cryptography and Secure Encryption
Encryption plays a big part in our contribution, so let us formally explain what it is and what its security means. In the course of this explanation we also cover the notion of indistinguishability -the computational equivalent of sameness.
An encryption scheme is a triple of algorithms (G, E, D). They all must have running times polynomial to the length of their arguments. The algorithm G is the key-generation algorithm. It is invoked to create new encryption keys. The algorithm G takes one argument -the security parameter n ∈ N (represented in unary, because of the comment about the running times of algorithms) which determines the security of the systemmore concretely, it determines the length of the keys. Larger security parameter means longer keys. The encryption algorithm takes as its arguments the security parameter, a key returned by G(1 n ) (actually, we could assume that the security parameter is contained in that key but this is the usual presentation), and a plaintext -a bit-string. It returns the corresponding ciphertext. The arguments and the return value of the decryption algorithm are similar, only the places of plaintext and ciphertext are reversed. The key generation algorithm is obviously probabilistic, the decryption algorithm is deterministic. The encryption algorithm may either be deterministic or probabilistic but for satisfying the security requirements stated below it has to be probabilistic. It is required that the decryption of an encryption of a bit-string is equal to that bit-string.
The security requirement we put on the encryption scheme is the same as Abadi and Rogaway [3] used. We want the encryption to conceal the identity of both plaintexts and encryption keys and we want it also to hide the length of the plaintexts. The precise definition follows.
Let A be a probabilistic polynomial-time (PPT) algorithm, let n ∈ N and b ∈ {0, 1}.
Consider the following experiment Exp
A (n):
1. Generate a random bit b ∈ {0, 1} by tossing a fair coin. 2. Define two black boxes O 1 and O 2 . A black box is something that can be queried with bit-strings, for each query the black box returns an answer -another bitstring. There are no other ways to find out the implementation details of a black box. The contents of the boxes O 1 and O 2 depends on the value of b:
* , invokes E(1 n , k, x) and outputs its return value. Similarly, let O 2 be a box that encrypts its inputs with the key k ′ .
* be a fixed (and known to all) bit-string. Generate a key k by invoking G(1 n ). Let O 1 be a box that, on input x ∈ {0, 1} * , invokes E(1 n , k, 0) and outputs its return value. Let O 2 be identical to O 1 . 3. Invoke the algorithm A, giving it 1 n as an argument, and also giving it (oracle) access to the black boxes O 1 and O 2 . Let b * be its output.
If b = b
* then output true, else output false.
Consider the quantity Adv
Here the probability is taken over the choice of b, as well as over the random choices of G (while generating the key(s)), E (while invoking the oracles) and A. The quantity Adv A (called the advantage of A; it shows how much better A is in guessing b, compared to simple coin-tossing) is a function from N to R. We say that the encryption scheme is type-0 secure 1 , if Adv A is negligible for all PPT algorithms A. A function f : N → R is negligible if its absolute value is asymptotically smaller than the reciprocal of any positive polynomial.
It is possible to construct type-0 secure encryption schemes (under standard assumptions). See [3] for details.
The security definition was an instance of demanding the indistinguishability of certain families (indexed by n ∈ N) of probability distributions. In our case, we demanded the indistinguishability of the following families of distributions over pairs of black boxes:
Here x ← D denotes that the variable x is distributed according to the probability distribution D. The brackets {| · |} are used to construct new probability distributions.
For defining the indistinguishability of two families of probability distributions D and D ′ we have to change the wording of the description of the experiment Exp A (n) a bit. Namely, let the 2nd and 3rd point be the following:
2. Generate a quantity x, according to one of the probability distributions
Invoke the algorithm A, giving it 1 n as an argument, and also giving it access to x.
The meaning of the phrase "access to x" depends on the type of x. If x is a bit-string then it is simply given as an argument to A. If x is a black box then A is given oracle access to it. If x is a tuple then A is given access to all components of the tuple. Again, we consider the advantage of A and demand its negligibility for all PPT algorithms. We let D ≈ D ′ denote that D and D ′ are indistinguishable. Our definition of secure information flow is given through the notion of [computational] independence, which is defined as follows. Let D be a family of probability distributions over some set of tuples. We assume that all tuples in that set have same arity and also same names of components. In the rest of this paper, the program state is represented as a tuple, its components are the values of the variables. If f is a tuple and X is a set of component names, then we let f (X) denote the sub-tuple of f , consisting of only the components with names in X. Let X and Y be two sets of component names. We say that X and Y are independent (or that X is independent from Y ) in the family of distributions D, if
Syntax, Semantics and Security Definition
The programs whose information flow we are studying are written in the following simple imperative programming language (the WHILE-language):
Here x, x 1 , . . . , x k , b are variables from the set Var and o is an operator from the set Op. Each operator has a fixed arity. We assume that there are two special operators in the set Op -a binary operator Enc that denotes encryption, and a nullary operator Gen that denotes the generation of new keys. Our analysis handles these two operators in a more optimistic way than others. Decryption is not handled differently from other operators, therefore it will not be mentioned any more. Our security definition is given in terms of the inputs and outputs of the program, therefore it is natural to use denotational semantics. The denotational semantics [[P]] of the program P maps the initial state of the program to the final state, i.e. its type is State → State ⊥ . For imperative programs, the state is a function mapping the variables to their values (or alternatively, a tuple of values, indexed by variables) from the set Val. The extra element ⊥ denotes non-termination. Note that the denotational semantics hides some aspects that may be observable in the real world -for example the running time of the program, the power consumption of the computer executing the program, the electromagnetic radiation emitted by that computer etc. Our security definition cannot take these aspects into account.
We mentioned that the encryption algorithm has to be probabilistic. If this is the case, then the semantics of programs also has to accommodate probabilism. 
] n is defined exactly as in Fig. 4.1 in [17] and we are not going to elaborate it here any more.
The model of security that we have in mind here is the following: There is a certain set of private variables Var S ⊆ Var whose initial values we want to keep secret. After the program P has run, the values of the variables in a certain set Var P ⊆ Var become public. The attacker tries to find out something about the initial values of secret variables. It can read the final values of public variables.
The possible inputs of the program P are somehow distributed. For the security parameter n ∈ N, let their distribution be D n ∈ D(State). The (structure of the) family of distributions D is assumed to be public knowledge.
We define security only for programs that run in (expected) polynomial time. We claim that this decision causes us no loss of generality. Namely, before the attacker obtains the final values of public variables, it is expected to wait for the program to finish its execution. If the program runs for too long time and the attacker keeps waiting then it cannot find out anything about the initial values of secret variables. Alternatively, at a certain moment the attacker may decide that the program is taking too long time to run and should be considered to be effectively nonterminating; the final state should be considered to be ⊥. We "compose" the original program and the attacker's decisionmaking process about the running time of the program. The result is a program that runs in polynomial time. We could define the original program to be secure iff the composed program is. This composition amounts to running a clock parallel to the program (here "parallel to" means "interleaved with") and terminating after having run for a long enough time.
If the program runs in polynomial time then we no longer have to take the possible non-termination into account. Therefore the semantics of the program [[P ]] transforms the initial family of probability distributions D to a final family of probability distributions
we have somewhat abused the notation here). Let us make one more assumption -that the program does not change the values of the private variables Var S . This assumption obviously is not a significant one -we can always add new variables to the program and use them instead of the ones in Var S . We now say that the program P (with inputs distributed according to D) has secure information flow if Var S and Var P are [computationally] independent in the family of distributions D ′ .
Abstract Domain
The domain of the analysis is an abstraction of the set D(State) N -the set of families of probability distributions over State. The analysis then maps the abstraction of the initial family of distributions D to an abstraction of the final family of distributions D ′ . Note that we said "an abstraction", not "the abstraction" -the analysis is allowed to err to the safe side. The question of secure information flow is obviously incomputable therefore an always precise analysis cannot exist.
Let us introduce some notation first. Let S ∈ State and x ∈ Var. Then S(x) denotes the value of the variable x in the program state S. Additionally, we let S([x] E ) denote a black box that encrypts its inputs, using S(x) as the key. , where S n is distributed according to D n , is indistinguishable from a "real" encrypting black box E(1 n , k, ·) where k is distributed according to G(1 n ). "Erring to the safe side" while abstracting D means leaving out some elements from these two sets.
The introduction of the encrypting black boxes [x] E allows us to track different "kinds of dependence". As an example, let x, k and l be variables and let D be such a family of distributions, that the value of k is distributed as an encryption key, the value of x is some ciphertext that has been created by encrypting something with the key k, and the value of l is obtained from the value of k through a simple (and reversible) arithmetic operation. Then neither {l} nor {x} are independent from {k} in the family of distributions D (for detecting whether the value of x and the value of k come from the same state or from different states, try to decrypt the value of x with the value of k and consider, whether the result is a sensible plaintext). However, the dependence of l and k is of quite different quality than the dependence of x and k. Someone that knows (the value of) l can decrypt ciphertexts encrypted with k. Someone that knows only x surely cannot do that. Independence from [k] E distinguishes l and x. The sets {x} and {[k] E } are independent in the family of distributions D. The sets {l} and {[k] E } are not.
The analysis takes the program text and an abstraction A of the initial family of distributions D. The description of this family of distributions must be found from the context where the program is used. This description should be precise enough, such that a reasonable abstraction A can be deduced from it. Describing D and finding A is, however, not the topic of this paper. In most of earlier papers, an implicit assumption has been made that all variables are independent of each other.
The analysis
is defined inductively over the structure of program P. Here Var denotes the set of variables currently in consideration. We have introduced it because for computing the analysis of certain programs we may need to analyse their subprograms with respect to more variables. For analyzing the program if b then P 1 else P 2 we need to introduce an extra variable while analyzing P 1 and P 2 . This extra variable is used to keep track of the dependencies of the initial value of the variable b.
Let P be an assignment x := o(x 1 , . . . , x k ) and let A ∈ F(Var) be an abstract value. In this case
is defined in the following way:
-The sets A ′ indep and A ′ key contain all the elements to satisfy the rules on Fig. 1 . Let us explain this definition a bit. The requirements of symmetry and monotonicity have been added to decrease the number of different cases that the rules must cover. It is obvious (from the definition of independence) that it is safe to state that A ′ indep is symmetric. It is almost as obvious that monotonicity is also a safe requirement -if X ′ and Y ′ are not independent, i.e. there exists an algorithm that can distinguish the two distributions in (1) for X ′ and Y ′ , then the same algorithm can also distinguish these two distributions for X and Y .
As next we will explain what is the basis of the rules in Fig. 1 . The rule (2) says that if the program P does not change the values of certain variables (namely those in sets X and Y ) then their independence before the execution of the program implies their independence after the execution. The rule (3), as well as its variants say that if a certain set of variables (the set Y ) is independent from another one then everything that can be computed from the values of these variables is still independent of that other set.
The rule (4) makes use of the type-0 security of the encryption scheme. Consider, what do we need for the independence of X and Y ∪ {x} in the final family of distributions.
First, by monotonicity X and Y must be independent in the final family of distributions, and by the rule (2) also in the initial family. Obviously, the variable k must be an encryption key. And if we want the value of x to appear like a random bit-string, then everything else in our possession (the values of variables and encrypting black boxes in X and Y ) must not help us in decrypting it. We also have to add the value of y to the things that do not help us in decrypting x because the security definition of the encryption scheme does not cover the case where something that is related to the encryption key is encrypted with it (Abadi and Rogaway [3, Sec. 4.2] explain this case in more detail). As we have explained in Sec. 5, this non-relatedness corresponds to the last antecedent in the rule (4).
The rule (5) states that a "real" encrypting black box (which [x] E in this case is) is independent of itself. This is a simple consequence of the security definition of the encryption scheme. The rules (6) and (6') state that if some value is distributed as an . Consider now the program if b then P 1 else P 2 . Let Var asgn ⊆ Var be the set of variables that are assigned to in at least one of the programs P 1 and P 2 . Let N be a variable that is not an element of Var and let Var ′ = Var ⊎ {N }. Given an abstract value A ∈ F(Var), representing the abstraction of the initial family of distributions, compute
So, we have used the extra variable N to "save" the initial value of b. In the analyses of P 1 and P 2 , the variable N appears where the initial value of b would have appeared. The next step is to take the meet of the analyses of P 1 and P 2 . The order on F(Var) is defined so that larger values are more precise and smaller values more conservative, therefore the meet of two values is the most precise value that is at least as conservative as any of them. Let
indep and A ] E . They are distributed in the same way at the ends of both branchesno matter what the branch was, they are "real" encrypting black boxes. As they also are independent of everything else (this is stated by the first group of antecedents and by the antecedent just above it), their values cannot give away which of the branches was taken. The second group of antecedents states that for having [x i ] E independent of itself after the if -statement, it also has to be independent of itself at the end of both branches.
The rule (9) says that if something is independent of N (the initial value of the guard variable b) and Y at the end of both branches then it is also independent of Y after the if -statement. This follows from the possibility to find the values of the variables and black boxes in Y after the if -statement, if we know their values at the end of both branches and we also know which branch was taken. The additional black boxes [x 1 ] E , . . . , [x m ] E that are in the other side of the pair of variables and encrypting black boxes, have to satisfy similar conditions as in the previous rule.
The rule (10) is the same as the rule (6) . But if k may have been changed in the branches then its distribution as a key at the end of both branches does not necessarily guarantee its distribution as a key at the end of the if -statement. Namely, the value of k may have influenced, which of the branches was taken. But if the value of k has not influenced the chosen branch (i.e. k is independent of the initial value of the guard variable) then its distribution as a key at the end of both branches is sufficient for its distribution as a key at the end of the if -statement.
Consider now the program while b do P and let A ∈ F(Var). Let A (0) = A and We are not any more going to mention the use of rules (2), (6) and (10) 
