Abstract. The method of Muskhelishvili for solving the biharmonic equation using conformal mapping is investigated. In CDH] it was shown, using the Hankel structure, that the linear system in Musk] is the discretization of the identity plus a compact operator, and therefore the conjugate gradient method will converge superlinearly. Estimates are given here of the superlinear convergence in the cases when the boundary curve is analytic or in a H older class.
1. Introduction. In CDH] a method for the solution of boundary value problems for the biharmonic equation using conformal mapping was investigated. The method is an implementation of the classical method of Muskhelishvili Musk] . In CDH] it was shown, using the Hankel structure, that the linear system in Musk] is the discretization of the identity plus a compact operator, and therefore the conjugate gradient method will converge superlinearly. The purpose of this paper is to give estimates of the superlinear convergence in the cases when the boundary curve is analytic or in a H older class.
The paper is organized as follows. Section 2 describes the original method for simply connected regions. The representation of the biharmonic function and the boundary conditions in terms of the analytic Goursat functions is given. Transplanting the boundary conditions to the unit disk with a conformal map then leads to a linear system for the Taylor coe cients of the Goursat functions on the disk. In Section 3, some results from conformal mapping are used to show that the linear system can be formulated in terms of a compact operator with a Hankel structure. In Section 4, the superlinear convergence rates of the conjugate gradient method applied to the linear system are established. In section 5, numerical results are given to illustrate the theorems.
The biharmonic equation. As in CDH]
, we will follow the presentation in KK] and Musk]. We wish to nd a function u = u( ; ) which satis es the biharmonic equation, (2) Let (z) = truncated after n terms and solved e ciently using the conjugate gradient method. The matrix-vector multiplications can be done in O(N log N) using fast Fourier transforms (FFTs). There is a moment condition to be satis ed by the data. After transplantation to the disk, this condition can be stated as Re R jzj=1 G(z)f 0 (z)dz] = 0. Furthermore, and are not unique. In short, one needs to specify a 0 = (0) = 0 and Im(a 1 =f 0 (0)) = 0 which will be incorporated into the derivations.
It should be noted that if our boundary data corresponds to G = 0 then the only possible (nonzero) choice for is (z) = Cif(z), for some nonzero C 2 R. This implies that the null space corresponding to the in nite system in (3) is one dimensional and the eigenvector spanning this space is given by a k = ic k ; k = 1; 2; 3; where f(z) = P 1 k=1 c k z k :
3. Compact Operators. As in CDH], we take real and imaginary parts of equation (3) 
where we have used the notation a k = k + i k , h k = k + i k , and A k = B k + iC k .
For visualization purposes, we combine equations (5) and (6) The result follows as in Theorem 2.
Though Corollary 1 shows that M 1 is compact, a precise estimate on the eigenvalues of M 1 is needed to obtain superlinear convergence rates for error vectors of the conjugate gradient method. This leads us to the next section.
4. Superlinear Convergence Rates. First, we will discretize the in nite systems above. As in CDH], we do this by truncating (3) after n terms, replacing the h k for k = 1; : : :; n by the values computed with the discrete Fourier transform, and setting h k = 0 for k = n + 1; : : :; N ? 1; where N = 2n: The decay of the h k 's given in Lemma 1 will guarantee that the resulting nite system is only a small perturbation of the in nite system. We denote by x (n) and r (n) ; the N-vectors formed by truncating x and r and by M n the N N matrix formed by truncating M 1 ; etc. Then, for instance,
where the (k; j)th entry of M r;n and M i;n are respectively p kjRe(h k+j ) and p kjIm(h k+j ).
Our problem is then to solve the truncated version of (8), the N N system
Recall that x (n) is subject to a uniqueness condition. Since f 0 (0) > 0, the condition Im(a 1 =f 0 (0)) = 0 implies x (n) n+1 = 0. Put A 1 = I 1 + M 1 , and A n = I n + M n . and conjugate gradient will converge in this subspace if the initial guess x (n) 0 = 0 is chosen. Our solution can be written in the form
where is to be determined from the uniqueness condition. Thus, conjugate gradient will be applied to nd the x (n) in v (n)?
. Our goal is to give a precise estimate for the superlinear convergence of the method. De ne the norm kxk 2 A = x T Ax and the error vector at the qth step e q = x (n) ? x (n) q : We are now ready for the main result.
Theorem 3. Assume A 1 is positive semide nite with exactly one null vector v. Then, for large n, the error vector e q at the qth step of the conjugate gradient method applied to v (n)? satis es the following estimates.
(i) If ? is analytic, there is an r; 0 < r < 1, such that ke 4q k A n C q r q 2 ke 0 k A n : (9) (ii) If ? is of class C l+1; , l 2, 0 < < 1, then ke 4q k A n C q ((q ? 1)!) 2(l?2+ ) ke 0 k A n : (10) Here C is a constant that depends on the conformal map.
Proof: The proof follows closely the proof of Theorem 3 in Chan]. From the standard error analysis of the conjugate gradient method, we have ke q k A n min P q max 2 (A n ) jP q ( )j ] ke 0 k A n ; (11) where the minimum is taken over polynomials of degree q with constant term 1 and the maximum is taken over (A n ), the spectrum of A n ; see for instance GVL]. Actually, we restrict A n to v (n)?
as discussed above so that by An], for large n, (A n ) ( ; 1), for some > 0 which is independent of n. In the following, we will try to estimate the minimum in (11). We will prove (9) rst.
Assume ? is analytic. We write M n = W (k) n + U (k) n ; 8k 1;
(12) where U (k) n is the matrix obtained from keeping the number 1; 2; : : :; k and number n + 1; n+2; : : :; n+k columns and rows of M n while replacing all other entries of M n by zeros. Clearly, rank (U Having obtained the bounds for k , we can now construct the polynomial that will give us a bound for (11). Our idea is to choose P 4q that annihilates the 2q extreme pairs of eigenvalues. 
The estimate (10) now follows directly from (11) and (17).
In case A 1 is not semide nite we can solve the normal equations by the conjugate gradient method. It is clear that (I n + M n ) 2 will then be positive de nite on v (n)?
. Using the techniques in the proof of Theorem 3 one can establish a similar result for the normal equations. This will not be done here. In CDH], we solved the normal equations. However, in all of our examples so far, we have found that I n + M n is (nearly) positive semide nite; see, e.g., Figures 1a and 2 and example (iii), below. Therefore we just solve (I n + M n )x (n) = r (n) by conjugate gradient in our examples below. Tables 1, 2a , 2b, and 3a, the discretization error is given by the supremum norm max 0 j N?1 j (e i2 j=N ) ? n (e i2 j=N )j;
where n is our nth degree approximation to and in Tables 1, 2a , and 2b iter is the number of iterations required by conjugate gradient for the residuals to be 10 ?14 : Though we have no proof for the most general case, we expect the following:
Discretization error. This is indeed what we see in our examples below.
Example (i), arctanh. Here the conformal map is given by f(z) = log((1+rz)=(1?rz)); 0 < r < 1; which maps the disk to increasingly elongated, cigar-shaped regions as r " 1:
This map is perhaps the simplest example of a conformal map exhibiting the exponential crowding De]. Table 1 shows that the discrete error behaves like O(R n ) as expected. The semilog plot in Figure 1b exhibits the superlinear convergence behavior of the residuals in the conjugate gradient iterations as an illustration of Theorem 3(i). We have also computed kx q+1 ? x q k A n as an approximation of ke q k A n for our examples and found the values to behave roughly like the residuals. Also note that the number of outlying eigenvalues of I n +M n in Figure 1a is roughly equal to the number of conjugate gradient iterations given in Table 1 
is for 0 < < 1 a function in H older class C l+1; . If C = 0:4A+0:6 r B and jAj > jBjr2 r?1 , then the function
where (z) = (5z + 2)=(5 + 2z), maps the unit disk conformally onto the region bounded by the curve parameterized by (18). (A numerical approximation to f can be used with similar results.) In Table 2a we take A = 1; B = 0:01; l = 2; = 0:5(r = 3:5): The discrete error behaves like O(n ?2:5 ); as can be expected. In Table 2b , we take A = 5; B = 1; l = 1; = :01(r = 2:01): This case is not covered by Theorems 2 and 3. Nevertheless, the discrete error behaves roughly like O(n ?1:01 ). According to Theorem 3(ii) the error vectors in the conjugate gradient method should approach 0 rapidly. The convergence of the residuals for the conjugate gradient method is given in ) convergence rate is di cult to illustrate. In fact, in this case the rate appears to be O(r q 2 ); even faster than predicted by Theorem 3 (ii) . In Figure 2 , we plot the eigenvalues of A n : Note that they are well grouped around 1, as shown in the proof of Theorem 3.
Example (iii), Spline curve. In this example, we de ne our boundary ? by tting a periodic cubic spline parametrized by (chordal) arclength to 600 points in the plane. This illustrates a practical case where neither the boundary curve nor the conformal map f is given by an analytic expression. We have used the method in Weg3] adapted to the disk case to approximate f for various N; see Figure 3 and the remarks in the next paragraph on numerical conformal mapping. Since the spline has continuous second derivatives and piecewise-constant third derivatives, we will have f (2) absolutely continuous and f (3) 2 L p for 1 < p < 1; see De, Theorem 1]. Hence, this case is also not covered by our theorems.
Nevertheless, we again get reasonable results. In Table 3a , we see that the discretization error for n behaves very roughly like O(n ?3 ); as might be expected. (In Table 3a , iter is the number of conjugate gradient iterations required to reach the level of discretization error. The accuracy of the approximate conformal map is roughly the same.) Table 3b gives the convergence of the residuals for several steps of the conjugate gradient iteration. The convergence is not as fast as in examples (i) and (ii) . In fact, the iterates may behave somewhat erratically if they are allowed to run much beyond the level of discretization error. This seems to be due to the fact that the 0 eigenvalue of the I 1 +M 1 is approximated by a small negative eigenvalue, of magnitude on the level of the discretization error, for the discrete matrix, I n + M n : The other eigenvalues all lie between 0 and 2, are bounded away from 0, and are well-grouped around 1. In this and other examples, the convergence rate of the conjugate gradient method is observed to be independent of N; at least until the level of discretization error is reached.
Our computations here were performed on a SUN Sparc 5 workstation using MAT-LAB. We have done several other examples with our MATLAB code, both on a workstation and on PCs, and with a Fortran code on an IBM mainframe CDH] with similar results. In examples (i) and (ii) 
