Application of the geometric technique of calculating syzygies to Rees algebras  by Weyman, Jerzy
Journal of Algebra 276 (2004) 776–793
www.elsevier.com/locate/jalgebra
Application of the geometric technique
of calculating syzygies to Rees algebras
Jerzy Weyman 1
Received 9 June 2003
Available online 19 March 2004
Communicated by Craig Huneke
0. Introduction
In this paper we discuss an application of geometric technique of calculating syzygies
to Rees algebras. Let K be a field. We work with graded modules M over a polynomial
ring A = K[X1, . . . ,Xn] which are linearly presented, i.e., they have a presentation
G1 ⊗A(−1) → G0 ⊗A → M → 0,
where G1,G0 are vector spaces over K . Here the tensor products are over K , and A(−i)
denotes A with the grading shifted, so the generator occurs in degree i . It is an interesting
question to study the symmetric algebra S(M) := SymA(M). The algebra S(M) is a factor
of SymA(G0 ⊗ A). We treat SymA(G0 ⊗ A) as a bi-graded algebra with the elements
X1, . . . ,Xn having degrees (1,0) and the basis of G0 ⊗ 1 having degree (0,1). The
relations defining S(M) are images of basis vectors in G1 ⊗ 1 treated as elements in
SymA(G0 ⊗ A) of bidegree (1,1).
We are interested in the properties of the algebra S(M). Very often the algebra S(M)
has X := (X1, . . . ,Xn)-torsion. It is therefore natural to study the Rees algebra R(M) :=
S(M)/TX where TX is the ideal of X-torsion elements of S(M).
The questions of particular interest are:
(a) Is the algebra R(M) Cohen–Macaulay?
(b) Do the elements (X1, . . . ,Xn) form an unconditioned d-sequence on S(M)?
(c) Do X-torsion elements occur only in degrees (0, b) for b > 0.
An interesting special case occurs when M is a module coming from some geometric
construction as a module of sections of some vector bundle on a homogeneous space.
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of S(M) and R(M). An important example of this sort occurs when M is the module of
cycles in the Koszul complex on variables in a polynomial ring. In this case we prove that
the answers to questions (a)–(c) are positive if the characteristic of the field K is zero. This
answers some of the questions posed in [2].
The paper is organized as follows. In Section 1 we recall basic facts about the geometric
technique of calculating syzygies. In Section 2 we apply the technique to the modules of
cycles in the Koszul complex, answering positively questions (a) and (c) in that case. In
Section 3 we give the estimates on the degrees of the generators of the defining ideals of
varieties of skew symmetric tensors with a linear factor.
In Section 4 we refine our results to give positive answer to the question (b) above in
the case of modules of cycles in the Koszul complex.
Finally, in Section 5 we give some examples of other modules that might be treated by
similar methods.
1. Geometric technique of calculating syzygies
In this section we provide a quick description of main facts related to geometric
technique of calculating syzygies. We work over a field K .
Let us consider the projective variety V of dimension m. Let X = ANK be the affine
space. The space X × V can be viewed as a total space of trivial vector bundle E of
dimension n over V . Let us consider the subvariety Z in X ×V which is the total space of
a subbundle S in E . We denote by q the projection q : X×V → X and by q ′ the restriction
of q to Z. Let Y = q(Z). We get the basic diagram
Z
q ′
⊂ X × V
q
Y ⊂ X.
The projection from X ×V onto V is denoted by p and the quotient bundle E/S by T .
Thus we have the exact sequence of vector bundles on V
0 −→ S −→ E −→ T −→ 0.
The dimensions of S and T will be denoted by s, t , respectively. The coordinate ring of X
will be denoted by A. It is a polynomial ring in N variables over K. We will identify the
sheaves on X with A-modules.
The locally free resolution of the sheaf OZ as an OX×V -module is given by the Koszul
complex
K•(ξ) : 0 →
t∧
(p∗ξ) → ·· · →
2∧
(p∗ξ) → p∗(ξ) →OX×V ,
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coordinate functions on X. The direct image p∗(OZ) can be identified with the sheaf of
algebras Sym(η) where η = S∗.
The idea of the geometric technique is to use the Koszul complex K(ξ)• to construct
for each vector bundle V on V the free complex F•(V) of A-modules with the homology
supported in Y . In many cases the complex F(OV )• gives the free resolution of the defining
ideal of Y .
For every vector bundle V on V we introduce the complex
K(ξ,V)• :=K(ξ)• ⊗OX×V p∗V .
This complex is a locally free resolution of the OX×V -module M(V) :=OZ ⊗ p∗V .
Now we are ready to state the basic theorem [5, Theorem (5.1.2)].
Theorem 1. For a vector bundle V on V we define a free graded A-modules
F(V)i =
⊕
j0
Hj
(
V,
i+j∧
ξ ⊗ V
)
⊗k A(−i − j).
(a) There exist minimal differentials
di(V) : F(V)i → F(V)i−1
of degree 0 such that F(V)• is a complex of graded free A-modules with
H−i
(
F(V)•
)=Riq∗M(V).
In particular, the complex F(V)• is exact in positive degrees.
(b) The sheaf Riq∗M(V) is equal to Hi(Z,M(V)) and it can be also identified with the
graded A-module Hi(V,Sym(η) ⊗ V).
(c) If φ : M(V) → M(V ′)(n) is a morphism of graded sheaves then there exists a
morphism of complexes
f•(φ) : F(V)• → F(V ′)•(n).
Its induced map H−i (f•(φ)) can be identified with the induced map
Hi
(
Z,M(V))→ Hi(Z,M(V ′))(n).
If V is a one-dimensional trivial bundle on V , then the complex F(V)• is denoted simply
by F•.
The next theorem gives the criterion for the complex F• to be the free resolution of the
coordinate ring of Y .
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following properties hold:
(a) The module q ′∗OZ is the normalization of K[Y ].
(b) If Riq ′∗OZ = 0 for i > 0, then F• is a finite free resolution of the normalization of
K[Y ] treated as an A-module.
(c) IfRiq ′∗OZ = 0 for i > 0 and F0 = H 0(V ,
∧0
ξ)⊗A = A, then Y is normal and it has
rational singularities.
This is [5, Theorem (5.1.3)].
The complexes F(V)• satisfy the Grothendieck type duality. Let ωV denote the
canonical divisor on V .
Theorem 3. Let V be a vector bundle on V . Let us introduce the dual bundle
V∨ = ωV ⊗
t∧
ξ∗ ⊗ V∗.
Then
F(V∨)• = F(V)∗•[m − t].
This is [5, Theorem (5.1.4)].
In all our applications the projective variety V will be a Grassmannian. To fix the
notation, let us work with the Ggrassmannian Grass(r,E) of subspaces of dimension r
in a vector space E of dimension n. Let
0 →R→ E × Grass(r,E) →Q→ 0
be a tautological sequence of the vector bundles on Grass(r,E).
Assume that the characteristic of the field K is zero. Then the vector bundle ξ will be
a direct sum of the bundles of the form Sλ1,...,λn−rQ ⊗ Sµ1,...,µrR. Thus all the exterior
powers of ξ will also be the direct sums of such bundles. We will apply repeatedly the
following result to calculate cohomology of vector bundles Sλ1,...,λn−rQ⊗ Sµ1,...,µrR.
Proposition 1 (Bott’s algorithm). Assume that the characteristic of K is zero. The cohomo-
logy of the vector bundle Sλ1,...,λn−rQ⊗Sµ1,...,µrR on Grass(r,E) is calculated as follows.
We look at the weight
(λ,µ) = (λ1, . . . , λn−r ,µ1, . . . ,µr)
and add to it ρ = (n,n − 1, . . . ,1). If the resulting sequence
(λ,µ) + ρ = (λ1 + n, . . . , λn−r + r + 1,µ1 + r, . . . ,µ1 + 1 + 1)
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Hi
(
Grass(r,E),SλQ⊗ SµR
)= 0
for all i  0. If the resulting sequence has no repetitions, there is a unique permutation
w ∈ n that makes this sequence decreasing. Then the sequence ν = w((λ,µ) + ρ) − ρ
is again a non-increasing sequence. Then the sheaf SλQ ⊗ SµR has only one non-zero
cohomology group, the group Hl where l = l(w) is the length of w. This cohomology
group is isomorphic to the highest weight representation SνE of GL(E) corresponding to
the highest weight ν (so-called Schur module).
This is [5, Corollary (4.1.9)].
Remark. Notice that in [5] one uses the notation LλE, KλE to denote the Schur and Weyl
functors. In this paper we work over a field of characteristic zero, so we have our SλE
isomorphic to Lλ′E or KλE, where λ′ is a conjugate partition.
2. Modules of cycles in the Koszul complex
Let K be a field of characteristic zero. We will assume this for the rest of the paper.
Consider a polynomial ring A = K[X1, . . . ,Xn]. We identify this ring with the
symmetric algebra on a vector space E := Kn. We denote X := (X1, . . . ,Xn). Consider
the Koszul complex
K(A,X )• : 0 →
n∧
E ⊗K A(−n) →
n−1∧
E ⊗K A(−n+ 1) → ·· ·
→ E ⊗ A(−1) → A. (1)
We know that this is an acyclic complex of free A-modules which is a resolution of the
A-module A/(X1, . . . ,Xn)A.
Let Ck (1  k  n) be the module of cycles of K(A,X )• at the term
∧k−1
E ⊗K
A(−k + 1). This is an A-module whose presentation (after a shift in grading) is
k+1∧
E ⊗K A(−1) →
k∧
E ⊗K A → Ck → 0. (2)
We will denote this presentation also by
G
(k)
1 → G(k)0 → Ck → 0.
In this section we investigate the symmetric algebras on the A-modules Ck . We are
interested in their Cohen–Macaulay property and in their (X1, . . . ,Xn) torsion.
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tion (as a K-algebra) is
B ′k = SymK(E) ⊗ SymK
( k∧
E
)/( k+1∧
E(1,1)
)
= K[X1, . . . ,Xn, {YI }]/Jk,
where the indices I denote the increasing k-tuples (i1, . . . , ik) (1 i1 < · · · < ik  n) (with
YI treated sometimes as skew-symmetric symbols in I ), and Jk is an ideal generated by
elements
k+1∑
u=1
(−1)u+1XiuY(i1,...,iˆu,...,ik+1) (3)
one for each increasing (k + 1)-tuple (i1, . . . , ik+1) with 1 i1 < · · · < ik+1  n.
Proposition 2. For each 1 j  n the localization SymK(Ck)[1/Xj ] is a polynomial ring
in
(
n−1
k−1
)
variables over A[1/Xj ].
Proof. After localizing at Xj , the Koszul complex K(A,X )• ⊗AA[1/Xj ] becomes a split
complex of free A[1/Xj ]-modules. The map (1) localizes to a split map of rank
(
n−1
k
)
. Thus
the localization Ck ⊗A A[1/Xj ] is a free A[1/Xj ]-module of rank
(
n−1
k−1
)
. The proposition
follows. 
Proposition 2 provides some information on the algebra B ′k . However some information
is lost after localizing. Any element annihilated by some power of the element Xj becomes
zero after localization. Thus, considering all elements Xj , we do not get any information
on elements annihilated by some power of the ideal (X1, . . . ,Xn). That is why we are
particularly interested in the elements of that type. We call them the X-torsion elements.
We now wish to construct a factor of SymA(Ck) modulo the ideal of the X-torsion
elements in a geometric way. The motivation for this construction is as follows.
The module Ck itself has a geometric construction. Denote X := E∗ = SpecA.
Consider the projective space P(E∗) of lines in E∗. The space P(E∗) can be canonically
identified with the Grassmannian of (n − 1)-planes in E. We will denote
0 →R→ E × P(E∗)→Q→ 0 (4)
the tautological sequence on P(E∗), where Q can be identified with O(1) and R =
T P(E∗)(1). Consider the sheaf of algebras A = Sym(Q). Notice that its sections can be
identified with A and that A has no higher cohomology.
Proposition 3. Let Ck :=Q⊗∧k−1R⊗A. This is a sheaf of A-modules. The A-module
of sections of Ck can be identified with Ck and Ck has no higher cohomology.
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A- action on Ck . Using Bott theorem, we see that the sections of the kth graded component
Sk+1Q ⊗ ∧k−1R of Ck is the representation S(k+1,1k−1)E which is also by definition
the kth graded component of Ck . Also by Bott theorem all higher cohomology groups
vanish. 
Since Ck is a vector bundle of rank
(
n−1
k−1
)
overA, it is natural to consider the symmetric
algebra of a sheaf Ck over A. Thus we define
Bk := SymA Ck,Bk = H 0
(
P
(
E∗
)
,Bk
)
.
Proposition 4. The sheaf Bk has no higher cohomology. The algebra Bk is a factor of B ′k
by the X-torsion elements.
Proof. Since Ck is a locally free sheaf, the symmetric algebra of this sheaf has the
components
Bk = Sym(Q) ⊗ Sym
(
Q⊗
k−1∧
R
)
.
Its (a, b)th graded component is thus
Sa+bQ⊗ Sb
( k−1∧
R
)
. (5)
Decomposing Sb(
∧k−1R) to Schur functors, we see that the only ones that can appear are
the Schur functors S(λ1,...,λn−1)R for which |λ| = b(k − 1) and such that λ1  b. Indeed,
by Pieri’s formula [5, (2.3.5)] even Schur functors occurring in (∧k−1R)⊗b have this
property.
Bott’s theorem implies now we have no higher cohomology. It is also clear from (5)
that Bk is a factor of Sym(E)⊗ Sym(∧k E). In the graded component (1,1) we find only
the representation S(2,1k−1)E and thus the relations defining B ′k are satisfied in Bk . This
implies we have a GL(E)-equivariant epimorphism of rings φ : B ′k → Bk . Moreover, after
localizing at Xj (for j = 1, . . . , n), we see that the epimorphism φ is an isomorphism by
Proposition 2. Thus the kernel of φ consists of X-torsion elements. It remains to show
that Bk has no X-torsion elements. First, it is clear that the set of X-torsion elements
would be GL(E)-equivariant. But for each subbundle of the form SlQ ⊗ S(λ2,...,λn)R,
with l  λ2  · · ·  λn in SaQ ⊗ Sb(Q ⊗ ∧k−1R) we have a series of subbundles
Sl+mQ⊗ S(λ2,...,λn)R in Sa+mQ⊗ Sb(Q⊗
∧k−1R), for each m 0. Passing to highest
weight vectors, it is clear that if v is a highest weight vector in the sections S(l,λ2,...,λn)E of
SlQ⊗ S(λ2,...,λn)R, then Xm1 v is the highest weight vector in the sections S(l+m,λ2,...,λn)E
of Sl+mQ⊗ S(λ2,...,λn)R, and thus Xm1 v is non-zero in Bk for all m 0. Thus the element
v cannot be X-torsion. This proves that there are no X-torsion representations in Bk . 
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the presentation of Bk as S := Sym(E) ⊗ Sym(∧k E)-module. This, however, is provided
by the geometric technique.
Consider the space X′ = SpecS and let p : X′ ×P(E∗) → P(E∗), X′ ×P(E∗) → X′ be
two projections. On X′ × P(E∗) we have the sheaf of algebras Bk . Its resolution by locally
free sheaves of OX′×P(E∗)-modules is given by the Koszul complex K(ξ)• whose terms
are
∧i
p∗(ξ) where ξ =R⊕∧kR. Theorem 1 together with Proposition 4 give now the
following proposition.
Proposition 5. The free graded resolution F• of Bk as an S-module has the terms
Fi =
⊕
j0
Hj
(
P
(
E∗
)
,
i+j∧
ξ
)
⊗ S(−i − j)
with the cohomology of ∧aR ⊗ ∧b(∧kR) occurring in homogeneous bi-degree
(−a,−b).
Proof. Let us spell out how we apply the formalism of Theorem 1. Our variety Z is in fact
Z := Zk =
{
(l, t,R) ∈ E∗ ×
k∧(
E∗
)× P(E∗)
∣∣∣∣ l|R = 0, t = l ∧ t ′
}
.
Taking into account the identifications, we made above the bundles ξ and η from Theo-
rem 1 are
η =Q⊕Q⊗
k−1∧
R, ξ =R⊕
k∧
R.
According to Theorem 1 it is enough to show that Riq∗OZ = 0 for i > 0. But as was
remarked before stating Theorem 1, we have p∗(OZ) = Bk , and since the affine space E∗ is
an affine variety, we see that Riq∗OZ is the sheaf associated to A-module Hi(P(E∗),Bk).
This module, however, vanishes for i > 0 by Proposition 4.
Let us also comment on the bi-grading. In [5] one considers the situation with a
single grading. Thus in Theorem 1 the homogeneous degree of terms coming from the
cohomology of
∧s
ξ is s. In the case under consideration it is however clear that the ring
S has a bi-grading coming from two sets of variables. Moreover, the bundle ξ splits into
summands of bi-degrees (1,0) and (0,1). This makes it clear that the cohomology of∧aR⊗∧b(∧kR) occurring in homogeneous bi-degree (−a,−b). 
Proposition 5 allows to draw conclusions about the degrees of generators of the defining
ideal of Bk .
Theorem 4.
(a) The algebra Bk is normal, Cohen–Macaulay domain, with rational singularities.
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(c) The subalgebra B(0)k consisting of all elements of degrees (0, b) in Bk is also normal,
Cohen–Macaulay, with rational singularities.
(d) The algebras Bk and B(0)k have the following geometric interpretations:
Bk = K[Yk], B(0)k = K
[
Y (0)k
]
,
where
Yk =
{
(v, t) ∈ E∗ ×
k∧(
E∗
) ∣∣∣∣ ∃t ′ ∈
k−1∧(
E∗
)
t = v ∧ t ′
}
,
Y (0)k =
{
t ∈
k∧(
E∗
) ∣∣∣∣ ∃v ∈ E∗, t ′ ∈
k−1∧(
E∗
)
t = v ∧ t ′
}
.
Proof. The variety Zk used in the proof of Proposition 5 can be described also as
Zk =
{
(v, t,R) ∈ E∗ ×
k∧(
E∗
)× Grass(n− 1,E)
∣∣∣∣ v|R = 0, t|∧kR = 0
}
.
Let
p : E∗ ×
k∧(
E∗
)× Grass(n− 1,E) → Grass(n − 1,E),
q : E∗ ×
k∧(
E∗
)× Grass(n − 1,E) → E∗ ×
k∧(
E∗
)
be two projections. Then it is clear that q(Zk) = Yk and that Zk is a desingularization of Yk .
It is also clear that p∗(OZk ) = Sym(Q) ⊗ Sym(Q⊗
∧k−1R).
The higher cohomology of the sheaf on the right-hand side vanishes. The sections form
a cyclic S-module (compare Proposition 6 and Lemma 1 below for even more precise
statement). Now Theorem 2 implies that the algebra of its sections is a normal domain
and has rational singularities. The analogous statements for B(0)k are proved using the
incidence varieties
Z(0)k =
{
(t,R) ∈
k∧(
E∗
)× Grass(n− 1,E)
∣∣∣∣ t|∧kR = 0
}
.
This proves the statements (a), (c), and (d) of the theorem. To prove the statement (b) we
use Proposition 5.
The complex F• from Proposition 5 gives a minimal resolution of Bk as an S-module.
Let us analyze its first term. We will show that it contains only the term
∧k+1
E ⊗ S in
homogeneous degree (−1,−1) and the terms in homogeneous degrees (0, b). This will
certainly prove part (b).
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to the weight
(0, λ1, . . . , λn−1).
Assume that after applying Bott’s algorithm, the number 0 is exchanged with λ1, . . . , λc .
This means that we have to have
λ1  · · · λc  c + 1, c λc+1. (∗)c
Thus a term in F1 has to come from a partition λ satisfying conditions (∗)c and appearing
in
∧aR⊗∧b(∧kR) for a + b = c + 1. Now we use the Littlewood–Richardson Rule
[5, Theorem (2.3.4)]. It implies that a partition in ∧b(∧kR) has the first part  b and
multiplying by a partition from
∧aR can add at most one to each entry in a partition,
adding one to precisely a of them. Thus the only possibilities are a = 1, b = c and a = 0,
b = c + 1. We want to eliminate the first possibility. In fact, this possibility can occur only
when c = 1 (otherwise we would have to add one to c entries, but we multiply by R).
Thus the only possibility is the sequence (0,2,1k−1) corresponding to the representation
S(2,1k−1)R ∈ R ⊗
∧kR. But this gives precisely the term ∧k+1 E ⊗ S(−1,−1) which
corresponds to the relations of B ′k . This concludes the proof of part (b) of Theorem 1 and
thus establishes all statements. 
Corollary 1. The algebra Bk is Gorenstein if and only if k = 2, n − 2 ( for n 4) and for
k = n − 1.
Proof. Let us look at the top of the resolution. The maximal exterior power
∧max
ξ
consists of the representation S(rn−1)R where r =
(
n−2
k−1
)+ 1. Thus to get the corresponding
term, we need to apply Bott’s algorithm to the weight (0, rn−1). Assume that 3 k  n−3.
Then
(
n−2
k−1
)
> n − 1 and thus we get a non-zero term which is not a one-dimensional
representation (in fact as an SL(E) representation this term is isomorphic to SuE with
u = (n−2
k−1
)− n+ 1). Consider the cases k = 2, n− 2, with 2 n− 2. Then the top exterior
power gives us a sequence (0, (n−2)n−1) so it does not lead to the non-zero term. However,
in the previous exterior power we have the summand
∧n−2R⊗∧max(∧kR) which gives
us the sequence (0, (n− 1)n−2, n− 2) which gives us the top of the resolution which turns
out to be S((n−2)n)E ⊗ S with the appropriate shift. Thus the algebras B2 and Bn−2 are
Gorenstein. Finally, let us consider the cases k = 1 and k = n−1. For k = n−1 the bundle∧n−1R has rank one. In this case the algebra Bn−1 is just a hypersurface generated by the
representation
∧n
E in bi-degree (1,1) inside of Sym(E) ⊗ Sym(∧n−1 E).
In the case k = 1 we have the algebra B1 is a factor of Sym(E ⊕ E). Identifying
Sym(E ⊕E) with Sym(E ⊗G) where G = K2, we find out that B1 is just a determinantal
variety defined by the vanishing of 2 × 2 minors of the generic n × 2 matrix. Thus it is
Gorenstein only when n = 2, which is included in the case k = n− 1. 
So far we showed that the generators of the defining ideal of Bk (except for the
representation
∧k+1 F in degree (1,1) defining B ′ ) occur in degrees (0, b). Howeverk
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has to occur in degree (0, b). In other words, any X-torsion element has to be annihilated
by the ideal (X1, . . . ,Xn). This striking fact was conjectured by Herzog.
Let me start with the description of the defining ideal of Bk in terms of the representation
theory.
Proposition 6. The defining ideal of Bk consists of all representations SλE in Sa(E) ⊗
Sb(
∧k
E) for which λ1 < a + b.
Proof. Let us recall that the Littlewood–Richardson Rule [5, Theorem (2.3.4)] implies that
all representations SνE occurring in SλE⊗SµE satisfy ν1  λ1 +µ1. This implies that the
set described in the proposition is indeed an ideal. One also needs two remarks regarding
representations in Sym(
∧k
E). By Littlewood–Richardson formula, all representations
SλE occurring in Sb(
∧k
E) satisfy λ1  b. Moreover, we have the following lemma.
Lemma 1. Let µ be a partition such λ1 = b. Then the multiplicity of SµE in ∧b(∧k E)
is equal to the multiplicity of S(µ2,...,µn)E′ in
∧b
(
∧k−1
E′), where E′ is a vector space of
dimension n− 1.
Proof. All partitions occurring in
∧b
(
∧k
E) have the first part  b by Littlewood–
Richardson Rule. Let µ be a partition with µ1 = b occurring in ∧b(∧k E). Let cµ =∑m
v=1 aveI1,v ∧ · · · ∧ eIu,v be a corresponding highest weight vector. Since the weight of
this vector is (u,µ2, . . . ,µn), we see that for every u,v the set Iu,v has to contain 1.
Writing Iu,v = {1}I ′u,v , we see that the element c′µ =
∑m
v=1 aveI ′1,v ∧ · · · ∧ eI ′u,v is a highest
weight vector in
∧u
(
∧k−1
F ′) of weight (µ2, . . . ,µn) where E′ is a vector space spanned
by e2, . . . , en. We can construct the vector cµ from c′µ by adding 1 to each of the sets I ′u,v .
This sets up a bijection between both kinds of highest weight vectors, and thus establishes
the lemma. 
Now Proposition 6 follows from the calculation of the sections of Bk using Bott’s
theorem.
Theorem 5. The algebra B ′k has X-torsion elements occurring only in degrees (0, b) for
b > 0. Therefore, any element in B ′k annihilated by some power of Xj for some j is
annihilated by the whole ideal (X1, . . . ,Xn).
Proof. We know that the kernel of φ consists of elements annihilated by some power of Xj
since after inverting each Xj φ becomes an isomorphism. Therefore, the second assertion
follows from the first. To establish the first part we will show that every minimal generator
of the defining ideal of Bk occurring in degree (0, b) becomes zero in B ′k when multiplied
by (X1, . . . ,Xn). Let us analyze the complex F• giving the minimal resolution of Bk as an
S-module more closely.
Its zero term F0 = S. Its first term F1 contains the term ∧k+1 E ⊗ S(−1,−1) and a
bunch of terms Sλ(i)E in degrees (0, bi) for some 0 i  s. The partitions λ(i) in degree
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each such partition µ the corresponding partition λ comes from changing (u+ 1)u to uu+1
in the first terms of µ. Now, consider any representation SνE in Sλ(i)E ⊗ E. The partition
ν is constructed from λ(i) by adding a box. Consider the corresponding representation
SµR giving the term Sλ(i)E and in SµR⊗R take a representation SηE that has an added
box in the place corresponding to the added box in ν. This is always possible because the
added box in ν cannot occur in the (u + 1)st place. In this way we construct terms SεE
in F2 corresponding to any representation in Sλ(i)E ⊗ E that occurs in degree (1, bi), in
the same cohomology Hu. This implies that the component of the differential from SεE to
corresponding Sλ(i)E is just splitting off the factor E and treating it as the component S1,0.
This means exactly that the generators of the defining ideal of Bk in degrees (0, b) when
multiplied by (X1, . . . ,Xn) give the linear combinations of the generators in degree (1,1),
so they are zero in B ′k .•
We finish this section with some remarks.
Remark 1.
(a) In the cases k = 1,2, n − 2, n − 1, Theorem 4 was proved in [2].
(b) The technique used above can be applied to the direct sums Ck1 ⊕ · · · ⊕ Cks .
The algebra S(Ck1 ⊕ · · · ⊕ Cks ) modulo X-torsion also has geometric construction.
Again we use Grass(n − 1,E) and we consider the sheaf of algebras Sym(Q) ⊗⊗s
u=1 Sym(Q ⊗
∧ku−1R). Its multigraded resolution is given by the cohomology
groups of the exterior powers of the bundle ξ := R ⊕⊕su=1∧ku R. The argument
used in proving part (b) of Theorem 4 works in the same way and we can show that the
relations defining H 0(Grass(n − 1,E),B) as a factor of Sym(Ck1 ⊕ · · · ⊕ Cks ) again
come only in degrees (0, b1, . . . , bs). Also the proof of Theorem 5 carries over, because
the only thing we used was the assertions on the shapes of some partitions. Thus the
X-torsion elements in Sym(Ck1 ⊕ · · ·⊕Cks ) can occur only in degrees (0, b1, . . . , bs).
3. The variety of skew symmetric tensors with a linear factor
In this section we analyze more thoroughly the set of relations defining the variety
B(0)k . Recall that this is a coordinate ring of the variety
Y (0)k =
{
t ∈
k∧
E
∣∣∣∣ ∃l ∈ E∗, t ′ ∈
k−1∧
E∗ t = l ∧ t ′
}
.
The desingularization of Y (0)k we use is
Z(0)k =
{
(t,R) ∈ Grass(n − 1,E)×
k∧
E
∣∣∣∣ t|∧kR = 0
}
.
Thus we are in the situation we can apply the geometric technique. We have η =
Q⊗∧k−1R, ξ =∧kR.
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Proof. Recall that the minimal resolution F• of B(0)k as S-module has the terms
Fi =
⊕
j0
Hj
(
Grass(n− 1,E),
i+j∧( k∧
R
))
⊗ S(−i − j).
Let us assume that the cohomology group Hu(Grass(n−1,E),∧u+1(∧kR)) is non-zero.
This means that
∧u+1
(
∧kR) contains a representation SλR such that λ1  · · ·  λu 
u + 1 and λu+1  u.
Applying Lemma 1 u times to the partition λ, we see that for the partition λ¯ =
(λu+1, . . . , λn) the Schur functor Sλ¯G has to occur in
∧u+1
(
∧k−u
G) for a vector space
G spanned by eu+1, . . . , en. Thus, in particular, k > u, i.e., k  u + 1. 
4. d-sequences
So far we have answered questions (a) and (c) posed in the introduction. In this section
we prove that the elements (X1, . . . ,Xn) form an unconditioned d-sequence. We start with
some basic definitions, due to Huneke [4].
Definition 1. Let f = (f1, . . . , fm) be a minimal system of generators of an ideal I in
a commutative ring R (we assume either that R is local, or that R is graded, fi are
homogeneous). Then f is a d-sequence if for each i , 1 i  n, we have
(
(f1, . . . , fi−1) : fi
)∩ I = (f1, . . . , fi−1).
For i = 1 our condition reads (0 : f1) ∩ I = 0. The sequence f is an unconditioned d-
sequence, if every permutation of f is a d-sequence.
We continue with two elementary properties of d-sequences, proved in [4].
Proposition 8.
(a) Let f = (f1, . . . , fm) be a d-sequence in R. Then the sequence of cosets f¯ =
(f¯1, . . . , f¯m) is a d-sequence in R/(0 : f1).
(b) The following conditions are equivalent:
(i) f = (f1, . . . , fm) is a d-sequence,
(ii) (0 : f1) ∩ I = 0 and (f2, . . . , fm) is a d-sequence in R/(f1).
Theorem 6. The sequence (X1, . . . ,Xn) is an unconditioned d-sequence on both B ′k
and Bk .
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permutations the proof will be the same. Proposition 8(a) shows that it is enough to
show that (X1, . . . ,Xn) is a d-sequence on B ′k , because by Theorem 5 we know that
Bk = B ′k/(0 : X1).
By Proposition 8(b) it is enough by induction to show that (X2, . . . ,Xn) is a d-sequence
on B ′k/(X1B ′k). Indeed, the first part of condition (ii) of Proposition 8(b) is satisfied by
Theorem 5. But B ′k/(X1B ′k) = Sym(C′k ⊕ C′k−1) where C′k and C′k−1 are the modules
of cycles in Koszul complex on X2, . . . ,Xn over A′ = K[X2, . . . ,Xn]. But using part
(b) of Remark 1 at the end of Section 2 we see that in Sym(C′k ⊕ C′k−1) we have again
(0 : X2)∩(X2, . . . ,Xn) = 0 so it is enough (by Proposition 8(b)) to show that (X3, . . . ,Xn)
is a d-sequence on B ′k/(X1,X2)B ′k . But this is again a direct sum of the modules of Koszul
cycles for the Koszul complex on (X3, . . . ,Xn). Continuing like this, we get our statement,
because Remark 1(b) at the end of Section 2 establishes first part of Proposition 8(b)(ii) for
any direct sum of modules of Koszul cycles. 
5. Other examples
The technique used in previous sections to prove results about symmetric algebras of
modules Ck can be used for other interesting modules. Most of the examples that I could
find were already known. Still it is interesting to note that they can be treated in a uniform
way.
First of all, we can generalize the modules from the previous sections as follows.
Consider the polynomial ring A = Sym(E ⊗ G). Here dimE = n, dimG = r . The
analogue of the ideal X is the ideal of maximal minors of the generic matrix X =
(Xi,j )1in,1jr . The module we have in mind is the module Ck,r with the presentation
G ⊗
k+1∧
E ⊗ A(−1) →
k∧
E ⊗A → Ck,r .
For r = 1, the module Ck,r is just the module Ck considered in Section 2.
We can consider the algebras B ′k,r = Sym(Ck,r ) and Bk,r = B ′k,r/T (X ), where T (X )
is the ideal of elements in B ′k,r annihilated by the power of the ideal of maximal minors of
the matrix X.
The module Ck,r itself has a geometric construction. Denote X := E∗ = SpecA.
Consider the Grassmannian Grass(n− r,E∗) of subspaces of dimension r in E∗. It can be
canonically identified with the Grassmannian Grass(n − r,E) of subspaces of dimension
n− r in E. We will denote
0 →R→ E × Grass(n − r,E) →Q→ 0
the tautological sequence on Grass(n − r,E). Consider the sheaf of algebras A =
Sym(Q⊗ G). Notice that its sections can be identified with A and that A has no higher
cohomology. As in Section 2 we have the following.
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module of sections of Ck,r can be identified with Ck,r and Ck,r has no higher cohomology.
Proof. The A-module structure on the sections of Ck,r comes from taking the sections
of the A-action on Ck,r . Using Bott theorem, we see that the kth graded component
Sk+1(
∧r Q ⊗ ∧k−rR) of Ck,r , which is isomorphic to S((k+1)r)Q ⊗ Sk+1(∧k−rR)
has no higher cohomology. Considering the complex F(
∧r Q⊗∧k−rR)• associated to
ξ =R⊗G, we see that its first terms give us the presentation of Ck,r . Also by Bott theorem
all higher cohomology groups of Ck,r vanish. 
Since Ck,r is a vector bundle of rank
(
n−r
k−r
)
overA, it is natural to consider the symmetric
algebra of a sheaf Ck,r over A. Thus we define
Bk,r := SymA(Ck,r ), Bk,r = H 0
(
Grass(n− r,E),Bk,r
)
.
Proposition 10. The sheaf Bk,r has no higher cohomology. The algebra Bk,r is a factor of
B ′k,r by the X-torsion elements.
Proof. Since Ck,r is a locally free sheaf, the symmetric algebra of this sheaf has the
components
Bk,r = Sym(Q⊗G) ⊗ Sym
( r∧
Q⊗
k−r∧
R
)
.
Its (a, b)th graded component is thus
Sa(Q⊗G) ⊗ Sb
( r∧
Q
)
⊗ Sb
( k−1∧
R
)
.
Decomposing Sb(
∧k−1R) to Schur functors, we see that the only ones that can appear
are the Schur functors S(λ1,...,λn−1)R for which |λ| = b(k − 1) and such that λ1  b. Bott’s
theorem implies now we have no higher cohomology, as Symb(
∧r Q) factor assures that
all the entries of partitions of Q occurring are at least equal to b.
It is also clear from the description of the sections that Bk,r is a factor of Sym(E⊗G)⊗
Sym(
∧k
E). In the graded component (1,1) we find only the representation S(2,1k−1)E⊗G
and thus the relations defining B ′k,r are satisfied in Bk,r . This implies we have a GL(E)-
equivariant epimorphism of rings φ : B ′k,r → Bk,r . Moreover, after localizing at Xi,j (for
i = 1, . . . , r, j = 1, . . . , n), we see that the epimorphism φ is an isomorphism because after
inverting a maximal minor of the matrix X both modules localize to vector bundles. Thus
the kernel of φ consists of elements from T (X ). 
We want to identify the generators of the kernel of φ. In order to do that, we need to
find the presentation of Bk,r as S := Sym(E ⊗ G) ⊗ Sym(∧k E)-module. This, however,
is provided by the geometric technique.
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X′ × Grass(n − r,E) → X′ be two projections. On X′ × Grass(n − r,E) we have the
sheaf of algebras Bk,r . Its resolution by locally free sheaves of OX′×Grass(n−r,E)-modules
is given by the Koszul complex K(ξ)• whose terms are
∧i
p∗(ξ) where ξ =R⊕∧kR.
Theorem 1 gives now the following proposition.
Proposition 11. The free graded resolution F• of Bk,r as an S-module has the terms
Fi =
⊕
j0
Hj
(
Grass(n − r,E),
i+j∧
ξ
)
⊗ S(−i − j),
where ξ =R⊗G ⊕ ζ where ζ is the kernel
0 → ζ →
k∧
E × Grass(n− r,E) →
r∧
Q⊗
k−r∧
R→ 0,
with the cohomology of ∧a(R ⊗ G) ⊗ ∧b(ζ ) occurring in homogeneous bi-degree
(−a,−b).
We can draw the same conclusions except part (b) of Theorem 4.
Theorem 7.
(a) The algebra Bk,r is normal, Cohen–Macaulay domain, with rational singularities.
(b) The subalgebra B(0)k,r consisting of all elements of degrees (0, b) in Bk,r is also
normal, Cohen–Macaulay, with rational singularities.
(c) The algebras Bk,r and B(0)k,r have the following geometric interpretations:
Bk,r = K[Yk,r ], B(0)k,r = K
[
Y (0)k,r
]
,
where
Yk,r =
{
(v, t) ∈ E∗ ⊗ G ×
k∧(
E∗
) ∣∣∣∣ ∃t ′ ∈
k−r∧(
E∗
)
t = ∧rv ∧ t ′
}
,
Y (0)kk, r =
{
t ∈
k∧(
E∗
) ∣∣∣∣ ∃v1, . . . , vr ∈ E∗, t ′ ∈
k−r∧(
E∗
)
t = v1 ∧ · · · ∧ vr ∧ t ′
}
.
Proof. Analogous to the proof of parts (a), (c), (d) of Theorem 4. 
There is one important special case when we can also prove the analogue of part
(b) of Theorem 4. This result was already proved by Herzog, Restuccia, and Tang [3,
Theorem 4.5].
792 J. Weyman / Journal of Algebra 276 (2004) 776–793Corollary 2. Assume that k = n − 1. Then the kernel of φ is generated in homogeneous
degrees (0, b). In this case a module Ck,r is the cokernel of a generic matrix with n rows
and r columns.
Proof. In this case the point is that ξ =∧r−1Q⊗∧k+1−rR, and since dimR= k+1−r ,
we are able to decompose all exterior powers and do the explicit calculation. 
Remark 2.
(a) Notice that the special case of our construction is the ideal of maximal minors of the
n× r matrix. It is a module Ck,r for k = r . In this case we see that
Br,r =
⊕
b,λ
S(b+λ1,...,b+λr )F ⊗ S(λ1,...,λr )G,
with the representation S(b+λ1,...,b+λr )F ⊗S(λ1,...,λr )G occurring in the bi-degree (a, b)
where a = |λ|. Then it is clear by exhibiting the standard basis that the relations indeed
are generated in degrees (0, b). This result was proved by Eisenbud and Huneke in [1].
(b) Similar construction is possible for the ideal of 2n×2n Pfaffians of (2n+1)×(2n+1)
skew symmetric matrix. In this case we have A = Sym(∧2 F), for a vector space F of
dimension 2n+ 1 over K , the ideal has the presentation
S(2,12n)F ⊗A(−1) → S(12n)F ⊗A → C → 0.
Using the Grassmannian Grass(1,F ) with the tautological sequence
0 →R→ F × Grass(1,F ) →Q→ 0,
the analogue of the sheaf Bk is B = Sym(∧2Q) ⊗ Sym(∧2nQ). Its resolution as
S := Sym(∧2 F) ⊗ Sym(∧2n F ) has terms which are the cohomology of the exterior
powers f the bundle ξ = (Q ⊗ R) ⊕ (∧2n−1Q ⊗ R). Here again by the explicit
calculation it is possible to prove the analogue of Theorem 4.
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