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Non-Markovian effects in an open-system dynamics are usually associated to information backflows from the
environment to the system. However, the way these backflows manifest and how to detect them is unclear. A
natural approach is to study the backflow in terms of the correlations the evolving system displays with another
unperturbed system during the dynamics. In this work, we study the power of this approach to witness non-
Markovian dynamics using different correlation measures. We identify simple dynamics where the failure of
completely-positive divisibility is in one-to-one correspondence with a correlation backflow. We then focus on
specific correlation measures, such as those based on entanglement and the mutual information, and identify
their strengths and limitations. We conclude with a study of a recently introduced correlation measures based
on state distinguishability and see how, for these measures, adding an extra auxiliary system enlarges the set of
detectable non-Markovian dynamics.
I. INTRODUCTION
The dynamics of open quantum systems [1–3] has been
investigated extensively in recent years for both fundamen-
tal and applicative reasons. In particular the problem of un-
derstanding and characterizing memoryless dynamics, the so-
called Markovian regime, and dynamics exhibiting memory
effects, the non-Markovian regime, have been considered in a
wide range of different ways (for extended reviews see [4, 5]).
While a unique agreed upon concept of quantum Markovian-
ity does not exist it is frequently identified with the property
of Completely Positive divisibility (CP-divisibility). An evo-
lution is CP-divisible if between every two points in time it
can be described by a CP-map. This idea generalises the semi-
group property [6, 7] of classical Markovian processes.
Intuitively, one expects that non-Markovian effects are as-
sociated to a backflow of information from the environment
to the system. Several approaches have been pursued to put
this intuition in rigorous terms. A standard procedure, see for
example [9–12], consists of considering operational quantities
that are monotonically non-increasing under CP maps. An in-
crease of any such quantities implies that the evolution is non-
Markovian, although the converse is not true in general. One
of the quantities considered in the context of non-Markovian
characterization is correlations, a fundamental concept for our
understanding of quantum theory and also a resource for many
quantum information protocols. The general idea of this ap-
proach consists of monitoring the evolution of the correlations
between a system subjected to a dynamics and an additional
particle that does not take part in the evolution. If at some
point a correlation backflow, that is, an increase in the corre-
lations quantified by a given correlation measure, is observed,
then the dynamics must be non-Markovian.
The main goal of this work is to understand the power of
correlations to witness non-Markovian evolutions. In partic-
ular, we study the strengths and weaknesses of several well-
known correlation measures for this task. We derive several
results that improve our understanding of this question. First,
it is shown how for a class of differentiable evolutions termed
single parameter, which includes relevant examples such as
depolarization, dephasing, and amplitude damping, any con-
tinuously differentiable correlation measure increases during
non-Markovian dynamics unless it is time independent on the
whole image of the preceding evolution. Secondly, we focus
on two fundamental quantum correlation measures: entangle-
ment measures and (quantum) mutual information. For the
first, we provide a simple argument explaining how it fails to
witness non-Markovianity in many situations. For the second,
we study its behaviour in different scenarios. We first show
that the mutual information witnesses the non-Markovianity
of any bijective unital and non-P-divisible dynamics on a
qubit. We then provide several examples of non-Markovian
dynamics where no mutual information backflow is observed
when using maximally entangled states. For some of these
examples, we demonstrate that a backflow in the mutual in-
formation does appear when using non-maximally entangled
states, in some cases even arbitrarily weakly entangled pure
states. This highlight how a high degree of initial correla-
tions is not necessarily beneficial for the detection of non-
Markovianity when using the mutual information as a witness.
Lastly, based on the results in [28], we construct examples of
non-Markovian dynamics that do not display any backflow of
the mutual information. The last part of our work is devoted
to a detailed analysis of the correlation measure introduced
in Ref. [28] that detects almost all non-Markovian dynam-
ics, more precisely all but a zero-measure set consisting of
all those dynamics that are not bijective in finite time inter-
vals. Interestingly, for all these cases, an initial state arbitrar-
ily close to a product state suffices for the non-Markovianity
detection. We also discuss how, in order to fully exploit the
power of this correlation measure, one has to consider an en-
larged scenario involving a second ancilla A′ that is not sub-
jected to the evolution either, and look for correlation back-
flows along the bipartition S A′ versus A.
The outline of the manuscript is as follows. In Section II
we define the notation used in the article, we introduce the key
concepts of open-system dynamics and present two classes of
evolutions that are very useful for the derivation of our results:
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2the single parameter and random unitary dynamics. Section
III provides the definition of a correlation measure, describes
the two settings considered in this work and discusses a family
of dynamics for which any correlation measure increases in
the presence of non-Markovian effects. Section IV contains
the results regarding entanglement measures, while in Section
V we study in detail the case of the mutual information. In
Section VI the new class of correlation measures based on
state distinguishability is analyzed. The paper concludes with
a discussion of the results and open questions.
Note added: while completing the work we became aware
of the results in [29] where it is shown how the negativity,
a computable entanglement measure, is able to detect all the
bijective non-Markovian dynamics, and even non-bijective in
the case of qubits, in a tripartite configuration. We come back
to this point below and discuss it in the context of our results.
II. NON-MARKOVIAN DYNAMICS
In this section we describe the mathematical representation
of open system dynamics and the notation used in what fol-
lows. In Section II A we focus on the description of the time
evolution of open quantum systems and in Section II B we in-
troduce what we call “single parameter” evolutions, a family
of differentiable evolutions. Finally, in Section II C we present
the random unitary evolutions, an example of dynamics de-
fined by the random application of unitary operations.
We consider a quantum system S with an associated finite
dimensional Hilbert space HS of dimension d. The set of
bounded linear operators acting on HS is denoted by B(HS )
and the subset of states is denoted by S (HS ). An ancillary
system A with Hilbert space HA is introduced and the cor-
responding set of bounded linear operators and set of states
are denoted by B(HA) and S (HA), respectively. The set of
bounded operators on the combined Hilbert space HA ⊗ HS
is denoted by B(HA ⊗ HS ) and the set of states is denoted by
S (HA ⊗HS ).
The evolution of S from initial time t = 0 to a later time
t is described by a dynamical map, i.e., a linear operator
Λt : B(HS ) → B(HS ) that is completely positive and trace
preserving (CPTP). The dynamics of the system is thus de-
scribed by the family of maps {Λt}t parametrized by t. An
important concept for the study of non-Markovian effects is
that of divisibility of the dynamical map Λt, as well as Posi-
tive (P) and Completely Positive (CP)-divisibility in terms of
intermediate maps Vs,t.
Definition 1. A dynamical map Λs is called divisible (P/CP-
divisible) if it can be expressed as a sequence of linear trace
preserving (P/CP) maps Λs = Vs,tΛt, where Vs,t is a linear
trace preserving (P/CP) map, for any 0 ≤ t ≤ s.
CP-divisibility of the family of dynamical maps has been
taken by many authors as the definition of Markovian evo-
lution [3]. It is in fact the definition we adopt in this work
and, in what follows, whenever it is said that an evolution is
non-Markovian, it means that it is not CP-divisible. The idea
behind this is that in a CP-divisible process the environment E
FIG. 1. Top: The evolution given by Λt = Vt,t′Λt′ , where Vt,t′ is CP,
can be represented by the interaction of S with a first environment E1,
in a product state with S at time 0, that after time t′ is discarded and
replaced with a second environment E2 in a product state with S at
time t′. Thus, any information discarded at time t′ cannot be recov-
ered afterwards. Bottom: We divide the evolution of a Markovian
dynamical map Λt in n time intervals (ti−1, ti), where i = 1, . . . , n,
t0 = 0 and tn = t. The evolution during the i-th interval (ti−1, ti) is
given by a CP intermediate map Vti ,ti−1 and it can be represented by
the interaction of S with an environment Ei uncorrelated with S at
time ti−1, while the previous environment Ei−1 is discarded.
of the system can be disregarded and an intermediate map Vs,t
can be physically realized just by acting locally on the system
and a second environment E′ in a product state with S at time
t (see Fig. 1). If Vs,t is not CP it cannot result from a local
process involving only S and E′. Hence, the state of S − E
at time t holds information that is crucial for the subsequent
evolution of S up to time s. This definition of Markovian evo-
lution is the analogue of the classical Markov process where
the evolution at each time interval only depends on the state
of the system at the beginning of the interval. In other words
both definitions capture the idea that no memory of previous
events is needed to describe the process.
A. The generator of the evolution and the intermediate map
For a differentiable evolution, any dynamical map Λt and
any intermediate map Vs,t can be expressed as time ordered
exponentials
Λt(ρ) = T e
∫ t
0 Lτdτ, Vs,t = T e
∫ s
t Lτdτ, (1)
where Lt is the generator of the evolution as first defined by
Gorini et. al. [6] and Lindblad [7] for dynamical semigroups
and later extended to general divisible maps,
Lt(ρ) ≡ i[H(t), ρ] +
∑
k
γk(t)
(
Gk(t)ρG
†
k(t) −
1
2
{
G†k(t)Gk(t), ρ
})
.
(2)
Here γk(t) are real time dependent functions, Gk(t) are time
dependent operators and H(t) is the Hamiltonian of the sys-
tem, thus also a Hermitian possibly time-dependent operator.
The Hamiltonian term of the generator describes the unitary
part of the dynamics generated by H(t) and the second term
describes the dissipative part of the dynamics generated by the
3Gk(t). The generator Lt gives rise to a Markovian evolution if
and only if it can be written in a form where γk(t) ≥ 0 for all
k. See e.g. Theorem 5.1 of Ref. [3] for a proof.
The generator Lt can be defined in terms of the intermedi-
ate map as Lt ≡ dVs,tds
∣∣∣
s=t. Often, it is convenient to describe
the intermediate map IA ⊗ Vs,t and the generator Lt by how
they act on a basis of B(HA ⊗ HS ). Such a basis can be con-
structed from operators of the form χA ⊗ χS where χA is an
operator on HA and χS is an operator on HS . Let the dimen-
sion of HS be dS and let χS k be d2S − 1 traceless Hermitian
operators such that Tr[χS kχS l] = δkldS . Likewise let dA be the
dimension ofHA and let χAk be d2A−1 traceless Hermitian op-
erators such that Tr[χAkχAl] = δkldA. Then one can choose an
orthonormal basis {ei}d
2
Ad
2
S−1
i=0 for B(HA ⊗ HS ) by constructing
the basis vectors ei as the tensor products χAi ⊗ χS j, χAi ⊗ 1S ,
1A ⊗ χS j, and 1A ⊗ 1S for all i, j. We denote e0 ≡ 1A ⊗ 1S .
A state ρ ∈ S (HA ⊗ HS ) can be represented in this basis by
coordinates given by the real numbers ai = 1dAdS Tr(ρei), i.e.,
ρ =
1
dAdS
1A ⊗ 1S +
d2Ad
2
S−1∑
i=1
aiei. (3)
We can now describe the intermediate map IA⊗Vs,t by how
it acts on each basis elements ei. For this purpose we define
Vi j(s, t) ≡ Tr
[
eiIA ⊗ Vs,t(e j)
]
. (4)
Note that Vi j(s, t) is real for all i, j since Vs,t is hermiticity
preserving. Moreover, since the map Vs,t is trace preserving
it follows that V00(s, t) = 1 and V0 j(s, t) = 0 for j , 0. Let
the coordinates a¯ ≡ {ai}, where a0 = 1/dAdS , describe a state
at time t. This state is mapped by IA ⊗ Vs,t to coordinates
a¯(s) = {ai(s) ≡ ∑ j Vi j(s, t)a j}. Analogously to Eq. (4), we
define the time derivatives of the components Vi j(s, t) as
dVi j(s, t)
ds
∣∣∣∣
s=t
≡ Tr
[
eiIA ⊗ dVs,tds (e j)
] ∣∣∣∣
s=t
. (5)
B. Single parameter evolutions
A simple family of open-system dynamics is given by those
differentiable evolutions {Λt}t such that for all t the generator
Lt can be expressed as
Lt(ρ) = i[H(t), ρ] + γ(t)
∑
k
(
GkρG
†
k −
1
2
{
G†kGk, ρ
})
,
(6)
where Gk are time-independent operators and γ(t) is a con-
tinuous function of time. We call those evolutions with this
property single parameter since γ(t) alone describes the time
dependence of the dissipative part. Paradigmatic examples of
single parameter evolutions are depolarization, as well as de-
phasing and amplitude damping in a time independent basis.
Using the representation defined in Eq. (5) we can state the
single parameter property as
dVi j(s, t)
ds
∣∣∣∣
s=t
= gi jγ(t) + hi j(t), (7)
where hi j(t) is corresponds to the action of H(t) and the time
independent parameters gi j to
∑
k gk
(
GkρG
†
k − 12
{
G†kGk, ρ
})
.
An important property of single-parameter evolutions is
that they can be divided into CP-divisible and not P-divisible
time intervals, that is, they never present intermediate maps
that are not CP but P.
Proposition 1. Let {Λt}t be single parameter. Then the in-
termediate map Vt′+′,t′ is either CP or not P for any t′ and
sufficiently small ′ > 0.
Proof. An intermediate map Vs,t is CP if the Choi matrix CVs,t
has non-negative eigenvalues [16, 17]. Moreover, Vs,t is P
if Vs,t(ρ) is positive semidefinite for all positive semidefinite
Hermitian trace one matrices ρ ∈ B(HS ). In particular, if Vs,t
is P, Vs,t(ρ) is positive semidefinite for any positive semidefi-
nite rank one ρ.
The eigenvalues of Vs,t(ρ) for a rank-one pure state ρ and
the eigenvalues of CVs,t are functions of the parameters a¯ and
Vi j(s, t). Since we assumed that γ(t) is continuous it follows
that Vs,t(ρ) and CVs,t are both continuously differentiable. This
in turn implies that the eigenvalues of Vs,t(ρ) and CVs,t can be
described by continuously differentiable functions [18].
If γ(t) , 0, so that Vs,t is not unitary, there always exists at
least one eigenvalue λC(Vs,t) of the Choi matrix that is zero
and has a nonzero time derivative at s = t. There also exists
at least one rank-one ρ with eigenvalue λ(ρ) that is zero and
its evolution λ(ρ(s)), i.e., given by ρ(s) = IA ⊗ Vs,t(ρ), has a
nonzero time derivative at s = t (see Appendix A).
We start by considering the time derivatives dλC (Vs,t)ds
∣∣∣
s=t =∑
i j
dλC (Vs,t)
dVi j(s,t)
∣∣∣
s=tgi jγ(t) and
dλ(ρ(s))
ds
∣∣∣
s=t =
∑
i j
dλ(ρ(s))
dVi j(s,t)
∣∣∣
s=tgi jγ(t).
Here we used that the eigenvalues are invariant under
unitary evolution and thus
∑
i j
dλC (Vs,t)
dVi j(s,t)
∣∣∣
s=thi j(t) = 0 and∑
i j
dλ(ρ(s))
dVi j(s,t)
∣∣∣
s=thi j(t) = 0. If the time derivatives are non-zero
they are proportional to γ(t). If Vt+,t is CP for any sufficiently
small  it is clear that dλC (Vs,t)ds
∣∣∣
s=t > 0 and
dλ(ρ(s))
ds
∣∣∣
s=t > 0. Then
if a t′ exist such that sign[γ(t′)] = −sign[γ(t)], there exists an
′ such that Vt′+′,t′ is neither CP or P since
dλC (Vs′ ,t′ )
ds′
∣∣∣
s′=t′ < 0
and dλ(ρ(s
′))
ds′
∣∣∣
s′=t′ < 0. From this follows that it is impossible
for Vt′+′,t′ to be P but not CP for sufficiently small ′.

Thus, if the assumptions of Proposition 1 hold we can con-
clude that the dynamics can be divided into closed intervals
where γ(t) ≥ 0 and open time intervals for which γ(t) < 0.
In the closed intervals where γ(t) ≥ 0 the dynamics is CP-
divisible and in the open intervals where γ(t) < 0 the dynam-
ics is not P-divisible.
Notice that, if Λt is CP-divisible in a time interval, we do
not necessarily mean that it is Markovian. Indeed, in order for
Λt to be Markovian, the corresponding intermediate map Vs,t
has to be CP for any s and t such that 0 ≤ t ≤ s (see Definition
1).
4C. Random unitary evolutions
Unital dynamical maps Λt on a finite dimensional Hilbert
space HS are defined by the property of preserving the iden-
tity operator, i.e., Λt(1S ) = 1S for any t ≥ 0. In this section we
introduce a useful class of unital evolutions that we repeatedly
use in the following: the random unitary dynamics.
We consider a generic finite-dimensional Hilbert spaceHS ,
where dim(HS ) = dS . The CPTP map Λ : B(HS ) → B(HS )
represents a random unitary channel on S if its action can be
written as
Λ(ρS ) =
∑
k
pk Uk ρS U
†
k , (8)
where {pk}k is a probability distribution and {Uk}k is a set of
unitary transformations [24]. If dS = 2, i.e., for qubit evo-
lutions, any unital channel is random unitary [36]. However,
when dS ≥ 3, the set of random unitary channels is strictly
included in the set of unital channels.
In the following, we consider random unitary dynamical
maps Λt : B(HS )→ B(HS ) of the form
Λt(ρS (0)) =
NS∑
k=0
pk(t)σk ρS (0)σk , (9)
where the unitary operators σk, for k = 1, . . . ,NS and NS =
d2S − 1, constitute a basis of elements for the Hermitian
and traceless operators in B(HS ) such that σ0 = 1S and
Tr
[
σiσ
†
j
]
= dS δi j for i, j = 0, 1, . . . , d2S − 1. Since {pk(t)}k
is a probability distribution, we have that ΣNSk=0 pk(t) = 1 and
pk(t) ≥ 0 for any k = 0, . . . ,NS . Moreover, from the condition
Λ0 = IS it follows that p0(0) = 1. For the sake of simplic-
ity, when we refer to a random unitary dynamics we consider
dynamical maps of the form given in Eq. (9).
1. Random unitary evolutions for qubits
In the case that the evolution is defined on a qubit, a random
unitary dynamics is given by the action of the corresponding
dynamical map Λt on the Pauli operators σx, σy and σz
Λt(σx)= exp
[
−
∫ t
0
(γz(τ) + γy(τ))dτ
]
σx,
Λt(σy)= exp
[
−
∫ t
0
(γz(τ) + γx(τ))dτ
]
σy,
Λt(σz)= exp
[
−
∫ t
0
(γx(τ) + γy(τ))dτ
]
σz,
Λt(1)= 1, (10)
where γk(t) are real valued functions of t. Any random unitary
dynamical map is bijective for all t and the intermediate maps
are given by
Vs,t(σx)= exp
[
−
∫ s
t
(γz(τ) + γy(τ))dτ
]
σx,
Vs,t(σy)= exp
[
−
∫ s
t
(γz(τ) + γx(τ))dτ
]
σy,
Vs,t(σz)= exp
[
−
∫ s
t
(γx(τ) + γy(τ))dτ
]
σz,
Vs,t(1)= 1. (11)
The corresponding generator of the evolution (see Eqs. (1)
and (2)) is
Lt(ρ) =
∑
k=x,y,z
γk(t)(σkρσk − ρ). (12)
We define
Ai j(t) ≡ exp
[
−2
∫ t
0
(γi(τ) + γ j(τ)) dτ
]
≥ 0 , (13)
for i , j and i, j ∈ x, y, z. The map defined by Eqs. (10) is
CPTP if and only if
Bi jk(t) ≡ 1 + Ai j(t) − A jk(t) − Aki(t) ≥ 0 , (14)
for any cyclic permutation of i, j and k, i.e., for (i, j, k) =
(x, y, z), (y, z, x), (z, x, y) [37]. The dynamics is CP-divisible
if and only if γk(t) ≥ 0 for all k and t ≥ 0. Moreover, the
dynamics is P-divisible if and only if the conditions
γx(t) + γy(t) ≥ 0,
γy(t) + γz(t) ≥ 0,
γz(t) + γx(t) ≥ 0, (15)
are satisfied since the intermediate maps are then contractive
in the trace norm [21–23, 25]. The similarity between Eqs.
(10) and (13) allows us to use the following equivalent defini-
tion for the random unitary qubit dynamics Λt
Λt(σi) = λi(t)σi , where λi(t) =
√
A jk(t) , (16)
where (i, j, k) = (x, y, z), (y, z, x), (z, x, y) and Λt(1) = 1.
Any random unitary dynamical map for qubits can be de-
fined either by the time-dependent probability distribution
{pk(t)}k that appears in Eq. (9) or by the time-dependent set of
rates {γk(t)}k that defines the generator Lt and the dynamical
map Λt itslef (see Eqs. (10) and (12)). The relations that link
these two sets are [25]
p0(t) =
1
4
(
1 + Axy(t) + Axz(t) + Ayz(t)
)
,
px(t) =
1
4
(
1 − Axy(t) − Axz(t) + Ayz(t)
)
,
py(t) =
1
4
(
1 − Axy(t) + Axz(t) − Ayz(t)
)
,
pz(t) =
1
4
(
1 + Axy(t) − Axz(t) − Ayz(t)
)
. (17)
52. Example: the quasi-eternal non-Markovian model
We present a class of non-Markovian random unitary evo-
lutions inspired by the ‘eternal’ non-Markovian model in
Refs.[26, 27]. We analyze the dynamical maps, defined by
Eqs. (10), with parametrized time-dependent rates{
γx(t), γy(t), γz(t)
}
=
α
2
{1, 1,−tanh(t − t0)} , (18)
where α > 0 and t0 ≥ 0.
First, we notice that: γx(t) = γy(t) = α/2 > 0 for any t,
γz(t) ≥ 0 for t ≤ t0 but γz(t) < 0 for any t > t0. We point
out that, depending on the value of α > 0 and t0 ≥ 0, the
corresponding dynamical map Λ(t0,α)t generated by Eqs. (10)
may be physical, i.e., CPTP, or not. While the non-positivity
of the rates implies the non-CP-divisibility of the dynamics,
the P-divisibility conditions given by Eqs. (15) are satisfied
for any α > 0, t0 and t. Therefore, in case α and t0 defines
a CPTP dynamical map, it is non-Markovian and P-divisible:
the intermediate maps V (t0,α)t1,t2 are P (but not CP) for any time
interval (t1, t2) such that t1 > t0.
• t0 = 0 (eternal model): The trace-preserving map Λ(t0,α)t
generated by the rates in Eq. (18) is CP for α ≥ 1 and
only P for 0 < α < 1 [27].
• t0 > 0 (quasi-eternal model): If α ≥ 1, the map Λ(t0,α)t is
CPTP for any t ≥ 0 and t0 ≥ 0. Instead, if 0 < α < 1,
we need to wisely choose the value of t0 ≥ 0 in order
to have a Λ(t0,α)t that is CPTP for every t ≥ 0. First of
all, we calculate the quantities A(α,t0)i j (t) that completely
define the dynamical map Λ(α,t0)t (see Eq. (16))
A(α,t0)xy (t) = e
−2αt , (19)
A(α,t0)yz (t) = A
(α,t0)
zx (t) =
(
e−t
cosh(t − t0)
cosh(t0)
)α
. (20)
Now, we derive the ranges of physicality of the param-
eters α > 0 and t0 ≥ 0. In order to satisfy the CPTP
conditions given in Eq. (14), we notice that B(α,t0)yzx (t) =
B(α,t0)zxy (t) = 1−A(α,t0)xy (t) = 1−e−2αt ≥ 0 for any α > 0 and
t ≥ 0. It is straightforward to verify that the last condi-
tion B(α,t0)xyz (t) = 1 + A
(α,t0)
xy (t) − 2A(α,t0)yz (t) ≥ 0 is satisfied
for any t ≥ 0 if and only if limt→∞ B(α,t0)xyz (t) ≥ 0. There-
fore, the relation between α > 0 and t0 ≥ 0 that implies
that Λ(t0,α)t is CPTP for any t ≥ 0 is 1− 2(e2t0 + 1)−α ≥ 0
or, equivalently
t0 ≥ T (α) ≡ 12 log
(
21/α − 1
)
. (21)
III. CORRELATION MEASURES AS WITNESSES OF
NON-MARKOVIANITY
In this section we introduce the general notion of correla-
tion measures and see how they can be used for the detection
of non-Markovian dynamics. We then show that for single-
parameter evolutions, any non-Markovian effect leads to an
increase in any continuously differentiable correlation mea-
sure that is non-zero during the preceding evolution.
A. Correlation measures
A correlation measure is a function that quantifies corre-
lations between subsystems. Many different measures have
been constructed that quantify correlations in different ways
or capture qualitatively different types of correlations. For a
function M to be considered an operationally meaningful cor-
relation measure, it has to satisfy the following property:
• M is non-increasing on S (HA ⊗HS ) under local opera-
tions.
This condition encapsulates the natural requirement that cor-
relations cannot be created by local operations.
Note that since any product state can be prepared by local
operations, all these states should give the same value of M,
which also corresponds to the minimum of M over all quan-
tum states. We can impose this value to be equal to zero with-
out loss of generality, having:
• M(ρ) ≥ 0 for any state ρ.
• M(ρ) = 0 if ρ is a product state.
Now, consider a generic correlation measure M(ρ) that is
continuously differentiable on S (HAS ). If the intermediate
map IA⊗Vs,t is differentiable with respect to t the time deriva-
tive of M(ρ(s)) ≡ M(IA ⊗ Vs,t(ρ)) at time t can be expressed
as ∑
i
∂M(ρ(s))
∂ai(s)
dai(s)
ds
∣∣∣∣
s=t
=
∑
i j
∂M(ρ)
∂ai
a j
dVi j(s, t)
ds
∣∣∣∣
s=t
, (22)
where ai (ai(s)) are the coordinates of ρ (ρ(s)). We see that
d
ds M(ρ(s))|s=t depends only on ai, and the time derivatives of
the components Vi j(s, t) of the intermediate map. As long as
∂M(ρ)
∂ai
a j , 0 for some i, j and ρ there exist some intermediate
map that will induce either a decrease or increase of M(ρ).
However, it is not always the case that a given measure M
satisfies ∂M(ρ)
∂ai
a j , 0 for a ρ in the image of the dynamical map
Λt. In Section IV we show that entanglement measures and
entanglement breaking evolutions [15] can provide examples
of this situation.
B. Correlation backflows as a signature of non-Markovianity
The monotonicity of correlation measures under CP maps
implies that they are all non-increasing under Markovian, that
is, CP-divisible, evolutions. In fact, consider the scenario of
Fig.2 left, where a system S , correlated with an additional par-
ticle A, is subjected to an evolution. If there is an increase in
the correlations between these two particles during the evolu-
tion between times t and s, there cannot be a CP intermediate
6FIG. 2. Left: in the first setting, an initial state between system S
and ancilla A is used. An increase of correlations between these two
parts witnesses the presence of non-Markovian effects. Right: in our
second extended setting, the whole setup consists of three parts, the
systems S and A as before, plus an extra ancilla A′. An increase of
the correlations over the bipartition A versus S A′ is used to witness
non-Markovian evolutions.
map Vs,t. This is why correlation measures have been pro-
posed to witness and quantify non-Markovian effects [8, 12].
From an open-system perspective a decrease in correlations
between system and ancilla during the evolution may be due
to an irrevocable loss of system-ancilla correlations but it may
also be that these correlations have been transformed into po-
tentially recoverable correlations of the environment-system-
ancilla. An increase can therefore be seen as a flow of corre-
lations lost during the previous evolution back to the system
and ancilla.
In what follows we also consider a slightly more complex
setting with two additional systems A and A′, while the evo-
lution is again applied on system S , see also Fig.2 right. The
reasons to consider this extension will become clearer below,
but it is straightforward to see that any measure of the correla-
tions along the bipartition A-A′S cannot increase either under
Markovian dynamics. Of course it is trivial to recover the
previous setting with only one additional system by taking an
initial state which is product along the bipartition A′-AS .
C. Single parameter evolutions
Our first result is for single-parameter evolutions and ap-
plies to any correlation measure that is continuously differen-
tiable: for these evolutions, the sign of any non-zero derivative
with time of a continuously differentiable correlation mea-
sure is determined by the sign of γ(t). Therefore any non-
Markovian effect leads to a correlation backflow, no matter
which measure of this kind is used for the quantification as
long as it is not time independent on the whole image of Λt.
Proposition 2. Let M be a continuously differentiable corre-
lation measure and let {Λt}t be a single parameter dynamical
map. Then,
sign
[
d
dt
M(ρ(t))
]
= −sign[γ(t)] , (23)
for all ρ ∈ S (HAS ) such that ddt M(ρ(t)) , 0, where
d
dt M(ρ(t)) ≡ dds M(ρ(s))|s=t and ρ(s) = IA ⊗ Vs,t(ρ).
Proof. For a continuously differentiable correlation measure
M the time derivative ddt M(ρ(t)) under an evolution of this
type can be expressed on the form F(ρ)γ(t), where F(ρ) ≡∑
i j
∂M(ρ)
∂ai
a jgi j is a time independent function. Here we used
that
∑
i j
∂M(ρ)
∂ai
a jhi j(t) = 0 since M is invariant under unitary
evolution. Thus, ddt M(ρ(t)) is proportional to γ(t).
If γ(t) > 0, so that Vτ,t is a non-unitary CP map, the time
derivative ddt M(ρ(t)) is non-positive for all ρ. This implies that
F(ρ) is non-positive for all ρ. Assume that F(ρ) , 0 for some
ρ. Then it follows that sign[ ddt M(ρ(t))] = −sign[γ(t)]. 
It follows from Proposition 2 that a continuously differen-
tiable correlation measure M shows an increase in the not P-
divisible intervals as long as ddt M(ρ(t)) , 0 somewhere in the
image of Λt.
1. Example: Dephasing evolution
Dephasing in a fixed basis is an example of a random uni-
tary and single-parameter evolution that satisfies the condi-
tions in Propositions 1 and 2. The pure qubit dephasing dy-
namics is described by the dynamical maps
Λt(σx) = e−
∫ t
0 γ(τ)dτσx,
Λt(σy) = e−
∫ t
0 γ(τ)dτσy,
Λt(σz) = σz,
Λt(1) = 1. (24)
The dynamical maps are bijective for all times and the inter-
mediate maps Vt,s are therefore given by Vs,t = Λ−1t Λs. Ex-
plicitly Vs,t is given by
Vs,t(σx) = e−
∫ s
t γ(τ)dτσx,
Vs,t(σy) = e−
∫ s
t γ(τ)dτσy,
Vs,t(σz) = σz,
Vs,t(1) = 1. (25)
The generator Lt is given by
Lt(ρ) = γ(t)(σzρσz − ρ), (26)
where γ(t) is the time dependent dephasing rate. The dynam-
ics is CP-divisible if and only if the dephasing rate γ(t) ≥ 0.
Furthermore, the dephasing dynamics is not P-divisible when
γ(t) < 0. This can be seen directly from the two eigenvalues
1 − e−
∫ s
t γ(τ)dτ and 1 + e−
∫ s
t γ(τ)dτ of Vs,t(1 + σx).
We can see from Eq. (25) that for all i, j such that Vi j(s, t)
has a non-zero time derivatives it holds that dVi j(s,t)ds
∣∣∣
s=t =−γ(t). Thus for any continuously differentiable correlation
measure M(ρ(t)) the dephasing rate γ(t) determines the sign
of ddt M(ρ(t)) and
d
dt M(ρ(t)) ≥ 0 for γ(t) ≤ 0.
2. Example: Generalized amplitude damping evolution
Generalized amplitude damping evolution in a fixed basis
is a second example that is single-parameter and satisfies the
7conditions in Propositions 1 and 2 except where it is non-
differentiable. The dynamics of generalized amplitude damp-
ing on a qubit is described by the dynamical maps
Λt(σx) = G(t)σx,
Λt(σy) = G(t)σy,
Λt(σz) = G2(t)σz,
Λt(1) = 1 + (2p − 1)(1 −G2(t))σz, (27)
where 0 ≤ G(t) ≤ 1 and 0 ≤ p ≤ 1. For G(t) > 0 the
dynamical maps are bijective and the intermediate maps are
given by
Vs,t(σx) =
G(s)
G(t)
σx,
Vs,t(σy) =
G(s)
G(t)
σy,
Vs,t(σz) =
(
G(s)
G(t)
)2
σz,
Vs,t(1) = 1 + (2p − 1)
1 − (G(s)G(t)
)2σz. (28)
For s and t such that G(t) = 0 the intermediate map only exists
if G(s) = 0 and can be defined as the identity map. If G(t) = 0
and G(s) , 0 the intermediate map does not exist since the
evolution is many-to-one. For t where Lt is well defined, it is
given by
Lt(ρ) = pγ(t)(σ−ρσ+ − 1/2{σ+σ−, ρ})
+ (1 − p)γ(t)(σ+ρσ− − 1/2{σ−σ+, ρ}), (29)
where σ± = 1/2(σx ± iσy) and γ(t) is given by
γ(t) = −2 d
ds
G(s)
G(t)
∣∣∣∣∣
s=t
= − 2
G(t)
d
dt
G(t), (30)
whenever G(t) > 0 and differentiable. The dynamics is CP-
divisible in a generic time interval [t1, t2] when γ(t) ≥ 0 for
any t ∈ [t1, t2]. Furthermore, the amplitude damping dynamics
is not P-divisible in [t1, t2] when γ(t) < 0 for any t ∈ [t1, t2].
We can easily see that when G(t) > 0 and differentiable all
non-zero time derivatives of the components of the interme-
diate map are proportional to γ(t). Thus γ(t) determines the
sign of ddt M(a¯, t) for any continuously differentiable correla-
tion measure M(a¯, t).
IV. ENTANGLEMENT MEASURES
After presenting the general definition of correlation mea-
sures, in the next sections we focus on different examples of
these measures and study their behavior under non-Markovian
effects. We start with entanglement measures, denoted by
ME , which are originally constructed to capture only non-
classical correlations. This is why they do not only not in-
crease under local operations, but even when these operations
are assisted by classical communication (LOCC). This im-
plies that ME(ρ) = 0 if ρ is a separable state. Ref. [8] in-
troduced the idea of using entanglement measures to witness
non-Markovianity.
FIG. 3. Depiction of the trajectory of the evolution of a maximally
entangled state φ+S A , where the system S evolves under an entangle-
ment breaking ΛEBt . Therefore, if t > tEB, any initial state ρS A(0) ∈
QS A = S (HS A) is evolved into a separable state ρS A(t) ∈ SS A. Sup-
pose that ΛEBt is non-Markovian but CP-divisible in [0, tEB] and with
a non-CP intermediate map VEBs,t for s > t > tEB. In this case, it is not
possible to witness backflows of any entanglement measure. Indeed,
entanglement is zero in the set of separable states SS A.
It is relatively straightforward to see that entanglement
measures cannot detect all possible examples of non-
Markovian dynamics, see also [28]. In fact, consider the sit-
uation in which a dynamics ΛEBt becomes and remains entan-
glement breaking (EB) after a given time tEB, see Fig. 3. Any
entanglement measure remains equal to zero for t > tEB and
will therefore be unable to detect any non-Markovian effect
taking place for t > tEB. This is for instance the case for dy-
namics that are P-divisible. At t = tEB all the states in the
image are separable, and remain separable after it since local
positive maps do not create any entanglement when acting on
separable states.
For the sake of clarity, in what follows we provide an ex-
ample of a non-Markovian qubit dynamics ΛEBt which is CP-
divisible in the time interval [0, t0], while it is only P-divisible
for t > t0. Showing that tEB(ΛEBt ) < t0 we prove that this
non-Markovian dynamics does not display any entanglement
backflow.
1. Example: the quasi-eternal non-Markovian model
We consider a bipartite system, where A and S are qubits.
A necessary and sufficient condition for a bipartite qubit state
ρS A ∈ S (HS ⊗ HA) to be entangled is that its negativity, i.e.,
the entanglement measure
N(ρS A) ≡
||ρΓAS A||1 − 1
2
, (31)
is positive, where ΓA represents the operation of partial trans-
position on the system A.
We consider the dynamical map Λ(2/5,2)t that belongs to the
class of quasi-eternal non-Markovian (P-divisible) evolutions
8introduced in Section II C 2, with α = 2/5, t0 = 2 and the
condition of physicality given by Eq. (21) is satisfied. Since
γx(t) = γy(t) = 1/5 and γz(t) < 0 if and only if t > t0, the
corresponding intermediate map V (2/5,2)s,t of this evolution is P-
but not CP-divisible for any s > t > t0, while it is CP when
t0 ≥ s ≥ t.
This temporal evolution becomes entanglement breaking.
Indeed, let φ+S A(t) = IA ⊗ Λ(2/5,2)t (φ+S A) be the temporal evolu-
tion of the maximally entangled state φ+S A = |φ+〉〈φ+|S A, where
|φ+〉S A = (|00〉S A + |11〉S A)/
√
2. We obtain the separability of
φ+S A(t), namely N(φ
+
S A(t)) = 0, for any t ≥ tEB(Λ(2/5,2)t ) ' 1.47.
Therefore, since tEB(Λ
(2/5,2)
t ) < t0, we conclude that it is not
possible to observe a non-monotonic evolution of N(ρS A(t)),
and more generally of any entanglement measure, for any ini-
tial state ρS A(0). Indeed, the intermediate maps of this evo-
lution are either P or CP for tEB(Λ
(2/5,2)
t ) ≤ t < s and CP for
t < s ≤ tEB(Λ(2/5,2)t ).
V. MUTUAL INFORMATION
A commonly used correlation measure that satisfy the con-
ditions of Section III A is the the (quantum) mutual informa-
tion I(ρAB) [14] defined as
I(ρAB) ≡ S (ρA) + S (ρB) − S (ρAB), (32)
where S is the von Neumann entropy, ρAB is the state of the
system, and ρA (ρB) is the reduced states of A (B). The mutual
information is a continuous function on the set of states and is
analytic on the interior of the set of states, i.e., it is infinitely
differentiable and equals its Taylor series in a neighbourhood
of any point. Differently from entanglement measures (see
Section IV), I considers both classical and quantum correla-
tions of bipartite systems. The use of the mutual information
to detect non-Markovian effects was proposed in Ref. [12].
In the following, we present many different scenarios where
the mutual information withnesses non-Markovian effects, but
conclude by identifying a situation where it fails in this task.
In Section V A we show that whenever a qubit unital non-
Markovian dynamics is not even P-divisible, an increase in
the mutual information appears. In Section V B we consider
non-Markovian random unitary dynamics that are P-divisible
to prove that maximally entangled states are not optimal to
detect correlation backflow in terms of the mutual informa-
tion. In Section V C we move to a non-unital dynamics, in the
form of a generalized amplitude damping channel, and pro-
vide a class of initial states that efficiently witness the non-
Markovian nature of this evolution. Finally, in Sections V E
and V F, we introduce the tools needed to show the existence
of non-Markovian evolutions for which the mutual informa-
tion does not provide backflows for any initial state.
A. Non-Markovian non-P-divisible unital qubit dynamics
A number of commonly studied dynamics including de-
phasing and random unitary dynamics are unital. For bijective
unital dynamical maps acting on a qubit an increase of the mu-
tual information can be observed for any non-P intermediate
map Vs,t.
Theorem 1. Let Λt be a unital bijective qubit evolution. Fur-
thermore assume that the intermediate map Vs,t is analytic
and non-P at a given time t. Then there exist states ρAS ∈
B(HA ⊗HS ) in the image of Λt for which I(IA ⊗ Vs,t(ρAS )) >
I(ρAS ).
Proof. Assume that Vs,t is not P. Then there exists a pure state
|φ〉S on HS such that Vs,t(|φ〉〈φ|S ) has a negative eigenvalue.
Let the eigenvalues of Vs,t(|φ〉〈φ|S ) be 1+(s) and −(s), where
(t) = 0 and (s) ≥ 0. Consider the state
ρAS ≡ 12 |0〉〈0|A ⊗
(
p|φ〉〈φ|S + (1 − p)1S2
)
+
1
2
|1〉〈1|A ⊗
(
p|φ⊥〉〈φ⊥|S + (1 − p)1S2
)
, (33)
where |φ⊥〉 is the pure state orthogonal to |φ〉, and |0〉〈0|A and
|1〉〈1|A are orthogonal states in HA. Note that since the evo-
lution is unital, the eigenvalues of Vs,t(|φ⊥〉〈φ⊥|S ) are 1 + (s)
and −(s). Note also that the reduced density matrices of both
the system and the ancilla are maximally mixed. Therefore,
the reduced states are unchanged by a unital map Vs,t.
The mutual information as a function of time is
I(IA ⊗ Vs,t(ρAS )) =
(
1 + p
2
+ p(s)
)
ln
(
1 + p
2
+ p(s)
)
+
(
1 − p
2
− p(s)
)
ln
(
1 − p
2
− p(s)
)
+ ln 2. (34)
Its time derivative now reads
− d
ds
S (IA ⊗ Vs,t(ρAS ))|s=t = d(t)dt p (ln(1 + p) − ln(1 − p)) .
(35)
Note that p(ln(1+ p)− ln(1− p)) > 0 for 0 < p < 1. Therefore,
for d(t)dt > 0 the time derivative of the mutual information is
positive for ρAS . Moreover, since (t) is assumed to be ana-
lytic d(t)dt > 0 implies that the map Vt+δ,t is non-P for a suffi-
ciently small δ. Since Λt is bijective and unital, there always
exists a sufficiently small p such that ρAS is in the image of
Λt. 
B. Non-Markovian random unitary dynamics and maximally
entangled states
We provide a condition for the mutual information not to
show backflows when a maximally entangled state is evolved
by a random unitary dynamical map. Thereafter, we formulate
a version of this condition that applies to qubits, where the P-
divisibility of the dynamical map is implied.
We consider the bipartite scenario where the systems S and
A are qudits (dS = dA = d), S is evolved by a random uni-
tary dynamical map Λt (see Eq. (9)) and the ancillary system
9A is left untouched. We study the evolution of a maximally
entangled state φ = |φ〉〈φ|, where
|φ〉 = 1√
d
d∑
i=1
|ai〉A ⊗ |si〉S , (36)
and {|si〉S }i ({|ai〉A}i) is an orthonormal basis of HS (HA).
First, we show that the evolved state is diagonal in a Bell basis
with eigenvalues given by the the same probability distribu-
tion {pk(t)}k that defines Λt (see Eq. (9)). Indeed
φ(t) =
N∑
k=1
pk(t)(1A ⊗ σk)|φ〉〈φ|(1A ⊗ σk)
≡
N∑
k=0
pk(t)|φk〉〈φk |, (37)
where N = d2 − 1. The set of states {|φk〉}k ≡ {(1A ⊗ σk)|φ〉}k
define a Bell basis and are orthonormal since: 〈φi|φ j〉 =
Tr
[
φ(1A ⊗ σiσ j)
]
= TrS
[
TrA
[
φ
]
σiσ j
]
= 1d TrS
[
σiσ j
]
= δi j.
It follows that the von Neumann entropy of φ(t) is defined by
the distribution pk(t)
S (φ(t)) = −
N∑
k=0
pk(t) ln pk(t) . (38)
The reduced states of φ(t) to the subsystems S and A are
maximally mixed: ρS (t) = TrA
[
φ(t)
]
= 1S /d and ρA(t) =
TrS
[
φ(t)
]
= 1A/d. Thus, the only evolving component of
the mutual information of φ(t) is given by (38): I(φ(t)) =
2 log2 d − S (φ(t)). The time derivative of this quantity is
d
dt
I(φ(t)) =
N∑
k=0
dpk(t)
dt
(ln pk(t) + 1)
=
dp0(t)
dt
(ln p0(t) + 1) +
N∑
k=1
dpk(t)
dt
(ln pk(t) + 1)
=
N∑
k=1
dpk(t)
dt
ln
pk(t)
p0(t)
. (39)
It follows that, if ddt pk(t) ≥ 0 and p0(t) ≥ pk(t) for k =
1, 2, . . . ,N, we cannot witness any backflow of mutual infor-
mation with a maximally entangled state since ddt I(φ(t)) ≤ 0.
Finally, we consider the qubit case, namely when d = 2.
From Eqs. (17) and (13) it follows that the conditions p0(t) ≥
pk(t), for k = x, y, z and t ≥ 0, are always satisfied. We con-
clude that, when S and A are qubits, if ddt pk(t) ≥ 0 for any
k = x, y, z and t ≥ 0, we cannot obtain any backflow of mutual
information if the initial state is maximally entangled.
We notice that in a time interval where ddt pk(t) ≥ 0 the dy-
namics is P-divisible, but not necessarily CP-divisible. Thus,
there are some cases of non-Markovian P-divisible qubit dy-
namics that cannot be witnessed by the the mutual information
of an evolved maximally entangled state. In order to prove this
result, we write the time derivative of px(t)
d
dt
px(t) =
1
2
(
(γx(t) + γy(t))Axy(t) + (γz(t) + γx(t))Azx(t)
− (γy(t) + γz(t))Ayz(t)
)
. (40)
Similarly, we can write ddt py(t) and
d
dt pz(t). We notice that
d
dt px(t) +
d
dt py(t) = (γx(t) + γy(t))Axy(t). Therefore, given
the positivity of Axy(t), Ayz(t) and Azx(t) (see Eq. (13)), if
d
dt pk(t) ≥ 0 for k = x, y, z, the dynamics is P-divisible (in
this case the conditions given in Eqs. (15) are automatically
satisfied). However, in general the converse is not true. In-
deed, in Sec. V B 1 we study two similar P-divisible evolu-
tions for qubits where in the first the conditions ddt pk(t) ≥ 0
for k = x, y, z are not satisfied, while in the second they are.
In order to obtain an intuitive meaning of the conditions
presented in this section, we look at the definition given in
Eq. (9) for random unitary evolutions. We notice that p0(t)
represents the fraction of Λt that acts as the identity map on
ρS (0). Therefore, if the value of p0(t) is increasing for some
t, i.e., ddt p0(t) > 0, it is reasonable to expect that at time t the
system S is getting closer to its initial configuration ρS (0) and
therefore evolving under a non-Markovian evolution that can
be witnessed. Conversely, since
∑N
k=0 pk(t) = 1, if
d
dt pk(t) ≥ 0
for any k , 0, it follows that ddt p0(t) ≤ 0. We expect that in
this situation, where the overlap of ρS (t) with its initial con-
figuration decreases, S undergoes an evolution that cannot be
distinguished from a Markovian one.
1. Example: the quasi-eternal non-Markovian model
In the last section we gave a set of conditions for non-
Markovian random unitary dynamics such that, if satisfied,
cannot be witnessed evolving maximally entangled states. In
the case of qubits, these conditions are given in terms of the
time derivative of the probability distribution {pk(t)}k that de-
fines Eq. (9). In this section we consider two examples. First,
we consider a model that does not satisfy the conditions given
in Section V B and we check if, apart from the maximally
entangled states, the evolution of random pure states can pro-
vide any backflow. Secondly, we consider a model that satis-
fies these conditions, i.e., cannot be witnessed by any initially
maximally entangled state, and we notice that the evolution
of random pure initial states do not provide any backflow of
mutual information.
First of all, we consider the qubit random unitary dynamics
given in Section II C 2, where α = 2/5 and t0 = 1. This ex-
ample satisfies the condition of physicality given by Eq. (21).
Indeed, limt→∞ B(2/5,1)xyz (t) ' 0.146 > 0. Moreover, the phys-
icality of this model is shown by the positivity of the time-
dependent distribution {pk(t)}k, for k = 0, x, y, z, that defines
the corresponding random unitary evolution
px(t) = py(t) =
1
4
(
1 − e−4t/5
)
,
pz(t) =
1
4
1 + e−4t/5 − 2e−2t/5 (cosh(t − 1)cosh(1)
)2/5 ,
where p0(t) = 1 − px(t) − py(t) − pz(t) ≥ 0 and p0(0) = 1.
We define tNM(ρS A(0)) the time when the backflow of mu-
tual information starts if the initial state considered is ρS A(0).
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We evaluated tNM(ρS A(0)) for 2 · 104 pure random states
ρS A(0) = |ψS A〉〈ψS A| of the form
|ψS A〉 = a1|00〉S A + a2|01〉S A + a3|10〉S A + a4|11〉S A ,
where the parameters ai are normalized complex random
numbers. The minimum value of tNM(ρS A(0)) obtained has
been tNM(ρS A(0)) ' 2.404, where the values of the parameters
that generates ρS A(0) are characterized by: |a1| ' |a3| ' |a4| '
0 and |a2| ' 1 up to local unitary operations on A. Our numer-
ical analysis does not give any insight about the possible ex-
istence of a class of initial states for which the corresponding
tNM(ρS A(0)) is arbitrarily close to t0 = 1, i.e., the earliest time
for which the intermediate map Vt1,t2 is P but not CP. If there
exist pure states with tNM closer to t0 = 1, they must belong
to a small subset that we did not sample. We point out that for
this model, while ddt px(t) ≥ 0 and ddt py(t) ≥ 0 for any t ≥ 0,
d
dt pz(t) < 0 for t > 1.3254. Indeed, the evolution of a maxi-
mally entangled state |φ+〉S A = (|00〉S A + |11〉S A)/
√
2 shows a
backflow of mutual information with tNM(|φ+〉〈φ+|) ' 2.741.
Finally, we have studied the eternal non-Markovian model
given by α = 1 and t0 = 0. Interestingly, in this case
d
dt px(t) ≥ 0, ddt py(t) ≥ 0 and ddt pz(t) ≥ 0 for any t ≥ 0. There-
fore, this model satisfies the conditions given in Section V B,
i.e., maximally entangled states that are evolved by this dy-
namics do not show backflows of mutual information. In our
numerical simulations no backflow of mutual information has
been observed evolving 103 random pure initial states.
C. Non-maximally entangled states help to detect
non-Markovian dynamics
The purpose of this section is to examine, through a con-
crete example, how the use of non-maximally entangled states
can be of benefit for the detection of non-Markovian effects.
This example also serves as an illustration of the witnessing
potential of the mutual information for non-Markovian dy-
namics that are non-unital and not P-divisible.
The model we consider is a generalized amplitude damp-
ing channel (GADC) with two time dependent parameters, de-
fined by the following set of Kraus operators
K1(t) =
√
s(t)
(
1 0
0
√
r(t)
)
,
K2(t) =
√
s(t)
(
0
√
1 − r(t)
0 0
)
,
K3(t) =
√
1 − s(t)
( √
r(t) 0
0 1
)
,
K4(t) =
√
1 − s(t)
(
0 0√
1 − r(t) 0
)
, (41)
where s(t) = cos2(5t) and r(t) = e−t. The evolution induced by
these operators is equivalent to that described by a generator
Lt of the form given in Eq.(2) with G− = σ− and G+ = σ+
and the respective time-dependent rates
γ−(t) = cos2(5t) − 5(1 − e−t) sin(10t) , (42)
γ+(t) = sin2(5t) + 5(1 − e−t) sin(10t) , (43)
for which the following equality holds
γ−(t) + γ+(t) = 1 . (44)
In order to understand the non-Markovian behaviour of this
model, it is possible to calculate the function g(t) introduced
in [8]
g(t) = lim
dt→0
||(IA ⊗ Vt+dt,t)(φAS )||1 − 1
dt
,
where φAS is the maximally entangled state (36) and || · ||1
represents the trace norm. Indeed it is positive if and only if
Vt+dt,t is not CP. In our case g(t) > 0 if and only if either γ−(t)
or γ+(t) is negative
g(t) =
1
2
∑
i=±
|γi(t)| − γi(t) =

−γ−(t) t ∈ T−
−γ+(t) t ∈ T +
0 otherwise
,
where T± ≡ {t : γ±(t) < 0} are two non-overlapping sets
of time intervals. We can define T− as the union of the time
intervals T−k ≡ (t−in,k, t−f in,k) when the rate γ−(t) is negative. If
we do the same with T +, we can write
T± ≡
∞⋃
k=1
T±k ≡
∞⋃
k=1
(
t±in,k, t
±
f in,k
)
.
In Ref. [19] the authors compare the ability of mutual in-
formation and entanglement of formation to witness non-
Markovianity when a maximally entangled state is shared be-
tween S and A for the considered dynamics. They note that
the mutual information does not show any backflow during the
first time interval where dynamics is not CP-divisible, i.e., for
t ∈ T−1 , while the entanglement of formation shows a backflow
in a time interval that is a proper subset of T−1 . However, in
order to fairly compare the witnessing potential of two differ-
ent correlation measure, we must consider any possible initial
state.
From now on we will focus on detecting backflows of mu-
tual information for times t ∈ T−1 ' (0.13437, 0.31416): we
give numerical results indicating that the mutual information
can detect backflows for any t ∈ T−1 . We consider as initial
states the pure states
|ψ−()〉 ≡
√
1 − 2|00〉S A + |11〉S A , (45)
and provide strong evidence that these statesprovide back-
flows of mutual information for any time t ∈ T−1 for  → 0+.
More precisely, we have observed backflows in the mutual in-
formation for t ∈ T˜−1 ⊂ T−1 , where T˜−1 ≡ (t−in,1 + δτ, t−f in,1 − δτ)
and δτ = 10−10.
We consider ρ−(0, ) = |ψ−()〉〈ψ−()| as the initial state
of our complete system and we study its evolution ρ−(t, ) =
1A ⊗ Λt(ρ−(0, )), where Λt represents the GADC described
above. In Fig. 4 we show the behaviour of I(ρ−(t, )) for sev-
eral values of . We notice that as  approaches zero, the time
interval where I(ρ−(t, )) is increasing widens and approaches
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FIG. 4. The mutual information relative to its value at t = 0.1,
I(ρ−(t, ))/I(ρ−(0.1, )) as a function of t for values of  between 10−3
and 10−500 (black curves). With successively smaller  the mutual in-
formation increases in a larger part of the interval 0.13437 . t .
0.31416 where the dynamics is non CP-divisible (light blue area),
and the t where the mutual information begins to increase approaches
the beginning of the interval (grey vertical lines). For  = 10−500 the
increase in mutual information begins at t ' 0.1352.
FIG. 5. The coefficients α(δτ) (dark blue curve) and β(δτ) (black
curve) of the leading order of the series expansion of ddt I(ρ
−(t, )) in
 as functions of δτ for −10−6 ≤ δτ ≤ 10−6. The dynamics is non-
Markovian for δτ > 0 (light blue area). For δτ ≤ 0 the coefficient
β(δτ) is non-negative while α(δτ) is negative and therefore the lead-
ing order term of the expansion is negative for any . For δτ > 0 both
β(δτ) and α(δτ) are negative and therefore, for sufficiently small 
the leading order term of the expansion is positive. For δτ = 0 the
value of β(δτ) is zero to within numerical precision.
T−1 , while the amplitude of the mutual information decreases.
The latter effect, and the increasingly small values of , makes
it difficult to numerically verify the possibility to witness a
backflow of mutual information for t ∈ T−1 arbitrarly close to
t−in,1 and t
−
f in,1.
To better understand the behaviour of I(ρ−(t, )) when t '
t−in,1, we consider a series expansion in  of the time derivative
of this quantity for times close to the beginning of T−1 , e.g.,
for |δτ| ≡ |t − t−in,1| ≤ 10−6. We find
d
dt
I(ρ−(t−in,1 + δτ, )) = (α(δτ) + β(δτ) ln())
2 + O(3) .
This expansion (Fig. 5) is characterized by α(δτ) < 0 and
the relation sign(β(δτ)) = − sign(δτ), which has been verified
up to δτ = ±10−10. An analogous result is obtained when
t ' t−f in,1. For this case α(δτ) is negative and sign(β(δτ)) =
sign(δτ). In summary, the numerical analysis indicates that
for any value of t ∈ T−1 there exists a positive number t such
that, if ρS A(0) = ρ−(0, ), we have a backflow of mutual infor-
mation at time t, i.e., ddt I(ρ
−(t, )) > 0, for any 0 <  < t.
We focused just on the first time interval of non-
Markovianity, i.e., T−1 , because in this case mutual informa-
tion does not show any backflow for the maximally entan-
gled state. Indeed, given a value of  > 0, the fraction of
the time interval of T−1 for which
d
dt I(ρ
−(t, )) > 0 is smaller
than the one that we have for T−k when k ≥ 2. Similar
results are obtained for T +1 if we consider the initial state
ρ+(0, ) ≡ |ψ+()〉〈ψ+()| for  > 0 that approaches to zero,
where |ψ+()〉 ≡ |00〉S A +
√
1 − 2|11〉S A. We underline that
we cannot perform this numerical analysis for each T±k since
there is an infinite number of such intervals.
The results in this section demonstrate that it appears diffi-
cult to fully determine when a given non-Markovian dynamics
experiences correlation backflow in terms of the mutual infor-
mation, as one needs to consider all possible initial states. In
fact, to our knowledge, it is not even clear if one can restrict
the study to pure states. Despite all these difficulties, in the
next sections we construct examples of non-Markovian dy-
namics where it can be proven that no backflow in the mutual
information takes place.
D. Non-Markovian dynamics with no backflows of mutual
information
We have analyzed several situations where correlations
backflows as measured by the mutual information detect non-
Markovianity, including explicit examples of non-P-divisible,
P-divisible, unital and non-unital non-Markovian evolutions.
In this section we construct, using the ideas introduced in [28],
examples of non-Markovian evolutions for qubits that can-
not be witnessed by backflows of mutual information. The
key feature for the construction of these examples is that for
large enough times all evolved states are contained in a neigh-
borhood of the stationary state, that is, by choosing a large
enough evolution time, the image of the dynamical map can
be made as close as desired to its stationary state. Moreover,
there are examples of evolutions in which it is possible to tune
when non-Markovian effects take place. In particular, they
can be made arbitrarily close to the stationary state. To under-
stand the presence of correlation backflows for these maps it
is enough to perform a perturbative study of the chosen cor-
relation measure, the mutual information in this case, around
the stationary state. This hugely simplifies the analysis and al-
lows us to conclude the absence of correlation backflow in the
mutual information for some non-Markovian dynamics. Ex-
amples of such maps are for instance shown in Sections V E
and V F for P-divisible evolutions of qubits.
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1. Example: the quasi-eternal non-Markovian model
We start by presenting examples of channels in which it is
possible to tune when non-Markovian effects take place. In
Section II C 2 we introduced a class of non-Markovian ran-
dom unitary evolutions [? ] where the rates that define the
corresponding P-divisible dynamical maps, see Eqs. (10), are
given by Eq. (18), i.e.,{
γx(t), γy(t), γ(t0)z (t)
}
=
1
5
{1, 1,−tanh(t − t0)} . (46)
where we fixed α = 2/5.
We define Λ(t0)t to be the qubit dynamical map induced by
the rates given in Eq. (46). Moreover, let V (t0)t1,t2 be the inter-
mediate map of Λ(t0)t in the time interval (t1, t2). We define the
image of the dynamical map Λ(t0)t , i.e., the set of the accessible
states of the evolution at time t, to be
Im(Λ(t0)t )= {σ ∈ S (HS ) : σ = Λ(t0)t (ρ) for some ρ ∈ S (HS )}.
(47)
In Section V B 1 we showed that t0 = 1 and α = 2/5 define
a physical evolution. Indeed, from Eq. (21), Λ(t0)t is a CPTP
map for any t ≥ 0 and t0 ≥ T (2/5) ' 0.769.
The structure of this section is the following. First, we pick
t0 = t′0 to define Λ
(t′0)
t and we consider an intermediate map V
that occurs in the time interval (t1, t2), where t1 > t′0. There-
fore, we consider a larger value of t0, e.g., t′′0 > t
′
0, and we
show that the same V occurs in a time interval which is de-
layed by the factor ∆t0 = t′′0 − t′0, i.e., in (t1 + ∆t0, t2 + ∆t0).
Secondly, once we understand that varying the value of t0 the
same intermediate map V can be delayed as much as needed,
we study the image of the dynamics for arbitrary large values
of t0. The final purpose is to show that, increasing enough
the value of t0, Im(Λ
(t0)
t ) is contained in an arbitrarily small
neighbor of the stationary state.
Following the steps we have described, we start considering
the dynamical maps Λ(t
′
0)
t and Λ
(t′′0 )
t , where 1 ≤ t′0 < t′′0 and
∆t0 ≡ t′′0 − t′0 > 0. From Eqs. (10) and (11), since the rates
that defines the two evolutions differ by a simple time-shift
(see Eq. (46)), we can express the intermediate maps of Λ(t
′′
0 )
t
starting from time ∆t0 in terms of the dynamical map Λ
(t′0)
t .
Indeed, for ∆t0 < t
Λ
(t′0)
t−∆t0 = V
(t′′0 )
t,∆t0
, (48)
As a consequence, if ∆t0 < t, the dynamical map Λ
(t′′0 )
t itself
can be expressed as the composition of Λ(t
′′
0 )
∆t0
and Λ(t
′
0)
t−∆t0
Λ
(t′′0 )
t = Λ
(t′0)
t−∆t0Λ
(t′′0 )
∆t0
. (49)
Indeed, composing Eqs. (48) and (49), we obtain the defini-
tion of the intermediate map V (t
′′
0 )
t,∆t0
, i.e., Λ(t
′′
0 )
t = V
(t′′0 )
t,∆t0
Λ
(t′′0 )
∆t0
.
Now, we consider a time interval (t′1, t
′
2) such that t
′
0 < t
′
1 <
t′2. In this time interval, γ
(t′0)
z (t) < 0 and the intermediate map
V ≡ V (t′0)t′2,t′1 is P but not CP (see Section II C). From the results
FIG. 6. The rate γ(t0)z (t) = − tanh(t − t0)/5 of the quasi-eternal non-
Markovian model for (blue) t0 = t′0 = 1 and (orange) t0 = t
′′
0 = 4.
The difference between Λ
(t′0)
t and Λ
(t′′0 )
t , since γx(t) = γy(t) = 1/5 in
both cases, is characterized by the different values of the integral of
γ
(t0)
z (t) (see Eq. (10)). Let V be the P intermediate map of Λ
(t′0)
t for the
time interval (t′1, t
′
2) = (1.5, 2). Givent that ∆t0 = t
′′
0 − t′0 = 3, V is also
an intermediate map of Λ
(t′′0 )
t , where now it occurs in a time interval
shifted by the factor ∆t0, i.e., in (t′′1 , t
′′
2 ) = (4.5, 5). The difference
between the images of the two maps before the action of V is given
by the contractive action of Λ
(t′′0 )
∆t0
.
obtained above, it is clear that the action of V can also be
obtained as the intermediate map of Λ(t
′′
0 )
t that occurs in the
shifted time interval (t′′1 , t
′′
2 ) ≡ (t′1 + ∆t0, t′2 + ∆t0). Therefore,
we have the identity
V = V (t
′
0)
t′2,t
′
1
= V (t
′′
0 )
t′′2 ,t
′′
1
. (50)
Therefore, if we want to witness the non-Markovian effect
of V while we consider Λ(t
′
0)
t , its action occurs from time t
′
1.
Instead, considering Λ(t
′′
0 )
t , V occurs from the delayed time
t′′1 = t
′
1 + ∆t0.
Having established that, for both Λ(t
′
0)
t′1
and Λ(t
′′
0 )
t′′1
, the inter-
mediate map of the evolution that follows for a time interval
that lasts t2 − t1 is V , we proceed checking the images of the
respective preceding evolutions, i.e., Im(Λ(t
′
0)
t′1
) and Im(Λ(t
′′
0 )
t′′1
).
The difference between the two images is given by the (con-
tractive) CP map Λ(t
′′
0 )
∆t0
. In order to understand the effect of this
map, since ∆t0 < t′′0 , the rates that define Λ
(t′′0 )
∆t0
through Eqs.
(10) are positive in the time interval (0,∆t0). Therefore, the
action of Λ(t
′′
0 )
∆t0
is a "global" contraction, i.e., using Eq. (16)
for Λ(t
′′
0 )
∆t0
,
Λ
(t′′0 )
∆t0
(σi) = λ
(t′′0 )
i (∆t0)σi , (51)
where λ(t
′′
0 )
i (∆t0) < 1 for i = x, y, z [? ]. Moreover, since Λ
(t′0)
t′1
is CP, we can write
Λ
(t′0)
t′1
(σi) = λ
(t′0)
i (t
′
1)σi , (52)
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where λ(t
′
0)
i (t
′
1) < 1 for i = x, y, z. Considering Eqs. (51) and
(53) in Eq. (49), we obtain
Λ
(t′′0 )
t′′1
(σi) = λ
(t′′0 )
i (t
′′
1 )σi = λ
(t′0)
i (t
′
1)λ
(t′′0 )
i (∆t0)σi , (53)
where we remember that t′′1 = t
′
1 + ∆t0. Since λ
(t′′0 )
i (t
′′
1 ) <
min{λ(t′0)i (t′1), λ
(t′′0 )
i (∆t0)}, we conclude that
Im(Λ(t
′′
0 )
t′′1
) = Im(Λ(t
′
0)
t′1
Λ
(t′′0 )
∆t0
) ⊂ Im(Λ(t′0)t′1 ) . (54)
The next logic step is to fix the value of t′0 = 1 and increase
t′′0 (and consequently ∆t0 = t
′′
0 − t′0) in order to, at the same
time, delay the occurrence of V for Λ(t
′′
0 )
t and show that we can
make the evolution that precedes its action more and more
contractive (see Fig. 6). Indeed, as showed above, if t′1 is
the time from which V occurs for Λ(t
′
0)
t , the same intermediate
map (see Eq. (50)) occurs for Λ(t
′′
0 )
t from time t
′′
1 = t
′
1 + ∆t0.
Therefore, increasing t′′0 , we delay more and more the time of
occurrence t′′1 of the intermediate P map V = V
(t′′0 )
t′′2 ,t
′′
1
.
Now, we prove that for any  > 0 there exists a value of t′′0
such that the action of Λ(t
′′
0 )
t′′1
is characterized by λ(t
′′
0 )
i (t
′′
1 ) < 
for each i = x, y, z. From Eqs. (10) and (46) it is easy to check
that λ(t
′′
0 )
x (t) = λ
(t′′0 )
y (t) > λ
(t′′0 )
z (t) for any t > 0. Indeed,
λ
(t′′0 )
x (t′′1 ) =
(
e−t
′′
1
cosh(t′′1 − t′′0 )
cosh(t0)
)1/5
<
(
2e−2t
′′
0
)1/5
, (55)
λ
(t′′0 )
z (t′′1 ) =
(
2e−2t
′′
0
)1/5 (e−2(t′1−1)
2
)1/5
. (56)
Therefore, for any  > 0, if the following condition is satisfied
t′′0 > log
√
2/5 , (57)
we have λ(t
′′
0 )
z (t′′1 ) < λ
(t′′0 )
x (t′′1 ) = λ
(t′′0 )
y (t′′1 ) < .
We want to understand the effects on the set of accessible
states of Λ(t
′′
0 )
t′′1
that we obtain when t′′0 is increased over the
bound given by Eq. (57). Therefore, we consider a generic
initial state ρS (0) = (1S +v(0) ·σ)/2, represented by the Bloch
vector v(0) = (vx(0), vy(0), vz(0)), where in the vector σ =
(σx, σy, σz) we collect the Pauli matrices. We evolve this qubit
state with the dynamical map Λ(t
′′
0 )
t , where the condition of Eq.
(57) is satisfied for some  > 0. At time t = t′′1 the Bloch
vector is evolved to v(t′′1 ) = (vx(t
′′
1 ), vy(t
′′
1 ), vz(t
′′
1 )). From Eq.
(55) and (56), it is straightforward to show that maxi vi(t′′1 ) <
 max vi(0). In particular
||ρS (t′′1 ) − 1S /2||1 =
1
2
√∑
i
v2i (t
′′
1 ) <

2
. (58)
In other words, Im(Λ(t0)τ(t0)) is inside a neighbor of radius of
order  centered in the maximally mixed state 1S /2, namely
the stationary state of the evolution. We can pick arbitrary
small values of  by considering arbitrary large values of t′′0
(and consequently t′′1 = t
′
1 + t
′′
0 − t′0), i.e., the time after which
γ
(t′′0 )
z (t) < 0 and consequently Λ
(t′′0 )
t ceases to be CP-divisible.
Finally, we consider the mutual information I of two qubits
A and S , where A is an ancilla and S is evolved by the dynam-
ical map Λ(t
′′
0 )
t . In this scenario, we want to witness a backflow
of I in the time interval (t′′1 , t
′′
2 ), i.e., when the P intermediate
map V evolves S . Therefore, we increase the value of t′′0 un-
til the image Im(IA ⊗ Λ(t
′′
0 )
t′′1
) of the evolution that precedes the
action of IA ⊗ V is in a neighbor of radius  of the stationary
states of the dynamics, namely ρA ⊗ 1S /2, where ρA is any
state of S (HA). At time t′′1 we have that
• The states in Im(IA⊗Λ(t
′′
0 )
t′′1
) are -close from the station-
ary states of the evolution.
• The evolution in the following time interval (t′′1 , t′′2 ) is
described by the P, but not CP, intermediate map IA⊗V .
• The previous point holds for arbitrary small time inter-
vals (t′′2 − t′′1 ).
To sum up, there exist dynamics in which non-Markovian ef-
fects take place only arbitrarily close to the stationary state.
For these cases, to understand the existence of correlation
backflows in the mutual information it suffices to perform
a perturbative analysis of this quantity around the stationary
state. This is precisely what we do in what follows, Sections
V E and V F, for a random unitary dynamics for qubits. The
calculations are lengthy and can be skipped by readers not
interested in the technical details, as they are not needed for
the rest of the article. However, this perturbative analysis al-
lows us to conclude that the studied non-Markovian dynamics
do not present any increase of the mutual information for any
initial state in S (HA ⊗HS ).
E. Taylor expansion of the time derivative of the mutual
information
To study the time dependence of the mutual information
perturbatively we here outline how the time derivative of the
mutual information ddt I(ρ(t)) ≡ dds I(a¯,Vs,t)
∣∣∣
s=t in a neighbour-
hood of a given state ρ can be described by a Taylor expansion
in the coordinates ai. In particular we consider Taylor expan-
sions as a tool to investigate the neighborhoods of stationary
states.
The mutual information as a functon on the set of states
S (HA ⊗ HS ) is analytic for all states ρ of full rank, i.e., ev-
erywhere in the interior of the set of states, here denoted
int[S (HA ⊗ HS )]. Thus, in any open neighborhood U ⊂
int[S (HA ⊗ HS )] of a state ρ the mutual information equals
its Taylor series and we can use Taylor expansions to ana-
lyze it perturbatively around ρ. Moreover, if the dynamics is
differentiable the time derivative of any analytic correlation
measure is analytic as well.
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Proposition 3. Let M be a correlation measure that is ana-
lytic at a¯. If dVs,tds
∣∣∣
s=t is well defined it follows that
d
dt M(a¯, t) ≡
d
ds M[a¯,Vs,t]
∣∣∣
s=t is analytic at a¯.
Proof. The time derivative ddt M(a¯, t) ≡ dds M[a¯,Vi j(s, t)]
∣∣∣
s=t
can be expressed as ddt M(a¯, t) =
∑
i, j a j
dVi j(s,t)
ds
∣∣∣
s=t
∂
∂ai
M(a¯, t).
Assume that dVi j(s,t)ds
∣∣∣
s=t is well defined for each i, j. Then,
since products, linear combinations, and derivatives of ana-
lytic functions are analytic it follows that ddt M(a¯, t) is analytic
as a function of a¯.

Thus, in particular, if Vs,t is differentiable ddt I(ρ(t)) can be
described perturbatively in any open neighborhood of a state
in int[S (HA⊗HS )] by a Taylor expansion. On the other hand,
for states of less than full rank, i.e., states on the boundary of
S (HA ⊗HS ), the partial derivatives in the coordinates ai need
not even be well defined to all orders.
Now consider a stationary state ρ0 of a linear divisible
dynamic described by Λt which is of full rank, i.e. ρ ∈
int[S (HA ⊗ HS )]. Since ddt I(ρ0(t)) = 0 the sign of ddt I(ρ(t))
in a neighborhood of ρ0 is determined by the terms of order
greater than zero in the Taylor expansion of ddt I(ρ(t)).
In general ddt I(ρ(t)) may take both positive and negative val-
ues in a neighbourhood of ρ0. If a neighborhood of ρ0 exists
where ddt I(ρ(t)) is everywhere non-negative, or alternatively
everywhere non-positive, depends only on ρ0 and on dds Vs,t
∣∣∣
s=t.
In particular, the properties of the neighborhood is indepen-
dent of the previous dynamic Λt and the properties of the im-
age of Λt since we assumed linear divisibility of the dynamics.
This last observation allows us to make the following two
statements about the change of the mutual information. If
there is some neighborhood of ρ0 where ddt I(ρ(t)) is some-
where positive, and this neighbourhood is contained in the
image of Λt, we can observe an increase of the mutual infor-
mation. If there is some neighborhood of ρ0 where ddt I(ρ(t)) is
non-positive, and the image of Λt is contained in this neigh-
borhood, we can not observe any increase of the mutual infor-
mation.
1. Neighbourhoods of critical points
In the case that one or more first derivatives are zero one
must consider higher order terms of the Taylor expansion to
study how the sign of ddt I(ρ(t)) behaves in a neighbourhood
of a stationary state ρ0. In particular this is true if all first
derivatives with respect to the ai are zero, i.e., if ρ0 is a critical
point of ddt I(ρ(t)). The relevance of considering critical points
in relation to stationary states can be understood from the fol-
lowing two observations. For any continuously differentiable
dynamics a product state in the interior of the set of states is a
critical point of dMdt if M is analytic.
Proposition 4. Let M be a correlation measure that is ana-
lytic at a state ρ. Assume that Vs,t is continuously differen-
tiable. Then if ρ ∈ int[S (HA ⊗ HS )] and is a product state it
is a critical points of dMdt .
Proof. See Appendix B. 
Thus, in particular, all product states in int[S (HA ⊗ HS )]
are critical points of ddt I(ρ(t)).
For qubit evolutions a stationary state in the interior of the
set of states is a critical point of dMdt if M is analytic.
Proposition 5. Let M be a correlation measure that is an-
alytic at ρ and let {Λt}t be a continuously differentiable dy-
namical qubit evolution. If ρ is in int[S (HA ⊗ HS )] and is a
stationary state of {Λt}t it is a critical point of dMdt .
Proof. See Appendix C. 
Thus, for qubit evolutions all stationary states in int[S (HA⊗
HS )] are critical points of ddt I(ρ(t)).
The nature of a critical point ρ0 can be analyzed by obtain-
ing the eigenvalues of the Hessian matrix, i.e., the matrix of
second derivatives Hi, j = ∂
2
∂ai∂a j
d
dt I(ρ(t)). However, for any
stationary state, the Hessian Hi, j is of less than full rank since
d
dt I(ρ(t)) = 0 on the set of stationary states of Vs,t, denoted S s,
and on the set of product states, denoted S p. From this follows
that any eigenvector of the Hessian that is tangent to S s ∪ S p
corresponds to a zero eigenvalue. Thus, the sign of ddt I(ρ(t)) in
the part of the neighborhood of ρ0 that coincides with the zero-
eigenspace E0 of Hi, j cannot be determined from the Hessian
matrix alone since it depends on higher order derivatives.
On the overlap of the neighborhood of ρ0 with the com-
plement of E0, i.e., with EC0 ≡ B(HA ⊗ HS )\E0, the Hessian
does describe the sign of ddt I(ρ(t)) if the neighborhood is suf-
ficiently small. In particular, if all non-zero eigenvalues of the
Hessian, which correspond to eigenvectors tangent to EC0 , are
negative there exists a neighborhood U−ρ0 of ρ0 where
d
dt I(ρ(t))
is negative in U−ρ0 ∩ EC0 . If all the non-zero eigenvalues of
the Hessian are positive there exists a neighborhood U+ρ0 of ρ0
where ddt I(ρ(t)) is positive in U
+
ρ0
∩ EC0 .
2. Calculating partial derivatives
Directly calculating the derivatives of ddt I(ρ(t)) with respect
to the coordinates ai can be demanding since the eigenval-
ues of ρ are the roots of a polynomial with degree equal to
dim(HA ⊗HS ). To circumvent this difficulty we calculate the
derivatives and second derivatives at a state ρ using a method
adapted from Ref. [20]. The method described in this refer-
ence is valid for real symmetric matrices but generalizing it
to Hermitian complex matrices is very straightforward. We
present the version of this method that works for Hermitian
matrices in the following paragraphs.
Let f be a spectral function defined on a set of n×n Hermi-
tian matrices A parametrized by real numbers ai. By spectral
function we refer to a function that only depends on the eigen-
values {λk}nk=1 of A but not on the ordering of the eigenvalues.
Furthermore, assume that f is analytic in a given point a¯ and
let λk(a¯) be the eigenvalue of A(a¯) with corresponding normal-
ized eigenvector uk(a¯). Then the first and second order partial
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derivatives of f with respect to the parameters ai in the point
a¯ can be expressed as
∂ f (a¯)
∂ai
=
∑
k
∂ f [λ(a¯)]
∂λk
hki (a¯), (59)
and
∂2 f (a¯)
∂ai∂a j
=
∑
k,l
∂2 f [λ(a¯)]
∂λk∂λl
hki (a¯)h
l
j(a¯)
+
∑
k
∂ f [λ(a¯)]
∂λk
hki j(a¯) + ηi j(a¯), (60)
respectively, where
hki (a¯) =u
†
k
∂A(a¯)
∂ai
uk,
hki j(a¯) =u
†
k
∂2A(a¯)
∂ai∂a j
uk +
∑
l|λk,λl
αkli j(a¯)
λk(a¯) − λl(a¯) ,
αkli j(a¯) =
(
u†k(a¯)
∂A(a¯)
∂ai
ul(a¯)
) (
u†l (a¯)
∂A(a¯)
∂a j
uk(a¯)
)
+
(
u†k(a¯)
∂A(a¯)
∂a j
ul(a¯)
) (
u†l (a¯)
∂A(a¯)
∂ai
uk(a¯)
)
,
ηi j(a¯) =
∑
k,l|λk=λl,k<l
αkli j(a¯)
∂2 f [λ(a¯)]
∂2λk
. (61)
When two or more eigenvalues coincide, the correspond-
ing eigenvectors are not uniquely defined. Nevertheless, the
method here can still be used since while the expressions
given in Eq. 61, e.g. hki , may depend on the choice of eigen-
vectors, the partial derivatives themselves are independent and
can be evaluated using any such choice.
If the diagonal form of A in the point a¯ and the correspond-
ing eigenvectors uk(a¯) are known the method described here
can greatly simplify the computation of the partial derivatives.
F. Random unitary dynamics that the mutual information
cannot witness
We now show that the mutual information is non-increasing
for some cases of random unitary qubit dynamics that are P-
divisible but not CP-divisible by studying a neighborhood of
the stationary states using the methods described in Sect. V E.
We consider an ancilla that is also a qubit and explicitly
introduce coordinates ai for B(HA ⊗ HS ) with respect to an
orthonormal basis {ei}15i=0 defined by
e0 = 1 ⊗ 1, e8 = σy ⊗ 1,
e1 = 1 ⊗ σx, e9 = σy ⊗ σx,
e2 = 1 ⊗ σy, e10 = σy ⊗ σy,
e3 = 1 ⊗ σz, e11 = σy ⊗ σz,
e4 = σx ⊗ 1, e12 = σz ⊗ 1,
e5 = σx ⊗ σx, e13 = σz ⊗ σx,
e6 = σx ⊗ σy, e14 = σz ⊗ σy,
e7 = σx ⊗ σz, e15 = σz ⊗ σz, (62)
where all operators are of the form χA ⊗ χS for χA ∈ B(HA)
and χS ∈ B(HS ). A state ρ is represented as
ρ =
1
4
1 ⊗ 1 +
15∑
i=1
aiei , (63)
where ai = 14 Tr(ρei).
The analysis of ddt I(ρ(t)) in the neighborhood of the station-
ary states is done by first considering the states of full rank,
i.e., the states in int[S (HA ⊗HS )], where ddt I(ρ(t)) is analytic.
There we calculate the second derivatives of ddt I(ρ(t)) at the
stationary states and find the eigenvalues of the Hessian ma-
trix. On the subset of states that fall in the zero eigenspace
of the Hessian we then directly evaluate ddt I(ρ(t)). Finally,
we consider the states of less than full rank and describe the
neighborhood of the intersection of the stationary states with
the boundary of the set of states.
The stationary states are of the form ρA ⊗ 1/2 for arbitrary
ρA. Since the stationary states in int[S (HA ⊗ HS )] are criti-
cal by Propositions 4 and 5 and such that ddt I(ρ(t)) = 0, there
exists some sufficiently small neighborhood of the set of sta-
tionary states where the second order terms of the Taylor ex-
pansion in the ai determine the sign of ddt I(ρ(t)), in all direc-
tions where the second derivative is non-zero. To simplify the
calculation of these derivatives we note that unitary transfor-
mations on the ancilla do not change the mutual information
and it is therefore sufficient to consider diagonal ρA. In other
words, the purity of the state of the ancilla is the only param-
eter that is relevant for our analysis. The diagonal stationary
states are of the form 141⊗1+a12σz⊗1 for −1/4 ≤ a12 ≤ 1/4.
The states for which −1/4 < a12 < 1/4 are in int[S (HA⊗HS )]
and the states with coordinates a12 = ±1/4 are at the boundary
of the set of states.
The second derivatives at the diagonal stationary states of
full rank were calculated using the method described in Sect.
V E 2 and the eigenvalues of the Hessian matrix were ob-
tained.The Hessian has six eigenvalues that are zero for all
stationary states in int[S (HA ⊗ HS )], and for all values of the
parameters γk(t). The remaining nine eigenvalues are func-
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tions of the parameters γk(t) and of a12, and are given by
32[γy(t) + γz(t)]
16a212 + 1
16a212 − 1
 ,
32[γx(t) + γz(t)]
16a212 + 1
16a212 − 1
 ,
32[γx(t) + γy(t)]
16a212 + 1
16a212 − 1
 ,
−8[γy(t) + γz(t)] atanh(4a12)a12 ,
−8[γy(t) + γz(t)] atanh(4a12)a12 ,
−8[γx(t) + γz(t)] atanh(4a12)a12 ,
−8[γx(t) + γz(t)] atanh(4a12)a12 ,
−8[γx(t) + γy(t)] atanh(4a12)a12 ,
−8[γx(t) + γy(t)] atanh(4a12)a12 . (64)
These nine eigenvalues are all non-positive if and only if the
conditions in Eq. (15) are satisfied, i.e., if and only if the dy-
namics is P-divisible. In particular, they are all strictly nega-
tive if γi(t)+γ j(t) > 0 for all i, j. In this case there thus exists a
sufficiently small neighborhood of the stationary states where
d
dt I(ρ(t)) is negative in the intersection of the neighbourhood
with the complement of the zero eigenspace of the Hessian.
Next, we need to investigate ddt I(ρ(t)) on the intersection
of a neighbourhood around a stationary state with the zero
eigenspace of the Hessian. Here we would need higher or-
der terms in the Taylor expansion to determine the sign of
d
dt I(ρ(t)), however on this eigenspace we can evaluate it di-
rectly. The zero eigenspace E0(a12) as a function of a12, is
spanned by the six eigenvectors (1 + 4a12σz) ⊗ σi and σi ⊗ 1
for i = x, y, z. These eigenvectors are tangent to the set of
product states for all a12, but the plane they span, i.e. E0(a12),
also contains correlated states. For a given stationary state
ρ0 =
1
41⊗1+ a0σz ⊗1 we can parametrize E0(a0). The states
in the E0(a0) are of the form
1
4
1 ⊗ 1 + (1 + 4a0σz) ⊗ (a1σx + a2σy + a3σz)
+(a4σx + a8σy + a12σz) ⊗ 1. (65)
Note that E0(a0) is an invariant subspace of Vs,t for all a0 since
the dynamics is unital. Thus any state in E0(a0) is mapped
into a state also belonging to E0(a0). Furthermore, a4, a8 and
a12 are time independent. Therefore the time derivative of the
mutual information I as a function on E0(a0) depends only
on the coordinates a1, a2, a3. Since the mutual information is
independent of unitary transformations on the system we can
diagonalize a1σx + a2σy + a3σz without changing its value.
Let ±λ(s) = ±
√
a21(s) + a
2
2(s) + a
2
3(s) be the corresponding
eigenvalues as functions of time where
a1(s)= a1 exp
[
−
∫ s
t
(γz(τ) + γy(τ))dτ
]
,
a2(s)= a2 exp
[
−
∫ s
t
(γz(τ) + γx(τ))dτ
]
,
a3(s)= a3 exp
[
−
∫ s
t
(γx(τ) + γy(τ))dτ
]
. (66)
Since the only time dependence of I is its dependence on λ(t)
we can express the time derivative of the mutual information
as
dI[ρ(t))]
dt
=
dI[ρ(s)]
dλ(s)
dλ(s)
ds
∣∣∣
s=t
for any ρ(t) ∈ E0(a0), where dλ(s)ds
∣∣∣
s=t is given by
−a
2
1[γz(t) + γy(t)] + a
2
2[γx(t) + γz(t)] + a
2
3[γx(t) + γy(t)]√
a21 + a
2
2 + a
2
3
.
When the conditions in Eq. (15) are satisfied, i.e., when
the dynamics is P-divisible, dλ(s)ds
∣∣∣
s=t is non-positive for all
a1, a2, a3. This is equivalent to stating that the length of the
Bloch vector of the reduced state of the system does not in-
crease when the dynamics is P-divisible. Moreover, we see
that for all states in E0(a0) except those of the form ρA ⊗ 1,
for which a1 = a2 = a3 = 0, there exists some CP-divisible
random unitary dynamics such that dλ(s)ds
∣∣∣
s=t < 0. Since we
know that dI[ρ(t)]dt ≤ 0 for all ρ(t) ∈ E0(a0) when the dynam-
ics is CP-divisible it follows that dI[ρ(s)]dλ(s)
∣∣∣
s=t is non-negative for
all ρ(s) ∈ E0(a0) not of the form ρA ⊗ 1. Therefore we can
conclude that dI[ρ(t)]dt ≤ 0 for all ρ(t) ∈ E0(a0) when Vs,t is
P-divisible.
In the above analysis we have seen that there exists random
unitary non-Markovian P-divisible dynamics for which no in-
crease of the mutual information occurs in a sufficiently small
neighborhood of the stationary states in int[S (HA ⊗ HS )]. It
remains to consider the neighbourhood of the stationary states
of full rank, i.e., of stationary states in the boundary of the set
of states. For these stationary states a12 = ±1/4 and they are
thus of the form 1/4(1 + σz) ⊗ 1 and 1/4(1 − σz) ⊗ 1. It is
sufficient to consider restricted neighborhoods of these states
where the coordinate a12 is held fixed at 1/4 or −1/4 respec-
tively. Any other point in their neighbourhoods either belongs
to a neighbourhood of a stationary state in int[S (HA ⊗ HS )],
or is unphysical. The physical states in these restricted neigh-
bourhoods for which a12 = ±1/4 are product states of the
form 1/4(1 ± σz) ⊗ ρ, where ρ ∈ B(HS ). This can be seen by
noting that if a12 = ±1/4, one must choose a4 = a8 = 0
to ensure non-negative eigenvalues of the reduced state on
HA. Therefore, for all physical states in the restricted neigh-
bourhoods the reduced state of the ancilla is pure and of the
form 1/4(1 ± σz), which implies that all such states are prod-
uct states. Since any product state has zero mutual informa-
tion and remains a product state during the evolution it fol-
lows that ddt I(ρ(t)) is zero for all states in any neighborhood of
1/4(1 ± σz) ⊗ 1 where a12 = ±1/4.
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Finally we can conclude that for random unitary evolu-
tions such as the quasi-eternal model described in Sect. V D 1
where the non-Markovian dynamics is P-divisible and all ini-
tial states have been mapped to a sufficiently small neighour-
hood of the stationary states by the preceding Markovian evo-
lution no increase in the mutual information occurs. More-
over, the neighbourhood where no increase of the mutual in-
formation occurs only depends on Vs,t and is independent of
the preceding dynamics. Therefore, for any random unitary
P-divisible evolution subsequent to time t it is always possible
to find a CP-divisible random unitary Λt such that Im(IA⊗Λt)
is contained in this neighbourhood by appropriately choosing
the rates γk(τ) > 0 for 0 ≤ τ ≤ t.
VI. CORRELATION MEASURES DETECTING
ALMOST-ALL NON-MARKOVIAN DYNAMICS
After seeing that the mutual information and entanglement
measures are unable to detect all non-Markovian dynamics, in
this section we review and expand the results in [28], where
it was proven that correlation backflows can be observed for
all non-Markovian dynamics that are at most point-wise non-
bijective. To do so, we need to (i) move to the enlarged sce-
nario in which two auxiliary particles are employed and (ii)
consider a new correlation measure based on the distinguisha-
bility of quantum states. To present this correlation measure
we need to introduce the notion of maximally entropic mea-
surement and review the definition of guessing probability for
an ensemble of quantum states.
1. Maximally entropic measurements
Consider a quantum state ρ. For this state, we say that a
measurement, defined by a Positive Operator Valued Mea-
sure (POVM), is maximally entropic, and denote by ME-
POVM, if, when applied on the state ρ, each outcome has
the same probability of occurrence pi = 1/n, where n is the
generic number of outputs of the POVM considered. Indeed,
if S ({pi}ni=1) = −
∑
i pi logn pi is the Shannon entropy of the re-
sulting n-outcome probability distribution, where we take as
the basis of the logarithm in the entropy the number of out-
puts, S ({pi}ni=1) = 1 if and only if pi = 1/n. We define the set
of ME-POVMs for ρ as
Π (ρ) ≡
{
{Pi}ni=1 : S ({pi}ni=1) = 1
}
. (67)
For any state ρ, this collection is non-empty and contains mea-
surements with any number of outputs (see Appendix F). It is
trivial to adapt this notion to the case when the number of out-
puts is fixed to n, having the set of measurements Πn(ρ).
2. Guessing probability of an ensemble
Consider an ensemble of states E = {pi, ρi}i (with i =
1, . . . , n) defined on a finite dimensional state space S (H).
Assume that we know the composition of the ensemble E, and
we want to answer the question: What is the average probabil-
ity to correctly identify a state extracted from E, maximized
over all possible measurements? This quantity is called the
guessing probability of the ensemble
Pg(E) ≡ max{Pi}i
n∑
i=1
piTr
[
ρiPi
]
, (68)
where the maximization is performed over the space of the
n-output POVMs. It is clear that Pg(E) ≥ p, where p =
maxi{pi}i ≥ 1/n and Pg(E) = p if the states of the ensem-
ble are identical: ρi = ρ for any i = 1, . . . , n. It means that, if
we fix the number of states of an ensemble to n, the minimum
value of the guessing probability, i.e., 1/n, is obtained if, and
only if, the distribution is uniform and the states are identical.
Note that when the ensemble is composed by two equiprob-
able states, i.e., Eeq = {{p1,2 = 1/2}, {ρ1, ρ2}}, Pg(Eeq) can be
expressed in terms of the distinguishability between ρ1 and ρ2
Pg(Eeq) = 14 (2 + ||ρ1 − ρ2||1) , (69)
where || · ||1 is the trace norm. The distinguishability is defined
as D(ρ1, ρ2) = ||ρ1 − ρ2||1/2 and Pg(Eeq) − 1/2 = D(ρ1, ρ2)/2.
A. The 2-output ME-POVMs’ scenario
We now have all the ingredients needed to define a correla-
tion measure that witnesses almost-all non-Markovian evolu-
tions.
Let ρAB be a bipartite state acting on a finite dimensional
state space of a composed system S (HA⊗HB). Now, consider
the effect of a measurement in one of the two systems, say
A. This measurement has n possible outcomes and is repre-
sented by a POVM, i.e., a collection of positive semi-definite
operators {PA,i}ni=1 where the condition
∑n
i=1 PA,i = 1A holds.
Each PA,i represents a possible outcome with the probability
of occurrence pi. After the measurement, depending on the
outcome i, the state of the B part is ρB,i. The output states and
probabilities are
pi = Tr
[
ρABPA,i ⊗ 1B] , ρB,i = TrA [ρABPA,i ⊗ 1B]pi . (70)
We define by E(ρAB, {PA,i}ni=1) the output ensemble made by
the probabilities pi and the states ρB,i obtained by the proce-
dure described by Eq. (70).
Let’s now restrict the previous analysis to ME-POVMs of
n outcomes for the reduced state on system A, Πn(ρA), where
ρA = TrB
[
ρAB
]
. If {PA,i}ni=1 ∈ Πn(ρA), from Eqs. (70) and (67)
it follows that,
E(ρAB, {PA,i}i) =
{
pi =
1
n
, ρB,i = n TrA
[
ρABPA,i ⊗ 1B]}n
i=1
.
(71)
Therefore, Alice measures ρAB with {PA,i}ni=1 ∈ Π(ρA), Bob
obtains an equiprobable ensemble of states (EES), namely an
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FIG. 7. The measurement scenario where Alice, measuring her side
of ρAB with an n-ouput ME-POVM {PA,i}ni=1, produces on Bob’s side
the EES given by Eq. (71).
n-state output ensemble where the probability distribution of
occurance of each state ρB,i is uniform (see Fig. 7).
A family of correlation measures C(n)A is obtained by max-
imizing the guessing probability of the EESs E(ρAB, {PA,i}i)
over the set of n-output ME-POVMs. But in fact, for most
of our considerations, it suffices to consider the simplest
case of 2 outputs, corresponding to a two-output ME-POVM
{PA,1, PA,2} ∈ Π2(ρA), having
C(2)A (ρAB) ≡ max{PA,1,PA,2}∈Π2(ρA) Pg
(E (ρAB, {PA,1, PA,2})) − 12 ,
(72)
where ρA = TrB
[
ρAB
]
is the reduced state on A. In what fol-
lows, we mostly restrict our analysis to this case, although
we come back to the case of an arbitrary number of outputs
below. The scenario that reproduces the value of C(2)A (ρAB)
is described in Fig. 7, where Alice chooses a 2-output ME-
POVM that maximizes the guessing probability of the output
ensemble generated on Bob’s side. Moreover, we can use Eq.
(69) to rewrite C(2)A (ρAB) in the following way
C(2)A (ρAB) = max{PA,1,PA,2}∈Π2(ρA)
||ρB,1 − ρB,2||1
2
, (73)
where ρB,1 and ρB,2 are the two output states obtained when
Alice applies the ME-POVM {PA,1, PA,2} (see Eq. (71)).
Alternatively, we could perform 2-output ME-POVMs on
the system B and obtain a measure
C(2)B (ρAB) ≡ max{PB,1,PB,2}∈Π2(ρB) Pg
(E (ρAB, {PB,1, PB,2})) − 12 ,
(74)
where ρB = TrA
[
ρAB
]
is the reduced state on B. We underline
that the guessing probabilities that appear in Eq. (73) and (74)
can be evaluated using Eq. (69).
A natural way to construct a symmetric measure with re-
spect to A and B is the following
C(2)(ρAB) ≡ max
{
C(2)A (ρAB), C
(2)
B (ρAB)
}
. (75)
In Section VI A 1 we show that the computation of C(2)(ρAB)
can be done efficiently using SDP for any ρAB. Operationally,
C(2)A (ρAB) (C
(2)
B (ρAB)) corresponds to the largest distinguisha-
bility between the pairs of equiprobable states of B (A) that we
can obtain from ρAB by performing measurements on A (B).
We give two examples that provide an intuitive idea of the
meaning of the correlation measures C(2)A , C
(2)
B and C
(2). First,
we consider a generic product state ρA ⊗ ρB. In this case, if
Alice measures her side of ρAB with a 2-output ME-POVMs
{PA,i}2i=1, the ensemble generated on Bob’s side consists of the
two states: ρB,i = 2 TrA
[
ρA ⊗ ρB · PA,i ⊗ 1B] = ρB, which are
identical and equal to ρB. The corresponding guessing proba-
bility is Pg = 1/2 and therefore C
(2)
A (ρA ⊗ ρB) = 0. In fact, the
1/2 factor is chosen just to make the value of the correlation
measure equal to zero for product states.
The second example is given by the maximally entangled
state φ+AB = |φ+AB〉〈φ+AB|, where |φ+AB〉 = (|00〉AB + |11〉AB)/
√
2.
In order to evaluate C(2)A (φ
+
AB), it is easy to realize that the pro-
jective measurement {P(proj)A,i }2i=1 = {|0〉〈0|A, |1〉〈1|A} is the ME-
POVM obtained by the maximization of Eq. (73). Indeed,
in this case, Alice generates on Bob’s side an orthogonal en-
semble of two states: ρB,i = 2 TrA
[
φ+AB · |i〉〈i|A ⊗ 1B
]
= |i〉〈i|B,
which is perfectly distinguishable: Pg({pi = 1/2, |i〉〈i|B}2i=1) =
1. It follows that, since the guessing probability of an ensem-
ble cannot be greater than 1, maximally entangled states are
maximally correlated states with respect to C(2)A and, as it is
straightforward to prove, also to C(2)B and C
(2). Note however
that the same maximum value can be obtained by a maximally
correlated classical bit, defined by the equal mixture of states
|00〉 and |11〉.
For these quantities to define a proper correlation measure,
we need to demonstrate that they are non-increasing under lo-
cal operations. This is proven in Appendix G, therefore show-
ing that C(2)A , C
(2)
B and C
(2) are proper correlation measures.
Moreover, in Appendix D we show that the correlation mea-
sure C(2) is continuous on the set of states S (HA ⊗HB).
1. Computation of the correlation measure using semi-definite
programming
A useful property of the introduced correlation measure is
that its computation can be done by means of semi-definite
programming (SDP). Without loss of generality, see Eqs. (73),
(74) and (75), we present this result for the case where Alice
performs the ME-POVM.
The main reason why we were able to express C(2)A using
SDP is that for the case of two equiprobable states, ρ1 and ρ2,
the guessing probability can be expressed as a function of the
trace distance between the two states which, in turn, can be
computed through SDP as follows:
||ρ1 − ρ2||1 = max Tr [P+] + Tr [P−] ,
s.t. ρ1 − ρ2 = P+ − P− ,
P+ , P− ≥ 0. (76)
It now suffices to replace ρ1 and ρ2 by the two states prepared
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with probability 1/2 on Bob’s side by Alice’s measurement on
her part of ρAB. The final SDP to compute C
(2)
A reads
C(2)A (ρAB) = max
1
4
(Tr [P+] + Tr [P−] + 2) ,
s.t. ρB,1 − ρB,2 = P+ − P− ,
Tr
[
ρA PA,1
]
= Tr
[
ρA PA,2
]
,
ρB,1 = 2TrA
[
ρAB PA,1 ⊗ 1B] ,
ρB,2 = 2TrA
[
ρAB PA,2 ⊗ 1B] ,
PA,1 + PA,2 = 1A ,
P+ , P− , PA,1 , PA,2 ≥ 0. (77)
where again ρA = TrA
[
ρAB
]
is the reduced state on A.
2. Witnessing non-Markovian dynamics
We now show how to use the correlation measure intro-
duced above to detect non-Markovian evolutions. We prove
that for any evolution that is at most point-wise non-bijective,
we can find an initial state ρ(τ)AB(0) such that C
(2)(ρ(τ)AB(t)) in-
creases between time t = τ and t = τ+∆t if and only if there is
no CP intermediate map Vτ+∆t,τ. Although our method applies
to any bijective or pointwise non-bijective evolution, at the
moment we are unable to extend the proof to non-Markovian
evolutions that are non-bijective in finite time intervals. Note
however that the set of non-Markovian evolutions not cov-
ered by our result has zero measure in the space of evolutions.
More precisely, if we take an evolution that is non-bijective
in a finite time interval and add a perturbation chosen at ran-
dom with respect to a Borel measure, this yields an at most
point-wise non-bijective evolution with probability one [30].
To take full advantage of this measure, we need to extend
the standard setting and consider the scenario where A is an
ancillary qubit and B is composed of the system S undergo-
ing the evolution and an additional ancilla A′, see Fig.2. This
is because the measure exploits the increase of distinguisha-
bility of the states in the ensemble prepared by the measure-
ment in A under the action of a non-CP map. However, for
P-divisible dynamics, this increase does not appear unless cor-
related states, for particles S and A′, are considered [22, 23]
In what follows we first construct the initial state ρ(τ)AB(t) to
be used as a probe. Second, we show that for the class of non-
Markovian dynamics specified above, C(2)(ρ(τ)AB(t)) provides a
correlation backflow.
3. The probe
Let Λt represent a bijective or pointwise non-bijective non-
Markovian dynamical map that acts on the system S and in-
troduce an ancillary system A′. As shown in Ref. [11], for any
of these dynamics we can construct a class of pairs of initial
states {ρ′(τ)B (0), ρ′′(τ)B (0)} ∈ S (HB) = S (HA′ ⊗HS ) that show an
increase in distinguishability between time t = τ and t = τ+∆t∣∣∣∣∣∣ρ′(τ)B (τ + ∆t) − ρ′′(τ)B (τ + ∆t)∣∣∣∣∣∣1 > ∣∣∣∣∣∣ρ′(τ)B (τ) − ρ′′(τ)B (τ)∣∣∣∣∣∣1 , (78)
if and only if there is no CP intermediate map Vτ+∆t,τ, where
the evolution of the system B is given by the dynamical map
IA′ ⊗ Λt, where IA′ is the identity map on A′.
The particular bipartite separable states ρ(τ)AB(t) for which we
examine the correlation C(2) are classical-quantum states. Our
“probe” state is
ρ(τ)AB(t) ≡
1
2
(
|0〉〈0|A ⊗ ρ′(τ)B (t) + |1〉〈1|A ⊗ ρ′′(τ)B (t)
)
, (79)
where and ρ′(τ)B (t) and ρ
′′(τ)
B (t) are the states that appear in Eq.
(78) and BA ≡ {|0〉A, |1〉A} is an orthonormal basis for HA.
Since only the system B is involved in the evolution, ρ(τ)AB(t) is
given by Eq. (79) for any t ≥ 0. Note that from Eq. (79) it
follows that ρ(τ)AB(t) does not contain any entanglement. More-
over, the state can be chosen arbitrarily close to an uncorre-
lated state since, as shown in [11], one can always choose
states ρ′(τ)B (0) and ρ
′′(τ)
B (0) arbitrarily close to each other.
4. Detecting the correlation backflow
In this section we show how the correlation measure
C(2)A (ρ
(τ)
AB(t)), and later C
(2)(ρ(τ)AB(t)), witnesses bijective or
pointwise non-bijective non-Markovian dynamics.
To evaluate C(2)A (ρ
(τ)
AB(t)), given the maximization used in
Eq. (73), we have to find a ME-POVM {PA,1, PA,2} that,
applied on ρ(τ)AB(t), generates the output ensemble {{p1,2 =
1/2}, {ρB,1(t), ρB,2(t)}} with the largest value of ||ρB,1(t) −
ρB,2(t)||1. Let λ ∈ [0, 1] and η ∈ [0, 1] be the diagonal ele-
ments of PA,1 in the basis BA = {|0〉A, |1〉A}. It is easy to show
that λ + η = 1 for ME-POVMs. The corresponding output
states are
ρB,1(t) = λρ
′(τ)
B (t) + ηρ
′′(τ)
B (t) , (80)
ρB,2(t) = (1 − λ)ρ′(τ)B (t) + (1 − η)ρ′′(τ)B (t) . (81)
It follows that
||ρB,1(t) − ρB,2(t)||1 = |λ − η|
∣∣∣∣∣∣ρ′(τ)B (t) − ρ′′(τ)B (t)∣∣∣∣∣∣1 . (82)
Since 0 ≤ |λ − η| ≤ 1, the maximum is obtained when either
λ or η is equal to 1. In both cases the output states are ρ′(τ)B (t)
and ρ′′(τ)B (t) and
C(2)A (ρ
(τ)
AB(t)) =
∣∣∣∣∣∣ρ′(τ)B (t) − ρ′′(τ)B (t)∣∣∣∣∣∣1
4
. (83)
In Appendices H and J we prove that C(2)(ρ(τ)AB(t)) =
C(2)A (ρ
(τ)
AB(t)) ≥ C(2)B (ρ(τ)AB(t)). Therefore, using Eqs. (78) and
(83), we obtain a correlation backflow
C(2)
(
ρ(τ)AB(τ + ∆t)
)
> C(2)
(
ρ(τ)AB(τ)
)
, (84)
if and only if there is no CP intermediate map Vτ+∆t,τ.
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5. Example: the quasi-eternal non-Markovian model
For the sake of clarity, we illustrate the previous general re-
sults through a specific dynamics. Let us consider the exam-
ple introduced in Section II C 2, namely the class of dynamical
maps Λ(t0,α)t where α > 0 and t0 ≥ 0 satisfies the relation given
in Eq. (21). Recall that in Section V D 1 we showed that the
mutual information fails to detect some non-Markovian dy-
namics that belong to this class.
Now, we show how to build the states ρ′(τ)B (t0) and ρ
′′(τ)
B (t0)
that appear in Eqs. (78) and (79) and therefore ρ(τ)AB(t0) it-
self, when the evolution is given by Λ(t0,α)t . Picking τ > t0,
the intermediate map V (t0,α)
τ+∆t,τ is not CP for any ∆t > 0 (see
Section VI A 2). The constructive method given in [11] sug-
gests to consider, together with the qubit S evolved by Λ(t0,α)t ,
an ancillary qutrit A′: S (HB) = S (HA′ ⊗ HS ). Now, being
{|0〉A′ , |1〉A′ , |2〉A′ } and {|0〉S , |1〉S } orthonormal basis respec-
tively forHA′ andHS , we have:
ρ′(τ)A′S (τ) = (1 − p)σA′S + pφ+A′S , (85)
ρ′′(τ)A′S (τ) = (1 − p)σA′S + p|2〉〈2|A′ ⊗ ρS . (86)
φ+A′S ≡ |φ+〉〈φ+|A′S is the maximally entangled state, where
|φ+〉A′S ≡ (|00〉A′S + |11〉A′S )/
√
2 and σA′S ∈ int[Im(Λ(t0,α)τ )].
In order to define completely ρ′(τ)A′S (τ) and ρ
′′(τ)
A′S (τ), we fix
their free components: σA′S ≡ (|0〉〈0|A′ + |1〉〈1|A′ )/2 ⊗ 1S /2
and ρS ≡ 1S /2 and we get:
ρ′(τ)A′S (τ) =
(|0〉〈0|A′ + |1〉〈1|A′ ) ⊗ 1S
4
+ p
σx ⊗ σx − σy ⊗ σy + σz ⊗ σz
4
, (87)
ρ′′(τ)A′S (τ) =
(
(1 − p) |0〉〈0|A′ + |1〉〈1|A′
2
+ p|2〉〈2|A′
)
⊗ 1S
2
. (88)
Considering the rates given in Eq. (46), the evolution in-
duced by the dynamical map Λ(t0,α)τ (see Eqs. (10)) that pre-
cedes the action of V (t0,α)
τ+∆t,τ, can be written as:
Λ(t0,α)τ (σx)=
(
e−τ
cosh(τ − t0)
cosh(t0)
)α/2
σx ≡ λ(t0,α)xy (τ)σx ,
Λ(t0,α)τ (σy)=
(
e−τ
cosh(τ − t0)
cosh(t0)
)α/2
σy ≡ λ(t0,α)xy (τ)σy ,
Λ(t0,α)τ (σz)= e
−ατσz ≡ λ(α)z (τ)σz ,
Λ(t0,α)τ (1)= 1 , (89)
where, for τ > t0, we have λ
(t0,α)
xy (τ) > λ
(α)
z (τ). The state
ρ′′(τ)A′S (τ), since it assumes the form ρA′⊗1S /2 and the evolution
is random unitary, it is stationary for IA′ ⊗ Λ(t0,α)t . Therefore,
ρ′′(τ)A′S (0) = (IA′ ⊗ Λ(t0,α)t )−1(ρ′′(τ)A′S (τ)) = ρ′′(τ)A′S (τ). Conversely,
ρ′(τ)A′S (τ) is not a stationary state and (IA′ ⊗Λ(t0,α)τ )−1(ρ′(τ)A′S (τ)) is
not physical for every p ∈ [0, 1]. Indeed, we can write
ρ′(τ)A′S (0) =
(
Λ(t0,α)τ
)−1
(ρ′(τ)A′S (τ)) =
(|0〉〈0|A′ + |1〉〈1|A′ ) ⊗ 1S
4
+
p
λ(t0,α)xy (τ)
σx ⊗ σx − σy ⊗ σy
4
+
p
λ(α)z (τ)
σz ⊗ σz
4
, (90)
which is a physical state for p/λ(t0,α)xy (τ) < p/λ
(α)
z (τ) ≤ 1
(see Section V F). Therefore, if p satisfies the condition p <
λ(α)z (τ), Eq. (90) is the physical initial state ρ
′(τ)
A′S (0) which at
time τ is evolved to the state given in Eq. (87), and there-
fore, together with ρ′′(τ)A′S (0), fulfills the requirements of the
constructive method given in [11].
The construction of the state ρ(τ)AB(0) is now straightforward
(see Eq. (79)). Being A an ancillary qubit for which we adopt
the orthonormal basis {|0〉〈0|A, |1〉〈1|A}, we have
ρ(τ)AB(0) =
1
2
(
|0〉〈0|A ⊗ ρ′(τ)B (0) + |1〉〈1|A ⊗ ρ′′(τ)B (0)
)
, (91)
where ρ′(τ)B (0) is given in Eq. (90) and ρ
′′(τ)
B (0) in Eq. (88).
B. Scenarios where ME-POVMs have more than two outputs
As mentioned, similar correlation measures C(n) can be ob-
tained by fixing the number of outputs of the ME-POVMs to
any integer n ≥ 3. Indeed, similarly to Eqs. (73), (74) and
(75), we define:
C(n)A (ρAB) ≡ max{PA,i}ni=1∈Πn(ρA) Pg
(
E
(
ρAB,
{
PA,i
}n
i=1
))
− 1
n
, (92)
C(n)B (ρAB) ≡ max{PB,i}ni=1∈Πn(ρB) Pg
(
E
(
ρAB,
{
PB,i
}n
i=1
))
− 1
n
, (93)
and
C(n)(ρAB) ≡ max
{
C(n)A (ρAB),C
(n)
B (ρAB)
}
. (94)
The measuring scenario considered by C(n)A (ρAB), and simi-
larly for C(n)B (ρAB), is described in Fig. 7. Indeed, the value of
C(2)A (ρAB) is given when Alice chooses an n-output ME-POVM
that maximizes the guessing probability of the output ensem-
ble generated on Bob’s side.
Moreover, we define C(ρAB) ≡ max {CA(ρAB), CB(ρAB)},
where CA(ρAB) (CB(ρAB)) is obtained without fixing the num-
ber of outputs of the ME-POVMs in Π(ρA) (Π(ρB)), namely
CA(ρAB) ≡ max{PA,i}i∈Π(ρA) Pg
(
E
(
ρAB,
{
PA,i
}
i
))
− 1
2
. (95)
We define CB(ρAB) similarly.
The details of the proof that shows that C(n) (for any n ≥ 3)
and C are valid correlation measures, i.e., satisfy the condi-
tions given in Sec. III A, can be found in Appendix G. More-
over, in Appendix D we show that the correlation measures
C(n) are continuous on the set of states for any n ≥ 2 and in
Appendix E we give a bound for the number of outcomes of
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the ME-POVMs that Alice has to consider in order to evaluate
C(n)A (ρAB).
In Section VI A we gave a physical interpretation of the
value of the measure C(2)A (ρAB) in terms of the most distin-
guishable pair of output states that Alice, performing two-
output ME-POVMs on her share of ρAB, can produce on Bob’s
side. Increasing to n ≥ 3 the number of outputs of the ME-
POVMs adopted by Alice, this interpretation can be easily
adopted also for C(n)A .
The meaning of the correlation measure CA, and conse-
quently of CB and C, is slightly different. Indeed, CA(ρAB)
represents the guessing probability of the most distinguish-
able ensemble of states that Alice can produce on Bob’s side
applying any ME-POVM on ρAB, namely without fixing the
number of states of the output ensemble obtained by Bob (al-
though the number of outputs should be larger than one). Note
that for product states the best measurement consists of only
two outputs.
Making use of the probe state ρ(τ)AB(t) given in Eq. (79),
also the correlation measure C is able to witness almost-all
non-Markovian evolutions. Indeed, in Appendices I and J
we prove that for this state CB(ρ
(τ)
AB(t)) = C
(2)
B (ρ
(τ)
AB(t)) and
CA(ρ
(τ)
AB(t)) = C
(2)
A (ρ
(τ)
AB(t)). From these results it follows that
for this initial probe state C(2)(ρ(τ)AB(t)) = C(ρ
(τ)
AB(t)) at any time
t ≥ 0. Therefore, for this state, C(ρ(τ)AB(t)) can also be cal-
culated efficiently using SDP and shows the same correlation
backflow given in Eq. (84).
C. Problems to witness any non-Markovian dynamics
The construction of the correlation measure is inspired by
the results in [11], valid for distinguishability measures for
dynamics that at most point-wise non-bijective. However, in
Ref. [10] it was shown that for any non CP-divisible interme-
diate map Vs,t an ensemble of states E = {pi, ρi} exists such
that the guessing probability Pg(E) increases between time t
and s. How to construct such an ensembles is not known and
there is no reason to believe that an equiprobable ensemble
with this property exists for a general dynamics. A natural
question is therefore if a correlation measure of the type de-
scribed in Sect. VI can be defined that shows an increase when
Pg(E¯) increases.
A first attempt in this direction could go as follows. It is
possible to generalize the correlation measure CA(ρAB) by per-
forming a maximization of Pg over the set of POVMs Π
p
A(ρA)
that produce some given fixed output probabilities {pi} when
acting on ρA, not necessarily fully entropic. The resulting cor-
relation measure CpA(ρAB) reads
CPA(ρAB) ≡ max{PiA}i∈ΠpA(ρA)
Pg[E(ρAB, {PiA}i)]. (96)
The idea would be to mimic the previous result by using as ini-
tial probe a state consisting of the ensemble states of Ref. [10]
for systems S and A′ correlated with orthogonal states on A
according to the probabilities in the ensemble.
Unfortunately, this approach does not work. In fact, we
show that for a classical-quantum state ρAB of the type
ρAB =
∑
i
pi|i〉〈i| ⊗ ρi. (97)
the ensemble that maximizes Pg is not defined by the projec-
tions on the states |i〉 in system A. We show this by construct-
ing a counterexample. Consider the state
ρAB = p1|1〉〈1| ⊗ ρ1 + p2|2〉〈2| ⊗ ρ2 + p3|3〉〈3| ⊗ ρ3, (98)
where 2p3 > p1 > 2p2 and
ρ1 =
( 1
2 0
0 12
)
, ρ2 =
(
1 0
0 0
)
, ρ3 =
(
0 0
0 1
)
. (99)
For this example we can directly find Pg. To do so we use that
Pg is the solution to a convex optimization problem where
strong duality holds [33, 34]. The dual formulation of Pg is
Pg = min
K
Tr K s.t. K ≥ piρi ∀i. (100)
For the output ensemble E = {{p1, p2, p3}, {ρ1, ρ2, ρ3}},
achieved by the p-POVM {|1〉〈1|, |2〉〈2|, |3〉〈3|}, it can be seen
that Pg = p1/2 + p3 by directly constructing the optimal
K. However, for the output ensemble {{p1, p2, p3}, {(1 −
p2/p1)ρ1 + p2/p1ρ2, ρ1, ρ3}} achieved by a non-projective p-
POVM {(1 − p2/p1)|1〉〈1| + |2〉〈2|, p2/p1|1〉〈1|, |3〉〈3|} the con-
struction of the optimal K gives Pg = p1/2 + p2/2 + p3. Thus,
in general the maximization of Pg over Π
p
A(ρA) does not pro-
duce the desired ensemble for systems S and A′. Therefore, it
is not clear to us how to adapt the results in [10] into a corre-
lation measure that detects all non-Markovian evolutions.
VII. QUASI-CORRELATION MEASURES
We would like to conclude our study by discussing the use
of what we call quasi-correlation measures in the context of
non-Markovian detection. Note that while for a correlation
measure it is demanded that it does not increase by local op-
erations, for the detection of non-Markovianity it suffices to
consider functions that do not increase under the action of op-
erations by one of the parties (the one evolving through the
dynamics). An increase on the value of these measures is
enough to detect the failure of CP divisibility. We name quasi-
correlation measures those functions of a bipartite state that do
not increase when applying operations on only one half of the
state.
An example of such measures is the version of the singlet
fraction defined in Ref. [32]. Given a bipartite state ρAB, it is
defined as
SF(ρAB) = max

〈φ+|(1A ⊗ )(ρAB)|φ+〉, (101)
that is the maximum of the fidelity with a maximally entan-
gled state optimised over local operations by one of the par-
ties. Other definitions of the singlet fraction allow operations
by both parties and include classical communication. It is easy
to see that this measure cannot increase by local operations on
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the second system, as any further local processing can always
be adsorbed in the optimization in (101).
It immediately follows from previous results that this mea-
sure detects all non-Markovian dynamics. In [32], it was
shown that for classical-quantum correlated states of the form
ρCQ =
∑
i
p(i)|i〉〈i| ⊗ ρi, (102)
the singlet fraction is equal to the guessing probability of the
ensemble {p(i), ρi}. Therefore, we can combine this with the
results in [10], proving the existence of an ensemble with in-
creasing guessing probability for any non-Markovian dynam-
ics, to conclude that this version of the singlet fidelity also
detects all such dynamics.
VIII. DISCUSSION
Understanding the operational consequences of non-
Markovian effects in terms of information backflow is a fun-
damental question. In this work, we focus on correlations
and study how they can be used to detect the failure of CP-
divisibility. We have identified strengths and weaknesses of
several known correlation measures. In particular, we have
shown that:
• Non-Markovian effects in single-parameter dynamics,
such as depolarization, dephasing or amplitude damp-
ing, always lead to correlation backflows for any
continously differentiable measure that is not time-
independent on the image of the the preceding evolu-
tion;
• It is possible to detect backflows in the mutual informa-
tion for any qubit unital non-P-dividible dynamics;
• Maximally entangled states are not necessarily optimal
for observing backflows in the mutual information;
• There exist quasi-eternal non-Markovian dynamics
with no backflow in the mutual information;
• There exist quasi-correlation measures that an be used
for non-Markovianity detection and always show a
backflow.
In addition to this we have revisited and expanded upon or
exemplified several points from Ref. [28]:
• Measures of entanglement between the system and an
ancilla cannot provide any backflow in those cases
where the non-Markovian dynamics is P-divisible and
appear only after the dynamics has become entangle-
ment breaking;
• Measures based on state distinguishability that detect
almost all non-Markovian dynamics can be constructed
in a setting with two additional particles.
Our results clarify many issues but also point to several
open questions. The most obvious one is to construct a corre-
lation measures able to detect all dynamics that are not CP-
divisible, either by adapting the results in [10] to our ap-
proach, or by considering a novel approach. A second open
question is to understand if the use of the second additional
particle can be of use for existing correlation measures, such
as those based on entanglement or mutual information.
As mentioned, while completing this work, we became
aware of the work [29] where it is shown that negativity, a
computable entanglement measure, is able to detect all the bi-
jective non-Markovian dynamics, and even non-bijective in
the case of qubits, in the enlarged scenario using two auxil-
iary particles. Note that this second particle is also crucial to
extend the detection power of our correlation measure and de-
tect all at most point-wise non-bijective evolutions. Whether
similar effects can be observed for other correlation measures,
such as the mutual information, deserves further investigation.
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Appendix A: Nonzero time derivatives of initially zero
eigenvalues of rank one matrices for non-unitary single
parameter maps
Let ρ be a positive semidefinite Hermitian matrix. Consider
an eigenvalue λk of ρ and its corresponding normalized eigen-
vector uk. By definition it holds that λk = u
†
kρuk. The time
derivative of λk is
dλk
dt
=
du†k
dt
ρuk + u
†
kρ
duk
dt
+ u†k
dρ
dt
uk
= λk
du†kdt uk + u†k dukdt
 + u†k dρdt uk.
(A1)
Since uk is normalized it follows that its derivative is or-
thogonal to uk, i.e.,
du†k
dt uk = 0. If the evolution of ρ is de-
scribed by a continuously differentiable family of dynami-
cal maps so that dρdt =
d
ds Vs,t(ρ)|s=t = Lt(ρ) it follows that
dλk
dt = u
†
kLt(ρ)uk.
Next consider the special case where ρ is a a rank one posi-
tive semidefinite trace one n × n matrix and consider its block
diagonal form.
ρ =
(
1 0
0 0
)
, (A2)
where 1 represents the 1 × 1 block corresponding to the
nonzero eigenvalue 1 and 0 represents the n × 1, 1 × n, and
n× n zero blocks. We want to investigate dds Vs,t(ρ)|s=t = Lt(ρ)
for the case of single parameter evolution. In particular we
want to study the projection ofLt(ρ) onto the zero-eigenspace
of ρ.
First we consider the unitary part of Lt. Let P0 be the pro-
jector onto the zero eigenspace of ρ. One easily finds that
P0[H, ρ]P0 = 0 for any H.
Then we consider
(
GkρG
†
k − 12
{
G†kGk, ρ
})
and express the
matrix Gk on the same block form as ρ, i.e.,
Gk =
(
Ak Bk
Ck Dk
)
, (A3)
where Ak is the 1 × 1 block. The projection of(
GkρG
†
k − 12
{
G†kGk, ρ
})
onto the zero eigenspace of ρ is then
P0
(
GkρG
†
k −
1
2
{
G†kGk, ρ
})
P0 = CkC
†
k . (A4)
The matrix CkC
†
k is clearly Hermitian and positive semidefi-
nite. It follows that
P0LtP0 = γ(t)
∑
k
CkC
†
k , (A5)
is also a positive semidefinite matrix if γ(t) > 0 and negative
semidefinite if γ(t) < 0. Moreover, P0LtP0 is zero if and
only if Ck is zero for every k. Hence, if and only if for each
k the lower off-diagonal n × 1 block of Gk is zero in every
basis will there be no rank one ρ such that P0LtP0 is nonzero.
In this case Gk is proportional to the identity which implies(
GkρG
†
k − 12
{
G†kGk, ρ
})
= 0 for every ρ. Thus, for any Lt with
non-zero dissipative part there exist at least one rank one ρ
such that the time derivative of the initial zero-eigenspace is
nonzero.
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To analyse the special case when ρ = φ+n where φ
+
n is the
maximally entangled state onH⊗H and dim(H) = n we note
that the condition Ck = 0 can be formulated as Gkρ = ρGkρ.
We write φ+ = 1/n
∑
i j Ei j ⊗ Ei j where Ei j is the matrix with
the i jth element equal to 1 and all other elements equal to
zero. We write Gk = 1 ⊗G where G is any matrix. Then
Gkρ =
1
n
∑
i j
Ei j ⊗GEi j
ρGkρ =
1
n2
∑
i jl
EliEi j ⊗ EliGEi j = Tr(G)n2
∑
jl
El j ⊗ El j.
(A6)
These two expressions are equal if and only if GEi j =
Tr(G)/nEi j for each i j. Since the matrices Ei j form a basis for
the matrix space it follows that Gkρ = ρGkρ if and only if Gk ∝
1⊗1. As noted before this implies
(
GkρG
†
k − 12
{
G†kGk, ρ
})
= 0
for every ρ, and thus for any Lt with non-zero dissipative part
there is an eigenvalue of Vs,t(φ+n ) that is zero for s = t but has
a non-zero time derivative.
Appendix B: Proof of Proposition 4
Let M(a¯) be a correlation measure that is an analytic func-
tion of the coordinates ai in a point a¯ corresponding to a prod-
uct state ρ and let Vs,t be a continuously differentiable interme-
diate map for all s, t. Consider a family of states ρ = ρ + χ
where χ is Hermitian. The Taylor expansion of M(ρ) in 
around  = 0 is
M(ρ) =
∂M(ρ)
∂
∣∣∣∣∣∣
=0
 +
∂2M(ρ)
2∂2
∣∣∣∣∣∣
=0
2 + . . . ,
(B1)
where we have used that M(ρ)|=0 = 0. Since M ≥ 0 on
S (HA⊗HS ) it follows that the first order term of the expansion
must be zero if ρ ∈ int[S (HA ⊗ HS )]. Otherwise there would
be a sufficiently small  for which both ρ , ρ− ∈ int[S (HA ⊗
HS )] and either M(ρ) or M(ρ−) was negative.
Assume that ρ ∈ int[S (HA ⊗ HS )] and consider the Taylor
expansion of M[I ⊗ Vs,t(ρ)] in  around  = 0
M[I ⊗ Vs,t(ρ)] = ∂M[I ⊗ Vs,t(ρ)]
∂
∣∣∣∣∣∣
=0

+
∂2M[I ⊗ Vs,t(ρ)]
2∂2
∣∣∣∣∣∣
=0
2 + . . . ,
(B2)
where we have used that M(I⊗Vs,t(ρ))|=0 = 0. Since M ≥ 0
it follows again that the first order term of the expansion must
be zero. Thus ∂M[(I⊗Vs,t(ρ )]
∂
∣∣∣
=0 = 0 for all s.
Next, consider the Taylor expansion of the derivative
d
ds M[I ⊗ Vs,t(ρ)]|s=t in 
d
ds
M[I ⊗ Vs,t(ρ)]
∣∣∣∣∣∣
s=t
= 
∂
∂
d
ds
M[I ⊗ Vs,t(ρ)]
∣∣∣∣∣∣
s=t
∣∣∣∣∣∣
=0
+2
∂2
2∂2
d
ds
M[I ⊗ Vs,t(ρ)]
∣∣∣∣∣∣
s=t
∣∣∣∣∣∣
=0
+ . . . ,
(B3)
where we have used that dds M(I⊗Vs,t(ρ))
∣∣∣
=0 = 0. Due to the
continuous differentiability of Vs,t it follows that ∂∂
d
ds M[(I ⊗
Vs,t(ρ)] is continuous, and therefore ∂∂
d
ds M[(I ⊗ Vs,t(ρ)] =
d
ds
∂
∂
M[(I ⊗ Vs,t(ρ)] [35]. It follows that the first order term
in the Taylor expansion is zero. Since this holds for every χ it
follows that every product state in int[S (HA⊗HS )] is a critical
point of M.
Appendix C: Proof of Proposition 5
We begin by considering the following two propositions.
Proposition 6. Let {Λt}t : B(HS ) → B(HS ) be a family of
CP qubit maps. If the set of stationary states in S (HS ) is of
non-zero dimension, the Λt are unital.
Proof. Assume that Λt(1) = 1 + θ and Λt(ρ1) = ρ1, Λt(ρ2) =
ρ2 where ρ1 , ρ2. It follows that Λt(1 + x(ρ1 − ρ2)) = 1 +
x(ρ1−ρ2)+θ. Note that x can be chosen such that 1±x(ρ1−ρ2)
are rank one. Since these rank one qubit states are antipodal
points on the Bloch ball S (HS ) it follows that unless θ = 0 at
least one of 1 + x(ρ1 − ρ2) + θ and 1 − x(ρ1 − ρ2) + θ is not
positive semidefinite. Thus if the set of stationary states has
dimension greater than zero, it follows that Λt is unital. 
Proposition 7. Let {Λt}t : B(HS )→ B(HS ) be a family of CP
qubit maps. Then the set of stationary states of {Λt}t in S (HS )
has a dimension different from 2.
Proof. Assume that the dimension of the set of stationary
states in S (HS ) is 2. From Prop. 6 follows that Λt is unital.
Without loss of generality we can assume that Λt(σz) = σz
and Λt(σy) = σy and Λt(σx) = aσx + bσy + cσz. The
Choi matrix of Λt has eigenvalues ±
√
1 − 2a + a2 + b2 + c2
and 2 ± √1 + 2a + a2 + b2 + c2. Therefore Λt is CP if and
only if a = 1 and b = c = 0, i.e., if an only if Λt = I. In this
case the the set of stationary states has dimension 3, contra-
dicting the assumption. 
Next, consider a family of continuously differentiable dy-
namical qubit maps {Λt}t and a correlation measure M. If the
set of stationary states in S (HS ) is non-empty its dimension
is either zero or non-zero. If the dimension is zero, the set
of stationary states in S (HA ⊗ HS ) is a set of product states.
Then it follows from Prop. 4 that such a stationary state is a
critical point if M is analytical at the state and the state is in
the interior of S (HA ⊗HS ).
If the dimension is 3 all states are stationary points and
dM
dt = 0 on all of S (HA ⊗ HS ). Thus all states are critical
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points. By Prop. 7 the dimension is never 2. The remain-
ing case is a one-dimensional set of stationary states. With-
out loss of generality we can express any state in this set as
ρAS = ρA ⊗ 1 + χA ⊗ σz for some ρA, χA ∈ B(HA).
Now, assume that ρAS is in the interior of S (HA ⊗ HS )
and that the correlation measure M is an analytic function at
ρAS . Then consider the family of states ρ = ρAS + χA ⊗ χS
parametrized by , where χA, χS are Hermitian and Tr(χA ⊗
χS ) = 0. If χS = σz or χS = 1 it follows that ρ is also
a stationary state and thus ∂
∂
d
dt M(ρ , t)
∣∣∣
=0 = 0. If χS = σx
or χS = σy there exist a local unitary operation, I ⊗ σz, that
commutes with ρAS but anticommutes with χA ⊗ χS . Since
M(a¯, t) is invariant under local unitary operations it follows
that M(ρ) = M(ρ−). Thus M(ρ) is an even analytic function
in  and it follows that ∂
∂
M(ρ , t)
∣∣∣
=0 = 0. Since the σx, σy, σz
and 1 span B(HS ) we can conclude that ∂∂ M(ρ , t)
∣∣∣
=0 = 0
for every χA ⊗ χS . Moreover, ∂∂ M(ρ , t)
∣∣∣
=0 = 0 holds for any
t. Therefore we can conclude that ddt
∂
∂
M(ρ , t)
∣∣∣
=0 = 0. By
the analyticity of M and the continuous differentiability of Λt
it follows that ddt M,
d
d M and
d
dt
d
d M exist and that
d
dt
d
d M is
continuous as a function of  and t. Therefore it follows that
d
d
d
dt M exist and
d
d
d
dt M =
d
dt
d
d M [35].
We can conclude that all first derivatives of ddt M(a¯, t) with
respect to a¯ equal zero for states in the interior of S (HA⊗HS )
that are stationary under a continuously differentiable {Λt}t.
Appendix D: Continuity of C(ρAB)
We here show that the measures C(n)(ρAB) for any n as
well as C(ρAB) are continuous functions on the set of states.
Let Tr(
∑
i PA,i ⊗ PB,iρAB) be an optimal solution to the op-
timization max{PA,i}ni=1∈Πn(ρA) Pg[E(ρAB, {PA,i}ni=1)] (or alterna-
tively max{PA,i}i∈Π(ρA) Pg[E(ρAB, {PA,i}i)]). Let S X be the set
of traceless Hermitian operators X satisfying Tr(XX†) =
1 and consider a state ρ˜AB = ρAB + X where X ∈
S X . Let Tr(
∑
i P˜A,i ⊗ P˜B,iρ˜AB) = Tr(∑i P˜A,i ⊗ P˜B,iρAB) +
 Tr(
∑
i P˜A,i ⊗ P˜B,iX) be an optimal solution to the opti-
mization max{PA,i}ni=1∈ΠA(ρ˜A) Pg[E(ρ˜AB, {PA,i}i)] (or alternatively
max{PA,i}i∈Π(ρA) Pg[E( ˜ρAB, {PA,i}i)]). Then we can construct the
following upper and lower bounds
Tr
∑
i
PA,i ⊗ PB,iρAB
 −  maxX∈S X ,PA,i,PB,i
∣∣∣∣∣∣ Tr
∑
i
PA,i ⊗ PB,iX
 ∣∣∣∣∣∣
≤ Tr
∑
i
PA,i ⊗ PB,iρAB
 +  Tr ∑
i
PA,i ⊗ PB,iX

≤ Tr
∑
i
P˜A,i ⊗ P˜B,iρAB
 +  Tr ∑
i
P˜A,i ⊗ P˜B,iX

≤ Tr
∑
i
PA,i ⊗ PB,iρAB
 +  Tr ∑
i
P˜A,i ⊗ P˜B,iX

≤ Tr
∑
i
PA,i ⊗ PB,iρAB
 +  maxX∈S X ,PA,i,PB,i
∣∣∣∣∣∣ Tr
∑
i
PA,i ⊗ PB,iX
 ∣∣∣∣∣∣,
(D1)
where we have used that Tr(
∑
i P˜A,i ⊗ P˜B,iρAB) ≤ Tr(∑i PA,i ⊗
PB,iρAB) and Tr(
∑
i PA,i ⊗ PB,iρ˜AB) ≤ Tr(∑i P˜A,i ⊗ P˜B,iρ˜AB).
Since any eigenvalues of an X ∈ S X is smaller or equal to
one, the lower and upper bounds in Eq. (D1) converge to
Tr(
∑
i PA,i ⊗ PB,iρAB) as  converges to zero. An analogous
argument can be made for the case where the roles of A and
B are interchanged. Thus C(n)(ρ˜AB) converges to C(n)(ρAB) as
ρ˜AB converges to ρAB for any ρAB. Likewise C(ρ˜AB) converges
to C(ρAB) as ρ˜AB converges to ρAB for any ρAB.
Appendix E: Sufficient number of POVM elements
We can express the correlation measure C(ρAB) as
C(ρAB) = max
{P(n)A,i}i∈ΠA(ρAB)
or
{P(n)B,i}i∈ΠB(ρAB)
max
n:n≥2
max
{P(n)A,i}i,{P(n)B,i}i
n∑
i
Tr
(
ρABP
(n)
A,i ⊗ P(n)B,i
)
−1
2
,
(E1)
where the first maximization is over constraining either {P(n)A,i}i
or {P(n)B,i}i to be a ME-POVM and maxn:n≥2 denotes maximiza-
tion over the number of POVM-elements running over all in-
tegers n ≥ 2.
While the number of POVM elements in the maximization
is not constrained, here we show that it is sufficient to maxi-
mize over a finite range of integers. We give a proof that it is
sufficient to consider n = 2 and odd n in the range 2 < n < n¯
where n¯ is a function of dA = dim(HA) and dB = dim(HB)
that satisfies n¯ ≤ max(dA, dB). It is unclear what the necessary
conditions for maximization over n are.
Moreover, for classical-quantum states it is sufficient to
consider maximization for n = 2 and odd n in the range
2 < n ≤ dA. For quantum-classical states it is sufficient
to consider maximization for n = 2 and odd n in the range
2 < n ≤ dB. In particular this implies that CB(ρ(τ)AB) = C(2)B (ρ(τ)AB)
and that CA(ρ
(τ)
AB) = C
(2)
A (ρ
(τ)
AB).
To find these sufficient conditions we introduce the follow-
ing notation. Denote by C(n)(ρAB) the correlation measure
where the maximization is limited to n-outcome POVMs
C(n)(ρAB) = max
{P(n)A,i}i∈ΠA(ρAB)
or
{P(n)B,i}i∈ΠB(ρAB)
max
{P(n)A,i}i,{P(n)B,i}i
n∑
i
Tr
(
ρABP
(n)
A,i ⊗ P(n)B,i
)
− 1
2
.
(E2)
Let {P(n)A,i}i and {P
(n)
B,i}i be two POVMs that maximize C(n)(ρAB)
where either {P(n)A,i}i or {P
(n)
B,i}i is a ME-POVM
C(n)(ρAB) = Tr
ρAB  n∑
i=1
P
(n)
A,i ⊗ P
(n)
B,i
 − 12 . (E3)
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1. The general case
If n is even we consider the following 2-output POVM:
P(2)A,1 =
∑
i∈E1
P
(n)
A,i
P(2)A,2 =
∑
i∈E2
P
(n)
A,i, (E4)
where E1 and E2 are any two sets of n/2 indices such that
E1∪E2 = {1, 2, . . . , n}. This structure guarantees that Eq. (I3)
is a 2-output ME-POVM for ρAB if {P(n)A,i}i is. Similarly we
define the 2 element POVM {P(2)B,i}i as
P(2)B,1 =
∑
i∈E1
P
(n)
B,i
P(2)B,2 =
∑
i∈E2
P
(n)
B,i. (E5)
We compare Eq. (I2) with the guessing probability of the
output ensemble that we obtain applying Eq. (I3) on ρAB:
C(2)(ρAB) = max
{P(n)A,i}i∈ΠA(ρAB)
or
{P(n)B,i}i∈ΠB(ρAB)
max
{PA,i}i,{PB,i}i
2∑
i=1
Tr
[
ρABPA,i ⊗ PB,i
]
− 1
2
≥ Tr
ρAB
 2∑
i=1
P(2)A,i ⊗ P(2)B,i

 − 12
= Tr
ρAB  n∑
i=1
P
(n)
A,i ⊗ P
(n)
B,i + P
mix
AB
 − 12
= C(n)(ρAB) + Tr
[
ρABPmixAB
]
≥ C(n)(ρAB) , (E6)
where PmixAB is a sum of mixed terms of the form P
(n)
A,i ⊗ P
(n)
B, j
with i , j, and provides a non-negative contribution. Thus for
even n C(2)(ρAB) ≥ C(n)(ρAB) for any n ≥ 2.
If n is odd, we define a 2-output POVM:
P(2)A,k =
1
2
P
(n)
A,x +
∑
i∈Oxk
P
(n)
A,i (k = 1, 2) (E7)
P(2)B,k =
1
2
P
(n)
B,x +
∑
i∈Oxk
P
(n)
B,i (k = 1, 2) (E8)
where Ox1 and O
x
2 are any two sets of (n − 1)/2 indices such
that Ox1∪Ox2 = {1, 2, . . . , n} \x. There are thus n different ways
to choose x. This structure guarantees that {P(2)A,k} is a 2-output
ME-POVM for ρAB if {P(n)A,i}i is and likewise for B.
We can relate C(2)(ρAB) and C(n)(ρAB) as
C(2)(ρAB) ≥ Tr
ρAB

∑
i∈O1
P
(n)
A,i +
1
2
P
(n)
A,x
 ⊗
∑
i∈O1
P
(n)
B,i +
1
2
P
(n)
B,x
 +
∑
i∈O2
P
(n)
A,i +
1
2
P
(n)
A,x
 ⊗
∑
i∈O2
P
(n)
B,i +
1
2
P
(n)
B,x


 − 12
= Tr
ρAB ∑
i,x
P
(n)
A,i ⊗ P
(n)
B,i +
1
2
P
(n)
A,x ⊗ P
(n)
B,x +
1
2
∑
i,x
P
(n)
A,i
 ⊗ P(n)B,x + 12 P(n)A,x ⊗
∑
i,x
P
(n)
B,i
 + PmixAB  − 12
= Tr
ρAB  n∑
i=1
P
(n)
A,i ⊗ P
(n)
B,i −
3
2
P
(n)
A,x ⊗ P
(n)
B,x +
1
2
1A ⊗ P(n)B,x +
1
2
P
(n)
A,x ⊗ 1B + PmixAB
 − 12
= C(n)(ρAB) + Tr
[
ρAB
(
−3
2
P
(n)
A,x ⊗ P
(n)
B,x +
1
2
1A ⊗ P(n)B,x +
1
2
P
(n)
A,x ⊗ 1B + PmixAB
)]
. (E9)
A sufficient condition for C(2)(ρAB) ≥ C(n)(ρAB) is that θx ≡
−3P(n)A,x⊗P
(n)
B,x+1A⊗P
(n)
B,x+P
(n)
A,x⊗1B is positive semidefinite. Let
λAk and λBk be the eigenvalues of P
(n)
A,x and P
(n)
B,x, respectively.
Then θx is positive-semidefinite if −3λAkλBl + λAk + λBl ≥ 0
for every k, l. If λAk ≤ 1/2 or λBl ≤ 1/2 for every k, l this
inequality holds. If λAk ≥ 1/2 or λBl ≥ 1/2 the inequality
holds if λAk ≤ z and λBl ≤ z/(3z − 1) for some 1/2 ≤ z ≤ 1
and every k, l. A sufficient condition for the existence of a pair
P
(n)
A,i and P
(n)
B, j satisfying this is n ≥ dB(3z − 1)/z and n ≥ dA/z
since Tr(
∑
i P
(n)
B,i) = dB and Tr(
∑
i P
(n)
A,i) = dA.
Thus, a sufficient condition for C(2)(ρAB) ≥ C(n)(ρAB) is that
n ≥ n¯ where n¯
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n¯ ≡ min
z∈[ 12 ,1]
[
max
(
dA
z
,
dB(3z − 1)
z
)]
=

dB if dAdB ≤ 12
3dAdB
dA+dB
if 12 <
dA
dB
< 2
dA if 2 ≤ dAdB
.
(E10)
In conclusion, for general states it is sufficient to consider
maximization for n = 2 and odd n in the range 2 < n < n¯.
2. Classical-quantum and Quantum-classical states
For the case of classical-quantum or quantum-classical
states we can derive a different bound on n. To see this we
derive an inequality similar to thart of Eq. (E9)
P(2)g ≥ Tr
ρAB ∑
i,x
P
(n)
A,i ⊗ P
(n)
B,i +
1
2
P
(n)
A,x ⊗ P
(n)
B,x +
1
2
∑
i,x
P
(n)
A,i
 ⊗ P(n)B,x + PmixAB 
≥ Tr
ρAB  n∑
i=1
P
(n)
A,i ⊗ P
(n)
B,i −
1
2
P
(n)
A,x ⊗ P
(n)
B,x +
1
2
∑
i,x
P
(n)
A,i
 ⊗ P(n)B,x
= P(n)g + Tr
ρAB
−P
(n)
A,x
2
⊗ P(n)B,x +
∑
i,x P
(n)
A,i
2
⊗ P(n)B,x

 = P(n)g + Tr
ρAB1A − 2P
(n)
A,x
2
⊗ P(n)B,x
 .
If we restrict the set of states to the classical-quantum states
ρAB(t) =
∑
s
ps|s〉〈s|A ⊗ ρBs(t), , (E11)
it is clear that Tr
[
ρAB
1A−2P(n)A,x
2 ⊗ P
(n)
B,x
]
is non-negative if the di-
agonal elements of (1A − 2P(n)A,x) ⊗ P
(n)
B,x are non-negative, i.e.,
if the diagonal elements of P
(n)
A,x are all smaller or equal to 1/2.
An x such that P
(n)
A,x satisfies this exists with certainty if n > dA
since at most dA elements of {P(n)A,i}i can have a diagonal ele-
ment larger than 1/2. In particular, for the probe state in Eq.
(79) it is sufficient to consider n = dA = 2 regardless of dB.
Thus, C(ρ(τ)AB) = C
(2)(ρ(τ)AB).
If we restrict the set of states to the quantum-classical states
ρAB(t) =
∑
s
psρAs(t) ⊗ |s〉〈s|B, , (E12)
a completely analogous argument gives the sufficient condi-
tion for the existence of a P
(n)
B,x with all diagonal elements
smaller or equal to 1/2. Such a P
(n)
B,x exists if n > dB.
Appendix F: ΠA(ρAB) , {0}
We explicitly construct an element {PA,i}i of ΠA(ρAB) for an
arbitrary state ρAB. The method that we use should convince
the reader that there are innumerable other ways to construct
a ME-POVM with any number of outputs.
By definition {PA,i}i=1,...,n ∈ ΠA(ρAB) if the output ensemble
E(ρAB, {PA,i}i) = {pi, ρB,i}i is characterized by pi = 1/n. In
general, we have that pi = Tr
[
ρABPA,i
]
= TrA
[
ρAPA,i
]
, where
ρA = TrB
[
ρAB
]
. Using an orthogonal decomposition of ρA,
we can always write it as: ρA =
∑dA
i=1 pii|i〉〈i|A, where {|i〉A}i
is an orthonormal basis of HA. The condition ∑dAi=1 pii = 1
implies that there exist an i, such that S (i) ≡ ∑ii=1 pii > 1/2
and S (i − 1) ≡ ∑i−1i=1 pii ≤ 1/2. We consider the following
class of 2-output POVM that depends on a real parameter ω ∈
[0, 1] PA,1(ω) =
∑i−1
i=1 |i〉〈i|A +ω|i〉〈i|A , PA,2(ω) = (1−ω)|i〉〈i|A +∑dA
i=i+1
|i〉〈i|A . We evaluate p1 for a general value of ω and we
obtain p1(ω) =
∑i−1
i=1 pii +ωpii = S (i−1) +ωpii . It is clear that,
since p1(0) = S (i−1) ≤ 1/2 and p1(1) = S (i) > 1/2, the value
ω = ω ≡ (1/2 − S (i − 1))/pii, gives the uniform distribution
p1,2(ω) = 1/2 and consequently {PA,i(ω)}i ∈ ΠA(ρAB), i.e a
ME-POVM for ρAB.
Appendix G: Monotonic behaviour of C and C(n) under local
operations
Firstly, we prove that CA is monotone under local opera-
tions of the form ΛA ⊗ IB, and secondly we consider the case
where the local operation is IA ⊗ ΛB, where ΛA (ΛB) is a
CPTP map on A (B) and IA (IB) is the identity map on A (B).
The proof for CA easily generalizes to CB and C. Finally, we
prove that the same monotonicity property holds for C(n) for
any n ≥ 2. We denote the set of ME-POVMs acting on A for
the state ρAB by ΠA(ρAB) and similarly for B.
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In order to show the effect of the application of a local oper-
ation of the form ΛA⊗IB on CA(ρAB), we look at ΠA(ρAB) in a
different way. Each element of this collection is a ME-POVM
for ρAB, i.e. they generate sets of equiprobable ensembles of
states (EES) from ρAB. In fact
CA(ρAB) ≡ max{PA,i}i∈ΠA(ρA)
Pg
(
E
(
ρAB,
{
PA,i
}
i
))
− 1
2
. (G1)
is a maximization over all the possible EES that we can gen-
erate from ρAB with a measurement procedure on A.
The effect of the first local operation that we consider is:
ρ˜AB = ΛA⊗IB (ρAB) = ∑k (Ek ⊗ 1B) ·ρAB · (Ek ⊗ 1B)† , where
{Ek}k is the set of the Kraus operators that defines ΛA. What is
the relation between ΠA(ρAB) and ΠA(ρ˜AB)? Given an n-output
ME-POVM for ρ˜AB, i.e. {PA,i}i ∈ ΠA(ρ˜AB), the probabilities
and the states of the output ensemble E (ρ˜AB, {PA,i}i) are p˜i =
Tr
[
ρ˜AB · PA,i] = 1/n and ρ˜B,i = TrA [ρ˜AB · PA,i] / p˜i. Now we
look at the term
TrA
[
ρ˜AB · PA,i] = Tr [ΛA ⊗ IB (ρAB) · PA,i] =
= TrA
∑
k
(Ek ⊗ 1B) · ρAB · (E†k ⊗ 1B) · PA,i
 =
= TrA
ρAB ∑
k
(E†k ⊗ 1B) · PA,i · (Ek ⊗ 1B)
 =
= TrA
[
ρAB · Λ∗A(PA,i)
]
= TrA
[
ρAB · P˜A,i
]
,
and we rewrite the probabilities and the output states as:
p˜i = Tr[ρAB · P˜A,i] = 1/n and ρB,i = TrA[ρAB · P˜A,i]/ p˜i.
This ensemble is an EES. Next we show that: {P˜A,i}i ={
Λ∗A
(
PA,i
)}
i
= {∑k E†k · PA,i · Ek}i , is a POVM. The elements
of {P˜A,i}i sum up to the identity: ∑i P˜A,i = ∑k,i E†k PA,i Ek =∑
k E
†
k
(∑
i PA,i
)
Ek =
∑
k E
†
k Ek = 1B , and they are posi-
tive operators: P˜A,i =
∑
k E
†
k PA,i Ek =
∑
k E
†
k M
†
A,i MA,i Ek =
M˜†A,iM˜A,i , where the decomposition PA,i = M
†
A,iMA,i exists
since PA,i is positive-semidefinite and M˜A,i =
∑
k MA,i Ek. It
follows that, {P˜A,i}i is a ME-POVM for ρAB, i.e. {P˜A,i}i ∈
ΠA(ρAB). Thus, for every ME-POVM {PA,i}i ∈ ΠA(ρ˜AB) for
ρ˜AB, there is a ME-POVM {P˜A,i}i ∈ ΠA(ρAB) for ρAB, such
that the output ensembles are identical: E(ρ˜AB, {PA,i}i) =
E(ρAB, {P˜A,i}i). Thus, any EES that can be generated from ρ˜AB,
is obtainable from ρAB as well⋃
{PA,i}i∈ΠA(ρ˜AB)
E (ρ˜AB, {PA,i}i) ⊆ ⋃
{PA,i}i∈ΠA(ρAB)
E (ρAB, {PA,i}i) . (G2)
Finally, because CA(ρAB) could be thought as the maximum
guessing probability of the EESs that can be generated from
ρAB (see Eq. (G1)), we conclude that
CA (ρAB) ≥ CA (ΛA ⊗ IB (ρAB)) , (G3)
for any state ρAB and CPTP map ΛA.
Fixing the number n of outputs of the ME-POVMs consid-
ered in (G1), Eq. (G2) becomes:⋃
{PA,i}ni=1∈ΠA(ρ˜AB)
E (ρ˜AB, {PA,i}i) ⊆ ⋃
{PA,i}ni=1∈ΠA(ρAB)
E (ρAB, {PA,i}i) . (G4)
Therefore, it follows that:
C(n)A (ρAB) ≥ C(n)A (ΛA ⊗ IB (ρAB)) , (G5)
for any integer n ≥ 2, state ρAB and CPTP map ΛA.
Next we show the property of monotonicity of CA(ρAB) un-
der the action of local operations of the form IA⊗ΛB. We find
that the collection of the ME-POVMs for ρ˜AB = IA⊗ΛB (ρAB),
i.e. ΠA(ρ˜AB), coincides with ΠA(ρAB).
In order to prove this, we apply a general POVM {PA,i}i
on both ρAB and ρ˜AB and we show that the respective out-
put ensembles are defined by the same probability distri-
bution. We can write pi = Tr
[
ρAB · PA,i] and p˜i =
Tr
[IA ⊗ ΛB (ρAB) · PA,i] = Tr [ρAB · PA,i], where the last step
uses the trace-preserving property of the superoperator IA ⊗
ΛB. Consequently, pi = 1/n if and only if p˜i = 1/n and
{PA,i}i ∈ ΠA(ρAB) if and only if {PA,i}i ∈ ΠA(ρ˜AB)
ΠA(ρAB) = ΠA(ρ˜AB) . (G6)
Given a ME-POVM for both ρAB and ρ˜AB, we relate the output
states
ρ˜B,i = ΛB · TrA [ρABPA,i] /pi = ΛB(ρB,i) . (G7)
From Eq. (G7) and the definition of the guessing probability,
it follows that
Pg
({
pi, ρB,i
}
i
)
≥ Pg
({
pi, ΛB(ρB,i)
}
i
)
, (G8)
and, considering Eq. (G6), Eq. (G7) and Eq. (G8)
CA (ρAB) ≥ CA (IA ⊗ ΛB (ρAB)) , (G9)
that is true for any state ρAB and CPTP map ΛB.
From Eq. (G6) it follows the collection of the n-output ME-
POVMs does not change if we apply a CPTP map ΛB on ρAB.
Therefore, since Eq. (G8) is true for any number of outputs:
C(n)A (ρAB) ≥ C(n)A (IA ⊗ ΛB (ρAB)) , (G10)
for any integer n ≥ 2, state ρAB and CPTP map ΛB.
We underline that from this proof we automatically obtain
the invariance under local unitary transformations of C and
C(n) for any n ≥ 2.
Appendix H: CA(ρ(τ)AB) ≥ C(2)B (ρ(τ)AB)
In this section (where we omit the time dependence of
ρ(τ)AB(t), ρ
′(τ)
B (t) and ρ
′′(τ)
B (t)) we show that CA(ρ
(τ)
AB) ≥ C(2)B (ρ(τ)AB),
where C(2)B (ρ
(τ)
AB) is defined by
C(2)B (ρ
(τ)
AB) ≡ max{PB,i}i∈Π(2)B
(
ρ(τ)AB
)Pg (E (ρ(τ)AB, {PB,i}i)) − 12 ,
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where Π(2)B (ρ
(τ)
AB) is the set of the 2-output ME-POVMs. In
Appendix E we showed that C(2)B (ρ
(τ)
AB) = CB(ρ
(τ)
AB) and this
completes the proof that CA(ρ
(τ)
AB) ≥ CB(ρ(τ)AB).
We apply a general but fixed 2-output ME-POVM for ρ(τ)AB,
where now the measured system is B: {P(2)B,i}i = {PB, PB} ∈
ΠB(ρ
(τ)
AB), where PB = 1B − PB. The output ensemble
E(ρ(τ)AB, {P(2)B,i}i) = {pA,i, ρA,i}i is composed by an uniform distri-
bution (by definition of ME-POVM) and states in the follow-
ing form:
pA,1 =
1
2
TrB
[(
ρ′(τ)B + ρ
′′(τ)
B
)
PB
]
=
1
2
, (H1)
pA,2 =
1
2
TrB
[(
ρ′(τ)B + ρ
′′(τ)
B
)
PB
]
=
1
2
, (H2)
ρA,1 = |0〉〈0|ATrB
[
ρ′(τ)B PB
]
+ |1〉〈1|ATrB
[
ρ′′(τ)B PB
]
, (H3)
ρA,2 = |0〉〈0|ATrB
[
ρ′(τ)B PB
]
+ |1〉〈1|ATrB
[
ρ′′(τ)B PB
]
. (H4)
If we use Eq. (69) to get Pg(E(ρ(τ)AB, {P(2)B,i}i)), firstly we have to
evaluate ||ρA,1 − ρA,2||1. Hence, with Eqs. (H1)-(H4), we can
write it as:
|||0〉〈0|ATrB
[
ρ′(τ)B ∆PB
]
+ |1〉〈1|ATrB
[
ρ′′(τ)B ∆PB
]
||1 =
= |TrB
[
ρ′(τ)B ∆PB
]
| + |TrB
[
ρ′′(τ)B ∆PB
]
| ,
where ∆PB = PB − PB. Hence:
||ρA,1 − ρA,2||1 = max± |TrB
[
(ρ′(τ)B ± ρ′′(τ)B )∆PB
]
| .
Using Eq. (H1) and Eq. (H2) we see that
|TrB
[
(ρ′(τ)B + ρ
′′(τ)
B )∆PB
]
| = |TrB
[
(ρ′(τ)B + ρ
′′(τ)
B )PB
]
−
TrB
[
(ρ′(τ)B + ρ
′′(τ)
B )PB
]
| = 2|pA,1 − pA2 | = 0 . Hence
||ρA,1 − ρA,2||1 = |TrB
[
(ρ′(τ)B − ρ′′(τ)B )(2PB − 1B)
]
| =
2|TrB
[
(ρ′(τ)B − ρ′′(τ)B )PB
]
| , from which follows that C(2)B (ρ(τ)AB)
is equal to
max
{P(2)B,i}i∈ΠB(ρ(τ)AB)
|TrB
[
(ρ′(τ)B − ρ′′(τ)B )PB
]
|
2
. (H5)
To compare with CA(ρ
(τ)
AB), we write it as
CA(ρ
(τ)
AB) = Pg({{pA,1,2 = 1/2}i, {ρ′(τ)B , ρ′′(τ)B }}) −
1
2
=
= max
{PB,i}i∈ΠB
TrB
[
ρ′(τ)B PB + ρ
′′(τ)
B PB
]
2
− 1
2
=
= max
{PB,i}i∈ΠB
TrB
[
(ρ′(τ)B − ρ′′(τ)B )PB
]
2
=
= max
{PB,i}i∈ΠB
|TrB
[
(ρ′(τ)B − ρ′′(τ)B )PB
]
|
2
.
We have used the definition in Eq. (I1): ΠB is the collection of
all the POVMs that we can perform on B. It follows that the
only difference between C(2)B (ρ
(τ)
AB) and CA(ρ
(τ)
AB) is in the max-
imization procedure: in the former we maximize only over
the ME-POVMs ΠB(ρ
(τ)
AB), while in the latter we can pick any
POVM: CA(ρ
(τ)
AB(t)) ≥ C(2)B (ρ(τ)AB(t)) follows as a natural conse-
quence.
Appendix I: Proof that CB(ρ(τ)AB) = C
(2)
B (ρ
(τ)
AB)
In this Appendix, in contrast to Appendix H, we consider
the action of any ME-POVM over B for ρ(τ)AB. We want to
show that for each ME-POVM {P(n)B,i}i that we can consider in
CB(ρ
(τ)
AB), where i runs from 1 to n > 2, we can always find at
least one 2-output ME-POVM acting on B, i.e. {PB,1, PB,2} ∈
ΠB(ρ
(τ)
AB), that provides an ensemble with a higher value of
Pg(·). We recall that, if E = {pi, ρi}i is a generic ensemble of
n states defined on S (H), where H is a generic finite dimen-
sional Hilbert space, the guessing probability of E is
Pg(E) ≡ max{Pi}i
n∑
i=1
piTr
[
ρi · Pi] , (I1)
where the maximization is performed over the space of the
n-output POVMs {Pi}i on S (H). Starting from a general n-
output ME-POVM {P(n)B,i}i, we construct the corresponding 2-
output ME-POVM {PB,1, PB,2} ∈ ΠB(ρ(τ)AB) that accomplishes
this task.
For every given n-output ME-POVM {P(n)B,i}i for ρ(τ)AB, we
can generate an equiprobable ensemble of states (EES) of
the form E(ρ(τ)AB, {P(n)B,i}i) = {{pi = 1/n}, {ρA,i}}i. The guess-
ing probability of this ensemble, which we denote by P(n)g =
Pg(E(ρ(τ)AB, {P(n)B,i}i)), is
P(n)g = Tr
ρ(τ)AB ·
 n∑
i=1
P
(n)
A,i ⊗ P(n)B,i
 , (I2)
where {P(n)A,i}i is a POVM that provides the maximum in Eq.
(I1). If n is even we consider the following 2-output POVM
P(2)B,1 =
∑
i∈E1
P(n)B,i , P
(2)
B,2 =
∑
i∈E2
P(n)B,i , (I3)
where E1 and E2 are any two sets of n/2 indices such that
E1∪E2 = {1, 2, . . . , n}. This structure guarantees that Eq. (I3)
is a 2-output ME-POVM for ρ(τ)AB. We compare Eq. (I2) with
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the guessing probability of the output ensemble that we obtain
applying Eq. (I3) on ρ(τ)AB
P(2)g = max{PA,i}i=1,2
Tr
ρ(τ)AB ·
 2∑
i=1
PA,i ⊗ P(2)B,i

 ≥
≥ Tr
ρ(τ)AB ·
 2∑
i=1
P(2)A,i ⊗ P(2)B,i

 , (I4)
where the POVM {P(2)A,i}i is defined by
P(2)A,1 =
∑
i∈E1
P
(n)
A,i , P
(2)
A,2 =
∑
i∈E2
P
(n)
A,i . (I5)
P(2)g ≥ Tr
[
ρ(τ)AB ·
(
P(2)A,1 ⊗ P(2)B,1 + P(2)A,2 ⊗ P(2)B,2
)]
=
= Tr
ρ(τ)AB ·
 n∑
i=1
P
(n)
A,i ⊗ P(n)B,i + PmixAB
 =
= P(n)g + Tr
[
ρ(τ)AB · PmixAB
]
≥ P(n)g , (I6)
where PmixAB is a sum of mixed terms of the form P
(n)
A,i ⊗ P(n)B, j
with i , j, and it provides a non-negative contribution.
On the other hand, if n is odd, we define
P(2)B,k =
1
2
P(n)B,x +
∑
i∈Oxk
P(n)B,i (k = 1, 2) (I7)
P(2)A,k =
1
2
P
(n)
A,x +
∑
i∈Oxk
P
(n)
A,i (k = 1, 2) (I8)
where Ox1 and O
x
2 are any two sets of (n − 1)/2 indices such
that Ox1 ∪ Ox2 = {1, 2, . . . , n} \ x (the value of x will be fixed
later). We consider again Eq. (I4), where {P(2)B,i}i is now given
by Eq. (I7) and and P(2)A,i is now given by Eq. (I8). Since P
(2)
A,i
is not necessarily a POVM that maximizes Eq. (I1) we have
the following inequality for P(2)g
P(2)g ≥ Tr
ρ(τ)AB ·
∑
i,x
P
(n)
A,i ⊗ P(n)B,i +
1
2
P
(n)
A,x ⊗ P(n)B,x +
1
2
∑
i,x
P
(n)
A,i
 ⊗ P(n)B,x + PmixAB
 ≥
= Tr
ρ(τ)AB ·
 n∑
i=1
P(n)A,i ⊗ P(n)B,i −
1
2
P
(n)
A,x ⊗ P(n)B,x +
1
2
∑
i,x
P(n)A,i
 ⊗ P(n)B,x
 =
= P(n)g + Tr
ρ(τ)AB ·
−P
(n)
A,x
2
⊗ P(n)B,x +
∑
i,x P
(n)
A,i
2
⊗ P(n)B,x

 = P(n)g + Tr
ρ(τ)AB · 1A − 2P
(n)
A,x
2
⊗ P(n)B,x
 ,
where PmixAB represents terms that provide positive contribu-
tions to P(2)g . We have to find a value of x that makes the
second term of the last relation positive. Let ax and bx be the
diagonal elements of P
(n)
A,x in the orthonormal basis {|0〉A, |1〉A}.
We recall that ρ(τ)AB = (|0〉〈0|A ⊗ ρ′(τ)B + |1〉〈1|A ⊗ ρ′′(τ)B )/2 and we
obtain
P(2)g ≥P(n)g + TrB
[(
1 − 2ax
4
ρ′B
(τ)
+
1 − 2bx
4
ρ′′(τ)B
)
· P(n)B,x
]
, (I9)
where the second term on the right-hand side of the inequality
is definitely positive when ax, bx ≤ 1/2. From ∑i P(n)A,i = 1A
follows that
∑n
i=1 ai = 1 and
∑n
i=1 bi = 1. Therefore, if ax >
1/2 (bx > 1/2), then ay ≤ 1/2 (by ≤ 1/2) for any y , x.
In order to fix the value of x, we must consider that ax and bx
could be bigger than 1/2 for two different values of x: let’s say
xa and xb. Even in this “worst-case” scenario we still have n−2
other possible choices for x such that (1− 2ax), (1− 2bx) ≥ 0.
We pick one of these values, and we call it x ∈ {1, . . . , n} \
{xa, xb}. Finally, if we use x in the definition of the POVMs
{P(2)A,i}i and {P(2)B,i}i, from Eq. (I9) we obtain
P(2)g ≥ P(n)g . (I10)
Equations (I6) and (I10) show that, when we evaluate
CB(ρ
(τ)
AB), the guessing probability of the ensembles gener-
ated by the n-output ME-POVMs is never bigger than the one
that we obtain if we only consider the 2-output ME-POVMs:
C(2)B (ρ
(τ)
AB) = CB(ρ
(τ)
AB) . Thanks to this result we can finally
say that CA(ρ
(τ)
AB(t)) ≥ CB(ρ(τ)AB(t)) and C(ρ(τ)AB(t)) = CA(ρ(τ)AB(t)).
This result is valid if we consider ρ(τ)AB, but in general it is not
true.
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Appendix J: Proof that CA(ρ(τ)AB) = C
(2)
A (ρ
(τ)
AB)
When we considered CA(ρ
(τ)
AB), we have seen that if the
maximization over the ME-POVMs is considered only over
the 2-output ones, the maximum is obtained for {Ppro jA,i }i ={|0〉〈0|A, |1〉〈1|A}. In order to complete the proof, we need to
show that even if we consider general n-output ME-POVMs
(as in the definition (G1)), we don’t get higher guessing prob-
abilities of the corresponding output ensembles. In other
words, if we use the definition
C(2)A (ρ
(τ)
AB) = max{PA,i}i∈Π(2)A
(
ρ(τ)AB
)Pg (E (ρ(τ)AB, {PA,i}i)) − 12 ,
where Π(2)A (ρ
(τ)
AB) contains only the 2-output ME-POVMs of
ρ(τ)AB, then CA(ρ
(τ)
AB) = C
(2)
A (ρ
(τ)
AB).
To see this we can make the same analysis as done in Ap-
pendix I for CB(ρ
(τ)
AB) but we switch the role of A and B in Eq.
(I3) and Eq. (I5) when n is even and Eq. (I7) and Eq. (I8)
when n is odd. The definitions for P(n)g , P
(2)
g , E1,2 and Ox1,2 are
preserved.
The guessing probability of an EES generated by a ME-
POVM {P(n)A,i}i with an even number of outputs is
P(n)g = Tr
ρ(τ)AB ·
 n∑
i=1
P(n)A,i ⊗ P
(n)
B,i
 ,
where {P(n)B,i}i is a POVM that maximizes the guessing prob-
ability in Eq. (I1). The 2-output ME-POVM that provides a
higher guessing probability is
P(2)A,1 =
∑
i∈E1
P(n)A,i , P
(2)
A,2 =
∑
i∈E2
P(n)A,i . (J1)
We define the following POVM on the system B
P(2)B,1 =
∑
i∈E1
P
(n)
B,i , P
(2)
B,2 =
∑
i∈E2
P
(n)
B,i . (J2)
Consequently, we consider the following inequality
P(2)g ≥ Tr
[
ρ(τ)AB ·
∑
i=1,2 P
(2)
A,i ⊗ P(2)B,i
]
=
= P(n)g + Tr
[
ρ(τ)AB ·
∑2
k=1
∑i, j∈Ek
i, j P
(n)
A,i ⊗ P
(n)
B, j
]
,
which shows that P(2)g ≥ P(n)g . If n is odd, we use again the
technique from Appendix I, where we switch the role of A
and B, to obtain the inequality
P(2)g ≥ P(n)g + Tr
ρ(τ)AB · 1A − 2P(n)A,x2 ⊗ P(n)B,x
 ,
where the right-hand side is greater than P(n)g if x is suitably
chosen.
We underline that the results given in this section and
Appendix H suffice to state that C(2)(ρ(τ)AB) = C
(2)
A (ρ
(τ)
AB) ≥
C(2)B (ρ
(τ)
AB).
