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1. INTKODUCTI~N 
Physical processes involving time delays and retardation effects lead 
to differential-difference equations rather than the traditional differential 
equations [I]. Recently, some work in mathematical models of chemo- 
therapy [Z-4] has forced us to examine the feasibility of computational 
solution of high dimensional vector systems of the form 
x’(t) = g(x(t), 4 - l)>, t> I, 
44 = x,(t), o,<t<1. (1) 
The straightforward process of computational solution requires the storage 
of values of x(t) in the interval [t --. 1, t] in order to calculate values in 
[t, t + 1:. If accurate results are desired for systems of large dimension, 
the memory requirements impose a severe bound on the size of the system 
that can be treated, and thus upon the realism of the mathematical model 
of the biochemical process under investigation. 
In what follows, we wish to describe an artifice which permits us to 
reduce the solution of (1) to the solution of a system of ordinary differential 
equations of degree dependent upon the interval over which the solution 
is desired. In this way the memory requirements are reduced practically 
to zero. 
II. REDUCTION TO DIFFERENTIAL EQUATIONS 
Let us introduce the sequence of vector functions 
%x(t) = x(t + fl), o<t<1, (4 
for 92 = 1,2,. . . . Then (1) may be written as a system of equations 
d(t) = g(%$), x1,-1(t)), O<‘t<l, 13) 
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for “rz = 1,2,. . ., with x,(t) as above. The initial conditions are 
%t(O) = %c-4). (4) 
There are now two difficulties to overcome in the computational solution 
of the system in (3). In the first place, the initial values, x,,(O), are 
unknowns ; in the second place, the function x,(t) must still be stored 
in the memory. 
III. COMPUTATIONAL SOLUTION 
The precise form of the initial function x0(t) is usually not of great 
import. Consequently, if we use a class of functions which approximate 
arbitrarily closely general functions, we can explore the behavior of the 
solutions in a satisfactory fashion. If a&) is taken to be a polynomial, 
a trigonometric polynomial, or a more general sum of exponentials, we 
can generate it by means of the equation 
x0@)(l) + a,x,fn-ll(t) + . . . + a, x,(t) = 0, (5) 
with 
q)(O) = $9 x0’(O) = Cl,. . . , Xp*yo) = Cfg - ,. 
We combine this equation with 
where b, is a known value, u,(l). The computational solution of this set 
of ordinary differential equations is obtained in the usual fashion. Once 
~~(1) has been determined, we add the equation 
where b, = xl(l), a known value. These three equations, (5), (6), and (7), 
are now solved computationally. Continuing in this fashion, at the Kth 
stage we solve the system consisting of (5) and the k equations 
G’(f) = &G(t), xi- l(4), xi(O) = bi, i = 1,2, k -**, , (f9 
where the constants bi are known. 
To determine the solution over [O, N] in this fashion requires the 
numerical integration of 1 + 2 + . . . + N = N(N + 1)/2 sets of 
equations. If N is not too large, this is a fairly routine operation, requiring 
little time, and a very minimum of machine memory. 
If N is large, say of the order of magnitude of 100 or 1000, it will be 
most efficient to use a method of successive approximations to determine 
the unknown values x%(O). WC shall discuss this in a subsequent paper. 
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