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摘要 :本文将情感计算引入到汉语的机器理解中 ,在已有的汉语机器理解研究的基础上 ,采用多重松弛迭
代计算方法 ,对汉语情感意义的标注问题进行了研究 ,通过语境信息的利用 ,构建了一个实验性系统并取得了
较准确的词语情感标注 ,为后续的句子情感意义的理解提供了基础 ,拓宽了汉语机器理解的研究范围。
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A Research on Emotion Tagging of Chinese Understanding
by Designing an Experiment System
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Abstract : This paper introduces emotions and their computation to machine understanding of Chinese. Based on the
existing research of the machine understanding of Chinese ,the problem of the emotional meaning tagging of Chinese
was studied by using the multiple relaxation alternate algorithm. We designed an experimental system and obtained
accurate Emotion tagging matching by using the context information. It is the first step to the machine understand2
ing of the emotional meaning of Chinese sentences ,thus the foundation for the future research is laid.
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众所周知 ,一个词语的情感意义并不总是唯一的 ,要了解某个词的情感意义 ,必须要把它
放到一个特定的语境中去综合理解。举个简单的例子 ,“戏子”一词在不同的语境中就存在不
同的情感意义 :
　　要是在旧社会 ,你不就是个戏子吗 ? 句 (1)
　　戏子的一生终究无戏。 句 (2)
显然句 (1)中的“戏子”包含的是轻蔑和嘲讽 ,而句 (2)中则更多地能体会出一种悲哀。作为
一个实验系统 ,我们从众多情感分类中挑选了最具代表的 11 种情感意义 :喜悦 (简称 XI ,下同) 、
尊敬 (ZHUN) 、亲切 (QIN) 、恼怒 (NAO) 、悲哀 (BEI) 、沮丧 (JVS) 、惧怕 (JVP) 、嘲讽 ( FEN) 、憎恶









(Multiple branched and Multiple labeled Tree Analysis多叉多标记树形分析法)语法理论 ,在描述汉
语句子时 ,除了给出其组成成份的词类或词组类型特征之外 ,还必需给出语义关系特征 ,才不致
产生歧义 ,即多叉多标记树形分析法。感情色彩作为自然语言的一大内容 ,要实现它的计算机理
解自然可以使用同一手法 ,我们设想把情感计算理论引入汉语的机器理解中 ,即把感情色彩也作





器理解系统的一个模块 ,其主要功能是在分词的基础上 ,确定每个词的情感意义 ,并为今后的
语句乃至语篇的情感合一打下基础。
当计算机将一组已经完成分词计算的词语输入本系统 ,系统会逐一从基本词库中找到相
应的静态信息 ,然后再以这些静态信息为基础 ,配合动态数据库 ,通过多重松弛迭代计算公式 ,
计算产生动态信息 ,完成对词语的情感标注。其中 ,静态信息是指基本词库及词语情感关系数
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　　来进行整体关联性的类属标注 ,即确定词语在特定语境中的情感取向的。其中 P ( k)ij 表示
标注分析中第 i 个语词选择第 j 种情感属性在第 k 次迭代中的机率可能性 , R ii′( j , j′) 为调整
因子 ,也可称为相关系数 ,反映的是语词标
注之间相互约束和作用的影响 , 另外 , R ii′















系统的外部数据结果是由两个 Paradox7 数据库 (test . DB 与 rel. DB)和一个顺序存储文件
reldata 构成的。
test . DB 中存放单个词语的情感分布。它有 13 个数据段。其中除了 WORD 段是 16 个字
节的字符串型外 ,其它 12 个数据段都是 0～1 的小数 ,且对于特定的某个词语 ,其 12 个数据段
数据的和为 1。例如 ,“戏子”一词在 test . DB 中的存放情况如下 :
WORD XI ZHUN Q IN NAO BEI J VS J VP FEN ZEN G Q I YI WU
戏子 0100 0100 0100 0100 0142 0100 0100 0150 0100 0100 0100 0108
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　　我们从中不难发现“戏子”一词在三个数据段上有取值 ,它们分别是 BEI (悲哀) 、FEN (嘲
讽) 、WU (无) ,这表示“戏子”一词在不同的语境中或表达悲哀或显示嘲讽或无明显的情感意
义 ,而每种情感的可能性即为该数据段的数值 ,也就是最初的 P 值。
rel. DB 与 reldata 合起来构成了词语情感关系数据库。其中 rel. DB 是一个索引 ,我们通
过它在顺序存储文件 reldata 中读写相关数据 ,它有 ADDRESS( Int) 、WORD1 (Alpha) 、WORD2
(Alpha)共 3 个数据段 ,ADDRESS 中存放 WORD1 与 WORD2 的情感相关系数表在 reldata 中
的偏移量。顺序存储文件 reldata 则是存储每两个词的相关系数 R。例如 ,“戏子”与“无戏”两
词的相关信息的存储情况如下 :




喜悦 尊敬 亲切 恼怒 悲哀 沮丧 惧怕 嘲讽 憎恶 惊奇 疑问 无
喜悦 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
尊敬 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
亲切 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
恼怒 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
悲哀 0100 0100 0100 0100 0187 0100 0100 0110 0100 0100 0100 0120
沮丧 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
惧怕 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
嘲讽 0100 0100 0100 0100 0110 0100 0100 0145 0100 0100 0100 0100
憎恶 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
惊奇 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
疑问 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
无 0100 0100 0100 0100 0120 0100 0100 0100 0100 0100 0100 0110
　　词一为“戏子”,词二为“无戏”。从表中可以看出“戏子”一词的各种情感标注与“无戏”一
词的各情感标注之间的相互关系 ,即 R 值。R 值的取值范围为 [ 0 ,1 ] ,“1”表示两种标注相伴





词分隔开 ,为了处理方便 ,我们把标点符号也作为一种特殊的词来处理。例如 ,句 (2)“戏子的
一生终究无戏。”就应如下输入 :
戏子 □的 □一生 □终究 □无戏 □。　　(这里 □表示空格)
面对这样的输入先把头尾的空格去掉 (如果有的话) ,然后第一次遍历整个句子 ,统计出有
多少的词语 ,分配出相应大小的内存区域 ,接着第二次遍历 ,把各个词语的具体内容放入对应
的内存区域中。存放单个词语的数据结构如下 :
typedef enum {XI ,ZHUN ,QIN ,NAO ,BEI ,JVS ,JVP ,FEN ,ZEN G,QI , YI ,WU} word-aff ;
st ruct ciyu
　{ int no ;




no 为词语在句子中的位置 ;na 为词语的内容 ;aff 则是一个枚举变量 ,其内容决定词语的
情感含义。其中前两项的内容可以在这里生成 ,而第三项则须通过之后的运算产生 ,在这里统
一赋初值“WU”。例如 ,句 (2)“戏子的一生终究无戏。”在此阶段的存储情况如下 ( P 为存储各
词语的数组名) :
⋯
1 2 3 4 5 6
戏子 的 一生 终究 无戏 。
WU WU WU WU WU WU
P[ 0 ] P[ 1 ] P[ 2 ] P[ 3 ] P[ 4 ] P[ 5 ]
⋯
　　接着建立相应的情感矩阵和相关系数数组。通过 P 数组中存放的词语内容在基本词库
中查找词语对应的情感数据 ,从而构成一个 n ×12 的情感矩阵 (n 为词数) 。同样可以在词语
情感关系数据库中找到相应的数据 ,构造出一个 (n ×12) ×(n ×12) 的相关系数四维数组。还
是用句 (2)“戏子的一生终究无戏。”一句来举例 :
< 情感矩阵 >
XI ZHUN Q IN NAO BEI J VS J VP FEN ZEN Q I YI WU
戏子 0100 0100 0100 0100 0132 0100 0100 0154 0100 0100 0100 0114
的 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 1100
一生 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 1100
终究 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 1100
无戏 0100 0100 0100 0100 0161 0100 0100 0121 0100 0100 0100 0118
。 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 1100
　　< 相关系数四维数组 >
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公式 (1) 、(2) 。现在 ,将运算所需的所有数据 (情感矩阵 P 和相关系数四维数组 R) 代入算式
一步步地进行迭代 ,直至情感矩阵中每一行的数据中都有一个唯一的值变为 1 ,即这条句子的
每个词语都有了唯一确定的情感意义。另外 ,为了提高收敛速度 ,我们选择了一个阀值 K (如
K = 0198) ,当 Pij0 ≥K 时 ,有
( Π j ≠ j0) ( Pij ≤1 - K)
这时就可认为迭代结束。
一旦迭代结束 ,就遍历整个情感矩阵 ,将每个词语行中数值为 1 的对应情感填入最初存放
各词语信息的数组。如例句此时该数组的存储情况为 :
⋯
1 2 3 4 5 6
戏子 的 一生 终究 无戏 。
B EI W U W U W U B EI W U










XI ZHUN QIN NA O B EI JV S JV P FEN ZEN QI YI W U
戏子 0100 0100 0100 0100 0136 0100 0100 0152 0100 0100 0100 0112
的 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 1100
一生 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 1100
终究 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 1100
无戏 0100 0100 0100 0100 0165 0100 0100 0119 0100 0100 0100 0116
。 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 1100
　　< rel data >
喜悦 尊敬 亲切 恼怒 悲哀 沮丧 惧怕 嘲讽 憎恶 惊奇 疑问 无
喜悦 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
尊敬 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
亲切 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
恼怒 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
悲哀 0100 0100 0100 0100 0188 0100 0100 0109 0100 0100 0100 0118
沮丧 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
惧怕 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
嘲讽 0100 0100 0100 0100 0109 0100 0100 0145 0100 0100 0100 0100
憎恶 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
惊奇 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
疑问 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100 0100
无 0100 0100 0100 0100 0118 0100 0100 0100 0100 0100 0100 0110
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显然 ,如果我们通过更新词频来完成这一任务是非常合适的 ,但是 ,统计词频的工作量是巨大
的 ,在这样一个实验系统中 ,我们采用了一个相对简单的做法 ,即一个词语的某种情感每出现
一次 ,就将基本词库中该词语的该情感数值加上一个数值 ,而该词语的其它情感数值则相应地
减去一个数值 ;类似地 ,当两个词语情感在一起出现 ,就将 rel data 文件中对应的关系表的对
应数值 m 作 019 m + 011 运算 ,而其它同行同列的数值 n 作 019 n 运算。以下是句 (2“戏子的
一生终究无戏。”运算后的数据存储情况 ( rel data 只列举了“戏子”与“无戏”的情感关系表) :
3 . 3 　本实验系统的一些不足之处
(1) 通过观察 ,不难发现情感关系数据库中的绝大多数数据都是 0 ,这些冗余无疑是对存
储空间的巨大浪费 ,在实际应用中应该运用某种压缩算法在空间与时间之间找到最佳支点。
(2) 在本实验系统中 ,关键的相关系数 R 值是直接从数据库中读取的 ,而较为科学的做法
则是通过某个结合多个参数的算式计算得出 R 值。
(3)本系统所考虑的语境信息仅仅是以句子为单位的 ,而现实的语境往往是以段落甚至整篇
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