Abstract. We discuss the Cauchy problem for anisotropic wave equations. Precisely, we address the question to know which kind of Cauchy data on the lateral boundary are necessary to guarantee the uniqueness of continuation of solutions of an anisotropic wave equation. In the case where the uniqueness holds, the natural problem that arise naturally in this context is to estimate the solutions, in some appropriate space, in terms of norms of the Cauchy data.
Introduction
What is our objective ? Let Ω be a (smooth) bounded domain of R n , n ≥ 2 and T > 0. Consider then the anisotropic wave equation with (smooth) matrix coefficients A(x) = (a ij (x)), (1.1) div(A(x)∇u(x, t)) − ∂ 2 t u(x, t) = 0 in Ω × (−T, T ). Let ν be the unit normal outward vector field on ∂Ω. Let Γ be an nonempty open subset of ∂Ω. The Cauchy problem we are interested in can be formulated as follows: do the values of u and ∂ ν u, u a weak solution of the equation (1.1), on Γ × (−T, T ) determine uniquely u ? If the answer to this question is positive, then one can ask whether it is possible to estimate a norm of u in Ω × (−T, T ) by a quantity involving a norm of the Cauchy data of u on Γ × (−T, T ). In other words, can we quantify the uniqueness of continuation from the Cauchy data ?
The same questions can be addressed in the case of interior data. That is when the data on Γ × (−T, T ) is substituted by data in ω × (−T, T ), with ω ⋐ Ω. Main result. Prior to state our main result we introduce some definitions and notations.
If K is the closure of an nonempty open bounded subset of R n , n ≥ 2, define, where 0 < α ≤ 1, the semi-norm Recall that the Hölder space
endowed with the norm
is a Banach space. Consider also
which is a Banach space when it is equipped with its natural norm
Let Ω be a C ∞ bounded domain of R n , n ≥ 2, and set 
These spaces are endowed with their natural norms as intersections of Banach space that we define as follows: if X = X 0 ∩ X 1 is the intersection of two Banach spaces, we equip X with the norm
In the sequel by H ℓ (Γ), ℓ ≥ 0, we mean the quotient space
that we equip with its natural quotient norm
We also use the usual Lions-Magenes's notation
For u ∈ Y α (Q T ), set where exp is the usual exponential function. We aim in the present work to prove the following result. Theorem 1.1 is to our knowledge the first stability result on the Cauchy problem for anisotropic wave equations. However, as one can see in the statement of Theorem 1.1, we do not succeed in solving completely the problem in all its generality. It is still an open problem even under a geometric condition on Γ.
We point out that global logarithmic stability result on the Cauchy problem for an anisotropic heat equation was recently proved by second author and M. Yamamoto [10] . Here the problem is solved directly.
For both the heat and the wave equations, the main difficulty comes from the fact that the data at the end points of the time interval is not known. Another difficulty that arises for the wave equation is that we have to deal with the residual terms induced by the Fourrier-Bros-Iagolnitzer transform.
The situation is very different in the case of anisotropic elliptic equations for which we have global (single) logarithmic stability result. This result is the best possible that can be obtained in the general case. Indeed, we know since Hadamard that the Cauchy problem for elliptic equations is ill-posed in the sense that there is no hope to get a Lipschitz (or even Hölder) stability estimate. Precisely, Hadamard [11, page 33] gave an example in which the stability is exactly logarithmic. Some references and comments concerning the elliptic Cauchy problem are provided in Section 2.
We point out that, under an additional "smallness" condition of the coefficient of the matrix A, we can improve Theorem 1.1 (see Theorem 6.1 for more details). Outline. The rest of this text is organized as follows. Section 2 is mainly devoted to stability results on the Cauchy problem for anisotropic elliptic equations in a form adapted to our approach for studying the Cauchy problem for wave equations. Precisely, we need a stability result on an elliptic Cauchy problem which is uniform with respect to one parameter family of domains.
In Section 3, we give some results on the reduced Fourrier-Bros-Iagolnitzer transform that are necessary to convert the stability results on the Cauchy problem for elliptic equations to stability results on the Cauchy problem for wave equations. We prove Theorem 1.1 in Section 4. We give in Section 5 comments concerning a variant of Theorem 1.1. We discuss in Section 6 an improvement of the general stability result when we impose a "smallness" condition on the coefficients of A.
For convenience we added in Appendix A a self-contained proof of a stability result on the elliptic Cauchy problem. Our analysis relies essentially on threeball inequalities, for both solutions and their gradient, that are obtained using a Carleman inequality proved in [8] . We take this opportunity to improve and extend the results obtained by the second author in [8] .
Elliptic Cauchy problem for one parameter family of domains
with Lipschitz boundary and consider the elliptic operator L acting on D as follows
where A = (a ij ) is a symmetric matrix with coefficients in W 1,∞ (D) for which there exist κ > 0 and κ ≥ 1 so that
Theorem 2.1. Let C be a nonempty open subset of ∂D and let 0 < α ≤ 1. There exist C > 0, c > 0 and β > 0, only depending on D, κ, κ, α and C, so that, for
This theorem was already proved in [8] under an additional geometric condition on the domain. For completness we provide a detailed proof of Theorem 2.1 in Appendix A. There is a substantial literature on elliptic Cauchy problems in different forms with various assumptions. We just quote here the following few recent references [1, 2, 5, 6, 17] (see also [7] for non stationary Stokes problem and [4, 10] for the parabolic case).
In order to tackle the Cauchy problem for the wave equation with need a variant of Theorem 2.1 with uniform constants for a family of domains of the form Q ρ = Ω × (−ρ, ρ), where ρ belongs to some interval of the real line, and Ω is a bounded Lipschitz domain R n−1 , n ≥ 2. Fix 0 < ρ < ρ and assume that (2.1) and (2.2) hold with
. In light of (2.1) and (2.2) for D = Q ρ , we have
The proof of (2.5) is obvious, while (2.4) follows readily by noting that
Define L ρ the elliptic operator acting on Q ρ as follows
Identities and inequalities (2.6) to (2.10) at hand we can apply Theorem 2.1. We get 
Fourier-Bros-Iagolnitzer transform
The Fourier-Bros-Iagolnitzer transform is a useful tool to transfer results from an elliptic equation to a wave equation. This transform is well known in control theory community (see for instance [15, 18, 19] ). In the present section we demonstrate some results concerning this transform that are necessary to establish our stability results on the Cauchy problem for waves equations.
Fix 0 < δ < 1 and
for some universal constant ̟. Define, for (x, τ ) ∈ Q δT / √ 8 and λ > 0, the reduced Fourier-Bros-Iagolnitzer transform as follows
In particular, F λ,t0 is extended as a bounded operator from
we get by applying Cauchy-Schwarz's inequality
as expected.
(ii) The proof is quite similar to that of (i).
Proof. We prove (ii). The proof of (i) can be easily deduced from that of (ii). By density, it is sufficient to prove (3.5) and (3.
we get
Making an integration by parts in the right hand side, we obtain
An iteration of this formula then yields
, where
We have similarly
We proceed as above in order to obtain
That is we have
This is the expected inequality.
where
Proof. Consider first the case j = 0. Pick (
Elementary computations show
On the other hand, since
we have
Using (3.9) and (3.10), we get
Next, we proceed to the proof of j = 1. In light of the following formula, that we established above,
and
Proceeding as above, we see that we have also
We conclude that
The proof is then complete. 
Proof. By density it is enough to give the proof for an arbitrary f ∈ C ∞ (Q T ). Pick then f ∈ C ∞ (Q T ) and let h λ = F λ,t0 f . Then, where F denotes the Fourier transform,
Therefore, where x ∈ Ω is arbitrary,
We find by applying Plancherel-Parseval's inequality and then making the change of variable τ = λρ e −λ(t−t0)
.
In particular
from which we deduce that
Again, the change of variable τ = λρ in (3.12) yields
Hence, we get by taking t = t 0 in (3.16),
We decompose f (x, t 0 ) into two terms:
Applying again Cauchy-Schwaz's inequality in order to obtain
Here, we used that
On the other hand, we have, again according to Cauchy-Schwaz's inequality,
. In light of (3.18), we obtain by making an integration by parts
We write
It follows from (3.18)
Hence
From the proof of Lemma 3.2
Proceeding similarly as for h λ , we find
Then, once again, Plancherel-Parseval's inequality and the change of variable τ = λρ yield
In light of (3.15) with f substituted by ∂ t f and (3.21) we obtain
Cauchy-Schwarz's inequality then yields
This and (3.22) give
Let λ 0 be given. Putting together (3.17), (3.19) , (3.20) and (3.23) we see that there exists a constant C > 0, depending only on λ 0 and T 0 , so that, for any λ ≥ λ 0 , we have
Noting that ∂ i and F λ,t0 commute, we find by substituting in (3.24) f by
The expected inequality follows readily from (3.24) and (3.25).
Stability of the Cauchy problem for wave equations
We prove Theorem 1.1 in several steps. We recall for convenience that
is endowed with its natural norm as an intersection of two Banach spaces, and P is the anisotropic wave operator acting on Q T as follows
Henceforward, the gradient with respect to both variables (x, t) and (x, τ ) is denoted by ∇ ; while the gradient with respect to x is denoted by
Of course δ = δ(ρ, T ) and δ = δ(ρ, T ).
τ ). and
The results in Lemma 3.1 and Lemma 3.2 enable us to get
and, according to (3.8),
We get by applying Theorem 2.2
Here and until the end of this proof C > 0 is a generic constant only depending on Ω, T 0 , κ, κ, ρ, ρ and α.
On the other hand, we have from (3.11), for λ
Then a combination of (4.2) and (4.3) gives
We take in this inequality λ = 16δ
. We get by using that
for some positive constant c 0 . This inequality with ǫ chosen so that ǫ
The following lemma is a consequence of [10, Lemma 3.1] with (t 0 , t 1 ) = (0, 1) and a change of variable. Lemma 4.1. Let X be a Banach space with norm · and s ∈ (0, 1/2). There exists a constant c > 0 so that, for any t 0 < t 1 
Corollary 4.1. Let s ∈ (0, 1/2) and T 0 > 0. There exist two constants C > 0 and c > 0, only depending on Ω, κ, κ, s, ρ, ρ, T 0 and α, so that, for any
Proof. First, noting that J δ/2 ⊂ J δ/2 , 0 < δ ≤ δ, we get by integrating, with respect to t 0 , both sides of the inequality in Proposition 4.1
where we used
On the other hand we have from Lemma 4.1, by noting that
The expected inequality follows in a straightforward manner by adding side by side inequalities (4.4) and (4.5).
Next, we show that the term u H 1 J δ/2 ,L 2 (Ω) in the inequality of Corollary 4.1 can be bounded by a quantity involving only boundary terms and P u.
the constant c only depends on ρ.
We then get by mimicking the proof of the usual energy estimateŝ
we find, where t
In particular (4.6) yieldŝ
Applying Grönwall's lemma, we obtain
Here and henceforward c is a constant only depending on ρ. This in (4.6) givesˆΩ
Using that
That is
Since we have the same inequality when u is substituted by ∂ t u, we get
. We obtain similarly
. The expected inequality follows by putting together (4.7) and (4.8).
Consider the following notation
In light of Corollary 4.1 and Lemma 3.5, we can state the following result. 
The next step consists in showing that the data at ±T in D δ (u) can be bounded by a quantity involving only lateral boundary terms. Prior to do that, we introduce an extension operator. By classical elliptic a priori estimates we have
the constant c 0 only depends on Ω.
One can check in a straightforward manner that
. We deduce that E is extended as a bounded operator, still denoted by E, from
Observe that, as a, b) ), we have in particular
Recall that d is defined by
where L(γ) denotes the length of γ. 
On the other hand,
From the usual interpolation inequalities, we have
the constant c 1 only depends on Ω. Hence
This in (4.12) yields
We get by taking ǫ = µ −1/2 in (4.13)
Now (4.14) together with (4.14) with u substituted by ∂ t u imply
That is we proved (4.10) for c 0 .
As before, we get from usual interpolation inequalities
This in (4.14) yields
We deduce from this inequality the following one
This is exactly inequality (4.11) for c 0 . We recall the following notations we defined in the introduction
and setD
we deduce from (4.10) and (4.11)
the constants C, c and µ 0 only depend on Ω, T 0 , κ, κ and ρ. This and Theorem 4.1 give, with δ ∈ I,
the constants C, c and µ 0 only depend on Ω, κ, κ, T 0 , ρ and ρ.
In this inequality, we may substitute c by λc with λ ≥ 1 sufficiently large in such a way that δ −s e 2 (λcδ −14 ) > µ 1/4 0 . We take µ ≥ µ 0 in the preceding inequality so that e 2 (cδ −14 )µ
This completes the proof of Theorem 1.1. As a straightforward consequence of Theorem 1.1, we have the following uniqueness of continuation result.
Corollary 4.2. Let
Similarly to the elliptic case, we deduce from Theorem 1.1 a stability estimate. Set ̺ * = e −e and, for β > 0 and ̺ 0 ≤ ̺ * , 
and assume that
In light of (1.4) we get If b ≥̺ then obviously we have
The result follows then from (4.17) and (4.18).
Comments
As before Γ is a nonempty open subset of ∂Ω. Define then
where L(γ) denotes the length of γ. Similarly to the proof Proposition 4.2, we get, by applying [14, Theorem 6.1] and without using an extension operator, the following result. 
We recall the following notations that we already defined in the previous sections
In light of Proposition 5.1, we get by mimicking the proof of Theorem 1.1 the following result. 
D(u) +D(u) .
This theorem has to be compared with the following one which is contained in [14, Theorem 6.3].
Theorem 5.2. Let Γ be a nonempty open subset of ∂Ω and T > d Γ . There exist four constants
It is worth mentioning that we have a variant of Theorem 5. 
A particular case
We aim in this section to improve the result of Theorem 1.1. We precisely show that, under a "smallness" condition on the coefficients of the matrix A, the term e 3 (cδ −14 ) in the inequality of Theorem 1.1 can be improved by e 2 (cδ −14 ). In other words we have a better stability result.
The analysis we carry out in this section consists in an adaptation of known ideas used to establish observability inequalities via the multiplier method for the wave equation ∂ 2 t − ∆. We refer for instance to [13, Subsection 3.1, page 35]. In the variable coefficients case similar approach was used in [20] with a geometric viewpoint, i.e by considering the metric generated by (a ij ). The condition on A is then interpreted in term of the corresponding sectional curvature.
We start by establishing an identity involving a usual multiplier. To this end, fix x 0 ∈ Ω arbitrary and let m(
. We find by making an integration by partŝ
We have
This and the fact that A is a symmetric matrix yield
Here B = (b ij ) with
This in (6.2) giveŝ
On the other hand, we havê
An integration by parts giveŝ
from which we deduceˆΩ
We combine (6.3) and (6.4) in order to get
We have also by simple integrations by partŝ
Then, it follows from (6.5) and (6.6)
Then (6.7) can be rewritten as follows
In the sequel d 0 = max{|x − y|; x, y ∈ Ω}.
Proof. Since
Using an elementary convexity inequality, we get
The sum, side by side, of (6.10) and (6.11) yields
Integrating this inequality with respect to t, between a and b, in order to obtain (6.9). a, b) ) satisfying u = 0 on ∂Ω × (a, b) and let δ > 0. Then
This leads immediately to (6.13).
On the other hand, we get by applying Cauchy-Schwarz's inequality
This and (6.13) entail
for which we deduce (6.12) in straightforward manner.
By Taking ǫ = 2/(b − a) in (6.9) and δ = d 0 in (6.12), we obtain the following corollary.
, we have (6.14) Ω×(a,b) ) .
As B = (∇a ij · m), we find
Whence a simple computations enable us to get
In light of (6.13), we obtain, for δ > 0,
Inequalities (6.14), (6.15), (6.16) and (6.18) in (6.8) give ∂Ω×(a,b) ) . Then under the condition (6.20) ,b) ) .
Remark 6.1. Let A 0 satisfying conditions (1.2) and (1.3). Then (6.20) holds for
Next, fixc sufficiently large in such a way that
In that case we get from (6.21), for c ≥c, ∂Ω×(a,b) ) .
This and (6.9) yield the following result. × (a, b) ) satisfying u = 0 on ∂Ω × (a, b) , we have ∂Ω×(a,b) ) .
In light of inequality (4.9), we get as a consequence of Proposition 6.1 Corollary 6.2. Assume that κκd 0 < 1 and letc > 0 satisfies
Then there exits a constant C > 0, depending only on n,c, d 0 , κ and κ so that, for any a, b ∈ R with b − a = c ≥c and
Finally, we apply the last corollary to u and ∂ t u, respectively with (a, b) = −T, −(1 − δ/2)T and (a, b) = (1 − δ/2)T, T , and we use that P and ∂ t commute. We get Corollary 6.3. Assume that
Then there exits a constant C > 0, only depending on n, d 0 , κ, κ, T 0 and ρ, so that, for any T ≥ T 0 and u ∈ H 3 (I T , H 2 (Ω)), we have
An immediate consequence of Theorem 4.1 and Corollary 6.3 is Theorem 6.1. Let s ∈ (0, 1/2) and assume that
Let 0 < ρ < ρ. Then there exist three constants C > 0, c > 0 and γ > 0, only depending on Ω, α, T 0 , κ κ, s, ρ and ρ so that, for any
Define, for β > 0 and ̺ 0 ≤ e −1 ,
that we extend by continuity at ̺ = 0 by setting Θ ̺0,β (0) = 0. We can mimic the proof of Corollary 4.3 in order to obtain the following result. 
Appendix A. The Cauchy problem for elliptic equations
We adopt in the sequel Einstein's summation convention. Each index appearing both up and down in each term has to be summed from 1 to d. Carleman and Caccioppoli inequalities. Let R be an arbitrary set and consider the family of operators (L r ) acting on D, for each r ∈ R, as follows
where, A r = (a ij r ), r ∈ R, is a symmetric matrix with coefficients in W 1,∞ (D). We assume that there exist κ ≥ 0 and κ ≥ 1 so that
Pick 0 ≤ ψ ∈ C 2 (D) without critical points in D and let ϕ = e λψ . Then the following Carleman inequality was proved in [8] (see also [9] and [3] for operators with complex coefficients).
Theorem A.1. There exist three positive constants C, λ 0 and τ 0 , only depending on ψ, D, κ and κ, so that
We now establish a Caccioppoli type inequality that will be useful in the sequel.
Lemma A.1. Let 0 < k < ℓ. There exists a constant C > 0, only depending on D, k, ℓ, κ and κ, so that, for any
, for some r ∈ R, we have
Proof. We give the proof k = 1 and ℓ = 2. The proof for arbitrary k and ℓ is similar.
where c is a constant independent on ρ. Therefore identity (A.5) with v = χu giveŝ
Three-ball inequalities. Consider the elliptic operator L acting on D as follows
Theorem A.2. Let 0 < k < ℓ < m. There exist C > 0 and 0 < γ < 1, only depending on D, k, ℓ, m, κ and κ, so that, for any y,mr) ) .
Proof. As in the preceding lemma, we give the proof when k = 3/2, ℓ = 2 and m = 7/2. The proof of arbitrary k, ℓ and m is similar. 
It is not hard to see that the family (A r ) satisfies (A.6) and (A.7), uniformly with respect to r ∈ (0, r y ).
Set
and pick χ ∈ C ∞ 0 (U ) satisfying 0 ≤ χ ≤ 1 and χ = 1 in a neighborhood of K. We get by applying Theorem A.1 to χw, with D is substituted by U , for λ ≥ λ 0 and τ ≥ τ 0 ,
We have L r (χw) = χL r w + Q r (w), with
the constant Λ is independent on r. Therefore, fixing λ and changing τ 0 if necessary, (A.8) yields, for τ ≥ τ 0 ,
CˆB
We get by taking ψ(x) = 9 − |x| 2 in (A.10), which is without critical points in U , for τ ≥ τ 0 , CˆB (2) 
We then obtain in light of (A.17)
as expected. 
Proof. We keep the notations of the proof of Theorem A.2. We apply the generalized Poincaré-Wirtinger's inequality (A.16) in order to obtain, where ̺ = 1 |B(1)|ˆB (1) w(x)dx,
On the other hand (A.11), in which w is substituted by w − ̺, gives
Using (A.20) and (A.21) in (A.22), we get
The rest of the proof is identical to that of Theorem A.2.
Stability of the Cauchy problem.
The following lemma will be useful in the sequel.
Lemma A.3. Let (η k ) be a sequence of real numbers satisfying 0 < η k ≤ 1, k ∈ N, and
for some constants 0 < γ < 1, b > 0 and c ≥ 1. Then
where C = (2c)
Proof. If η 0 + b ≥ 1, (A.23) is trivially satisfied. Assume then that η 0 + b < 1. As
we obtain
The proof is then complete.
Note that, as D is Lipschitz, it has the uniform cone property (we refer for instance to [12] for more details and a proof). In particular, there exist R > 0 and θ ∈]0, π/2[ so that, to anyx ∈ ∂D we find ξ = ξ(x) ∈ S d−1 with the property that
Proposition A.1. Let 0 < α ≤ 1. There exist three constants C > 0, c > 0, β > 0 and ω ⋐ D, only depending on D, κ and κ, so that:
Here
Proof. Fixx ∈ ∂D and let ξ = ξ(x) be as in the above consequence of the uniform cone property. Let
This definition guarantees that, for each k, B(x k , 3ρ k ) ⊂ C(x) and
Or equivalently
Substituting, if necessary, C by max(C, 1), we may assume that C ≥ 1. We can then apply Lemma A.3 in order to get
This inequality can be rewritten in the following form
. Applying Young's inequality, we obtain, for ǫ > 0,
Now, using that u is Hölder continuous, we get
and introduce the following temporary notations
Then (A.28) yields
A combination of (A.27) and (A.29) entails
In this inequality we take ǫ > 0 in such a way that µ αk = µ
For t > 0, let k be the integer so that k ≤ t < k + 1. Bearing in mind that 0 < µ, γ < 1, by straightforward computations, we deduce from the preceding inequality
We end up getting, by taking
which is the expected inequality in (1). We omit the proof of (2) which is quite similar to that of (1). We have only to apply Theorem A.3 instead of Theorem A.2. 
Proof. Since the proof of (A.30) and (A.31) are similar, we limit ourselves to the proof of (A.30).
Fix x 0 ∈ ω and x ∈ω. Then there exists (see for instance [8, page 29]) a sequence of balls B(x j , r), r > 0, j = 0, . . . , N , so that
We get then by applying Theorem A.2
the constants C > 0 and 0 < γ < 1 only depend on D, κ and κ.
We proceed as in the proof of Proposition A.1 in order to obtain
Combined with Young's inequality, this estimate yields 
Proof. Takex ∈ C. Bearing in mind that D is locally on one side of its boundary, we find x 0 in the interior of R n \ Ω sufficiently close tox so that Again, we complete the proof similarly to that of Theorem A.2.
We shall need hereafter the following lemma. On the other hand by Proposition A.3, there exist ω 0 ⋐ Ω and γ > 0 so that, for any ǫ 1 > 0,
But, by Proposition A.2, there is δ > 0 such that, for any ǫ 2 > 0,
Estimate (A.38) in (A.39) gives
Lu L 2 (D) .
in this estimate yields, where
which, in combination with (A.37), produces
Therefore,
We end up getting the expected inequality by taking ǫ 2 = e −2c/(ǫδ) .
As a first consequence of the preceding theorem, we have the uniqueness of continuation of solutions from Cauchy data on C. 
