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Abstract: An open question in biological neural networks is whether changes in firing modalities are
mainly an individual network property or whether networks follow a joint pathway. For the early de-
velopmental period, our study focusing on a simple network class of excitatory and inhibitory neurons
suggests the following answer: Networks with considerable variation of topology and dynamical param-
eters follow a universal firing paradigm that evolves as the overall connectivity strength and firing level
increase, as seen in the process of network maturation. A simple macroscopic model reproduces the main
features of the paradigm as a result of the competition between the fundamental dynamical system notions
of synchronization vs chaos and explains why in simulations the paradigm is robust regarding differences
in network topology and largely independent from the neuron model used. The presented findings reflect
the first dozen days of dissociated neuronal in vitro cultures (upon following the developmental period
bears similarly universal features but is characterized by the processes of neuronal facilitation and depres-
sion that do not require to be considered for the first developmental period). A key element for explaining
processes in nature by physics has been the art of choosing the optimal level of description for the effects
to be described. In our current challenge to explain important aspects of our brain by means of physics,
we still largely miss such a handle at many levels: To what detail, e.g., is it necessary to model neurons
and their connectivity to understand what their neural network is doing? For simple small-size networks
of minicolumnar type (by many considered as a potential module underlying the function of the cortex),
we show that all networks from this large network class follow the same—universal—behavior, as their
overall connectivity strength is enhanced. Moreover, the paradigm that they follow can be explained in
terms of low-dimensional dynamical systems theory, which reveals the origin of the universal behavior.
Our findings suggest that other network classes could be treated in a similar manner. The uncovered
universality permits us to substantially limit the degree of details required to model cortical computation,
which opens up a novel perspective toward more effective simulations of and investigations into close-to-
biology neural networks and sheds a novel perspective on biological multiscale information processing.
From the practical side, our findings imply that biological neural networks with strong parallels to the
increase of a connectivity strength will develop closely along the uncovered paradigm. Examples are
neuronal cultures at the early stage of their development or biochemical processes that globally enhance
the connectivity strength among the elements of the neural network.
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ABSTRACT
An open question in biological neural networks is whether changes in firing modalities are mainly an individual network property or whether
networks follow a joint pathway. For the early developmental period, our study focusing on a simple network class of excitatory and inhibitory
neurons suggests the following answer: Networks with considerable variation of topology and dynamical parameters follow a universal firing
paradigm that evolves as the overall connectivity strength and firing level increase, as seen in the process of network maturation. A simple
macroscopic model reproduces the main features of the paradigm as a result of the competition between the fundamental dynamical system
notions of synchronization vs chaos and explains why in simulations the paradigm is robust regarding differences in network topology and
largely independent from the neuron model used. The presented findings reflect the first dozen days of dissociated neuronal in vitro cultures
(upon following the developmental period bears similarly universal features but is characterized by the processes of neuronal facilitation and
depression that do not require to be considered for the first developmental period).
Published under license by AIP Publishing. https://doi.org/10.1063/1.5111867
A key element for explaining processes in nature by physics has
been the art of choosing the optimal level of description for
the effects to be described. In our current challenge to explain
important aspects of our brain by means of physics, we still
largely miss such a handle at many levels: To what detail, e.g., is
it necessary to model neurons and their connectivity to under-
stand what their neural network is doing? For simple small-
size networks of minicolumnar type (by many considered as
a potential module underlying the function of the cortex), we
show that all networks from this large network class follow the
same—universal—behavior, as their overall connectivity strength
is enhanced. Moreover, the paradigm that they follow can be
explained in terms of low-dimensional dynamical systems the-
ory, which reveals the origin of the universal behavior. Our find-
ings suggest that other network classes could be treated in a
similar manner. The uncovered universality permits us to sub-
stantially limit the degree of details required to model cortical
computation, which opens up a novel perspective toward more
effective simulations of and investigations into close-to-biology
neural networks and sheds anovel perspective onbiologicalmulti-
scale informationprocessing. From thepractical side, ourfindings
imply that biological neural networks with strong parallels to the
increase of a connectivity strength will develop closely along the
uncovered paradigm. Examples are neuronal cultures at the early
stage of their development or biochemical processes that glob-
ally enhance the connectivity strength among the elements of the
neural network.
I. INTRODUCTION
A central quest in complexity science is to understand how
topology influences the overall behavior of networks. Brain dynamics
is one example where a huge synaptic connectivity corpus has been
gathered in the hope to better understand how human thoughts and
actions are generated. While general topological features that may
bear influence onnetwork dynamics have been identified,1–3 formany
fundamental functional properties, such as orientation selectivity in
the visual cortex,4 optimal computational capacity,5 and precise spik-
ing patterns in small invertebrate circuits,6 the detailed network con-
nectivity, however, has been shown to be not essential. Conversely,
a fixed structural connectivity can host a vast range of distinct net-
work dynamics depending on input, physiological, and biochemical
parameters.7,8 From these, various control pathways select particular
Chaos 29, 093109 (2019); doi: 10.1063/1.5111867 29, 093109-1
Published under license by AIP Publishing.
Chaos ARTICLE scitation.org/journal/cha
patterns. A particular important one is neuromodulation, where by
means of emitted chemicals (neurotransmitters),9,10 whole popula-
tions of neurons are up- or down-regulated. A clear picture high-
lighting to what extent neuronal firing modality can be attributed
to topological connectivity vs neuromodulation11,12 is, however, still
missing.
We investigate this question by studying the firing dynamics
of close-to-biology neural networks for a considerable range of net-
work topologies. In these networks, we monitor the global amount
of synaptic efficacy, mimicking the effect of a neuromodulator, or,
seen on a much larger temporal scale, the maturation of developing
neural networks (increase of synaptic strengths is a characteristic of
network maturation). Using a multifaceted characterization of net-
work firing, we find that upon an increase of the synaptic connectivity
strength, the behavior of networks evolves in a unique way essentially
independent fromnetwork topology. To understand the origin of this
phenomenon, we introduce a macroscopic, meanfieldlike model that
rationalizes our findings in terms of basic dynamical systems the-
ory. Finally, we provide experimental support for our findings from
developing dissociated neuron cultures.
II. A CLOSE-TO-BIOLOGY MODEL OF
MINICOLUMNAR-TYPE NEURAL NETWORKS
Our simulation approach is technically based on a previously
introduced description of the cortical minicolumn.5,13 This approach
that applies to a very general class of neural networks allows for a
separation of the input into many small randomlike and fewer more
strongly connected synchronized inputs. In a cortical minicolumn
(generally composed of 80–140 neurons14) from the many synap-
tic contacts impinging on a neuron (order of 104), a high number
originate from the outside of the column, but specific physiological
experiments suggest that columnar dynamics is strongly dominated
by input roughly across a columnar dimension.15,16 This, because
for spike generation, of the order of 102 synapses need to activate
in a short time window. By uncoordinated input from all the area
external to the column, this is hardly feasible, in contrast to strongly
temporally coordinated synaptic input from a few strongly con-
nected neighboring neurons that may even enhance their effect by
phase-locking (although this may be obscured by external activity
modulation across a midterm temporal scale). Despite great efforts,
the exact biological architecture and the functional role of mini-
columns have remained elusive (not so surprisingly, if they indeed
have the role of abstract computational units). Irrespective of the
outcome of the corresponding dispute, our results presented below
apply to a large class of neural networks that can be described in
the following way. Synaptic input between strongly connected neu-
rons can be concatenated into a mesoscopic synapse. To represent
incoherent inputs, a random signal is added to this synaptic input;
to estimate the effect by coherent input from outside of the column,
autonomously chaotically firing neurons are embedded into the net-
work structure (details below). For reasons of genericity, our presen-
tation will emphasize on random (RA) network architecture, but we
also check then consistency of our results on small-world (SW) and
on 3D columnar topology (CL) networks. The latter networks have
been claimed to specifically reflect biological minicolumnar connec-
tivity (supplementary material). Our simulation results are mostly
based on networks withN = 128 neurons, of whichNex = 102 are of
excitatory and Ninh = 26 of inhibitory type (using their well-known
4 : 1 ratio17 and following the example of a minicolumn (checks on
networks of quartered or quadrupled size are includedwhere of inter-
est). We will show that all of these networks follow the same firing
paradigm if their connectivity strength is globally upregulated.
The connectivity of neurons is directional, with an average
probability of 0.04 for each topology considered (supplementary
material). Synaptic upregulation wasmodeled by scaling the strength
of synaptic connections between neurons by a global “scaling factor.”
Neuronal dynamics was established by Rulkov neurons,18,19 which
reproduce, at low computational costs, a huge range of the exper-
imentally observed aspects of neuronal firing behavior.19,20 Their
















ψ + u(i)n 0 < x
(i)












n − µ(1 + x
(i)




where n is the iteration step, x(i)n is the membrane potential of the ith
neuron, y(i)n describes a regulatory subsystem able to turn firing on
and off (Fig. 1 in the supplementary material), andψ ,µ,β , and σ are




n , where I
(i)
n describes the synaptic
input to neuron i.19Neuronal spikes aremodeled by the firing variable
ξ
(j)
n+1 = 1, 0 < x
(j)




n−1 ≤ 0; 0 otherwise. In this way,
ξ
(j)
n+1 carries a value 1 (a spike) if x
(j)
n attains the maximum value of
the map at iteration n and a value 0 (no spike) otherwise. Spikes are
transmitted along synapses; spike-generated currents at synapses are
characterized by a steplike increase upon an incident event, followed



































In this equation, η < 1 is the decay rate, and xexrp = 0.0 and
xinhrp = −1.1 are the reversal potentials of excitatory and inhibitory
synapses, respectively. Synaptic connectivity between neurons was
described by the connectivitymatrixwij withwij = wex (wij = winh) if
neuron i is the terminal of an excitatory (inhibitory) synaptic connec-
tion from neuron j and wij = 0 otherwise. The term ∼ wext accounts
for “dynamical randomness” (e.g., synaptic noise from spontaneous
vesicle release21). The corresponding noisy spike trains are repre-
sented by the spike variable ξ ext(i)n that assumes the values ξ
ext(i)
n+1 = 1,
p < pext, and 0 otherwise. At each iteration, p is drawn with uni-
form probability in (0, 1). We choose pext = 6 · 10−4 to render this
input temporally sparse. ParameterW is a connectivity-scaling factor
that mimicks the action of neuromodulators by uniformly affecting
synaptic strength in the network.
With neural parameters chosen as ψ = 3.6, µ = 0.001,
β = 0.133, σ = 0.09, wex = wext = 0.6, winh = 1.8 throughout,
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isolated Rulkov neurons (In ≡ 0) are below firing threshold and
undergo a subcritical Neimark-Sacker bifurcation from silence into
firing as σ + In & 0.1, a property that is associated with Class II neu-
ronal behavior.22One of the excitatory neurons is, however, randomly
chosen to be a persistently firing neuron (PN), by raising its value ofσ
to 0.103, which puts it into a subtly chaotic firing state. Such a neuron
may represent coherent external (e.g., sensory) input, reflect biolog-
ical evidence,23 and provide more detailed insight into the internal
organization of the network (see below). Intrinsically silent neurons
in the network can be pushed into firing if In joins the effect of σ ,
entailing activation due to (1) internal network interaction, (2) exci-
tatory noisy spike-train input [ξ ext(i)], and (3) activation by the PN.
In this sense, the PN is related to the concept of “leader neurons”24 or
“nucleation sites.”25
For different network constructions, we simulated the effect of
neuromodulation by an increase of parameterW ∈ [0, 1] in Eq. (2).
From the neural activity, we computed the full set of Lyapunov expo-
nents (we denote the largest one by λ1), Kolmogorov-Sinai (KS)
entropy, PN and network firing rates, oscillation frequency, and a
measure of synchronization26 (supplementary material). The used
synchronizationmeasure compares the variance of fluctuations of the
population-averaged Rulkov vectors y(i)n with the average variance of
the individual neurons. This allows us to detect at least zero-lag 1 : 1
phase-lockings, which in practice proved sufficient to determine to
what extent the network neurons were spiking in unison. For the
experimental data, where we cannot access the neuronal state vari-
ables, we employed binned spike count time series of the electrode
data.
III. RESULTS
Surprisingly, we observe a transition paradigm of neural
dynamics that is largely independent of the different network types
(Fig. 1; see the supplementary material for additional material).
Across hundreds of runs, the paradigm has been found to be excep-
tionally stable, with onlyminor changes under resampling of network
topologies and Rulkov parameters at each value of W, as well as the
presence or absence of a PN (supplementarymaterial). The paradigm
is characterized by a monotonic increase of PN and network firing
rates with increasing W > 0.12, a peak in the oscillation frequency
around W ∼ 0.3 occurring slightly after a hump in synchrony, fol-
lowed by a peak in the KS-entropy. λ1 was consistently above 0,
indicating a chaotic dynamics forW > 0.12.
To identify the mechanism behind the paradigm, we focus on
random networks with an in-degree constrained to k = 5 to enable
an unbiased comparison of results (except for the demonstration,
this constraint is inessential, see below). This value of k equals the
mean degree of the unconstrained (random) networks obtained for
the chosen connectivity probability (cf. also Ref. 16). In-degree con-
strained networks can be expected to express the paradigm in its
purest form (Fig. 2), as in-degree unconstrained networks occasion-
ally exhibit small shifts of the paradigm along the W axis, which
naturally smears out smaller details of the paradigm. After passing
an “avalanche critical point”27 close to point A in Fig. 2(b), regime
(I) (supplementary material), the first network transition occurs. At
this stage, the previously dominant PN becomes a part of the net-
work, which is signaled by the onset of a coevolution of the largest
FIG. 1. (a) Schematics of neural networks with external noise and persistently
firing neuronal inputs. (b)–(d) Neural network firing dynamics is robust regarding
different choices of network topologies: Measures of neural activity follow with
increasing synaptic strength W very similar characteristics, showing only small
variation between random (b), small-world (c), and columnar (d) network topolo-
gies (and almost no variation within groups); displayed results are the averages
over 10 realizations, where standard deviations are already sufficiently small. Ver-
tical axes have been rescaled to allow direct comparison of the different measures.
For typical axes ranges, cf. Figs. 2 and 7 of the supplementary material.
Lyapunov exponent λ1 with the KS-entropy and an ever larger num-
ber of ever more unstable individual chaotic dynamical (sub)modes
(supplementary material). Our analysis also finds that the latter
are generated within a “coherent” network behavior, indicated by a
noticeable off-set of the largest exponent from the bulk of unsta-
ble exponents (supplementary material). Increasing the couplingW
starts to synchronize these unstable modes, reducing their instabil-
ity (some become even frozen) at maintained coherence, until a state
of maximal synchronization is achieved (II). Upon further increased
coupling, the bounds by synchronization are broken, and a grow-
ing number of ever more unstable subnets is created again, ending
at maximized submode-instability with the loss of global coherence
(III). At even larger coupling, these modes still partially synchro-
nize (IV), at further reduced instability, until the synchronization
is fully abolished. At this point, the network’s ability to coherently
and variably react to a stimulus is lost (no positive Lyapunov expo-
nents remain), which restricts the regime of biological interest to
W . 0.55.
IV. MEANFIELDLIKE DYNAMICAL SYSTEM
DESCRIPTION OF THE UNIVERSALITY
Our results thus suggest that the rich paradigms of firing exhib-
ited by close-to-biology neural networks are more systematic than
could be expected. To scrutinize the origin of this phenomenon,
Chaos 29, 093109 (2019); doi: 10.1063/1.5111867 29, 093109-3
Published under license by AIP Publishing.
Chaos ARTICLE scitation.org/journal/cha
FIG. 2. In-degree-constrained networks (k = 5). (a) Raster plots of firing patterns for W = 0.14, 0.18, 0.24, 0.34, 0.44, 0.54, 0.9; Time steps: 10 000 (A–F) and 2000 (G).
(b) In-degree constraint enhances first peak in synchrony. Red dots indicate corresponding raster plots in (a). (c) Network raster plot slightly after point C (W = 0.26) (top),
averaged network variables x̄ and ȳ (middle). While synchrony S and KS-entropy evaluate as time averages, the temporal contributions to these values from the nth time
step, Sn and KSn, are locally antagonistic (bottom), with the negative values of KSn indicating strongly nonhyperbolic dynamics.
we observe that the central part of our transformation paradigm is
characterized by the antagonistic influence of synchronization and
chaos [Fig. 2(b)]. From a basic theory of low-dimensional dynam-
ical systems,28 this is unexpected, but here, the consequence of the
large number of active degrees of freedom that gives rise to a simple
macroscopic picture explaining the phenomenon is as follows. We













n . These variables exhibit a
rather simple oscillatory dynamics for the in-degree constrained net-
work of Fig. 2(c): Small fluctuations around some nonzero value
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of x(i)n , y
(i)
n alternate intermittently with large synchronized oscilla-
tions (Fig. 2). The time-resolved synchrony Sn and KS-entropy KSn
(the latter denoting the temporal contribution to KS that, therefore,
can consist of a negative value) show an antagonistic behavior. The
macroscopic behavior thus resembles a process inwhich y(i)n describes
a “resource,” which facilitates the growth of a second process x(i)n that
in turnhas a negative effect on y(i)n . To test this hypothesis, we consider
a generic predator-prey dynamics,29
ẋ = bxp(y)− dx, ẏ = ryg(y)− xp(y), (3)
where p(y) = (y3 + y)/(y3 + y + a−1(1 + exp[−y + 3])) is aHolling-
type response29 describing the ability of neurons to draft other neu-
rons into firing, and g(y) = 1 − y/c implements a steady-state of the
network resource at y = c. a, b, c, d, and r are positive constants
and “˙” denotes the derivative with respect to time. In a biological
interpretation, x can be seen as firing activity that depletes a neu-
rotransmitter resource y. The typical situation described by Eq. (3)
is characterized by the presence of a stable limit cycle and a cen-
tral repelling fixed-point. If fluctuations are taken into account, the
dynamics of {x, y}would linger between these two objects [Fig. 3(a)].
A detailed analysis shows that an increase ofW corresponds in Eq. (3)
to a simultaneous increase of a and b. Keeping d = 0.4, c = 4, and
r = 1.2 fixed, we increase {a, b} along the line b(a) = a/40 + 0.1,
12 ≤ a ≤ 36, yielding monotonically increasing amplitudes xA of
the macroscopic firing rate x and convex dependence of the lead-
ing Lyapunov exponent λ and the oscillation frequency f , similar
to the one observed in the detailed model [Fig. 3(b)]. At the max-
imal value of λ and f ({a, b} ≃ {20, 0.6}), the repelling fixed-point
{x∗, y∗} that characterizes the desynchronized network state is min-
imally unstable. Perturbations that push the state vector into the
vicinity of {x∗, y∗} then take longer to relax back onto the limit cycle.
This mechanism leads to the decreased network synchrony and to
the pattern oscillation frequency maximum in the shaded region in
Fig. 3(b) (supplementary material). Even if the in-degree constraint
is removed, the macroscopic model [Eq. (3)] still describes firing
changes reasonablywell if the slope of b(a) is adapted (supplementary
material). The obtained results reveal a collective phenomenon as the
origin of the observed universality in the firing behavior.
V. EXPERIMENTAL SUPPORT
Neurons in culture establish synaptic connections that in the
development over the first weeks become stronger,30 suggesting a
qualitative correspondence between “days in vitro” (DIV) and the
connectivity-scaling factorW. Analyzing spike data from dissociated
hippocampal neurons of E18 Sprague-Dawley rats (see Ref. 31 for
details) over several DIVs, we find that the experimentally obtained
synchrony and firing rates follow closely the overall pathway of
our paradigm [Fig. 3(c)], although we cannot expect our simple
model to reflect all fine-level details of the experimental behav-
ior. In network simulations, the observed ∼4 spikes/1000 steps at
W = 0.2 and ∼16 spikes/1000 steps at W = 0.6 equate to about 8
and 32Hz, respectively, if one time step is equated to 0.5ms (Rulkov’s
recommendation19). Such values are in agreement with in vivo bio-
logical data, e.g., cat visual cortex V1.32 In neuronal cultures such as
ours, firing rates have, however, been found to substantially depend
FIG. 3. (a) Schematic properties of the macroscopic model: As parameter W
is increased, the stability of the limit cycle (blue) decreases (Lyapunov expo-
nent λ . 0), while the fixed point (red) becomes less repelling [real part of c.c.
eigenvaluesR(ǫ1,2) & 0, middle]. Due to intrinsic fluctuations, the system spends
more time in a desynchronized state, corresponding to the convex hump in the
synchrony of Fig. 2(b). (b) Close qualitative correspondence between network
behavior (left) and the macroscopic properties for linearly covarying a and b (right)
highlighted by the synchronization measure vs the real part of the complex conju-
gate eigenvalues ǫ1,2 at {x
∗, y∗}, and by λ1 vs λ, valid across the whole window
of primary computational significance (shaded, cf. text). (c) In vitro neural culture
exhibiting the characteristic behavior around point C of Fig. 2: Time-resolved syn-
chronous firing episodes interrupted by desynchronized bursts—maximal at day in
vitro (DIV) 19 (top)—mark the emergence of maximal synchrony (middle; bottom
left). Averaged electrode spike rates also follow the simulated network behavior
(bottom right).
on media composition, which may explain the lower experimental
rates.
A. Experimental data preparation
Neural culture activity data were recorded and provided by
Professor Yoonkey Nam’s group at the Korea Advanced Institute of
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Science and Technology (KAIST), in accordance with the approval
of the Institutional Animal Care and Use Committee (IACUC).
Detailed discussion of the experimental procedures can be found
in Refs. 31 and 33. Essential details are as follows: Neural spiking
activity was recorded from dissociated Sprague-Dawley (SD) rat hip-
pocampal neurons (Koatech, Republic of Korea). Hippocampi were
microsurgically separated from the embryonic day 18 rat, the dis-
sected tissue was dissociated using Hank’s buffer salt solution, and
cells were plated on a multielectrode array (MEA) chip at a density
of 400 cells/mm2. Neural spiking activity was recorded using MEA
with 59 microelectrodes (TiN, 30µm in diameter, 200µm in spac-
ing) and one reference electrode (Multi Channel Systems, Reutlingen,
Germany). Spikes were detected by setting the threshold level at six
times the standard deviation of the background noise.
VI. CONCLUSION AND OUTLOOK
In conclusion, we have shown that close-to-biology mod-
els of cortical (mini)columns exhibit, upon a neurotransmitter-
like increase of the synaptic strength, universal firing changes.
For values of synaptic strength W where avalanche size or dura-
tion appear to follow power laws, the largest Lyapunov expo-
nent remains positive (supplementary material). Our revealed firing
paradigm is exceptionally stable against changes in network topol-
ogy, rewiring, and neural dynamics. This indicates that the recently
found nonequivalence13 between the two commonly used notions of
criticality for networks with node dynamics (“avalanche” and “edge-
of-chaos” criticality34) may bemore generic than exceptional (at least
in the early developmental phase of neural networks). Moreover, the
central aspects of the observed firing transitions and their robustness
could be explained by amacroscopicmodel. Finally, we provided sup-
porting evidence for the modality changes and their generic nature
from in vitro experiments of dissociated neuron cultures.
The simple and fundamental nature of ourmacroscopicmodel’s
resource-activity dynamics suggests that the revealed paradigm
might be pivotal for getting a grip on other seemingly different neu-
ral circuits as well, such as predominantly GABAergic (inhibitory)
networks,35 e.g., the mammalian circadian pacemaker with the
suprachiasmatic nucleus,36 which is also known to exhibit coun-
terintuitive synchronization phenomena with respect to changes in
coupling.37,38
Previous efforts to link realistic neuron firing patterns with
properties of dynamical stability were either based on probabilistic
binary39 or on abstract “rate” neurons.40 Our work completes these
studies at a more biologically detailed implementation level. The
modeled network class still leaves a number of properties charac-
terizing fully realistic in vivo neural network behavior (e.g., growing
networks with variable neuron classes, facilitation and depression of
connections on intermediate time scales) unconsidered. The remark-
able stability of the paradigmwithin thewide class of neural networks
studied indicates, however, that an abstract nonlinear dynamics anal-
ysis similar to the one provided herewill explain the firing behavior in
these cases as well. This is evenmore so since for a following phase of
the development, where these additional features need to be included
in the modeling, similar, albeit slightly more complicated, universal-
ity principles emerge (to be published). This remarkable fact suggests
that superordinated parts in large and complex neural systems could,
at each excitation level, rely on receiving statistically narrowly char-
acterized firing patterns that are independent of the precise wiring of
the generating modules. For understanding the brain, this provokes
the question to what degree details below the columnar dimension
could be relevant and conversely raises the expectation that, perhaps,
much of the overall dynamics of biological neural networks is effec-
tively explained by relatively simple models of neuronal dynamics
(e.g., generalized Kuramoto models41,42). For the moment, a com-
parison of our results with the standard Kuramoto models suggests
that the paradigm discovered here is different in various respects: not
only that our contributing elements are chaotic, but also the orga-
nization of synchronization seems to follow a different organization
scheme.
SUPPLEMENTARY MATERIAL
Our additional “supplementarymaterial” contains Sec. I report-
ing the details of the construction of the investigated network types
[random networks (RA), small-world networks (SW), 3D columnar
topology (CL), and layered 3D columnar topology (LCL)], demon-
strating that a vast scope of network types were checked. In Sec. II,
we report details of our tests regarding the robustness of the reported
firing paradigm [effect of randomization of neural parameters and
network topology, effect of the in-degree constraint on networks,
effects of resampling parameters and network topology, effects of per-
sistently firing neurons (PN), effects of layered canonical columnar
network structure—all of whichwe show to be negligible]. Section III
contains details regarding our meanfieldlike model, followed by Sec.
IV detailing our Lyapunov spectra and KS-entropy calculationmeth-
ods. In Sec. V, we provide amore detailed description of the observed
firing paradigm, followed by Sec. VI on how we verified the occur-
rence of avalanche criticality. The final section exposes the physics
origins of the concept of criticality.
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