In secure communication, finding bits that used for steganography is essential for effective and high-quality speech information hiding. This paper presents an adaptive speech information hiding method based on K-means, which can quickly find hidden bits. This method uses K-means algorithm to detect effective hidden bits through clustering and embeds secret information with different matrices to achieve good efficiency utilization of hidden bits. This proposed method embeds secret information according to the clustering result and the matrix coding at the transmitting end and extracts the secret information according to the corresponding embedding matrix ate the receiving end. Thereby implementing secure communication over VoIP. The experimental results indicate that the proposed method has better speech quality (PESQ is reduced by about 1.5%) while achieving a higher embedding capacity (up to 976 bit/s), and it shows strong concealment.
I. INTRODUCTION
With the widespread application of Voice over Internet Protocol (VoIP), cybersecurity issues have become increasingly prominent. Although the Internet brings an unprecedented experience to the users with its openness and anonymity, it also causes various security threats including unauthorized access, and information disclosure et al. In terms of ensuring the security and privacy of network communications, traditional encryption methods can no longer meet the needs of confidential communication, and information security technology has gradually transformed from traditional encryption technology to information hiding [1] . With the wide application of VoIP communication, how to prevent information leakage has become a research hotspot. Information hiding technology embeds secret information into the carrier, transforming the way of secure communication from unknowable to invisible. There are many carriers for information hiding such as text, video, audio, and voice become important carriers due to its characteristics of real-time and universal. The research focal point of VoIP information hiding technology is how to embed secret The associate editor coordinating the review of this manuscript and approving it for publication was Cong Pu . information in public real-time voice streams to ensure the secure transmission. When the speech passing through the encoder, the redundant space is compressed, so the hidden capacity is limited. Therefore, it is a challenge to achieve the balance between hidden capacity and concealment.
II. RELATED WORKS
There are many research results have been achieved in the field of information hiding. The existing VoIP information hiding technology can be approximately divided into two types. i. Steganography method based on network protocol. ii. Steganography method based on voice stream carrier and voice encoding process. In the research of steganography based on network protocols, Ying et al. [2] proposed using RTP protocol to embed secret information. This method sacrifices network performance to increase hidden capacity. Wojciech Mazurczyk et al. [3] suggested a transcoding steganography (TranSteg) technology. Under the condition of guaranteeing the speech quality, an encoder with lower coding rate than the original encoder was selected, thereby leaving space in the RTP packet to hide information. This method has better imperceptibility, but it has slightly obvious delay and is easy to be attacked. Liu et al. [4] proposed two methods, bit rate degradation (BD) and bit rate conversion (BS), in order to reduce the delay while guaranteeing high capacity. Tian et al. [5] proposed an adaptive bit rate modulation method, which is good in terms of hidden bandwidth and embedding efficiency, and can achieve better concealment.
Steganography based on speech stream carriers and coding process has also achieved many achievements. Huang et al. [6] proposed embedding the secret information into the inactive frames of the G.723.1 encoder, which can obtain higher hidden capacity and imperceptibility. Su et al. [7] studied the characteristics of algorithm used in G.729a encoder, and analyzed the anti-noise performance of the vector codebook, and selected fixed codebook parameters as carriers to embed secret information. Wu et al. [8] used the differential signal-to-noise ratio (DSNR) to evaluate the noise tolerance of G.729 encoder parameters, and selected the least significant bits to embed secret information by using the cross-coding technique. Lin [9] analyzed the parameter bits of the G.723.1 encoder and concluded that bits of the random excitation pulse parameters are more suitable for data embedding than other parameter bits. Huang et al. [10] used the least significant bits (LSB) matching algorithm that utilizes random sequences as embedding criteria to achieve secure communications with better performance. Miao and Huang [11] put forward an adaptive steganography algorithm, which selects a lower embedding bit rate in a flat area of speech and a higher embedding bit rate in a sharp area, improving the speech under the same hidden capacity, which can avoid RS detection. Tian et al. [12] advanced encrypting secret information with m-sequences to eliminate the relevance of the secret information before embedding. Considering that bits in different position have different effects on the reconstructed speech, Liu et al. [13] posed CLFW algorithm to group the hidden bits of G.723.1 codec and implement covert communication with better stego-performance. Tian et al. [14] proposed a steganography method based on hidden bits performance quantization, which improves security but has limited hidden capacity. Tian et al. [15] put forward using dynamic matrix coding (DME) algorithm to improve the embedding performance. Huang et al. [16] proposed a steganography method from the perspective of pitch prediction, which use secret information to control the pitch search range. Based on the most popular SILK encoders in social media, Ren et al. proposed a secure communication system based on modifying LSF parameters [17] , and also proposed an adaptive multi-rate fixed codebook steganography algorithm based on adaptive multi-rate(AMR) fixed codebook(FCB) search principle and non-zero pulse position correlation [18] on AMR encoder widely used in mobile communications. Ren also proposed a secure steganography scheme based on the overlay audio distribution model in the AMR FCB domain [19] . For multimedia steganography, Shastri and Thanikaiselvan [20] proposed a dual image RDH algorithm using Prediction Error Expansion (PEE) and achieve good performance. Gui et al. [21] proposed a novel reversible data hiding (RDH) scheme based on reference pixels and adaptive block selection, which can adaptively embed data into the smooth blocks and less modification is made to noisy ones. Cheonshik Kim et al. [22] proposed adopt pixel overlapping approach, optimal pixel adjustment process (OPAP), and LSB substitution to construct the Hamming+k with m overlapped pixels DH (Hk-mDH).
It can be seen from the existing information hiding methods that searching for hidden bits is a very important step in information hiding. The traditional hidden bits detection (LSB detection) method requires a lot of manual preprocessing. In view of this problem, this paper combines unsupervised learning method, using K-means clustering algorithm to detect LSB, and proposes an adaptive speech steganography method.
The main contributions and novelty of this paper are as follows. i. This paper proposes a method for finding hidden bits using K-means. In this method, the K-means algorithm is used to cluster bits based on the embedding performance to obtain hidden bits. ii. Proposed method can make full use of hidden bits based on clustering results and achieve a balance between hidden capacity and concealment.
The rest structure of this paper is as follows. Section II classifies research status of information hiding and summarizes related works. Section III designs the LSB clustering scheme and analysis the clustering results. Section IV introduces the embedding and extracting process of adaptive steganography method based on the clustering results. Section V introduces the experimental process and evaluates performance of this method. Section VI summarizes the full paper.
III. SELECTION OF HIDDEN BITS BASED ON K-MEANS CLUSTERING ALGORITHM
The selection principle of LSB is to find the bits that have less impact on speech quality. This program uses the K-means clustering algorithm to select hidden bits, and uses speech quality as the evaluation standard, which can quantify the embedding performance of different bits and distinguish the impact of different bits on the overall speech quality. The following will take the G.729 encoder as an example to introduce this scheme in detail.
A. CLUSTERING PROCESS
The G.729 encoder processes speech signal in 10ms per frame and each frame has 80 bits. To evaluate the embedding performance of the bits, this method reverses 80 bits one by one, and tests speech quality of reconstructed speech respectively. In this paper, three speech quality evaluation indicators, perceptual evaluation of speech quality (PESQ), signal-to-noise ratio (SNR), and segmented signal-to-noise ratio (SegSNR), are selected as feature vectors in the clustering process. The greater the value of these three indicators, the higher the speech quality. The LSB selection scheme based on K-means clustering algorithm is shown in Fig. 1 .
The specific program process is as follows. i. Initialize the data set. Reverse different bits to generate large number of covert speeches, which is the sample set 
ii. Set the number of clusters. Clustering the samples into k groups, and randomly select k samples from D as the initial cluster center U = µ 1, µ 2 , · · · , µ k }. Calculate the distance between the sample x j (1 ≤ j ≤ m) and the center of each cluster µ i (1<i<k) according to equation (1)
Mark the cluster that is closest to x j as λ j = argmin i∈{1,2,..., k} L x j , µ i , and then divide the vector x j into the corresponding clusters
iii. Calculate a new mean vector µ i according to equation (2), and µ i is the current new mean vector.
iv. Judge whether the cluster centers continue to change. If they continue to change, skip to step (2) . Otherwise, the clustering process is ended and the final result is output.
B. CLUSTERING RESULTS
When the PESQ value is higher than 3.5, the speech quality is within the acceptable distortion range. Repeat clustering bits with PESQ value greater than 3.5 can get more accurate clustering results. Fig. 2 shows clustering results of bits with better embedding performance.
It can be seen from Fig. 2 that the clustering result is four clusters, and data of the four clusters is hierarchically distributed. According to the comprehensive analysis of the final clustering results, the bits that are suitable for steganography are shown in Table 1 . The PESQ value of normal speech is about 4.1 and the average PESQ value of first cluster is 3.93, which indicates that embedding secret information into these five bits has little effect on speech quality. The embedding performance of bits in second cluster is slightly inferior to the first cluster, and the average PESQ value is 3.89. The average PESQ value of bits in the third and fourth clusters are 3.80 and 3.62 respectively.
Although the overall steganography performance of the four clusters is decreasing, the average PESQ of all bits is 3.81, the average SNR is 13.27, and the average SegSNR is 14.51. The overall speech quality is still at high level. The clustering results not only screen out the LSBs that can be used for hiding, but also divide their hiding performance. Embedding based on performance classification results can improve concealment. The steganography based on the clustering results can make better use of the differences between different bits.
IV. ADAPTIVE SPEECH STEGANOGRAPHY BASED ON LSB CLUSTERING
In order to make the best use of the clustering results in Section II, this chapter proposes an adaptive speech information steganography method by adopting different matrices to embed secret information for bits in different clusters.
Compared with direct LSB replacement, matrix coding can embed larger amount of secret information while changing the same number of bits. This is the reason why matrix coding has bigger hiding capacity and higher embedding efficiency. Matrix coding can embed k-bits secret messages into l-bits carrier, and change at most one carrier bit, which can be expressed as ME (1, l, k) , and the relationship between k and l can be expressed by equation (3):
The indicators used to measure the performance of the embedding method generally adopt changing intensity P, embedding rate E and embedding efficiency η. P refers to the probability that each bit in the carrier stream may be modified. E is the ratio of the number of embedded secret information bits to the number of carrier bits. η refers to the amount of information that changing one-bit carrier can embed. The calculation formulas of these three indicators are as follows.
It can be seen from the above analysis that matrix coding has the characteristics of adjustable parameter, and it means that selecting different k will obtain different changing intensity, embedding rate, and embedding efficiency. Fig.3 shows the embedded framework of the adaptive steganography method.
In Fig.3 , the secret information is grouped according to the correspond cluster, and then use the matrix coding to embed the secret information. Among them, EM (1, l N , k N ) is the matrix when the N th group of secret information is embedded into N th cluster hidden bits. The specific matrix selection and process of secret information embedding and extraction will be described in detail in the following two sections.
A. ADAPTIVE SPEECH STEGANOGRAPHY EMBEDDING PROCESS
For hidden clusters with better transparency, the coding matrix with higher embedding efficiency can be selected, which can effectively increase the hiding capacity [23] . For clusters with less transparency, the coding matrix with lower intensity can be selected to achieve the balance between transparency and hidden capacity. Because the third and fourth clusters have fewer hidden bits, the carrier length is not suitable for matrices with large parameters, so multi-frame processing of the speech stream is required. That is, when embedding secret information, buffering N frames of speech frames for embedding operations. The selection of matrices to each cluster is shown in Table 2 .
The clustering result of section III is the analysis result for one frame. Now it is for N-frame speech signals, so the hidden bits of N frames are as shown in the Table 2 . The length of the carrier is related to N, so the value of k is determined by N according to equation (3), and the calculation formula is k 1 = log 2 (2N + 1) . If the current matrix does not fully utilize the hidden bits, other matrices with smaller k values can be used together.
The hidden bits are represented as B = {B 1 , B 2 , · · · , B t },
where b il represents the number of hidden bits in the i th cluster. The specific steps of embedding secret information are as follows.
Step 1: Secret information preprocessing. Encrypt plaintext information P = {p 1 , p 2 , . . . , p r } to generate ciphertext information M = {m 1 , m 2 , . . . m r }. The ciphertext information is grouped according to the length of the carrier, so that each segment of the ciphertext information is adapted to the corresponding cluster, which can be expressed as M =
. . , m ik } represents that the i th group has k bits secret messages.
Step 2: Speech frame preprocessing. Buffer N frames bit stream F = {f i |i = 0,1, . . . , N }, and label the frame index of the hidden bits of each frame according to the clustering result in the second section.
Step 3: Embedding of secret information. Embed secret information into carriers with corresponding matrix coding according to the equation (7) and (8) . The speech stream carrying secret information can be expressed as S = {S 1 , S 2 , . . . , S l }.
The covert sequence is output according to the formula (9)
Step 4: If the embedding of secret information is completed, continue to encode the remaining carrier speech; if not, go to step 3 to continue until the secret information is embedded completely. Now give a numerical example. Assuming the carrier sequence is {101}, and the secret information sequence is {01}, then the stego-sequence is {101}. The secret information sequence is {10}, and the stego-sequence is {100}. The secret information sequence is {11}, and the stego-sequence is {001}. The secret information sequence is {00}, and the stego-sequence is {111}.
B. ADAPTIVE SPEECH STEGANOGRAPHY EXTRACTION PROCESS
After receiving the speech, the decoder parses the signal and extracts the speech signal parameters. The receiver can extract the secret information hidden in the parameter bits according to the embedding rules. The specific extraction steps are as follows.
Step 1: The receiving end receives the speech and extracts parameters.
Step 2: Judge whether the current speech signal is embedded with secret information using the corresponding check matrix. If so, go to step 3. If not, perform the next speech signal.
Step 3: Classify the hidden bits in the parameters according to the embedding criteria, and divide the dense speech into N frames F = {f i |i = 0,1, . . . , N } for processing as when embedded. Then the hidden bits are separated according to the clustering results B i = {b i1 , b i2 , · · · , b il }, and the secret information is extracted by check matrix. Then integrate the secret information.
Step 4: Recover the secret information and extraction process is end.
V. EXPERIMENT AND RESULT ANALYSIS
This paper implements the method in a laboratory environment and evaluates its performance in terms of hidden capacity, concealment, and real-time performance. In the experiment, 50 English male (EM) speeches, 50 English female (EF) speeches, and 50 Chinese male (CM) speeches, 50 Chinese female (CF) speeches were randomly selected from the English database LibriSpeech ASR corpus and the Chinese database THCHS-30 as speech carrier signals for experimental testing.
A. EXPEIMENTAL ENVIRONMENT
For the purpose of verifying the performance of the proposed method in this paper, we designed and built a test simulation platform through VoIP (as shown in Figure 4 ).
For well test and evaluate the steganographic characteristics of the method in this paper, we have implemented the entire process of confidential communication, including receiving and sending functions. The sending end includes an encoding module and a secret information embedding module. The receiving end includes a decoding module and a secret information extraction module.
The parameters of the computers used in the experiment are shown in Table 3 .
B. HIDDEN CAPACITY AND EFFICIENCY ANALYSIS
Hidden capacity is one of the important indicators to evaluate the performance of information hiding method. The hiding method used in this paper is to embed secret information by selecting matrix coding of different lengths by buffering N frames of speech signals, so the hidden capacity is directly related to the value of N . In order to balance the requirements of real-time performance and hidden capacity, the value of N in this experiment is 3.
The purpose of speech hidden capacity analysis is to obtain the amount of secret information that can be hidden in each cluster of bits C i (i = 1, 2, 3, 4) , and add the total capacity of each cluster to get the overall capacity.
When N = 3, according to the selection rule of k value in Table 2 , the k of the first cluster is 1, so the capacity of first cluster is 15 bits,C 1 = 15bits. The k of second cluster is 2, and the capacity of second cluster for three frames is 6 bits, C 2 = 6bits. In the case of buffering three frames, consider the all hidden bits of the third cluster as a whole. For making full use of the carrier bits, two matrices with k = 2 are used to embed the secret information, and the capacity is 4 bits, C 3 = 4bits. The fourth cluster and the third cluster have the same number of hidden bits, so the hidden capacity is 4 bits, C 4 = 4bits. Based on the above analysis, the total hidden capacity of the method in this paper can be calculated by equation (10) C = (1000/30) * (C 1 + C 2 + C 3 + C 4 ) ≈ 967bps (10) Compared with the direct replacement method of LSB, the adaptive embedding method adopted in this paper has advantages in changing strength, embedding rate and embedding efficiency, as shown in Table 4 .
As can be seen from Table 4 , adaptive matrix coding can reduce the change intensity and embedding rate, and improve the embedding efficiency. Through theoretical analysis and experimental operation, it is proved that the method in this paper can achieve higher hiding capacity and can meet the requirements of general covert communication.
C. CONCEALMENT ANALYSIS
Concealment refers to the imperceptibility of secret information embedded in the carrier, and is another important indicator of evaluating the performance of steganography methods. The following will analyze the concealment from four aspects, speech spectrum, time domain analysis, frequency domain analysis, and speech quality.
The spectrogram is a two-dimensional image generated by continuous spectrum analysis of speech signal. The energy distribution at the corresponding time can be judged from the level of the pixels in the picture. A carrier speech is randomly selected from the speech sample database, and the speech test is performed as shown in Fig.5 (a) . Then embedding secret information into carrier speech to generate a stego-speech and spectrogram test is performed on it, as shown in Fig.5 (b) . The spectrogram shows the speech energy density at different times. Comparing Fig.5 (a) and Fig.5 (b) , there is no significant difference in the distribution of the specific energy before and after the secret information embedded into speech. This shows that using this method to embed secret information has no significant effect on the energy distribution of speech.
Similarly, a speech signal is randomly selected from the speech sample database, and the secret information is embedded. Time and frequency domain analysis is performed on the signals before and after embedding. Judge the concealment of proposed method by comparing the differences between the original speech and covert speech. Fig.6 (a) and Fig.6 (b) are the time domain diagrams of the original speech and the covert speech, respectively. Fig.7 (a) and Fig.7 (b) are the frequency domain diagrams of the original speech and the covert speech, respectively.
The analysis of the speech signal can be performed in the time domain and the frequency domain respectively, that is, the speech signal is observed from two observation perspectives. A comparative analysis of the speech signal analysis in the time domain and the frequency domain can better explain the impact of embedded secret information on carrier speech. It can be seen from the two sets of comparison diagrams of Fig. 6 and Fig. 7 that before and after the secret information is embedded, the carrier signal does not change much in the time domain and the frequency domain, which indicates that the embedding of the secret information has little effect on the carrier. Therefore, the proposed method in this paper has better concealment. The three methods for speech signal analysis in spectrogram, time domain, and frequency domain, that mentioned above are all objective analysis methods. Moreover, speech quality is a subjective method to study the concealment of secret speech signals. That is, speech quality is also an important indicator for evaluating concealment. In this paper, the PESQ value is selected as an index to evaluate the quality of the speech. By comparing the PESQ value of the original speech and the reconstruct speech, we can know the extent of distortion of the carrier speech. The carrier signals are randomly selected from the speech sample database, it is 50 CM speeches, 50 EM speeches, 50 CF speeches and 50 EF speeches. Before embedding the secret information, test the PESQ of the original speech, and record it in sample order. Then embed the secret information into these carrier speeches to generate the covert speeches. Record the PESQ value of covert speech as the same order with original speeches. Fig.8 shows the comparison of PESQ values of four type speeches. The blue polylines in the Fig.8 represents the PESQ values of original speeches, and the red one represents the PESQ values of covert speeches. The red polylines are always close to the blue polylines, which shows that the difference in PESQ values between them is small. Therefore, it can be concluded that the proposed information hiding method in this paper has little effect on the speech quality. In order to further verify the concealment of our method, we compared this method with other algorithms. Table 5 lists PESQ values of this adaptive steganography method, reference [5] method, reference [16] method and original speeches.
Different speeches have different qualities, and the Table 5 lists the representative maximum, minimum and average values.
The statistical data in Table 5 indicate that the average PESQ values of the three stenographic methods are very close. In the comparison of the speech quality of the four speech samples, the average speech quality of the method in this paper is higher than the method in reference [16] and slightly lower than steganography in reference [5] . From the minimum value, this adaptive steganography method is better than the other two methods, indicating that the method can obtain more stable embedding performance. Compared with the original speech, the quality of covert speech of this method is slightly reduced, which shows that method proposed in this paper has little effect on speech quality. In order to compare the change of speech quality specifically, we make statistics on the speech quality degradation rate of different methods and the results are demonstrated in Table 6 . The highest decline rate of this paper is lower than that of reference [16] and higher than that of reference [5] . The method in reference [5] obtain redundant space through switching bit rate, and embed secret information into the transmission process, which do not change bits in the coding process, so the impact on the speech quality will be slightly smaller than the method in this paper. From the whole point of view, the drop rate of PESQ value of this method is about 1.5%, which shows that it has good concealment with little impact on the speech quality, and can meet the speech quality requirements of real-time communication.
D. ROBUSTNESS ANALYSIS
Robustness is also one of the important indicators to evaluate the performance of the algorithm. Robustness refers to the survivability of the algorithm in the event of an attack. In order to evaluate the stability of the proposed method under attack, this section simulates different attack intensities and records the bit error rate of the extracted secret information under different attack intensities.
Firstly, ten Chinese female speeches, Chinese male speeches, English female speeches, and English male speeches are selected, and the secret information is embedded according to the method proposed in this paper. Each speech is embedded with 100 bits of secret information, then attacks the stego-speech. Finally extract the secret information and record the bit error rate under different attack intensity. The bit error rate results are shown in the Table 7 .
As can be seen from the above table, when the attack intensity is less than or equal to 0.15, the bit error rate is 0, and the method in this paper shows strong stability. When the attack intensity is 0.2 to 0.3, the bit error rate is 2%. Overall, the method in this paper shows better robustness and lower overall bit error rate. 
E. REAL-TIME PERFORMANCE ANALYSIS
In secure communication, it is an important premise that the embedding and extraction of secret information will not cause too much delay to the communication. This means that while ensuring imperceptibility, a certain embedding capacity must be guaranteed. Therefore, the real-time embedded capacity should be taken as an important indicator of the performance test of the method in this paper. The real-time testing can be achieved by analyzing the processing time of each speech frame.
Randomly select a speech from the database, and the normal coding and information hiding are performed on it respectively. Then the processing time of the computer in the two coding processes is counted. We test the same speech multiple times and count the average processing time of each frame of speeches. The results are shown in Fig.9 .
The blue line in Fig.9 represents the frame processing time of the original speeches, while the red line refers to that of the covert speeches. The minimum and maximum processing time of original speech are 7.58ms and 9.71ms respectively. The maximum processing time of covert speech 10.38ms, and the minimum time is 7.96ms. The maximum delay is about 2.89ms, which is acceptable for normal communication. Through statistical comparison, it can be concluded that the real-time performance of this method can meet the needs of real-time communication.
VI. CONCLUSION
Aiming at the problem of privacy protection in voice communication, this paper applies artificial intelligence to the process of hidden bit search, improves the classical LSB algorithm, and proposes an adaptive speech information hiding method. In this method, K-means clustering algorithm is used to select the better hidden bits, and matrix coding of different lengths is adaptively selected to embed secret information according to the clustering results. To reduce the impact of the embedding of secret information on the overall speech quality, which not only improves the hiding capacity, but also ensures the concealment of the method. In addition, the delay generated by this method meets the requirements of real-time communication. The future research work will focus on further improving the concealment and real-time of the method, and apply this method to other encoders.
