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OPERATORS ON THE BANACH SPACE OF
p-CONTINUOUS VECTOR-VALUED FUNCTIONS
FERNANDO MUN˜OZ, EVE OJA, AND CA´NDIDO PIN˜EIRO
Dedicated to Professor Nicolae Dinculeanu on his ninetieth birthday
Abstract. Let X, Y , and Z be Banach spaces, and let α be a tensor
norm. Let a bounded linear operator S ∈ L(Z,L(X,Y )) be given. We
obtain (necessary and/or sufficient) conditions for the existence of an
operator U ∈ L(Z⊗ˆαX,Y ) such that (Sz)x = U(z⊗x), for all z ∈ Z and
x ∈ X, i.e., S = U#, the associated operator to U . Let Ω be a compact
Hausdorff space and denote by C(Ω) the space of continuous functions
from Ω into K. We apply these results to S ∈ L(C(Ω),L(X,Y )) for
characterizing the existence of an operator U ∈ L(Cp(Ω, X), Y ) such
that U# = S, where Cp(Ω, X) is the space of p-continuous X-valued
functions, 1 ≤ p ≤ ∞.
1. Introduction
Let X and Y be Banach spaces and let Ω be a compact Hausdorff space.
The space of continuous functions from Ω into X (K, respectively) is de-
noted by C(Ω, X) (C(Ω), respectively). Let L(X, Y ) denote the Banach
space of bounded linear operators from X into Y . For every operator
U ∈ L(C(Ω, X), Y ), we denote by U# the associated operator from C(Ω)
to L(X, Y ) defined by (U#ϕ)x = U(ϕx), ϕ ∈ C(Ω) and x ∈ X. (The
notation U# is traditional; see, e.g., [16, 22–25, 27, 30].) Then, clearly,
U# ∈ L(C(Ω),L(X, Y )).
On the other hand, in a short remark (see [7, Remark, p. 379]), Din-
culeanu pointed out that there exist operators S ∈ L(C(Ω),L(X, Y )) which
are not associated to any U ∈ L(C(Ω, X), Y ), meaning that S 6= U# for all
operators U ∈ L(C(Ω, X), Y ). (In [7], U# is denoted by U ′.) Professor Din-
culeanu kindly informed us (personal communication, September 27, 2015)
that his remark was just a conjecture based on Grothendieck’s result quoted
in Remark 2.4 below.
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Many authors have studied the interplay between U and U# for different
classes of operators (see, e.g., the above references). However, it seems that
nothing (apart from Dinculeanu’s remark) has been said about the problem
of the existence of an operator U such that U# = S for a given operator S.
This paper aims in studying this existence problem and, in particular, in
proving Dinculeanu’s conjecture. However, we shall study the problem in
a more general context of operators defined on the Banach space Cp(Ω, X)
of p-continuous X-valued functions (see Section 2 for the definition and
references). Since C∞(Ω, X) = C(Ω, X), this also encompasses the classical
case of operators on C(Ω, X).
By Grothendieck’s classics [12] (see, e.g., [26, pp. 49–50]), we know that
C(Ω, X) = C(Ω)⊗ˆεX,
where ε denotes the injective tensor norm, under the canonical isometric
isomorphism ϕx ↔ ϕ ⊗ x, ϕ ∈ C(Ω) and x ∈ X. As is well known, this
allows to extend the definition of U# as follows.
Let Z be a Banach space and let α be a tensor norm. If U ∈ L(Z⊗ˆαX, Y ),
then the operator U# ∈ L(Z,L(X, Y )) associated to U is defined by (U#z)x =
U(z⊗x), z ∈ Z and x ∈ X. By a recent result of the authors [17, Theorem
3.8],
Cp(Ω, X) = C(Ω)⊗ˆdpX,
where dp denotes the right Chevet–Saphar tensor norm (see [28] or, e.g., [26,
Chapter 6]). Keeping this in mind, we shall study the existence problem
in the general context of operators defined on tensor products of Banach
spaces. In particular, we shall see that examples, proving Dinculeanu’s
conjecture, come out on the all three levels of the generality (see Remarks
2.2 and 2.4, Corollary 3.4, Proposition 4.4).
Let Z, X, and α be as above. In Section 2, we prove a general omnibus
theorem (Theorem 2.1), which provides three equivalent conditions for the
existence of U ∈ L(Z⊗ˆαX, Y ) such that S = U# for every Banach space Y
and every operator S ∈ L(Z,L(X, Y )). The main applications (Theorem
2.3 and Corollaries 2.6 and 2.7) concern the case of p-continuous X-valued
functions Cp(Ω, X) = C(Ω)⊗ˆdpX.
In Section 3, we fix Banach spaces Z, X, and Y , and a tensor norm
dp. We prove another omnibus theorem (Theorem 3.3), which provides
four equivalent conditions for a given operator S ∈ L(Z,L(X, Y )) to be
the associated operator to an operator U ∈ L(Z⊗ˆdpX, Y ). Again, the main
application (Corollary 3.4) concerns Cp(Ω, X), yielding conditions that seem
to be new even in the classical case C(Ω, X) = C∞(Ω, X).
OPERATORS ON Cp(Ω, X) 3
In Section 4, we are given an operator S ∈ L(C(Ω),L(X, Y )). We present
a necessary condition for the existence of U ∈ L(Cp(Ω, X), Y ) such that S =
U# (Proposition 4.2), which becomes also sufficient in the case C(Ω, X) =
C∞(Ω, X) (Proposition 4.4). This condition is expressed in terms of the
representing measure of S, so we build the representing measure of such
kind of operators.
Section 5 provides three examples (concerning Corollaries 2.7, 3.5, and
Proposition 4.2) in order to show that our results are sharp in general.
Our notation is standard. Let 1 ≤ p ≤ ∞, and denote by p′ the conjugate
index of p (i.e., 1/p+ 1/p′ = 1 with the convention 1/∞ = 0). We consider
Banach spaces over the same, either real or complex, field K. The closed
unit ball of X is denoted by BX . The Banach space of all absolutely p-
summable sequences in X is denoted by `p(X) and its norm by ‖ · ‖p. By
`wp (X) we mean the Banach space of weakly p-summable sequences in X
with the norm ‖ · ‖wp (see, e.g., [5, pp. 32–33]). Denote by `up(X) the
Banach space of all unconditionally p-summable sequences in X, which is the
closed subspace of `wp (X) formed by the sequences (xn) ∈ `wp (X) satisfying
(xn) = limN→∞(x1, . . . , xN , 0, 0, . . .) in `wp (X) (see [10] or, e.g., [3, 8.2, 8.3]).
We refer to Pietsch’s book [20] for the theory of operator ideals and, in
particular, to the book [5] by Diestel, Jarchow, and Tonge for absolutely
(r, q)- and q-summing operators. Our main reference on the theory of tensor
norms and related Banach operator ideals is the book of Ryan [26].
2. Characterizing associated operators: “global” case
Let X, Y , and Z be Banach spaces, and let pi be the projective tensor
norm. It is well known that every operator U ∈ L(Z ⊗pi X, Y ) induces an
associated operator U# ∈ L(Z,L(X, Y )) by
(U#z)x = U(z ⊗ x), z ∈ Z and x ∈ X.
It is also well known and easy to verify that the correspondence U 7→ U#
is an isometric isomorphism between the Banach spaces L(Z ⊗pi X, Y ) =
L(Z⊗ˆpiX, Y ) and L(Z,L(X, Y )). In particular, every S ∈ L(Z,L(X, Y ))
happens to be the associated operator to some U ∈ L(Z⊗ˆpiX, Y ).
In the special case when Y = K, the operators U and U# are canonically
identified, and the corresponding identification
(Z⊗ˆpiX)∗ = L(Z,X∗)
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(as Banach spaces) uses the duality
〈S,
n∑
i=1
zi ⊗ xi〉 =
n∑
i=1
(Szi)xi,
i.e., S = U# is identified with U .
The same phenomenon occurs for any tensor norm α: thanks to Grothendieck
[11] (see, e.g., [26, pp. 187–190]), one has the canonical identification
(Z⊗ˆαX)∗ = A(Z,X∗)
(as Banach spaces), where A is the Banach operator ideal of the α′-integral
operators. Following [19], let us say that A is the dual space operator ideal
of α. (Note that in [18], the dual space operator ideal was defined differently,
but in a symmetric way.)
Let α be a tensor norm. Since α(u) ≤ pi(u), u ∈ Z ⊗ X, we have
L(Z⊗ˆαX, Y ) ⊂ L(Z⊗ˆpiX, Y ). Therefore the associated operator U# ∈
L(Z,L(X, Y )) is defined for any U ∈ L(Z⊗ˆαX, Y ), and, in particular, for
any U ∈ A(Z⊗ˆαX, Y ), where A = (A, ‖ · ‖A) is an arbitrary Banach op-
erator ideal. However, in this case, in general, not all S ∈ L(Z,L(X, Y ))
enjoy the “privilege” of being associated to some U ∈ L(Z⊗ˆαX, Y ). The-
orem 2.1 below will give three equivalent conditions for the existence of
such U ∈ L(Z⊗ˆαX, Y ) for every Banach space Y and every operator
S ∈ L(Z,L(X, Y )).
Theorem 2.1. Let X and Z be Banach spaces. Let α be a tensor norm
and let A be the dual space operator ideal of α. The following statements
are equivalent.
(a) For every Banach space Y and for every operator S ∈ L(Z,L(X, Y )),
there exists U ∈ L(Z⊗ˆαX, Y ) such that U# = S.
(b) There exists a Banach space Y 6= {0} such that for every operator
S ∈ L(Z,L(X, Y )), there exists U ∈ L(Z⊗ˆαX, Y ) such that U# = S.
(c) L(Z,X∗) = A(Z,X∗) as sets.
(d) The tensor norms α and pi are equivalent on Z ⊗X.
Proof. (a)⇒(b). This is trivial.
(b)⇒(c). Fix y0 ∈ Y and y∗0 ∈ Y ∗ satisfying ‖y0‖ = ‖y∗0‖ = y∗0(y0) = 1.
Let A ∈ L(Z,X∗). Define S : Z → L(X, Y ) by Sz = Az ⊗ y0 ∈ F(X, Y ).
Then S ∈ L(Z,L(X, Y )) and there exists U ∈ L(Z⊗ˆαX, Y ) such that
U# = S. Let us consider
y∗0U ∈ L(Z⊗ˆαX,K) = (Z⊗ˆαX)∗ = A(Z,X∗).
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Since
(y∗0U)(z ⊗ x) = y∗0(U(z ⊗ x)) = y∗0((Sz)x)
= y∗0((Az)(x)y0) = (Az)(x), x ∈ X, z ∈ Z,
y∗0U = A; hence A ∈ A(Z,X∗).
(c)⇒(d). We know that
(Z ⊗pi X)∗ = (L(Z,X∗), ‖ · ‖) and (Z ⊗α X)∗ = (A(Z,X∗), ‖ · ‖A)
as Banach spaces. By (c), the Banach space (L(Z,X∗), ‖ · ‖) also carries
another complete norm ‖ · ‖A. Since, as is well known, ‖ · ‖ ≤ ‖ · ‖A, the
norms ‖ · ‖ and ‖ · ‖A are equivalent. Hence also pi and α are equivalent.
(d)⇒(a). Let Y be a Banach space. By the canonical isometric isomor-
phism between L(Z,L(X, Y )) and L(Z⊗ˆpiX, Y ), for every S ∈ L(Z,L(X, Y )),
there exists U ∈ L(Z⊗ˆpiX, Y ) such that U# = S. But L(Z⊗ˆpiX, Y ) =
L(Z⊗ˆαX, Y ) as sets (and isomorphic as Banach spaces), because pi and α
are equivalent on Z ⊗X. 
Remark 2.2. The particular case of α = ε concerns one of the most famous
long-standing conjectures in functional analysis. In [12, p. 153] (see also [11,
Section 4.6]), Grothendieck conjectured: if the injective tensor norm ε and
the projective tensor norm pi are equivalent on Z⊗X, then Z or X must be
finite dimensional. In 1981, Pisier [21] constructed an infinite-dimensional
separable Banach space P such that ε and pi are equivalent on P ⊗P . Since
ε(u) ≤ α(u) ≤ pi(u), u ∈ Z ⊗X, all tensor norms are equivalent on P ⊗ P .
By Theorem 2.1, for every tensor norm α and every Banach space Y , every
operator S ∈ L(P,L(P, Y )) is associated to some U ∈ L(P ⊗ˆαP, Y ).
In [12, p. 153, Corollary 2] (see [18, Corollary 3.1] for a different proof),
it is proved that if ε and pi are equivalent on Z ⊗ Z∗, then Z is finite
dimensional. Again, by Theorem 2.1, for every infinite-dimensional Banach
space Z and every Banach space Y 6= {0}, there exists an operator S ∈
L(Z,L(Z∗, Y )) which is not associated to any operator U ∈ L(Z⊗ˆεZ∗, Y ).
With Z = C(Ω), this clearly can be used to prove Dinculeanu’s conjecture
(see the Introduction).
Let 1 ≤ p ≤ ∞. In [17], the authors considered the Banach space of
p-continuous X-valued functions Cp(Ω, X) formed by all f ∈ C(Ω, X) such
that f(Ω) is p-compact (i.e., there exists a sequence (xn) ∈ `p(X) (or (xn) ∈
c0(X) when p =∞) such that f(Ω) ⊂ {
∑
n αnxn : (αn) ∈ B`p′}). It follows
from properties of p-compactness (see, e.g., [29]) that Cp(Ω, X) ⊂ Cq(Ω, X)
if p ≤ q, and C∞(Ω, X) = C(Ω, X). The space Cp(Ω, X) becomes a Banach
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space endowed with the norm
‖f‖Cp(Ω,X) = inf ‖(xn)‖p,
where the infimum is taken over all sequences (xn) ∈ `p(X) (or (xn) ∈ c0(X)
when p =∞) such that f(Ω) ⊂ {∑n αnxn : (αn) ∈ B`p′}, and C∞(Ω, X) =
C(Ω, X) as Banach spaces (see [17, Proposition 3.6]).
One of the main results of [17] is that (as was mentioned in the Introduc-
tion) Cp(Ω, X) = C(Ω)⊗ˆdpX as Banach spaces. It is known (see, e.g., [26, p.
142]) that the dual space operator ideal of the Chevet–Saphar tensor norm
dp coincides with Pp′ , where Pq, 1 ≤ q ≤ ∞, denotes the Banach opera-
tor ideal of absolutely q-summing operators. This leads us to the following
immediate application of Theorem 2.1.
Theorem 2.3. Let X be a Banach space and let Ω be a compact Hausdorff
space. Let 1 ≤ p ≤ ∞. The following statements are equivalent.
(a) For every Banach space Y and for every operator S ∈ L(C(Ω),L(X, Y )),
there exists U ∈ L(Cp(Ω, X), Y ) such that U# = S.
(b) There exists a Banach space Y 6= {0} such that for every operator
S ∈ L(C(Ω),L(X, Y )), there exists U ∈ L(Cp(Ω, X), Y ) such that U# = S.
(c) L(C(Ω), X∗) = Pp′(C(Ω), X∗) as sets.
(d) The tensor norms dp and pi are equivalent on C(Ω)⊗X.
Remark 2.4. As was mentioned, C(Ω, X) = C∞(Ω, X). Saphar [28, p.
99] has shown that d∞ coincides with ε on C(Ω) ⊗ X. But, thanks to
Grothendieck [12, p. 152, Proposition 33], ε and pi cannot be equivalent on
C(Ω) ⊗ X when X is an infinite-dimensional Banach space (assuming, of
course, that Ω is infinite). Thus, in this special case, Theorem 2.3 says that,
whenever Y 6= {0}, there exists an operator S ∈ L(C(Ω),L(X, Y )) which is
not associated to any U ∈ L(C(Ω, X), Y ). This refines Dinculeanu’s remark
and proves his conjecture (see the Introduction).
Since P∞ = L, the following is immediate from Theorem 2.3.
Corollary 2.5. Let X be a Banach space and let Ω be a compact Hausdorff
space. For every Banach space Y and every operator S ∈ L(C(Ω),L(X, Y )),
there exists U ∈ L(C1(Ω, X), Y ) such that U# = S.
Equality (c) of Theorem 2.3, which is well studied in the literature (see,
e.g., [5, Chapter 11] for results and references), enables us to move from
C1(Ω, X) to larger domain spaces Cp(Ω, X) for special cases of X.
Corollary 2.6. Let X and Y be Banach spaces such that X∗ is of cotype 2.
Let Ω be a compact Hausdorff space. Assume that S ∈ L(C(Ω),L(X, Y )).
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Then, for each p ≤ 2, there exists an operator U ∈ L(Cp(Ω, X), Y ) such
that U# = S.
Proof. Let X∗ be of cotype 2. Then L(C(Ω), X∗) = P2(C(Ω), X∗) (see, e.g.,
[5, Theorem 11.14]). Since p′ ≥ 2, we have P2(C(Ω), X∗) ⊂ Pp′(C(Ω), X∗)
(see, e.g., [5, Theorem 2.8]). Hence, L(C(Ω), X∗) = Pp′(C(Ω), X∗) and we
only need to apply Theorem 2.3 to finish the proof. 
In Section 5, we shall show that Corollary 2.6 does not hold for p > 2
(see Example 5.1).
Corollary 2.7. Let X and Y be Banach spaces such that X∗ is of cotype
q, where 2 ≤ q < ∞. Let Ω be a compact Hausdorff space. Assume that
S ∈ L(C(Ω),L(X, Y )). Then, for each p < q′, there exists an operator
U ∈ L(Cp(Ω, X), Y ) such that U# = S.
Proof. LetX∗ be of cotype q, 2 ≤ q <∞. Then L(C(Ω), X∗) = Pr(C(Ω), X∗),
for all r > q (see, e.g., [5, Theorem 11.14]). Since p′ > q, L(C(Ω), X∗) =
Pp′(C(Ω), X
∗) and the proof finishes using again Theorem 2.3. 
3. Characterizing associated operators: “local” case
In this section, let an operator S ∈ L(C(Ω),L(X, Y )) be given, where X
and Y are Banach spaces. Let 1 ≤ p ≤ ∞. We are interested in equivalent
conditions for the existence of an operator U ∈ L(Cp(Ω, X), Y ) such that
U# = S. These conditions will be presented in Corollary 3.4 below. They
immediately follow from the more general case when S ∈ L(Z,L(X, Y )) and
U ∈ L(Z⊗ˆdpX, Y ), where Z is a Banach space, see Theorem 3.3. Theorem
3.3 in turn will be deduced from Theorem 3.1, which characterizes operators
that take Z to the space P(r,q)(X, Y ) of absolutely (r, q)-summing operators,
and is the main result of this section.
Let 1 ≤ q ≤ r ≤ ∞. Recall that an operator U ∈ L(X, Y ) is absolutely
(r, q)-summing if there is a constant C ≥ 0 such that
‖(Uxi)ni=1‖r ≤ C ‖(xi)ni=1‖wq
for all finite systems (xi)
n
i=1 ⊂ X. The least constant C for which the pre-
vious equality holds is denoted by ‖U‖P(r,q) . All absolutely (r, q)-summing
operators between arbitrary Banach spaces form a Banach operator ideal,
denoted by P(r,q). Recall also that the Banach operator ideal Pq of absolutely
q-summing operators is defined as Pq = P(q,q).
Theorem 3.1. Let X, Y , and Z be Banach spaces. Let 1 ≤ q ≤ r ≤ ∞.
Assume that T ∈ L(Z,L(X, Y )). The following statements are equivalent.
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(a) T ∈ L(Z,P(r,q)(X, Y )).
(b) There exists a constant c > 0 such that, for all finite systems (y∗i )
n
i=1 ⊂
Y ∗ and (xi)ni=1 ⊂ X,
‖(T ∗(xi ⊗ y∗i ))‖wr ≤ c ‖(y∗i )‖∞‖(xi)‖wq .
(b′) There exists a constant c > 0 such that, for all (y∗i ) ∈ `∞(Y ∗) and
(xi) ∈ `wq (X), and for all n ∈ N,
‖(T ∗(xi ⊗ y∗i ))∞i=n‖wr ≤ c ‖(y∗i )∞i=n‖∞‖(xi)∞i=n‖wq .
(c) If (y∗i ) ∈ `∞(Y ∗) and (xi) ∈ `wq (X), then (T ∗(xi ⊗ y∗i )) ∈ `wr (Z∗).
(d) If (y∗i ) ∈ c0(Y ∗) and (xi) ∈ `wq (X) (or (y∗i ) ∈ `∞(Y ∗) and (xi) ∈
`uq (X)), then (T
∗(xi ⊗ y∗i )) ∈ `ur (Z∗).
Proof. (a)⇔(b). Condition (a) is equivalent to the existence of a constant
c > 0 such that
‖Tz‖P(r,q) ≤ c ‖z‖
for all z ∈ Z. This means that, for all z ∈ BZ and finite systems (xi)ni=1 ⊂ X,
‖((Tz)xi)‖r ≤ c ‖(xi)‖wq .
Consider y∗i ∈ BY ∗ such that
‖(Tz)xi‖Y = sup
y∗i ∈BY ∗
|y∗i ((Tz)xi)|
for i = 1, . . . , n. We may write
‖((Tz)xi)‖rr =
n∑
i=1
sup
y∗i ∈BY ∗
|y∗i ((Tz)xi)|r = sup
‖(y∗i )ni=1‖∞≤1
n∑
i=1
|y∗i ((Tz)xi)|r.
Hence, (a) is equivalent to the existence of c > 0 such that, for all (xi)
n
i=1 ⊂
X,
sup
‖(y∗i )ni=1‖∞≤1
sup
z∈BZ
( n∑
i=1
|y∗i ((Tz)xi)|r
)1/r
≤ c ‖(xi)‖wq .
Since
sup
z∈BZ
( n∑
i=1
|y∗i ((Tz)xi)|r
)1/r
= ‖(T ∗(y∗i ⊗ xi))‖wr ,
the above inequality reads as
sup
‖(y∗i )ni=1‖∞≤1
‖(T ∗(y∗i ⊗ xi))‖wr ≤ c ‖(xi)‖wq .
Therefore, (a) is clearly equivalent to (b).
For the equivalences of the remaining conditions, see Proposition 3.2 be-
low, where it is shown that conditions (b), (b′), (c), and (d) are equivalent in
a more general context with T ∗ replaced by an arbitrary continuous bilinear
map. 
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Recall that a separately continuous bilinear map is continuous (see, e.g.,
[3, Theorem 1.2, p. 8]) and this is equivalent to be bounded (see, e.g., [3,
Proposition 1.1, p. 8]).
Proposition 3.2. Let X, Y , and Z be Banach spaces. Let 1 ≤ q ≤ r ≤ ∞.
Assume that A : X × Y → Z is a continuous bilinear map. The following
statements are equivalent.
(i) There exists a constant c > 0 such that, for all finite systems (xi)
n
i=1 ⊂
X and (yi)
n
i=1 ⊂ Y ,
‖(A(xi, yi))‖wr ≤ c ‖(yi)‖∞‖(xi)‖wq .
(i′) There exists a constant c > 0 such that, for all (xi) ∈ `wq (X) and
(yi) ∈ `∞(Y ), and for all n ∈ N,
‖(A(xi, yi))∞i=n‖wr ≤ c ‖(yi)∞i=n‖∞‖(xi)∞i=n‖wq .
(ii) If (xi) ∈ `wq (X) and (yi) ∈ `∞(Y ), then (A(xi, yi)) ∈ `wr (Z).
(iii) If (xi) ∈ `wq (X) and (yi) ∈ c0(Y ) (or (xi) ∈ `uq (X) and (yi) ∈
`∞(Y )), then (A(xi, yi)) ∈ `ur (Z).
Proof. (i)⇒(i′). Let (yi) ∈ `∞(Y ) and (xi) ∈ `wq (X). For all n ∈ N and all
k ∈ N with k > n, we have
‖(A(xi, yi))ki=n‖wr ≤ c ‖(yi)ki=n‖∞‖(xi)ki=n‖wq
≤ c ‖(yi)∞i=n‖∞‖(xi)∞i=n‖wq .
As this inequality holds for all k ∈ N with k > n, it is clear from the
definition of the norm ‖ · ‖wr that
‖(A(xi, yi))∞i=n‖wr ≤ c ‖(yi)∞i=n‖∞‖(xi)∞i=n‖wq .
(i′)⇒(i). This is trivial.
(ii)⇒(i). Consider the bilinear map
B : `wq (X)× `∞(Y )→ `wr (Z),
(xi, yi)i := ((xi), (yi)) 7→ (A(xi, yi)).
We shall prove that the graph of B is closed. Let uk = (x
k
i , y
k
i )i be a sequence
in `wq (X) × `∞(Y ) such that uk →k u = (xi, yi)i. Looking at the norms of
`wq (X) and `∞(Y ), we get that x
k
i →k xi and yki →k yi for all i ∈ N. Let
v = (zi) ∈ `wr (Z) be such that Buk →k v, i.e., (A(xki , yki )) →k (zi). As
before, looking at the norm of `wr (Z), we get that A(x
k
i , y
k
i ) →k zi for all
i ∈ N. On the other hand, by the continuity of A, A(xki , yki ) →k A(xi, yi)
for all i ∈ N. Hence, zi = A(xi, yi) for all i ∈ N, i.e., v = Bu.
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So B has a closed graph. By the closed graph theorem for bilinear maps
(see, e.g., [3, Exercise 1.11, p. 14] or [9]), B is continuous, hence bounded,
and therefore (i) clearly holds.
(iii)⇒(i). We can use the same argument as in (ii)⇒(i).
(i′)⇒(ii). Let (yi) ∈ `∞(Y ) and (xi) ∈ `wq (X). Then (A(xi, yi)) ∈ `wr (Z),
because
‖(A(xi, yi))∞i=1‖wr ≤ c ‖(yi)∞i=1‖∞‖(xi)∞i=1‖wq <∞.
(i′)⇒(iii). Let (yi) ∈ c0(Y ) and (xi) ∈ `wq (X). Then ‖(yi)∞i=n‖∞ → 0
when n tends to infinity and ‖(xi)∞i=n‖wq ≤ ‖(xi)∞i=1‖wq . Hence,
‖(A(xi, yi))∞i=n‖wr ≤ c ‖(yi)∞i=n‖∞‖(xi)∞i=1‖wq −→
n
0,
showing that (A(xi, yi)) ∈ `ur (Z).
Let now (yi) ∈ `∞(Y ) and (xi) ∈ `uq (X). Then ‖(yi)∞i=n‖∞ ≤ ‖(yi)∞i=1‖∞
and ‖(xi)∞i=n‖wq → 0 when n tends to infinity. Hence,
‖(A(xi, yi))∞i=n‖wr ≤ c ‖(yi)∞i=1‖∞‖(xi)∞i=n‖wq −→
n
0,
showing that (A(xi, yi)) ∈ `ur (Z). 
Let α be a tensor norm and let A be the dual space operator ideal of α.
As was said in Section 2, given an operator S ∈ L(Z,L(X, Y )), there always
exists an operator U ∈ L(Z⊗ˆpiX, Y ) such that U# = S. Being interested
in the case when U ∈ L(Z⊗ˆαX, Y ), we are going to use that
U ∈ L(Z⊗ˆαX, Y ) ⇔ U∗ ∈ L(Y ∗,A(Z,X∗)),
which is straightforward to verify. We shall now apply Theorem 3.1 and the
above observation to the special case α = dp. Then, as was recalled above,
A = Pp′ = P(p′,p′).
Theorem 3.3. Let X, Y , and Z be Banach spaces. Let 1 ≤ p ≤ ∞.
Assume that S ∈ L(Z,L(X, Y )). The following statements are equivalent.
(a) There exists an operator U ∈ L(Z⊗ˆdpX, Y ) such that U# = S.
(b) There exists a constant c > 0 such that, for all finite systems (xi)
n
i=1 ⊂
X and (zi)
n
i=1 ⊂ Z,
‖((Szi)xi)‖wp′ ≤ c ‖(xi)‖∞‖(zi)‖wp′ .
(b′) There exists a constant c > 0 such that, for all (xi) ∈ `∞(X) and
(zi) ∈ `wp′(Z), and for all n ∈ N,
‖((Szi)xi)∞i=n‖wp′ ≤ c ‖(xi)∞i=n‖∞‖(zi)∞i=n‖wp′ .
(c) If (xi) ∈ `∞(X) and (zi) ∈ `wp′(Z), then ((Szi)xi) ∈ `wp′(Y ).
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(d) If (xi) ∈ c0(X) and (zi) ∈ `wp′(Z) (or (xi) ∈ `∞(X) and (zi) ∈ `up′(Z)),
then ((Szi)xi) ∈ `up′(Y ).
Proof. Recall that S is associated to some U ∈ L(Z⊗ˆpiX, Y ), meaning that
U(z ⊗ x) = (Sz)x for all z ∈ Z and x ∈ X.
By the above observation, condition (a) is equivalent to the fact that
U∗ ∈ L(Y ∗,Pp′(Z,X∗)). Therefore, viewing U∗ in the role of T in Theorem
3.1, condition (a) is equivalent to the existence of a constant c > 0 such
that, for all finite systems (x∗∗i )
n
i=1 ⊂ X∗∗ and (zi)ni=1 ⊂ Z,
(1) ‖(U∗∗(zi ⊗ x∗∗i ))‖wp′ ≤ c ‖(x∗∗i )‖∞‖(zi)‖wp′ .
Now, an easy application of the principle of local reflexivity yields that
the above condition is equivalent to the existence of a constant C > 0 such
that, for all finite systems (xi)
n
i=1 ⊂ X and (zi)ni=1 ⊂ Z,
(2) ‖(U(zi ⊗ xi))‖wp′ ≤ C ‖(xi)‖∞‖(zi)‖wp′ ,
which in turn is clearly equivalent to (b).
For completeness, let us include the proof that the conditions concerning
(1) and (2) are equivalent. Since U∗∗ is an extension of U , (1) implies (2).
For the converse, let (x∗∗i )
n
i=1 ⊂ X∗∗ and (zi)ni=1 ⊂ Z. Fix an arbitrary y∗ ∈
BY ∗ . Considering span{x∗∗i }ni=1 in X∗∗ and span{(U∗y∗)zi}ni=1 in X∗, the
principle of local reflexivity yields an operator V : span{x∗∗i }ni=1 → X, with
‖V ‖ ≤ 2, such that 〈V x∗∗i , (U∗y∗)zi〉 = 〈(U∗y∗)zi, x∗∗i 〉 for all i = 1, . . . , n.
But then y∗(U(zi ⊗ V x∗∗i )) = 〈U∗y∗, zi ⊗ V x∗∗i 〉 = 〈V x∗∗i , (U∗y∗)zi〉 =
〈(U∗y∗)zi, x∗∗i 〉 for all i = 1, . . . , n. Therefore,( n∑
i=1
|〈y∗, U∗∗(zi ⊗ x∗∗i )〉|p
′
)1/p′
=
( n∑
i=1
|〈(U∗y∗)zi, x∗∗i 〉|p
′
)1/p′
=
( n∑
i=1
|y∗(U(zi⊗V x∗∗i ))|p
′
)1/p′
≤ ‖(U(zi⊗V x∗∗i ))‖wp′ ≤ 2C ‖(x∗∗i )‖∞‖(zi)‖wp′ .
Taking the supremum over y∗ ∈ BY ∗ gives us (1) (with c = 2C).
The equivalences of (b), (b′), (c), and (d) are clear from Proposition
3.2. 
Recalling that Cp(Ω, X) = C(Ω)⊗ˆdpX, let us spell out the desired (im-
mediate) consequence of Theorem 3.3.
Corollary 3.4. Let X and Y be Banach spaces and let Ω be a compact
Hausdorff space. Let 1 ≤ p ≤ ∞. Assume that S ∈ L(C(Ω),L(X, Y )). The
following statements are equivalent.
(a) There exists an operator U ∈ L(Cp(Ω, X), Y ) such that U# = S.
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(b) There exists a constant c > 0 such that, for all finite systems (xi)
n
i=1 ⊂
X and (ϕi)
n
i=1 ⊂ C(Ω),
‖((Sϕi)xi)‖wp′ ≤ c ‖(xi)‖∞‖(ϕi)‖wp′ .
(b′) There exists a constant c > 0 such that, for all (xi) ∈ `∞(X) and
(ϕi) ∈ `wp′(C(Ω)), and for all n ∈ N,
‖((Sϕi)xi)∞i=n‖wp′ ≤ c ‖(xi)∞i=n‖∞‖(ϕi)∞i=n‖wp′ .
(c) If (xi) ∈ `∞(X) and (ϕi) ∈ `wp′(C(Ω)), then ((Sϕi)xi) ∈ `wp′(Y ).
(d) If (xi) ∈ c0(X) and (ϕi) ∈ `wp′(C(Ω)) (or (xi) ∈ `∞(X) and (ϕi) ∈
`up′(C(Ω))), then ((Sϕi)xi) ∈ `up′(Y ).
For the case p = ∞, and hence p′ = 1, recall from Section 2 that
C∞(Ω, X) = C(Ω, X) as Banach spaces. Thus, the above corollary also
characterizes those operators S ∈ L(C(Ω),L(X, Y )) which are associated to
an operator U ∈ L(C(Ω, X), Y ). This develops further Dinculeanu’s remark
(see the Introduction) that such an operator U does not necessarily exist
for a given arbitrary S.
Another consequence of Theorem 3.3 is the next result.
Corollary 3.5. Let X, Y , and Z be Banach spaces. Let 1 ≤ p ≤ ∞. If
S ∈ Pp′(Z,L(X, Y )), then there exists an operator U ∈ L(Z⊗ˆdpX, Y ) such
that U# = S.
Proof. Given (xi) ∈ `∞(X) and (zi) ∈ `wp′(Z), we have
‖((Szi)xi)‖wp′ ≤ ‖((Szi)xi)‖p′ ≤ ‖(xi)‖∞‖(Szi)‖p′ ≤ ‖S‖Pp′‖(xi)‖∞‖(zi)‖wp′ .

In Section 5, we shall show that the converse of this result, in general,
does not hold (see Example 5.2).
4. Characterizing associated operators: classical case
Let X and Y be Banach spaces and let Ω be a compact Hausdorff
space. Let 1 ≤ p ≤ ∞. In Sections 2 and 3, for a given operator S ∈
L(C(Ω),L(X, Y )), we obtained conditions for the existence of an operator
U ∈ L(Cp(Ω, X), Y ) such that U# = S. This was done in a rather general
framework involving tensor products of Banach spaces. In this section, we
are interested in specific conditions involving a representing measure of S.
In terms of the representing measure of S, we establish a necessary condi-
tion for the existence of such an operator U (Proposition 4.2) that becomes
also sufficient in the classical case of C(Ω, X) = C∞(Ω, X) (Proposition 4.4).
OPERATORS ON Cp(Ω, X) 13
We denote by Σ the σ-algebra of Borel subsets of Ω. The space of Σ-
simple functions with values inX and the space of all bounded Σ-measurable
functions with values in X (i.e., the space of all functions from Ω into X
which are the uniform limit of a sequence of Σ-simple functions) are denoted
by S(Σ, X) and B(Σ, X), respectively. In case X = K, we abbreviate them
to S(Σ) and B(Σ), respectively.
It is well known that, for every operator S ∈ L(C(Ω), Y ), there exists a
vector measure m : Σ→ Y ∗∗ of bounded semivariation such that
Sϕ =
∫
Ω
ϕdm, ϕ ∈ C(Ω),
(see, e.g., [6, Theorem 1, p. 152]). The vector measure m is called the
representing measure of S. We extend this result from Y ∼= L(K, Y ) to
L(X, Y ): in the case when S ∈ L(C(Ω),L(X, Y )), we build a representing
measure which takes its values in L(X, Y ∗∗) as follows.
So, let S ∈ L(C(Ω),L(X, Y )). For each x ∈ X, we define an operator
Sx ∈ L(C(Ω), Y ) by Sxϕ = (Sϕ)x, ϕ ∈ C(Ω). Let mx : Σ → Y ∗∗ be the
representing measure of Sx. We define
m : Σ→ L(X, Y ∗∗),
E 7→ m(E),
by
(3) 〈y∗,m(E)x〉 = 〈y∗,mx(E)〉
for all x ∈ X and y∗ ∈ Y ∗. Using that ‖mx‖(Ω) = ‖Sx‖ (see, e.g., [6,
Theorem 1, p. 152]), a straightforward verification shows that the set map
m is a finitely additive vector measure and its range is bounded by ‖S‖.
Hence, m is of bounded semivariation (see, e.g., [6, Proposition 11, p. 4]),
and, as we shall see soon (Proposition 4.1), ‖m‖(Ω) = ‖S‖.
We can connect the integral with respect to m with the integral with
respect to mx as follows:
(4) 〈y∗,
(∫
Ω
ϕdm
)
x〉 = 〈y∗,
∫
Ω
ϕdmx〉
for all ϕ ∈ B(Σ), x ∈ X and y∗ ∈ Y ∗. (This equality follows easily from
(3) using a standard argument which passes from characteristic functions to
functions in S(Σ) by linearity, and finally to functions in B(Σ) by density.).
In particular, (4) is also true for ϕ ∈ C(Ω). In this case, ∫
Ω
ϕdmx = Sxϕ,
because mx is the representing measure of Sx. Thus
〈y∗,
(∫
Ω
ϕdm
)
x〉 = 〈Sxϕ, y∗〉 = 〈(Sϕ)x, y∗〉
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for all ϕ ∈ C(Ω), x ∈ X, and y∗ ∈ Y ∗. Then,
Sϕ =
∫
Ω
ϕdm
for all ϕ ∈ C(Ω), showing that m is a representing measure of S. The above
integral is the restriction to C(Ω) of the elementary Bartle integral
∫
Ω
(·)dm
defined on B(Σ).
The following result, which is of independent interest, is now easy to
deduce.
Proposition 4.1. Let X and Y be Banach spaces and let Ω be a compact
Hausdorff space. Assume that S ∈ L(C(Ω),L(X, Y )) and let m : Σ →
L(X, Y ∗∗) be its representing measure. Then ‖m‖(Ω) = ‖S‖.
Proof. Denoting by Sˆ ∈ L(B(Σ),L(X, Y ∗∗)) the integration operator Sˆϕ =∫
Ω
ϕdm, ϕ ∈ B(Σ), we see that Sˆ extends S (here, as usual, we identify Y
with a subspace of Y ∗∗). Hence,
‖S‖ ≤ ‖Sˆ‖ = ‖m‖(Ω);
for the last equality see, e.g., [6, Theorem 13, p. 6].
On the other hand, when we look at B(Σ) as a closed subspace of C(Ω)∗∗,
then Sˆ is the restriction to B(Σ) of S∗∗ ∈ L(C(Ω)∗∗,L(X, Y ∗∗)∗∗) (this is a
standard argument; see, e.g., [6, pp. 152–153]). Hence,
‖m‖(Ω) = ‖Sˆ‖ ≤ ‖S∗∗‖ = ‖S‖.

Let us present now the promised necessary condition announced at the
beginning of this section. We denote by χE the characteristic function of
E ∈ Σ.
Proposition 4.2. Let X and Y be Banach spaces and let Ω be a compact
Hausdorff space. Assume that S ∈ L(C(Ω),L(X, Y )) and let m : Σ →
L(X, Y ∗∗) be its representing measure. Let 1 ≤ p ≤ ∞. If there exists an
operator U ∈ L(Cp(Ω, X), Y ) such that U# = S, then there exists a constant
c > 0 such that, for every sequence (Ei) of pairwise disjoint sets in Σ and
every sequence (xi) in BX , the inequality ‖(m(Ei)xi)‖wp′ ≤ c holds.
Proof. Let S ∈ L(C(Ω),L(X, Y )) and let m : Σ → L(X, Y ∗∗) be its rep-
resenting measure. As in the proof of Proposition 4.1, we define Sˆ ∈
L(B(Σ),L(X, Y ∗∗)) by Sˆϕ =
∫
Ω
ϕdm, ϕ ∈ B(Σ). Then Sˆ|C(Ω) = S and, by
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(4), recalling that
∫
Ω
ϕdmx = S
∗∗
x ϕ, ϕ ∈ B(Σ) (where Sx ∈ L(C(Ω), Y ) is
defined by Sxϕ = (Sϕ)x, ϕ ∈ C(Ω), x ∈ X), we have
(5) 〈y∗, (Sˆϕ)x〉 = 〈S∗xy∗, ϕ〉
for all ϕ ∈ B(Σ) ⊂ C(Ω)∗∗, x ∈ X, and y∗ ∈ Y ∗.
Let U ∈ L(Cp(Ω, X), Y ) be such that U# = S. We can define Uˆ ∈
L(B(Σ)⊗ˆdpX, Y ∗∗) by Uˆ(ϕ ⊗ x) = (Sˆϕ)x. Indeed, we already know that
Uˆ : B(Σ) ⊗dp X → Y ∗∗ is a linear operator. It suffices to show that Uˆ is
bounded on B(Σ)⊗dpX. Recall that Cp(Ω, X) = C(Ω)⊗ˆdpX. Let ϕ ∈ C(Ω),
x ∈ X, and y∗ ∈ Y ∗. Using that U(ϕ⊗x) = Sxϕ in Y , hence 〈ϕ⊗x, U∗y∗〉 =
〈ϕ, S∗xy∗〉, and using also that (C(Ω)⊗ˆdpX)∗ = Pp′(C(Ω), X∗) as Banach
spaces, we get that (U∗y∗)∗x = S∗xy
∗ in C(Ω)∗. Since B(Σ) ⊂ C(Ω)∗∗, for all
ϕ ∈ B(Σ), x ∈ X, and y∗ ∈ Y ∗, we have
(6) 〈S∗xy∗, ϕ〉 = 〈x, (U∗y∗)∗∗ϕ〉 = 〈ϕ⊗ x, Uy∗〉,
where Uy∗ := (U
∗y∗)∗∗|B(Σ). It is well known (see, e.g., [5, Theorem 2.17
and 2.19]) that (U∗y∗)∗∗ ∈ Pp′(C(Ω)∗∗, X∗) and ‖(U∗y∗)∗∗‖Pp′ = ‖U∗y∗‖Pp′ .
It follows that Uy∗ ∈ Pp′(B(Σ), X∗) and ‖Uy∗‖Pp′ = ‖U∗y∗‖Pp′ , because
C(Ω) ⊂ B(Σ) ⊂ C(Ω)∗∗ as closed subspaces. Recalling that Pp′(B(Σ), X∗) =
(B(Σ)⊗dp X)∗ and using (5) and (6), we may write
〈y∗, Uˆ(ϕ⊗ x)〉 = 〈ϕ⊗ x, Uy∗〉, ϕ ∈ B(Σ), x ∈ X, y∗ ∈ Y ∗.
Hence, for any v =
∑n
i=1 ϕi ⊗ xi ∈ B(Σ)⊗dp X and y∗ ∈ Y ∗, we get that
|〈y∗, Uˆv〉| =
∣∣∣ n∑
i=1
〈ϕi ⊗ xi, Uy∗〉
∣∣∣ = |〈v, Uy∗〉| ≤ ‖Uy∗‖Pp′‖v‖dp .
But since
‖Uy∗‖Pp′ = ‖U∗y∗‖Pp′ = sup
{
|〈v, U∗y∗〉| : v ∈ BC(Ω)⊗dpX
}
= sup
{
|〈Uv, y∗〉| : v ∈ BC(Ω)⊗dpX
}
≤ ‖U‖ ‖y∗‖,
Uˆ is bounded on B(Σ)⊗dp X, as desired.
We have defined Uˆ so that Uˆ# = Sˆ. Hence, by Theorem 3.3, there exists
a constant c > 0 such that, for all (xi) ∈ `∞(X) and (ϕi) ∈ `wp′(B(Σ)),
(7) ‖((Sˆϕi)xi)‖wp′ ≤ c ‖(xi)‖∞‖(ϕi)‖wp′ .
Let (Ei) be a sequence of pairwise disjoint sets in Σ. Then (χEi) ∈
`wp′(B(Σ)) and ‖(χEi)‖wp′ ≤ 1. Indeed, let us show that even ‖(χEi)‖w1 ≤ 1.
By definition,
‖(χEi)‖w1 = sup
{
‖(〈χEi , µ〉)i||1 : µ ∈ BB(Σ)∗
}
.
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Also, it is well known that B(Σ)∗ = ba(Σ) as Banach spaces, where ba(Σ)
denotes the space of all bounded additive measures defined on Σ with the
variation norm, and the duality works as follows:
〈ϕ, µ〉 =
∫
Ω
ϕdµ , ϕ ∈ B(Σ), µ ∈ ba(Σ)
(see, e.g., [8, Theorem 1, p. 258]). Since, in particular,
〈χE, µ〉 = µ(E), for all E ∈ Σ,
we have
‖(χEi)‖w1 = sup
{
‖(µ(Ei))i||1 : µ ∈ Bba(Σ)
}
.
But
‖(µ(Ei))i||1 ≤ |µ|(
∞⋃
i=1
Ei) ≤ |µ|(Ω),
giving that ‖(χEi)‖w1 ≤ 1.
Therefore, since SˆχEi = m(Ei), we get from (7) the desired inequality
for (xi) ⊂ BX . 
Remark 4.3. Using the general inequality ‖zi‖ ≤ ‖(zi)i‖w1 for all i, it is
clear that ‖(χEi)‖w1 = 1 if there exists Ei0 6= ∅. An alternative proof of
the inequality ‖(χEi)‖w1 ≤ 1 can be done using extreme points. It is well
known that we only need to use any norming subset of B(Σ)∗ for evaluating
‖(χEi)‖w1 and a particularly useful example of this kind is the set of all
extreme points of BB(Σ)∗ (see, e.g., [5, p. 36]). This set coincides with
{αδω : α ∈ K, |α| = 1, ω ∈ Ω}, where δω ∈ B(Σ)∗ is defined by 〈ϕ, δω〉 =
ϕ(ω), ω ∈ Ω (see, e.g., [2, Chapter V, Theorem 8.4]). Then
‖(χEi)‖w1 = sup
{
‖(〈χEi , αδω〉)i‖1 : α ∈ K, |α| = 1, ω ∈ Ω
}
= sup
{
‖(αχEi(ω))i‖1 : α ∈ K, |α| = 1, ω ∈ Ω
}
= sup
{
‖(χEi(ω))i‖1 : ω ∈ Ω
}
≤ 1,
where the last inequality uses that (Ei) is a sequence of pairwise disjoint
sets in Σ (this inequality becomes an equality if there exists Ei0 6= ∅).
In Section 5, we shall see that the necessary condition from Proposition
4.2, in general, is not sufficient (see Example 5.3). But it is so for the case
p =∞, as the next proposition shows.
Proposition 4.4. Let X and Y be Banach spaces and let Ω be a compact
Hausdorff space. Assume that S ∈ L(C(Ω),L(X, Y )) and let m : Σ →
L(X, Y ∗∗) be its representing measure. The following statements are equiv-
alent.
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(a) There exists an operator U ∈ L(C(Ω, X), Y ) such that U# = S.
(b) There exists a constant c > 0 such that, for every sequence (Ei) of
pairwise disjoint sets in Σ and every sequence (xi) in BX , the inequality
‖(m(Ei)xi)‖w1 ≤ c holds.
Proof. We only need to prove (b)⇒(a). Similarly to the construction of the
elementary Bartle integral (the case when X = K) (see, e.g., [6, pp. 5–6]),
we have a linear operator V : S(Σ, X)→ Y ∗∗ defined by V f = ∑ni=1m(Ei)xi
for f =
∑n
i=1 χEixi, where E1, . . . , En are pairwise disjoint sets in Σ and
xi ∈ X \ {0}. Using that ‖f‖ = maxi ‖xi‖, we have that
‖V f‖ = sup
{∣∣∣〈y∗, n∑
i=1
m(Ei)xi〉
∣∣∣ : ‖y∗‖ ≤ 1}
≤ sup
{ n∑
i=1
∣∣∣〈y∗,m(Ei) xi‖xi‖〉
∣∣∣ ‖xi‖ : ‖y∗‖ ≤ 1}
≤ sup
{ n∑
i=1
∣∣∣〈y∗,m(Ei) xi‖xi‖〉
∣∣∣ : ‖y∗‖ ≤ 1}max
i
‖xi‖
=
∥∥∥(m(Ei)( xi‖xi‖
))∥∥∥w
1
‖f‖ ≤ c ‖f‖.
Therefore, V is continuous and it can be extended by continuity to B(Σ, X).
We keep calling its extension V . We shall show that U = V |C(Ω,X) is the
desired operator.
As in the proof of Proposition 4.2, we have Sˆ ∈ L(B(Σ),L(X, Y ∗∗))
defined by Sˆϕ =
∫
Ω
ϕdm, ϕ ∈ B(Σ). Let x ∈ X. Since
(SˆχE)x = m(E)x = V (χEx), E ∈ Σ,
and B(Σ) = S(Σ),
(Sˆϕ)x = V (ϕx), ϕ ∈ B(Σ), x ∈ X.
In particular,
(Sϕ)x = U(ϕx), ϕ ∈ C(Ω), x ∈ X,
meaning that U# = S. It remains to show that ranU ⊂ Y . From the last
equality, we see that U(ϕx) ∈ Y for all ϕ ∈ C(Ω) and x ∈ X. But, as is
well known,
C(Ω, X) = span{ϕx : ϕ ∈ C(Ω), x ∈ X}
(see, e.g., [26, p. 49]; this is, in fact, the main argument in the proof of
Grothendieck’s description C(Ω, X) = C(Ω)⊗ˆεX). 
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5. Examples
In Corollary 2.6, we proved that, for all Banach spaces X and Y , with
X∗ being of cotype 2, and for every S ∈ L(C(Ω),L(X, Y )) and p ≤ 2,
there exists an operator U ∈ L(Cp(Ω, X), Y ) such that U# = S. The next
example proves that this result does not hold for p > 2.
Example 5.1. There exists an operator S ∈ L(C([0, 1]),L(`2, `2)) such
that, for each p > 2, there does not exist any operator U ∈ L(Cp([0, 1], `2), `2)
such that U# = S.
Proof. Consider an operator S ∈ L(C([0, 1]),L(`2, `2)) defined by (Sϕ)x =
(x(n)ϕ(δn))n, for x = (x(n))n ∈ `2, where (δn)∞n=1 is the following sequence
in [0, 1]:
1
2
;
1
22
,
3
22
;
1
23
,
3
23
,
5
23
,
7
23
; · · · ; 1
2n
,
3
2n
, · · · , 2
n − 1
2n
; · · ·
By contradiction, let us suppose that there exist p > 2 and U ∈ L(Cp([0, 1], `2), `2)
such that U# = S. By Theorem 3.3, there exists a constant c > 0 such
that ‖((Sϕn)xn)‖wp′ ≤ c, for all (xn) ⊂ B`2 and (ϕn) ⊂ C([0, 1]) with
‖(ϕn)‖wp′ ≤ 1. Taking (xn) = (en), the unit vector basis in `2, we get
that (Sϕn)en = ϕn(δn)en, n ∈ N. Therefore,
∑∞
n=1 |〈ϕn(δn)en, y〉|p
′ ≤ cp′ ,
for all y = (y(n)) ∈ B`2 , meaning that
(8)
∞∑
n=1
|ϕn(δn)y(n)|p′ ≤ cp′
for all y = (y(n)) ∈ B`2 and (ϕn) ⊂ C([0, 1]) with ‖(ϕn)‖wp′ ≤ 1.
Let us consider the functions of the classical Faber–Schauder basis, ex-
cept the two first ones. Here are the first few of them:
ϕ11
ϕ21 ϕ
2
2
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ϕ31 ϕ
3
2 ϕ
3
3 ϕ
3
4
In general, given k ∈ N, we take ϕkn with n = 1, 2, . . . , 2k−1 defined by
ϕkn(t) =
{
1− |2kt− 2n+ 1| if 2n−2
2k
≤ t ≤ 2n
2k
,
0 otherwise.
Notice that ϕ11(δ1) = 1, ϕ
2
1(δ2) = ϕ
2
2(δ3) = 1, ϕ
3
1(δ4) = . . . = ϕ
3
4(δ7) = 1,
and so on, and consider the sequences (ψkn)n defined as
(ψ1n) = (ϕ
1
1, 0, 0, . . .),
(ψ2n) = (0, ϕ
2
1, ϕ
2
2, 0, . . .),
(ψ3n) = (0, 0, 0, ϕ
3
1, ϕ
3
2, ϕ
3
3, ϕ
3
4, 0, . . .),
and so on. In general,
(ψkn)n = (0, . . . , 0, ϕ
k
1, ϕ
k
2, . . . , ϕ
k
2k−1 , 0, . . .),
where ϕk1 is in the (2
k−1)-th position. It is clear that ‖(ψkn)n‖1 ≤ 1 and
therefore ‖(ψkn)n‖wp′ ≤ 1 for all k ∈ N. Using (8) for (ψkn)n, we obtain
2k−1∑
n=2k−1
|y(n)|p′ ≤ cp′ , for all k ∈ N and y = (y(n)) ∈ B`2 .
This is, however, impossible. Indeed, take
y = (0, . . . , 0,
1√
2n
, . . . ,
1√
2n
, 0, . . . , 0),
where y is null except for the positions from 2k−1 to (2k − 1). Obviously,
y ∈ B`2 and
2k−1∑
n=2k−1
|y(n)|p′ = 2k−1
( 1√
2k−1
)p′
= 2(k−1)(1−
p′
2
),
which is certainly (much) bigger than some cp
′
for sufficiently large k. 
In Corollary 3.5, we proved that, for all Banach spaces X, Y , and Z,
every p with 1 ≤ p ≤ ∞, and every operator S ∈ Pp′(Z,L(X, Y )), there
exists an operator U ∈ L(Z⊗ˆdpX, Y ) such that U# = S. The next example
proves that the converse of this result, in general, does not hold. We use
notation from Section 4 for Ω = [0, 1]: Σ is the σ-algebra of Borel subsets of
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[0, 1] and B(Σ) is the Banach space of all bounded Σ-measurable functions
on [0, 1].
Example 5.2. There exists an operator S ∈ L(c0,L(B(Σ),B(Σ))) which is
not absolutely r-summing for 1 ≤ r <∞ and such that, whenever 1 ≤ p ≤
∞, there exists an operator U ∈ L(c0⊗ˆdpB(Σ),B(Σ)) satisfying U# = S.
Proof. Denote by (en) the unit vector basis in c0. Consider a linear operator
S : c0 → L(B(Σ),B(Σ)) defined by Sen = Tn for all n ∈ N, where Tn ∈
L(B(Σ),B(Σ)) is defined by Tnϕ = ϕχ(1/(n+1),1/n], ϕ ∈ B(Σ).
Let (αn) ∈ c0. Then
‖S(αn)‖ =
∥∥∥ ∞∑
n=1
αnTn
∥∥∥ = sup
‖ϕ‖≤1
∥∥∥ ∞∑
n=1
αnϕχ(1/(n+1),1/n]
∥∥∥.
Let ϕ ∈ B(Σ) with ‖ϕ‖ ≤ 1. For every t ∈ (0, 1], there exists a unique
n0 ∈ N such that t ∈ (1/(n0 + 1), 1/n0]. Then∣∣∣ ∞∑
n=1
αnϕ(t)χ(1/(n+1),1/n](t)
∣∣∣ = |αn0ϕ(t)| ≤ ‖(αn)‖ ‖ϕ‖ ≤ ‖(αn)‖
(this inequality is trivially true for t = 0). Thus S is bounded.
In order to show that there exists an operator U ∈ L(c0⊗ˆdpB(Σ),B(Σ))
such that U# = S, we check that S satisfies condition (b) of Theorem 3.3.
Let (α˜n)
N
n=1 ⊂ c0, with α˜n = (αn(m))m, and (ϕn)Nn=1 ⊂ B(Σ) be finite
systems. Then (see, e.g., [5, p. 35] for the formula of ‖(·)‖wp′ below)
‖((Sα˜n)ϕn)‖wp′ = sup
{∥∥∥ N∑
n=1
γn(Sα˜n)ϕn
∥∥∥ : (γn) ∈ B`Np }.
For (γn) ∈ B`Np , notice that∥∥∥ N∑
n=1
γn(Sα˜n)ϕn
∥∥∥ = ∥∥∥ N∑
n=1
γn
∞∑
m=1
αn(m)Tmϕn
∥∥∥ =
=
∥∥∥ N∑
n=1
γn
∞∑
m=1
αn(m)ϕnχ(1/(m+1),1/m]
∥∥∥.
But, again, for every t ∈ (0, 1], there exists a unique m0 ∈ N such that
t ∈ (1/(m0 + 1), 1/m0] (for t = 0, the chain of inequalities below is trivially
true), and we obtain∣∣∣ N∑
n=1
γn
∞∑
m=1
αn(m)ϕn(t)χ(1/(m+1),1/m](t)
∣∣∣ = ∣∣∣ N∑
n=1
γnαn(m0)ϕn(t)
∣∣∣
≤ ‖(ϕn)‖∞
∣∣∣ N∑
n=1
γnαn(m0)
∣∣∣ ≤ ‖(ϕn)‖∞∥∥∥ N∑
n=1
γnα˜n
∥∥∥ ≤ ‖(ϕn)‖∞‖(α˜n)‖wp′ ,
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yielding
‖((Sα˜n)ϕn)‖wp′ ≤ ‖(ϕn)‖∞‖(α˜n)‖wp′ ,
meaning that condition (b) of Theorem 3.3 holds.
Finally, let 1 ≤ r < ∞. Since (en) ∈ `w1 (c0), also (en) ∈ `wr (c0). If now
S were an absolutely r-summing operator, then the sequence (Sen) = (Tn)
would be absolutely r-summing (see, e.g., [5, Proposition 2.1, p. 34]. This
is however impossible, because ‖Tn‖ = 1 for all n ∈ N. Thus S is not
absolutely r-summing. 
In Proposition 4.2, for a given operator S ∈ L(C(Ω),L(X, Y )), we ob-
tained a necessary condition, expressed in terms of the representing measure
of S, for the existence of an operator U ∈ L(Cp(Ω, X), Y ) such that U# = S.
The next example proves that this condition, in general, is not sufficient.
Example 5.3. Let 1 < p < 2. There exist a compact Hausdorff space Ω
and an operator S ∈ L(C(Ω),L(`p,K)) such that its representing measure
m : Σ→ L(`p,K) verifies that
‖(m(Ei)xi)‖p′ ≤ c, hence also ‖(m(Ei)xi)‖wp′ ≤ c,
for some constant c > 0 and for every sequence (Ei) of pairwise disjoint
sets in Σ and every sequence (xi) in B`p . However, there does not exist any
operator U ∈ L(Cp(Ω, `p),K) such that U# = S.
Proof. Kwapien´ showed (see [13, Theorem 7] or, e.g., [5, p. 208]) that there
exist bounded linear operators S from `∞ to `p′ = L(`p,K), 2 < p′ < ∞,
which are not absolutely p′-summing. Since `∞ can be identified with C(Ω),
where Ω is the Stone–Cˇech compactification of N, we have an operator
S ∈ L(C(Ω), `p′) \ Pp′(C(Ω), `p′).
The canonical identification Cp(Ω, `p)
∗ = Pp′(C(Ω), `∗p) identifies U ∈
Cp(Ω, `p)
∗ with U# ∈ Pp′(C(Ω), `p′) (see Section 2). Since our S is not ab-
solutely p′-summing, there does not exist U ∈ Cp(Ω, `p)∗ = L(Cp(Ω, `p),K)
such that U# = S.
On the other hand, thanks to Lindenstrauss and Pe lczyn´ski [14] and
Maurey [15] (see, e.g., [5, Theorems 10.6 and 10.9]), we know that L(C(Ω), `p′) =
P(p′,1)(C(Ω), `p′) (here we use again that 2 < p
′ < ∞). Using that S is
an absolutely (p′, 1)-summing operator, we shall show that its represent-
ing measure m : Σ → `p′ verifies the above condition. Let (Ei) be a se-
quence of pairwise disjoint sets in Σ and let (xi) ⊂ B`p . Then, the sequence
(χEi) ∈ `w1 (B(Σ)) and ‖(χEi)‖w1 ≤ 1 (see the proof of Proposition 4.2 or
Remark 4.3). As m : Σ → `p′ = (`p′)∗∗ is the (classical) representing mea-
sure of S, the integration operator Sˆ ∈ L(B(Σ), `p′) coincides with S∗∗|B(Σ).
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Since S is absolutely (p′, 1)-summing, also S∗∗ is (see [1, Theorem 3.4] or,
e.g., [20, 17.1.5]), and hence Sˆ is, giving that
‖(SˆχEi)‖p′ ≤ ‖Sˆ‖P(p′,1)‖(χEi)‖w1 ≤ ‖Sˆ‖P(p′,1) =: c.
Therefore
‖(m(Ei)xi)‖p′ = ‖((SˆχEi)xi)‖p′ ≤ ‖(SˆχEi)‖p′ ≤ c.

Acknowledgements
Fernando Mun˜oz wishes to acknowledge a partial support from institu-
tional research funding IUT20-57 of the Estonian Ministry of Education and
Research and the warm hospitality provided by Eve Oja and the members
of her Functional Analysis team at the University of Tartu, where a part
of this work was done in the spring of 2015. The research of Eve Oja was
partially supported by Estonian Science Foundation Grant 8976 and by in-
stitutional research funding IUT20-57 of the Estonian Ministry of Education
and Research. The research of Ca´ndido Pin˜eiro and Fernando Mun˜oz was
partially supported by the Junta de Andaluc´ıa P.A.I. FQM-276.
References
[1] H. Apiola, Duality between spaces of p-summable sequences, (p, q)-summing opera-
tors and characterization of nuclearity, Math. Ann. 219 (1976) 53–64.
[2] J. B. Conway, A Course in Functional Analysis, 2nd Edition, Springer-Verlag, New
York, 1990.
[3] A. Defant, K. Floret, Tensor Norms and Operator Ideals, North-Holland Publishing
Co., Amsterdam, 1993.
[4] J. Diestel, J. H. Fourie, J. Swart, The Metric Theory of Tensor Products.
Grothendieck’s Re´sume´ Revisited, Amer. Math. Soc., Providence, RI, 2008.
[5] J. Diestel, H. Jarchow, A. Tonge, Absolutely Summing Operators, Cambridge Stud.
Adv. Math. 43, Cambridge Univ. Press, Cambridge, 1995.
[6] J. Diestel, J. J. Uhl, Vector Measures, Math. Surveys Monogr. 15, Amer. Math.
Soc., Providence, RI, 1977.
[7] N. Dinculeanu, Vector Measures. Int. Ser. Monographs. Pure. Appl. Math. 95, Ox-
ford/Berlin, 1967.
[8] N. Dunford, J.T. Schwartz, Linear Operators. Part 1: General Theory, Wiley, New
York, 1958.
[9] C. S. Ferna´ndez, The closed graph theorem for multilinear mappings, Internat. J.
Math. & Math. Sci. 19 (1996) 407–408.
[10] J. Fourie, J. Swart, Banach ideals of p-compact operators, Manuscripta Math. 26
(1979) 349–362.
[11] A. Grothendieck, Re´sume´ de la the´orie me´trique des produits tensoriels topologiques,
Bol. Soc Mat. Sa˜o Paulo 8 (1953/1956) 1–79.
[12] A. Grothendieck, Produits tensoriels topologiques et espaces nucle´aires, Mem. Amer.
Math. Soc. 16 (1955).
[13] S. Kwapien´, On a theorem of L. Schwartz and its applications to absolutely summing
operators, Studia Math. 38 (1970) 193–201.
OPERATORS ON Cp(Ω, X) 23
[14] J. Lindenstrauss, A. Pe lczyn´ski, Absolutely summing operators in Lp-spaces and
their applications, Studia Math. 29 (1968) 275–326.
[15] B. Maurey, Sur certaines proprie´te´s des ope´rateurs sommants, C. R. Acad. Sci. Paris
A277 (1973) 1053–1055.
[16] S. Montgomery-Smith, P. Saab, p-Summing operators on injective tensor products
of spaces, Proc. Royal Soc. Edinburgh 120 (1992) 283–296.
[17] F. Mun˜oz, E. Oja, C. Pin˜eiro, On α-nuclear operators with applications to vector-
valued function spaces, J. Funct. Anal. 269 (2015) 2871–2889.
[18] E. Oja, Inner and outer inequalities with applications to approximation properties,
Trans. Amer. Math. Soc. 363 (2011) 5827–5846.
[19] E. Oja, V. Randala, Into isomorphisms in tensor products of Banach spaces, Quaest.
Math. 32 (2009) 269–279.
[20] A. Pietsch, Operator Ideals, Deutsch. Verlag Wiss., Berlin, 1978; North-Holland
Publishing Co., Amsterdam/New York/Oxford, 1980.
[21] G. Pisier, Counterexamples to a conjeture of Grothendieck, Acta Math. 151 (1983)
181–208.
[22] D. Popa, 2-Absolutely summing operators on the space C(T,X), J. Math. Anal.
Appl. 239 (1999) 1–6.
[23] D. Popa, (r, p)-Absolutely summing operators on the space C(T,X) and applica-
tions, Abstract Appl. Anal. 6 (2001) 309–315.
[24] D. Popa, Examples of summing, integral and nuclear operators on the space
C([0, 1], X) with values in c0, J. Math. Anal. Appl. 331 (2007) 850–865.
[25] D. Popa, 2-Summing operators on C([0, 1], `p) with values in `1, Proc. Indian Acad.
Sci. (Math. Sci.) 119 (2009) 221–230.
[26] R. Ryan, Introduction to Tensor Products of Banach Spaces, Springer, London,
2002.
[27] P. Saab, B. Smith, Nuclear operators on spaces of continuous vector-valued func-
tions, Glasgow Math. J. 33 (1991) 223–230.
[28] P. Saphar, Produits tensoriels d’espaces de Banach et classes d’applications line´aires,
Studia Math. 38 (1970) 71–100.
[29] D. P. Sinha, A. K. Karn, Compact operators whose adjoints factor through subspaces
of `p, Studia Math. 150 (2002) 17–33.
[30] C. Swartz, Absolutely summing and dominated operators on spaces of vector-valued
continuous functions, Trans. Amer. Math. Soc. 179 (1973) 123–131.
Departamento de Matema´ticas, Facultad de Ciencias Experimentales,
Universidad de Huelva, Campus Universitario de El Carmen, 21071 Huelva,
Spain
E-mail address: fmjimenez@dmat.uhu.es
Faculty of Mathematics and Computer Science, University of Tartu,
J. Liivi 2, 50409 Tartu, Estonia; Estonian Academy of Sciences, Kohtu 6,
10130 Tallinn, Estonia
E-mail address: eve.oja@ut.ee
Departamento de Matema´ticas, Facultad de Ciencias Experimentales,
Universidad de Huelva, Campus Universitario de El Carmen, 21071 Huelva,
Spain
E-mail address: candido@uhu.es
