Coherent energy transfer in pigment-protein complexes has been studied by mapping the quantum network to a kinetic network. This gives an analytic way to find parameter values for optimal transfer efficiency. In the case of the Fenna-Matthews-Olson (FMO) complex, the comparison of quantum and kinetic network evolution shows that dephasing-assisted energy transfer is driven by the two-site coherent interaction, and not system-wide coherence. Using the Schur complement, we find a new kinetic network that gives a closer approximation to the quantum network by including all multi-site coherence contributions. Our new network approximation can be expanded as a series with contributions representing different numbers of coherently interacting sites.
Introduction
Since coherent energy transfer in the Fenna-Matthews-Olson complex (FMO) has been observed [6, 9, 13] , extensive experimental and theoretical research has been dedicated to studying coherent resonant transfer [5] and the coherent pigment-protein interaction [12, 8] . In particular, numerical solutions of simple models have shown that dephasingthe destruction of the coherences -at an intermediate rate helps to increase the energy transfer efficiency [10, 11] . This has been called dephasing-or environment-assisted energy transfer, and is analogous to a critically damped oscillator. The dephasing corresponds to damping and causes the exciton to relax to an equal distribution for every pigment site instead of staying localized due to the energy mismatch between the sites.
The models are based on two assumptions. First, only a single exciton is present, it is located at any of the seven pigments. The pigment exciton energy, and the pigment dipole-dipole interaction [4, 1] then lead to an oscillatory evolution of the system. And second, the site-environment interactions are assumed to be purely Markovian without any temporal or spatial correlations. The environment interactions are dephasing, recombination and trapping. Dephasing destroys the site coherences without destroying the exciton itself, and phonon recombination or photon re-emission lead to loss of the exciton to the environment. Trapping is the transfer of the exciton to the reaction center, where the electronic energy is converted to chemical energy, in FMO it occurs at pigment 3. The transfer efficiency is the probability that an exciton starting at site 1 or site 6 reaches the reaction center. For a general system with n pigments, we convert the master equation of the coherent model into vector forṁ ρ = M ρ where ρ ∈ R n 2 is the density matrix in vector form and M is a real n 2 × n 2 -matrix. Two procedures to find M are presented in 2.2 and 3.5. To study population transfer channels and conditions for optimal transfer, a mapping to kinetic networks has been proposed [3, 7] . A kinetic network is a system where the exciton jumps incoherently between sites according to some fixed rates, i.e. a continuous-time Markov process. In its simplest version this approximation only takes into account the coherent interaction between pairs of sites to derive the transfer rate between them. If the two sites interact with strength V , have an energy separation E, and both sites experience dephasing at rate γ and population loss at rate κ then the rate is µ = 2 |V | 2 (γ + κ)
This rate is maximized for the intermediate dephasing rate γ = E − κ so the phenomenon of dephasing-assisted transfer is maintained in this approximation. For a system with n sites, these rates constitute the off-diagonals of a n × n rate matrix N 0 , and the system populations evolve according tȯ
where p ∈ R n is the time-dependent population vector. Figure 1 displays the transfer efficiency with models M and N 0 for different γ, the dephasing-assisted regime clearly shows as a peak around γ ≈ 170cm −1 . At the peak the population evolution of M is well approximated by that of N 0 , therefore dephasing-assisted energy transfer can be explained by the relatively simple coherent dynamic between pairs of sites that enters the rate µ and the influence of system-wide coherence is small.
To extract the limit of good approximation we introduce scaling variables, Γ which is proportional to the energy separations, dephasing and population loss rates, and Θ which is proportional to the site interactions. We will show that the approximation of N 0 to M becomes good as ΘΓ −1 approaches 0. We generalize the procedure of finding a kinetic network approximation in a mathematically appealing way using block matrices. We find a kinetic network matrix N that follows the evolution of M much closer -it is over three orders of magnitude more precise than the network N 0 as shown in Figure 1 . Further, it can be expanded in ΘΓ −1 as
where N 0 is the approximation described above, and the N k are rate corrections due to coherent interactions via k intermediate sites. The expansion terms become smaller for increasing k, N k ∝ Θ · (ΘΓ −1 ) k . By stopping the expansion at a finite k kinetic networks approximation of varying accuracy can be formed allowing the study of coherent interaction at different "scales" or number of involved sites. We restrict our further investigation to the dominant contribution N 0 and the entire sum N .
In our exact bounds we study the system with all population-loss mechanisms removed. Due to dephasing the exciton spreads throughout the system at the exciton relaxation time τ and all populations become equal. The difference ∆τ between relaxation times of M and N or N 0 gives a simple measure of how good the kinetic networks approximate the quantum network. As ΘΓ −1 becomes small the kinetic networks approach the quantum network and ∆τ becomes small as well.
We define τ and ∆τ as follows, using the Euclidean norm p 2 = n i=1 p 2 i to compare population vectors. Definition 1.
The map
n is the restriction of density vectors ρ to population vectors p, and consequently T † gives the embedding of population vector space in density vector space. In particular, if the first n components of ρ represent the site populations, then T = (½ n , 0 n×(n 2 −n) ).
The maximum relaxation time is
and the corresponding minimal relaxation rate is
The maximum deviation of relaxation time between the quantum network M and the kinetic network N is
4. Define τ 0 , µ 0 and ∆τ 0 in the same way, replacing N with N 0 .
For our bounds we require that every site experiences dephasing. Further, the network has to be connected, meaning that any two sites can exchange populations -directly or indirectly-such that the relaxed state will have equal population everywhere. And finally we also require our site interactions to be real -but it is clear from our proofs that the generalization to complex interactions could be treated in a similar manner.
Our first results shows how fast the relaxation time of the two kinetic networks N 0 and N approximate that of the quantum network M as ΘΓ −1 gets small.
Theorem 2.
There are scaling invariant constants k 1 and k 2 , such that for ΘΓ −1 small enough we have the following bounds:
1. The relative difference of relaxation time between quantum evolution M and kinetic evolution N 0 is bounded by
2. The relative difference of relaxation time between quantum evolution M and kinetic evolution N is bounded by
This Theorem follows from Theorem 5 and Corollary 7 in Section 5. We also find the following exponential bounds on the time dependence.
Theorem 3. There are scaling invariant constants k 3 , k 4 and k 5 , such that for any initial population distribution p 0 we have the following bounds, as long as ΘΓ −1 is small enough:
For all times
This Theorem follows from Theorem 8 and Corollary 10 in Section 6. We expect that more sophisticated methods might yield the same bound without the Θ 2 Γ −2 log ΘΓ −1 term.
The quantum network
We first introduce the Master equation for the coherent model. Then we reformulate the equation in vector form and combine the entire dynamic in the real n 2 × n 2 -matrix M . We describe the general structure of M as a preparation to the next section, where we generate kinetic networks from parts of M .
Master equation
We consider the same quantum mechanical system studied in [11] with n sites carrying a single excitation which is equivalent to a system with n states/levels. The site energies are E k ∈ R so the energy operator is
The site k couples to site l with interaction strength V kl ∈ C so the interaction operator is
where V kl = V lk . Site trapping, re-emission and recombination can be incorporated by an anti-hermitian operator A. Let κ k be the combined rate of exciton loss at site k due to these effects, then A is defined as
Finally, every site is also under the influence of dephasing at rate γ k ≥ 0 incorporated in the Lindbladian superoperator
, the single exciton manifold of the quantum network is described by the master equationρ
where square and curly brackets represent commutator and anti-commutator respectively. For now we set A = 0, ignoring exciton depleting processes as explained above. We will mention how to include them in the kinetic network approximations later on. Our approximation becomes exact in the limit where the energy difference between sites is large, the dephasing is large and the interactions are small. To be specific, we introduce scaling parameters Γ and Θ and consider the limit ΘΓ −1 → 0. Energies and dephasing scale like Γ and interactions scale like Θ
With these assumptions the master equation turns intȯ
Because this equation is linear in ρ it can be converted into vector forṁ
where ρ ∈ R n 2 is the density matrix in vector form and M is a real n 2 × n 2 -matrix. Two procedures to find M are presented in 2.2 and 3.5.
Converting to vector equation
We rewrite the master equation (3) , skipping the scaling factors Θ and Γ, it is easy to reintroduce them at a later pointρ
Our first goal is to convert this into the differential equatioṅ
Notice that because ρ = ρ † the space of density matrix has n 2 real dimensions, so we are not using any information when mapping ρ to ρ.
We use the following conversion:
1. The first n entries of the density vector are the populations -the real diagonal entries of ρ.
2. For the entries n + 1 to n 2 we alternate between real and imaginary parts of the coherences -the off-diagonal entries of ρ -starting with entry ρ kl where k = 1 and l = 2 continuing by increasing l until l = n, then moving to the entry ρ 23 . We multiply all these entries with √ 2, a normalization factor useful to achieve simpler expressions later on.
In terms of index equations this is:
Other mappings will yield the same kinetic networks, as long as they allow for an easy separation of population and coherence space. While somewhat tedious, it is now relatively straightforward to find the matrix M such thaṫ
To find the rows k = 1 . . . n we write out the diagonal components of the RHS of (4), and to find rows k = n+1, . . . , n 2 we write out the off-diagonals of the RHS of (4). We follow this procedure explicitly for the case n = 3 in Appendix A. From there it is obvious how the procedure generalizes to larger n. Here we will only present the final form.
The coherent evolution matrix M
For simple notation and to simply extract the kinetic networks we split up the density vector space R n 2 . Let P = R n be the space of populations and let C = R n 2 −n be the space of coherences. We can then write density vectors as ρ = p c with p ∈ P and c ∈ C. With this splitting the matrix M describing the quantum network looks like
where a : P → C and b : C → C are real matrices (so a † = a ⊤ , but we'll keep the more general notation for later). Notice that the populations do not affect each other directly, but only via the coherences.
Matrix a describes how populations couple to coherences, its entries are real and imaginary parts of V kl , naturally, site k will only couple to coherences kl with l = k, thus of the (n 2 − n) entries in the k-th column of a only 2(n − 1) are nonzero. Matrix b describes how coherences couple to other coherences, if considered as a block matrix with 2 × 2-blocks the diagonal block for the coherence between site k and site l is of the form
where
The off-diagonal blocks consist of real and imaginary parts of V kl . From the form of M , when ignoring the off-diagonal blocks of b, we see that the site k couples to the site l via the coupling strength V kl , then some mixture of γ kl and E kl and then again via the coupling strength V kl . This reminds us of the rates of the form µ =
2V
2 γ γ 2 +E 2 described in (1) that make up the matrix N 0 . We will make this intuition precise is the next subsections.
Kinetic networks
In this section we show how the kinetic network N emerges naturally out of the study of the resolvent (z − M ) −1 . We expand N in powers of ΘΓ −1 , giving the series
with the leading order contribution being N 0 . For some steps involving matrix calculations we only give a simplified version. However, in Appendix (A) we follow the procedure described below, giving the full expressions in the case n = 3.
Extracting the kinetic network N
To extract kinetic networks from M we consider its resolvent (z − M ) −1 . Remember that for any holomorphic function f we have
Therefore, if one can bound the resolvent appropriately, one can also bound the evolution operator e Mt and other related quantities. Because we only care about approximating the population dynamics we restrict our view to the population block of the resolvent of M . The Banchiewicz formula [2] gives the inverse of a 2 × 2-block matrix. The first block of the inverse -in our case the population block -is called the Schur complement, and due to its basic nature has many applications in applied mathematics, statistics and physics [14] . Here we use it to "pull" the coherence dynamic back into population space. Only writing the Schur complement and skipping the other blocks of the resolvent we have
Remember the operator T , the restriction to population space. With our choice of density vector basis it has the form
The difference of evolution for initial conditions
and kinetic network N is thus
For a good approximation we require
At this point it is a small step to drop the second z on the LHS, in which case the formula becomes equality if we set
To see intuitively that this approximation is good, consider the following. Matrix b contains terms proportional to Γ on its diagonal and terms proportional to Θ on its off-diagonal, matrix a is proportional to Θ, therefore
when ΘΓ −1 becomes small. For values of z that are smaller than eigenvalues of b the approximation (6) is good
, for values of z larger than eigenvalues of b is good, because then z is much larger than the eigenvalues of N , and so both sides of (6) are approximately z −1 . This basic insight is what drives our bounds in Section 8.
Expanding N
As mentioned in 2.3, b consists of 2 × 2-blocks proportional to Γ on the diagonal and 2 × 2-blocks proportional to Θ on the off-diagonal. We separate this contributions defining
where b 0 ∝ Γ and ν ∝ Θ is the block-diagonal and block-off-diagonal of b respectively. If ΘΓ −1 is small enough and if b 0 is invertible we can expand
This leads to the expansion
When using explicit forms of a, b 0 and ν one can see that the rates in N k consist of corrections due to interactions via k intermediates. Roughly speaking, every of the (k + 1) sites along the chain contributes a factor of Θ, every of the k coherences (links) contributes a factor of Γ −1 , thus N k scales like Θ k+1 Γ −k .
The network N 0
We now present the explicit form of
0 a the dominant contribution to N . We only show the crucial parts of the calculations that should make clear how to get the result for general n.
Notice that, from 3.2 and (5), it follows that b 0 is a (n 2 − n) × (n 2 − n) matrix with the only nonzero entries being 2 × 2 blocks
along the diagonal. With the unitary transformation
we can diagonalize these 2×2 blocks. Hence, the entire matrix b 0 can be diagonalized by applying the transformation
with
where diag denotes a diagonal matrix with given diagonal entries. In fact, U also helps to simplify a, consider the case n = 3ã
and the same happens forν = U † νU (derivation in Appendix A). Notice that bothb 0 andã are complex matrices, still, we can use the transformed matricesã,b 0 , andν when finding explicit expressions for the real matrices N k , because U cancels out. For example
In the case n = 3 we get
The following simplified calculation illustrates how the rates µ kl result from the matrix multiplicationã †b−1 0ã
More generally for any n we have
for i = j and
This is just the network described in [3] and the introduction.
Including re-emission, recombination and trapping
The population decreasing effects of re-emission, recombination and trapping can all be described by the rates κ k of the diagonal anti-hermitian operator
κ k |k k| included in our general master equation (2) . The contribution to the rate of changeρ is easily calculated
and M becomes
with the new contributions
the rate that decreases the coherence of sites k and l. With this the networks become
which also hold with the replacements a →ã, b →b and ν →ν, while leaving c 1 and c 2 unchanged. The rates in N 0 can again be calculated directly
Numerical simulations
According to the last two subsections, network N 0 is easy to calculate directly, while network N and any k-site contribution N k can be formed from the general definition ofã,b 0 andν (see Appendix (B)) which can be somewhat tedious. However, there is another approach related to numerical simulations. When running numerical calculations to simulate a complex master equation (2) on a software like Octave or Matlab, the need to convert the equation to the form˙ ρ = M ρ with a real M arises in any case. This can be done as we describe it in 2.2, or more easily -because we have the help of a computer -by defining an orthonormal density space basis. For example set
for k < l. Then matrix M can be formed by applying the master equation to those vectors and finding their coordinates. The following gives the population space block of M
where M is the superoperator formed by the RHS of the master equation (2) . Once the entire real matrix is found it is cut into population and coherence blocks
and a generalized kinetic network of the same form as N is calculated as
CC m CP + m P P . Hence, if one has already calculated M in order to simulate a quantum network, it only takes a few steps to find the kinetic network approximation N .
Preliminaries
In this section we give some definitions and conditions. The conditions allow us to infer basic facts about the spectra of the operators N 0 , N and M , which are required for all our bounds in Sections (5), (6) and (8).
Norm
Because for our bounds of the relaxation time we remove all population decreasing effects all evolutions M , N 0 , and N leave the total population invariant. Therefore we split up the space of populations P . Set e = (1, 1, . . . , 1) † /n ∈ P the equal population vector. As we will prove in Proposition 4, as long as the network meets certain conditions, both quantum and kinetic evolutions will tend to e for any initial condition with total population 1. Consequently, we are only interested in the properties of our matrices in the space of population inequalities
This is reflected in the norm we use, defines as follows. For A : X 1 → X 2 where X 1 and X 2 are equal to I or C we define the operator norm as
where · 2 is the Euclidean norm. Hence, from now on, we think of our matrix blocks as
Note that a is the same if we maximize over I or P because a e = 0, and that a = a † . Also, according to Proposition 4 N 0 < 0 on I and therefore N 
Conditions
For all our following bounds we have a set of conditions.
• First, we require that the network is connected, in the sense that any two sites k and l are coupled, at least via some intermediates, i.e. for some integer p ≥ 0 there are sites m j , j = 1 . . . p such that the product
is nonzero. This condition ensures that all sites can exchange population and the evolution ultimately converges to e.
• Second, we require all the site dephasing rates to be strictly positive,γ k > 0. This condition is essential for our approximation, as the coherences need to decay for the evolution M to become non-oscillatory. Notice that the limit ΘΓ −1 → 0 does not require that the dephasing rates get larger, but they will be much larger than the magnitude of eigenvalues of N or N 0 , the population decay rates, because Γ ≫ Θ 2 Γ −1 .
• Finally, we require that the V kl are real. This ensures that N is symmetric and has a real spectrum (see Proposition 4), which allows simpler bounds in our proofs. While N 0 is always symmetric, we first compare the evolutions of M and N , and then the evolutions of N and N 0 . Therefore we require this condition for both N 0 and N . We are confident that our methods would extend to the case of complex V kl , but for the sake of clarity we restrict ourselves to the simpler case.
Inverse bounds
Or proofs consist mainly of using the following two bounds on the inverse on different parts of resolvents. First, consider the Taylor series of the inverse close to 1, which for real numbers x gives
for |x| ≤ 1/2. This is readily translated to a bound for operators
for B ≤ 1 2 A −1 −1 . Second, if A < −c < 0 is a negative definite, self-adjoint, finite dimensional operator and z ∈ C with Re z ≥ 0
and
these two bounds follow from the fact
Spectral properties
The following Proposition gives some basic facts about the spectra of the kinetic networks N and N 0 . We will use these properties for the proofs of our bounds. 6. For ΘΓ −1 small enough, N 0 < −µ/2 and N < −µ 0 /2 on I.
Proof. 1. These properties follow directly from the form in (12) and (13). 2. N is real because it is a product of a, b −1 and a † which are also real. 3. If V kl is real thenã (see (10) )is real, so N =ã
Furthermore,b ⊤ =b (see Appendix A) therefore
4. From (10) it is not hard to understand howã looks for any n. One sees that the two rows for the coherence between sites k and l have exactly two non-zero entries, the first has V kl and −V kl , and the second hasV kl and −V kl . Thereforeã e = 0 and so N 0 e = N e = 0.
5. For v ∈ I we have k v k = 0. Now
The condition for equality is as follows. Because γ k > 0 we have
Hence, because the network is connected, we have v k = v l for all k and l and with k v k = 0 it follows that v = 0, thus N 0 < 0 on I. and we can apply (15) on
So, the distance of N and N 0 is proportional to Θ 2 Γ −2 Θ, and the eigenvalues in N 0 and N -in particular µ 0 and µ -are proportional to Θ 2 Γ −1 . Comparing the two gives
because ΘΓ −1 ≪ 1. That means the eigenvalues are approaching each other relative to their magnitude, in particular N becomes negative definite like N 0 , and
Now it immediately follows that
N < −µ < µ 0 /2 N 0 < −µ 0 < µ/2 .
Bounding relaxation time error
We now give an explicit definition of relaxation time and the norms we use to control it. Then we derive bounds first comparing the quantum network M to the kinetic network N , and then comparing the kinetic networks N and N 0 . As a simple check of sanity consider the following. If we scale Γ ∝ s and Θ ∝ s then also M, N ∝ s and time scales inversely ∆τ, τ ∝ s −1 . Therefore the relative error ∆τ rel = ∆τ /τ stays unchanged and we expect bounds in terms of positive powers of ΘΓ −1 . Our two bounds show exactly this behavior. The approximation of N to M is proportional to Θ 2 Γ −2 , while the approximation of N 0 to N is proportional to ΘΓ −1 , combining the two approximations it follows that the approximation of N 0 to M is also proportional ΘΓ −1 . Note that all the results in this Section require the conditions in 4.2.
Relaxation time
By Proposition (4), the eigenvalues of N and N 0 on I are all negative for ΘΓ −1 small enough, so for any initial distribution p 0 ∈ I e N t p 0 → 0
and applying the operator norm maximizes the relaxation time for the kinetic network N over all possible population inequalities p 0 ∈ I, set
and in the same way we define τ 0 = µ −1 0 for the network N 0 . We define the error in relaxation time as the relaxation time difference maximized over I
Hence, bounding ∆τ means controlling the worst possible error in relaxation time when approximating M by N . The relative error is ∆τ rel = ∆τ /τ notice that we compare the worst possible relaxation time error to the longest possible relaxation time, those two do not necessarily occur for the same initial condition. We define ∆τ 0 and ∆τ 0, rel in the same way, comparing N and N 0 .
Resolvent difference
Converting the operator for the relaxation time error we get
where the complex integration follows a contour surrounding both Spec M and Spec N . Define S(z) to be the difference of the two resolvents
We now seek a bound on ˆ∞
Comparing the relaxation time of M and N
When bounding second order terms with the inverse bound we encounter
and κ 0 for the corresponding terms with b 0 instead of b. Notice the scaling behavior µ, µ 0 ∝ Θ 2 Γ −1 and κ, κ 0 ∝ Θ 2 Γ −2 . We will change the contour integration in (18) to be along the imaginary axis z = iy for y ∈ R. We prove the somewhat technical bounds on S(iy) in Lemma 11 in Section 8.
where β > 0 is the scaling independent constant from Lemma 11. This gives a bound on the relative error
where k 2 is scaling invariant.
Proof. We set the integration contour in (18) to be along the complex axis z = iy for y ∈ R with y going from −R to +R. We close the contour to the left in the half plane of negative real parts along a circle of radius R. According to Lemma 11, S(z) has no poles with Re z ≥ 0 and so all poles lie within this contour for R large enough and ΘΓ −1 small enough. As R tends to infinity the integrand behaves like 1 z 3 so the half-circle does not contribute to the integral. We can therefore change to complex integral to an integral in y over all of R
Now split up the integral into two regions |y| ≤ µ and |y| ≥ µ and then use the corresponding bounds from Lemma 11. Choose ΘΓ −1 small enough so that µ < α and use part 1 of the Lemma to bound
and use part 2 of the Lemma to bound
Adding the two bounds gives the result
Comparing the relaxation time of N and N 0
Theorem 6. If ΘΓ −1 is small enough then
where µ and κ can also be replaced by µ 0 and κ 0 . This gives a bound on the relative error
where k ′ 2 is scaling invariant.
Proof. In this case we don't need to bound the resolvent, instead we can evaluate the integral
We use the inverse bound (15) twice. First, because ν ≤ 1 2 b −1 −1 as long as ΘΓ −1 is small enough, we can apply the bound on
Now, apply the bound again with A = N and B = N 0 − N . The condition for B is
where we used (19) in the second step. The last inequality is again achieved for ΘΓ −1 small enough because the two sides scale like
Now it follows that
as claimed. By switching the role of b and b 0 we receive the corresponding bound with κ 0 and µ 0 .
As a corollary we receive a bound on the relaxation time difference between the fully quantum mechanical evolution of M and the simple kinetic network evolution of N 0 .
Corollary 7.
If ΘΓ −1 is small enough then for some scaling independent constant k 1
Proof. According to Proposition 4 we have |µ − µ 0 | /µ 0 → 0, and therefore there is a c such that
for ΘΓ −1 small enough. Then with Theorems 5 and 6 we have
Bounding evolution error
In this chapter we bound the difference of time evolution operators for M , N and N 0 . Our error bounds looks as follows e Mt − e N t ≤ e −µt/2 · X where X is proportional to Θ 2 Γ −2 up to a logarithmic term, and proportional to ΘΓ −1 if N is replaced with N 0 . The logarithmic term appears due to intermediate times. It seems the integral over time performed in the last chapter seems to have conveniently guided us around that logarithm. As for the time dependence, using a shifting integration contour might give a bound like e −µt µt, but a better control of the spectrum would be necessary to shift the contour close to −µ for long times.
As in the last chapter in 5.2, we write the evolution difference as a complex integral before we prove bounds
Note that all the results in this Section again require the conditions in 4.2.
Comparing the evolution of M and N
We will change the contour integration in (20) to be parallel to the imaginary axis z = iy − µ/2 for y ∈ R. With this choice the exponential in the integral yields exponential decay at rate µ/2. Again we give the technical bounds on S(iy − µ/2) in Lemma 12 in Section 8.
Theorem 8.
If ΘΓ −1 is small enough then for all t ≥ 0 we have
where k 4 and k 5 are a scaling independent constants.
Proof. We set the integration contour in (20) to parallel to the complex axis z = iy − µ/2 for y ∈ R with y going from −R to +R. We close the contour to the left in the half plane of negative real parts along a circle or radius R. According to Lemmas 11 and 12, S(z) is bounded for Re z ≥ −µ/2 and hence has no poles. Therefore all the poles lie within the contour for R large enough and ΘΓ −1 small enough. As R tends to infinity the integrand behaves like
Re z so the half-circle does not contribute to the integral. We can therefore change to complex integral to an integral in y over all of R
T e
Mt T † − e N t = 1 2πˆR e (iy−µ/2)t S(iy − µ/2) dy . and we use part 2 of the Lemma to bound
Adding the three bounds gives the result
The middle term of the parenthesis has the worst scaling behavior
while the other two terms scale like Θ 2 Γ −2 . Therefore there are some scaling independent constants k 4 and k 5 such that
6.2 Comparing the evolution of N and N 0 Theorem 9. If ΘΓ −1 is small enough then for all t ≥ 0 we have
where k ′ 4 is scaling independent, and where µ and κ can also be replaced by µ 0 and κ 0 . Proof. We are bounding the integral 1 2πi˛e ztS (z)dz
We use the same contour as in Proposition 8, z = iy − µ/2. According to Proposition 4, all poles ofS(z) lie within this contour when ΘΓ −1 is small enough and R is large enough. Because of the e zt factor and T (z) tending to zero, the integral over the half-circle tends to 0 as R becomes large.
We boundS(z) in much the same way that we bounded S(z) in Lemma 12, however, the procedure is more straightforward. Set
we can use the inverse bound (15)
For any z with Re z = −µ/2 and for ΘΓ −1 small enough we have
and so we can apply (15) again
Now we apply inverse bounds (16) and (17) to receive the bounds
as long as Re z = −µ/2. To estimate the integral 1 2πˆR e (iy−µ/2)t T (iy − µ/2) dy we split it into the two regions |y| ≤ µ/2 and |y| > µ/2. Use (21) to bound
and use (22) to bound
Adding the two bounds gives
where k 6 is scaling independent. The whole proof works just as well when exchanging µ with µ 0 , κ with κ 0 giving a similar bound.
As a corollary we receive a bound on the decay time difference between the fully quantum mechanical evolution of M and the simple kinetic network evolution of N 0 .
Corollary 10. If ΘΓ −1 is small enough then for all t ≥ 0 we have
where k 3 is a scaling independent constant.
Proof. The bound follows from Theorems 8 and 9 and the fact that
for ΘΓ −1 ≤ 1.
Applications
The rate of direct population exchange
determines the strength of the link between sites k and l for the network N 0 . Because of our condition that γ k > 0, the network topology is fully determined by the V kl , but the strength of the links is also affected by γ k and E k . As applications, we consider two idealized networks. The first is a highly connected network where all sites are linked, the second is a circular chain where where only nearest neighbors are linked. We numerically calculate the relaxation times for the networks M , N 0 and N and compare the relative errors. Then we compare these networks to randomized networks with the same network topology. We also discuss the dimension dependence of our bounds from Sections 5 and again compare it to numerical simulations. All the simulations agree with our bounds, but they show much room for improvement when considering large dimensions.
Finally, we discuss the FMO-complex and our model for which some results were already shown in the introduction in Figure 1 .
For clarity of notation we recall that ∆τ , ∆τ 0 and ∆τ 1 are relaxation time differences between the network pairs M − N , M − N 0 and N − N 0 respectively. This only makes the discussion more precise, while generally ∆τ 0 and ∆τ 1 show the same dimension and scaling behavior, with small corrections to constants.
Highly connected network
Consider a highly connected network
In Figure 2 we made a plot for the computed relative relaxation time differences ∆τ rel and ∆τ 0, rel for different ΘΓ −1 with the initial state localized at site 1. Both axes plot logarithms, hence a straight line with slope n represents a (ΘΓ −1 ) n proportionality. The difference ∆τ rel is too small to show any clear behavior. The difference ∆τ 0, rel is linear with slope approximately 2, hence the approximation is better than the slope 1 expected from Theorem 6. In the same figure we compare our idealized network to random networks where all V kl are chosen randomly between 0 and Θ and all E k are chosen randomly between 0 and Γ, hence they have the same topology. The magnitudes of the errors are similar for the range considered, but the slopes are different. All the samples show an error slope of 1 for ∆τ 0, rel , while the error slope for ∆τ rel is varying, but in most parts steeper than the slope of ∆τ 0, rel . This behavior is closer to the behavior expected from our bounds. Generally, the agreement is about six orders of magnitude better for the network N than the network N 0 . For the ideal highly connected network we derive the quantities used in Theorem 5 and 6 analytically in Appendix C. The resulting bounds are
for dimension and scaling independent constants c 1 and c 2 . The simulation of M has a relatively high error and becomes slow very fast as n gets larger. Hence, we can only get meaningful results for ∆τ 1, rel , the relaxation time difference of networks N and N 0 . The result in Figure 3 actually shows that the difference increases with slope 2 or proportional to n 2 . The reason is that in Theorem 6 we have the condition ν ≤ 1 2 b −1 −1 where the LHS is proportional to n and the RHS is constant (also discussed in the Appendix). If we increase the dimension at constant scaling, this condition and our bound break down. To still get a bound for large n we would need to readjust the scaling.
Linear network
Assume the sites are positioned on a circle and only nearest neighbors interact with strength Θ
where we use the equivalence n ≡ 0. Further γ k = Γ and E k such that E kl = ΓE when |k − l| = 1 which is possible for n even. In Figure 4 we made a plot of the computed relative relaxation time differences ∆τ rel and ∆τ 0, rel for different ΘΓ −1 with the initial state localized at site 1. Interestingly the quality of approximation by N 0 is improved over the highly connected model, while the quality of approximation by N has decreased. Also, both models show the same slope of about 2. We compare the ideal chain to random chains for which the V kl that equal Θ in the idealized case are instead chosen randomly between 0 and Θ, and all E k are chosen randomly between 0 and Γ. We get essentially the same behavior with all slopes being 2. That hints at a possible improvement of our bound in Theorem 6 in the case where the network is a chain, improving the proportionality from ΘΓ −1 to Θ 2 Γ −2 . Generally, the agreement is about five orders of magnitude better for the network N than the network N 0 .
As in the last section, we can derive the necessary quantities for our bounds and get
for dimension and scaling independent constants c 3 and c 4 . This time the condition ν ≤ 1 2 b −1 −1 does not break down and the bounds hold for large dimensions as well. The n 2 terms are due to the lowest eigenvalue of N 0 being proportional to n −2 . This is a weakness of our strategy to use the operator norm for our bounds. Better bounds should be possible when only considering localized exciton as initial state. This initial state would the a superposition of all the eigenstates on N 0 , and the average relaxation time would enter the bounds, instead of the longest relaxation time (the smallest eigenvalue of N 0 ).
As above we skip the simulation of M because the error is too large, and consider ∆τ 1, rel only. The result in Figure 3 shows that the difference seems to approximate a constant value for larger dimensions. So, both our bounds could be improved for large dimensions.
The FMO-complex
The FMO-complex is pigment-protein with trimer structure. Each monomer contains seven bacteriochlorophyll a pigments that capture and transport light. The excitons start out at site 1 or 6 and the trapping occurs at site 3 [1] , we set the initial state to be p 0 = (1/2, 0, 0, 0, 0, 1/2, 0) † . We use the same numerical values as [11] , with interactions and energies from [4] . The system Hamiltonian is 
with all the numbers in cm −1 (or 2.9978 · 10 10 s −1 ). Exciton recombination at rate κ = 1ns −1 and reaction center trapping at rate κ 3 = 1ps −1 enter the anti-hermitian operator
We use the same dephasing rate for every site γ k = γ, and vary γ from 10 −3 to 10 5 cm −1 . Efficiency is calculated as
we calculated f for the three models in Figure 1 . Peak efficiency is reached for γ ≈ 170cm −1 close to the average energy gap along the chain which is 146cm −1 . The approximation N has less than 1% error, even for the lowest γ used, and the approximation N 0 gets below 1% error for γ ≈ 2cm −1 . Comparing this to our bounds we have
and for large γ b
The numerical factor β is changing because of the changing ratio between energies and dephasing, for large γ however it is approximately equal to 100. Hence, our bound becomes ∆τ rel 100 215cm
The 1% error margin is reached only when γ = 21500cm −1 , so our numerical factors could certainly be much improved. But this is not unexpected, since our main goal was to find the leading behavior in ΘΓ −1 . We give N 0 for maximal transfer efficiency 
It is interesting that the rate between sites 2 and 3 is actually smaller than the rate between sites 2 and 6 even though |V 23 | > |V 26 |. The reason is the large energy gap between sites 2 and 3 of 420cm −1 while sites 2 and 6 have an energy gap of 60cm −1 . However, the values for site energies are still up to some debate [1, 4] , and small changes can easily turn this behavior to the opposite again.
Resolvent difference bounds
The following three Lemmas are the main technical parts of our bounds. They all consist of bounding the operator norm of the resolvent difference
for different values of z. Conceptually the bounding procedure is simple, we only employ the inverse bounds introduced in 4.3. Loosely speaking, if |z| < Γ we can expand (b − z) −1 and then the two terms in S(z) only have a small difference in the denominator, so, using another inverse bound, they almost cancel. If |z| > Γ then |z| ≫ a † b −1 a and we can directly use the second step from the case |z| < Γ. Of course we also have to keep in mind where the poles of S(z) are. According to Proposition 4 (z − N ) −1 has poles on the real axis below −µ which move according to the scaling
has poles close to the poles of (z − N ) −1 that approximately cancel each other, but it also has poles close to the eigenvalues of b which are approximately α ij = −γ ij + iE ij andᾱ ij , scaling like Γ. Comparing the two sets of poles, the b-poles are much further to the left (negative real values) than the N -poles because Γ ≫ Θ 2 Γ −1 . Our lemma steer clear of this poles by keeping Re z ≥ −µ/2.
Lemma 11 contains bounds for Re z ≥ 0 which on the one hand ensures there are no poles on the right side of the complex plane, and on the other hand we use the bounds for z = iy to bound the relaxation time. Lemma 12 contains bounds for the region −µ/2 ≤ Re z ≤ 0 the bounds are derived in a similar fashion as in Lemma 11, but there are some additional complications. Proof. 1. Assume Re z ≥ 0 and |z| ≤ α ∝ Γ, where
Bounds in the right half plane
and because |z| ≤ 1 2 b −1 −1 we can use (15) and have
To use (15) on this expression notice that
and therefore
where (16) was applied in the last step, using the fact that a † b −1 a is self-adjoint from Proposition 4. This is just the condition for the bound
again using (16) and also (17) we get the bounds
for |z| ≤ α. The first bound is bound 1 of the Lemma, the second bound will be used below.
2. We now derive a bound when |z| ≥ α and Re z ≥ 0, we will combine it with (24) to receive bound 2 for all z ∈ R. If ΘΓ −1 is small enough then we have
Where the latter inequality uses the fact that the spectrum of b approaches the spectrum of b 0 as ΘΓ −1 becomes small, and the spectrum of b 0 , which is −γ ij ± iE ij , has negative real part −γ ij < 0. The last two inequalities are the conditions to use (15) and get the two bounds
the closest any eigenvalue of b gets to the imaginary axis. Then b
Comparing to (24) with
for |z| ≥ α and therefore S(z) ≤ 4βκ|z|
for all z with Re z ≥ 0. Which is bound 2 of the Lemma.
Bounds parallel to the imaginary axis
The following Lemma establishes bounds along the imaginary axis z = iy −μ. These bounds are used to prove the evolution bounds.
Lemma 12. If we choose ΘΓ −1 small enough then for 0 ≤μ ≤ µ/2 the resolvent difference S(iy −μ) is bounded by again using (16) and also (17) we get the bounds
for |y| ≤α. These are the bounds in part 1 of our Lemma.
2. We now derive a bound when |y| ≥α. If ΘΓ −1 is small enough then
The last two inequalities are the conditions to use (15) and get the two bounds
Use b min from (25), giving
and so
for |y| >α, which is the bound in part 2 of our Lemma.
Conclusion
We studied to kinetic networks that approximate the energy transfer in a quantum network subject to dephasing. The first network N 0 derives its rates only from nearest neighbor interactions, while the second N includes higher order corrections. We proved that the relaxation times are proportional to ΘΓ −1 and Θ 2 Γ −2 respectively. Hence, the approximations are good if the interaction gets weak, or the dephasing and/or energy gaps get large. In the case of the FMO complex, both kinetic networks are good approximations in the regime of dephasing-assisted energy transfer. With simulations we found that the more complex kinetic network N provides approximations with a percentage error 5-6 magnitudes smaller than the simple kinetic network.
The study of these approximations could be extended in several ways. First, one could study the higher order corrections involved in N . Second, when the interactions V kl are complex, N can be non-symmetric, meaning population exchange between sites is directed, this might relate to coherent cancellations along loops as mentioned in [3] . And finally, it would be interesting how our method of splitting population and coherence space to achieve kinetic network approximations could be generalized to other quantum networks and how it relates to existing models to approximate coherent evolution with incoherent statistical evolution.
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A Three sites
In the following we write out parts of the master equation (3) for the case n = 3 and then derive the form of the matrix M . Then we explain how to generalize that form to higher n. For simplicity of notation we omit the scaling factors Γ and Θ, until we reach a block matrix expression. First note that with a standard calculation one finds L(ρ) to decrease the coherences in the manner (L(ρ)) kl = −γ kl ρ kl where k = l and γ kl = 1 2 (γ k + γ l ) and (L(ρ)) kk = 0. This gives a diagonal contribution −γ kl in the diagonal of the two rows corresponding to the real and imaginary part of ρ kl . Now, we evaluate the commutator From the 1x1 entry we getρ one can see the explicit form of the matrices a, and b. Remember that we also separated b into two parts. We set the 2x2-block diagonal that scales like Γ (the E ij and γ ij entries) to be b 0 and we set the block-off-diagonal that scales like Θ (all the V ij entries) to be ν. So b = b 0 + ν. In 3.3 in (8) we defined a transformation U to diagonalize b 0 , if we extend this transformation to the entire space P ⊕ C asÛ = ½ n ⊕ U we can apply it to M directly and get which also holds with all the tildes removed. It is straightforward to generalize the matricesã andb 0 to n > 3. Matrixã connects the population of site k to the coherences between site k and any other site l with strength V kl , and matrixb 0 is a diagonal matrix with entries α ij and α ij . A bit more complicated is the matrixν it is described in the next subsection.
B General construction
Here we give a description of how to findã,b 0 andν for general n. We number the n dimensions of population space P with k where k = 1, 2, . . . n and the (n 2 − n) dimensions of coherence space C with kl and kl where k < l are numbers from 1 to n. According to the order defined in 2.2 the first few dimensions of C are called 12, 12, 13, ..., 23, 23, 24, etc. .
B.1 Constructingã andb 0
Matrixã is an n × (n 2 − n) complex matrix, with the only nonzero entries 
B.2 Constructingν
The matrixν = U † νU for any n is a somewhat complicated pattern of entries V kl , signs and complex conjugates. It connects coherences between sites k and l with coherences between sites k and m with the strength V lm . Entries ofν are only non-zero if one number of the two double indices match with further conditions on their conjugation. Table 1 shows the rules for the nonzero entries.
C Calculations for applications

C.1 Highly connected network
Assume all sites are equally interacting, and have the same energies and dephasing rates
