This paper presents a novel approach for overbounding unknown distribution functions called the Gaussian-Pareto overbounding. This extends the current practice of using Gaussian distributions for overbounding, but combines it with methods from Extreme Value Theory for modeling tails. Hence, this approach uses a Gaussian distribution to overbound the core of the distribution and generalized Pareto distributions for the tails. Furthermore, this approach is applied to Differential Global Navigation Satellite System (DGNSS) pseudorange data collected from two Continuously Operating Reference Stations (CORS) and compared to Gaussian overbounding. It is shown that Gaussian-Pareto Overbounding more closely matches the empirical distribution than the simpler Gaussian overbounding approach in the case where there is significant heavy-tailedness of DGNSS data. This approach also highlights the ability of the flexible Gaussian-Pareto model to become less conservative in the tail region as more data is collected.
INTRODUCTION
One of the requirements that must be satisfied by positioning, navigation, and timing (PNT) systems certified for safety-critical use is that they must have low integrity risk, that is, the probability of a hazardously misleading information (HMI) event must be very small. An HMI is defined as an event where the output error of the PNT system exceeds its reported error bounds. In aviation applications, the HMI threshold can range between probabilities of 10 −6 and 10 −9 which are also known as "tail events." This means that the designer of the PNT system must demonstrate that HMI are indeed "tail events." This, in turn, requires characterizing the tails of the distribution function of the PNT system output error. Accurately characterizing the tails of distribution functions to the levels required for certification typically requires collection of a large amount of data, which can take years. This explains why the time between the design and entry to service of aviation PNT systems can be on the order of several years.
However, if conservative tail characterizations were possible with a limited amount of data, then it might be possible to place new PNT systems in service earlier. In this approach, the new PNT systems would be placed in service with restricted capability, reflecting the uncertainty associated with the conservative tail event characterizations. As more operational experience is gained and in-service data is collected, the tails can be better characterized with less conservatism and the capability restrictions can be relaxed. Figure 1 is a simplistic demonstration of this concept where the alert level (AL) of a Global Navigation Satellite System (GNSS)-based landing system is used as the performance metric. When the system is placed in service, the ALs are set high; and as more data becomes available, they are reduced, thereby enhancing system performance. The reduction of the AL would be associated with a tighter characterization of the tails of the PNT system error. In some regards, this is like the concept of Extended Twin Engine Operations (ETOPS) in commercial aviation. 1 In ETOPS, twin engine aircraft enter service with a maximum distance (measured in time of flight) they can operate over oceanic routes far away from suitable landing sites. As the aircraft accumulate reliable operational history without engine failures, the maximum distance they are allowed to fly is increased.
Before such an approach can be used in actual practice, a mathematical framework for the concept of conservatively bounding tail-event probabilities must be developed. The purpose of this paper is to present and demonstrate the performance of a newer approach to this problem referred to as Gaussian-Pareto Overbounding. The performance of the approach will be demonstrated by considering the problem of overbounding GNSS-pseudorange errors collected from a pair of GNSS receivers which are part of the Continuously Operating Reference Stations (CORS) network.
Prior work
The current practice of modeling tail events in GNSS-based aviation PNT systems is known as overbounding 2 in which the probabilities of errors are overbounded in the mathematical sense that
where F OB (x) is the overbounding cumulative distribution function (CDF), and F(x) is the unknown underlying CDF of the PNT errors. Because modern PNT systems can be very complex and their output statistics can vary with regard to operating conditions, the typical approach for constructing the PNT overbounds is to overbound the inputs and transform them into output overbounds as shown in Figure 2 . Furthermore, it has been shown that if the algorithm output is a result of a convolution (ie, a sum of random variables), then convolving input overbounds results in output overbounds, provided the inputs are zero-mean, unimodal, and symmetric, 2 or if one uses the paired overbounding approach of Rife and Gebre-Egziabher and Rife et al, 3, 4 then these three constraints can be removed.
This approach to constructing system-level overbounds has also led to the widespread use of the Gaussian distribution as the overbound model of choice (ie, F OB in Equation 1) because the convolution of Gaussian distributions is itself a Gaussian. Moreover, the Gaussian distribution is already used in the vast majority of PNT algorithms. However, there has been recent work done to extend current overbounding approaches using Gaussian mixtures 5 and Extreme Value Theory (EVT). 6 This work has been primarily motivated by the limited capabilities of Gaussian overbounding in rigorously modeling heavy-tailed error distributions. This heavy-tailedness results in two fundamental problems for Gaussian overbounding:
1. Heavy-tailed distributions by definition have tails that are not exponentially bounded, and therefore cannot be truly overbounded by the Gaussian's exponential tail (which violates the convolution-based proofs for input/output overbounds). 2. Gaussian overbounding typically results in loose, over-conservative modeling over the entire range of heavy-tail distributions.
EVT can mitigate these problems by separating the modeling of the core of an error distribution (which is often approximately Gaussian) from the tails (which are often heavy-tailed). For example, this type of error data was observed recently in bounding certain error models in advanced receiver autonomous integrity monitoring (ARAIM). 7 The idea of separating the core and tails was first proposed in Rife et al. 8 The authors' prior research into EVT 9 was primarily concerned with assessing the ability of current EVT methods to compute tail overbounds that are truly conservative. This paper continues the investigation into the performance improvement that EVT can provide in overbounding the tails of GNSS error distributions, which is only a recently explored application, 10 especially for large GNSS data sets. However, this paper only assesses the error overbounds in the range domain (ie, the input to GNSS-based PNT systems), and leaves the challenge of numerical convolution of the input overbounds to the output overbounds to future work. By using tighter range domain distributions to ensure that the integrity is protected, one can compute a tighter non-Gaussian position domain distribution, which would result in larger availability.
Paper contribution and organization
This paper seeks to apply the ideas set forth in the authors' previous work (Larson and Gebre-Egziabher 9,11 ) to Differential GNSS (DGNSS) pseudorange data from two CORS. First, Section 2 of this paper will summarize the Gaussian overbounding approach. Section 3 will briefly summarize the statistical background of EVT, while Section 4 will discuss the estimation method developed by the authors called Gaussian-Pareto overbounding. Then, Section 5 will present the pseudorange data processing and error analysis. Finally, Section 6 will compare the Gaussian overbounding approach with the proposed EVT-enhanced method called Gaussian-Pareto Overbounding, and Section 7 will summarize the findings of this work.
GAUSSIAN OVERBOUNDING
When computing the Gaussian overbound from data, the empirical distribution function (EDF), F n (x), can replace the true CDF, F(x), in Equation 1 where F n (x) is given by
, (2) and
In addition, the Gaussian overbound for F OB is assumed to be zero mean with variance 2 , where the tightest overbound occurs for the lowest , whose Gaussian CDF overbounds the entire EDF including the extremes. In this work, a confidence level for the Gaussian overbound is computed using bootstrapping since the entire data set is overbounded. By bootstrapping, or resampling from the original data set, 19 additional "data sets" were created for a total of 20 sets. Then, the most conservative Gaussian overbound was defined to occur for the largest calculated of all 20 computed 's, which should correspond to roughly a 95% confidence level. Note that the 19 additional data sets were resampled from the original data set so that all sets had the same number of data, which is necessary for accurate statistics. 12 
EXTREME VALUE THEORY
The most relevant principles of EVT are presented here as a quick reference to the reader. More details can be found in Larson and Gebre-Egziabher, Hosking and Wallis, and Castillo. 9, 13, 14 This work uses the peak-over-threshold (POT) methodology of EVT, which models the tail of a distribution as a generalized Pareto distribution (GPD) due to the fact that almost all continuous probability distributions asymptotically approach a GPD after a normalizing transformation. This transformation involves the conditional excess distribution function (CEDF), denoted F u (x − u), and is mathematically described as
for u ≤ x ≤ x F , where F(x) is the CDF, u is the threshold, and x F is the right endpoint of F(x) defined by
Note that x F can be (and usually is) ∞. The relationship between the CEDF and CDF is shown graphically in Figure 3 .
Then EVT states that for some real number ,
where F GPD = F GPD (x; , ) is the GPD for the random variable X. In words, EVT states that almost all tail distributions (ie, CEDFs) converge to a GPD as the threshold u approaches its endpoint. The CDF equation of the GPD is given by
for x ≥ 0. The distribution is characterized by a shape parameter, , and a scale parameter, . Also note that the GPD is simply the Pareto distribution when > 0. This describes the case where the GPD has more mass in its tail than a Gaussian distribution, ie, heavy-tailed. Equation 5 provides the basis for approximating the extreme value statistics of an unknown distribution by modeling its tail(s) as a GPD without needing to identify the true distribution. However, this model is imperfect since it only holds as u → ∞, which is not realizable. Furthermore, choosing a large enough threshold for this model to hold, u, is not provided by theory, 15 nor is it a solved problem. 16 This work uses a conservative threshold selection approach and is described in the next section.
Furthermore, to compute an overbounding GPD, this paper continues the approach developed in previous papers which prove that a GPD with larger and values overbounds any GPD model with smaller and values. Therefore, the approach for computing a 95% confidence level for the GPD tail overbound will use the maximum likelihood and estimates at their upper 95% confidence bound values with some additional empirical bias compensation. This is also detailed in the next section. 
GAUSSIAN-PARETO OVERBOUNDING
This section describes the estimation procedure for Gaussian-Pareto overbounding. The details for each step are given in the following subsections while the outline of the procedure is given below. The final Gaussian-Pareto overbound, F G − P (x), is constructed as
where F GPD * ,R and F GPD * ,L are the transformed right and left GPD tails, u R and u L are their respective thresholds, and F Gauss is the Gaussian core overbound. Using Equation 3 and substituting the GPD overbound model for the CEDF and the EDF for the true CDF provides the equation for the transformed GPD tails, F GPD * ,R and F GPD * ,L , in the original CDF domain as
Maximum likelihood estimator
Although many parameter estimation approaches exist for the GPD, 17 the most common is the maximum likelihood estimator (MLE), which is used in this work. The MLE, while not performing as well as some estimators for small sample sizes, 13 has several advantages including familiarity with many practitioners, widespread use, algorithm accessibility, and theoretical confidence bounds (asymptotic). These advantages have convinced the authors of its singular use in their research thus far, although assessments of other types of GPD estimators for conservative overbounding is another potential avenue of research.
If n samples of data, x 1 , … , x n , are assumed to be independent and identically distributed according to a GPD, then the likelihood equation for the GPD is given by
Substituting for a GPD with > 0, and taking the log, provides the log-likelihood equation
To find the local maximum of Equation 11, numerical methods must be employed. The work in this paper uses a MATLAB implementation of this algorithm, which utilizes the Nelder-Mead minimization method.
Threshold selection
At its basic level, EVT provides no guidelines on how to choose the optimal threshold. Although there have been results on specific threshold sequences as a function of the number of samples, 18 there is no general form for the threshold sequence for an unknown distribution. Therefore, this is an ongoing area of research and different practices have been presented (see Scarrott & MacDonald 16 for more details). However, in these cases the estimation procedure is trying to select the best threshold that results in primarily the potentially most accurate tail, whereas our primary focus is on overbounding the tail. This slight difference in focus provides a slightly easier approach for us in assessing which threshold to select.
The typical trade-off between selecting a high threshold for a small modeling error or bias and selecting a low threshold for a small variance on the MLE estimation is known as the bias-variance trade-off. Based on the authors' previous work, 9 at least 250 samples are suggested for accurate MLE estimates that have a manageable modeling bias, while a tail fraction of 10% is often used as a rule of thumb for defining the "tail" of a distribution. 19 A tail fraction of Z% is mathematically defined as the range of x values such that F(x) ≥ 1 − Z% × 100.
Based on these observations, the approach in this work is to compute the MLE estimates over a range of thresholds extending from a maximum of the empirical 10% tail fraction to a minimum of 250 data points beyond the threshold. This implicitly requires that the total number of samples for the distribution to be overbounded must exceed 2500. The most conservative of the MLE and pairs within this range is used as the initial GPD parameters. The criteria for what constitutes the most conservative tail estimate, however, is not a straightforward matter, primarily because of negative correlation between the and parameters from the MLE. In this specific application, the conservatism criteria was decided as the pair of parameters that gave the largest error for a probability of 1 − 10 −7 , that is,
wherēand̄are the selected parameters from all transformed GPD tail estimates, F GPD * (x; , ), using the MLE estimates for and . Note that the procedure is used for both tails separately.
GPD parameter compensation
In order to produce a conservative estimate of the tail probabilities, conservative values for and are computed from the initial MLE parameter estimates. The authors have shown that larger values of and always produce a GPD which overbounds GPD with smaller values of and . 9 Therefore, the initial MLE parameter estimates are increased using two different sources. The first is based on the asymptotic covariance of the MLE based on the observed Fischer information (ie, Cramer-Rao lower bound) which is given by
where is the vector of model parameters (in our case and ). In addition, the individual variances, 2 and 2 , are used to increase each parameter estimate by 1.645 to achieve a 95% confidence level in the upper bound for each GPD parameter. Previous work by the authors has shown that bootstrapping may also be a viable method for computing these variances. 11 However, in either case, this covariance does not adequately provide a true 95% confidence bound so an additional increase is needed, albeit small. The primary reason for this additional increase is the fact that the GPD model is not the true tail distribution, which adds an additional error to the MLE estimates and needs to be accounted for when constructing a conservative GPD tail. Furthermore, because the underlying distribution is unknown, the amount of additional error cannot be determined exactly, and therefore, the authors have previously empirically estimated the additional increase to achieve conservative and values. 9 The Appendix provides some simulation results justifying the following additive bias terms, b and b , when the tail fraction is 10% or less
The authors realize that this additional compensation is highly empirical and are open to other methods for computing this error. However, without assuming more properties of the underlying distribution, theoretical rates of convergence are difficult to quantify. Hence, the current empirical methodology was used. Future work in the development of this empirical approach will investigate the potential for a test statistic to determine if the additional bias terms are sufficient. Such a statistic would presumably use an EDF test similar to the Kolmogorov-Smirnov or Anderson-Darling tests, but tailored for testing overbounds and not goodness-of-fit.
CORS DGNSS ERROR ANALYSIS
The data used for calculating pseudorange errors was obtained from the CORS website run by the National Geodetic Survey (NGS). The chosen CORS are located near Minneapolis, MN with site IDs of MNAV and ZMP1. The Federal Aviation Administration (FAA) operates the ZMP1 station as part of the Wide Area Augmentation System (WAAS), which began operations in November of 2002. The Minnesota Department of Transportation (MNDoT) operates the MNAV station which began operations in January of 2011. Our selected data set contained the GPS pseudorange measurements made by both stations from January 1, 2012 to December 31, 2016. The "ground truth" used in our error calculations comes from the International GPS Service's (IGS's) precise satellite orbit solutions as well as the IGS08 positions and velocities for MNAV and ZMP1. The sites are separated by roughly 11.5 km.
DGNSS error calculation
In order to calculate the DGNSS errors, the pseudorange measurements are double-differenced to cancel out the common-mode satellite clock, receiver clock, and (most of) the atmospheric errors. Furthermore, because the satellite and receiver positions are known to a high degree of accuracy, the true double-differences can be computed and compared with the measured solution from IGS. The double-differencing method for a single GNSS frequency is described below.
The pseudorange measurement, , is modeled as follows 20 :
where i represents the ith satellite, R1 represents receiver 1, r is the true geometric range, T is the tropospheric error, I is the ionospheric error, t i is the ith satellite clock error, t Rj is the jth receiver's clock error, and is the unmodeled error. Each quantity is in units of length.
If the pseudoranges to the ith satellite are differenced between two close receivers, the single-differenced pseudorange is modeled as
where R1R2 represents the difference between the corresponding terms of Receiver 1 and Receiver 2. Notice that the satellite clock error is canceled by this difference. In addition, the tropospheric and ionospheric errors are assumed to be canceled because the baseline between Receiver 1 and Receiver 2 is short (11.5 km). By differencing again with the jth satellite (which without any loss of generality is assumed to be the reference satellite), the double-differenced pseudorange is modeled as
where ij represents the difference between the corresponding terms of satellites i and j. Notice that the receiver clock error is canceled by this difference. Furthermore, the double differenced true geometric range, r ij,R1R2 , is simply computed by
where X i and X j are the respective positions of the ith and jth satellites, X R1 and X R2 are the respective positions of Receivers 1 and 2, and |Z| 2 is the L-2 norm of the vector, Z. The satellite positions were calculated by interpolating the IGS precise satellite orbit solutions, while the receiver positions are approximated by projecting the IGS08 station positions with the IGS08 velocities to the day of the observations. For each double-difference pseudorange, the reference satellite was chosen as the satellite with the highest elevation at that time step.
Dependence considerations
EVT assumes that the data is drawn from independent samples (or in some cases, weak dependence 21 ). However, the residual GPS data contains strong dependency on the elevation viewing angle. Therefore, additional processing was required for an adequate set of errors to be overbounded. In order to account for the elevation differences, the samples were binned by elevation viewing angles every 5
• from 5
• to 80
• , which contained the maximally observed elevation. In addition to elevation dependence, temporal correlation is known to be present in GNSS observations. 22 To account for this, data is typically downsampled and declustered similar to previous EVT work such as in Ober et al 10 and Tawn. 23 This typically works by identifying clusters of extreme errors and bounding the distribution of the maxima/minima of those clusters. Identifying the clusters usually involves calculating a characteristic time based on additional data analysis. Furthermore, this analysis must be performed on the extremal portion, separate from the core of the distribution because the dependencies of the core and the tail usually differ in their factors and behavior as well as effective identification methods. This work did not include any of these considerations, and therefore potentially introduced more conservatism than necessary, ie, if clustered extremes existed, the tails using all the data would be heavier (contain more extremal data) than declustered extremes. For more information regarding the treatment of dependence in time series extremes, the reader is pointed to Chavez-Demoulin and Davison.
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FIGURE 4
The Differential Global Navigation Satellite System (DGNSS) errors and overbounds for elevations observed from 30
• to
35
• over 1 month. These are plotted as cumulative distribution functions (CDFs). The y-axis is scaled so that a straight line corresponds to a Gaussian distribution [Color figure can be viewed at wileyonlinelibrary.com and www.ion.org]
OVERBOUNDING COMPARISON
This section summarizes the results of the Gaussian and Gaussian-Pareto overbounding. Two elevation bins, 30
35
• and 60
• to 65
• , were chosen to summarize the two general cases present in the full data set over the course of the 5-year period.
FIGURE 5
The Differential Global Navigation Satellite System The results for the elevation bin of 30
• to 35
• illustrate the first case where the underlying distribution was significantly heavy-tailed. Figures 4 to 8 display the overbounds for the elevation bin of 30
• compared with that of the data for different periods of time corresponding to 1 month, 6 months, 1 year, 2 years, and 5 years. Table 1 provides the distribution parameters of these CDF
FIGURE 7
The Differential Global Navigation Satellite System curves. Here, the Gaussian-Pareto overbounding provides a CDF overbound closer to the EDF compared with that of Gaussian overbounding, not only in the tails but also in the core of the distribution. Furthermore, because the Gaussian-Pareto overbound models the tail behavior separately from the core, the Gaussian core model of the Gaussian-Pareto overbound method did not change as more extreme data was collected. However, the tail estimates did change in the Gaussian-Pareto method since our observed tails differed slightly between some time periods. Ideally, these estimates would not have changed dramatically if the general tail behavior had been observed with the relatively large data set over 1 month. Such temporal changes probably result from some dependence of the extremal errors on an unmodeled factor and could potentially have been identified through a declustering algorithm. Nevertheless, the Gaussian-Pareto overbound method computes conservative overbounds that reflect the observed behavior of the entire underlying distribution as expressed in the EDF, whereas Gaussian overbounding simply overbounds the EDF to a specified probability (F n (x) = 0 and F n (x) = 1 for our work). The results for the elevation bin of 60
• illustrate the second case where the underlying distribution did not display any significant heavy-tailedness during any of the different sampling lengths of time. Table 1 also provides the distribution parameters of the Gaussian and Gaussian-Pareto overbounding models. The DGNSS errors and overbounds for the 1 year data are shown in Figure 9 . In particular, the higher elevations above 60
• did not show any significant heavy-tailedness. This may be caused by the absence of the underlying factors that possibly could form the heavy-tail part of the GPS error distributions such as multi-path or larger atmospheric disturbances. In this case, there is no significant difference in the two overbounds indicating that if the underlying distribution is most likely not heavy-tailed, the simpler Gaussian overbound may be preferred.
CONCLUSIONS
Modeling probability distributions is an ongoing challenge in many technical fields, including the navigation community. While current practices use Gaussian overbounding to deal with the complexities of unknown distributions, the amount of conservatism may not be acceptable in future applications of GNSS. Therefore, the authors of this paper have presented an approach for overbounding unknown distributions by utilizing statistical methodologies from EVT. This field of statistics is particularly relevant because of the need for modeling and predicting very small probabilities in GNSS and related PNT systems. Although performance metrics were not employed directly in assessing the benefits of Gaussian-Pareto overbounding over Gaussian overbounding, the additional modeling in the Gaussian-Pareto method is particularly useful when the overbound model must be used for representing the core of a unimodal distribution, while also overbounding heavy-tails. This allows for overbounding multiple probabilities without significant over-conservatism, and conservatively predicting unobserved tail probabilities when the tail may be heavy-tailed.
The results shown in this paper support the belief that EVT has great potential to assist the aerospace community with statistical analysis, including overbounding errors of systems performance and providing model distributions for real-time probability computations. This paper analyzed GPS pseudorange error distributions and is representative of GPS errors, but future work might also validate the method for other types of sensing systems. The results for DGNSS pseudorange overbounding in this paper shows the potential of overbounding heavy-tailed error distributions which can occur when multipath is a major factor in GNSS measurements.
As mentioned previously, overbounding GPS pseudorange errors will lead to output overbounds for algorithms involving convolution. Since the Gaussian-Pareto model does not hold through convolution, future work should analyze numerical approaches similar to the study of Rife and Pervan 25 for performing these computations. Moreover, extending these EVT-based overbounding ideas directly to the multivariate domain would also benefit the community and is the subject of future work for the authors. For each of the testing cases defined by the table above (a testing case being a chosen distribution, parameter(s), and threshold), 500 sets of 250 samples were generated by sampling from the distribution only beyond the chosen threshold. Then, for each set of 250 samples, the maximum likelihood estimator (MLE) optimal and estimates were calculated as well as the observed covariance derived using Equation 14 . Then, the upper 95% confidence bounds for and were used to create a generalized Pareto distribution (GPD) which was checked to see if it did truly overbound the conditional excess distribution function (CEDF) of the heavy-tailed distribution. In addition, the tail fraction was calculated for each threshold. Finally, each superset of 500 sets were compiled into a bounding success percentage. This relationship is shown in Figure A1 .
Because these overbounds were generated using the theoretical 95% confidence bounds, the percentage of successful bounds should be around 95%. Clearly, this is not true, which was expected from previous simulation studies. Figure A1 also displays the distribution type and tail fraction effects on the success rate. These results allude to the fact that the true convergence rate of the GPD model directly depends upon the underlying distribution. 18 Next, the same data was analyzed using the additional bias terms, where the confidence bounds were inflated by the bias terms presented in Equation 15 . These results are given in Figure A2 . 
