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Abstract. We consider the numerical approximation of Maxwell’s equations in
time domain by a second order H(curl) conforming finite element approximation.
In order to enable the efficient application of explicit time stepping schemes, we
utilize a mass-lumping strategy resulting from numerical integration in conjunction
with the finite element spaces introduced in [10]. We prove that this method is
second order accurate if the true solution is divergence free, but the order of
accuracy reduces to one in the general case. We then propose a modification of
the finite element space, which yields second order accuracy in the general case.
Keywords: Finite elements, Maxwell’s equations, mass-lumping
1. Introduction
We consider the efficient numerical solution of electromagnetic wave propagation
modeled by time-dependent Maxwell’s equations in second order form
ε∂ttE + curl (µ
−1curlE) = −∂tj.
Here E is the electric field, ε and µ are the symmetric and positive definite permit-
tivity and permeability tensors, and j is the current density. Conduction currents
can be included by setting j = js + σE, where js are the impressed source currents
and σ is the electric conductivity.
Today’s industry standard for solving Maxwell’s equations in time-domain are the
finite difference time domain method and the finite integration technique [20, 21]
which provide second order approximations on rectangular grids and for smooth and
isotropic coefficients . Due to the underlying explicit time-stepping schemes, they
lead to very efficient and accurate numerical approximations. Non-trivial modific-
ations are, however, required to guarantee stability of the schemes in the case of
non-rectangular grids and discontinuous or anisotropic coefficients [19], which in
general also leads to reduced convergence orders.
A flexible alternative is provided by Galerkin approximations based on H(curl)
conforming finite elements, for which a rigorous stability and convergence analysis
is possible under rather general assumptions. The standard finite element approx-
imation with Ne´de´lec elements Nk−1 of order k, leads to error estimates of the form
‖∂t(E(t)− Eh(t))‖L2(Ω) + ‖curl(E(t)− Eh(t))‖L2(Ω) ≤ C(E)hk,
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1
ar
X
iv
:2
00
2.
05
57
5v
1 
 [m
ath
.N
A]
  1
3 F
eb
 20
20
2 SECOND ORDER MASS-LUMPING FOR MAXWELL’S EQUATIONS
which are optimal in view of the approximation properties of these spaces; see [15,
16, 17] for details. A major drawback of standard finite element approximations for
wave propagation problems, however, is that due to the required H(curl) conformity
of the basis functions, the linear systems
Me¨(t) +Ke(t) = g(t)
arising from discretization in space have a mass matrix M which is sparse, but does
not have a sparse inverse. This prohibits an efficient time integration by explicit
time stepping schemes.
In order to overcome this source of inefficiency, mass-lumping strategies can be
applied, which aim at replacing the mass matrix M by a (block) diagonal approx-
imation M˜ , in such a way that the overall accuracy of the approximation is not
reduced. A systematic analysis of such schemes is possible, if mass-lumping can be
interpreted as inexact numerical integration. In this spirit, mass-lumping for finite
element methods for Maxwell’s equations on quadrilateral and hexahedral grids has
been investigated in [5]. In fact, a close relation exists between finite difference
schemes [20, 21] and low order finite element approximations with mass-lumping;
we refer to [4, 13] for details.
In order to obtain the full geometric flexibility of finite element approximations, we
here consider mass-lumping for Maxwell’s equations on tetrahedral meshes, for which
only few results are available. Lowest order Ne´de´lec elements of type one and two
has been proposed in [9] and first order convergence has been established. Related
methods have been proposed in [3] in the context of the finite integration technique,
but no convergence analysis is given there. A mass-lumping strategy based on an
extension of the lowest order elements has been proposed by Elmkies and Joly [10]
and first order convergence has been illustrated by a numerical dispersion analysis.
Second order convergence has been observed by the authors for an appropriate
extension of the second order Ne´de´lec element N1, which we call EJ1 element in
the following; we refer to [4, 10] for details.
As a first result of this paper, we will prove that
• the EJ1 element with mass-lumping yields in fact second order convergence,
if div(εE) = 0, but in general, only first order convergence can be obtained.
Since div(εE) = 0 is satisfied when div j = 0, our analysis also explains the good
convergence behavior observed in the numerical tests in [4, 10]. Our proof of second
order convergence when div(εE) = 0 is based on a detailed analysis of quadrature
errors, which also provides insight into the cause for the convergence order reduction
in the general case. This allows us to
• propose a modification EJ ∗1 of the EJ1 element which, together with appro-
priate mass-lumping, leads to second order convergence in the general case.
In fact, only one of the basis functions of the EJ1 element has to be slightly changed.
In summary, we obtain a second order inexact Galerkin approximation of Maxwell’s
equations with block diagonal mass matrix with the same accuracy and flexibility
of standard finite element approximations.
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The focus of this manuscript lies on the second order approximations for Maxwell’s
equations, but the basic arguments can in principle also be used for the construc-
tion and analysis of mass-lumping schemes for other equations and approximations
of higher order. Some ideas in these directions will be discussed at the end of the
manuscript. Let us note that some additional degrees of freedom are required for
mass-lumping, whose number increases with higher order of approximation. We
therefore expect that discontinuous Galerkin methods [12], which also have (block)
diagonal mass matrices, become more efficient for higher polynomial degree. A thor-
ough comparison of finite elements with mass-lumping and discontinuous Galerkin
schemes is given in [11] in the context of elastodynamics.
The remainder of the manuscript is organized as follows: In Section 2, we briefly
summarize some results about the discretization of electromagnetic wave propaga-
tion problems by inexact Galerkin methods in space and explicit time integration
scheme. A convergence analysis is given under some simple abstract conditions,
which can easily be verified for particular approximations. As an example, in Sec-
tion 2.3, we apply the results to the standard N1 element. In Section 3.1, we then
analyze the effect of inexact numerical integration for the EJ1 element. Sections 3.2
and 3.3 then contain our main results: We first show that the EJ1 element leads to
second order convergence, if div(εE) = 0, and then propose and analyze the new
EJ ∗1 element, which leads to second order convergence in the general case. Some
numerical tests are presented in Section 5 for illustration of our theoretical res-
ults. In Section 6, we briefly review the main ingredients that are required to obtain
higher order approximations or discretizations for other types of equations. Detailed
proofs for some technical lemmas and a list of basis functions for the EJ ∗1 element
are provided in the appendix.
2. Inexact Galerkin approximations
We consider Maxwell’s equations
ε∂ttE(t) + curl(µ
−1curlE(t)) = f(t) on Ω, t > 0 (1)
on some bounded Lipschitz domain Ω ⊂ R3. For ease of presentation, we comple-
ment (1) by homogeneous boundary and initial conditions
n× E(t) = 0 on ∂Ω, t > 0, (2)
E(0) = 0, ∂tE(0) = 0 on Ω. (3)
More general boundary and initial conditions and also lower order terms in (1) can
be considered with minor modifications. To avoid technicalities, we assume that
ε, µ are symmetric positive definite matrices, and that (4)
f is a smooth function of time with values in L2(Ω). (5)
Piecewise smooth coefficient functions and more general right hand sides can again
be considered with minor modifications. Under assumptions (4)–(5), the existence
of a unique solution to (1)–(3) can be proven by semi-group theory [14, 18], and
solutions of (1) are characterized by the variational principle
(ε∂ttE(t), v) + (µ
−1curlE(t), curl v) = (f(t), v), (6)
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for all v ∈ H0(curl; Ω) and t > 0; see [16] for details. Here and below, (·, ·) denotes
the scalar product of L2(Ω).
2.1. Space discretization. Let Th denote a shape-regular tetrahedral mesh of the
domain Ω. We denote by Hk(Th) the spaces of piecewise smooth functions over the
mesh Th, and write
Nk(Th) = {v : v|K ∈ Nk(K) for all K ∈ Th} (7)
for the space of piecewise polynomial functions whose restrictions to any element T
belong to the Ne´de´lec space Nk(K) = Pk(K)3 ⊕ [x× P hk (K)3]; see [1]. We look for
approximations for E(t) in a finite element space Vh satisfying
(A0) Nk(Th) ∩H0(curl,Ω) ⊂ Vh ⊂ H0(curl,Ω).
There exist locally defined projection operators Πkh : H
1(Th)3 → Nk(Th) such that
‖Πkhv − v‖L2(K) ≤ chs‖v‖Hs(K), 1 ≤ s ≤ k + 1, (8)
‖curl(Πkhv − v)‖L2(K) ≤ chs‖curl v‖Hs(K), 1 ≤ s ≤ k + 1. (9)
Due to shape-regularity of the mesh Th the constant c can be chosen independent
of the element K. We further denote by pimh : L
2(Ω) → Pm(Th) the L2-projection
operator to piecewise polynomials of order m and note that
‖pimh v − v‖L2(K) ≤ Chs‖∇sv‖L2(K) 0 ≤ s ≤ m+ 1.
The definition of the L2-projection naturally extends to vector valued functions.
For the numerical approximation of problem (1)–(3), we then consider inexact
Galerkin finite element methods of the following form.
Problem 2.1. Find Eh : [0, T ]→ Vh such that Eh(0) = ∂tEh(0) = 0 and
(ε∂ttEh(t), vh)h + (µ
−1curlEh(t), curl vh) = (f(t), vh), (10)
for all vh ∈ Vh and t > 0. Here (·, ·)h denotes a suitable approximation for the scalar
product (·, ·) on L2(Ω), which is part of the definition of the method.
In order to ensure the well-posedness of the semi-discrete problem, we require that
(A1) the bilinear form (ε·, ·)h defines a scalar product on Vh and
c1(εvh, vh) ≤ (εvh, vh)h ≤ c2(εvh, vh) ∀vh ∈ Vh,
for some positive constants c1, c2.
As a consequence of this assumption and the positivity of ε, we can estimate
(εvh, wh)h ≤ C‖vh‖L2(Ω)‖wh‖L2(Ω) for all vh, wh ∈ Vh. (11)
By choosing any basis for the finite dimensional space Vh, we can transform the
discrete variational equation (10) into a linear system
M˜e¨(t) +Ke(t) = g(t), t > 0, (12)
describing the evolution of the coordinate vector e(t) representing the finite element
function Eh(t). Due to condition (A1), the mass matrix M˜ in (12) is symmetric
positive definite, and existence of a unique solution for given initial values e(0) =
e˙(0) = 0 follows from the Picard-Lindelo¨f theorem. This also implies the well-
posedness of Problem 2.1. As a second ingredient, we assume that
SECOND ORDER MASS-LUMPING FOR MAXWELL’S EQUATIONS 5
(A2) the inexact scalar product (·, ·)h is sufficiently accurate, i.e. there exists a
constant cσ ≥ 0 such that
|σh(pi∗hE, vh)| ≤ cσhq+1‖E‖Hq(Th)‖curl vh‖L2(Ω),
where σh(uh, vh) := (εuh, vh)−(εuh, vh)h represents the quadrature error and
pi∗h : H
1(Th)3 → Pq(Th)3 is a suitable projection operator satisfying
‖pi∗hE − E‖L2(K) ≤ chq+1‖E‖Hq+1(K), ∀K ∈ Th.
Based on these general assumptions, we can prove the following convergence result.
Theorem 2.2. Let (A0)–(A2) hold and let E denote a sufficiently smooth solution
of (1)–(3). Then the inexact Galerkin approximation Eh of Problem 2.1 satisfies
‖∂t(E − Eh)‖L∞(0,T,L2(Ω)) + ‖curl(E − Eh)‖L∞(0,T,L2(Ω)) ≤ C(E)hr, (13)
with rate r = min{k + 1, q + 1} and constant
C(E) = C
(
‖∂tE‖L∞(0,T,Hr(Th)) + ‖∂ttE‖L1(0,T,Hr(Th))
+ ‖curlE‖L∞(0,T,Hr(Th)) + ‖curl ∂tE‖L1(0,T,Hr(Th))
+ cσ‖∂ttE‖L∞(0,T,Hr−1(Th)) + cσ‖∂tttE‖L1(0,T,Hr−1(Th))
)
.
and constant C only depending on the domain, the shape-regularity of the mesh, and
the bounds for the coefficients.
The result follows from standard energy arguments and assumptions (A0)–(A2).
For convenience of the reader, a complete derivation is given in the appendix.
2.2. Time discretization. Let us also consider the time-discretization by a typical
explicit scheme, which will be used in our numerical tests.
Problem 2.3 (Fully discrete scheme). Set E0h = E
1
h = 0, and then determine E
n
h
for n ≥ 1 by the variational equations
(εdττE
n
h , vh)h + (µ
−1curlEnh , curl vh) = (f(t
n), vh) ∀vh ∈ Vh. (14)
Here Enh is the approximation for the semi-discrete solution Eh(t
n) at time tn = nτ
resulting from time discretization, and τ > 0 is the time step size. Furthermore,
dτE
n+ 1
2
h =
1
τ
(En+1h − Enh ) and dττEnh =
1
τ 2
(En+1h − 2Enh + En−1h ) (15)
are the usual central difference quotients of first and second order. Moreover, let
tn+1/2 =
1
2
(tn+1 − tn) and Ê n+
1
2
h =
1
2
(En+1h + E
n
h ). (16)
In order to ensure the stability of the fully discrete scheme, we require that
(A3) the time step τ is chosen such that
(µ−1curl vh, curl vh) ≤ 1
τ 2
(εvh, vh)h ∀vh ∈ Vh,
which can be interpreted as an abstract CFL condition; see [13] for details. The
following error estimates can then be proven via energy arguments.
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Theorem 2.4. Let (A0)–(A3) hold and let E denote a sufficiently smooth solution
of (1)–(3). Then the discrete approximations Enh , n ≥ 0 of Problem 2.3 satisfy
max
0≤n<N
(
‖∂tE(tn+ 12 )− dτE n+
1
2
h ‖L2(Ω) + ‖curl(E(tn+
1
2 )− Ê n+
1
2
h ))‖L2(Ω)
)
≤ C(E)hr + C ′(E)τ 2,
for all 0 ≤ tn < T with rate r and constant C(E) from Theorem 2.2 and
C ′(E) = ‖∂(4)t E‖L1(0,T ;H1(Th)).
A detailed proof of this result will again be given in the appendix.
2.3. Standard Ne´de´lec elements. To illustrate the applicability of the conver-
gence results above, let us briefly discuss the approximation of (1)–(3) using second
order Ne´de´lec elements and inexact numerical integration. We set
Vh = {vh ∈ H0(curl; Ω) : vh|K ∈ N1(K)} ⊂ P2(Th)3. (17)
As inexact scalar product for Problem 2.1, we choose
(εv, w)h =
∑
K
(εv, w)h,K , (18)
with (εv, w)h,K evaluated by appropriate numerical quadrature.
Lemma 2.5. Assume that (·, ·)h,K is exact for polynomials of degree p ≥ 3 and
chosen such that (A1) is valid. Then assumption (A2) holds with q = 1 and cσ = 0.
As a consequence, the estimates of Theorems 2.2 and 2.4 hold with rate r = 2, i.e.,
the method is second order accurate.
Proof. It suffices to verify assumption (A2) with q = 1 and cσ = 0. Let pi
∗
h = pi
1
h
denote the L2-projection onto P1(Th)3. Since ε is constant, vh|K ∈ P2(K)3, and the
local quadrature rule is exact for polynomials of degree p ≥ 3, we have
σh(pi
∗
hE, vh) =
∑
K
(εpi1hE, vh)h,K − (εpi1hE, vh)K = 0.
This already concludes the proof of the lemma. 
Remark 2.6. If the quadrature formula (·, ·)h,K is exact for polynomials of degree
p ≥ 4, then the quadrature error is zero and the method of Problem 2.1 coincides
with the standard finite element approximation of second order [16], which is also
included in our analysis. The previous lemma shows that some amount of inexact
numerical integration is allowed without degrading the second order convergence.
3. Second order finite elements with mass-lumping
As observed in [4, 10], mass-lumping via numerical quadrature relies on the fol-
lowing key ingredients to be satisfied on every element K:
(i) three degrees of freedom are required for every quadrature point;
(ii) sufficiently many quadrature have to be located at the boundary in order to
allow for appropriate continuity of the associated basis functions.
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We refer to Section 4 for details. An appropriate quadrature rule is given by [10]∫
K
g(x)dx ≈ |K|
(
4∑
i=1
1
40
g(vi,K) +
4∑
i=1
9
40
g(fi,K)
)
, (19)
where vi,K are the vertices and fi,K are the face midpoints of the tetrahedron K; see
Figure 1 for a graphical illustration. By elementary computations, one can verify
Lemma 3.1. The quadrature rule (19) is exact for polynomials of degree p ≤ 3.
From Lemma 2.5, we infer that the Ne´de´lec elements of second order with (19)
as quadrature rule yield second order convergence. To satisfy condition (i), Elmkies
and Joly proposed an extension of the N1 space by four additional basis functions.
In the following two sections, we analyze the approach of [10] and show that the
method is second order convergent only in particular cases. We then propose a
modification that yields second order convergence in general.
3.1. First order convergence of the EJ1 element. We start by defining the
extension of the Ne´de´lec finite element space proposed in [10], which we call the EJ1
element in the sequel. Let λi,K , i = 1, . . . , 4 denote the barycentric coordinates of
the tetrahedron K, and consider the four functions
w`,K = λi,Kλj,Kλk,K∇λ`,K ∈ P3(K)3, (20)
with {i, j, k, `} in circular permutation. Each of these functions can be associated
to the face f`,K opposite to the vertex v`,K ; see Figure 1 for an illustration. Note
that w`,K and has zero tangential trace on ∂K and, therefore, its extension by zero
lies in H(curl,Ω). Following [4, 10], we define
EJ1(K) = N1(K)⊕ span{w`,K : ` = 1, . . . , 4} ⊂ P3(K)3.
and we introduce the corresponding global approximation space
Vh = {v ∈ H0(curl; Ω) : v|K ∈ EJ1(K)}. (21)
By elementary arguments, we can verify the following properties.
Lemma 3.2. Let (·, ·)h,K be defined by the quadrature rule (19). Then assumptions
(A0)–(A2) hold with k = 1, q = 0, and cσ = 0. As a consequence, the estimates of
Theorems 2.2 and 2.4 hold with r = 1, i.e., the method is first order accurate.
Proof. Assumptions (A0) and (A1) hold by construction. To verify (A2) with q = 0
and cσ = 0, we choose pi
∗
h = pi
0
h and use that EJ1(K) ⊂ P3(K)3 and Lemma 3.1.
This yields σh(pi
∗
hE, vh) = 0. 
Let us note that the additional basis functions (20) are cubic polynomials, which
forced us to use pi∗h = pi
0
h in the estimate of the quadrature error. As we will
indicate by numerical tests, the assertions of Lemma 3.2 are sharp, i.e., in general,
the method only provides first order convergence. In the following section, we will
prove, however, that second order convergence can be obtained in special situations.
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3.2. Second order convergence for the EJ1 element. Let us start by summar-
izing some additional properties of the finite element space.
Lemma 3.3. dim(EJ1(K)) = 20 + 4 and dim(curl(EJ1(K))) = 8 + 3.
This means that the four additional basis functions w`,K , ` = 1, . . . , 4 are inde-
pendent but one specific linear combination leads to a curl-free function. Since∑
`
w`K = ∇bK , bK = λ1,Kλ2,Kλ3,Kλ4,K ,
the sum of the basis functions is the problematic linear combination, since it is
the gradient of the bubble function bK ∈ P4(K). Based on this observation and
Lemma 3.3, we can split any function vK ∈ EJ1(K) into
vK = v
(1)
K + v
(2)
K + v
(3)
K
with v
(1)
K ∈ N1(K), v(2)K ∈ span{w`,K , ` = 1, . . . , 3} and v(3)K ∈ span{∇bK}. Moreover,
this splitting is unique and direct, which allows to prove the following assertions.
Lemma 3.4. Let vK ∈ EJ1(K) be split into vK = v(1)K + v(2)K + v(3)K as above. Then
‖v(i)K ‖L2(K) ≤ C‖vK‖L2(K) and ‖curl v(i)K ‖L2(K) ≤ C‖curl vK‖L2(K)
with a constant C depending only on the shape of the element K. For the second
component, we further have
‖∇v(2)K ‖L2(K) ≤ C‖curl v(2)K ‖L2(K).
Proof. The first two estimates follow from linear independence of the basis func-
tions and a mapping argument. The last is based on the fact that the curls of the
three basis functions spanning these components are linearly independent. As a con-
sequence, ‖curl v(2)K ‖L2(K) defines a norm on the space span{w`,K : ` = 1, . . . , 3}, and
one can see that ‖curl v(2)K ‖L2(K) ≤ c‖∇v(2)K ‖L2(K), hence also ‖∇v(2)K ‖L2(K) defines a
norm on this three dimensional subspace. The fact that c and C can be chosen de-
pending only on the shape of the element follows from the usual mapping argument
and the uniform shape regularity of the mesh. 
Remark 3.5. The above splitting generalizes directly to the whole space, i.e., any
function vh ∈ Vh defined in (21) can be split uniquely into
vh = v
(1)
h + v
(2)
h + v
(3)
h
with components given by
v
(1)
h ∈ V (1)h = {v ∈ H0(curl,Ω) : v|K ∈ N1(K)},
v
(2)
h ∈ V (2)h = {v ∈ H0(curl,Ω) : v|K ∈ span{w`,K : ` = 1, . . . , 3}},
v
(3)
h ∈ V (3)h = {v ∈ H0(curl,Ω) : v|K ∈ span{bK}}.
Since we assumed uniform shape regularity of the mesh, we can take the same
constant C in Lemma 3.4 and thus obtain global estimates
‖v(i)h ‖L2(Ω) ≤ C‖vh‖L2(Ω), ‖curl v(i)h ‖L2(Ω) ≤ C‖curl vh‖L2(Ω), i = 1, . . . , 3
and ‖∇v(2)h ‖L2(Ω) ≤ C‖curl v(2)h ‖L2(Ω),
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which follow by summation of the local estimates of the previous lemma.
In the sequel, we utilize an additional divergence preserving projection operator.
Let piBDMK : H
1(K)3 → BDM1(K) be the canonical projection operator for the
space BDM1(K) = P1(K)3, see [1, Sec 2.5] or [2], and recall that
div(piBDMK v) = pi
0
Kdiv v for all v ∈ H1(K)3.
Moreover, the following approximation error estimates hold
‖piBDMK v − v‖L2(K) ≤ Chs‖v‖Hs(K), 1 ≤ s ≤ 2
‖div(piBDMK v − v)‖L2(K) ≤ Ch‖div v‖H1(K).
By (piBDMh v)|K = piBDMK v|K we define the corresponding global projection operator
for piecewise smooth functions v ∈ H1(Th)3. With the help of this projection op-
erator and the splitting of the test space Vh, we can now establish the following
improved estimates for the quadrature error.
Lemma 3.6. Let div(εE) = 0. Then assumptions (A0)-(A2) hold with k = 1,
q = 1, and some cσ > 0 depending only on the shape regularity of the mesh. As a
consequence, the estimates of Theorems 2.2 and 2.4 hold with rate r = 2, i.e., the
method is second order accurate if the exact solution is divergence free.
Proof. We choose pi∗h = pi
BDM
h and let vh = v
(1)
h +v
(2)
h +v
(3)
h be the splitting of vh ∈ Vh
defined above. Then
σh(pi
∗
hE, vh) = σh(pi
∗
hE, v
(1)
h ) + σh(pi
∗
hE, v
(2)
h ) + σh(pi
∗
hE, v
(3)
h ) = (i) + (ii) + (iii).
Due to the exactness of the quadrature rule stated in Lemma 3.1, we have (i) = 0.
For the second term, we get
(ii) = σh(pi
∗
hE, v
(2)
h )
= σh(pi
∗
hE − pi0hE, v(2)h − pi0hv(2)h ) + σh(pi0hE, v(2)h − pi0hv(2)h ) + σh(pi∗hE, pi0hv(2)h ).
By Lemma 3.1, the last two terms vanish identically, and we obtain
(ii) ≤ Ch2‖E‖H1(Th)‖∇v(2)h ‖L2(Th) ≤ C ′h2‖E‖H1(Th)‖curl v(2)h ‖L2(Th),
where we used the approximation properties of piBDMh and the third estimate of
Remark 3.5 in the last step. This is the required estimate for the second component.
From the assumption div(εE) = 0 and the divergence-preserving property of the
projection operator pi∗h = pi
BDM
h , we infer that
pi∗KE ∈ H1(K) and div(pi∗KE) = 0 ∀K ∈ Th.
A close inspection of the quadrature rule (19) shows that
σK(wK , v
(3)
K ) = 0 for all wK ∈ P1(K) with divwK = 0
and v
(3)
K ∈ span{∇bK} as defined above, i.e. the quadrature rule also integrates
one additional forth order polynomial exactly. As a consequence, (iii) = 0, and the
proof is concluded by summing up the estimates for the terms (i)–(ii). 
10 SECOND ORDER MASS-LUMPING FOR MAXWELL’S EQUATIONS
Remark 3.7. The EJ1 element with mass-lumping thus yields second order conver-
gence provided that the exact solution is divergence free. From (1), we see that
div(ε∂ttE(t)) = −div(curl(µ−1curlE(t)))− div(∂tj(t)) = −div(∂tj(t)).
Hence the assumption div(εE(t)) = 0 holds, if div(εE(0)) = div(ε∂tE(0)) = 0
and div j(t) = 0 for all t ≥ 0. In this case, Lemma 3.6 guarantees second order
convergence, which explains the good numerical results obtained in [4, 10].
3.3. A modification of the EJ1 element. From the error analysis presented in
the previous section, one can see that the problematic component in the estimate
for the quadrature error is that related with the test function v
(3)
h ∈ V (3)h = {v ∈
H0(curl; Ω) : v|K ∈ span{∇bK}} which cannot be controlled via its curl nor is
integrated with sufficient accuracy in the general case. We therefore replace the
basis functions w4,K in the EJ1 element by
w∗4,K = w4,K + λ1,Kλ2,Kλ3,K(λ2,K − λ1,K)∇λ4,K , (22)
and define the modified EJ1 element by
EJ ∗1 (K) = N1(K)⊕ span{w1,K , w2,K , w3,K , w∗4,K}.
By elementary computations, one can again verify the following properties.
Lemma 3.8. dim(EJ ∗1 (K)) = 20 + 4 and dim(curl(EJ ∗1 (K))) = 8 + 4, i.e., the four
additional functions have linear independent curls. Moreover, w∗4,K is integrated
exactly by the quadrature rule (19), i.e., σK(p
0
K , w
∗
4,K) = 0 for all p
0
K ∈ P0(K)3.
As approximation space for Problems 2.1 and 2.3, we now consider
Vh = {v ∈ H0(curl; Ω) : v|K ∈ EJ ∗1 (K)}.
Based on the previous results, we can prove the following assertion.
Lemma 3.9. Assumptions (A0)–(A2) hold with k = 1, q = 1, and cσ > 0 only
depending on the shape-regularity of the mesh. Hence the assertions of Theorems 2.2
and 2.4 hold with rate r = 2, i.e., the method is second order accurate.
Proof. Conditions (A0) and (A1) follow by construction. For the proof of property
(A2), we note that vh can now be split into vh = v
(1)
h + v
(2)
h with components
v
(1)
h ∈ V (1)h = {v ∈ H0(curl,Ω) : v|K ∈ N1(K)} and
v
(2)
h ∈ V (2)h = {v ∈ H0(curl,Ω) : v|K ∈ span{w1, w2, w3, w∗4}.
We can then continue as in the proof of Lemma 3.6 without taking the third com-
ponent in the decomposition of the quadrature error into consideration. 
In the next section, we define a local basis for the space EJ ∗1 , which together with
the quadrature rule (19) leads to a block-diagonal mass matrix M˜ . We thus obtain
an efficient method of second order accuracy.
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4. Definition of the basis functions
We start by defining basis functions for the standard Ne´de´lec space N1(K). We
only consider a single element K and omit the corresponding subscript in the fol-
lowing. Let λi, i = 1, . . . , 4 denote the barycentric coordinates of the element K
associated to the vertices vi, which are ordered with respect to their global index in
the mesh. Furthermore, let fi, i = 1, . . . , 4 denote the midpoint of the face opposite
to the vertex vi, see Figure 1. For each edge spanned by vertices vi and vj with i 6= j
we define two basis functions of the form λi∇λj leading to
Φ1 = λ1∇λ2, Φ2 = λ2∇λ1, Φ3 = λ1∇λ3, Φ4 = λ3∇λ1,
Φ5 = λ1∇λ4, Φ6 = λ4∇λ1, Φ7 = λ2∇λ3, Φ8 = λ3∇λ2,
Φ9 = λ2∇λ4, Φ10 = λ4∇λ2, Φ11 = λ3∇λ4, Φ12 = λ4∇λ3.
Any basis function associated to an edge has non-zero tangential trace only on the
respective edge and vanishes in all but one vertex. For a face with vertices vi, vj, vk,
i < j, k, j 6= k, we define two basis functions of the form λj(λi∇λk − λk∇λi), viz.
Φ13 = λ3(λ2∇λ4 − λ4∇λ2), Φ14 = λ4(λ2∇λ3 − λ3∇λ2),
Φ15 = λ2(λ1∇λ4 − λ4∇λ1), Φ16 = λ4(λ1∇λ2 − λ2∇λ1),
Φ17 = λ2(λ1∇λ4 − λ4∇λ1), Φ18 = λ4(λ1∇λ2 − λ2∇λ1),
Φ19 = λ2(λ1∇λ3 − λ3∇λ1), Φ20 = λ3(λ1∇λ2 − λ2∇λ1).
These functions vanish identically at all vertices v` and on one of the faces. The
functions {Φi : 1 ≤ i ≤ 20} form a basis for the Ne´de´lec space N1(K). Note that
three basis functions can be associated to each vertex while only two functions are
associated to every face midpoint; see Figure 1 for an illustration.
v1
v2
v3
v4
f4
f3
f2
f1
Figure 1. Quadrature points and degrees of freedom of the standard
Ne´de´lec element N1 (red) and the EJ1 element (red and blue).
As observed in [10], we require three basis functions for each quadrature point
in order to allow for mass-lumping. We therefore define an additional third basis
function for every face, see Section 3.3 and Figure 1.
Φ̂21 = λ2λ3λ4∇λ1, Φ̂22 = λ1λ3λ4∇λ2,
Φ̂23 = λ1λ2λ4∇λ3, Φ̂24 = λ1λ2λ3(1 + λ2 − λ1)∇λ4.
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Any of these functions vanishes identically on three of the faces and has zero tan-
gential component on the remaining face. Therefore, any function Φ̂i, 21 ≤ i ≤ 24 is
non-zero in only one of the quadrature points of the quadrature rule (19). In order
to achieve mass-lumping, we now modify the other basis functions Φi, 1 ≤ i ≤ 20 in
order to obtain a similar property. We first modify the face basis functions by
Φ̂j = Φj +
4∑
i=1
ai,j Φ̂20+i, 13 ≤ j ≤ 20,
with coefficient matrix defined by
a =

0 0 3 3 3 3 3 3
3 3 0 0 0 −3 0 −3
0 −3 0 −3 0 0 −3 0
−3 0 −3 0 −3 0 0 0
 .
Any of these functions is non-zero in only one of the quadrature points of (19). In
a second step, we modify the edge basis functions by
Φ̂j = Φj +
12∑
i=1
bi,j Φ̂12+i, 1 ≤ j ≤ 12,
with the following coefficient matrix
b =

0 0 0 0 0 0 1 1 −2 1 −2 1
0 0 0 0 0 0 −2 1 1 1 1 −2
0 0 1 1 −2 1 0 0 0 0 −2 1
0 0 −2 1 1 1 0 0 0 0 1 −2
1 1 0 0 −2 1 0 0 −2 1 0 0
−2 1 0 0 1 1 0 0 1 −2 0 0
1 1 −2 1 0 0 −2 1 0 0 0 0
−2 1 1 1 0 0 1 −2 0 0 0 0
0 −9 0 −9 0 −9 3 3 3 3 3 3
−9 0 3 3 3 3 0 −9 0 −9 3 3
3 3 −9 0 3 3 −9 0 3 3 0 −9
3 3 3 3 −9 0 3 3 −9 0 −9 0

.
By construction, any of the basis functions Φ̂j, 1 ≤ j ≤ 12 now vanishes in all
integration points of the quadrature rule (19) except one.
Remark 4.1. The basis functions Φ̂j, 1 ≤ j ≤ 24 form a basis of EJ ∗1 (K) and at
any quadrature point of (19), exactly three basis functions are non-zero. The local
mass matrix M̂K with entries (M̂K)ij = (Φ̂i, Φ̂j)h,K , obtained by inexact numerical
integration, is regular and block-diagonal with 3×3 blocks, one for each quadrature
point. The global mass matrix M̂ obtained by assembling of the local matrices is
also block-diagonal, with one block for each vertex and each face midpoint of the
mesh. The size of the vertex blocks is determined by the number of edges adjacent
to a vertex, while any of the face blocks has size 4; see Figure 2 for an example.
The proposed inexact numerical integration, together with the above choice of basis
functions can therefore be interpreted as a mass-lumping strategy.
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Figure 2. Structure of the EJ ∗1 lumped mass matrix on a mesh Th
with 24 elements.
5. Numerical tests
In this section, we conduct two numerical experiments. First, we design a test case
where the solution E(t) is divergence-free for all t. In this case, both EJ1 and our
modified element EJ ∗1 are expected to exhibit second order convergence, as stated
in Lemma 3.6 and Lemma 3.9. As a second test case, we choose a solution which
is not divergence free. In this case, we will see that the EJ1 element only yields
first order convergence, i.e. the result of Lemma 3.2 is sharp, while our modified
element EJ ∗1 still retains second order convergence. We also briefly investigate the
CFL-conditions in assumption (A3).
In all numerical tests, we set Ω = (0, 1)3 and let 0 ≤ t ≤ T = 2 denote the
time interval, and we set ε = µ = 1. We specify different exact solutions E for the
different test cases and define the corresponding right hand sides by
(f(tn), vh) = (∂ttE(t
n), vh) + (curlE(t
n), curl vh). (23)
The fully discrete solution is computed by Problem 2.3 with initial values E0h =
Π̂hE(t
0) and E1h = Π̂hE(t
1) defined by the elliptic projection
(Π̂hE(t
n), vh) + (curl Π̂hE(t
n), curl vh) = (E(t
n), vh) + (curlE(t
n), curl vh), (24)
for n = 0, 1. This guarantees that the initial approximations are second order
accurate in theH(curl) norm, so they do not impact the overall convergence. For this
choice of initial values, we will actually observe some super-convergence phenomena.
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5.1. Divergence-free solution. For the first test case, we choose
E(x, y, z, t) = cos(t)
− sin(pix) cos(piy)cos(pix) sin(piy)
0

as the exact solution, which satisfies divE = 0. We denote by Eh and E
∗
h the discrete
solution generated by the discretization via the element EJ1 and EJ ∗1 , respectively.
For the convergence study, we will consider a sequence {Th}h of quasi-uniform but
non-nested meshes Th with decreasing mesh size h ≈ 2−k =: h(k), k ≥ 1. For all
computations, we choose τ = 0.02h(k) as the time step size, and we use
|||e||| = max
0≤tn<T
‖e(tn)‖L2(Ω)
to measure the error. In Table 1 and Table 2, we display the discrete errors obtained
by Problem 2.3 with respect to the elliptic projection (24) and the estimated orders
of convergence (eoc). As predicted by theory, both methods have second order
h(k) #dof |||Π̂hE − Eh||| eoc |||curl (Π̂hE − Eh)||| eoc
2−1 1400 0.018107 — 0.094814 —
2−2 5698 0.006319 1.51 0.036393 1.38
2−3 44094 0.001635 1.95 0.008899 2.03
2−4 344408 0.000417 1.97 0.002244 1.99
2−5 2802226 0.000105 1.99 0.000547 2.04
Table 1. Discrete errors for the EJ1 element resulting from Problem 2.3.
h(k) #dof |||Π̂hE − E∗h||| eoc |||curl (Π̂hE − E∗h)||| eoc
2−1 1400 0.008811 — 0.095367 —
2−2 5698 0.001204 2.87 0.036455 1.39
2−3 44094 0.000104 3.52 0.008924 2.03
2−4 344408 0.000012 3.01 0.002249 1.99
2−5 2802226 0.000001 3.02 0.000548 2.04
Table 2. Discrete errors for the EJ ∗1 element resulting from Problem 2.3.
convergence in the energy norm. Let us note that the discrete error of the modified
EJ ∗1 element exhibits super-convergence in the L2-norm.
5.2. Non divergence-free solution. For the second convergence test, let
E(x, y, z, t) = cos(t)
− sin(pix) cos(piy)cos(pix) cos(piy)
0

be the exact solution. Note that divE 6= 0 in this case. In Tables 3 and 4, we depict
the discrete errors and estimated orders of convergence obtained for Problem 2.3.
From the results of Table 3, we infer that the estimate of Lemma 3.2 is indeed
sharp, i.e., the EJ1 element only exhibits first order convergence. Note, however,
that the error for the curl is still second order convergent. As predicted, the modified
element EJ ∗1 yields second order convergence and again shows super-convergence in
the L2-norm, just as in our first test case.
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h(k) #dof |||Π̂hE − Eh||| eoc |||curl (Π̂hE − Eh)||| eoc
2−1 1400 0.073937 — 0.073391 —
2−2 5698 0.041814 0.82 0.025524 1.52
2−3 44094 0.020204 1.05 0.006218 2.04
2−4 344408 0.009990 1.02 0.001578 1.98
2−5 2802226 0.004945 1.01 0.000381 2.05
Table 3. Discrete errors for the EJ1 element resulting from Problem 2.3.
h(k) #dof |||Π̂hE − E∗h||| eoc |||curl (Π̂hE − E∗h)||| eoc
2−1 1400 0.009595 — 0.073786 —
2−2 5698 0.002358 2.02 0.025548 1.53
2−3 44094 0.000290 3.02 0.006520 1.97
2−4 344408 0.000035 3.02 0.001701 1.94
2−5 2802226 0.000004 3.05 0.000416 2.03
Table 4. Discrete errors for the EJ ∗1 element resulting from Problem 2.3.
5.3. CFL-condition. To further evaluate the fully discrete method of Problem 2.3,
we now investigate the CFL-condition resulting from assumption (A3). We are thus
looking for a constant c > 0 such that
τ ≤ τmax = c · h(k). (25)
Let M˜ and K denote the mass and stiffness matrices resulting from space discretiz-
ation in Problems 2.1 and 2.3; see (12). From the proof of Theorem 2.4, we see that
a sufficient condition for discrete stability is
τ 2max
4
‖M−1h K‖ =
1
4
.
By plugging this in (25), we obtain
c =
1
h(k)
√
λmax(M
−1
h K)
. (26)
In Table 5, we compare the resulting constants for the space discretizations based on
the standard N1 element without and the EJ1 and the modified EJ ∗1 element with
mass lumping.
h N1 EJ1 EJ ∗1
2−1 0.045386 0.040525 0.040454
2−2 0.051658 0.046686 0.046559
2−3 0.048364 0.042656 0.042551
2−4 0.048310 0.042687 0.042583
2−5 0.048443 0.043052 0.042963
Table 5. Values of the CFL-constant c in (26) for the standard N1
discretization without mass-lumping, and the EJ1 and EJ ∗1 elements
with mass-lumping; larger is better.
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Let us note that all discretizations yield very similar CFL-constants.
6. Discussion
In this paper, we considered inexact Galerkin finite element approximations for
Maxwell’s equations. We established second order convergence for the discretizations
proposed by Elmkies and Joly in [10] for divergence free solutions, and illustrated
that, in general, the method is only first order accurate. A slight modification
of the finite element space allowed us to obtain a method which is second order
accurate in the general case. For the modified element EJ ∗1 , super-convergence was
observed for the difference of the numerical solution and the elliptic projection of the
true solution. In addition, we also observed super-convergence for the error in the
curl for the original EJ1 element. A theoretical explanation for these observations
is still open. Let us mention that similar arguments as used in the analysis of
Sections 2 and 3 can also be applied to wave propagation problems in H(div) and
H1; see [7, 8, 11]. In principle, also the extension of our arguments to higher
order is possible. Finding appropriate quadrature rules of higher order, however,
is not trivial. Moreover, the additional number of degrees of freedom needed to
enable mass-lumping increases strongly with the approximation order. In that case,
discontinuous Galerkin methods seem advantageous. Some comparison of mass-
lumped finite elements and discontinuous Galerkin methods has been conducted in
[11] for problems in H1.
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Appendix A. Proof of Theorem 2.2
In principle, the result of Theorem 2.2 follows by standard arguments; see e.g. [6, 13].
For convenience of the reader, we provide a detailed proof. We denote by Πh the canonical
projection operator for Nk(Th) defined by (Πhu)|K = ΠkKu|K ; see assumption (A0).
Lemma A.1. Let φh ∈W 1,∞([0, t], Vh) with φh(0) = 0 and let (A0)-(A2) hold. Then
∫ t
0
σh(ΠhE(s), ∂tφh(s)) ds ≤ C(E)2h2r + 1
8
‖∂tφh‖2L∞(0,t,L2(Ω)) +
1
8
‖curlφh‖2L∞(0,t,L2(Ω))
with C(E) = C
(
cσ‖E‖L∞(0,t;Hr−1(Th)) + ‖E‖L1(0,t;Hr(Th)) + cσ‖∂tE‖L1(0,t;Hr−1(Th))
)
and
r = min{k + 1, q + 1} with constant C depending only on the shape regularity of Th.
Proof. The left hand side can be split into
∫ t
0
σh(ΠhE, ∂tφh) =
∫ t
0
σh(ΠhE − pi∗hE, ∂tφh) +
∫ t
0
σh(pi
∗
hE, ∂tφh)
=
∫ t
0
σh(ΠhE − pi∗hE, ∂tφh) +
∫ t
0
d
dt
σh(pi
∗
hE, φh)−
∫ t
0
σh(pi
∗
h∂tE, φh)
= (i) + (ii) + (iii).
18 SECOND ORDER MASS-LUMPING FOR MAXWELL’S EQUATIONS
Here, pi∗h is the projection introduced in assumption (A2). For the first term, we use the
approximation properties resulting from assumptions (A0) and (A2) to estimate
(i) ≤
∫ t
0
‖ΠhE − pi∗hE‖L2(Ω)‖∂tφh‖L2(Ω)
≤
∫ t
0
(‖E − pi∗hE‖L2(Ω) + ‖E −ΠhE‖L2(Ω)) ‖∂tφh‖L2(Ω)
≤
∫ t
0
Chr‖E‖Hr(Th)‖∂tφh‖L2(Ω)
≤ 2C ′h2r‖E‖2L1(0,t;Hr(Th)) + 18‖∂tφh‖2L∞(0,t,L2(Ω)).
For the second term, we use φh(0) = 0 and assumption (A2), and obtain
(ii) = σh(pi
∗
hE(t), φh(t)) ≤ hq+1cσ‖E(t)‖Hq(Th)‖curlφh(t)‖L2(Ω)
≤ 4c2σh2q+2‖E(t)‖2Hq(Th) + 116‖curlφh(t)‖2L2(Ω)
≤ 4c2σh2q+2‖E‖2L∞(0,t;Hq(Th)) + 116‖curlφh‖2L∞(0,t,L2(Ω)).
For the third term, using the same arguments as for (ii), we write
(iii) =
∫ t
0
hq+1cσ‖E(s)‖Hq(Th)‖curlφh(s)‖L2(Ω) ds
≤ 4c2σh2q+2‖∂tE‖2L1(0,t;Hq(Th)) + 116‖curlφh(t)‖2L∞(0,t,L2(Ω)).
Summing all the terms yields the result. 
Proof of Theorem 2.2. We split the error into discrete and projection error
E − Eh = −(ΠhE − E) + (ΠhE − Eh) =: −η + ψh.
The projection error η can be bounded using the bounds (8)–(9) by
‖∂tη‖L∞(0,T,L2(Ω)) + ‖curl η‖L∞(0,T,L2(Ω))
≤ Chk+1(‖∂tE‖L∞(0,T ;Hk+1(Th)) + ‖curlE‖L∞(0,T ;Hk+1(Th))).
We now turn to the discrete error ψh. Due to the choice of initial values, we have ψh(0) = 0
and ∂tψh(0) = 0 and consequently, also curlψh(0) = 0. Using (6) and (10), we obtain
(∂ttψh, φh)h + (curlψh, curlφh) = (∂ttη, φh) + (curl η, curlφh) + σh(Πh∂ttE, φh).
Choosing φh = ∂tψh(t) as test function and integrating from 0 to t further yields
1
2
(
‖∂tψh(t)‖2 + ‖curlψh(t)‖2L2(Ω)
)
=
∫ t
0
(∂ttη(s), ∂tψh(s)) +
∫ t
0
(curl η(s), curl ∂tψh(s)) +
∫ t
0
σh(Πh∂ttE(s), ∂tψh(s))
= (i) + (ii) + (iii).
The first term can be estimated via Cauchy-Schwarz and Young’s inequality by
(i) ≤
∫ t
0
‖∂ttη‖L2(Ω)‖∂tψh‖L2(Ω) ≤ ‖∂ttη‖2L1(0,t,L2(Ω)) +
1
4
‖∂tψh‖2L∞(0,t,L2(Ω))
≤ Ch2k+2‖∂ttE‖2L1(0,t;Hk+1(Th)) +
1
4
‖∂tψh‖2L∞(0,t,L2(Ω)).
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For the second term, we apply integration by parts and obtain
(ii) =
∫ t
0
d
dt
(curl η, curlψh)−
∫ t
0
(curl ∂tη, curlψh) = (iia) + (iib).
For (iia), since curlψh(0) = 0, we have
(iia) = (curl η(t), curlψh(t)) ≤ 2‖curl η(t)‖2L2(Ω) +
1
8
‖curlψh(t)‖2L2(Ω)
≤ 2Ch2k+2‖curlE‖2L∞(0,t;Hk+1(Th)) +
1
8
‖curlψh‖2L∞(0,t,L2(Ω)),
The term (iib) is estimated again in a standard way by
(iib) ≤ 2Ch2k+2‖curl ∂tE‖2L1(0,t;Hk+1(Th)) +
1
8
‖curlψh‖2L∞(0,t,L2(Ω)).
Using Corollary A.1, we can estimate the third term by
(iii) ≤ C(∂ttE)2h2r + 1
8
‖∂tψh‖2L∞(0,t,L2(Ω)) +
1
8
‖curlψh‖2L∞(0,t,L2(Ω)),
with
C(∂ttE) = C
(
cσ‖∂ttE‖2L∞(0,t;Hr−1(Th)) + ‖∂ttE‖2L1(0,t;Hr(Th)) + cσ‖∂tttE‖2L1(0,t;Hr−1(Th))
)
.
Summing all the terms and using assumption (A1), we obtain
‖∂tψh(t)‖2L2(Ω) + ‖curlψh(t)‖2L2(Ω)
≤ C˜(E)2h2r + 1
2
‖∂tψh‖2L∞(0,t,L2(Ω)) +
1
2
‖curlψh‖2L∞(0,t,L2(Ω)), (27)
with
C˜(E)2 = C(∂ttE)
2+ C
(
‖curlE‖2L∞(0,t;Hr(Th)) + ‖curl ∂tE‖2L1(0,t;Hr(Th))
)
.
Taking the maximum over all t in (27) and subsequently absorbing the last two terms
by the left hand side yields the L∞-estimate. The main result follows by adding the two
results for the interpolation and discrete error component. 
Appendix B. Proof of Theorem 2.4
We now continue with the error estimate for the fully discrete method. Let
d̂τanh :=
dτa
n+ 1
2
h + dτa
n− 1
2
h
2
=
an+1h − an−1h
2τ
.
We then get the following estimate for the discrete energy.
Lemma B.1. Let {anh}, {fnh } ⊂ Vh be given sequences with a1h = a0h = 0 such that
(dττa
n
h, vh)h + (curl a
n
h, curl vh) = (f
n
h , vh) ∀vh ∈ Vh, (28)
Furthermore, assume that (A1) and (A3) hold. Then for all 0 ≤ n ≤ N − 1, we have
‖dτan+
1
2
h ‖2L2(Ω) + ‖curl â
n+ 1
2
h ‖2L2(Ω) ≤ C
n∑
i=1
τ(f ih, d̂τa
n
h ). (29)
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Proof. We follow the arguments of [13]. Testing (28) with vh = d̂τa
n
h leads to
(fnh , d̂τa
n
h ) = (dττa
n
h, d̂τa
n
h )h + (curl a
n
h, curl d̂τa
n
h ) = (i) + (ii). (30)
For the first term, we obtain
(i) =
1
2τ
(
‖dτan+
1
2
h ‖2h,Ω − ‖dτa
n− 1
2
h ‖2h,Ω
)
,
and the second term can be expanded as
(ii) =
1
τ
(
‖curl ân+
1
2
h ‖2L2(Ω) − ‖curl â
n− 1
2
h ‖2L2(Ω)
− τ
2
4
‖curl dτan+
1
2
h ‖2L2(Ω) +
τ2
4
‖curl dτan−
1
2
h ‖2L2(Ω)
)
.
We now define the discrete energy as
En+
1
2
h =
1
2
‖dτan+
1
2
h ‖2h,Ω + ‖curl â
n+ 1
2
h ‖2L2(Ω) −
τ2
4
‖curl dτan+
1
2
h ‖2L2(Ω).
Plugging this definition back into (30) yields
En+
1
2
h = E
n− 1
2
h + τ(f
n
h , d̂τa
n
h ). (31)
A recursive application of this inequality finally leads to En+
1
2
h = E
1
2
h +
∑n
i=1 τ(f
i
h, d̂τa
i
h).
From (A3), we have that En+
1
2
h is positive and
En+
1
2
h ≤ ‖dτa
n+ 1
2
h ‖2h,Ω + ‖curl â
n+ 1
2
h ‖2L2(Ω) ≤ 2E
n+ 1
2
h . (32)
Moreover, E 12 = 0 since a1h = a0h = 0. The assertion of the Lemma now follows by using
the norm equivalence estimate in assumption (A1). 
Proof of Theorem 2.4. We proceed as in the proof of Theorem 2.2. We again split the
error in discrete and projection error components
E(tn)− Enh = −(ΠhE(tn)− E(tn)) + (ΠhE(tn)− Enh ) =: −bnh + anh.
For our choice of initial values, see definition in Problem 2.3, we have a1h = a
0
h = 0. The
projection error can be estimated as in the proof of Theorem 2.2. For the discrete error,
we now use Lemma B.1 and estimate the right hand side of (29) to obtain
n∑
i=1
τ(f ih, d̂τa
i
h) = τ
n∑
i=1
(dττΠhE(t
i)− ∂ttΠhE(ti), d̂τa ih)h + τ
n∑
i=1
(∂ttb
i
h, d̂τa
i
h)
+ τ
n∑
i=1
(curl bih, curl d̂τa
i
h)− τ
n∑
i=1
σh(∂ttΠhE(t
i), d̂τa ih)
= (i) + (ii) + (iii) + (iv).
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The first term can be estimated by Taylor expansions, assumption (A1), and Cauchy-
Schwarz inequalities, yielding
|(i)| ≤ τ
n∑
i=1
Cτ2‖∂ttttΠhE‖L1(ti−1,ti+1,L2(Ω))‖d̂τa ih‖L2(Ω)
≤
n∑
i=1
Cτ2‖∂ttttE‖L1(ti−1,ti+1;H1(Th)) · max0≤i≤n ‖d̂τa
i
h‖L2(Ω)
≤ 2Cτ4‖∂ttttE‖2L1(0,tn+1;H1(Th)) +
1
8
max
0≤i≤n
‖dτai+
1
2
h ‖2L2(Ω).
In a similar fashion, we get for the second term
|(ii)| ≤ 2Ch2k+2‖∂ttE‖2L2(0,tn+1;Hk+1(Th)) +
1
8
max
0≤i≤n
‖dτai+
1
2
h ‖2L2(Ω).
For the third term, we use summation by parts and curl a1h = 0 to obtain
(iii) = (curl bn+1h , curl a
n
h)− (curl bnh, curl an+1h ) + τ
n∑
i=2
(curl d̂τ bih, curl a
i
h)
= (iii)a + (iii)b + (iii)c.
For first two terms can be estimated by
|(iii)a|+ |(iii)b| ≤ 2Ch2k+2‖curlE‖2L∞(0,tn+1;Hk+1(Th)) +
1
8
max
0≤i≤n
‖curl aih‖2L2(Ω).
For the third term, we obtain
|(iii)c| ≤ 2Ch2k+2‖curl ∂tE‖2L1(0,tn+1;H1(Th)) +
1
8
max
0≤i≤n
‖curl ai+
1
2
h ‖2L2(Ω).
Using a discrete variant of Lemma A.1, we get
|(iv)| ≤ C(E)2h2r + 1
8
‖dτanh‖2L∞(0,tn+1,L2(Ω)) +
1
8
‖curl anh‖2L∞(0,tn+1,L2(Ω)),
with
C(E) = C
(
cσ‖E‖L∞(0,tn+1;Hr−1(Th)) + ‖E‖L1(0,tn+1;Hr(Th)) + cσ‖∂tE‖L1(0,tn+1;Hr−1(Th))
)
.
Summing all the terms and using assumption (A1), we obtain
‖dτan+
1
2
h ‖2L2(Ω) + ‖curl â
n+ 1
2
h ‖2L2(Ω)
≤ C˜(E)2h2k+2 + Ĉ(E)2τ4 + 12 max0≤i≤n
(
‖dτai+
1
2
h ‖2L2(Ω) + ‖curl â
i+ 1
2
h ‖2L2(Ω)
)
, (33)
with C˜(E)2 = C(∂ttE)
2 + C
(
‖curlE‖2L∞(0,tn+1;Hr(Th)) + ‖curl ∂tE‖2L1(0,tn+1;Hr(Th))
)
and
Ĉ(E) = C‖∂ttttE‖L1(0,tn+1;H1(Th)). Taking the maximum over all tn in (33) and absorbing
the last two terms by the left hand side yields the estimate. The assertion of the theorem
now follows by adding the two estimates for the projection and discrete error. 
