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1 Introduction 
1.1 Olfaction 
1.1.1 The sense of smell 
Olfaction describes the ability to detect a vast range of different chemical molecules in the 
environment. It enables the organism to perceive relevant air-borne or water-soluble 
components from a long or short distance. An intact and more sensitive olfactory system 
presumably gave a survival advantage to certain species over others. This may explain the 
fact that this sensory system is being found across phyla from invertebrates like insects to 
vertebrates (fish, amphibians, reptiles, birds and mammals).  
The ability to sense chemical molecules is a feature of unicellular organisms among 
prokaryotes as well as eukaryotes. Bacteria like Escherichia coli, for example, express 
transmembrane chemoreceptors, known as methyl-accepting chemotaxis proteins. The 
binding of ligands like sugars or amino acids controls the direction of the flagellar motor 
through a sophisticated molecular signaling and thereby allows the bacteria’s targeted 
motion (Sourjik and Wingreen 2012). A prominent example in multicellular organisms is 
the migration of leukocytes which detect chemical gradients of chemokines via members of 
the seven-transmembrane spanning G protein-coupled receptors (GPCR) family; this 
enables leukocytes to find the inflammation site (Bloes et al. 2015).   
However, olfaction does not only involve ligand-receptor interactions but requires a 
complex chemosensory system. It is built upon neurons - olfactory receptor neurons 
(ORNs) - that are directly exposed to the environment and express olfactory receptors 
(ORs) in order to detect corresponding ligands. Such ligands are mostly low molecular 
organic compounds consisting of carbohydrates with diverse functional groups, e.g. 
alcohols or amino acids (Firestein 2001). Binding such odorants will ignite the signal 
transduction cascade that, in turn, opens ion channels which finally leads to crossing the 
membrane threshold potential for action potential generation. The odor information is 
then conveyed via the axon terminals of primary sensory neurons to second-order neurons 
in the olfactory bulb. There, ORN axons form spheroid structures called glomeruli and 
make synapses with mitral and tufted cells (Nezlin and Schild 2000; Firestein 2001). Finally, 
that information will be transmitted to higher brain centers for further information 
processing, decoding and odor recognition.   
1 Introduction 2 
The olfactory system is crucial for the survival of different animal species as it is involved 
in major behavioral aspects of life such as food search behavior, food intake (Reinhard et 
al. 2004; Zielinski and Hara 2006; Buehlmann et al. 2014) and reproduction (Spehr et al. 
2006; Polese et al. 2015). In species with complex social organization like mammals it plays 
an outstanding role in socio-sexual matters (Martín-Sánchez et al. 2015), maternal-offspring 
interaction (Corona and Lévy 2015) and recognition of conspecifics and territory fights 
(Brennan and Kendrick 2006; Stopka et al. 2007; Martín-Sánchez et al. 2015).  
Nevertheless, the significance of the mammalian olfactory system was a long time 
underestimated because humans as well as other higher primates predominantly rely on 
other senses when interacting with their environment and conspecifics. The discovery of 
olfactory receptor protein genes (Buck and Axel 1991), however, was a starting point of 
numerous studies aiming to understand the olfactory system. Although much progress has 
been done since then, further research efforts are necessary to unravel the complex 
organisation und function of the olfactory system. 
 
1.1.2 Olfactory system from a medical perspective 
Although humans and other higher primates possess a non-functional vomeronasal organ 
(Meredith 2001) and the majority of olfactory receptor genes being pseudogenes (Nei et al. 
2008), studying olfaction remains clinically relevant.  
Disorders of the olfactory system have been found in various diseases, especially in 
neurodegenerative diseases (Hawkes 2003). Hyposmia appears to be one of the first 
symptoms in patients with Alzheimer’s disease and could predict the incidence of amnestic 
mild cognitive impairment and the conversion of the latter to Alzheimer’s disease (Roberts 
et al. 2016). Olfactory tests can therefore play a screening role for amnestic mild cognitive 
impairment and its progression to Alzheimer’s disease (Roberts et al. 2016). Another 
prominent neurodegenerative disease with olfactory abnormalities is idiopathic Parkinson’s 
disease (Doty 2012). Interestingly, the degree of sensory loss in idiopathic Parkinson’s 
disease is higher than in other related movement disorders, such as progressive 
supranuclear palsy, multiple system atrophy, corticobasal degeneration (Wenning et al. 
1995; Goldstein and Sewell 2009) or in essential tremor (Busenbark et al. 1992; Shah et al. 
2008). In a certain study hyposmia occurred in > 90% of patients with  idiopathic 
Parkinson’s disease (Doty et al. 1988). That makes olfactory testing a valuable tool for a 
differential diagnosis (Goldstein and Sewell 2009). 
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Alterations of olfactory system are not only observed in neurodegenerative diseases but 
also in psychiatric disorders, particularly in patients with major depression (Pause et al. 
2001; Atanasova et al. 2008) and schizophrenia (Moberg et al. 1999). Patients that are 
diagnosed with schizophrenia or a schizoaffective disorder show deficits in affective and 
cognitive functions. Several studies have shown that schizophrenia is associated with 
olfactory dysfunctions like a loss of sensitivity in odor discrimination and detection 
threshold, an impaired odor memory and altered hedonic judgments (Atanasova et al. 2008; 
Kamath et al. 2014). Furthermore, unpleasant olfactory hallucinations are a typical positive 
symptom of schizophrenia and can predict the severity of the disease (Stevenson et al. 
2011).   
Taken together, these studies demonstrated that alterations of olfactory system are 
important symptoms in neurological and psychiatric disorders with high prevalence in the 
population. Understanding the pathological mechanisms underlying the olfactory 
symptoms can help to understand the pathophysiology of neurodegeneration in other 
neuronal populations. A major advantage of olfaction research is the accessibility to 
neuronal cells.   
Another functional system that is closely linked to the olfactory system is the endocrine 
system as both are involved in nutrition and energy status (Baly et al. 2007; Prud’homme et 
al. 2009; Savigner et al. 2009). With the high incidence of obesity in modern societies, and 
cardiovascular diseases being the most prevalent cause of death (Nichols et al. 2014),  
exploring the role of olfaction in the context of human feeding behavior becomes all the 
more relevant.  
 
Finally, there are important medical arguments not only to investigate the olfactory system 
of humans but of other species too, namely insects and arachnids. Arthropods are well-
known vectors for several diseases, among them, Anopheles mosquitoes transmitting 
malaria (Takken and Knols 1999), Aedes aegypti flies transmitting yellow fever and 
Dengue’s fever (Nene et al. 2007) and  phlebotomine sandflies transmitting leishmaniasis 
(Kamhawi 2006). The impact of zoonoses was assessed by the WHO in their world report 
on malaria 2015 (World Health Organization 2016). Therein, the WHO reported 212 
million cases of malaria, among which 429.000 were lethal and 70% of the deceased 
patients were aged less than 5 years. The overall costs for malaria control and elimination 
were estimated at $2.9 billion for 2015. Other alarming numbers are the cases of yellow 
fever and dengue amounting to 200,000 and 50 million individuals each year, respectively 
(Nene et al. 2007). These numbers illustrate the devastating implications of these diseases 
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on global health. They are transmitted by vectors that predominantly use their olfactory 
system to locate hosts, mating and selecting egg-laying sites (Foster and Takken 2004; 
Zwiebel and Takken 2004; Smallegange et al. 2010). In colder regions like Europe, Lyme 
disase (Hubálek 2009) and tick-borne encephalitis are being transmitted by ticks of the 
Ixodes genus (Lindquist and Vapalahti 2008).  
Thus, there is a great need of elucidating the cellular mechanisms underlying the insects’ 
olfactory behavior and thereby finding strategies targeting their olfactory systems to 
prevent the spread of insect-borne diseases.  
 
1.2 The olfactory system 
1.2.1 Morphological and functional organisation 
The olfactory system is supposed to be first developed in aquatic animals as the beginning 
of life took place in the oceans. The evolution of the olfactory system induced the 
development of morphologically and functionally diverse systems among different species 
in animal kingdom being adapted to the environmental conditions of the animal’s life. 
The olfactory system enables the organism to detect selected molecules from their 
environment. These molecules serve as biological markers and inform the animal about 
food sources, possible mating partners or predators (see section 1.1.1). Most volatile 
molecules that inform about food sources are referred to as odorants. Other molecules  
transmitting information about conspecifics and being mostly non-volatile excreted or 
secreted by individuals of the same species are called pheromones (Tirindelli et al. 2009). 
Odorants and pheromones do not only differ chemically and in their biological relevance 
but they are also recognized by different receptor types and sub-compartments of the 
olfactory epithelium and are processed in distinct regions of the central nervous system.  
The molecules are recognized by a complex inventory of olfactory receptor proteins being 
located on the most apical part of the olfactory receptor neurons’ (ORN) prolongations 
which are directly exposed to the environment. Inherently, there is a major difference in 
the olfactory systems of phyla like e.g. vertebrates and arthropods. In insects, olfactory 
receptors are mostly organised as heteromeric ligand-gated ion channels (Sato et al. 2008; 
Wicher et al. 2008), in contrast to mammalian receptors which mostly possess a 
metabotropic signaling via the cyclic adenosine monophosphate cAMP-pathway. Insect 
olfactory receptors act in an ionotropic signaling way, with metabotropic autoregulation 
(Nakagawa and Vosshall 2009; Silbering and Benton 2010). For a detailed analysis of the 
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olfactory system in insects see Szyszka and Galizia (2015). The scope of this thesis is to 
study the vertebrate olfactory system of larval Xenopus laevis, and particularly to record the 
activity patterns of ORNs. 
Morphology and function of the olfactory epithelium. The vertebrate olfactory system 
consists of the olfactory epithelium (OE) which is connected via the olfactory nerve to the 
olfactory bulb (OB) (Figure 1). In the OB, ORN axons form spheroid structures that are 
called glomeruli where the axon terminals of the olfactory receptor neurons build synapses 
with mitral and tufted cells (Firestein 2001; Mombaerts 2006). These cells project to 
different regions of the central nervous system. The OE represents a minor part of the 
respiratory epithelium in the nasal cavity of mammals. In fully terrestrial animals the OE is 
typically composed of different sub-compartments; the main olfactory epithelium (MOE) 
(Getchell 1986), the vomeronasal organ (VNO) (Zancanaro 2014), the septal organ of 
Masera (Ma et al. 2003) and the Grüneberg Ganglion (Grüneberg 1973). The VNO and 
possibly the septal organ as well as the Grüneberg ganglion are involved in the detection of 
pheromones (Francia et al. 2014) whereas the MOE harbours ORNs which detect 
odorants. The MOE is a pseudostratified neuroepithelium that mainly consists of 3 cell 
types; the ORNs, the sustentacular cells (SCs) and the basal cells (BCs) (Getchell 1986; 
Lancet 1986; Hansen et al. 1998; Schild and Restrepo 1998). An ORN is a bipolar neuron 
with a round- or ellipsoid-shaped soma and a single apical dendrite terminating in a 
dendritic knob. From this knob a various number of cilia, on average a number of 5 to 40 
varying in different species, end at the mucosal surface (Schild and Restrepo 1998). 
However, there are also a second type of ORNs bearing microvilli instead of kinocilia in 
adult and larval Xenopus laevis (Hansen et al. 1998). The basal part of the soma gives rise to a 
single axon which branches and targets mostly 2-3 glomeruli in the olfactory bulb of larval 
Xenopus laevis. Every branch of the axon subdivides again into 2 sub-branches before 
entering a glomerulus (Nezlin and Schild 2005). 
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Figure 1 Schematic representation of the olfactory epithelium and olfactory bulb  
The olfactory epithelium consists of a pseudostratified neuroepithelium harboring olfactory 
receptor neurons, sustentacular cells and basal cells. Each olfactory receptor neuron extends an 
apical dendrite ending in a dendritic knob in the nasal cavity. A variable number of kinocillia, 
embedded in a layer of mucus appear on the surface of the dendric knob. Sustentacular cells are 
column-shaped cells. Basal cells provide a stem cell pool of the epithelium for natural turnover and 
artificial damages to the epithelium. Each odorant receptor neuron sends a single axon to the 
olfactory bulb. For clarity purposes, only 8 odorant receptor neurons are represented in this sketch. 
The olfactory bulb has 6 discernable layers: the nerve layer (NL) which contains the axons of the 
olfactory receptor neurons, the glomerular layer (GLL) in which axon terminals of olfactory 
receptor neurons bearing the same olfactory receptor type project to the same glomerulus, the 
external plexiform layer (EPL), the mitral cell layer containing mitral and tufted cells (MCL), the 
internal plexiform layer (IPL) and finally the granule cell layer (GCL, granule cells not shown here).  
In larval Xenopus laevis ORN axons are branching and target on average 2-3 glomeruli and enter 
each glomerulus with 2 sub-branches (not shown in this simplified schematic). The glomerulus 
layer of the olfactory bulb contains only around 200 periglomerular cells in larval Xenopus laevis 
whereas in mammals periglomerular cells form a wall around the glomeruli (Chao et al. 1997). OE 
= olfactory epithelium, OR = olfactory receptor, ORN = olfactory receptor neuron, SC = 
sustentacular cell, BC = basal cell, OB = olfactory bulb, NL = nerve layer, GLL = glomerular layer, 
EPL = external plexiform layer, MCL = mitral cell layer, IPL = internal plexiform layer, GCL = 
granule cell layer, GL = glomerulus, MC = mitral cell. 
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The SCs are supporting cells in the OE which share communalities with both glial and 
epithelial cells. SCs in the OE of Xenopus laevis either bear microvilli and secretory granules 
or they bear kinocillia and possess no intracellular granular bodies (Hansen et al. 1998). 
These column-shaped cells are of eminent importance for the ORNs as they fulfill a battery 
of tasks. They were reported be involved in secretion (Hansen et al. 1998), endocytosis 
(Bannister and Dodson 1992), metabolism of toxicants (Thornton-Manning and Dahl 
1997), physically insulating ORNs (Breipohl et al. 1974) and active phagocytosis of dead 
cells (Suzuki et al. 1996).They also regulate the extracellular ionic environment (Getchell 
1986). Similarly to central glial cells, SCs exhibit intercellular calcium waves as well as 
intracellular calcium oscillations when being activated by P2Y-purinergic or muscarinergic 
receptor which may play an important role in damage-induced neurogenesis (Hegg et al. 
2009). Other studies have shown the involvement of SCs in modulating the sensitivity of 
ORNs by purinergic (Hegg et al. 2003; Czesnik et al. 2006) and endocannabinoid signaling 
(Breunig et al. 2010).   
Finally, globose basal cells provide the stem cell pool of the olfactory system. They can 
replace ORNs and SCs throughout life (Leung et al. 2007). Their activation seems to be 
mediated by purinergic signaling (Hassenklöver et al. 2009).  
The OE of all vertebrates is covered by a mucus layer being produced from Bowman’s 
glands, goblet cells or SCs (Getchell and Getchell 1992). The role of the mucus is to 
dissolve and therefore concentrate the volatile odorant molecules on the surface of the 
olfactory epithelium. Odorant binding proteins (OBPs) are often found in the mucus layer 
(Dal Monte et al. 1991; Tegoni et al. 2000). OBPs are a sub-class of lipocalins and provide 
the attitude to bind reversibly volatile chemicals, thereby facilitating the transport of 
hydrophobic odorant molecules from the gaseous phase to the aqueous mucus (Schiefner 
et al. 2015). However, the mucus layer only appears in the principal cavity of post-
metamorphic Xenopus laevis and not in the larval principal cavity or adult middle cavity 
(Hansen et al. 1998).  
Morphology of the OB. The axons of the ORNs form the first of six discernible layers in 
the olfactory bulb in larval Xenopus laevis (Manzini and Schild 2010). The axon terminals of 
the nerve layer synapse onto mitral and tufted cells in the glomerular layer. The axon 
terminals of ORNs in the MOE end in the main olfactory bulb (MOB) whereas the axons 
of ORNs in the VNO end in the accessory olfactory bulb (AOB) (Manzini and Schild 
2010) suggesting a distinct spatial segregation of information of odorants and pheromones, 
respectively. The mitral and tufted cells are the second-order neurons of information 
processing and convey the signals to further brain centers.  
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Non-chemical sensing properties of the olfactory system. As olfaction occurs in 
different environments, researchers have focused over the last years on the influence of 
different sensitivity properties of the olfactory system. Mechanosensitive ORNs responding 
to pressure were discovered in the nose of larval Xenopus laevis. Their axons ended in a 
specialized sub-region of the OB called the β-Glomerulus (Brinkmann and Schild 2016). 
Other ORNs in larval Xenopus laevis were thermo-sensitive and projected to another special 
region of the OB called the γ-Glomerulus (Kludt et al. 2015).    
 
1.2.2 Signal transduction and transformation in ORNs of larval Xenopus laevis 
The detection of odorants and pheromones begins with the binding of ligands to olfactory 
receptors (OR) that are expressed on the cilia or microvilli of ORNs. Adequate olfactory 
stimuli for larval Xenopus laevis are alcohols, aldehydes, ketones, bile acids, amines and 
amino acids (Gliem et al. 2009; Syed et al. 2013). 
In vertebrates, 5 families of olfactory receptor genes are currently known: the “odorant 
receptor” OR-type, the vomeronasal receptors V1R and V2R, the trace-amine associated 
receptor TAAR and the formylpeptide receptor FPR. The receptor gene families seem to 
have developed at evolutionary different times and have conserved signaling pathways 
across species (Manzini and Korsching 2011). ORs belong to the family of G-protein 
coupled receptors. The expression of each receptor gene varies considerably among 
different species, that is between zero and several hundred receptor genes per cell (Manzini 
and Korsching 2011). Compared to other sensory systems a large portion of the genome is 
devoted to OR gene families varying between approximately 100 in fish to 1000 in mice 
(Malnic et al. 2004). However, there is a high frequency of so called pseudogenes, i.e. non-
functional genes among the gene families. In humans over 50% of the olfactory receptor 
gene families were identified as pseudogenes (Menashe et al. 2006).   
Moreover, a multitude of studies focusing on different animal models showed that each 
ORN expresses only one receptor type (Ressler et al. 1994a; Treloar et al. 1996; Mombaerts 
2004). In addition to that, ORNs expressing the same receptor type would project their 
axons to the same glomerulus (Mombaerts 2006). These 2 conditions are considered the 
foundation of the combinatorial coding hypothesis which suggests that an odorant is coded 
by the activation of a specific spatial pattern of glomeruli, and each glomerulus 
representing one “epitope” of the molecular odor structure (Ressler et al. 1994b; Lledo et 
al. 2005). In addition, the temporal dynamics of glomerular activation are regarded as 
further information coding of the identity and concentration of the represented odor 
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(Junek et al. 2010). In larval Xenopus laevis, however, there are doubts about this theory as a 
study showed 204 different response classes in 283 ORNs to amino acids  (Manzini and 
Schild 2004a), suggesting more than one receptor per ORNs coding for amino acids. 
Moreover, the axon terminals of ORNs are widely branching and innervating mostly 2-3 
different glomeruli simultaneously (Nezlin and Schild 2005). These 2 findings specific to 
Xenopus laevis come hardly in line with the one-receptor-one-glomerulus hypothesis.  
In mammals, the MOE and VNO differ anatomically, morphologically and at molecular 
level. Ciliated ORNs of the MOE mainly express OR-type olfactory receptors that are 
coupled to an olfaction specific G-protein Golf (Kato and Touhara 2009). The binding of an 
odorant leads to the activation of Golf that in turn activates the adenylate cyclase III 
(ACIII). ACIII generates cyclic adenosine monophosphate (cAMP) which binds and opens 
the cyclic nucleotide-gated channel (CNG). This channel is permissive for sodium (Na+) 
and calcium (Ca2+) ions. Influxing cations depolarize the membrane and therefore generate 
a receptor potential. The calcium ions themselves open a calcium-sensitive chloride (Cl-) 
channel (CaCC) that leads to an efflux of chloride anions and therefore amplify the 
depolarization. In contrast, the VNO of mammals consists of microvillous ORNs that 
express V1R and V2R receptors and are coupled to Gi and Go, respectively, signaling via a 
phospholipase C (PLC) pathway. PLC generates inositol triphosphate (IP3), diacylglycerol 
(DAG) and arachidonic acid which activate a transient receptor potential channel 2 
(TRPC2). TRPC2 is permeable for calcium and sodium cations (Kato and Touhara 2009).  
In larval Xenopus laevis, however, the MOE bears both ciliated and microvillous ORNs (see 
section 1.2.1). The olfactory signaling in the MOE of larval Xenopus laevis typically 
segregates into a medial and lateral stream (Gliem et al. 2013). Thereby, the medial stream 
consists of ciliated ORNs signaling via a cAMP-dependent pathway whereas the 
microvillous ORNs of the lateral stream do not (Manzini et al. 2002a). Amino acid-
sensitive ORNs of the lateral stream predominantly express V2R receptors and are coupled 
to Gi or Go and use the phospholipase C (PLC) and diacylglycerol (DAG) transduction 
pathway (Sansone et al. 2014). Interestingly, blocking IP3 and arachidonic acid did not 
affect the signaling in the ORNs suggesting that diacylglycerol is solely involved in 
activation of the putative transient receptor potential channel (TRPC) (Sansone et al. 2014). 
Phospholipase-C-independent transduction cascades of amino acid sensitive ORNs are 
only partially sensitive to forskolin (a cAMP-pathway activator (Frings and Lindemann 
1991)). Taken together, these findings highlight at least 3 different signaling pathways of 
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amino acid-sensitive ORNs: a cAMP-mediated pathway, the Phospholipase-C-
Diacylglycerol-pathway and a third unknown pathway (Sansone et al. 2014).   
After a response was elicited by an odorant or pheromone the ORN needs to terminate the 
state of stimulation and return to a steady state. Only in this way it is possible to encode the 
temporal properties of an odor and enable subsequent stimulations. Various studies have 
been dedicated to investigate the molecular mechanisms underlying ORN recovery and 
adaptation to brief or sustained stimuli presentation. Essentially, at any level of the signal 
transduction cascade inhibitory steps can provide a tool to attenuate or terminate the signal 
propagation. As cAMP-mediated pathway was initially known as the generic signal 
transducation cascade in ORNs many studies focused on inhibiting factors of this specific 
pathway. Potential suppressors of stimulation status are protein kinase A (PKA) or G-
receptor protein kinase 3 (GRK3) phosphorylating the OR and causing subsequent capping 
by β-arrestin (Dawson et al. 1993; Peppel et al. 1997; Mashukova et al. 2006), inhibition of 
ACIII by Ca-Calmodulin-dependent kinase II (Wei et al. 1998), hydrolysis of cAMP by 
phosphodiesterase enzymes (PDE) (Cygnar and Zhao 2009), desensitization of cyclic 
nucleotide gated channel by calcium-calmodulin (Liu et al. 1994) and sodium-dependent 
calcium extrusion that closes the calcium-dependent chloride channel (Reisert and 
Matthews 1998).  Other studies considered ion exchangers as being important for short-
term recovery compared to long-term recovery after stimulation (Pyrski et al. 2007). Which 
of the mechanisms contribute mostly to ORN recovery remains a controversial and elusive 
topic.  
 
1.3 Spontaneous activity and sensitivity of  ORNs 
1.3.1 Spontaneous activity in ORNs 
Neuronal cells like ORNs can generate action potentials (APs) in the absence of stimuli. 
Such activity is often referred to as spontaneous activity or spontaneous firing rate (SFR). 
The origin and the function of such an activity have been the focus of many studies in the 
past 3 decades. Some authors classify spontaneous activity simply as intrinsic noise of 
receptor neurons contributing to signal-to-noise ratio in neural networks (Savigner et al. 
2009). However, many studies have reported several useful functions of spontaneous 
activity in different neuronal networks of the central and peripheral nervous system. Firstly, 
spontaneous activity can widen the cellular coding dynamic range in the sense that not only 
the increase of firing rate but also the reduction of tonic activity can code for the presence 
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or absence of a stimulus. Such inhibitory coding patterns are common in shaping an input 
signal via lateral inhibition (Olsen and Wilson 2008). In the peripheral olfactory system 
inhibition of tonic activity, i.e. inhibitory responses, were reported for several aquatic 
species (Kang and Caprio 1997; Vogler and Schild 1999). Secondly, the spontaneous 
activity of neurons in developing organisms seems to play an outstanding role in axonal 
targeting and synaptic formation (Spitzer 2006). Several studies of different neuronal 
systems like the motor (Hanson and Landmesser 2004), visual (Katz and Shatz 1996), 
auditory (Tritsch et al. 2007) and olfactory system (Yu et al. 2004) have shown that 
spontaneous activity of primary sensory or motor neurons are required to establish and 
maintain the synaptic formation.   
Nonetheless, the origin of spontaneous activity in neurons is still unknown. Speculations 
about possible sources of spontaneous activity in the peripheral olfactory system led to 
investigations of nearly all molecules involved in the signal transduction pathway. Among 
them were intracellular cAMP levels (Nakashima A et al. 2013), the hyperpolarisation-
activated cyclic nucleotide-gated cation channel (HCN) (Nakashima N et al. 2013), CaCCs 
(Reisert 2010; Pietra et al. 2016) and molecules not directly involved in transduction 
pathways like the voltage-gated sodium channel Nav1.5 (Frenz et al. 2014). However, most 
researchers focused on olfactory receptors as the main source of spontaneous activity 
(Serizawa et al. 2006; Reisert 2010; Connelly et al. 2013). A common hypothesis states that 
OR-induced stereotypic activity determines the intracellular cAMP-level and subsequent 
activation of protein kinase A which in turn regulates the transcription level of molecules 
like Neuropilin-1 and Kirrel2/Kirrel3. The latter are important for the correct axonal 
guidance and refinement of glomerular formation in developing vertebrates (Serizawa et al. 
2006; Nakashima A et al. 2013). Which of the putative sources mainly contributes to 
spontaneous activation of ORNs remains, however, elusive.   
Many authors reported spontaneous firing rates in ORNs mostly below 1 to 4 APs per 
second (van Drongelen et al. 1978; Getchell 1986; Rospars et al. 1994; Duchamp-Viret et 
al. 2000; Connelly et al. 2013; Rospars et al. 2013). Thereby, interspecies comparison 
showed differences in the basal activity; for instance, the reported spontaneous firing rates 
in catfish Ictalurus punctatus of approximately 4.7 APs per second were higher than those 
observed in terrestrial vertebrates. Conversely, the inhibitory responses in that species were 
more frequently observed than excitatory responses (Kang and Caprio 1995). In larval 
Xenopus laevis a previous study by colleagues compared SFRs of ORNs in 2 methodological 
preparations. Thereby, these researchers found that the averaged SFRs of larval Xenopus 
laevis ORNs were on average 3 APs per second for isolated cells and 2-13 APs per second 
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in acute slice preparations, highlighting the importance of a methodical approach to record 
spontaneous and stimulus-induced signals in electrophysiology (Manzini et al. 2002b).   
Regarding the stochastic character of spontaneous AP generation in ORNs a few authors 
reported empirical and theoretical descriptions (Rospars et al. 2013). Assuming a nearly 
constant rate of AP generation in the absence of stimuli, i.e. stationarity in mean and 
variance of the spontaneous firing rate, and that mean and variance of the rate being at the 
same order of magnitude then the most appropriate theoretical distribution to describe the 
spontaneous activity in ORNs would be the Poisson distribution. However, different 
authors reported contradictory results on the Poissonian character of SFRs in ORNs with 
two authors being opposed to the Poissonian character (Getchell 1986; Rospars et al. 1994) 
versus one author in favor of the theory (van Drongelen et al. 1978).     
 
1.3.2 Sensitivity of ORNs 
The sensitivity of ORNs can be described in quality and quantity. The olfactory system is 
able to detect a large number of water-soluble or air-borne odorants through olfactory 
receptors. Thereby, an odor typically consists of several different chemical molecules. 
Olfactory receptors seem to be designed to bind specific “targets” of odor molecules, for 
instance the functional group in alcohols or amines (Gliem et al. 2009). Activation of a set 
of ORNs binding specific “epitopes” of the odorant mix leads to activation of epitope 
maps at the olfactory bulb level (Ressler et al. 1994b). As one olfactory receptor can bind 
several odor molecules and each molecule can be detected by different receptors this yields 
in a broad tuning of ORNs such that virtually all possible combinations of odorant 
mixtures can be represented by activation of a specific subset of ORNs (Firestein 2001). In 
aquatic animals, amino acids were identified as appropriate stimuli for olfactory receptors 
(Caprio 1978), and therefore typically used in several studies of our institute (Manzini and 
Schild 2003; Manzini et al. 2007; Gliem et al. 2013). Accordingly, amino acids are used as 
stimuli in the scope of this thesis as well.  
Many authors have dedicated multiple studies to address the question of ORN sensitivity in 
a quantitative manner. They found that the EC-50 value, i.e. the concentration value 
activating half of the neuronal population, of dose-response curves were similar in most 
vertebrates in different species and under different experimental conditions. The reported 
EC-50 values ranged from 3 µM to 90 µM in tiger salamander (Firestein et al. 1993), 4.4 
µM to 104 µM in mice (Grosmaitre et al. 2006) and to 1 µM to 10 µM in rats (Duchamp-
Viret et al. 1999). A fraction of the tested ORNs responded even to concentrations in the 
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nanomolar ranges (Duchamp-Viret et al. 1999; Grosmaitre et al. 2006). For larval Xenopus 
laevis there has been no complete quantitative description of ORN sensitivity existing so 
far. A previous study described concentration threshold values of 200 nM to 100 µM using 
amino acids as stimuli (Breunig et al. 2010). Thereby the author focused on the influence of 
endocannabinoids on ORN sensitivity and showed that the threshold for stimulus 
detection for all ORNs was increased by antagonizing the endocannabinoid pathway. 
Nonetheless, the wide range of stimulus threshold concentrations is astonishing as the 
ORNs seem to differ in their (threshold) sensitivities over several orders of magnitude.  
 
1.4 Scope of  the thesis 
The scope of this thesis is to quantitatively investigate ORN activity in presence and 
absence of an adequate stimulus and thereby understand basic principles underlying 
olfactory coding at the level of receptor neurons.  
Larval Xenopus laevis is a developing vertebrate which, unlike mammalian embryos, is living 
outside the maternal body. Therefore, it provides the unique opportunity to access the 
sensory systems easily and investigate neuronal activity under experimental conditions. In 
mammalian embryos, it has been demonstrated that spontaneous activity of ORNs was 
important for the development and refinement of olfactory system. The level of activity 
and associated intracellular cAMP levels were indispensable for anterior-posterior targeting 
of receptor neurons’ axonal terminals (Serizawa et al. 2006; Nakashima et al. 2013a). For 
larval Xenopus laevis a quantitative analysis of ORNs’ spontaneous activity is still lacking. 
What is the range of spontaneous activity in ORNs? Is spontaneous activity in ORNs a 
random process, and if so, which stochastical model may be appropriate to describe 
spontaneous activity in ORNs?  
Although many studies were dedicated to understand response profiles and intracellular 
signaling pathways in larval Xenopus laevis ORNs (Vogler and Schild 1999; Manzini and 
Schild 2003; Manzini and Schild 2004a; Manzini et al. 2007; Gliem et al. 2013), there is still 
no complete quantitative description of stimulus-induced changes in cellular activity of 
ORNs existing. Detailed stimulus-induced dose response curves were reported in many 
other species, including the tiger salamander (Firestein et al. 1993), mice (Grosmaitre et al. 
2006) and rats (Duchamp-Viret et al. 1999). In larval Xenopus leavis it is therefore important 
to elucidade following questions: which stimulus concentrations elicit a response in ORNs? 
What is the saturation concentration for amino acids as stimuli? What is the concentration 
activating half of the ORN population, i.e. the EC-50 concentration? How does 
spontaneous activity in ORNs fluctuate following stimulus application, i.e. how is the 
coding of stimulus identity and concentration performed at the ORN level? Are AP 
frequency and number of APs sufficient to encode information of odor concentration? 
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On the one hand, patch-clamp experiments have shown that it can be hard to distinguish 
stimulus-induced activity from spontaneous activity at threshold concentrations. On the 
other hand, some authors suggested that the binding of single odor molecules induce 
activity in ORNs (Menini et al. 1995). Is there a way to distinguish stimulus induced activity 
from spontaneous activity at threshold concentrations? 
In order to answer these questions appropriately I decided to combine the techniques of 
intracellular Ca2+-imaging with the benefits of the cell-attached patch-clamp technique. By 
first identifying appropriate amino acid-sensitive ORNs and then patching the cell it was 
possible to record both spontaneous and stimulus-induced activity of the index cell.     
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2 Materials and methods  
2.1 The experimental animal: larval Xenopus laevis 
2.1.1 General description 
The African clawed frog Xenopus laevis belongs to the family of pipidae and to the anurian 
order of the amphibian class (Tinsley et al. 2009). Its native habitat is central and southern 
Africa but the species of Xenopus laevis have been introduced to many countries outside of 
Africa as well, mainly for the purposes of scientific research and pregnancy testing (Shapiro 
und Zwarenstein 1934; Nieuwkoop und Faber 1994). The adult animals have a semi-
terrestial and semi-aquatic lifestyle, inhabiting preferentially warm, stagnant ponds that are 
covered with green algae. Xenopus laevis adults possess claws to climb and shred food 
(Maddin et al. 2009). These animals are scavengers and will eat mostly living or dead 
arthropods and other pieces of organic waste (Avila and Frye 1977).  
Like most other amphibians, the life cycle of the African clawed frog includes 
metamorphosis (Nieuwkoop and Faber 1994). The fertilized eggs of the female adult frog 
develop into free swimming larvae which keep to a fully aquatic lifestyle (Manzini and 
Schild 2010). The developmental stages of larval Xenopus laevis have been described in detail 
by Nieuwkoop and Faber (1994). Xenopus laevis proves to be a valuable laboratory animal as 
its vertebrate embryological development occurs outside the maternal body. Furthermore, 
during premetamorphic stages, the tadpole’s brain is not encapsulated by cartilage or bony 
plates. 
 
2.1.2 The olfactory system of Xenopus laevis 
The tadpoles of Xenopus laevis exhibit 2 distinct olfactory organs, the principal cavity and 
the vomeronasal organ (VNO). A third organ, the middle cavity, appears during 
metamorphosis. While ORNs of the VNO and middle cavity detect water-borne odorants 
throughout the life of the animal, those of the principal cavity only does so in larval stages; 
in adult animals, ORNs of the principal cavity detect air-borne odorants (Hansen et al. 
1998). The cells in these cavities bear either microvilli or kinocillia depending on the cell 
type, the location and the developmental stages. ORNs in the VNO always bear microvilli 
whereas the SCs are ciliated throughout life. In larval principal cavity the ORNs are of 2 
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types: ciliated and microvilliar, while the SCs are either ciliated or secretory with small 
granules. After metamorphosis the kinocillia of the ORNs are longer compared their size 
during the larval stages, and microvillar ORNs are absent in the principal cavity. SCs of the 
adult principal cavity have electron-dense large granules. The new evolving middle cavity 
contains a cell architecture comparable to that of the larval principal cavity (Hansen et al. 
1998). The cellular protuberates, kinocillia and microvilli, are important features as they are 
associated with different signaling mechanisms. Xenopus laevis provides a unique insight into 
the transition of aquatic to terrestrial animals as it is interposed from an evolutionary 
perspective between fish and fully terrestrial vertebrates. This interposition is reflected at 
cellular and molecular level. The MOE of larval Xenopus laevis resembles the single sensory 
surface of teleost fishes (Hamdani et al. 2008) in that it contains both microvillar and 
ciliated ORNs. The microvillous ORNs express V2R genes (Syed et al. 2013) signal via a 
PLC-mediated pathway (Sansone et al. 2014). In fish and larval Xenopus laevis V2Rs are 
sensitive to amino acids whereas in higher vertebrates they are activated by pheromones. In 
contrast, the VNO of larval Xenopus laevis is reminiscent of rodent VNO (Munger 2009).  
 
2.2 Slice preparation, staining protocol and solutions 
2.2.1 Slice preparation  
Xenopus laevis tadpoles of developmental stages 51 to 54 (Nieuwkoop and Faber 1994) were 
used for all experiments. The animals were chilled in ice water for at least 2 minutes. 
Subsequently, the motionless and cold-anesthetized tadpoles were fixed on a preparation 
plate and killed by transection at brain level. All procedures for animal handling and tissue 
dissections were carried out according to the guidelines of the Göttingen University 
Committee for Ethics in animal experimentation.  
A block of tissue containing the olfactory epithelia, both olfactory nerves and the olfactory 
bulb was cut out from the tadpole and glued onto a plate that was placed into the 
vibroslicer (VT 1200S; Leica Microsystems GmbH, Wetzlar, Germany). Brain slices of a 
thickness of 200 µm were cut from the tissue block. The slices were then transferred into a 
prepared dish and perfused in Ringer’s solution (Figure 2). 
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Figure 2 Slice preparation of larval Xenopus laevis 
A| Xenopus laevis larva on a preparation plate after being anesthetized in ice water. The black 
rectangle indicates the area that was dissected in order to preserve a block of tissue containing the 
olfactory epithelium, the olfactory nerves and the olfactory bulb.  B| The tissue block was cut into 
ca. 200 µm-thick slices. C| The prepared slices were bathed in Ringer’s solution and kept in place 
with horizontally arranged strings (arrow with double head). This way, it was possible to apply the 
solution close to the olfactory epithelium (arrow with triple head indicates the tip of the stimulus 
application funnel). 10x magnification under the objective of an upright microscope. OE = 
olfactory epithelium, ON = olfactory nerve, OB = olfactory bulb. 
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2.2.2 Staining protocol 
In order to stain ORNs, the fluorescent calcium dye Fluo-8-AM (Molecular probes, Leiden, 
Netherlands) was chosen. Thereby 50 µg Fluo-8-AM was dissolved in Ringer’s solution, 
dimethyl sulfoxide (DMSO; Sigma Aldrich, St. Louis, USA) and Pluronic acid F-127 (Simga 
Aldrich, St. Louis, USA). In a second step, the dissolved solution was diluted in Ringer’s 
solution, so that the final concentrations of DMSO and Pluronic acid F-127 did not exceed 
0.5% and 1%, respectively. There is evidence showing that ORNs of larval Xenopus laevis 
express multidrug resistance transporters with a wide substrate spectrum including calcium-
indicator dyes (Manzini and Schild 2004b). Consequently, the multidrug receptor protein 
(MDR-P)-inhibitor MK-571 (Enzo Life Sciences, Lörrach, Germany) was applied to the 
staining solution in order to prevent a precocious bleaching of the tissue.  
200 µL of the staining solution were added to the tissue slice, and the incubation lasted 30 
min at room temperature. Next, the tissue was rinsed and held in Ringer’s solution and the 
recording dish was thereafter placed under the microscope with a laser scanning unit for 
further electrophysiological measurements. Before the onset of each experiment, the tissue 
was super-perfused with Ringer’s solution for 10 min. A continuous flow of Ringer’s 
solution was maintained alike.  
The method and solutions described have been commonly used in our institute and were 
previously reported in other studies extensively (Manzini et al. 2002b; Manzini et al. 2007; 
Gliem et al. 2013). This description reflects the specific set up of my own experiments. 
2.2.3 Applied solutions 
Aliquots of single amino acid solutions at 100 µM were prepared in advance and kept at 4 
°C in the refrigerator. The amino acid mixtures (Table 1) were then combined directly 
before the start of the electrophysiological experiments.  
During the incubation time the aliquots were gently warmed to room temperature. The 
final temperature of the amino acid solutions and the Ringer’s solution (Table 2) ranged 
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Table 1 List of amino acid subgroups and single amino acids 
Amino acids subgroup Single amino acids 
Basic amino acids 
Long chain amino acids 
Short chain amino acids 
Aromatic amino acids 





The Ringer’s solution used for all experiments contained following components and 
concentrations: 
 
Table 2 Composition of the Ringer’s solution 





CaCl2 101.5 mM 
MgCl2 100.5 mM 
Na-Pyruvate 105 mM 
Glucose 105.mM 







Aliquots of the staining solution containing Ringer’s solution, DMSO (0.5%), Pluronic acid 
F-127 (1%), Fluo-8-AM and the MDR-P MK-57 were kept at -18 °C and subsequently 
thawed at room temperature before slice staining.  
All chemicals used were purchased from Merck (Darmstadt, Germany) or Sigma (St Louis, 
MO, USA) if not otherwise noted. 
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2.3 Electrophysiology 
2.3.1 Calcium imaging 
In order to detect responses to stimulus applications and thereby identify amino acid-
sensitive ORNs, I decided to use calcium imaging. Changes in intracellular calcium 
concentrations – which indicate a cell’s response – can be visualized using a confocal laser-
scanning microscope (LSM) which applies laser light that excites fluorescent intracellular 
calcium dyes. The fluorescence signals and depolarization-induced changes in intracellular 
calcium concentration were monitored using the Zeiss ZEN-Software. Excitation of the 
fluorescent dye was achieved by an Argon laser sending monochromatic laser light at a 
wavelength of λ = 488 nm and the emission spectrum covered the wavelength range from 
493 nm to 622 nm. The framing interval was 963 ms and 60 frames were taken as time 
series. A calcium wave was characterized as a response if the ORN showed a distinct 
increase of fluorescence signal after the application of a 100 µM-concentrated mixture of 
all amino acids listed in Table 1. The application of the stimulus solution was performed by 
an electrical pipette after a defined delay time (5 s in all experiments). Before and after each 
application of the stimulus 1 ml of Ringer’s solution was applied as negative control.  
For this purpose, the tissue sample was placed directly under the objective of the 
microscope. Simultaneously a continuous flow of  Ringer’s solution through the recording 
chamber was maintained by means of a storage syringe system applying Ringer’s solution 
by gravity forces. A drug application system using a needle as funnel was placed in direct 
proximity of the OE, allowing the application of stimulating solutions without interrupting 
the continuous flow of Ringer’s solution (Figure 3). The dilution of stimulus concentration 
at the end of the funnel was assumed to be less than 1% (Manzini and Schild 2003). In this 
way it was possible to identify amino acid-sensitive ORNs which were mostly located in 
lateral area of OE, in consistence with a previous study from our research group (Gliem et 
al. 2013). After ORNs showed a response, a second mixture containing subgroups of 
amino acids at 100 µM, i.e. basic, long-chained, short-chained and aromatic amino acids, 
was applied to the OE. In a third step a single amino acid solution (100 µM) from a 
subgroup was applied as stimulus if a receptor cell had shown a response to the 
corresponding subgroup afore. Before and after each stimulus 1 ml of Ringer’s solution 
was applied as negative control. An ORN which was identified as sensitive for a certain 
amino acid was then labeled for further patch-clamp experiments. The tissue slice was used 
for a single experiment, i.e. only 1 ORN of the tissue was stimulated for 1 amino acid.  
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Figure 3 Calcium imaging and single-cell patching of ORNs 
A| The intracellular Ca-dye Fluo-8-AM excited by the monochromatic laser light results in 
fluorescence signal. Selection of region of interests (ROI) for identification of ORNs responsive the 
applied stimulus (fluorescence signal in A and transmission channel in C). Depolarization of the 
neuron increases the intracellular calcium concentration leading to binding calcium to the calcium-
sensitive dye. B| The resulting increase in fluorescence signal indicates a response. Short red line 
represents stimulus application. D| Approaching the responsive cell (red arrow) with the 
micropipette (white star).    
 
2.3.2 Voltage clamp in the cell-attached mode 
The labeled ORN was localized after switching to the video recording mode in the LSM-
microscope on a second monitor.  
For the patch clamp experiments patch microelectrodes with a tip diameter of 1 – 2 µm 
and an electrode resistance of R = 5 – 7 MΩ were used. These microelectrodes were pulled 
from borosilicate glass capillaries with 1.8 mm outer diameter (Hilgenberg, Malsfeld, 
Germany) using a two-stage pipette puller (PC-10, Narishige, Japan). The pipettes were 
filled with Ringer’s solution and fixed in the electrode holder that was connected to a 
micromanipulator and the patch-clamp amplifier (EPC8, HEKA, Lambrecht, Germany). 
50µm 50µm 
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The patch-clamp experiments were carried out in the cell-attached mode. After forming a 
seal resistance in the GΩ range, the holding potential was set to Uhold = -70 mV and fast 
transient cancellation was performed.  
The spontaneous activity of the labeled ORN was then observed for several minutes and 
after applying Ringer’s solution as negative control, 1 ml of a single amino acid solution at 
100 µM was released into the drug funnel. If the ORN repeatedly responded to stimulus 
application – and showed no response to Ringer’s solution – a concentration ramp of that 
amino acid was generated in order to stimulate the cell at different concentrations while 
continuously recording its electrical response in the cell-attached mode. The stimulus 
paradigm of concentration increments was as follows: 10 nM – 100 nM – 1 µM – 10 µM – 
100 µM (for some ORNs 25 µM and 50 µM concentrations were added as stimuli between 
10 µM and 100 µM), i.e. a ramp covering a 5-log-scale concentration range of stimulus.  
Hence, the clamped ORN was continuously super-perfused with Ringer’s solution for at 
least 5 min before the start of experiments, so that all amino acid remnants in the drug 
funnel were washed out and that the ORN recovered its spontaneous activity. Before and 
after each amino acid application 1 ml of Ringer’s solution was applied as control without 
interrupting the recording of ORN activity.  
Each experiment started with the lowest concentration, i.e. 10 nM, and the following 
amino acid applications were characterized by increasing concentrations. The minimum 
interval between 2 applications was 1 min; the minimum recording time for each cell was 
therefore 300 s. Furthermore, after each stimulus application the drug funnel and its tube 
were rinsed with 1 ml of Ringer’s solution in addition to the constant flow from the storage 
syringe system. Thus, it was possible to wash out possible amino acid solution remnants in 
the tube as well as detect artificial responses of ORNs due to mechanic or thermal 
fluctuations.  
The data acquisition was performed with the “patchmaster” software (HEKA Electronics). 
The evaluation and analysis of the ORN spiking activities was achieved offline by using 
Matlab (MathWorks, Natick, USA), GraphPad Prism 8 (GraphPad Software, San Diego, 
USA) and Microsoft Excel (Microsoft, Washington, USA).   
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3 Results 
3.1 Spontaneous activity and sensitivity in ORNs 
3.1.1 The spontaneous firing rates 
In each slice, one single receptor neuron was selected for voltage clamp in the cell-attached 
mode (see section 2.3). As a first step the spontaneous firing rates (SFRs) of ORNs were 
recorded. Thereby, a considerable variance in the SFRs across different ORNs was 
observed (Figure 4). The spontaneous firing activity of 46 ORNs were recorded in total 
and varied from 0.24 to 5.5 spikes per second, i.e. on average there was an approximately 
20-fold higher firing rate in the fastest ORN compared to the slowest ORN (Table 3). The 
spontaneous firing rates were calculated as an average of ORN activity recorded over 30 s 
before each stimulus application.  
 
Figure 4 Spontaneous firing rates of 3 ORNs  
A| Raw spiking trains of 3 different ORNs (30 s-long recordings are displayed) in voltage clamp 
cell-attached mode. The upper ORN (ORN1 in B) is thereby a slowly firing ORN (averaged 
SFR=1.03	s-1), the lower cell (ORN3 in B, mean SFR = 5.5	s-1) is representative for fast firing 
ORNs. The ORN in-between (ORN2 in B, SFR=2.76	s&') takes an intermediate position. B| The 
number of action potentials (y-axis) is plotted against a recording time of 150 s. All 3 ORNs 
represent different spontaneous activities in steady state. Notably, the data points of all 3 ORNs 
represent 5 recordings of 30 s before each stimulus application. Nonetheless, the slopes of the SFR 
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The overall median SFR of 46 ORNs is 1.64 APs per second (Figure 5). The distribution of 
averaged SFRs is non-symmetrical and shows a positive skewness (empirical skewness g = 
1.03; median < mean (1.92 APs/s)). Accordingly, the distribution was statistically not 
Gaussian (Kolmogorov-Smirnov test (KST), p = 0.048, α = 5 %).  
The averaged SFRs, however, reduce the cellular activity to a single value. Therefore, it was 
necessary to investigate the spiking patterns of single cells. Did a single ORN fire spikes in 
the spectrum of the averaged SFRs? If spike generation was a random process for each 
single receptor neuron then how big would be the variance in the temporal spiking pattern? 
And, which stochastical process might be appropriate to model the spontaneous firing 
rates? As already seen for 3 different ORNs in Figure 4 the SFRs were different across 
neurons but nearly constant over time for a specific ORN. It was notable that the SFRs of 
each ORN did not change despite application of high stimulus concentrations, i.e. ORNs 
had entirely recovered to their baseline activity 30 s before the each stimulus application. 
As the SFRs were nearly constant for each ORN it was reasonable to test if AP generation 
in the steady state was a Poissonian process (Figure 6). Accordingly, the averaged SFRs of 
ORNs were used as an estimate of the event rate λ. In a second step the event rate λ was 
adjusted such that 𝐷 = sup	 | 𝐹!(𝑘) − 𝑆"(𝑘)| was minimum, where sup is the supremum 




%(!  is the Poisson cumulative distribution function and 
𝑆"(𝑘)	is the empirical cumulative distribution function representing the cumulative 
fraction of n observations which are less than or equal to k.  
For this purpose a sample of 36 ORNs (sensitive to alanine (n = 14), arginine (n = 11) 
and methionine (n = 11)) was selected. For each ORN the SFR was determined for 60s of 
recording time and number of events (i.e. APs or k) was counted for every second (i.e. bin 
width, n = 60 observations). In 35/36 ORNs the SFR was a good estimation of event rate 
λ so that the observed events were conform to the theoretical Poisson model 
(Kolmogorov-Smirnov test, α = 1 %). However, when testing more strictly (i.e. at α = 5 %) 
5 ORNs had a distinctly different distribution than expected in a Poisson process. The 
reason for this discrepancy lay in the variance of spike generation in those neurons.   
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Figure 5 Distribution of averaged spontaneous firing rates  
A| The spontaneous firing rates varied considerably among the 46 ORNs recorded. The y-axis 
represents the absolute number of ORNs being counted for each SFR class (bin width = 0.5 s). 
Some cells were firing less than 1 AP per second (see Table 3 below), others more than 5 per 
second. On average 1.64 APs per second were generated but most cells (n = 10) had a firing rate 
between 1.00 and 1.49 APs per second. The inserted box plot on the right upper side illustrates the 
averaged spontaneous firing activity of every single ORN. Median (1.64/s) with first and third 
quartile (in red) are displayed. SFR = spontaneous firing rate, AP = action potential. 
 
Table 3 SFRs of 46 ORNs 
 
Minimum  1st Quratile  Median  3rd Quartile  Maximum  
Spikes/s  0.24  0.90  1.64  2.81  5.5  
 
As a characteristic feature of the Poisson distribution the mean event rate is identical to the 
variance, i.e. λ = σ². In ORNs with a significantly different distribution of the SFR than 
expected in a simple Poisson process, the mean-to-variance ratio of the SFR was either 
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Figure 6 SFR and Poisson distribution  
A| Data points for 1 ORN were recorded in the steady state. Sequences of 30 s before each of the 
7 stimulus applications were linked up and yielded a nearly linear increase of the number of APs 
over the recording time. For this particular ORN 220 APs were recorded in 210.22 s, i.e. the mean 
SFR was 1.05	s-1.	B| This histogram represents the observed relative frequencies (y-axis) of 
number of APs per 1 s-bin width (k) compared to the estimated Poisson probability mass function 
with λ = SFR = 1.05	s-1. The observed counts of APs per bin matched the theoretical model well. 
C| Adjusting the Poisson pmf such that 𝐷 = sup	 | 𝐹!(𝑘) − 𝑆"(𝑘)| is minimal led to a slightly 
different event rate λ = 1.07	s-1. D| The cumulative distribution functions computed from the 
theoretical and empirical data points were nearly identical (no statistical difference in the KST, α = 
1%). Pmf = probability mass function, (e)cdf = (empirical) cumulative distribution function. 
 
In order to get an overview on all tested ORNs the mean-to-variance ratio, was plotted for 
each ORN (Figure 7). As expected, for the majority of ORNs the mean SFR was nearly 
equal to the variance (µ ≈ σ2). However, in a few neurons the ratio was relatively either low 































































Figure 7 Mean-to-variance ratio  
A| A1 and A2 represent an exemplary arginine sensitive ORN with a SFR of 0.86	s-1 and the 
corresponding theoretical Poisson pmfs and cdfs. The mean-to-variance ratio in this neuronal 
activity is 0.92 s; the spontaneous activity is a Poisson process. B| B1 and B2 correspond to A1 and 
A2 for a different arginine-sensitive ORN with SFR = 6.02	s-1 and µ
σ²
=3.32	s. B2 shows that the 
empirical cumulative distribution function differed significantly from a Poisson process (KST, 
significant at α = 0.05). C| Mean-to-variance ratios for 36 analyzed ORNs. 60 s of spontaneous 
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ORNs with a low mean-to-variance ratio exhibit a high variance in the basal activity. In 
Figure 8 an example of an arginine-sensitive ORN with a high variance (SFR = 2.63	s-1, 
variance V = 4.38 s-2 and a mean-to-variance ratio 0.6 s) is demonstrated. Plotting the 
probability mass function of the corresponding Poisson distribution shows that the 
observed data points obviously represent 2 different distributions with 2 maxima, one at k 
= 1 and another at k = 4 (2 arrows in subfigure B), indicating 2 peak interspike interval 
lengths at τ1	≈	1000	ms and τ2	≈	250	ms (bin width 1 s). Moreover, the raw spike train 
(subfigure A) already indicates at least 2 different phases in spike generation: one phase 
with low SFRs and a second one with higher SFRs. Similar results were found for 4 ORNs 
with the lowest )
*²




Figure 8 ORNs with high variance of spontaneous activity 
A| Raw recording train of an arginine-sensitive ORN with a SFR of 2.63	s-1 and a *
+²
 ratio of 0.6 s. 
The spike train consists of phases with low SFR and intermittently high AP rates. B| Upon the 
mean SFR the event rate λ was estimated. The corresponding Poisson probability mass function 
significantly differed from the actual data (KST, α = 5%). The distribution of the observed data 
apparently consisted of 2 overlapping distributions with 2 peaks at k = 1 and k = 4 (arrows), 
respectively. C| Excerpt of 60s spontaneous activity recordings in 4 different ORNs showing 
sequences of mostly 2-4 highly frequent APs sequences overlapping a “baseline” SFR. All 4 ORNs 
showed “bursting” behavior and had therefore a high variance in the SFR which led to a low 𝝁
𝝈²
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A slow baseline activity was thereby overlapped by sequences of mostly 2 - 4 APs of high 
frequency. The next question aimed at discovering whether the slow baseline activity 
became a simple Poisson process if the high-frequency “bursts” were eliminated from the 
SFR. Furthermore, it was interesting to know if the observed distributions, i.e. the high and 
low frequent firing rates, were simple Poisson processes themselves. However, in order to 
analyze both distributions separately it would have needed to arbitrary define “high SFR” 
phases and “low SFR” phases, respectively. To circumvent this problem, a new approach 
to this question was necessary. As the SFRs of most ORNs were Poisson processes, it was 
legitimate to assume that the number of interspike intervals τ per bin (e.g. 1 ms or 10 ms) 




Figure 9 Distribution of interspike interval length τ  
A| All interspike intervals τ from 1 ORN (identical with ORN in Figure 6) were first sorted from 
shortest to longest interval and then the absolute frequency in each 1 ms-bin was determined. The 
τs covered a range from 81ms to 9579ms (only 4 τs larger than 4000ms). 96.48% of all τs were 
shorter than 3000ms, some τs were identical and 2 τs occurred even 3 times in a bin. B| The 
averaged number of τs per bin (≈ 0.073) was used to estimate the event rate λ. The Poisson model 
and the observed data were nearly identical. C| The cumulative distribution functions of Poisson 
model and empirical data did not show statistical significant differences.  pmf = probability mass 
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The advantage of this approach was to extract temporal information of the raw data and to 
simply focus on the length of τ, independently of the time the corresponding APs were 
generated. So, if the raw data consisted of 2 overlapping processes, 2 different distributions 




Figure 10 Bursting neurons  
A| The cumulative distribution of interspike intervals τs of 4 bursting neurons. All τs were sorted 
from shortest to longest interval and categorized in 10 ms-bins (x-axis). The absolute frequency (y-
axis) showed a local maximum in the short interspike interval range of τ < 350 ms (arrow). 
Thereby, 10 interspike intervals had a length of 130 ms to 140 ms. B| Theoretical and empirical 
probabilities for the absolute frequency of τ per bin. The observed data (all interspike interval 
lengths up to 3000 ms, covering 80.92% of all intervals) were statistically different than expected in 
a Poisson process (KST, α = 5%). C| Absolute frequency of AP (y-axis) and recording time (x-axis) 
after eliminating the highly frequent bursts from spontaneous activity (compare subfigure C in 
Figure 8). D| Empirical cumulative function (y-axis) plotted against the theoretical Poisson 
cumulative distribution function. After eliminating the high frequent AP sequences with τ./01 <
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In Figure 9, the Poisson character in the distribution of the length of interspike interval τ 
has been demonstrated. Thereby, “event rate” is corresponding to the number of interspike 
intervals that have been categorized in a 1 ms-bin. Plotting the interspike intervals of the 4 
“bursting” ORNs over 60 s (ORNs from Figure 8) revealed a local maximum at 
approximately τ < 350 ms and a global maximum at 130 ms < τ ≤ 140 ms (Figure 10). 
Assuming all bins containing at least 4 interspike intervals were contributing to the highly 
frequent bursts in all 4 ORNs (because for longer interspike intervals there were no bins 
containing 4 or more interspike intervals) then it is possible to set an (artificial) cut-off 
value at τ ≈ 350 ms. This way, the “bursts” in all 4 ORNs (60 s recording time) consisted 
of 21 couplets, 10 triplets and 4 longer sequences with a maximum of 6 APs per sequence 
(total number of APs n = 152). By eliminating all AP sequences with τcrit	=APn+1- APn< 
350 ms from the raw spiking train, indeed, the SFR in the initially tested neuron became a 
simple Poisson process (subfigure C and D) again.  
When the length of τ for short and long interspike intervals were tested if they had a 
Poisson character, they revealed that in 2/4 bursting neurons the short interspike intervals, 
i.e. τ < 350 ms, didn’t have Poisson character whereas in all neurons longer interspike 
intervals did have a Poisson character (data not shown).  
In case of the ORN with a high 𝝁
𝝈²
 ratio (Subfigure B1 and B2 in Figure 7) the same way of 
analysis, i.e. analyzing the length of interspike interval τ, showed likewise a local maximum 
of short interspike intervals for τ < 200 ms (Figure 11). Approximately 71% of all intervals 
were shorter than 175 ms, the absolute maximum with 7 τs per bin lay in the range of 110 
– 130 ms. The distribution of the lengths of interspike intervals was significantly different 
than expected in a Poisson process for all τ < 175 ms (i.e. the last bin with 4 τs per 1 ms-
bin), whereas longer interspike intervals did have Poisson character (subfigure B). 
However, for this neuron it was not possible to extract the high frequent AP sequences 
from the raw spiking train as they made up approximately 71 % of all data points.  
In summary, the SFRs of all analyzed ORNs were modeled by a Poisson distribution. In 
the majority of ORNs (35/36) SFR means and variances were in the same range, i.e. 𝝁
𝝈²
 ≈ 1, 
and therefore could be modeled by a simple Poisson process. In one case, the SFR became 
a simple Poisson Process by eliminating highly frequent sequences of APs with critical 
interspike interval length τcrit	< 350 ms in case of a low 
)
*²
 ratio. For the receptor neuron 
with a high ratio it was possible to show that short interspike interval lengths do not have 
Poisson character but contribute to approximately 71 % of the data points.  
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Figure 11 A fast firing ORN  
A| Distribution of length of interspike interval τ in an ORN with high 𝝁
𝝈²
 ratio (identical to the 
ORN in B.1 and B.2 Figure 7). There is a local maximum for short interspike intervals with τ < 
175 ms. B| Comparison of short (63 ms < τ < 175 ms) and longer (175 ms < τ < 287 ms) 
interspike interval ranges. The observed data in the short interval range (blue points) were 
significantly different than expected for a Poisson process (red linear curves represent upper and 
lower limits for critical difference Dcrit at 1%-level in the Kolmogorov-Smirnov-test). Longer 
interspike intervals (same interval range width of 112 ms) had a Poisson character (green points).  
As a last step, the converging inputs of 4 different SFR sources were simulated for a virtual 
glomerulus (Figure 12). The input of similarly tuned ORNs, i.e. similar in SFR range (and 




Figure 12 Simulation of glomerular input 
12 ORNs were chosen to simulate the input into 3 virtual glomeruli. Thereby for each amino acid 
(arginine, methionine and alanine) 4 representative ORNs were chosen such that their SFRs were 
adding up in 1 s-bins. Although only 4 ORNs were chosen to simulate the input to a glomerulus, 


































































arginine methionine alanine 
n = 4 
λ = 5.29 
n = 4 
λ = 5.89 
n = 4 
λ = 3.20 
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3.1.2 ORNs have different thresholds 
As a next step the single amino acid solution was applied in increasing concentrations in 
order to record the spiking patterns in reaction to different concentrations of stimuli. 
Thereby, the lowest concentration, 10 nM, was applied first and followed by the next 
highest concentration and so forth (Figure 13).  
 
 
Figure 13 Stimulus-induced responses in an arginine-sensitive ORN  
A| This figure shows the spiking train of an exemplary ORN in the cell-attached mode. Thereby, 
the first row shows the spontaneous activity of the cell, while the other rows illustrate the 
increasing spiking rate after stimulus application. Notably, the increasing firing rates were followed 
by a firing “pause” of the ORN. This pause increases with increasing stimulus application but can 
be interrupted by ringer control application which presumably washes out remnant amino acid 
solution in the application tube at high concentrations (see *). Such a phenomenon is seen also seen 
for 100 µM concentrated solution but cut out in this figure due to space limitations. B| The curves 
represent the resulting firing rates as the instantaneous firing frequency, i.e. 1 divided by the 
interspike interval τ (1/τ). The maximum firing rate f!"# is thereby 7.79	𝑠&' for 10 nM and 
57.14	𝑠&' for 100 µM corresponding to a minimum τ of 128.4 ms and 17.5 ms, respectively.  
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The applied concentrations covered a 5-log wide range. The ORNs showed a striking 
difference in the detection thresholds for the applied stimulus; some ORNs already 
responding to the lowest applied concentration, whereas other ORNs responded only to 
the highest applied concentration. 6.5 % of the ORNs responded to concentrations in the 
nanomolar range (10 nM and 100 nM) whereas all ORNs responded to concentrations as 
high as 50 µM or higher (Figure 14).  
 
   
Figure 14 ORNs’ response thresholds  
A| Absolute numbers of ORNs responsive to different concentrations. 3 out of 46 ORNs 
responded to the lowest applied concentration, 10 nM, whereas all ORN responded to amino acid 
solutions at 100 µM concentration. 57.4% (27 out of 46) of the cells responded to 10 µM and 
higher concentrated solutions whereas 13 ORNs were responsive to 1 µM (27.7 %) and higher 
suggesting that 50 % of the cells respond to a fictive concentration ranging between 1 µM and 10 
µM (= threshold concentration in 50% of the ORNs, EC50-value). The applied concentrations 
spanned a 5-log scale wide range and revealed that ORNs’ sensitivity can vary extensively. B| 
Relative portions of responsive ORNs to the applied stimuli. In a part of the ORNs (n = 15) the 
stimuli were also applied at concentrations of 25 µM and 50 µM. All ORNs responded to 50 µM, 
just 1 ORN was not responsive to 25 µM concentrated amino acid solution. These 2 additional data 
points helped to define the shape of the dose response curve as sigmoidal. The data points (black 
data points) are fitted by the sigmoidal function y(c)	= max - max - min
1+( cEC50)
m, c = concentration, EC50 = 
8.8 µM and m=1.49. The fictive EC50 value is thereby calculated at 8.8 µM. 
 
The majority of cells (71.7 %) was activated by stimuli concentrations of 10 µM and above 
while 28.3 % of the ORNs responded to 1 µM and higher suggesting that more than 50 % 
of the cells responded to a fictive concentration ranging between 1 µM and 10 µM (EC50-
value). This value can be calculated by fitting the data points with a sigmoidal function, 
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The differences in the sensitivity of the cells is not due to the amino acids themselves as 
ORNs responsive to the same amino acid showed different thresholds of responses; e.g. 
some ORNs responded to arginine solutions at 10 nM whereas others - that were 
responsive to arginine - did only respond to concentrations higher than 10 µM. When 
taking the EC-50 value as a distinguisher of (threshold) sensitivity then the receptor 
neurons can be categorized as low-sensitive (i.e. stimulus concentration needed to evoke a 
response is higher than the EC-50 value) or high-sensitive (stimulus concentration below 
EC-50 value will elicit a response). Accordingly, 36/46 ORNs were low-sensitive ORNs 
whereas 13 ORNs were high-sensitive ORNs (Figure 15). 
 
 
Figure 15 Categories of sensitivity 
33 ORNs were low-sensitive (71.7 %) compared to 13 ORNs (28.3 %) responding to 
concentrations as low as 1 µM.  lsORN = low-sensitive odorant receptor neuron with c(threshold) 
≥ 10 µM, hsORN = high-sensitive ORN with c(threshold) ≤ 1 µM.  
 
3.1.3 Inverse proportionality of SFRs and sensitivity 
The first two observations indicated that ORNs had different spontaneous firing rates and 
were differently sensitive to the same stimulus. It was therefore interesting to investigate 
whether both features were correlated with each other. To answer this question the ORNs 
were categorized according their spontaneous firing rates into 3 nearly equally sized groups: 
slow firing ORNs (sfORN, n = 16), fast firing ORNs (ffORN, n = 16), and an 
intermediate group (imORN, n = 14).  Then, the portion of lsORNs and hsORNs were 
determined in the three groups of ORNs: sfORNs, ffORNs and imORNs (Figure 16). 
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and high-sensitive cells. In contrast, only 1 out of 16 ORNs was high-sensitive among all 
ffORNs. The intermediate group was represented by a similar distribution of lsORNs and 
hsORNs as already seen for the total number of all ORNs (Figure 15). The differences in 
the groups were statistically significant (χ2 –test, p = 0.0439).  
 
 
Figure 16 Inverse proportionality of SFRs and sensitivity  
Differences in signal detection thresholds in ORNs with different SFRs. Only 1 ffORN was highly 
sensitive whereas 15 were low-sensitive (n = 16; 93.75 % vs. 6.25 %). In contrast, the sfORNs (n = 
16) consist of an almost counterbalanced portion of low-sensitive and high-sensitive neurons. The 
imORNs (n = 14), however, show a similar distribution of lsORNs and hsORNs as already seen 
for all ORNs (see Figure 15). Therefore, sfORNs are more sensitive than ffORNs (statistically 
significant in the χ2 –test, p = 0.0439). sfORN = slow firing odorant receptor neuron, imORN = 
intermediate odorant receptor neuron, ffORN = fast firing odorant receptor neuron, lsORN = 
low-sensitive odorant receptor neuron, hsORN = highly sensitive odorant receptor neuron. 
 
Arguably, the applied amino acids may have directly affected ORN sensitivity. ORNs may 
be less sensitive to some sort of amino acids and therefore the observed relation could be 
due to the stimulus itself and not due to the SFR. Another argument that could possibly 
explain the observation is the fact that responses to low concentrations can be more easily 
detected in slow firing ORNs compared to ORNs with a high basal activity and therefore 
an unfavorable signal-to-noise ratio.  
To exclude both possibilities, first, the portions of lsORNs and hsORNs were analyzed for 
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order to understand the distribution, it was also important to show the portion of sfORNs, 
imORNs and ffORNs for each single amino acid application (see Figure 32 in Appendix). 
Arginine and methionine sensitive ORNs revealed a higher proportion of lsORNs (54.55 
% and 70 %, respectively). Thereby, the methionine-sensitive ORNs were mostly 
reminiscent of the overall distribution of lsORNs and hsORNs in all tested ORNs 
(lsORNs to hsORNs: 70 % to 30 % in methionine sensitive ORNs versus 72 % to 28 % in 
all ORNs). Those finding were in line with the almost equal numbers of sfORNs, imORNs 
and ffORNs in methionine sensitive cells. The relative high portion of hsORNs in arginine 
sensitive ORNs (45%) could be explained by the relative high portion of sfORNs among 
them. Assuming sfORNs were more likely to be hsORNs, such a distribution could be 
expected. Most surprising was the distribution among alanine sensitive cells. Although 
having the lowest portion of ffORNs (4 out of 15 ORNs) those ORNs had a very high 
number of lsORNs (14 out of 15 ORNs). The tested ORNs seemed therefore to be less 
affine to alanine compared to the other tested amino acids as the spontaneous firing rates 
would have let expect the opposite distribution for alanine sensitive cells. However, the 
difference in alanine-sensitive ORNs compared to alanine- and methionine-sensitive cells 
was statistically not significant.  
To exclude the second possibility, the ratio of maximum firing rate f345 and averaged 
(spontaneous) firing rate (aSFR) for different stimulus concentrations was calculated. 
Importantly, ORN responses to 1 µM should be clearly distinguishable from spontaneous 
firing activity as responses to this concentration threshold would characterize the cell as 
high-sensitive (hsORN) or low-sensitive (see Figure 33 and Table 8). The ratio was 
determined as the ratio of maximum firing rate after applying the stimulus in a certain 
concentration (fmax(c)) over the averaged spontaneous firing rate. The median value in 
hsORNs was almost 2-fold higher than that of lsORNs. Nevertheless, even in the most 
unfavorable constellation fmax(100	µM) was approximately 6.5 times higher than the basal 
rate. This value was just slightly bigger than the smallest ratio for stimuli at 1 µM, minimum 
fmax(1	µM)/aSFR ≈ 4.7. On average, fmax(1µM) was more than 9 times bigger than baseline 
activity and therefore clearly distinguishable. Figure 13 illustrates a typical response of an 
ORN to a 1µM stimulus. Furthermore, the biggest signal-to-noise ratio was calculated for a 
lsORN being at 172.5. Thus, an unfavorable signal-to-noise ratio in lsORNs was unlikely to 
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3.2 Dose-response curves of  single ORNs 
Next, I focused on the post-stimulation spiking character of ORNs as information about 
the odor concentration could be encoded in the spiking rate or the total number of APs 
following stimulus application.  
3.2.1 Maximum instantaneous post-stimulatory frequencies 
Listing the maximal post-stimulation instantaneous frequencies, i.e. the inverse value of the 
minimum interspike interval 	τ367	(Figure 17), showed that the maximal frequencies varied 
from minimum 3.19 Hz to maximum 59.19 Hz, depending on the concentrations of the 
amino acid solutions (Table 4). On average, the ORNs responded in a range of 9.39 to 26 
Hz. Thereby, the maximum post-stimulation firing frequencies were widely overlapping for 
different concentrations.  
 
 
Figure 17 Ranges of maximum instantaneous frequencies  
Spontaneous firing rates and maximum instantaneous frequencies (as the reciprocal value of the 
shortest inter spike interval	τ) after each stimulus application in 46 ORNs. Bar graphs represent 
median value with interquartile range (in red). The (stimulated) frequencies varied from 3.19 to 
59.17 Hz among all ORNs and all applied concentrations. The frequencies were widely overlapping 
for the applied stimuli. The lowest f!"#(100	µM) = 5.6	Hz	 was thereby approximately 5 times 
smaller than the maximum	f!"#(1	µM) = 28.0	Hz. In some ORNs stimulus concentration 
differences of a 2-log order elicited similar maximum firing rates. Furthermore, the firing 
frequencies were nearly totally overlapping for “neighboring” concentrations of stimuli.     
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The interneuronal comparison showed that some ORNs responded to single amino acid 
solutions at 100 µM with lower firing frequencies than other ORNs activated by   
concentrations of 1 µM (see Table 4; the minimum value for f345(100	µM) was almost 5 
times smaller than maximum f345(1	µM)).  
Table 4 Averaged instantaneous post-stimulation frequencies 
𝐟𝐦𝐚𝐱	[𝐇𝐳] 1 µM 10 µM 25 µM 50 µM 100 µM 
Min 4,82 3,19 9,65 6,10 5,64 
Q1 6,82 12,41 14,92 19,21 18,96 
Median 9,39 19,45 24,03 26,01 26,00 
Q3 21,51 31,60 43,39 46,15 39,35 
Max 28,01 45,15 50,89 57,80 59,17 
 
Thus, these results demonstrated that instantaneous frequencies only informed about 
stimulus concentration altitude if the maximum firing rate f345(c) was high enough (e.g. a 
frequency  f345 > 28	Hz suggested a corresponding concentration c > 1 µM). It is not 
possible to distinguish among the applied concentrations for lower firing frequencies. 
However, the intraneuronal comparison of f345(c) showed that – except of a very few 
ORNs – f345(c2) ≥	f345(c1), if c2 > c1 (Figure 13). Thus, for a single neuron the spiking 
rate could provide a tool of concentration encoding. The widely overlapping maximal firing 
frequencies across all ORNs, however, suggested that ensembles of converging ORNs will 
not encode the stimulus concentration in spiking rates sufficiently. Especially in low firing 
ranges, information about the applied concentration could not be coded by the spiking rate 
only, at least not in a concentration range of 1 µM to 100 µM. As the SFRs ranged from 
0.24 to 5.5 AP per second (Table 3) the measured low post-stimulation frequencies were 
already overlapping with the SFRs. Therefore, lower post-stimulation firing frequencies 
than the above mentioned could not be distinguished from baseline spiking. Furthermore, 
the spiking frequencies were not encoding the identity of the applied stimulus as low or 
high firing rates were not specific for any of the applied amino acids (data not shown). 
Moreover, the SFR and f345(c)	were only slightly correlated (Figure 18). Slow and fast 
ORNs do not consistently respond to stimuli with low and high post-stimulation firing 
frequencies, respectively. Some slow ORNs had a wider dynamic firing range, enabling 
them to spike in a low frequency range at steady state but also to fire at high rates when 
being stimulated. The observed maximum firing rates (~60 Hz) was seen in sfORNs as 
well as in ffORNs. In most cases it was neither possible to predict the stimulus 
3 Results 40 
concentration nor the identity of the applied stimulus by only knowing the maximum firing 
frequency.  
 
   
  
Figure 18 Correlation fmax(c) and SFR 
In n = 36 ORNs the data points of SFR and f!"#(c) were correlated and plotted. Additionally the 
regression curve was calculated and overlaid to the data points. For all applied concentrations there 
was a low correlation of SFR and f!"#(c) suggesting that sfORNs and ffORNs would not 
consistently respond in correspondently low and high f!"#(c) post stimulatory, respectively. Slow 
firing ORNs fired at the highest measured spiking rate as well as fast firing ORNs. For applied 
concentrations of 1 µM f!"#(c) and SFR showed a high correlation coefficient which was probably 
due to the low number of data points as for all higher applied concentrations, the correlation was 
very weak (see correlation coefficient r in the right upper part of each subfigure).   
 
3.2.2 Number of APs as coding pattern? 
If the instantaneous frequency was insufficient to encode odor concentration then could 
the total number of generated APs provide an alternative mechanism to encode such 
information?  
In the patch-clamp recordings the response of the cell after each stimulus application was 
terminated by a firing pause of the cell (see Figure 13). During this pause the ORNs did not 
generate any spontaneous APs but showed a behavior indicating a kind of partly refractory 



























































































3 Results 41 
state of the ORN after stimulation. The pause was on average approximately 38 times 
bigger than the averaged inter spike interval of all spikes from stimulus application to the 
pause (ration of pause duration to averaged spontaneous firing rate: mean ± 1 standard 
deviation: 38.33 ± 24.50; n = 6). The size of the pause could not be determined exactly as 
every pause (at high stimulus concentrations) was interrupted by the application of Ringer’s 
solution. The application of ringer solution elicited a small response after stimulating the 
OE with high concentrated amino acid solutions, possibly due to amino acids remaining in 
the funnel tube. Therefore, further analysis on the pauses could not be performed. Yet, in 
order to set an objective criterion for the start and the termination of a response the 
observed pause was considered as the end of a response as hereafter the ORNs recovered 
its SFR. The stimulus application was set as the starting point of the response. It was not 
possible to decide which spike was actually the first spike of the response and did not 
belong to baseline spiking anymore. Therefore, the first 1 – 3 spikes following for each 
stimulus application could be categorized as spontaneous baseline firing. Because of the 
relative high number of the action potentials triggered by the stimuli, I assumed that 
neglecting 1-3 spikes would not much affect the analysis.  
First, the total number of action potentials was counted for each stimulus concentration 
compared to the spontaneous spikes in the same time range before stimulus application 
(Figure 19). On average, the highest applied concentration elicited the highest number of 
spikes from the onset to the termination of a response, with the number of spikes ranging 
from 13 to 135 for 10 nM and 100 µM, respectively (Table 5). In a similar time range, 
before stimulus application, the cell was firing on average 16 spikes, which overlapped with 
the number of spikes induced by the lowest applied concentration. The time span from the 
stimulus application to the termination of the ORN response was approximately 4 s for 
low-concentrated (10 nM and 100 nM) stimuli, whereas it is around 20 s for high 
concentrations. Minimum and maximum values were measured at 2.9 s (10 nM) and 24.3 s 
(50 µM), respectively. It was therefore reasonable to calculate the spike numbers with 
respect to the duration of a response (Figure 19, subfigure B). Before stimulus application 
the ORNs generated on average 1.2 spikes per second, after stimulation, the average firing 
frequency f489:, which was calculated as the number of spikes divided by the duration of 
the total response, varied from 3.2 spikes per second (10 nM) to 11.2 spikes per second 
(100 µM) (Figure 19, subfigure B1).  
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Figure 19 Number of APs and averaged firing rates  
A| The box plots represent the number of spikes after stimulus application (blue box is the median 
value; red error bars represent interquartile range) and before (black box plots; median and 
interquartile range). For the lowest applied concentration (10 nM, 2 out of 6 ORNs) 13.5 spikes on 
average were observed, whereas the ORN fired on average 134 spikes for the highest applied 
concentration. The total numbers of spikes increased with higher concentrations, however, widely 
overlapping across the ORNs. B| The total number of spikes was divided by the duration of the 
response. On average a range of 3.2 spikes (10 nM) to 11.1 spikes (100 µM) was generated for the 
response period. favrg=	average rate of APs; post stim = mean value after stimulus application; pre 
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Table 5 Number of post-stimulation APs  
# of post-
stim. APs  
10 nM 100 nM 1 µM 10 µM 25 µM 50 µM 100 µM 
Min 12 24 42 32 41 30 38 
Q1 12.75 24.5 44 38 58 77 98.25 
Median 13.5 25 46 83 104 108 134 
Q3 14.25 25.5 47.5 109 126 149 166 
Max 15 26 49 150 148 173 200 
 
Table 6 Averaged rate of post-stimulation APs 
𝐟𝐚𝐯𝐫𝐠 
[1/s]  
10 nM 100 nM 1 µM 10 µM 25 µM 50  µM 100 µM 
Min 2.61 4.54 5.12 5.74 6.55 6.45 7.91 
Q1 2.91 5.34 5.85 6.62 8.96 9.53 9.27 
Median 3.20 6.13 6.59 9.25 10.15 9.93 11.12 
Q3 3.49 6.93 7.47 10.01 11.24 10.33 11.27 
Max 3.79 7.72 8.35 11.14 12.67 11.24 13.73 
 
In summary, both the total number of spikes and f489: increased with higher 
concentrations but were highly overlapping across different neurons for different 
concentrations. Therefore, they were comparable with f345 regarding information 
encoding at the OE level. It seemed unlikely that the number of spikes or the spike density 
provided additional information than the instantaneous maximum frequency	f345 did.  To 
test the hypothesis that both the number of APs and maximum instantaneous 
frequency	f345 carried out the same information, both parameters were correlated to each 
other over 6 cells and 5 – 7 different stimulus concentrations (i.e. n = 40 repeats)  (Figure 
20). All data points yielded in a linear correlation with a high correlation coefficient of 
approximately r = 0.88.  
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Figure 20 Correlation of 𝐟𝐦𝐚𝐱 and number of APs 
After stimulus application, the number of APs and the maximum instantaneous frequencies were 
determined in 5 ORNs with 7 different stimulus concentrations and 1 ORN with 5 different 
stimulus concentrations. Both parameters were highly correlated to each other (correlation 
coefficient r = 0.88).    
 
Finally, one striking observation was made when plotting the dose-response curves; some 
groups of ORNs seemed to be generating similar AP frequencies after stimulus onset. For 
instance, 4 receptor neurons responded to a 100 µM-concentrated stimulus with the 
maximum frequencies of approximately fmax	≈	60	Hz and 4 other ORNs responded with 
fmax	≈	50	Hz with no other frequencies measured in between (Figure 21). This impression 
was supported by the fact that the distribution of fmax		for 100 µM stimulus concentrations 
was not Gaussian (KST, p = 0.014, α = 5%). Moreover, similar firing frequencies were 
observed for those neurons after application of lower concentrations as well.  
In section 3.3.3 the entire time course of these neurons will be plotted and compared 
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Figure 21 Similarities in response profiles  
Sorting the maximum instantaneous frequencies of all ORNs (n = 46) from lowest to highest 
revealed that f!"# increases linearly for low frequencies. For higher frequencies, f!"# in different 
ORNs seemed to increase gradually. In some ORNs similar frequencies were generated when 
applying 100 µM stimulus concentrations (red encircled). These similarities were echoed in an 
attenuated manner under lower stimulus concentrations (50 µM, green encircled, n = 15). The 
distribution of 	f!"# for 100 µM is not Gaussian (KST, p = 0.014, α = 5%). 	f!"# = maximum 
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3.3 Responses of  ORN ensembles 
3.3.1 ORNs’ cumulative responses 
In the previous sections, I described that spiking frequencies as wells as number of 
generated APs in spike trains of single receptor neurons were insufficient to encode 
information about stimulus concentrations. Possibly, convergence of receptor neuron 
activities were more suited to encode such information.   
For this purpose, firstly, the cumulative responses of 9 selected ORNs to different 
concentrations were plotted against time (Figure 22). As expected, the number of action 
potentials per bin (here 500 ms), the number of activated neurons and the response 
duration increased with increasing stimulus concentration. Thereby, application of 100 µM 
concentrated stimulus solution elicited responses with the highest firing rates and the 
longest durations (ca. 15 s, Figure 22, subfigure A). Although for single ORNs it was not 
possible to predict a stimulus by the averaged or maximum post-stimulation frequency 
(section 3.2), ensembles of neurons generated more robust concentration-dependent firing 
rates that were indicative for the applied stimulus concentration (compare number of 
spikes/s for different concentrations: approximately 180/s, 130/s, 60/s, 30/s for 100 µM, 
10 µM, 1 µM and concentrations in the nanomolar range, respectively). Furthermore, 
responses to near-threshold concentrations that were hardly distinguishable from 
background spiking (in single ORN spike trains) became more evident in the cumulative 
response (see responses to 10 nM, E.1). However, this was only the case if at least some 
ORNs of the ensemble already showed a (doubtful) response in the raw spiking train. In 
other cases, summation of the responses across neurons did not reveal further response 
patterns (subfigure E.2). And finally, response termination to high concentrations seemed 
to follow more complex kinetics than in the case of low concentrations. The decay of the 
firing rates in highly stimulated ORNs seemed to consist of 2 distinct phases (the presumed 
transition point is marked by a black star, A and B in Figure 22); a first fast decay followed 
by second slower decay. In order to verify this observation, the decay of the instantaneous 
frequencies instead of firing rates in fixed (relatively) large bins are studied in section 3.3.3.   
 
 




Figure 22 Cumulative responses of 9 ORNs to different stimulus concentrations  
Response profiles of 9 different ORNs. All ORNs were highly sensitive ORNs but displayed mixed 
spontaneous firing rates, i.e. these 9 cells consisted of slow, intermediate and fast firing ORNs. In 
each subfigure the number of action potentials per bin of 500 ms is plotted against time on the 
horizontal axis. The single ORN responses are plotted with desaturated colors in the background 
whereas the cumulative responses are represented by the red curve being the result of summation 
of all APs per bin. The blue ascending curves represent the empirical cumulative fraction for the 
time range displayed. The maximum firing rates for concentrations in the µM-range (A-C) were 
centered to 0 in order to compare the responses more reasonably because of the trial-to-trail 
variance of the peak-frequency onset. It was not possible to do this step for stimulations with very 
low concentrations in the nM-range (D-E) as the maximum firing rate was barely distinguishable 
from background spiking. Therefore, the time courses in the nM-range cover the first spike after 
stimulus application to 30 s post-stimulus application. In section 3.1.2, a firing pause especially after 
high concentrated stimulus application was described but is neglected here. Each subfigure 
represents a time course of the response profiles to different concentrations: 100 µM, 10 µM, 1 µM, 
100 nM and 10 nM (subfigures A, B, C, D, E.1). Subfigure E.2 represents the cumulative responses 
of 6 highly sensitive ORNs that apparently did not respond to concentrations in the nanomolar 
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3.3.2 What is characteristic for steady state? 
The data showed so far that changes in frequency or firing rate, i.e. number of APs per bin, 
could be very discrete after application of stimuli in the nanomolar range. Therefore, it was 
often impossible to distinguish a stimulus-induced response from the variance of cellular 
activity in the steady state. It was desirable to develop criteria that enabled to distinguish 
stationarity from non-stationarity at threshold concentrations. Finding a mathematical 
model for spontaneous activity could help to predict how many additional (or less in case 
of inhibitory responses) APs were needed for the olfactory system to recognize a stimulus 
as such. In section 3.1.1 I reported that spontaneous firing rates of ORNs and multiple 
inputs of theirs (to a virtual glomerulus) had a Poisson character. Moreover, the cumulative 
responses revealed that unclear responses at single cell level apparently became more 
evident when summing up the input of multiple receptor neurons (Figure 22). 
Consequently, the Poisson distribution of the SFRs of neuronal groups could be used as a 
definition of the steady state (where event rate λ is constant); every deviation from the 
event rate λ (within a certain probability) would represent non-stationarity. To test this 
model the data of 6 ORNs (from Figure 22 A-E.1) were added and the mean event rate λ 
was calculated after stimulus application (Figure 23). For high concentrations, it was 
obvious that the mean event rate λ of the theoretical Poisson distribution was 
unequivocally deviant from the observed data (after stimulus onset). After the application 
of a 1 µM-concentrated stimulus, the observed distribution resembled more the expected 
Poisson distribution despite a statistically high significant difference. With this approach, 
however, the concentrations of interest in the nanomolar range – which showed a clear 
response (Figure 22, subfigure E.1) – were statistically not distinguishable from the 
theoretical Poisson distribution (Figure 24). This discrepancy could be expected because of 
the bin size (= 500 ms). The 30 s-long recording time yielded 60 data points of which only 
5 - 6 data points contributed to a possible response. To circumvent this problem, I decided 
to compare the time period directly after stimulus application (first 10s after stimulus 
application) with the second part (following 20s) as stimulus induced activity and recovery 
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Figure 23 Non-stationarity at high stimulus concentrations 
Expected Poisson distribution with mean event rate λ (= number of APs per 500 ms-bin averaged 
for 6 ORNs, 30 s-long recording time) compared to observed data after stimulation. A, B and C 
display responses to 100 µM, 10 µM and 1 µM stimulus applications, respectively. The probability 
mass functions (A.1, B.1 and C.1) already indicate a significant difference of theoretical 
distributions and observed data. The cumulative distribution functions confirm the statistical 
significance (KST, α = 1%). Pmf = probability mass function, (e)cdf = (empiricial) cumulative 
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Figure 24 Non-stationarity at low stimulus concentrations  
Theoretical Poisson distribution of 6 different ORNs (event rate λ is estimated from averaged 
SFRs) compared to empirical data after stimulus application in the nanomolar range. No statistical 
difference in the theoretical Poisson distribution and the observed data (APs per 500 ms-bin, 30 s-
long recording time). The black arrows indicate the presumed stimulus-induced high frequent AP 
rates for 100 nM (A.1) and 10 nM-concentrated stimuli (B.1).   
 
 
In steady state both distributions should be similar (assuming a constant event rate λ). 
Indeed, this approach unambiguously demonstrated that both distributions were different 
despite the application of threshold concentrations (Figure 25). Moreover, even for the 6 
ORNs which apparently did not respond to 10 nM (Figure 22, Subfigure E.2) the 
comparison of first 10 s to the subsequent 20 s showed clearly 2 different distributions 


























































Figure 25 Non-stationarity at threshold concentrations  
A and B| The data of 6 ORNs (identical to those in Figure 24) of the first 10 s after stimulus 
application (red) were compared to the following 20 s (grey) (number of APs per 500 ms-bin, 30 s-
long recording time, event rate λ estimated by SFRs 10 – 20 s after stimulus onset). The data of the 
first 10 s were significantly different than the observed distribution of the following 20 s and the 
theoretical Poisson distribution after application of 100 nM and 10 nM concentrations (KST, α = 
1%). C| Even in case of the 6 ORNs that apparently did not respond to 10 nM stimulus 
concentrations (Figure 22, subfigure E.2) the distribution 10 s after stimulus application was 
significantly different than the AP rate 10 – 30 s after stimulus application. Poisson_pmf = 
probability mass function of the Poisson distribution, obs_stim = data of the first 10 s with 
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3.3.3 ORN response profiles and kinetics  
As described at the end of section 3.2.2 some ORNs had apparently similar response 
profiles, i.e. similar maximum instantaneous frequencies following the same (high) stimulus 
concentration (Figure 21). It was therefore interesting not only to compare the maximum 
instantaneous frequencies but the whole time course of the receptor neurons’ responses to 
different stimulus concentrations. Did these similarities exist in the duration of ORN 
responses? Indeed, the time course of the instantaneous frequencies of 6/9 ORNs revealed 
remarkable similarities in the response profiles (Figure 26). Notably, these ORNs originated 
from different animals. Receptor neurons responding with a certain maximum 
instantaneous frequency (e.g. ORNs 1–3 and ORNs 4–6 in Figure 26) tended to have 
similar response profiles, even when stimulated at different stimulus concentrations. 
However, these apparent similarities were only observed in small groups of neurons (6/46 
ORNs). Comparing ORN7 to ORNs 1–3 shows different response profiles despite similar 
maximum instantaneous frequencies (~60 Hz). Although the comparison between ORNs 
1–3 and ORNs 4–6 suggest that ORNs with higher maximum instantaneous frequencies 
f345 are high-sensitive ORNs (i.e. responsive to 1 µM) such a conclusion is, however, not 
valid for all ORNs, as the sensitivity of a receptor neuron only correlates with the SFRs 
(section 3.1.3). ORN9 was chosen as an example to demonstrate that ORNs with a very 
low f345 can be high-sensitive as well (i.e. reactive to 1 µM stimulus concentration). Taken 
together, the exemplary 9 ORNs show that groups of ORNs seemed to have astonishingly 
high similarities in their response profiles across different animals and stimuli. The 
response profile, however, could not be predicted by knowing the maximum instantaneous 
frequency of the cell.  
Some of the ORNs appear to show an interesting phenomenon in their response 
kinetics independently of their response profiles and the concentration of the applied 
stimulus. For application of high stimulus concentrations (and thus eliciting high spiking 
rates) the decay of the firing frequency seemed to be biphasic (Figure 26, ORN1-ORN3 
100 µM stimulus application). ORN1 - 3 (and ORN7) as well as ORN4 - 6 were identical 
with the ORNs in Figure 21 (red encircled). A biphasic decay was unexpected as the 
experimental set up (see Materials and methods) allowed the application of a stimulus 
without interrupting the slice perfusion with Ringer’s solution. Thus, it could be expected 
that the stimulus concentration decay will be exponential (as a change of concentration 
over time would be proportional to the actual concentration). And therefore, the decay rate 
should be constant.  
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Figure 26 Stimulus-induced instantaneous frequencies over time 
Time course of stimulus-induced instantaneous frequencies of 9 ORNs from 9 different tadpoles. 
The time course covered 16 s, thereby, the time of maximum instantaneous frequency (f!"#) (bin = 
interspike interval) is centered to t0	=	0	s in order to make the time courses comparable. The time 
course starts 1 s before f!"#-onset. The upper figures represent responses to stimuli with the 
maximal concentration (100 µM), the middle line, responses to 10 µM and the bottom line, to 1 
µM. Remarkable similarities existed in response profiles in different ORNs of different tadpoles 
over different concentrations (ORNs 1–3 and ORNs 4–6). The stereotypic responses suggested 
that response profiles depended on the maximal instantaneous firing rates. However, such 
stereotypic responses were seen only for small groups of neurons. Other ORNs responding with 
the same maximum frequency (e.g. comparing ORN7 to ORNs 1–3) showed different responses to 
lower concentrations. Therefore, maximum instantaneous frequency did not determine a 
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If this was true, then the frequency decay should also be a monophasic exponential decay 
(in case of a linear relation between stimulus concentration and instantaneous frequency). 
To test the hypothesis that in some receptor neurons the frequency decay (i.e. recovery to 
steady state) was a biphasic process the empirical data obtained from ORN1-9 (identical to 
the neurons in Figure 26) after application of the highest stimulus concentration (100 µM) 
were fitted to 2 exponential functions with the least-squares regression: the simpler of both 
functions (with 1 decay rate κ) was thereby nested in the more complex function (with 2 
decay rates κ-./0	and κ/123). To decide whether the mono- or biphasic decay model was 
more suited to fit the empirical data the extra sum-of-squares F-test was performed. The 
monophasic decay model tended to underestimate the empirical data at high frequencies 
and overestimated the data at low frequencies when stimulating with high stimulus 
concentrations, respectively (Figure 27).   
 
  
Figure 27 Biphasic Recovery 
A| Instantaneous frequency f (y-axis) decay over time of an exemplary ORN (identical with ORN3 
in Figure 26) after high-concentrated stimulus application (100 µM). At t0 = 0 s frequency is 
maximal (f!"#). The empirical data are fitted with a monophasic (blue graph) and a biphasic (red 
graph) exponential function (time range: t0 up to tp before onset of firing pause (here tp = 18.7s)). 
B| Logarithmic scaling of the axes (data identical to A) reveal underestimation of the empirical data 
at high frequencies and an overestimation at low frequencies in the monophasic model. Thus, the 
biphasic decay model was favored over the monophasic model for this ORN (extra sum-of-squares 
F-test, F = 38.5, p < 0.0001).  
Monophasic exponential function: f'(t) = 38.2	Hz ∗ e&6.891 and biphasic exponential 
function:	f9(t) = 27.5	Hz ∗ e9.9:1 + 25.3	Hz ∗ e&6.9'1	; f = instantaneous frequency, t = time in 
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In 7/9 ORNs of the tested receptor neurons (ORN1 - 7) the biphasic model was the more 
adequate fitting the empirical data when the receptor neurons were stimulated at saturating 
concentration (100 µM). ORN1 - 7, thereby, exhibited the highest frequencies in response 
to stimulus application. In contrast, ORN8 - 9 had lower frequencies and the monophasic 
exponential decay was favored in these neurons (Table 7). However, f345	value did not 
explain entirely why the decay in some receptor neurons was biphasic and in some ORNs 
not; e.g. ORN8 and ORN6 had similar  f345	 but in ORN8 the monophasic model was 
favored. Moreover, when testing for the same neurons at lower stimulus concentrations (10 
µM) the biphasic model was favored only in ORN2 - 4 but not in ORN1 and ORN5-9, 
respectively.  
 
Table 7 Biphasic decay 
 ORN1 ORN2 ORN3 ORN4 ORN5 ORN6  ORN7 ORN8 ORN9 
𝐟𝐦𝐚𝐱	[Hz] 58.5 58.5 59.5 37.3 34.7 32.4 61.0 32.1 23.9 
𝛋𝐟𝐚𝐬𝐭 [𝒔"𝟏] 2.64 2.67 2.25 3.42 4.61 3.14 16.4 -- -- 
𝛋𝐬𝐥𝐨𝐰[𝒔"𝟏] 0.1 0.06 0.21 0.1 0.14 0.12 0.12 -- -- 
𝛋 − 𝐫𝐚𝐭𝐢𝐨 25.9 42.8 10.9 33.8 32.6 25.0 138 -- -- 
F  79.5 88.8 38.5 38.8 34.4 22.14 6.78 0.20 2.00 
p-value <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 0.0015 0.82 0.17 
For ORN1-9 maximal instantaneous frequencies (in response to 100 µM stimulus concentration) 
are displayed. In ORN1-7 the biphasic decay model is favored over the monophasic decay as 
evaluated with the extra sum-of-squares F-test. The F-statistic is the ratio of relative sum-of-squares 






where SS1 = sum of squares in monophasic model, SS2 = sum of squares in biphasic model, DF is 
degree of freedom in mono – (DF1) and biphasic (DF2) model. If biphasic model was the favored 
model κ-./0 and κ/123correspond to the decay rates in the biphasic model. Notably, on average κ-./0 is 
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3.3.4 Distribution of  the length of  interspike interval τ 
Unlike during the steady state, the numbers of action potentials in a certain time range are 
expectably not constant in stimulated state. Nonetheless, despite changes in the rate of 
APs, the length of interspike intervals may have Poisson character in the stimulated state as 
well. If this was the case then would both the short and long interspike intervals have 
Poisson character? In steady state in some bursting neurons, sequences of short interspike 
intervals did not have Poissonian character (see 3.1.1).  
To decide if the interspike intervals in the stimulated state were Poisson-distributed the 
same way of analysis as used in steady state (Figure 9) was performed, i.e. all interspike 
intervals were arranged from shortest to longest and categorized in 1 ms-long bins. In 
order to compare short τs with longer τs the data points were divided into 4 equally sized 
interval length ranges (ranges were chosen arbitrary). This approach was demonstrated in a 
single ORN (Figure 28). Hereby, the first interspike interval range covered all τs from 18 
ms to 100 ms of length; all following ranges had the same range length, i.e. 83 ms. In that 
cell, the distribution of τs was homogenous in the longer length ranges only. Thus, the 
distribution of the shortest τs (18–100 ms) is not a Poisson distribution. Even though the 
second and third interval range (101–183 ms and 184–266 ms) were statistically not 
different than a Poisson process they were still not perfectly Poisson-distributed. Since the 
cut off value of 100 ms was set artificially it could not excluded that longer interspike 
intervals had a non-Poisson character as well. Poisson character means here that in a given 
interval range the interspike intervals were “scattered” homogenously over the range. To 
verify this finding in all ORNs, the cumulative data of all 9 ORNs (from Figure 26) were 
analyzed in the same manner. Thereby, the τs of ORNs 1–3, ORNs 4–6 and ORNs 7–9 
were pooled and categorized into 1 ms-bins. By analogy with the interspike interval ranges 
of the single cell (see above) the cumulative intervals were divided into 4 groups with 
interspike interval ranges of equal size (Figure 29). Remarkably, the data of all 9 ORNs in 
response to 3 different concentrations (1 µM, 10 µM and 100 µM) for 4 different lengths 
ranges yielded  9*3*4 = 108 data points, which confirmed that only the shortest interspike 
intervals were not Poisson-distributed whereas interspike intervals τ > 100 ms were. That 
was indicative for a non-homogeneous distribution of short interspike intervals as with this 
approach, the observed data were deviant from the theoretical event rate λ which was the 
average number of τs per 1 ms-bin.  
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Figure 28 Stimulus-induced patterns of interspike intervals in a single ORN  
All interspike intervals τ	 ≤ 	350	ms (≈ 98 % of all data) were categorized in 1 ms-bin such that 
short τs (τ	 < 	100	ms, A) were compared to longer τs. Thereby, the length range of the shortest 
interspike intervals (18 – 100 ms) was equally sized to longer interval length ranges (101 – 183 ms, 
B; 184 – 266 ms, C and 267 – 350 ms D). Comparing the observed data with theoretically expected 
data in a Poisson distribution revealed that the shortest interspike intervals were non-Poisson-
distributed (A) whereas all longer τs were Poisson-distributed.   
 
Consequently, some interspike interval lengths – or even short sequences thereof – should 
be more frequent than others. For this purpose, the subsequence of 2	τs, i.e. 
τ7	and subsequent	τ7>?	were plotted in a 2D-diagram (Figure 30). The color-coded figure 
shows exemplary for 2 different ORNs the subsequence of 3 spikes. Both ORNs revealed 
that for short τs, especially τ	 ≤ 	50	ms, the variance of data points became much smaller 
compared to longer τs. A short τ7	 was therefore unlikely followed by a long	τ7>?, and 
vice versa. Furthermore, the data points of short τs were not scattered homogeneously in 
the 2D map, ORN1 and ORN2 showed local maxima in the range of τ	 ≈ 	20– 35	ms. 
Some data points in these local maxima indicated sequences of stereotypic interspike 
intervals that were regenerated by the cell up to 4 times (ORN1). Testing a number of 
other ORNs showed similar results; therefore the inhomogeneous distribution of τs in the 
short interspike interval range in both ORNs was considered as representative for all other 
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Figure 29 The distribution of interspike intervals in 9 different ORNs  
Subfigure A.1, B.1 and C.1 represent the time course of instantaneous frequencies f in ORNs 1–3, 
ORNs 4–6 and ORNs 7–9, respectively (16 s in total, see Figure 26). The τs of ORNs 1–3 
(subfigure A.2), ORNs 4–6 (subfigure B.2) and ORNs 7–9 (subfigure C.2) are categorized into 4 
equally sized interval ranges (each range sizing 83 ms, 78 ms and 80 ms for ORNs 1–3, ORNs 4–6 
and ORNs 7–9, respectively). In each range the mean event rate λ (= total number of τs per range 
size) is calculated and used to estimate the resulting Poisson distribution. After fitting the Poisson 
distribution to the observed data such that the maximum difference of theoretical and empirical 
cumulative distribution functions P(X≤k) is minimized, both cumulative distribution functions are 
plotted: the Poisson cdf is plotted on the x-axis, the empirical cumulative distribution function is 
represented on the y-axis. In case of total conformity, the corresponding pair of values should align 
on the angle bisector (black linear curve). However, in all tested ORNs range1 containing the 
shortest τs, i.e. τ ≤ 100ms represented by black rhombs, is (highly) significantly deviant from the 
expected Poisson distribution (crossing the red linear curves representing the upper and lower 1%-
significance level in the Kolmogorov-Smirnov-test for discrete Poisson distribution) whereas all 
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Figure 30 Color-coded 2D map of interspike interval subsequences  
The x-axis displays	τ;, the y-axis the subsequent interval τ;<'(bin value of 1 ms). Subfigure A.1 
and B.1 represent 2 different ORNs; the subfigures A.2 and B.2 are the corresponding 
enlargements. Both ORNs showed that for short τs, especially τ ≤ 50 ms, the variance of data 
points became much smaller compared to longer τs. A short 	τ; was therefore unlikely followed by 
a long		τ;<', and vice versa. Furthermore, the data points of short τs were not scattered 
homogeneously in the 2D map, ORN1 and ORN2 showed local maxima in the range of τ	 ≈
	20–35 ms. Some data points in the local maxima indicate sequences of stereotypic interspike 
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4 Discussion 
The scope of this thesis was to understand the basic principles underlying olfactory coding 
in ORNs of larval Xenopus laevis. In the past 3 decades a vast amount of studies focused on 
the olfactory system of different species using various methods at different levels of the 
neuronal network.  
The experimental design of this project allowed the study of the olfactory receptor neuron 
in both states, stationary and non-stationary. My major interest was to understand the basic 
properties of ORNs in order to figure out their contribution to olfactory coding. In 
particular, no study so far has looked into the spontaneous activity of ORNs and analyzed 
detailed dose-response curves of ORN ensembles in larval Xenopus laevis.  
In this section the main results will be discussed in detail. But before starting, it is necessary 
to examine some of the methodical limitations relating to our experimental paradigms. 
 
4.1 Methodological limitations 
4.1.1 The experimental design 
The experiments were designed to analyze the spontaneous firing rates and generate dose-
response curves of ORNs. Here, acute slices of nose-brain preparations were used and 
stained with the Ca-dye Fluo-8-AM in order to detect amino acid-sensitive ORNs. This 
approach allowed the detection of ORN excitatory responses to amino acids. Inhibitory 
responses to stimulus applications were not included in the analysis. Though several studies 
reported inhibitory responses to odors in aquatic animals like catfish (Kang and Caprio 
1995), the existence of inhibitory responses in larval Xenopus laevis remains controversial; 
one study did report inhibitory responses (Vogler and Schild 1999) while another study 
could not confirm it (Manzini et al. 2002b).    
4.1.2 The tissue preparation 
The selected animals were chosen randomly, provided that they were at the developmental 
stages 51 – 54 according to Nieuwkoop and Faber (1994). This implies presumably 
different nutritional states of the animals, and therefore, a different homeostasis in each 
animal. It cannot be excluded that different hormones like insulin and leptin (Savigner et al. 
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2009) or endocannabinoids (Breunig et al. 2010) had an impact on the spontaneous firing 
rates or the sensitivity of ORNs. However, here we used acute slices, i.e. the tissue block 
was dissevered from the central nervous and endocrine system, respectively. If there were 
any effects on the ORNs in the tissue block then those effects should have been reduced to 
a minimum because the tissue was incubated for at least 30 min at room temperature and 
perfused with hormone free Ringer’s solution for at least 10 further minutes (see section 
methods and materials). 
Beside endocannabinoids, purinergic signaling has been reported to affect ORNs sensitivity 
and activity in larval Xenopus laevis (Hegg et al. 2003). The purinergic signaling is presumed 
to be active in case of tissue damages (Hassenklöver et al. 2009). As acute slicing damages 
many neurons, it is likely that this signaling had an effect of the measured spontaneous 
firing rates and the sensitivity of neurons. At least the patched neurons seemed not be 
damaged as minimum recording time was 5 minutes, in addition to the 10 minutes of 
super-perfusion with Ringer’s solution prior to stimulus application (+ 30 mins of 
incubation time). In case of any damaged neurons I would expect the neuronal activity to 
be changed or abolished over time due to apoptosis or necrosis. Thus, I assume that all 
patched ORNs remained undamaged.  
4.1.3 The preparation solutions 
Acute nose-brain slices were used to maintain the experimental conditions as close as 
possible to the physiological state. Such slices can prevent many artificial external effects 
compared to isolated cell preparations where the pericellular tissue is removed entirely and 
axons are cut, thereby severely affecting neuronal activities. However, in acute slice 
preparations, it is indispensable to remove the protective skin and the meninges which are 
the brain’s natural barriers against the environment. In order to prevent death of the 
exposed neurons due to physical and chemical properties of the environmental fluids it is 
necessary to replace the environment with a solution simulating extracellular fluids with all 
its components, especially the pH, osmolarity and salinity. Nonetheless, in nature the cilia 
of olfactory receptor neurons are swimming in essentially different fluids than in Ringer’s 
solution. The highly salient extracellular solution cannot be compared to the water in 
ponds where the animals live naturally. Especially the high chloride concentration in the 
Ringer’s solution might have a high impact on basal activity and responses of ORNs as the 
Ca-dependent chloride channel is highly dependent on chloride gradients from intracellular 
to environment, and not to extracellular space.      
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Moreover, in acute slices the mucus layer covering the olfactory epithelium is lacking 
because of the perfusion with Ringer’s solution. However, in the pre-metamorphic stages 
used in all experiments there are no glands yet producing a mucus (Hansen et al. 1998).   
Taken together the experimental design, tissue preparation and the used Ringer’s solution 
are likely to have an impact on the basal activities and response patterns of ORNs. 
Nevertheless, the acute slice preparations are the most physiological approaches to 
understand the olfactory system as a network as it mainly preserves the cellular 
environment of the neurons. 
   
4.2 Spontaneous activity and sensitivity in ORNs 
4.2.1 Spontaneous activity in ORNs 
The spontaneous firing rates of ORNs in larval Xenopus laevis were varying from 0.24 to 5.5 
per second on average. Thereby the SFRs were constant for each neuron during the whole 
recording time (see Figure 4). This range of firing rates is consistent with the results in 
different animals reported by other authors, that is, mainly below 1 up to 4 APs per second 
(van Drongelen et al. 1978; Getchell 1986; Rospars et al. 1994; Duchamp-Viret et al. 2000; 
Connelly et al. 2013; Rospars et al. 2013). In a previous study of our institute Manzini and 
colleagues compared SFRs of ORNs in 2 methodological preparations (Manzini et al. 
2002b). Thereby, they found that the averaged SFRs of larval Xenopus laevis ORNs was 3 s-1 
for isolated cells and 2 – 13 s-1 in acute slice preparations which would be a wider and 
higher range than observed here and reported by other authors. Possible explanations for 
this discrepancy might be the fact that the colleagues used early stage tadpoles (Nieuwkoop 
and Faber 48 – 54 compared to 51 – 54 here) and averaged the SFRs for all tested ORNs, 
including ORNs which were not responsive to amino acids. In fact, amino acid-sensitive 
ORNs made up only 15% of the tested population. Moreover, in this present study, only 
those ORNs which responded in an excitatory way were selected. ORNs which exhibit 
inhibitory responses might have higher SFRs compared to excitatory responsive ORNs for 
a clearer signal-to-noise-ratio purpose (Kang and Caprio 1995; Vogler and Schild 1999). 
Furthermore, Manzini and colleagues reported that they had not found any correlation 
between spontaneous firing rates and sensitivity of ORNs, which is another contradictory 
aspect of his study compared to the present results. The present results suggest that ORNs 
with a low firing rate are more likely to respond to concentrations below the EC-50 value 
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of 8.8 µM than ORNs with high activity in steady state. As the ranges of SFRs in both 
studies are different, a comparison of SFR and sensitivity might therefore not be applicable 
between both works.  
To my knowledge, so far there has been no detailed on-cell voltage clamp study on 
spontaneous firing rates that quantitatively analyzes the mean and the variance in SFRs and 
shows that spontaneous activity in ORNs is a Poisson process. Extracellular recordings 
using micro-electrodes reported contradictory results on the Poisson character of SFRs in 
ORNs (van Drongelen et al. 1978; Getchell 1986; Rospars et al. 1994). However, 
extracellular electrodes are rather inappropriate to analyze the stochastical character of 
SFRs as they damage the tissue and do not necessarily represent single cell recordings. 
Therefore, such methods are probably inaccurate to make any conclusive statement on 
SFRs of single cells. Here, in on-cell recordings the Poisson character of SFRs in 35/36 
ORNs could be demonstrated. In some ORNs a high variance in the SFRs could be 
explained by highly frequent sequences of mostly 2 – 4 APs overlaying the baseline activity. 
These spontaneous AP bursts were mainly couplets or triplets of APs with interspike 
intervals of τ	 ≤ 	350	ms. Such spontaneous bursts with average interspike interval of 
approximately 240 ms were reported in ORNs of adult frogs before (Rospars et al. 1994). 
Interestingly, the author characterized the bursts in ORNs as Poisson-distributed, while 
here, the interspike intervals of only 2/4 ORNs were Poisson-distributed. However, by 
eliminating the bursts from the spiking train spontaneous activity of all neurons could be 
well modeled with the Poisson distribution.  
So far the origin of spontaneous activity in ORNs is yet unknown despite many studies 
dedicated to this subject. The olfactory receptor and all following molecules in the 
transduction cascade like ACIII (Wong et al. 2000), cAMP levels (Nakashima et al. 2013a), 
CNGCs (Brunet et al. 1996) or CaCCs (Reisert 2010; Pietra et al. 2016) were discussed as 
possible sources. Many studies have shown that the olfactory receptor is indispensable for 
the presence of spontaneous activity (Serizawa et al. 2006; Reisert 2010; Connelly et al. 
2013), and more than that, olfactory receptors (and the corresponding SFRs) were reported 
to be functionally important for anterior-posterior targeting of axon terminals to “their” 
glomeruli in developing vertebrates (Yu et al. 2004; Serizawa et al. 2006; Nakashima et al. 
2013a). Furthermore, a recent study has discovered a specific subtype of voltage-gated 
sodium channels – namely cardiac type Na8?.A – being expressed at the dendritic knob and 
contributing to the generator potential in ORNs (Frenz et al. 2014). The author estimated 
2000 to 3000 Na8?.A channels per ORN and suggested that window currents were likely to 
be contributing to spontaneous activity of ORNs. Nonetheless, it is still unknown which of 
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the channels and intracellular molecules mentioned above are contributing mostly to the 
spontaneous activity. So far important roles of AC III (Wong et al. 2000) and CNG 
(Brunet et al. 1996) in the generation of spontaneous APs can be ruled out. Apart from 
those mechanisms, there are further ion channels expressed in the ciliary ends of each 
ORN, for instance K>and CaB>	 ion channels (Schild and Restrepo 1998). Presumably, 
spontaneous activation of the G-protein-coupled receptor leads to a basal cAMP level 
which in turn stabilizes the resting membrane potential via HCN channels and negative 
feedback regulation (Nakashima N et al. 2013). Additionally, the stochastic character of ion 
channels contributes to a generator potential that occasionally leads to crossing the 
membrane threshold for AP generation. Taken together, all sources contribute to 
fluctuations of the membrane potential around the resting membrane potential and 
occasional crossing of the threshold for AP generation. Mathematically, the sources can be 
approximated as independent random variables with finite and positive variance of their 
activity which, when summed up, result in Gaussian noise of the membrane potential. That 
is the essential statement of the central limit theorem (Papoulis and Pillai 2002). The 
Gaussian noise results in an event rate that is Poisson-distributed. However, such 
assumptions can only be approximations of the reality as all sources are not actually 
independent. For instance, the opening probability for voltage-gated channels changes with 
changing membrane potential, which in turn, depends on intracellular cAMP level that 
influences the activity of HCN channels (Nakashima et al. N 2013; Frenz et al. 2014). 
Nonetheless, in this study, the Poisson character of AP rates in steady state was 
demonstrated for nearly all ORNs. Furthermore, the input of multiple ORNs to a virtual 
glomerulus was simulated. Thereby, the inputs led to a new simple Poisson distribution. 
However, the neurons were selected such that their SFRs were not too different, otherwise 
their summation would not result in a Poisson distribution (data not shown). Because of 
the small number of ORNs compared to 2000 – 3000 ORNs per glomerulus assumed in 
higher vertebrates (Ressler et al. 1994b), however, it is not possible to give reliable 
statements on the convergence of the obtained data. A conservative estimation of the 
number of ORNs converging to a glomerulus in larval Xenopus laevis can be calculated by 
analyzing the geometric properties of axon terminals and glomeruli at the OB level. 
Assuming an axonal diameter of 1 µm and a glomerulus diameter of 20 µm (Nezlin and 
Schild 2000), that 1 glomerulus is entered by 2 sub-branches of each axon which are 
crossing the whole glomerulus at least once (Nezlin and Schild 2005), and that half of 
glomerulus volume is occupied by axons and the other half by dendrites of mitral/tufted 
cells and periglomerular cells, the upper estimation of number of axons per glomerulus of 
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	≈ 67. This theoretical number is 
remarkably low compared to suggested numbers in higher vertebrates. Even in the case of 
a 40 µm-wide glomerulus, the upper estimated number would be far below 1000, that is, 
267. Nonetheless, the convergence of such high numbers of axon terminals will probably 
result in a robust Poisson-distributed spontaneous activity at presynaptic glomerular side. 
How exactly the SFRs are transmitted to second-order neurons and how much they 
contribute to spontaneous activity in mitral/tufted cells is still elusive. It is thinkable that 
presynaptic APs perturb the resting membrane potential by excitatory (or possibly 
inhibitory) post-synaptic potentials leading to membrane potential fluctuations at dendritic 
endings of mitral/tufted cells. By analogy with the receptor neurons in steady state such 
fluctuations of the membrane potential would lead to occasional generation of APs in 
mitral cells. It is important to keep in mind that in addition to the input by receptor 
neurons, there are other modulatory effects on the membrane potential in the dendritic 
endings of mitral cells. Paired whole-cell recordings have shown inhibitory and excitatory 
effects of periglomerular cells as well as dendrodendritic excitation/inhibition following 
stimulation (Urban and Sakmann 2002). Thus, the spontaneous firing rates in mitral/tufted 
cells are likely more complex than a simple linear addition of presynaptic APs. Nonetheless, 
that does not exclude the presence of Poisson-distributed basal activity presynaptically that 
is transmitted postsynaptically in steady state activity.  
4.2.2 Sensitivity 
In the experimental setup I tested single amino acid solutions within a 5-log wide 
concentration range from 10 nM to 100 µM and found that all ORNs responded to 
concentrations equal to or higher than 50 µM, irrespective of odorant identity. Therefore, 
the application of single amino acid solutions at 50 µM will be sufficient to elicit a response 
in an ORN if the tested neuron was sensitive for that amino acid. At the other end of the 
concentration scale, only 3 out of 47 neurons were responsive to nanomolar-concentrated 
amino acid stimuli which does not exclude responses to lower concentrations than to 10 
nM. However, in this experimental setup only concentrations as low as 10 nM were tested. 
Furthermore, the quantitative analysis showed that 71.7 % of the neurons responded to 10 
µM or higher concentrated stimuli whereas 28.3 % were responsive to lower 
concentrations indicating an EC-50 value between 1 µM and 10 µM. By fitting a sigmoidal 
dose-response curve to the observed data, the virtual EC-50 value was calculated at 8.8 µM. 
These values are in line with previous studies reporting an EC-50 value of 3 – 90 µM in 
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tiger salamander (Firestein et al. 1993), 4.4 – 104 µM in mice (Grosmaitre et al. 2006) and 1 
– 10 µM in rats (Duchamp-Viret et al. 1999). A fraction of the tested ORNs responded to 
10 nM in those studies (Duchamp-Viret et al. 1999; Grosmaitre et al. 2006) as show the 
present results for larval Xenopus laevis. The dynamic range of stimulus detection is covering 
5-log units and indicates an astonishingly diverse tuning of ORN sensitivity. A possible 
explanation for the wide range might be different hunger states of the chosen animals 
causing different influences of neuromodulatory molecules like endocannabinoids (Breunig 
et al. 2010), purines (Hegg et al. 2003; Czesnik et al. 2006; Hassenklöver et al. 2009), leptin 
and insulin (Savigner et al. 2009). Furthermore the tadpoles were at developmental stages 
51 – 54 (Nieuwkoop and Faber 1994). Possibly, tadpoles in higher developmental stages 
have more sensitive ORNs than those at earlier stages as a previous study has already 
shown a “narrowing selectivity” of ORNs’ response profiles in late developmental stages of 
larval Xenopus laevis (Manzini and Schild 2004a). Immature neurons that are still targeting 
“their” glomerulus may be less sensitive to odor stimuli than mature ORNs with their 
axons at target. A recent study has shown that Gs-proteins coupled to olfactory receptors 
are expressed simultaneously with Golf-proteins in the ORNs of mice embryos (Nakashima 
A et al. 2013). According to the authors, constitutively active Gs-coupled proteins would 
lead to an increase in the intracellular cAMP level which in turn activates protein kinase A 
(PKA). PKA regulates axonal targeting proteins like Neuropilin-1 or Plexin-A1 at early 
embryonic stages whereas glomerular segregation molecules like Kirrel2 or Kirrel3 – 
leading to a refinement of olfactory map at bulb level – were regulated by Golf-protein 
coupled receptors at later embryonic stages. This way, the authors explained the regulation 
of molecules for glomerular targeting in the anterior-posterior axis and molecules 
responsible for glomerular segregation which are both driven by intracellular cAMP 
activity. Because Gs-proteins are more efficient in transducing G-protein coupled olfactory 
receptor activity than Golf early stage embryonic ORNs possess higher cAMP levels than 
later stage embryos do (Nakashima A et al. 2013). As larval Xenopus laevis is a developing 
vertebrate, it is therefore plausible that Gs-proteins are gradually replaced by Golf-proteins 
in later developmental stages. This would lead to reduced intracellular cAMP levels and 
therefore lower spontaneous activity in ORNs (Reisert 2010) but higher sensitivity because 
in mature ORNs Golf has a higher turnover of guanosinetriphosphate (GTP) to 
guanosinediphosphate (GDP). By expressing higher amounts of phosphodiesterase (PDE) 
molecules it is possible to precisely detect temporal changes in intracellular cAMP and 
effectively govern the activation of the canonical cAMP-mediated pathway (Nakashima A 
et al. 2013). However, these results of embryonic developmental stages in mice cannot be 
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completely applied to the amphibian larval stage of Xenopus laevis as, unlike embryonic mice, 
Xenopus laevis larvae are free swimming organisms in their natural environment and are 
already capable of olfaction.    
4.2.3 Inverse relation of SFR and sensitivity 
To my knowledge, so far, only one research group described the relation between SFRs 
and ORN sensitivity. The two processes were not correlated in any case (Manzini et al. 
2002b). However, the present results suggest the opposite; the slowest firing ORNs are 
more sensitive than ORNs with higher activity in steady state. In section 4.2.1, the 
discrepancies between this study and Manzini’s study were already discussed. Furthermore, 
possibly interfering factors like an unfavorable signal-to-noise ratio in fast firing ORNs or 
direct impact of the chosen amino acid were excluded. Even in the most unfavorable 
constellation, the spiking rate of an ORN activated by a 1 µM stimulus application was 
approximately 5 times higher than its SFR. Thus, all responses to the stimulus 
concentration that classified an ORN as high-sensitive or low-sensitive (see section 3.1.2) 
were clearly distinguishable. Although alanine-sensitive ORNs are predominantly low-
sensitive ORNs, the difference to arginine and methionine-sensitive ORNs is statistically 
not significant.  
The inverse relation between sensitivity and SFRs is interesting as it has not been reported 
before. A possible explanation for this phenomenon was discussed in the previous section 
4.2.2 (replacement of GN by GOPQ across development). Both, SFRs and sensitivity of ORNs 
could be explained by changing cAMP-levels at different larval stages. Alternatively, the 
presence of voltage-dependent sodium channels may offer another explanation: a less 
negative membrane resting potential (leading to a higher basal spontaneous activity) would 
lead to the inactivation of a bigger fraction of voltage-gated sodium channels which in turn 
would reduce the cell sensitivity (Firestein and Werblin 1987).  
Moreover, the influence of endocannabinoids, purines and other neuromodulators on 
spontaneous activity and sensitivity of ORNs was reported previously (Hegg et al. 2003; 
Hassenklöver et al. 2009; Breunig et al. 2010). Whether the neuromodulators have an 
impact on the inverse relation of SFR and sensitivity is nonetheless unknown. 
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4.3 ORNs and olfactory coding 
4.3.1 Peripheral olfactory coding at single cell level 
Since many studies were dedicated exploring olfactory coding at olfactory bulb and higher 
levels (Ressler et al. 1994b; Lledo et al. 2005; Poo and Isaacson 2009) it was desirable to 
understand the basic principles underlying stimulus-induced changes in the primary sensory 
neurons at the first level of interaction between olfactory stimulus and the sensory system. 
Previously, many studies recounted dose-response curves for ORNs in different species, 
among others in the rat and the frog (Duchamp-Viret et al. 1999; Duchamp-Viret et al. 
2000),  the mouse (Ma et al. 1999; Grosmaitre et al. 2006) and the tiger salamander 
(Firestein et al. 1993). They all suggested a monotonously increasing number of APs and 
frequency with increasing stimulus concentration.  
In the current thesis, I investigated the maximum instantaneous post-stimulation 
frequency (defined as the reciprocal value of the minimum interspike interval	τ367) and the 
number of APs in the ORNs of larval Xenopus laevis. It was of interest to calculate dose-
response curves and to decide which parameter, frequency or number of APs, was better 
suited to encode information on odor concentration at the single cell level. Latency coding 
at the ORN level has not been analyzed within the scope of this project. The median 
average of instantaneous frequencies ranged thereby from 9.39 Hz to 26.00 Hz. A 
saturation of the frequency increase was seen at 50 µM, which was identical to the 
saturation concentration described for the number of responsive receptor neurons. 
Interestingly, the receptor neurons responded with widely different frequencies to the same 
stimulus concentration; the frequencies triggered by 100 µM-concentrated stimuli ranged 
from 5.64 Hz to 59.17 Hz corresponding to minimum interspike intervals of τ367 ≈
	178	ms to	τ367 ≈ 	17	ms, respectively. Interestingly, the same maximum frequency of 
approximately 60 Hz was also found in adult frog Rana ridubunda (Duchamp-Viret et al. 
2000). Moreover, when comparing stimulus applications of a difference of 2-log units 
occasionally elicited instantaneous frequencies of similar magnitude (minimum frequency 
to 100 µM was in the same range as to 1 µM). Therefore, instantaneous maximum 
frequencies were mainly concentration invariant. The frequency ranges in response to a 100 
µM-concentrated stimulus reflects the minimum interspike intervals that can be generated 
by ORNs in larval Xenopus laevis. Notably, these minimum interspike intervals are in the 
same range as the membrane time constants reported for different species, ranging from 
τ3≈ 40 ms to 100 ms (Schild and Restrepo 1998). As the membrane time constant is a 
product of cellular membrane capacitance (and therefore of the cellular membrane surface 
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area) and the resting membrane resistance (cellular size and shape) τ3 =	C3 ∗ R3	the 
passive physical properties contribute partly to the magnitude of baseline activity and 
stimulus induced frequencies in neurons. Mammals, for instance, are reported to have 
smaller ORNs than amphibians, resulting in a smaller cell capacitance in mammals (Lynch 
and Barry 1989). Consequently, one study discovered that both the spontaneous and 
stimulus-induced firing rates of ORNs in rats were higher than in frogs (Duchamp-Viret et 
al. 2000). From the aspect of energy ecology this appears to be reasonable because bigger 
ORNs (with corresponding higher cellular capacitance) in poikilothermic amphibians result 
in lower basal and stimulus-induced activity, and therefore, in a lower total energy 
consumption compared to homeothermic mammals (however, at the expense of speed). 
Variation of SFRs and stimulus-induced frequencies within the same species may therefore 
simply reflect different geometric properties of the patched cells. However, the passive 
physical properties of ORNs contribute only partly to the measured frequencies as the 
biological complexity of the cell cannot be mechanistically reduced to that of a simple RC-
element. The expression of ion channels and the cytosolic machinery of second messengers 
as well as response termination molecules have a crucial influence on spontaneous and 
stimulus-induced cell activity. For instance, high voltage-activated	Ca2+-channels were 
found to be clustered and colocalized with large conductance potassium BK-channels at 
ORN soma (Bao et al. 2015). The calcium influx triggered by the AP activates thereby BK-
channels which leads to an accelerated repolarization and therefore enables the ORN to 
elicit high frequent AP rates. The role of intracellular cAMP-levels and voltage-gated 
sodium channel Na8?.A for SFRs has been discussed above (see section 4.2.1). Thus, 
differences in spontaneous and stimulus induced frequencies are likely to reflect the 
physical and biological properties of the cell rather to encode information in a sense that a 
certain frequency codes unambiguously a defined concentration or odor epitope. The only 
concentration dependent behavior of the ORN was such that – except of a few cells – an 
individual cell responded mainly in a manner that	f345	(cB) > f345	(c?), if	cB > c?. 
Testing the number of APs as possible coding parameter yielded in a similar result as 
obtained for the maximum instantaneous frequencies. The ORNs generated 12 APs in the 
event of 10 nM-concentrated stimulus up to maximum 200 APs in case of the highest 
applied concentration. On average, ORNs generated a range of number of APs from 
approximately 13 to 135. Thereby, similarly to the maximum instantaneous frequencies, the 
numbers of APs to different stimulus concentrations were widely overlapping and 
therefore nearly concentration invariant. In order to test the hypothesis that the maximum 
instantaneous frequency and number of APs represent the same information content 
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regarding stimulus concentration coding both parameters were correlated which yielded a 
high correlation coefficient.  
Taken together, the dose-response curves at the single cell level revealed that information 
coding on olfactory stimuli was unlikely to be represented in absolute AP rates or number 
of APs in single receptor neurons. Both parameters were highly correlated with each other 
and presumably represent the same information content. And, as both parameters were 
mainly concentration invariant in the interneuronal comparison, information coding at 
single cell level alone would likely be insufficient. However, in the natural environment it 
would be crucial for the animal’s survival to distinguish between 2 concentrations of a 2-
log unit difference in order to navigate to the odor source.  
4.3.2 Peripheral olfactory coding in neuronal ensembles and stationarity 
Testing olfactory coding in ORN ensembles by summation of the original spike trains of 9 
ORNs resulted in an increase of number of activated neurons, frequency, number of APs 
and response duration with increasing stimulus concentration. Thereby, frequency and 
number of APs are concentration-dependent and ranged from approximately 15 APs (10 
nM) to more than 90 APs (100 µM) for a bin width of 500 ms. If we assume simplistically 
that the addition of presynaptic APs will lead to addition of postsynaptic EPSPs in mitral 
dendrites which themselves will initiate an AP by crossing the membrane threshold, then a 
higher rate of presynaptic APs will lead to an earlier generation of APs postsynaptically. 
Therefore, the highly concentration-dependent AP rates in neuronal ensembles might be a 
possible mechanism underlying temporal coding of stimulus concentrations. Nonetheless 
this assumption is a great simplification as it is known that latencies are already present 
presynaptically (Spors et al. 2006) and the large influence of periglomerular and 
interdendritical inhibition as well as excitations by AP propagation have been reported 
(Urban and Sakmann 2002).     
The cumulative responses offer an approach to the initial question of what is characteristic 
for steady state as vague responses at single cell level resulted in clearcut responses when 
the traces of 6 cells only were added up. The previous results of this thesis already revealed 
that SFRs of ORNs have a Poisson character and that the convergence of multiple SFR 
sources results in another Poisson distribution. Assuming that the convergence of (similarly 
tuned) ORNs to a glomerulus would yield a Poisson distribution of AP rate then this state 
could be defined as stationarity (event rate λ is constant). Every significant divergence, i.e. a 
too high or too low AP rate (in a given time range), can be interpreted as non-stationarity. 
To show this practically, the SFR of 6 ORNs were averaged and a Poisson distribution was 
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assumed (3.3.2). The cumulative responses showed that the observed data points were 
significantly different than predicted in the hypothetical Poisson distribution for high 
concentrations. At threshold concentrations, however, the bin width of 500 ms was too big 
and therefore generated too few data points in order to be statistically significant. 
Therefore, I compared the first 10 s after stimulus application with the following 20 s. In 
case of stationarity no difference should have been seen. However, even in the case of a 
10-nM concentrated stimulus application, the responses were clearly and highly 
significantly distinguishable from the steady state. According to these data, the olfactory 
system could perfectly extract stimulus-induced signals from intrinsic noise of the system 
(irrespective of the origin and the function of spontaneous activity). The convergence of 
multiple receptor neurons to a glomerulus will enable the system to filter the signal from 
noise by setting a “cut-off” value that determines non-stationarity. Physiologically, this can 
be achieved by varying the dendritic membrane potential relative to the threshold for AP 
generation, and changing physical and biological properties of the dendritic plasma 
membrane. The addition of EPSPs upon excitation or of IPSPs upon inhibition (possibly 
via inhibitory interneurons) will lead to the activation of a tertiary (cortical) neuron which 
indicates the presence of a stimulus. Such a coding system would provide 3 major 
advantages: 1) the intrinsic noise of the system can be eliminated and signals at threshold 
concentrations are clearly distinguishable, 2) the sensitivity of the whole system is much 
higher than the sensitivity of its single components. For instance, if theoretically 100 ORNs 
converged to a glomerulus and each ORN had a SFR of approximately 1 per second, then 
a fraction of only 31 % of the neurons would need to fire one single additional AP 
(assuming a 1s-bin) in order to be a highly significant signal (p < 0.001) that could lead to 
the activation of a tertiary neuron. In the case of a convergence of 1000 ORNs then a 
fraction of only 9.9 % of the converging ORNs would need to fire one single AP more in 
order to be significantly different. Figure 31 illustrates the growing sensitivity along with the 
increasing number of ORNs converging to a glomerulus. However, with a growing 
glomerular diameter and the limitation of physical space, there is a trade-off between 
sensitivity (size of glomerulus) and specificity (total number of glomeruli), making the 
architecture of olfactory bulb the result of a 2-dimensional optimization problem. 3.) The 
“disadvantage” of intrinsic noise can be turned into the “advantage” of a wider coding 
range, whereby not only excitatory but also inhibitory responses are possible due to a basal 
activity level.   
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Figure 31 Sensitivity and specificity of glomeruli  
This figure illustrates the growing sensitivity of the olfactory system (blue line) with an increased 
glomerular input (red line). The sensitivity is limited by physical space. Left vertical axis represents 
the ratio of critical k./01 and event rate λ which is identical with the number of input neurons when 
assuming each neuron has constant SFR of approximately 1 AP per second. Thereby, k./01 is the 
event with P(X <	k./01) ≥ 0.999 in a Poisson distribution. The horizontal axis represents 
convergence of λ*ORNs with SFR of 1 AP per second. With a growing number of inputs the ratio 
converges asymptotically to 1, i.e. the higher the number of inputs the lower the needed number of 
activated neurons will be in order to encode the presence of a signal. The second vertical axis (red) 
represents the ratio of axonal volume (2 branches per ONR, 1 µm axonal diameter) to glomerular 
volume (20 µm in diameter) with growing input of λ*ORNs. At λ = 100 k./01 equals to 131, 
however, 75 % of the glomerulus would be filled with axonal terminals of 100 ORNs.    
 
4.4 ORN response dynamics 
4.4.1 ORN response profiles 
Analyzing the post-stimulation time course of single ORNs revealed that groups of 
neurons showed astonishing similarities in their response profiles. The ORNs of different 
animals, at different experimental days and with various stimuli responded nearly identical 
to the same stimulus concentration. One possible explanation for this phenomenon could 
be the expression of more than one receptor type per ORN. There is evidence that at least 
3 signaling pathways are existing in larval Xenopus laevis for amino acid-sensitive ORNs 
(Sansone et al. 2014). Moreover, a previous study has revealed that receptor neurons 
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115/283 (≈ 40 %) ORNs had response profiles that re-occurred more than once. 
Moreover, repeated stimulation of an ORN with the same stimulus concentration resulted 
in similar response traces. The author, therefore, suggested that larval stages of Xenopus 
laevis may express more than 1 odorant receptor type per ORN (Manzini et al. 2007). It is 
thinkable that the combination of different receptor types will determine the response 
profile of an individual neuron. Neurons expressing the same combination of receptor 
types could possibly show similar response profiles and response kinetics.  
Another explanation for this finding could be the expression level of Bk-channels. Bk-
channels have been shown to be important for the speed of AP generation in ORNs (Bao 
et al. 2015). As Bk-channels are co-localized with high voltage-gated CaB>-channels which 
in turn are clustered and of limited number, expression of a defined number of Bk-
channels on the cell surface could lead to a defined response kinetic. ORNs expressing a 
high number of Bk-channels would be generating higher stimulus-induced AP frequencies 
than those with a low number of Bk-channels.   
4.4.2 Two decays, two distributions 
Alongside the different response profiles in ORNs, the stimulus-induced time course 
revealed a biphasic decay for 7/9 ORNs when being exposed to high-concentrated 
stimulus. In the case of linearity one simple exponential decay should be expected as the 
stimulus solution was washed out with a constant flow, i.e. it is expected that	TU
TV
= −kC. 
The non-linear relation of instantaneous frequency and stimulus concentration at short 
interspike intervals can possibly be explained by 2 different mechanisms. First, every 
stimulus-induced signal in sensory neurons will be terminated by two cellular adaptation 
pathways. For ORNs numerous pathways are important for the response termination 
(Kaupp 2010). Some authors distinguish between short- and long-term adaptation 
mechanisms. Possibly, very short interspike intervals induced by saturation concentrations 
and associated with very high intracellular Ca2+-concentrations are terminated by 
mechanisms involving molecules directly depending on the transmembrane Ca2+-gradient, 
such as the Na-Ca-Exchanger or the Na-Ca-K-Exchanger (Pyrski et al. 2007). This 
termination mechanism is then followed by slower adaptation mechanisms such as 
phosphorylation and capping of OR by β-arrestin, inhibition of ACIII by Calcium-
dependent CaM-Kinase II or hydrolysis of cAMP by PDE (Kaupp 2010). Therefore, the 2-
phase decay might be the result of 2 different adaptation mechanisms, the short-term and 
long-term adaptation, respectively. Another explanation for the non-linear relation may be 
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found in the expression of Bk-channels. In order to generate short interspike intervals, the 
activation of Bk-channels is indispensable (Bao et al. 2015). After generating the shortest 
possible interspike intervals, the inactivation of Bk-channels will lead to a fast decrease of 
the instantaneous frequency, and therefore, to a first fast decay and a second slower decay. 
However, both mechanisms are not exclusive. It is likely that both contribute to the non-
linear relation of frequency and concentration at high stimulus concentrations.   
In the previous sections stationarity was defined as a Poisson process with a constant event 
rate λ. However, this does not exclude that in stimulated state the length of interspike 
intervals was not Poisson distributed, just with a different event rate. And as the time 
course reveals 2 different decay kinetics it was interesting to know if in both cases the 
lengths of interspike intervals were Poisson-distributed. Analyzing the length of the 
interspike intervals τ revealed that all τ > 100	ms were robustly Poisson-distributed. 
However, in case of shorter interspike intervals the distribution was significantly non-
Poisson, which means that not all possible interspike interval ranges are “covered” 
homogenously. Some interspike interval lengths occur more often than others. To visualize 
this phenomenon the subsequence of 3 APs and 2 interspike intervals were plotted for 
each cell (Figure 30). The receptor neurons show interspike interval ranges of local maxima 
and minima with some identical interspike interval subsequences. This finding underlines 
the non-Poisson character in the length of interspike intervals for short τs. The limit of 
100 ms was set arbitrarily. Nonetheless, the results show clearly that for short interspike 
interval ranges the cell generates APs in a less probabilistic manner. There are 2 possible 
explanations for this phenomenon: Firstly, as the binding of odor molecules to olfactory 
receptors lasts ~1 ms only (Bhandawat et al. 2005) and the adaptation to short interspike 
intervals lasted several 100 ms, applying saturation concentrations of stimuli to the cilia of 
ORNs could therefore possibly lead to re-binding of ligands to the receptors due to a 
prolonged stimulus washout and turbulences of the solution flow. In such case, fast 
adaptation and re-stimulation can lead to a sequential decrease of frequency. Secondly, the 
activation of a low number of Bk-channels enables the cell to generate short interspike 
intervals (Bao et al. 2015). Successive inactivation of Bk-channels can lead to a limited 
number of states in the cell which can generate limited ranges of interspike intervals. Thus, 
the maximum firing frequency would be elicited by the activation of all Bk-channels and 
the subsequent inactivation would lead to abrupt decreases of AP frequency and 
adaptation.   
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The scope of this thesis was to investigate the activity of ORNs in larval Xenopus laevis in 
the absence and presence of adequate stimuli. In order to understand the basic principles 
underlying olfactory coding at first level of stimulus detection it was important to provide a 
comprehensive and quantitative analysis of ORN activity.  
Acute nose-brain slice preparations of the olfactory epithelium, the olfactory nerves and 
the anterior part of the brain including the olfactory bulb were used as an experimental 
approach to address these questions. The olfactory receptor neurons were incubated with 
the calcium dye Fluo-8-AM and following Ca2+-imaging enabled the detection of amino 
acid-sensitive ORNs. Patching the amino acid-sensitive ORNs in the cell-attached voltage 
clamp mode allowed the recording of both spontaneous and stimulus induced activities. 
The stimuli were delivered to the ORNs in a manner that first, the lowest concentration at 
10 nM, was applied and followed by the next highest concentration after a washout period 
of minimum 60 s. The stimulus’ concentration range covered a 5-log unit wide range, from 
10 nM to 100 µM.   
All ORNs (n = 46) showed activity in the absence of obvious stimulus. Thereby, the SFRs 
of ORNs were constant during recording time but differed markedly across different 
neurons, ranging from 0.24 to 5.5 APs per second on average. Furthermore, it was shown 
that in almost all ORNs the spontaneous activity was a Poisson process and the SFRs were 
a good first estimate of the event rate λ. In addition, not only was the rate of APs per 
defined bin Poisson distributed but also the lengths of interspike interval	τ. There have 
been contradictory statements on the Poissonian character of spontaneous activity in 
ORNs, however, all previous studies used intracellular microelectrodes to record single cell 
activity. To my knowledge, this is the first time that the Poisson character of spontaneous 
activity in ORNs has been demonstrated unambiguously using the cell-attached patch 
clamp mode. As to the origin of the stochastic character of spontaneous activity it remains 
unclear to identify the main source of intrinsic noise in receptor neurons. Possibly, 
molecules involved in the canonical signal transduction pathway as well as the inherent 
stochastic character of ion channels, for instance the voltage gated sodium channel	Nav1.5, 
build independent random variables with finite and positive variance of their activity. In 
sum their activities result in Gaussian noise of the membrane potential below the threshold 
potential to generate APs. Occasional crossing of the threshold potential elicits 
spontaneous APs with event rate λ, which is Poisson-distributed.  
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The application of stimuli revealed diverse tuning of ORNs, 3/46 ORN responding to 
concentrations in the nanomolar range, all of them responding to stimulus concentrations 
as high as 50 µM. The calculated virtual EC-50 value is 8.8 µM. The calculation of dose-
desponse curves revealed surprisingly that both instantaneous frequencies and number of 
APs are mainly concentration invariant, and that they cover a range of 3.19 to 59.17 Hz 
and 13 APs to 135 APs, respectively. Thereby, the responses to stimulus concentrations of 
2-log units’ difference are widely overlapping. In contrast, cumulative responses of ORNs 
are clearly indicative of the applied stimulus concentrations and unveil cellular responses to 
thresholds concentrations that elicit elusive responses in single cell activity. It is therefore 
assumed that concentration coding at the level of the olfactory epithelium is not performed 
via frequencies or number of APs but that these are characteristic features of a cell 
representing its physical (e.g. the membrane capacitance) and biological (e.g. the expression 
of Bk-channels) properties. The coding of stimulus identity is rather performed in neuronal 
ensembles converging to glomeruli. Supposing that arrival of presynaptic APs will lead to 
addition of postsynaptic EPSPs (or IPSPs) could provide an explanation for the temporal 
dynamic of (spatial) combinatorial coding at olfactory bulb level. Modeling spontaneous 
activity as a Poisson process enabled the clear detection of ORNs’ responses to threshold 
concentrations. Therefore, the Poisson model can help to distinguish stationarity from 
non-stationarity at the ORN level. Furthermore, the stochastic model illustrates the 
benefits of a converging system like that of the olfactory system: it helps eliminate intrinsic 
noise, leads to a wider dynamic coding range and increase of sensitivity of the whole system 
compared to the sensitivity of its single components.  
Finally, 6/46 ORNs showed similar response patterns. Interestingly, in these ORNs the 
frequency decay following high stimulus application is biphasic. Moreover, all short 
interspike intervals τ	 ≤ 	100ms were non-Poisson-distributed whereas longer τs were. 
Possible explanations for this phenomenon may be two different response termination 
mechanisms, for instance, a fast adaptation via Na+-Ca2+-Exchanger and a second slower 
adaptation via the phosphorylation of the olfactory receptor or the hydrolysis of cAMP. 
Another plausible explanation may be the activation and deactivation of large conductance 
potassium Bk-channels.      
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Figure 32 ORNs sensitive to arginine, methionine and alanine  
A. ORN response to arginine (n = 11) consisted of an almost equally sized number of lsORNs and 
hsORNs, respectively. Among methionine-sensitive ORNs (n = 10) 7 were low-sensitive and 3 
were highly sensitive which was in line with the overall portion of lsORNs and hsORNs in all 
ORNs. Alanine-responsive ORNs (n = 15), however, were mostly low-sensitive. The differences 
between the 3 groups is no significant (the χ2 –test, p = 0.07) B. Proportion of slow, intermediate 
and fast firing ORNs among amino acid sensitive ORNs. Methionine-sensitive ORNs were 
represented by each group almost equally and therefore the number of lsORNs and hsORNs in 
methionine-sensitive ORNs resemble most the overall distribution in all 46 ORNs. 5 out of 11 
arginine-sensitive ORNs were sfORNs and could therefore explain why there was a slightly bigger 
portion of hsORNs among arginine-sensitive cells. Finally, the remarkable high portion of lsORNs 
in alanine sensitive neurons could not be explained by the SFR. Most alanine-sensitive ORNs were 
sfORNs and the portion of ffORNs was the lowest among all 3 amino acids. Therefore, the 
opposite result would have been expected assuming that sfORNs are more sensitive than ffORNs. 
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Figure 33 Ratios of 𝐟𝐦𝐚𝐱 and aSFR in low and highly sensitive ORNs 
The ratio is determined as the maximum instantaneous firing rate f!"# and the averaged 
spontaneous firing rate (aSFR) depending on the applied concentration. For 100 µM concentrated 
solutions there was a difference for lsORNs and hsORNs. However, the lowest f!"#/aSFR was 
around 6.5 in lsORNs, i.e. the response was still very clear, even for the most unfavorable 
constellation. For the critical concentration of 1 µM, the lowest ratio was not far below the ratio 
measured for 100 µM (being approximately 4.7). On the other hand, the highest ratio was measured 

















lsORN 100 µM hsORN 100 µM hsORN 1 µM 
Minimum 6,46 12 4,68 
Q1 11,86 25,44 9,02 
Median 18,04 34,35 9,24 
Q3 24,17 57,07 15,46 
Maximum 172,53 85,85 32,95 
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