A new hybrid tracking controller for neuromuscular electrical stimulation is proposed. The control scheme uses sampled measurements and is designed by utilizing a numerical prediction of the state variables. The tracking error of the closed-loop system converges exponentially to zero and robustness to perturbations of the sampling schedule is exhibited. One of the novelties of our approach is the ability to satisfy a state constraint imposed by the physical system.
Introduction
Neuromuscular electrical stimulation (NMES) is a technology where skeletal muscles are artificially stimulated to help restore functionality to human limbs with motor neuron disorders [19, 21] . This is done using voltage excitation of skin or implanted electrodes, which produce muscle contraction, joint torque, and limb motion. NMES is an active area of research in biomedical and rehabilitation engineering since it is key to developing neuroprosthetic devices.
To obtain a desired motion, NMES must be applied in a certain manner. NMES control is challenging due to the nonlinear, time-varying, uncertain dynamics. The problem is compounded by the presence of time delays in the muscle response, due to finite propagation of chemical ions in the muscle, synaptic transmission delays, and other causes [19] . The simplest method for generating the desired limb motion is to apply the voltage signal via open-loop control using predefined stimulation schemes specific to the functionality being restored (e.g., walking) [2] . Not surprisingly, open-loop control was found to produce unsatisfactory results [1, 2, 5, 6] . Despite this, most NMES controllers in clinical use are open loop [6, 21] . Classical feedback controllers (e.g., PID control) have also produced unsatisfactory results [16] , failing to guarantee closed-loop stability [6] .
In parallel to this, considerable efforts have been devoted to understanding and modeling the nonlinear physiological and mechanical dynamics of muscle stimulation, activation, and contraction [2, 3, 11, 15] . The availability of such models has enabled researchers to explore advanced, model-based feedback control methods to improve the effectiveness of NMES. Some work along these lines includes sliding mode control [6] , adaptive control [10] , neural networkbased controllers [4, 14, 21] , backstepping control [16, 17] , and dynamic robust control [18] .
While previous efforts have advanced the field of nonlinear NMES control,the issue of compensation of time delays caused by the underlying (chemical) kinetics in the NMES system has received less attention. This is an important problem due to its potential destabilizing effect on closed-loop stability [12] . Typically, the delay is modeled as an input delay to the musculoskeletal dynamics [19, 20] or to the muscle activation dynamics [6] . As noted in [19] , most NMES controllers have not been designed to explicitly compensate for the time delay; rather, some results have simply investigated the robustness of standard controllers to the input delay (see e.g. [6] ). The first work to include time delay compensation in the design of the NMES control law was [19, 20] . In these papers, PD and PID algorithms modified with a delay compensation term were designed using the predictor control approach [9] . In both, the tracking error for the knee joint angle was shown to be uniformly ultimately bounded using a Lyapunov-Krasovskii functional. Prediction uses dynamic controls to compensate arbitrarily long time delays, and therefore may sometimes work better than delay compensating controllers that have upper bounds on the allowable delays (but see [13] for non-predictive controls that compensate arbitrarily long input delays for nonlinear time-varying systems with no drift).
In this paper, we introduce a different type of predictor control for time delay compensation in the NMES system. We consider the musculoskeletal dynamics with an input delay as in [19, 20] , but with the constraint that the knee joint angle cannot physically exceed certain limits. Our control design is based on the hybrid, predictor feedback approach introduced in [8] . Specifically, the approach in [8] is extended to account for the nonlinear, time-varying nature of the NMES tracking control problem. The control scheme uses sampled measurements and is designed by utilizing a numerical prediction of the state variables. Our control is model based and ensures exponential tracking of the desired knee joint trajectory while satisfying the aforementioned state constraint. This is an improvement over the existing NMES results [19, 20] , which established the weaker ultimate boundedness condition on the tracking error under the input delay and which did not take the state constraint into account. Robustness to perturbations of the sampling schedule is also guaranteed.
The rest of this paper is organized as follows. In Section 2, we review the NMES model and make our control objectives precise. The control scheme is introduced and explained and the main result is stated (Theorem 2.1). In Section 3, we state certain general results on numerical approximation of solutions of time-varying systems, which generalize the corresponding results in [8] and use the step-size control ideas developed in [7] . The general results are used for the proof of our main tracking result, which is given in Section 4. Section 5 contains the conclusions of the present work as well as formulas for the direct application of the hybrid feedback law by the user. The Appendix contains the proofs of certain claims which are used in the proof of Theorem 2.1.
Notation. Throughout the paper we adopt the following notation: 
The NMES Model and Main Results
We review the muscle activation and limb model from [21] , which has the form
M is the inertia of the shank-foot complex about the knee joint, e M is the elasticity arising from joint stiffness, g M denotes the gravitational component, v M captures the viscous effects in the musculotendon complex from damping, and U is the torque produced by the electric potential at the knee joint. The state q is the angular position of the lower shank about the kneejoint. Following [21] , a possible choice for the NMES model is:
Here J and m are the inertia and combined mass of the shank and foot, respectively, l is the distance between the knee joint and the lumped center of the mass of the foot and shank,
are positive constants and g is the gravity constant. We assume that all model parameters are known. In [21] We find it convenient to write the model in the form denotes the ratio of the viscous torque due to damping in the musculo-tendon complex and the inertia of the combined human shank-foot and machine, ) (t v denotes the ratio of the delayed torque production at the knee joint and the inertia of the combined human shank-foot and machine and 0 > τ is the electromechanical delay in the muscle response. Our analysis is developed for the general NMES model (2.1) under the assumptions stated above; if one wants to specify the functions
, with the aforementioned model characteristics then the following formulas will be useful
The control objective is the asymptotic tracking of any desired signal
, and the following assumption
In this work, we extend the results provided in [8] to the time-varying case and we provide a hybrid predictor feedback controller that guarantees global asymptotic and local exponential convergence of the tracking error. Moreover, our controller does not require continuous measurement of the state variables but rather sampled measurements. The latter feature is important for practical purposes. In order to describe our obtained results, we set
We also define the operator 
by means of the formulas: 
. Next, we perform the following calculation: 
is described by the following equations: 
(2.9)
The control scheme described by (2.7), (2.8) and (2.9) is a combination of:
• a numerical prediction of the error variables 
: the prediction is given by (2.9),
• an intersample prediction of the error variables
for the time interval between two consecutive measurements: the prediction is given by (2.8), and
• the application of a nominal controller with the state variables replaced by their corresponding predicted values (predictor feedback): the control action is given by (2.7).
Our results are summarized in the following theorem. 
of the closed-loop system (2.1), (2.7) , (2.8) , (2.9) with 
Numerical Approximation of the Solutions of Time-Varying Forward Complete Systems
Consider a time-varying system of the form
under the following assumptions:
is a continuous vector field with
Moreover, there exists a non-decreasing, continuous function Using the Gronwall-Bellman lemma we obtain for all
which shows that (3.9) holds with
Consider the following numerical scheme, which is an extension of the explicit Euler method to systems with inputs: we select a positive integer N and define 
where
is the solution of (3.1) with initial condition
The proof of Theorem 3.1 depends on the following technical lemmas.
Lemma 3.2: Consider system (3.1) under the assumptions of Theorem
is the function involved in (3.5) , (3.6) and (3.7) , then
Proof of Lemma 3.2: Define the function:
The following equalities hold for all
Moreover, notice that (3.3), (3.12) and the fact
The previous inequalities in conjunction with (3.5) and (3.17) give: is the function involved in (3.5). Furthermore, inequality (3.4) in conjunction with (3.12), (3.6), (3.7) and (3.17) gives: 
Combining (3.16), (3.18) and (3.19), we get:
Inequality (3.20) in conjunction with the following inequality ( ) . Suppose that it holds for some
The previous inequality in conjunction with (3.8) implies
Consequently, the facts that
is non-decreasing and 
The above inequality shows that (3.21) holds with i replaced by 1
The proof is complete.
Lemma 3.4: Consider system (3.1) under the assumptions of Theorem 3.1. Define
, where
where the functions A and B are defined by (3.10) - (3.11) .
Proof of Lemma 3.4:
The following equation holds for all
, as a direct consequence of (3.12):
Inequality (3.2) implies the following inequality for all
Using the definition
and inequalities (3.3) and (3.9), we get the following inequalities for all
Notice that all hypotheses of Lemma 3.3 hold. Therefore inequality (3.21) holds for all
Recall that (3.21) implies (3.22) . The previous inequality in conjunction with (3.8) implies
,..., 0 = and (3.24), (3.25) and (3.26), we conclude that for all Moreover, inequality (3.21) implies (3.22) . The previous inequality in conjunction with (3.8) implies (3.14). The proof is complete. ) )
Inequalities (3.13) and (3.14) in conjunction with (3.32) and (3.9) imply the following inequality: 
are defined by the numerical scheme (3.12) with
is defined by (3.30) , (3.31) . Then inequalities (3.32) , (3.33) hold for all 
Proof of Theorem 2.1
This section is devoted to the proof of Theorem 2.1. The proof of Theorem 2.1 is constructive and formulas will be given next for the locally bounded mapping
involved in the hybrid dynamic feedback law defined by (2.7), (2.8) and (2.9).
We first perform the following change of coordinates: 
Next, we define:
. In order to simplify the procedure of the proof we break the proof up into three steps.
First
Step: We show that the time-varying system (4.5) satisfies assumptions (H1)-(H2) of Section 2.
Second
Step: Construction of
Step: Rest of proof
First
Step: Assumption (H1) is a direct consequence of (2.3) and definitions (4.6). Therefore, we next focus on proving assumption (H2).
Define the function:
The formulas (4.6) for f and g give the following for all 0 ) and a constant
Notice that the identity
Therefore, it follows from (4.9) that the inequalities 
Definitions (4.12) and (4.13) allow us to conclude that the following relations hold: ( )
The existence of is the function involved in assumption (H1) for the vector field
from the right hand side of system (4.5)).
Next 
and moreover, select a constant 0 > R , so that:
Finally, define: 
is described by the equations: To verify that (2.8) and (4.28) agree, notice that (4.13) and the fact that 
The solution of the above system of differential equations is given by (2.8).
Third
Step: It should be emphasized that for every
of the closed-loop system (2.1), (2.7), (2.8), The following claim shows that practical stabilization is achieved. Its proof is provided in the Appendix. 
is the constant involved in (4.22) and (4.26).
The following claim shows that local exponential stabilization is achieved. Its proof is provided in the Appendix. The following claim guarantees that u is bounded. Its proof is provided in the Appendix. 
. The proof of Theorem 2.1 is complete.
Concluding Remarks
A hybrid tracking controller for neuromuscular electrical stimulation was proposed. The main advantages of the proposed control scheme are:
• the control scheme uses sampled measurements and does not require continuous measurements of the state variables, • the tracking error of the closed-loop system converges exponentially to zero for all initial conditions, • the controller is designed in such a way a specific state constraint imposed by the physical system is satisfied, and • robustness to perturbations of the sampling schedule is guaranteed.
The control scheme (2.7), (2.8), (2.9) can be programmed easily. However, it requires knowledge of the signal to be tracked
and H , the delay τ appearing in the NMES model (2.1) and the upper diameter of the sampling schedule r ; it is a model-based nonlinear hybrid predictor feedback. Knowledge of the aforementioned functions and constants can lead the user to an easy implementation of the proposed control scheme by utilizing the formulas in Tables 1 and 2 However, the fact that the proposed control scheme is model-based is possibly a disadvantage; the robustness with respect to modelling errors of the NMES model has to be studied. is unique (and is given by (2.8)). Inequality (4.14) implies:
Notice that inequalities (4.15) and (4.17) in conjunction with (A.2) imply the following inequality for all ) , [
Finally, we determine the solution ) 
Using inequalities (4.15), (A.2), (A.3) and (A.4) , in conjunction with the above inequality, we obtain: , we get for all ) , [
Next we evaluate the quantity
. Using inequality (4.14) we get:
The following estimate follows from (4.17), (4.19) and the above inequality: 
Combining inequalities (A.5), (A.6) and definition (4.20) we obtain the following for all ) , [ (4.29) ), it follows from (3.32) and (3.33) (applied with initial time (3.9) ), we obtain the following from (A.7), (A.8), (A.9) and definition (4.26) for all ) , [
Integrating the above differential inequality, we obtain for all 
The proof is complete. (4.22) and (A.12) we obtain that: 
Proof of Claim 2: Let arbitrary partition
Using the Growall-Bellman lemma, the above inequality and the fact that 
Next we evaluate the quantity 
μ ω be a positive constant sufficiently small such that
The existence of The differential inequality (A.20) allows us to conclude that the following differential inequality holds for almost all 
The above inequality gives the following for all 
The above inequality in conjunction with (A.31) gives the following for all . Combining the previous inequalities with (A.37) and using the facts that ) and the triangle inequality, we get the following inequality for all 2 2 ) , , The construction is complete.
