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Abstract— In this paper a further step towards a novel
approach to adaptive nonlinear control developed at Budapest
Tech in the past few years is reported. Its main advantage
in comparison with the complicated Lyapunov function based
techniques is that it is based on simple geometric considerations
on the basis of which the control task can be formulated as
a Fixed Point Problem for the solution of which a Contractive
Mapping is created that generates an Iterative Cauchy Sequence
for Single Input - Single Output (SISO) systems. Consequently it
converges to the fixed point that is the solution of the control task.
In the formerly developed approaches for monotone increasing
or monotone decreasing systems the proper fixed points had only
a finite basin of attraction outside of which the iteration might
become divergent. The here sketched potential solutions apply a
special function built up of the “response function” of the excited
system under control and of a few parameters. This function has
almost constant value apart from a finite region in which it has
a “wrinkle” in the vicinity of the desired solution that is the
“proper” fixed point of this function. By the use of an affine
approximation of the response function around the solution it is
shown that at one of its sides this fixed point is repulsive, while
at the opposite side it is attractive. It is shown, too, that at the
repulsive side another, so called “false” fixed point is present that
is globally attractive, with the exception of the basin of attraction
of the “proper” one. This structure is advantageous because a)
no divergence can occur in the iteration, b) the convergence to
the “false” value can easily be detected, and c) by using some
ancillary tricks in the most of the cases the solution can be
kicked from the wrong fixed point into the basin of attraction
of the “proper one”. In the paper preliminary calculations are
presented.
I. INTRODUCTION: THE ADVANTAGES OF THE GEOMETRIC
WAY OF THINKING
Until the 1st half of the 20th century the development
of Mathematics aimed at serving the needs of natural and
technical sciences. In the history of the ”quantitative sciences”
geometric way of thinking always played pioneering role.
The first attempt to develop mathematics in “axiomatic man-
ner” was done by Euclid of Alexandria, a Greek mathematician
in Egypt during the reign of Ptolemy I (323-283 BC) [1]. His
method remained the backbone of mathematics even in our
days.
The first mathematical means definitely describing quanti-
ties with direction, i.e. the quaternions, were introduced by
Sir William Rowan Hamilton (1805-1865) [2]. In the 19th
century quaternions were generally used for such purposes.
For instance, in the first edition of Maxwell’s famous Trea-
tise on Electricity and Magnetism quaternions were used for
describing the “directed” magnetic and electric fields [3].
The first known appearance of “linear algebra” and the
notion of “vector space” is related to Hermann Gu¨nther
Grassmann (1809–1877), who started to work on the concept
from 1832. He published his “Ausdehnungslehre” [4], [5] that
normally is referred to as the “theory of extension” or “theory
of extensive magnitudes”. This work was mainly inspired by
Lagrange’s “Me´canique analytique” [6]. Grassmann showed
that in his algebraic formalization of Geometry the number of
possible dimensions can be an arbitrary positive integer.
David Hilbert (1862–1943) extended the concept of the
Euclidean Geometry to linear, normed, complete metric spaces
in which the norm originates from a scalar product [7]. His
invention, the so called Hilbert Space had extreme advantages
in Physics and technical sciences since it made it possible
to apply a way of geometric thinking with which we became
familiar from our childhood in the daily experienced Euclidean
Geometry of the reality around us, either using even complex,
or only real Hilbert Spaces.
Stefan Banach (1892-1945) introduced the more general
concept, the concept of “Banach Spaces”, that are linear,
normed, complete metric spaces in which the norm not
necessarily originates from a scalar product [8]. The great
practical advantage of Banach’s invention is that by adding
various norms to the same mathematical set various complete,
linear, normed metric spaces can be obtained that offer a
wide basis for elaborating diverse practical variants and
solutions pertaining to the essentially same basic idea. Due
the completeness of Banach Spaces, each Cauchy Sequence
in such a space converges to an element of the space. This
property of the Banach Spaces is essentially used in the proof
of convergence of the proposed method as it is detailed in the
sequel.
The paper is structured as follows: in Section II the
immediate antecedents are briefly surveyed. In Section III
some potential new constructions are considered and analyzed.
Section IV contains the conclusions of the paper.
II. IMMEDIATE ANTECEDENTS
The novel geometric approach is base on the “Excitation -
Response Scheme”. The great majority of the control tasks can
be formulated by the use of the concepts of the appropriate
”excitation” Q of the controlled system to which it is expected
to respond by some prescribed or ”desired response” rd.
The necessary excitation can be computed by the use of
some inverse dynamic model Q = ϕ(rd). Since normally
this inverse model is neither complete nor exact, the actual
response determined by the system’s dynamics, ψ, results in
a realized response rr that differs from the desired one: rr ≡
ψ(ϕ(rd)) ≡ f(rd) = rd. It is worth noting that the functions
ϕ() and ψ() may contain various hidden parameters that partly
correspond to the dynamic model of the system, and partly
pertain to unknown external dynamic forces acting on it. Due
to phenomenological reasons the controller can manipulate or
”deform” the input value from rd so that rr ≡ ψ(rd∗). Other
possibility is the manipulation of the output of the rough
model as rr ≡ ψ(ϕ∗(rd)). Normally, for SISO systems the
appropriate deformation can be defined as some Parametric
Fixed Point Transformations.
The first efforts in the direction of applying uniform struc-
tures and procedures in quite different way as it is done in
the classic Soft Computing applications were summarized in
[9] in which the sizes of the necessary uniform structures
used for developing partial, temporal, and situation-dependent
models that needed continuous maintaining were definitely
determined by the degree of freedom of the system to be
controlled. These considerations were based on the modifica-
tion of the Renormalization Transformation, and were valid
only for “increasing systems” in which the “increase” in
the necessary response could be achieved by also increasing
the necessary excitation, and vice versa. In [10] this idea
was systematically extended for Single Input - Single Output
(SISO) “increasing” and “decreasing” systems by developing
various Parametric Fixed Point Transformations more or less
akin to the Renormalization Transformation. By the use of the
method of real Singular Value Decomposition (SVD) e.g. [12]
this approach has been extended to Multiple Input – Multiple
Output (MIMO) sytems [13].
Each of these approaches had the common deficiency that
they were apt to become divergent when the basin of attraction
was occasionally left by the state variables of the controlled
system. This observation induced the need of designing novel
fixed point transformations that cannot be divergent, allow
easy monitoring of the formation of the actual sequence, and
also allows the correction of the convergence problems in a
simple way.
The original idea for increasing systems suggested the
iteration xn+1 = x
d
f(xn)
xn ≡ θ(xn|xd). Really, if f(x) = xd
then θ(x|xd) = x, and it can be expected that from an initial
value x0 the iteration converges to the fixed point x.
Fixed point problems in general have the advantageous
feature that they can be solved via simple iteration provided
that this iteration is convergent. Really, consider the sequence
of points {x0, x1 = Ψ(x0), ..., xn+1 = Ψ(xn), ...} obtained
via iteration! Let us suppose that this series converges to some
xn → x∗. In order to apply iterations let us consider the
set of the real numbers  as a linear normed space with the
common addition and multiplication with real numbers, and
with the absolute value | • | as a norm! It is well known that
this space is complete, i.e. it is a Banach Space in which the
Cauchy Sequences are convergent. Due to that, using the norm
inequality it is obtained that
|Ψ(x∗)− x∗| ≤ |Ψ(x∗)− xn|+ |xn − x∗| =
= |Ψ(x∗)−Ψ(xn−1)|+ |xn − x∗|. (1)
It is evident from (1) that if Ψ is continuous then Ψ(x∗) =
x∗, i.e. x∗ = x, that is the desired fixed point is found by
the iteration because in the right hand side of (1) both terms
converge to 0 as xn → x∗. (It is worth noting that besides
divergence, false convergence may also occur.)
The next question is giving the necessary or at least a
satisfactory condition of this convergence. It also is evident
that for this purpose contractivity of Ψ(•), i.e. the property
that |Ψ(a)−Ψ(b)| ≤ K|a− b| with 0 ≤ K < 1 is satisfactory
since it leads to a Cauchy series (|xn+L − xn| → 0 ∀L ∈ N):
|xn+L − xn| = |Ψ(xn+L−1)−Ψ(xn−1)| ≤ ...
≤ Kn|xL − x0| → 0 as n→∞ (2)
For guaranteeing the contractivity of a differentiable  → 
function Ψ(•) proper limitation on the absolute value of the
derivative |Ψ′| ≤ K < 1 is satisfactory since
|Ψ(a)−Ψ(b)| =
∣∣∣∫ ba Ψ′(x)dx
∣∣∣ ≤
≤ ∫ b
a
|Ψ′(x)|dx ≤ K|a− b|
(3)
that means that if Ψ is flat enough around the fixed point the
iteration will converge to it. Since
dθ
dx
= −x
dxf ′(x)
f(x)2
+
xd
f(x)
(4)
the situation of −1 < θ′(x) = 1 − xxd f ′(x) < 1 can
be achieved if x ≈ xd, and 0 < f ′(x) is small enough.
This latter condition can be satisfied by choosing very flat
initial model ϕ if ψ(•) is not singular. For f ′ < 0 this
iteration scarcely can converge. For negative system in [10]
the following iteration was proposed with small ζ > 0:
xn+1 =
f(xn) + ζ(f(xn)− xd)
f(xn)
xn ≡ ϑ(xn|xd). (5)
Evidently ϑ(x|xd) = x, ϑ′ = 1 + ζ − ζ xdf(x) + ζ x
dx
f(x)2 f
′
, so
ϑ′(x) = 1 + ζ xxd f
′(x). If 0 < ζ < 1, x ≈ xd, f ′(x) < 0,
and |f(x)′| is small enough this iteration will converge to
the fixed point x, too. To evade numerical problems with
xd = 0 and f(x) = 0 an additional ”shift parameter” D can
be introduced into (5) with the properties as follows:
ϑ(x|ζ,D) := f(x)+D+ζ(f(x)−xd)f(x)+D x,
ϑ(x|ζ,D) = x,
dϑ(x|ζ,D)
dx = 1 + ζ
f(x)−xd
f(x)+D +
+xζf ′(x) f(x)+D−(f(x)−x
d)
(f(x)+D)2,[
dϑ(x|ζ,D)
dx
]
x=x
= 1 + ζf
′(x)x
xd+D
(6)
The convergence of (6) may happen. However, certain illus-
trative examples of the possibility of convergence to “false
values” and the relatively complicated derivatives in (6) that
makes not very easy to find proper D and ζ parameters made
it actual to find other transformations that have more lucid
nature.
In the case of SISO systems this can be done by introducing
two parameters ad D−, and Δ− in the case of monotone
increasing functions indicated by a very simple geometric
picture based on geometrically similar triangles. For mono-
tone increasing or decreasing SISO systems, by introducing
function g as defined below three further combinations were
invented to which figures quite similar to the original one
belong in [11], and were used in control of a SISO paradigm
[15]. (In some of these functions instead of the parameter Δ−
the parameter Δ+ is present.)
h(x|xd,D−,Δ−) :=
= (x
d−Δ−)(x−D−)
f(x)−Δ− + D−,
h(x|xd,D−,Δ−) = x,
h′ = (x
d−Δ−)(f(x)−Δ−−f ′(x)(x−D−))
(f(x)−Δ−)2 ,
h′(x|xd,D−,Δ−) = 1− f ′(x)x−D−xd−Δ−
(7)
It is worth noting that if the rough dynamic model consists
of an affine function the desired response as ϕ(rd) = ard + b,
in SISO systems, besides the parameters a and b the control is
defined by further simple parameters as D−, Δ−, or Δ+, it is
very easy to find the proper settings by computer simulations.
To show that it is enough to observe the derivatives in the fixed
point x. For instance, consider e.g. h′(x|xd,D−,Δ+) =
1−f ′(x)x−D−xd−Δ+ ! If |x|  |D−|, |xd|  |Δ+|, and D− and
Δ+ are of the same order of magnitude then x−D−xd−Δ+ ≈
D−
Δ+
=
const., almost independently of xd and x. Furthermore, if
|a| is small enough the |h′| < 1 condition of convergence
almost surely can be met. So the control parameters can
“experimentally” be set via simulations by choosing small
a, and comparably big D−, Δ+. Later the absolute values
of these latter two parameters can be decreased to achieve
more and more sensitive control until reaching the limits of
stability. If necessary, |a| can also be decreased. (Evidently
similar considerations can be done for the parameters of the
other cases discussed above.)
The above fixed point transformations have the deficiency
that even for “not very extremely behaving” f(x) functions
they may lead to divergence since the behavior of their
derivatives apart from the close vicinity of x cannot well be
seen and controlled. To evade this problem in the present paper
the posible introduction of novel fixed point transformations
is considered.
III. PROPOSAL FOR FURTHER FIXED–POINT
TRANSFORMATIONS
Let A ≥ 0, n > 0 even natural number, and K be an
arbitrary value. Consider the function defined by (8). As it is
well illustrated by Fig. 1, if an increasing function can well be
approximated around the fixed point x by an affine mapping,
then in the (x,−K] region |G′| < 1 and the x = −K value
serves as an attractive fixed point of the xn+1 = G(xn|xd)
iteration. It also is evident that x = −K is also attractive for
the x > −K starting points. It is important that the x point
serves as an attractor for the starting x values that are sligtly
smaller than x.
G(x|xd) := (x + K) exp (−A[f(x)− xd]n)−K,
Forf(x) = xd : G(x|xd) = x,
G(−K,xd) = −K,
G′(x|xd) =
{
1− An(x+K)
[f(x)−xd]1−n
f ′(x)
}
exp(A[f(x)−xd]n) ,
G′(x|xd) = 1, G′(−K|xd) =
= exp
(−A[f(−K)− xd]n) ≤ 1
(8)
However, if an x0 initial value is considerably smaller than
x the first iterative step will map it to a point x1 > −K, so
these points also belong to the basin of attraction of x = −K.
It is evident that if f(x) is not too “extreme”, the proposed
iteration cannot be divergent: it must converge either to x or
to −K.
The prosed iteration has the great advantage as follows:
a) the x = −K point can be referred to as an “improper
fixed point” that is well known, and independent of the actual
function f(x), of the other parameters as A, n, xd, and
the initial point of the iteration x0; b) the “proper fixed
point” always exists, it is the solution that is sought for, it is
independent of the parameters K, n, it exceptionally depends
on f(x) and xd, and surely has a bounded basin of attraction
at one of its sides (in Fig. 1 at its left hand side); c) the
location of the two existing fixed points is independent of the
parameters A and n, and since the graph of the function y = x
is the tangent of that of G(x|xd) at x, the parameters A and
n mainly influence the width of the basin of attraction of x at
its appropriate side, as well as the speed of convergence. This
fact is well illustrated by Fig. 2 describing the convergence
of the iteration starting from the x0 = 0 initial value. It can
well be observed, too, that the convergence slows down in the
vicinity of x where |G′| approaches 1. If x0 is too far from
x instead of any divergence a convergence can be observed
to −K (Fig. 3).
Evidently, like in the case of the previous fixed–point
transformations typical cases can be proposed for this function
G(x|xd) as follows: a) for f ′ > 0 (increasing functions): since
A > 0, if x + K < 0, f(x) < xd, then |G′| < 1 can be
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Fig. 1. The curve of the graph of function G(x, xd) defined in (8) for n = 2,
A = 5 × 10−3, K = −3 in the case of an affine function f(x) = bx + c
with b = 5, c = 3, and xd = 6
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Fig. 2. The “proper” convergence from the initial value x0 = 0 in the case
of the function depicted in Fig. 1
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Fig. 3. The “false” convergence from the initial value x0 = −2 in the case
of the function depicted in Fig. 1
achieved in the vicinity of x; b) for f ′ > 0 (increasing
functions): since A > 0, if x + K > 0, and f(x) > xd,
then |G′| < 1 can be achieved in the vicinity of x; c) for
f ′ < 0 (decreasing functions): since A > 0, if x + K < 0,
and f(x) > xd, then |G′| < 1 can be achieved in the vicinity
of x; c) for f ′ < 0 (decreasing functions): since A > 0, if
x + K > 0, f(x) < xd, then |G′| < 1 can be achieved in the
vicinity of x.
It is worth noting that the property G′(x|xd) = 1 may be
inconvenient for control purposes because it may slow down
the iteration’s convergence to x. (If the graph of G is not flat
enough very much steps with almost ignorable improvement
may be obtained.) This problem cannot be cured plausible
tricks as e.g. by dividing the coefficient of the term (x + K)
into two parts as e.g. for B ∈ (−1, 1) in
H(x|xd) := (x+K)
[
(1−B) + Be−A[f(x)−xd]n
]
−K. (9)
The derivative at x will be 1 again since n is positive even
number
H ′(x|xd) = (1−B) + Be−A[f(x)−xd]n+
+(x + K)×
×
[
−ABe−A[f(x)−xd]nn[f(x)− xd]n−1f ′(x)
]
.
(10)
Of course, for achieving similar qualitative behavior various
other mappings can also be chosen with a common structure
more or less similar to that of (8). For instance, consider the
following simple possibilities as (11), or for positive even
integer n the expression defined in (12)! For their use one
can again distinguish between “increasing” and “decreasing”
functions with the initial points f(x0) > xd or f(x0) <
xd. Due to room limitations no more figures will be made
to illustrate their operation individually. Instead of that a
possible utilization of their common feature, that is the simple
possibility for the detection of the convergence to the “false”
fixed–point will be illustrated in the case of (11).
Gˆ(x|xd) := (x + K) exp (−A|f(x)− xd|)−K,
Forf(x) = xd : Gˆ(x|xd) = x,
Gˆ(−K,xd) = −K,
Gˆ′(x|xd) = 1−A(x+K)sign[f(x)−x
d]f ′(x)
exp(A|f(x)−xd|) ,
Gˆ′(x±|xd) = 1∓A(x + K)f ′(x)
Gˆ′(−K|xd) = exp (−A|f(−K)− xd|) ,
(11)
G˜(x|xd) := (x+K)
1+[A(f(x)−xd)]n −K,
Forf(x) = xd : G˜(x|xd) = x,
G˜(−K,xd) = −K,
G˜(x|xd) = 1
1+[A(f(x)−xd)]n×
×
[
1− An(x+K)[A(f(x)−x
d)]n−1f ′(x)
1+[A(f(x)−xd)]n
]
G˜(x|xd) = 1,
G˜(−K|xd) = 1
1+[A(f(−K)−xd)]n ≤ 1.
(12)
Instead of the simple sequence xn+1 = Gˆ(xn|xd) a little bit
modified one casually referred to as “smart iterative sequence”
is illustrated. According to the syntax of Visual Basic it has
the following simple code:
’The iteration
x=xi
For i=1 To 100
x_0=x
Gx0=G(x_0)
count=0
While Abs(Gx0+K)<=0.1*Abs(K) And count<4
count=count+1
x_0=x_0+1.5*K
Gx0=G(x_0)
Wend
x=x_0
x=G(x)
Next i
In the above structure the true logical value of fulfilment of the
condition |G(x0)− (−K)| ≤ 0.1|K| is interpreted in the way
as follows: “The iteration is in the vicinity\probably converges
to the false fixed point −K”. In this case an attempt is done for
pushing the initial point “behind the solution” x. If no such
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Fig. 4. The “false” convergence of the “common” iteration starting from the
initial value x0 = 5 in the case of the function Gˆ with parameters A = 10−1,
K = −2, and xd = 8 for the function f(x) = bx+ c with b = 5, c = 3
problem is detected the common iteration is going on. As it
is illustrated by Fig. 4 the “common iteration” approaches the
“false” fixed point.
However, according to Fig. 5 the “smart” version of the
iteration pushes back the first point that too closely approaches
−K, and following that it converges to the good solution.
IV. CONCLUSIONS
In this paper novel fixed point transformations were inves-
tigated and proposed for purposes of adative control on the
basis of some “geometric way of thinking”. They have the
advantage that under normal conditions they introduce a single
wrinkle into an almost constant function. Within the wrinkle
an almost globally attractive fixed point of the iteration defined
by this function is located, and an another fixed point that has
a narrow basin of attraction at its one side, and repulsive in
its opposite side is located. It was shown by using an affin
approximation of the response function of a MIMO system
that the attributes of the convergence to the “false” fixed point
can easily be recognized and evaded by a simple modification
of the common iterative process. It is expected that this simple
method can well be supported by a simple rule basis for
practical use.
The x values in the "smart" iteration
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Fig. 5. The good convergence of the “smart” iteration starting from the initial
value x0 = 5 in the case of the function Gˆ with parameters A = 10−1,
K = −2, and xd = 8 for the function f(x) = bx+c with b = 5, and c = 3
In the future we plan to investigate nonlinear control tasks
in which the variable here denoted by x corresponds to some
integer or fractional order derivative of the state variable of
some physical system that can directly be manipulated by
appropriate physical agents as e.g. the acceleration can be
manipulate by forces. If the nominal motion of the system
to be controlled is considerably slower than the necessary
variation of xn in the iterations then the idea of Complete
Stability [14] can be applied in the control in quite similar
manner as dynamic Cellular Neural Networks can be able to
analyze pictures slowly varying in time.
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