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Abstract
The electron transport properties of hybrid ferromagnetic|normal metal structures
such as multilayers and spin valves depend on the relative orientation of the magneti-
zation direction of the ferromagnetic elements. Whereas the contrast in the resistance
for parallel and antiparallel magnetizations, the so-called Giant Magnetoresistance, is
relatively well understood for quite some time, a coherent picture for non-collinear mag-
netoelectronic circuits and devices has evolved only recently. We review here such a
theory for electron charge and spin transport with general magnetization directions that
is based on the semiclassical concept of a vector spin accumulation. In conjunction with
first-principles calculations of scattering matrices many phenomena, e.g. the current-
induced spin-transfer torque, can be understood and predicted quantitatively for differ-
ent material combinations.
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I. INTRODUCTION
The term magnetoelectronics has to a large extent been synonymous with the
giant magnetoresistance (GMR) in ferromagnetic multilayers and tunnel junctions
[1, 2], i.e. the modulation of the electron transport by the magnetic-field-induced
configuration changes of the magnetization profile. Much of the interest in mag-
netoelectronic phenomena is motivated by its technological potential. The depen-
dence of the electrical resistance of ferromagnetic/normal metal spin valves and
multilayers on applied magnetic fields has been employed in read heads for mass
data storage devices. Magnetic random access memories (MRAMs) are based
on the related effect of tunnelling magnetoresistance (TMR) between two ferro-
magnets separated by a tunnelling barrier. MRAMs have the advantage to be
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non-volatile, which means that no applied voltage is necessary to maintain a given
memory state and are therefore serious contenders of flash memories in applica-
tions like reprogrammable logics and processors. These and other applications are
reviewed in Refs. [3—5].
Basic research in magnetoelectronics is moving rapidly to smaller structures
and novel materials. The unifying concept is that of spin-accumulation, i.e. the
non-equilibrium magnetization which is injected into a non-magnetic material by
a ferromagnetic contact by an applied voltage, which has been pioneered by John-
son and Silsbee [6, 7]. The smallest lateral structures that can be fabricated by
advanced lithography are of the order of 100 nm [8, 9], which is of the same order
of magnitude as for state of the art semiconductor structures. Basic research fo-
cuses on new physical phenomena and functionalities of ferromagnets, with topics
like “spin transistors” [10—15], ferromagnetic single electron transistors [16], hybrid
superconductor-ferromagnet structures [17—19], spin-injection into semiconductors
[20, 21], molecules and carbon nanotubes [22], the fabrication of sophisticated
magnetoelectronic structures at mesoscopic length scales [23] that can be used to
analyze spin precession in diffuse metals [9, 24], and field-induced magnetism in
semiconductors [25]. An important breakthrough in magnetoelectronics is the pre-
diction [26—28] and subsequent observation of spin-current induced magnetization
reversal in layered structures fabricated into pillars with diameters of about 50
nanometers [8, 29].
In order to keep this review manageable, we chose to not discuss in depth sev-
eral interesting aspects of mesoscopic and nanoscale magnetoelectronics. From the
outset we exclude many topics which are fit under a common umbrella of “spin-
tronics”, like macroscopic quantum coherence of magnetism, single-electron spin
manipulation in semiconductor quantum dots [30], or topics related to the use
of spin in quantum information processing [31]. The competition between super-
conducting and ferromagnetic order parameters in small structures has been the
topic of many recent studies that are not covered here.1 Instead we address an
axiomatic ab initio theory of the DC transport properties of metallic magneto-
electronic circuits and devices as a function of the magnetization direction of the
ferromagnetic elements and the applied potentials. The emphasis is on our own
work and interests, but we try to give sufficient cross references to put it into per-
spective. The present theory provides a comprehensive recipe to understand and
compute the spin-current induced magnetization or spin transfer torque [26, 27]
and is discussed in some detail. However, the study of time dependent phenomena,
such as the dynamics of the magnetization reversal, the spin pumping, enhanced
damping of the magnetization dynamics, and dynamic cross talk in multilayers
1 Andreev scattering at normal or ferromagnetic point contacts with superconductors can be
treated by the instruments discussed in the following chapters [19].
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[32], is subject of a separate review paper [33].
The theoretical formalism most appropriate for much of magnetoelectronics
to date is a semiclassical circuit theory [12, 34], in which the key parameters
are expressed in terms of the scattering matrix of the current limiting elements.
The latter are accessible to first-principles calculation, even in disordered systems
[35, 36]. It is our aim to provide a complete exposure of the first-principles circuit
theory in this review. Much of the physics to be discussed here is relevant for the
GMR in the current perpendicular to the plane (CPP) configuration as reviewed in
[37—39]. Two recent reviews in the form of a monograph on the experimental and
computational aspects of the giant magnetoresistance [40] and an anthology, which
additionally addresses the tunneling magnetoresistance [41], are complementary to
the present one. Semiconductor spintronics has been reviewed in [42, 43]. An in
many aspects different point of view on transport in layered metallic systems is
expressed in [44].
A. Spin current and spin accumulation
A ferromagnet [45] is characterized by a phase transition at a critical (Curie)
temperature Tc at which the spin-rotational symmetry is broken by a collective
ordering of the electron spins creating a macroscopic magnetic moment. Ferro-
magnetism is driven by the strong exchange interaction based on the Coulomb
interaction and the Pauli principle, corresponding to very high Tc’s (e.g. 1400 K
for cobalt). The dipole-dipole interaction in larger samples of ferromagnets usu-
ally causes the ferromagnet to be divided into domains of coherent magnetization,
which minimize the energy of the macroscopic magnetic field outside the sample.
The domains are separated by domain walls in which the order parameter rotates
between two bulk values. The domain walls are a source of electron scattering
that vanishes when all domains are reoriented by an external magnetic field. The
domain wall magnetoresistance (DMR) shares analogies with the GMR and has at-
tracted some attention (for a review see [46]). It is often a bulk effect, but domain
walls can be also trapped by constrictions [47, 48]. The current induced motion of
domain walls in small wires has recently attracted a lot of attention [49—52], but
we had to abandon this topic for the present review.
In metallic ferromagnets, the differences between electronic bands and scat-
tering cross-sections of impurities for majority and minority spins at the Fermi
energy cause spin-dependent mobilities. In the presence of applied electric fields
and not too strong spin-flip scattering processes, a two-channel resistor model is
applicable, according to which currents of two different species flow in parallel.
The difference between spin-up and spin-down electric currents is called a spin-
current. It is a tensor, with a direction of flow and a spin-polarization parallel to
the equilibrium magnetization vector. An imbalance between the electrochemical
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FIG. 1: The non-equilibrium magnetization of the spin accumulation injected from a
ferromagnet (F) into a normal metal (N), which decays over a length scale given by the
spin-flip diffusion length Nsd.The spin accumulation in the ferromagnet is not shown, be-
ing small compared to the equilibrium magnetization and more localized to the interface
since usually Fsd ¿ Nsd.
potentials is called spin-accumulation, which is a vector, parallel again to the mag-
netization. Spin accumulation is a non-equilibrium phenomenon, but its lifetime
is usually much longer than all other relaxation time scales. Spin-flip scattering
by spin-orbit interaction and magnetic impurities and disorder destroys a non-
equilibrium spin-accumulation. Its importance depends strongly on material and
material purity. Here and in most theoretical approaches to magnetoelectronics
spin-flip scattering is treated phenomenologically in terms of the spin-flip diffusion
length, i.e. the length scale over which an injected spin accumulation loses its
polarization, that is typically Fsd ∼ 5 nm (Permalloy, Py) − 50 nm (Co). In the
bulk of metallic ferromagnets the spin accumulation vanishes beyond a skin depth
of Fsd although spin currents persist.
The quantum mechanics of solids explains why cobalt is a ferromagnet, but
copper is not. Nevertheless, much of magnetoelectronics is based on the notion
that also copper can be magnetized. This magic is done by applying a voltage over
a the ferromagnetic (F) | normal metal (N) contact (Fig. 1). Via the ferromag-
net a spin-polarized current is then injected into the normal metal [53—55]. The
result is a spin accumulation at the interface that extends into the ferromagnet
by the spin-flip diffusion length Fsd introduced above. The non-magnetic metal is
effectively magnetized over a decay length corresponding to the spin-flip diffusion
length Nsd that can be very large compared to the typical 
F
sd, e.g. about 1 μm in
copper [23], well above the smallest structures created by microelectronic fabrica-
tion technology. The spin accumulation is a vector that in F|N bilayers (see Fig.
1) is collinear to the ferromagnetic magnetization, i.e. parallel or antiparallel, de-
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pending on the spin-dependent interface and bulk conductances. The direction of
the spin accumulation may precess around an applied magnetic field as a function
of position. In non-collinear (i.e. neither parallel nor antiparallel) spin valves,
schematically F(↑)|N|F(%) , or other devices with two or more ferromagnetic con-
tacts whose magnetizations are not parallel, the injected spin currents are also
non-collinear, and the resulting spin accumulation can point in arbitrary direc-
tions, depending on the details of the device materials and magnetic configuration
within the spin-coherent region defined by the spin-flip diffusion lengths. The ma-
nipulation of electronic properties via the long range spin-coherence carried by the
spin accumulation [12] is a main challenge of modern magnetoelectronics.
Typical magnetoelectronic structures are made from ferromagnetic metals like
iron, cobalt or the magnetically soft permalloy (Py), a Ni/Fe alloy. The normal
metals are typically Al, Cu or Cr, where the spin-density wave in the latter is usu-
ally disregarded in studies of transport. These metals cannot be grown as perfectly
as strongly bonded tetrahedral semiconductors; moreover, the Fermi wavelength
is of the order of the interatomic distances. These systems are said to be “dirty”,
meaning that size quantization effects on the transport properties may be disre-
garded [56]. In this limit the physics is most adequately described by semiclassical
theories on the level of Boltzmann or diffusion equations. The spin accumula-
tion is then just the difference in the local chemical potentials for up and down
spin [6]. Valet and Fert [57] analyzed the giant magnetoresistance of magnetic
multilayers in the perpendicular configuration. They used a spin-polarized linear
Boltzmann equation to derive a diffusion equation including spin-flip scattering,
that for vanishing spin-flip scattering reduces to the two-channel series resistor
model [58]. The total current can then be interpreted as two parallel spin-up and
spin-down electron currents, which are in turn limited by resistors in series that
represent interfaces and bulk scattering. However, the discontinuities in the elec-
tronic structure at interfaces occur on an atomic scale and cannot be treated semi-
classically. Quantum mechanical calculations have shown that interface scattering
is very significant [59, 60] and often dominates the device properties. Regions in
which electron scattering has to be treated phase-coherently can be incorporated
into semiclassical theories in the form of boundary conditions for the distribution
functions on both sides. In Refs. [61, 62] it is shown how this can be carried out
on the level of the diffusion equation. Combined with first-principles calculations
of the interface scattering matrix, this allows parameter-free predictions of spin
and charge transport in collinear magnetoelectronic devices [61, 62].
When magnetization vectors and spin-accumulations are not collinear with the
spin-quantization (z−)axis, the two-channel resistor model cannot be used any-
more. The concept of up and down spin states must be replaced by a representation
in terms of 2×2 matrices in Pauli spin space with non-diagonal terms that reflect
the spin-coherence, analogous to the anomalous Green functions in superconduc-
tivity that reflect the electron-hole coherence in the superconducting state. The
7
spin accumulation in normal metals can be manipulated easily via the magne-
tization direction of the ferromagnetic source and drain contacts or an applied
magnetic field. The latter causes the spin accumulation to precess around the field
direction vector [6, 63]. The associated dephasing by elastic impurity scattering is
also called “Hanle effect”, which has been recently remeasured [24].
A phase difference in the superconducting order parameter is equivalent to a
supercurrent. Analogously, gradients in the magnetic order parameter induce per-
sistent spin currents. The ground state is equivalent to a configuration in which
these equilibrium spin currents vanish. These arguments can be used to explain
the celebrated non-local exchange coupling in magnetic F|N|F spin valves and mul-
tilayers [64, 65]. Here we are mainly interested in the non-equilibrium charge and
spin currents that flow under the influence of externally applied voltages. The
spin currents are tensors with a direction and a polarization. When the magneti-
zation directions in the systems are not collinear, the polarization (magnetization)
directions of the non-equilibrium accumulations and currents are not parallel or
antiparallel with the magnetizations. This gives rise to interesting physics like the
spin transfer effect in spin-valves [26, 27] (see below).
The magnetization configurations may vary in time when subject to sufficiently
strong non-collinear magnetic fields or electric currents. The time scale of the
magnetization motion set by the Larmor frequency is usually much longer than the
electron dwell times. Even during the process of magnetization reversal, magnetic
devices may usually be treated in an adiabatic approximation, i.e. charge and
spin currents are governed by the instantaneous magnetic configurations. The
magnetizations dynamics are then governed by the parametric torques due to spin
currents and magnetic fields.
B. Magnetoelectronic circuits and devices
Transport in hybrid metallic systems in the presence of long-range correlations
in an order parameter can be described by a generalization of Kirchhoff’s theory
of electronic circuits when the electronic phase is sufficiently scrambled in parts of
the system, the “nodes”. This approach has been pioneered by Nazarov [66, 67]
for electronic networks with superconducting elements, and adapted to magneto-
electronic circuits in [12]. Circuit theory can been applied, for instance, to devices
such as perpendicular spin valves, the Johnson spin transistor [11] or the 4-terminal
dot by Zaffalon and van Wees [9]. It can be interpreted as a generalization of the
two-channel series resistor model [57, 58, 61] to multi-terminal and non-collinear
situations. A formalism for disordered non-collinear magnetoelectronic systems
based on Random Matrix Theory has been developed by Waintal et al. [56] with
emphasis on the spin-transfer torque. Its philosophy is completely different from
the Green-function based circuit theory, but both turn out to be equivalent in
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limiting cases [34].
Magnetoelectronic circuit theory can be derived from a given Stoner Hamil-
tonian in terms of the Keldysh non-equilibrium Green function formalism in spin
space [68]. It comes down to a finite-element formulation of the diffusion equation
with quantum mechanical boundary conditions between distribution functions on
both sides of a resistor. The initial step is an analysis of the circuit or device
topology by dividing it into reservoirs, resistors and nodes that can be real or fic-
titious. The expressions are importantly simplified by assuming that the electron
distributions in the nodes are isotropic. This implies the presence of sufficient
disorder (or chaotic scattering). Ferromagnetic transition metals have high crit-
ical temperature and exchange splittings. The ferromagnetic coherence length is
therefore assumed much smaller than the mean free paths [69], which simplifies
the formalism [70]. The spin and charge currents through a contact connecting
two neighboring ferromagnetic and normal metal nodes can then be calculated
as a function of the distribution matrices on the adjacent nodes and the 2 × 2
conductance tensor composed of the spin-dependent conductances G↑ and G↓
Gs =
e2
h
"
M −
X
nm
|rnms |2
#
=
e2
h
X
nm
|tnms |2 , (1)
and the mixing conductance
Gs,−s =
e2
h
"
M −
X
nm
rnms (r
nm
−s )
∗
#
, (2)
where rnms , t
nm
s are the reflection and transmission coefficients in a spin-diagonal
reference frame, i.e. the elements of the scattering matrix, and M the number of
modes on the normal metal side of the contact. The expressions for the spin-up
and down conductances are the Landauer-Bu¨ttiker formula in a two-spin-channel
model [37, 71]. Experimentally, these parameters have been obtained by extensive
measurements on multilayers in the so-called CPP (current perpendicular to the
plane) configuration [58]. The complex interface spin-mixing conductances play
important roles when the magnetizations are non-collinear as explained in the next
subsection.
A requirement for the validity of the circuit theory are nodes with character-
istic lengths smaller than the spin-flip diffusion length. When this criterion is
not fulfilled, the diffusion equation has to be solved, with boundary conditions
governed by the above conductance parameters [63]. The assumption of isotropy
can be relaxed to include a drift term, leading to the conclusion that the diagonal
[61, 62] and the mixing conductances [34] contain spurious Sharvin resistances.
These corrections are essential to make quantitative comparison between ab initio
calculations with experiments possible.
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C. Spin-transfer torque
A spin accumulation with polarization normal to the magnetization direction
cannot penetrate the ferromagnet, but is instead absorbed at the interface, thereby
transferring angular momentum to the ferromagnetic order parameter. A large
enough torque overcomes the magnetic anisotropy and damping to switch the
direction of the magnetization [26, 27]. This spin-transfer phenomenon is believed
to be an interesting alternative to the conventional switching in magnetic random
access memories since the necessary power scales favorably when the memory
elements become smaller.
The spin transfer can be understood in analogy with the Andreev scattering at
normal|superconducting interfaces [72]. This is illustrated by Fig. 2 for the simple
case that the interface is transparent only to the majority spin. In the coordi-
nate systems of the ferromagnetic magnetization the incoming up-spin electron
is not a pure state but a coherent linear combination of “right” and “left” spin
states. A simple angular momentum balance of incoming and scattering states
shows that the transverse angular momentum of magnitude ~/2 is seemingly lost,
but has been absorbed by the ferromagnet. We can imagine a second elementary
scattering process in which a spin-down hole hits the interface from the left below.
This causes an identical spin transfer of ~/2, whereas the transmitted and reflected
states cancel the charge and longitudinal momentum current. Both process com-
bined represent a spin-flip reflection at the interface with a spin transfer of ~. It
is equivalent to a spin current polarized transverse to the magnetization that is
completely absorbed at the interface. In order to sustain such a transverse spin
current, a spin accumulation should be present in N in which the spin-up state is
occupied, and the spin down state empty. The scattering process transfers spin
from the spin accumulation to the ferromagnetic magnetization, thus reducing
the spin accumulation. The spin-transfer torque in this simple model is propor-
tional to the spin accumulation times the number of modes in the normal metal.
In the presence of conventional scattering processes it is governed by the spin-
mixing conductance (2) instead. An analogy with Andreev scattering at a normal
metal|superconducting interface is recognized by interpreting the ferromagnet as
a condensate of angular momentum, just as a superconductor is a condensate of
charge.
A complete theory of the spin-accumulation induced magnetization torque re-
quires a quantitative treatment of the interface scattering but also a description of
the whole device that allows computation of the spin accumulation in the normal
metal. The magnetoelectronic circuit theory mentioned above [12] has all ingredi-
ents available, although the authors initially did not apply it to this phenomenon.
The first microscopic treatment explicitly addressing the spin torque in diffuse sys-
tems is therefore the random matrix theory in Ref. 56. It has subsequently been
demonstrated that the theories are completely equivalent for not too transparent
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FIG. 2: Illustration of the magnetization torque exerted by a spin current. The magneti-
zation m of the ferromagnet is normal to an incoming electron with spin up that can be
written as a linear combination of right and left spin states. Assuming that the interface
is transparent to only the majority spin, the parallel spin Ik and charge currents are
conserved, whereas the transverse spin current I⊥ is absorbed and acts as a torque on
the magnetization.
interfaces [34].
The spin-mixing conductance at an N|F interface, Eq. (98) can be interpreted
as a measure of the angular momentum transfer from the spin accumulation in
the normal metal to the ferromagnetic order parameter. By reducing the spin-
accumulation in N the spin-transfer torque increases the electrical conductance.
The angular magnetoresistance of spin valves is therefore a sensitive measure of the
spin-mixing conductance [34, 70]. When sufficiently large, spin-transfer torques
cause current-induced magnetization dynamics and reversal [26—29]. The spin-
mixing conductance also governs the additional damping of the magnetization
dynamics by metallic buffer layers [32, 73]
D. Ab initio theories
First-principles calculations of transport have a rather short history. Earlier
theories of transport in magnetic multilayers relied on the not very realistic model
of phase-coherent superlattices with translational periodicity. In one school of
thought the Boltzmann equation is expressed in terms of the superlattice (sub)band
structure [60, 74, 75]. This approach is formally valid when the broadening due
11
to defects is smaller than the miniband energy splitting, which is not the case in
the structures fabricated to date. Another approach is based on the total neglect
of any defect scattering in the system, which addresses ballistic point contacts
[59, 76]. Both approaches help to understand magnetotransport but we refer to
previous reviews for this discussion [37, 40]. In the present context the calculations
of the transport properties of single specular and disordered interfaces are relevant
as the parameters in the magnetoelectronic circuit theory. The non-local exchange
coupling in multilayers can be expressed in terms of the reflection and transmission
coefficients of (specular) interfaces and were initially computed for this purpose
[65, 77]. However, as noted above, they also govern transport properties, for which
they were calculated first in Refs. [61, 78] for interfaces and in [47] for domain walls.
Recent first-principle calculations of transport properties also include (interface)
disorder [35, 36, 79, 80].
Spin injection into materials other than high-density metals is a topic of consid-
erable interest. Successful spin injection into semiconductors would make it possi-
ble to integrate the functionality of magnetoelectronics with the ubiquity of semi-
conductor electronics. The difficulty of injecting spins into semiconductors with
high-density ferromagnets was pointed out in [81]. The problem is the impedance
mismatch of highly conducting metals on the one hand and semiconductors with
relatively low electron density and conductance on the other. First-principles cal-
culations reveal that a perfect interface such as Fe|InAs can be very spin selective
[82, 83]
E. Overview
This review is organized as follows. In Section II we familiarize the reader
with magnetoelectronic circuit theory, a useful guiding principles for most of the
physics. In Section III basic transport theory is recapitulated and its extension
to non-collinear magnetic systems is explained. We rely on the Stoner model of
band magnetism or spin-density functional theory with local single-particle ex-
change (correlation) potentials. For such a Hamiltonian we discuss elements of the
scattering theory of transport. Transport in diffuse systems can be understood
from first-principles by two formalisms, Green function theory and random matrix
theory. In the presence of sufficient phase randomization a quasi-classical regime
is reached in which the quantum-nonlocality is averaged out. It turns out that
both formalism are equivalent to the diffusion equation in which the distribution
functions are matched at interfaces by quantum mechanical scattering matrices.
A general theory of transport in magnetic hybrid structures, devices and circuits
is described in Section IV. The circuit theory of magnetoelectronics is derived on
the basis of the quasi-classical kinetic equations discussed in the previous chap-
ter. We discuss its generalization to high contact transparencies as relevant for
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intermetallic interfaces, proving also the equivalence with Random Matrix Theory.
Section V is devoted to a discussion of transport by first principles calculations,
with special emphasis on interfaces. Section VI is a synthesis of the previous chap-
ters in which general theory is applied to various structures and devices such as
non-collinear spin valves, including the spin-accumulation induced magnetization
torque in nanopillars, and three or more terminal devices, all with a normal metal
central island and variable magnetization directions of the ferromagnetic elements.
Whereas the mantra of all previous sections has been that quantum interference
effects often can and should be disregarded, it might be worthwhile to remain
vigilant towards a possible breakdown of semiclassical approximations, that might
give rise to novel physics like the magnetoelectronic spin echo discussed in Chapter
VII. An outlook on the field is given in Section VIII. Some technical aspects are
deferred to the Appendices.
II. UNDERSTANDING MAGNETOELECTRONICS
The basis of our present understanding of electronic circuits was founded about
150 years ago by Gustav R. Kirchhoff.2 He showed how the transport properties of
arbitrarily complicated circuits can be understood in terms of the current-voltage
relation across single resistive (and subsequently also capacitive or inductive) el-
ements. Central to the present review is a generalization of Kirchhoff’s ideas to
electronic circuits incorporating ferromagnetic elements [12], that has been inspired
by Nazarov’s theory for circuits with superconducting terminals [66, 84]. Magne-
toelectronic circuit theory is a versatile tool to obtain qualitative and quantitative
information about charge and spin-transport that is simple enough to be operated
by experimentalists and non-specialists. In order to stimulate a broader accep-
tance we illustrate in this part in quite some detail how magnetoelectronic circuit
theory can be used to gain insights into the magnetization dependent charge and
spin currents in two terminal devices. For a practical guide to the use of circuit
theory for simple devices we refer to Appendix B.
Let us first recall the treatment of conventional circuits. On a basic level,
a topology consisting of nodes that are connected by resistances R, or equiva-
lently conductances G = 1/R, capacitances C, inductances L and current/voltage
sources, are sufficient to determine the electrodynamics of conventional passive
circuits. We restrict ourselves here to the steady state with DC voltages in the
nodes and constant currents through the resistances. Consider a simple element in
an electronic circuit consisting of a single resistor sandwiched between two nodes
with potentials V1 and V2 as shown in Fig. 3. Ohm’s law states that the current
2 See http://www-gap.dcs.st-and.ac.uk/~history/index.html for biographic details and refer-
ences.
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V1 V2G1 G2a)
b) V1 V2
G1
G2
VN
FIG. 4: Electronic circuit consisting of two resistances, a) in series and b) in parallel.
through a basic resistive element is proportional to the voltage difference across
the element:
I = G (V2 − V1) .
V1 V2G
FIG. 3: A basis element of a circuit, a conductance G, coupled between two potentials
V1 and V2.
Two outer nodes at potentials V1 and V2 can be connected by two resistors with
conductances G1 and G2, either in series as in Fig. 4 a) or in parallel as in Fig 4
b). In the series connection we can calculate the, as yet unknown, voltage VN by
making use of Kirchhoff’s 1st Law of charge conservation, i.e. the sum all currents
into a node must vanish. X
α
Iα = 0. (3)
For the central node of Fig 4 a) this reads
G1 (V1 − VN) +G2 (V2 − VN) = 0.
from which
VN =
G1V1 +G2V2
G1 +G2
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and the current is found to be
I =
G1G2
G1 +G2
(V2 − V1) =
V2 − V1
R1 +R2
.
The parallel circuit in Fig. 4 b) in its steady state obeys Kirchhoff’s 2nd law
that the sum of all voltage differences in any closed loop in the circuit vanishes,
since they would otherwise be quickly screened by circulating currents. The total
current driven by the voltage difference is the sum of the currents passing through
the conductances G1 and G2:
I = (G1 +G2) (V2 − V1) .
Kirchhoff’s laws and conventional circuit theory were initially developed and ap-
plied to macroscopic circuits which could be analyzed in terms of distinguishable
elements. e.g. a single resistor is equivalent to two resistors with half resistance
in series. This is often not possible in the limit of very small devices in which
electrons propagate ballistically and/or when their wave character starts to play
a role. For example, the resistance of a thin ballistic wire as depicted in Fig. 5 a)
does not depend on its length, in defiance of Ohm’s Law. In this case the resistance
is purely geometrical, most electrons will be reflected at the boundaries, giving rise
to the so-called Sharvin point contact resistance. When the constriction becomes
wider the Sharvin resistance becomes smaller and finally negligible compared to
the conventional (Ohmic) resistance that is caused by disorder scattering in the
bulk. In the intermediate case, the total resistance is well approximated by sum-
ming the Sharvin and the Ohmic resistors. Nevertheless, down to the nanoscopic
regime circuit theory turns out quite robust since disorder or chaotic scattering is
ubiquitous in all but the most dedicated devices. Especially in elemental metal
structures in which the Fermi wave lengths are of the order of the atomic spac-
ings, electrons are very sensitive to any kind of disorder and, with few exceptions,
transport is diffuse . Even without disorder, circuit theory can often be applied
as illustrated in Fig. 5 b) Even though the two constrictions and the island are
ballistic, a local potential can be associated to the central node when the electrons
reside sufficiently long on the island. This is the case when the classical scatter-
ing is chaotic. When there is additional disorder, diffuse scattering conditions are
created also for regular geometries like layered thin films. In those cases, voltage
drops create currents proportional to a resistance and circuit theory applies.3 The
circuit analogue of the physical system depicted in Fig. 5 b) is therefore Fig. 4 a)
such that the total resistance is simply the sum of the resistances of the isolated
constrictions. When this approximation does not hold due to residual quantum
3 Strictly speaking, this statement is correct only when the contacts are not in the quantum
point contact limit, see [56, 72].
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V1 V2b)
V 1 V2a)
VN
FIG. 5: a) A schematic picture of a narrow constriction/wire that limits the current
in a metal connecting two reservoirs. When the wire is shorter than the mean free
path, transport is ballistic and the resistance does not scale with inversely with the wire
length. Two ballistic trajectories are shown, one where the electron is reflected close to
the constriction and one where the electron is transmitted through the wire. b) Two
constrictions in series connecting two reservoirs. When the electrons reside sufficiently
long on the central island they may be described semiclassically in terms of a local
potential VN . A possible ballistic trajectory for an electron transmitted throughout the
structure is shown. The transport limiting elements are point contacts here, but may as
wel be tunneling barriers, interfaces or diffuse wires.
interference effects, the system has to be represented by a single resistor that is
governed by entire phase-coherent volume. Landauer’s scattering theory allows us
to compute transport in terms of the transmission and reflection coefficients of the
resistive elements starting from the Schrödinger equation.
In general, the properties of a given device or circuit can be calculated by
first prudently separating it into reservoirs, nodes, and resistors, where the latter
are the current-limiting elements. The nodes are supposed to have a resistance
that is negligibly small and (as in the example of one resistor split into two),
may be fictitious. In a multilayer, for example, it is convenient to insert nodes
at both sides of an interface, treating the latter as separate resistive element.
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Reservoirs represent the “battery poles” that are large thermodynamic baths at
thermal equilibrium with a constant bias applied, irrespective of the currents that
flow in or out. More precisely, the driving forces for the currents are not the voltage
differences, but the electrochemical potential differences.
Circuit theory can be derived and justified formally from the Schrödinger equa-
tion by Green function methods. When the electronic potential does not vary
much on the scale of a scattering mean free path, the quantum non-locality can be
integrated out and the electrons are described by semiclassical distributions func-
tions, that specify position and momentum simultaneously. Disregarding ballistic
effects in a node is allowed when its distribution function is isotropic in momen-
tum space, so there is no preferred direction of the electrons except for the drift
induced by a chemical potential gradient. This regime is called diffuse transport.
Note that these conditions have to be fulfilled only in the nodes. The resistors may
display in principle pronounced quantum or ballistic effects, that are most conve-
niently treated by the scattering theory of transport in terms of the reflection and
transmission coefficients.
Ferromagnets have a symmetry-broken ground state, very much like super-
conductors. A ferromagnet may be interpreted as a condensate of spin angular
momentum, just as a superconductor is a condensate of Cooper pairs, i.e. charge.
Microscopically, the number of up-spins in a given quantization direction parallel
to the magnetization differ from that of the down-spin electrons. The large dif-
ference in up and down spins cause the familiar macroscopic magnetic field. In
metallic ferromagnets like Ni, Co, Fe and their alloys Fermi surfaces for both spins
are remarkably different. Also other physical properties become spin-dependent,
in particular the electron mobilities. In the absence of strong spin-flip scattering,
this directly leads to the so-called two-channel resistor model for the ferromagnet.
Let us consider a constriction such as a point contact in a ferromagnetic ma-
terial, as in Fig. 6 a). The bulk ferromagnets to the left and right can then
be described as reservoirs with a given potential difference that drives a current
through the constriction. Due to the different electronic structures the transmis-
sivity is different for the two spin states, leading to two different conductances that
can be treated in parallel. These conductances can be computed microscopically,
e.g. by the Landauer formula, as is discussed extensively in later Sections.
When the magnetizations point into the same direction everywhere, the fer-
romagnetic resistor can be described by two conductances, G↑ for spins aligned
parallel with the magnetization and G↓ for spins antiparallel to the magnetization.
This “two-current model” is represented by the parallel circuit shown in Fig. 6 b).
The current carried by spins aligned to the magnetization is I↑ = G↑ (V2 − V1) and
the current carried by spins anti-aligned to the magnetization is I↓ = G↓ (V2 − V1).
The total (charge) current through the constrictions is Ic = I↑ + I↓:
Ic = G (V2 − V1) .
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FIG. 6: a) A ferromagnetic metal coupling two particle reservoirs with potentials V1 and
V2. b) Circuit model of transport through a single ferromagnetic layer. The conductance
of spin-up electrons is G↑ and the conductance of spin-down electrons is G↓.
where the total conductance is
G = G↑ +G↓ . (4)
The spin-polarization of the current or simply spin-current :
Is = I↑ − I↓ ≡ PI,
where
P =
G↑ −G↓
G↑ +G↓
(5)
is the polarization of the ferromagnetic resistive element. The precise value of P
is governed by the bulk properties of the ferromagnet as well as its interface to the
normal metal.
A simple but non-trivial hybrid device is the spin valve consisting of two ferro-
magnetic (F) elements connected by a piece or layers of normal (N) metal. When
the magnetizations are collinear, e.g. parallel or anti-parallel, the ferromagnetic
elements act as two spin-dependent resistors in parallel. Normal metals often have
a much higher mobility than ferromagnets, so for convenience we disregard here
the normal metal resistance as well, but note that scattering due to bulk impuri-
ties can similarly be treated by adding their resistances in series. Since then the
potential drop in the spacer is small, we may treat it like a node. For a parallel
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FIG. 7: Two ferromagnets in series.
configuration this leads to the circuit diagram shown in Fig. 7. The potentials,
VN↑ and VN↓ in the normal metal node can be computed now easily using Kirch-
hoff’s laws. The average potential VC = (VN↑ + VN↓) /2 is the conventional voltage
felt by the net charge (accumulation) in the node. A new ingredient is the spin
accumulation in the normal metal VS = VN↑ − VN↓ that can be easily calculated
by Kirchhoff’s rule for the circuit in Fig. 7:
VS =
2G1G2 (P2 − P1) (V2 − V1)
[G1 (1− P1) +G2 (1− P2)] [G1 (1 + P1) +G2 (1 + P2)]
, (6)
where the subscripts refer to the ferromagnets 1 and 2. The spin-accumulation
can have either sign, is proportional to the bias voltage V2−V1 and vanishes when
the two ferromagnetic resistive elements have the same direction and polarizations
P2 = P1 ≡ P . In the same limit, the spin-current Is = I↑ − I↓
IS
V2 − V1
=
G1G2 [G1 (1− P 21 )P2 +G2 (1− P 22 )P1]
[G1 (1− P1) +G2 (1− P2)] [G1 (1 + P1) +G2 (1 + P2)]
(7)
only vanishes with P :
IpS
G1/2 → G
P1/2 → P
=
GP
2
. (8)
The transport properties of our spin valve change dramatically when we let the
magnetizations point in opposite directions, i.e. when the signs of P1 and P2 differ.
The total charge through the device is the sum of the up and down spin currents:
IC
V2 − V1
=
∙
G1↑G2↑
G1↑ +G2↑
+
G1↓G2↓
G1↓ +G2↓
¸
=
G1G2 [G2 (1− P 22 ) +G1 (1− P 21 )]
[G1 (1− P1) +G2 (1− P2)] [G1 (1 + P1) +G2 (1 + P2)]
(9)
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For the antiparallel symmetric spin valve:
IapC
V2 − V1
G1/2 → G
P1,−P2 → P
=
G
2
¡
1− P 2
¢
, (10)
which should be compared with the parallel symmetric spin valve:
IpC
V2 − V1
G1/2 → G
P1/2 → P
=
G
2
. (11)
The antiparallel configuration has a higher resistance because the applied voltage
is used in part for the kinetic energy cost associated to the accumulation of spins.
The relative difference in the currents is called magnetoresistance (MR) ratio (often
called “giant”, GMR), since a magnetic field can reorient an antiparallel to a
parallel configuration by an externally applied magnetic field. For the symmetric
spin valve:
MR ≡ I
p
C − I
ap
C
IpC
= P 2. (12)
The magnetoresistance is proportional to the square of the polarization, reflecting
the physical mechanism that a spin-polarized current first has to be injected and
later detected during transport. The simple circuit theory is usually referred to
as two-channel series resistor model and its parameters have been determined
accurately by fitting extensive series of experiments for the most common material
combinations and also by first-principles calculations.
In the picture above we neglected the limited life time of the spin angular
momentum of non-equilibrium carriers. A spin can be flipped by spin-orbit inter-
actions and magnetic impurities, and, in ferromagnets, by magnon scattering In
circuit theory spin-flip scattering is represented by resistors that connect the up
and down spin channels, dissipating the spin accumulation. When occurring in
the normal metal, it weakens the contrast between P and AP configurations. In
a ferromagnet the distance by which a spin diffuses in a ferromagnet before being
flipped, the spin-flip diffusion length, determines the magnetically active region
beyond which the bulk ferromagnet does not contribute to the polarization P and
the resistance contrast anymore.
Everything up to now is well-known lore for the magnetoelectronic community
for almost two decades, since it is nothing but the generally accepted physics of
the giant magnetoresistance in the two-channel resistor model. The physics that
arises when the magnetization directions of the ferromagnets are non-collinear is
the main topic of this review. In spin valves we find a non-trivial dependence of
the resistance on angle that is closely related to the spin-current induced mag-
netization (or spin-transfer) torque pioneered by Slonczewski [26, 85] and Berger
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FIG. 8: This is a sketch of a two-terminal spin valve device with non-collinear magne-
tizations. Electrons flow between the reservoirs biased at potentials V1 and V2. Two
monodomain ferromagnets are part of the circuit with magnetization directions m1 and
m2. The transport properties are computed by introducing the charge potential VC,N
and the spin potential VS,N in the middle normal metal.
[27]. The magnetization dynamics are also strongly modified; these are discussed
elsewhere [33]. When the magnetizations are not collinear, the vectorial nature of
the spin-accumulation must be fully taken into account, because spin currents are
being supplied from ferromagnets with different spin directions. The direction of
the spin accumulation vector VS depends on the entire spin-coherent region of the
device. Obviously, it is no longer possible to describe a resistor by two effective
conductances. Furthermore, interface and bulk resistances cannot be lumped to-
gether like resistors in series, but require a radical extension of the conventional
circuit theory.
The magnetoelectronic circuit theory for the general non-collinear case requires
a generalization of the charge conservation law that allows bookkeeping of the spin
angular momentum: The rate of change of the spin accumulation vector in a given
node must be equal to the total sum of incoming spin currents. In the absence of
spin relaxation and in a steady state this means that the sum of all spin currents
must vanish, just like the sum of all charge currents into a node vanishes in Eq.
(3). The four parameters describing spin and charge accumulations in a given
node can be conveniently lumped together into a 2× 2 matrix in Pauli spin space
spanned by the three Pauli spin matrices and the unit matrix. It follows naturally
that the parameters of spin-up and down conductances that govern longitudinal
spin and charge transport have to be extended to 2× 2 unitary matrices as well.
The non-diagonal elements are the so-called mixing conductances that govern the
transverse spin currents at N|F interfaces.
Let us illustrate the abstract notions by the non-collinear spin valves sketched
in Fig. 8. Electrons can flow from the left reservoir with a potential V1 to the right
reservoir with a potential V2 via two ferromagnets with magnetization directions
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m1 and m2 with normal metal spacers N. The transport properties are computed
by introducing the charge potential VC,N and the spin-potential VS,N in the middle
normal metal that is treated as a node. The dotted line in the figure indicates
where we choose to introduce the charge electrochemical potential VC,N and the
spin-accumulation potential VS,N. We assume now, for clarity, that the normal
metal resistance is much smaller than the resistance of the ferromagnetic elements
and disregard spin flip. Generalizations are straightforward and will be discussed in
subsequent chapter. The potentials in the normal metal node in are then constant
and it does not matter where the dotted line cuts through the normal metal node.
The number of net spins in the central node is s = De
¯¯¯
VS,N
¯¯¯
, where D is the
number density of states in the normal metal spacer and e is the electron charge.
A spin current of general polarization that hits the first ferromagnetic metal
from the normal metal is in general not collinear to the ferromagnets magnetiza-
tion direction. Such a current can be decomposed into three polarization com-
ponents, collinear to the magnetization (longitudinal), VS,N, or perpendicular to
it (transverse), either in-plane with magnetization and spin accumulation vectors,
VS,N × m1, or normal to this plane, m1 ×
³
VS,N × m1
´
. The charge current, IC1,
from the normal metal into the first ferromagnet can be computed analogous to
the two-circuit model for spin-up and spin-down components taking into account
the spin accumulation in the normal metal:
IC1 = G1↑
³
VC,N + VS,N · m1 − V1
´
+G1↓
³
VC,N − VS,N · m1 − V1
´
,
where ±VS,N · m1 projects the up and down components of the spin accumulation
VS,N on the spin quantization axis of the left ferromagnet and the conductances
G1↑ and G1↓ are the spin-dependent conductances of the left part of the device.
The spin current IS1 from the normal metal into the first ferromagnet consists
of a collinear (longitudinal) IS1k and perpendicular (transverse) IS1⊥ component
relative to the magnetization m1. The first component
Is1k = m1
h
G1↑
³
VC,N + VS,N · m1 − V1
´
−G1↓
³
VC,N − VS,N · m1 − V1
´i
.
is easy to understand, involving only the conventional conductances G1↑ and G1↓
for spins aligned parallel and antiparallel to the magnetization direction, quite
analogous to the spin current for collinear systems.
In order to understand the transverse spin current it is essential to realize that
a spin state not collinear to the magnetization is not an eigenstate (majority or
minority spin) of the ferromagnet. Instead, a Bloch state with arbitrary spin direc-
tion is a coherent linear combination of the spin eigenstates that in the ferromagnet
(at the Fermi energy) are associated with different Fermi wave vectors kF↑ and k
F
↓ .
The linear coefficients of up and down spins oscillate as a function of position in
22
the transport (x) direction like cos
¡
kFx,↑ − kFx,↓
¢
x, where kFx,↑ and k
F
x,↓ are the spin
dependent wave vector components normal to the interface, which is equivalent
to a precession around the exchange magnetic field with period 2π/
¯¯
kFx,↑ − kFx,↓
¯¯
.
The total (spin) current is determined by all wave vectors at the Fermi energy,
each corresponding to a different precession wave length. In high-electron-density
metallic ferromagnets such as Co, Ni and Fe, a near continuum of wave vectors
exists. The Fermi surface integral that determines the total currents at a distance
x involves a strongly oscillating integrand that cancels except for very small val-
ues of x due to the destructive interference. This corresponds to an absorption of
the transverse spin current inside the ferromagnet within the so-called transverse
spin-dephasing length (also called magnetic coherence length) λc = π/ |kF↑ − kF↓|,
which for typical transition metals is an atomistic length scale. The absorbed
angular momentum is transferred to the ferromagnetic condensate and acts anal-
ogous to a mechanical torque on the magnetization that, when strong enough,
may lead to a dynamic response and even a complete magnetization reversal. The
spin-transfer torque thus acts on the interface of the ferromagnets and when the
ferromagnetic layer is thin and its magnetization is sufficiently stiff, the interface
spin-torque is transmitted to the whole ferromagnet uniformly. Part of the trans-
verse current is reflected into the normal metal after having spent some time in the
ferromagnet. Even though the penetration depth is generally small, as explained
above, the exchange field is strong, and can induce a significant precession of the
reflected component compared to the incident one. This is the physical origin
of a proximity exchange field felt by electrons in a normal metal attached to a
ferromagnet. It is usually very small in intermetallic systems.
The spin-dephasing of the transverse spin flow into the ferromagnet explains
that the non-collinear perpendicular (transverse) component of the spin current
can depend only on the spin accumulation in the normal metal. The non-collinear
perpendicular (transverse) component of the spin current is not conserved across
the normal metal-ferromagnet interface since it vanishes inside the ferromagnet
unlike the Ohms law we have discussed so far. Naturally we should evaluate the
transverse spin current on the normal metal side of the interface. The angular
momentum of the transverse spin current is transferred as a torque on the magne-
tization of the ferromagnet.
In the limiting case of a normal metal interface to a half-metallic ferromagnet
discussed in the Introduction, the penetration depth of transverse spins is gov-
erned by the evanescent waves corresponding to the forbidden spin direction. The
analogy of the scattering of transverse spin states to the Andreev scattering at
a normal metal|superconductor interface holds also for weak ferromagnets. The
magnitude of the transverse spin current in the limit that the electronic structure
of the majority spin of the ferromagnet is matched to that of the normal metal at
an ideal interface is easily seen to be proportional to the spin accumulation com-
ponent normal to the magnetization m1 ×
³
VS,N × m1
´
times (twice) the number
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of states N that (e2N/h is the Sharvin conductance per spin in the normal metal)
that hit the interface
Is1⊥ =
2e2
h
N m1 ×
³
VS,N × m1
´
. (13)
The expressions for the spin current polarized perpendicular to the magneti-
zation direction are less intuitive in the general case, and we give here only the
final results, referring to the technical sections for the derivations. A possible spin
accumulation in the ferromagnet must be collinear to its magnetization direction
and can only contribute to the collinear (longitudinal) component of the spin cur-
rent. The non-collinear (transverse) part of the spin current can either be in the
plane with the magnetization and spin accumulation vector in the normal metal,
VS,N× m1, or normal to this plane, m1×
³
VS,N × m1
´
. These two transverse linear
combinations of the spin accumulations, combined with two independent conduc-
tances, the real and imaginary part of the spin mixing conductance G↑↓, determine
the transverse spin current:
Is1⊥ = 2ReG1↑↓m1 ×
³
VS,N × m1
´
+ 2 ImG1↑↓VS,N × m1.
The expression above is the non-collinear (transverse) spin current on the normal
metal side of the normal metal-ferromagnet interface. On the ferromagnetic side
of the interface at a distance larger than λc IsF1⊥ = 0. The spin-transfer torque
is the loss of transverse spin current, τ 1 = IS1⊥. It should be noted that the spin
accumulation in the normal metal VS,N is, as yet, an unknown quantity that needs
to be determined by circuit theory, to be discussed below. When interpreted
as spin transfer to the ferromagnet, the first term in τ 1, proportional to m1 ×
(m1 × m2) corresponds to the torque introduced first by Slonczewski. The second
term, proportional to m1 × m2, acts as an effective magnetic field collinear to the
magnetization direction in the second ferromagnet on the first ferromagnet. We
will show below that for a symmetric two-terminal device the second term can be
disregarded. It is also for metallic systems often much smaller than the first term
since ImG1↑↓ ¿ ReG1↑↓. These torques are source terms in the phenomenological
Landau-Lifshitz-Gilbert equation for the magnetization dynamics:µ
dm1/2
dt
¶
bias
=
~
eMs,1/2
τ 1/2, (14)
where Ms,1/2 is the total magnetization of the ferromagnetic element.
The so-called mixing conductance G1↑↓ is a material parameter independent of
the spin dependent conductances G1↑ and G1↓. It is a pure interface property as
long as the ferromagnetic dephasing length is the smallest length scale and, in the
absence of spin-flip scattering localized at the interface, can be computed micro-
scopically from the spin-dependent transmission and reflection coefficients in the
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spin quantization axis of the ferromagnet, see Eq. (2). The spin-transfer torque
does not depend on a possible spin accumulation in the ferromagnet and only
indirectly on the voltage bias V1 via the spin accumulation in the normal metal
VS,N. According to the Landauer-Büttiker formula, the spin-dependent conduc-
tances G1↑ (G1↓) are given by spin-dependent transmission probabilities. The spin
mixing conductance G1↑↓, is on the other hand given by the number of transport
modes in the normal metal, as in the ideal half-metallic ferromagnet, that have
to corrected by material-combination-dependent normal reflection processes that
usually suppress the spin-transfer torque.
In the following we use the previous expressions to determine currents and
spin-torques in a F1|N|F2 spin valve. The charge accumulation VC,N and the spin
accumulation VS,N must be determined by the flow rates of spins and charges in
the entire spin-coherent circuit. To this end we need (i) expressions for the spins
and charge currents from the the normal metal into the first ferromagnet, IC1 and
IS1, as discussed above, and (ii) similar expressions for the second ferromagnet, IC2
and IS2, and (iii) conservation equations for charges and spins in the normal metal.
The above expressions for the charge and spin current from the first ferromagnet
into the normal metal can be rewritten slightly as
IC1/G1 = VC,N − V1 + P1VS,N · m1, (15a)
IS1/G1 = m1
h
VS,N · m1 + P (VC,N − V1)
i
+ ηR1m1 ×
³
VS,N × m1
´
+ ηI1VS,N × m1,(15b)
where we have introduced the total conductance G1 and polarization P1
G1 = G1↑ +G1↓,
P1 =
G1↑ −G1↓
G1↑ +G1↓
,
and the real and imaginary parts of the relative mixing conductance,
ηR1 =
2ReG1↑↓
G1↑ +G1↓
,
ηI1 =
2 ImG1↑↓
G1↑ +G1↓
.
of the left junction. Similarly, the charge current, IC2, and the spin-current, IS2,
from the right reservoir into the normal metal node is
IC2/G2 = VC,N − V2 + P2VS,N · m2, (16a)
Is2/G2 = m2
h
VS,N · m2 + P2 (VC,N − V2)
i
+ ηR2m2 ×
³
VS,N × m2
´
+ ηI2VS,N × m2,(16b)
with total conductance and polarization of the right junction, G2, P2, and the real
and imaginary parts of the relative mixing conductance are ηR2 and ηI2.
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We obtain the I-V characteristics by generalizing Kirchhoff’s Laws, demanding
conservation of not only charge but also spin. Disregarding spin-flip scattering,
this implies that, in the stationary state,
IC1 + IC2 = 0,
IS1 + Is2 = 0.
The spin accumulation in the normal metal can have components collinear and
non-collinear to the magnetization of ferromagnet 1 and ferromagnet 2. The spin-
accumulation in the orthogonal coordinate system defined by the magnetization
vectors m1 6= m2 and the out-of-plane vector m1 × m2 reads
VS,N = VS1m1 + VS2m2 + VS12m1 × m2. (17)
The three components VS1, VS2 and VS12 depend on the relative orientation of
the magnetizations m1 · m2 = cos θ. The first term in τ 1, proportional to m1 ×
(m1 × m2), is similar to the Slonczewski torque. The second term, proportional
to m1× m2, is the effective magnetic field collinear to the magnetization direction
of the second ferromagnet when acting on the first ferromagnet and vice versa. In
metallic ferromagnets ηI ¿ ηR. For a symmetric two-terminal device (see below)
this also leads to VS12 ¿ VS1, VS2 such that it can often be disregarded.
Expressions for the spin accumulation and the current and spin-torques in the
device are obtained by inserting the spin accumulation (17) into (15)
IC1/G1 = VC,N − V1 + P1 (VS1 + VS2 cos θ) ,
m1·IS1/G1 = VS1 + VS2 cos θ + P1 (VC,N − V1) ,
m2·IS1/G1 = cos θ [VS1 + VS2 cos θ + P1 (VC,N − V1)] + ηR1 sin2 θVS2 + ηI1 sin2 θVS1,
(m1 × m2) · IS1/G1 = ηR1 sin2 θVS1 − ηI1 sin2 θVS2 .
and for the right junction:
IC2/G2 = VC,N − V2 + P2 (VS2 + VS1 cos θ) ,
m1 · IS2/G2 = cos θ [VS2 + VS2 cos θ + P2 (VC,N − V2)] + ηR2 sin2 θVS1 − ηI2 sin2 θVS12,
m2 · IS2/G2 = VS2 + VS1 cos θ + P2 (VC,N − V2) ,
(m1 × m2) · IS2/G2 = ηR2 sin2 θVS12 + ηI2 sin2 θVS1.
We now have now a closed system of linear equations for the four unknowns VC,N,
VS1, VS2, and VS12. For a symmetric system, G1 = G2, P1 = P2, ηR1 = ηR1, and
ηI1 = ηI2 = 0 and a bias voltage V1 = V/2 and V2 = −V/2 conservation of charge
and spin gives VC,N = 0, VS12 = 0, VS2 = −VS1 and
VS1 =
(1− cos θ)
(1− cos θ)2 + ηR sin2 θ
P
V
2
.
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The angular dependence of the current through the device is thus IC = IC2 = −IC1:
I =
G
2
∙
1− P 2 tan
2 θ/2
ηR + tan
2 θ/2
¸
V.
The magnetization torque on ferromagnet 1 reads:
τ 1 = −m1 × (m1 × m2) Pα
(1− P 2) sin2 θ/2 + ηR cos2 θ/2
I
2
with modulus
|τ 1| = |tan θ/2|
(1− P 2) tan2 θ/2 + ηR
ηRPI.
For small angles θ¿ 1, when the magnetizations of the ferromagnets are close to
the parallel configuration, the magnitude of the spin-torque is
|τ 1|→ θPI
2
, (18)
identical to the result first found by Slonczewski that for symmetric junctions turns
out to be quite generally valid, e.g. for metallic, diffusive and tunnel junctions.
However, in the close to antiparallel regime with θ − π ¿ 1, the torque depends
explicitly on the relative mixing conductance ηR:
|τ 1| ≈ ηRPI
(1− P 2) 2 (θ − π) .
A large relative mixing conductance, ηR ≥ 1, enhances the spin-torque that desta-
bilizes the antiparallel configuration. In asymmetric spin valves, the torque de-
pends on the mixing conductance also at small angles. This can be used advanta-
geously to maximize the torque by judiciously engineering the device, as discussed
in later sections.
In this part we intended to show that for magnetoelectronic circuits with non-
collinear magnetizations resistive elements cannot be described by only two con-
ductances for spins parallel and antiparallel to the magnetization direction. In ad-
dition, material resistances must be introduced that parameterize transverse spin
currents and spin-transfer torques. This leads to a generalized circuit theory, mag-
netoelectronic circuit theory, which can be used to compute the angular dependent
magnetoresistance as well as the spin-torques in current-induced magnetization dy-
namics. The relatively simple analytical expressions contain parameters that can
be computed from first principles and tested most directly by experiments on the
angular magnetoresistance of spin valves. In the time dependent generalization of
circuit theory in which the magnetization dynamics is treated adiabatically, the
mixing conductance is obtained immediately from the broadening of ferromagnetic
resonance spectra of F|N bilayers, but we refer for the details of the dynamics to
a different review article [33].
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III. THEORY OF CHARGE AND SPIN TRANSPORT
A theoretical physicist has often several methods at hands in order to tackle a
physical problem. The best choice is not unnecessarily complex (“cracking a nut
with a sledgehammer”) but should still quantitatively capture the physics of the
problem ahead. Sometimes different options turn out to be equivalent. Here we
wish to understand magnetoelectronic effects in state-of-the-art materials, devices
and circuits. For extended bulk systems one would use, of course, traditional
methods to obtain the conductivity tensor [86], and these have indeed been used for
magnetoelectronic hybrid systems [1]. However, other methods, like the scattering
theory [87], non-equilibrium Green function theory [88], or random matrix theory
[72] have distinct advantages in hybrid systems, especially at the nanometer scales.
When the samples are nearly ballistic or transport is limited by geometrical
constrictions like point contacts or single tunneling barriers, direct calculation
of the conductance via transmission coefficients or Green functions is the most
convenient theoretical approach. The effects of disorder can e.g. be included by
configurational averaging based on a microscopic model or random matrix theory.
For inhomogeneous hybrid structures which are dirty, i.e. samples scales are larger
than the mean free path, one should resort to semiclassical methods related to the
Boltzmann/diffusion equation. These can most conveniently be formulated from
first-principles by the Keldysh formalism which, for magnetic systems, leads to a
generalization of the theory of electronics circuits as formulated by Kirchhoff as
introduced in Section II.
In this Chapter we discuss elements of the electronic structure and transport
in magnetoelectronics structures. Starting with the basic Stoner Hamiltonian for
bulk systems, we continue with the main ingredient for a theory of hybrid systems,
viz. the boundary conditions at interfaces between different materials. These can
be implemented by first-principles for disordered systems using Green functions or
random matrices. We shall see that these for the non-specialist rather inaccessible
methods lead to conceptually simple boundary conditions that match the solutions
of the Boltzmann or diffusion equations on both sides of a resistor.
A. Electronic structure
Throughout this review we assume that the electronic and magnetic degrees of
freedom can be described by a mean-field theory. This excludes from the outset
much of the physics of strongly correlated systems associated to the colossal mag-
netoresistance (CMR) [89]. The spin-orbit interaction is assumed to be weak, caus-
ing spin-flip processes that can be handled by phenomenological spin-relaxation
times and spin diffusion lengths. Both these assumptions are well-established for
3d-transition metal magnetoelectronics.
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For ferromagnetic (including ferromagnet|paramagnet hybrid) systems the
Stoner Hamiltonian in Pauli spin space reads
Hˆ =
∙
− 1
2m
∇2 + UC(r)
¸
1ˆ + UˆS(r), (19)
UˆS(r) = (−→σ · u(r))∆(r), (20)
where UC(r) and UˆS(r) are the spin-dependent and spin-independent electronic
potentials, which in density-functional theory can be formulated rigorously as func-
tionals of the ground state spin-densities. UˆS vanishes in a paramagnet. In a
ferromagnet is locally diagonal in a variable direction u and proportional to the
exchange-correlation potential ∆. Here the 2×2 unit and Pauli spin matrices read:
{1,~σ} = {1,σx,σy,σz} (21)
=
½µ
1 0
0 1
¶
,
µ
0 1
1 0
¶
,
µ
0 −i
i 0
¶
,
µ
1 0
0 −1
¶¾
. (22)
The electronic potentials, wave functions and properties have been computed
with considerable success by density-functional theory in the local-density approx-
imation [90]. In Section V we discuss first-principles calculations of transport
properties. In qualitative model calculations we often assume that UC and UˆS
are constants in the ferromagnet and vanish abruptly at the interface to the para-
magnet. It is usually a good approximation to take u constant in a piece of bulk
ferromagnet and parallel to the magnetization, although it must be allowed to vary
on layer index in magnetic multilayers. We then disregard the effect of a possible
lateral domain structure. Since we are interested here in electron transport, both
ferromagnets and paramagnets are in the following taken to be metals, with the
reservation that contacts between metals may be tunnel junctions, and ferromag-
netic insulators can be sinks for transverse spin currents as well as sources for
effective exchange fields.
The Stoner model or the related density-functional theory is the most appro-
priate way to describe the transport properties of transition metals and their het-
erostructures sufficiently below the Curie temperatures. For model calculations,
the s−d model Hamiltonian is practically equivalent to the Stoner model for static
properties. It is essential to realize, however, that the s − d exchange parameter
must be chosen large enough so that the Fermi surfaces for up and down spins
are sufficiently different in order to mimic the strong spin dependent scattering at
ferromagnet|normal metal interfaces that is found in experiments and first princi-
ple calculations. Furthermore, the magnetization dynamics can be very different
for both models [91].
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B. Boundary conditions
We know from quantum mechanics that at interfaces between two different
materials the wave functions are continuously differentiable. These boundary con-
ditions are formally included in the scattering matrix of the interface, i.e. the
transmission and reflection coefficients. First-principles band-structure calcula-
tions do take the microscopic boundary conditions at N|F interfaces properly into
account [61], also in disordered structures [35], as discussed in Section V. In dis-
ordered structures and a semiclassical formalism we are not interested so much
in wave functions, but in distribution functions. In early phenomenological treat-
ments of collinear systems the boundary problem was circumvented by replacing
the interfaces by regions of a fictitious bulk material, the resistances of which can
be fitted to experiments [57]. This is not possible anymore when the magneti-
zations are non-collinear, however, because potential steps are essential for the
description of the dephasing of the non-collinear spin current and the torque.
Semiclassical methods cannot describe processes on length scales smaller than
the mean free path, thus cannot properly describe abrupt interfaces. It is possible,
however, to express boundary conditions in terms of transmission and reflection
probabilities. For transport, these boundary conditions translate into interface
resistances arising at discontinuities in the electronic structure and disorder at the
interface. This phenomenon has been also extensively studied in the quasi-classical
theory of superconductivity [92], where a generalized diffusion approach can be
used in the bulk of the superconductor, but proper boundary conditions at the
interfaces between a superconductor and another normal or superconducting metal
are essential. Finding the boundary conditions that match general distributions
functions through regions in which the semiclassical approximations possibly do
not hold is a non-trivial task that can be carried out by Green function or random
matrix theory (RMT), as discussed below.
Electron states with spins that are not collinear to the magnetization direc-
tion are not eigenstates of a ferromagnet, but precess around the magnetization
vector. In three dimensions, a non-collinear spin current is made up from many
states with different Larmor frequencies that rapidly interfere destructively in a
ferromagnet as a function of penetration depth. The efficient relaxation of the
non-diagonal terms in the spin-density matrix is equivalent to the suppression
of spin-accumulation non-collinear to the magnetization in the ferromagnet. This
spin-dephasing mechanism does not exist in normal metals, in which the spin wave
functions remain coherent on the length scale of the spin-diffusion length that can
be of the order of microns. In ballistic systems, the spin-transfer occurs over the
ferromagnetic decoherence length λc = π/
¯¯¯
k↑F − k
↓
F
¯¯¯
. In conventional ferromagnets
the exchange energy is of the same order of magnitude as the Fermi energy and
λc is of the order of the lattice constant. The strongly localized regime in which
the mean free path is smaller than the inverse Fermi wave-vector,  < 1/kF , is not
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relevant for elemental metals. In conventional metallic ferromagnets  À 1/kF ,
and the length scale of the spin-transfer λc is necessarily smaller than the mean
free path  and therefore is not affected by disorder. This argument does not hold
for gradual interfaces and domain walls. The opposite limit has been considered
by Zhang et al. [93, 94], where λc =
p
2hD0/J (in the paper it was designated
by λJ), or with D0 ∼
2
τ
, λc ∼ 
p
2h/Jτ . This implies 2h/Jτ À 1 or λc À 
as in, e.g., PdNi alloys with small Ni concentration [95]. Such conditions do not
hold for ferromagnetic conductors like Fe, Co, Ni and its alloys, however. In these
ferromagnets the spin accumulation must be considered parallel to the magneti-
zation, which importantly affects the boundary conditions to normal metals in
non-collinear structures. This condition is fulfilled in the approaches discussed
in this Section, and has been analyzed in detail by Stiles and Zangwill [69] and
Zwierzycki et al. [96].
C. Scattering theory of transport
The Landauer-Büttiker scattering theory of electronic conduction [97, 98] (fol-
lowing [72]) provides a complete description of transport at low frequencies, tem-
peratures, and voltages, under circumstances that electron-electron interactions
beyond a mean-field approximation can be disregarded. A mesoscopic conduc-
tor is modeled by a phase-coherent disordered region connected by ideal leads,
i.e. with negligible effects of disorder, to two electron reservoirs (see Fig. 9).
Let us initially assume that the system is a normal metal without magnetic ele-
ments or spin-orbit scattering, so that the spin-degree of freedom does not play
a role. Scattering in the phase-coherent region is elastic. All inelastic scattering
is assumed to take place in the reservoirs, which are in thermal equilibrium (for
simplicity at zero temperature) and an electrochemical potential that can be mod-
ulated by an applied voltage that is assumed to be small compared to the Fermi
energy EF . The ideal leads are “electron waveguides”, introduced to define a basis
for the scattering matrix of the disordered region. These leads should not always
taken to be too literally, they are often fictitious mathematical constructs rather
than real physical wires. The current limiting element is a constriction, potential
barrier, and/or disordered region (shaded) that is connected by these leads to two
electron reservoirs (to the left and right of the dashed lines). The scattering matrix
S relates the amplitudes a+, b− of incoming waves to the amplitudes a−, b+ of
outgoing waves. The wave function ψn of an electron in a lead at EF separates
into a longitudinal and a transverse part
ψ±n (r) = χn (ρ˜, x) e±iknx/
p
kn. (23)
The integer n = 1, 2, · · · , N labels the propagating modes, also referred to as
scattering channels. Mode n has a real wave number kn > 0 and transverse
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FIG. 9: the amplitudes a+, b− of incoming waves to the amplitudes a−, b+
wave function χn. We assume, for simplicity of notation, that the two leads are
identical. The normalization of the wave function (23) is chosen such that it carries
unit current. A wave incident on the disordered region is described in this basis
by a vector of coefficients
cin ≡
¡
a+1 , a
+
2 , · · · , a+N , b−1 , b−2 , · · · b−N
¢
. (24)
The first set of N coefficients refers to the left lead, and the second set of N
coefficients to the right lead in Fig. 9. Similarly, the reflected and transmitted
wave vector of coefficients reads
cout ≡
¡
a−1 , a
−
2 , · · · , a−N , b+1 , b+2 , · · · b+N
¢
. (25)
The scattering matrix S is a 2N × 2N matrix that relates these two vectors,
cout = Scin =
µ
r t0
t r0
¶
cin, (26)
withN×N reflection matrices r and r0 (reflection from left to left and from right to
right) and transmission matrices t and t0 (transmission from left to right and from
right to left). Current conservation implies that S is a unitary matrix: S−1 = S†.
It is a consequence of unitarity that the four Hermitian matrices tt†, t0t0†, 1− rr†,
and 1 − r0r0† have the same set of eigenvalues T1, T2, · · · TN . Each of these N
transmission eigenvalues is a real number between 0 and 1. Let us now consider
the spin-current through a normal metal and a ferromagnet connected by a still
arbitrary junction.
A useful concept is the transfer matrix M¯ between waves propagating to the
right (left) on the right hand side of the contact b+ (b−) and waves propagating to
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the right (left) on the left hand side of the contact a+L (a
−
L)µ
b+
b−
¶
= M¯
µ
a+
a−
¶
. (27)
The elements of the transfer matrix are related to the reflection and transmission
coefficients by
M¯ =
µ
m++ m+−
m−+ m−−
¶
=
µ
t− r0(t0)−1r r0(t0)−1
−(t0)−1r (t0)−1
¶
, (28)
and the scattering matrix defined by Eq. (26) as
S =
µ
−(m−−)−1m−+ (m−−)−1
m++ −m+−(m−−)−1m−+ m+−(m−−)−1
¶
, (29)
tsσnm is the transmission matrix for incoming states from the left in mode n with
spin s transmitted to outgoing states to the right with mode index m and spin
σ. The elements of the matrix of reflection coefficients rsσnm are labeled by mode
index m and spin σ of incoming states from the left. r0 is the reflection matrix
for incoming states from the right reflected to the right, and t0 is the transmission
matrix for incoming states from the right transmitted to the left. Unitarity of the
S-matrix implies that the transfer matrix satisfies
M¯ †Σ¯zM¯ = Σ¯z , (30)
M¯Σ¯zM¯ † = Σ¯z , (31)
where
¡
Σ¯z
¢αβ
nsms0 = αδαβδnsms0 is a Pauli matrix with respect to the direction of
propagation.
In bulk systems the local electrical current I (r) as a function of an (internal)
electric field distribution is well described by the linear-response Kubo formula
I (r) =
Z
dr 0σ¯ (r, r 0) E (r) (32)
where the conductivity tensor σ¯ can be calculated by standard Green function
methods [86]. For the geometry in Fig. 9, and making use of the assumption that
the electric field vanishes in the ideal leads, the conductance due to an applied
voltage reads:
G = lim
V→0
I/V =
Z
L
dρ
Z
R
dρ 0 σ¯
¡
ρx,ρ 0x0
¢
, (33)
where the integral over the variable ρ
¡
ρ 0
¢
is normal to the current direction parallel
to x (x0) of the left (right) lead. Fisher and Lee [99] have shown that the Kubo
formula (33) can be expressed in terms of the transmission probabilities as:
G =
2e2
h
X
nm
|tnm|2 = 2e
2
h
X
n
Tn , (34)
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which is often referred to as the Landauer or Landauer-Büttiker formula. In the
case of a ballistic point contact, the transmission probabilities are either zero or
unity and the conductance in units of e2/h is just the number of propagating
modes through the sample. In a tunnel junction, all transmission probabilities are
small, whereas in diffuse wires, the conductance is dominated by a few highly-
transmitting modes. Arbitrary linear statistics, like the shot noise, can conve-
niently be expressed in terms of the transmission matrix eigenvalues [72].
Spin can be easily reintroduced. The reservoirs may be ferromagnets, which
are parameterized not only by a chemical potential, but also by a magnetization
direction. By choosing for each reservoir and lead a local spin coordinate systems,
the spin-up and spin-down indices σ become good quantum numbers to label the
scattering states and
G =
e2
h
X
nσmσ0
|tnσmσ0 |2 . (35)
Note that transitions from states σ to −σ represent spin-reversal of an electron
passing the sample, which can be caused by spin-flip scattering due to spin-orbit
scattering, spin-flop scattering at loose spins as magnetic impurities, or magneti-
zation in the sample or reservoirs that are not collinear (parallel or antiparallel)
to each other.
The scattering theory has several advantages, especially in mesoscopic physics.
It is readily extended, for example, to describe transport in many-terminal samples
or circuits. In combination with statistical averaging, notably random matrix
theory, it can be generalized to treat dirty systems (see Section IIIE) as well.
D. Keldysh Green function formalism
Non-equilibrium transport properties are most conveniently discussed in the
framework of the Keldysh formalism [88]. We concentrate here on the Keldysh
approach to the transport in hybrid normal|ferromagnetic (F|N) metal systems
[68].
In systems involving ferromagnets electron dynamics is naturally strongly af-
fected by the electron spin. Very generally, the elementary (retarded, advanced
and Keldysh) Green functions can then be represented by 2× 2 matrices in Pauli
spin-space, whereas the Keldysh Green function is given by the (4× 4) matrix
Gˇ =
µ
GˆR GˆK
0ˆ GˆA
¶
,
where GˆR, GˆK and GˆA are, respectively, the retarded, Keldysh and advanced Green
functions (defined below) and b0 is the (2 × 2) zero matrix. The retarded Green
34
function in spin-space is
GˆR(1, 10) =
µ
GR↑↑(1, 1
0) GR↑↓(1, 1
0)
GR↓↑(1, 1
0) GR↓↓(1, 1
0)
¶
and idem dito for GˆK and GˆA. Here 1 denotes the spatial and the time coordinates,
1 = r1t1. The symbol “check” (ˇ) denotes (4× 4) matrices in Keldysh space and
the symbol “hat” (ˆ) denotes (2×2) matrices in spin-space. The spin-components
of the Green functions indicated by the subscripts σ, s are
GRσs(1, 1
0) = −iθ(t1 − t10)
D£
ψσ(1), ψ
†
s(1
0)
¤
+
E
, (36)
GAσs(1, 1
0) = iθ(t10 − t1)
D£
ψσ(1), ψ
†
s(1
0)
¤
+
E
, (37)
GKσs(1, 1
0) = −i
D£
ψσ(1), ψ
†
s(1
0)
¤
−
E
, (38)
where ψ†s(1) is the electron field operator for an electron with spin s along the
z-direction, the anticommutator is [A,B]+ = AB + BA and the commutator is
[A,B]− = AB−BA. The Keldysh Green functions are determined by the equation¡
Hˇ − i~∂t
¢
Gˇ(rt, r 0t0) = 1ˇδ(rt − r 0t0) with boundary conditions to be discussed
below. 1ˇ is a 4 × 4 unit matrix and Hˇ is block diagonal containing Hˆ twice.
In the stationary state Gˇ(1, 10) =
R
d(E/2π) exp(iE (t1 − t10))GˇE(r, r0) and the
Green function on a given energy shell is determined from
¡
Hˇ − E
¢
GˇE(r, r
0) =
1ˇδ(r − r 0) . We will in the following drop the index E. For coordinates located in
the leads, the Keldysh Green function can be expanded into quasi-one-dimensional
modes as
Gˇσs(r, r
0) =
X
nm,αβ
G˜αβnσms(x, x
0)χnσ(ρ;x)χ
m∗
s (ρ
0;x0)eiαk
n
σx−iβkms x0 , (39)
where x,ρ are the longitudinal and transverse lead coordinates, χms (ρ;x) is the
transverse wave function and kms denotes the longitudinal wave-vector for an elec-
tron in transverse mode m with spin s. The indices α and β denote right-going
(+) and left-going (−) modes. To denote matrices in Keldysh space, spin-space,
the space spanned by the transverse modes, and the propagation direction we
introduced the “tilde” (˜).
The current operator can be found from the continuity relation for the electron
density. The spin-density matrix ρσs(1) =
­
ψ†s(1)ψσ(1)
®
is nothing but the 2 × 2
charge and spin accumulation with a direction that deviates from the quantization
axis when the non-diagonal elements do not vanish. The spin-density matrix can
also be written as ρσs = (δσsρ0 + σσs · ρS) /2, where ρ0 is the scalar charge and ρS
the vectorial spin accumulation and we have used the elements of the Pauli matrix
vector −→σ = (σx,σy,σz). ρ0 and ρS are here densities that can be converted to
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the spin accumulation voltages in Chapter II via the density of states at the Fermi
energy. The time-evolution of the spin-density matrix reads
∂
∂t1
ρσs = −
∂
∂r1
JSσs +
µ
∂ρσs
∂t1
¶
prec.
,
where we have inserted the Hamiltonian (19) and found the vector spin-current
JSσs =
~i
2m
¿
∂ψ†s
∂r1
ψσ − ψ†s
∂ψσ
∂r1
À
,
and the spin-precession in the exchange potential UˆS :µ
∂ρσs
∂t1
¶
prec.
=
1
i~
X
α
£
USσαραs − ρσαUSαs
¤
. (40)
In two and three dimensions, the spin-precession (40) is an average over many
states with different Larmor frequencies which averages out quickly in a ferro-
magnet with a large exchange splitting, leading to an efficient relaxation of the
non-diagonal terms in the spin-density matrix. This means that a spin-current
non-collinear to the magnetization can not penetrate a ferromagnet beyond a cer-
tain skin depth, the ferromagnetic coherence length λc. In normal metals (in
the absence of spin-flip scattering) the spin-wave functions remain coherent and
can point in any direction. In a simple Stoner model of two bands with Fermi
wave vectors k↑F and k
↑
F , the length scale over which destructive interference of the
transverse component of the spin current is seen to occur on the length scale
λc =
π¯¯¯
k↑F − k
↓
F
¯¯¯ . (41)
In transition metal ferromagnets λc is of the order of the Fermi wave vector and
lattice constant, thus usually smaller than all other length scales of the problem.
Stiles and Zangwill analyzed the physics of the decoherence of transverse spins
injected into bulk ferromagnets via ballistic interfaces [69]. Zwierzycki et al. car-
ried out numerical calculations of the transverse spin transmission through thin
layers and found that the penetration depth is even more reduced when interfaces
are disordered [96]. We will make use of the short ferromagnetic coherence lenght
later.
The 2× 2 spin-current matrix in the stationary state
JSσs =
µ
∂
∂r1
− ∂
∂r10
¶
~i
2m
Z
dE
2π
Z
d(t1 − t10)eiE(t1−t10 )
­
ψ†s(1)ψσ(1
0)
® |r10=r1 , (42)
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is the Keldysh component of the 4× 4 current matrix in Keldysh and spin-space
Iˇ. Along the longitudinal x-direction:
Iˇ(x) =
Z
dρ
e~
m
(∂x − ∂x0) Gˇ(r, r 0)|r 0=r.
In the leads the transverse wave functions χns (ρ;x) do not depend on the x coor-
dinate, which can be exploited by the expansion
Iˇss0(x) = ie
X
mnαβ
(αvns − βvms0 ) G˜
αβ
nsms0(x, x)
Z
dρχns (ρ;x)χ
m∗
s0 (ρ;x) , (43)
where vns = ~kns /m is the longitudinal velocity for an electron in transverse mode
n with spin s. In a normal metal, the transverse states and the longitudinal
momentum are spin-independent and the Keldysh current simplifies to Iˇss0(x) =
2ie
P
nα αv
nG˜ααnsns0(x, x) . We will subsequently use this expression to calculate the
spin-current on the normal side of a normal metal-ferromagnet contact. In the
normal metal, the 2nd term on the right hand side of the representation
iG˜αβnsms0(x, x
0) =
g˜αβnsms0(x, x
0)p
vns v
m
s0
+ 1ˇδss0
αδα,βsign(x− x0)
vns
(44)
does not contribute to the current, which therefore simplifies to
Iˇss0(x) = 2e
X
nα
αg˜ααnsns0(x, x) . (45)
Let us now consider the spin-current through a normal metal and a ferromagnet
connected by a still arbitrary junction defined by a scattering matrix S, Eq. (26),
and transfer matrix M¯, Eq. (28). In order to connect the Green function to the
left and to the right of the contact, we use the transfer matrix of the contact
g˜σσ
0
nsms0(x = x2, x
0) =
P
ls00,σ00 M¯
σσ00
nsls00 g˜
σ00σ0
ls00ms0(x = x1, x
0) and similarly for the x0-
coordinate. Hence
g˜2 = M¯g˜1M¯
† , (46)
where g˜2(1) = g˜(x = x2(1), x0 = x2(1)).
The Keldysh Green functions for the Hamiltonian (19) are not unique without
boundary conditions. At this point we have to introduce an essential approxi-
mation, viz. to assume isotropy of the electron distributions in the nodes, which
may be done when electron propagation is chaotic or diffuse. The distribution
of the incoming modes is isotropic either because of scattering within the nodes,
or due to scattering off irregular boundaries of the nodes. Per definition, there
are no fast spatial dependences in the leads, and the incoming modes may be de-
scribed by the quasi-classical Green functions, in which the quickly varying spatial
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FIG. 10: Intuitive picture of the microscrocopic treatment of an unspecified contact in
magnetoelectronic circuit theory [100]. Two nodes are connected by a contact/interface
that constitutes the scattering region described by a transfer matrix M¯ [Eq. (28)]. At
both sides of the contact region a ballistic Green function g˜ [Eq. (44)] is a matrix
in the space of transport channels, containing the information about the amplitudes
of incoming and outgoing modes. g˜1 and g˜2 are connected by M¯ according to Eq.
(46). Electrons propagate between scattering regions and reservoirs through so-called
“isotropization zones”. These regions are supposed to have a width of the order of the
mean free path, much smaller than the spin-flip diffusion length. The elastic impurity
scattering redistributes the possibly anisotropic g˜0s without signicantly increasing the
resistance, connecting them seamlessly to the isotropic quasiclassical Green functions
Gˇ1/2 that characterize the nodes.
oscillations are integrated out [88]. The outgoing modes are determined by the
scattering properties of the contact. We follow the simple model of isotropization
introduced by Nazarov [84] for superconductor-normal metal systems to connect
the anisotropic Green functions in the scattering region, g˜1 and g˜2, to the isotropic
Green functions G¯1 and G¯2 in the normal and ferromagnetic leads. We assume
that the electrons are repeatedly scattered by point defects in the isotropization
zone, as sketched in Fig. 10. Such a zone should not be interpreted too literally. It
is a convenient instrument to model generic disorder that is trustworthy because
the final expressions do not depend on its parameters. The nodes 1 and 2 in a
circuit are connected by a scattering region such as a characterized by a transfer
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matrix M¯. The Green functions g˜1 and g˜2 are introduced to describe the system in
(possibly infinitesimally thin) ballistic strips at both sides of the scattering region
that are diagonal in the space of transport channels. They contain all information
about the incoming and outgoing
In the isotropization zone the quasi-classical approximation applies. On the nor-
mal metal side, the Green function is therefore determined by the well-established
quasi-classical equations [88]:µ
αvn
∂
∂x
+ Hˇeff
¶
Gαβnσms(x, x
0) = 0, (47)
Gαβnσms(x, x
0)
µ
βvn
∂
∂x0
− Hˇeff
¶
= 0, (48)
where Hˇeff is the effective quasi-classical Hamiltonian that is governed by the self-
energy describing disorder scattering [84, 88]. For isotropic point scatterers the
self-energy is Hˇeff = G¯1/2τ imp, where τ imp is the impurity scattering life time. The
solution of (47) and (48) is [84]
Gˇ(x, x0) = P˜ (x)
£
g˜1 + sign(x− x0)Σ¯z
¤
P˜ (−x0),
where
¡
Σ¯z
¢αβ
nσms
= αδnmδσsδαβ and
P˜ (x) = δnm
∙
1˜ cosh
µ
x
2vnτ imp
¶
− Σ¯zG¯1 sinh
µ
x
2vnτ imp
¶¸
. (49)
The Green function cannot continue to grow with decreasing coordinate x and x0.
From Eq. (49), we see that these conditions are compactly expressed as¡
Σ¯z + G¯1
¢ ¡
Σ¯z − g¯1
¢
= 0 (50)¡
Σ¯z + g˜1
¢ ¡
Σ¯z − G¯1
¢
= 0, (51)
where G¯1 is the (isotropic) Green function in reservoir or node 1:¡
G¯1
¢αβ
nsms0 = δnmδ
αβ(Gˇ1)ss0 . (52)
The importance of these effective boundary conditions is that they do not depend
on the microscopic details of the isotropization, e.g. they are independent on
the mean free path in the normal metal, and therefore likely to be universal, not
depending on the specific microscopic scattering mechanism [84]. The effective
boundary conditions linking the Green functions in the sample to the isotropic
ones in the ferromagnetic node can be derived analogously¡
Σ¯z − G¯2
¢ ¡
Σ¯z + g˜2
¢
= 0 (53)¡
Σ¯z − g˜2
¢ ¡
Σ¯z + G¯2
¢
= 0 , (54)
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where G¯2 has the same form as G¯1, Eq. (52). In a normal metal, the retarded
quasi-classical Green function is
G¯R =
µ
G++R G
+−
R
G−+R G
−−
R
¶
=
µ
1 0
0 1
¶
,
and the advanced one is G¯A = −G¯R. (Note that here 1 stands for a unit matrix in
the basis of the transverse modes and spin, 1→ δns,ms0 1ˆ). The Keldysh component
of the Green function is
G¯K,1(2) = hˆ1(2)
µ
1 0
0 1
¶
, (55)
where the 2×2 distribution matrix hˆ depends on the (non-equilibrium) distribution
functions fˆ()1(2) in the nodes by
hˆ1(2) = 2(2fˆ()1(2) − 1) . (56)
fˆ()1(2) is a 2 × 2 matrix in spin-space describing the spin-accumulation in the
normal metal and ferromagnet.
The isotropy conditions (50-54) connect the retarded and advanced Green func-
tion on the left and right hand side of the contact:
g˜R,1 =
µ
1 0
g˜−+R,1 1
¶
g˜R,2 =
µ
1 g˜+−R,2
0 1
¶
where g˜−+R,1 and g˜
+−
R,2 are determined by the Green function on the right and the
scattering properties of the contact. The advanced Green function is related to
the retarded Green function by
g˜A = −g˜†R .
The Keldysh component on the left side is determined analogously, leading to
g˜K,1 =
Ã
hˆ11 hˆ1r
†
rhˆ1 g˜
−−
K,1
!
, (57)
g˜K,2 =
Ã
g˜++K,2 r
0hˆ2
hˆ2r
0† hˆ21
!
. (58)
We now use the relation between the Green function on the left hand side and the
right hand side of the contact (46) to obtain the retarded Green functions
g˜−+R,1 = 2r
g˜+−R,2 = 2r
0 ,
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and the Keldysh Green function
g˜−−K,1 = t
0hˆ2 (t0)
†
+ rhˆ1r
† (59)
g˜++K,2 = thˆ1t
† + r0hˆ2 (r0)
†
. (60)
Inserting the expression for the Keldysh component (60) into (45) and using (56),
we finally arrive at the desired expression of the current through the contact on
the normal metal side as:
IˆF |N =
e
h
X
nm
[tˆ0nmfˆF
¡
tˆ0mn
¢† − δnmfˆN + rˆnmfˆN (rˆmn)†] , (61)
This expression is used in Section IVA to develop a circuit theory of multi-terminal
hybrid normal metal-ferromagnet systems. The Landauer-Büttiker formula is re-
covered when the distribution matrices fˆF and fˆN correspond to reservoirs, viz.
are at equilibrium with only a bias applied. Note that this equation is very gen-
eral, holding for any electrical connection between magnetic or normal nodes with
arbitrary distribution functions. Eq. (61) is used in Section VII and by Kovalev
et al. [70] to study phase-coherent transport through magnetic structures between
normal metal nodes.
E. Random matrix theory
Electron transport in disordered and chaotic systems can be formulated in terms
of random matrix theory (RMT) [72]. In RMT, the starting point is the exact
scattering matrix of the system. Instead of a configurational average over the
microscopic parameters of the Hamiltonian like the defect positions, the ensemble
average is obtained by averaging over all possible scattering matrices which fulfill
given symmetry constraints. Waintal et al. [56] used that approach to calculate the
spin-torque and conductance of two-terminal non-collinear hybrid normal metal-
ferromagnet systems. RMT expanded to lowest order into the reciprocal numbers
of modes 1/N turns out to be nearly equivalent to the circuit theory described in
Section IVA, which is based on the Keldysh formalism sketched above, as well as
the Boltzmann equation approach by Schep et al. [61, 62]. In contrast to the other
methods, RMT can in principle be extended to include quantum effects by taking
into account terms of higher order in 1/N .
Let us follow [56] and consider a two-terminal Fa|N|Fb spin valve. Four fictitious
leads numbered by 0-3 are inserted into the pillar at strategic places; 0: to the
right of the right ferromagnet, 1: between the normal metal node and the right
ferromagnet, 2: between the left ferromagnet and the normal metal node, and 3:
to the left of the left ferromagnet. The total scattering matrix of the system can
be found by concatenating the scattering matrices for regions 0-3. The amplitudes
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of the left-going (right-going) waves (ΨiL)αs ((ΨiR)αs) in node i with transverse
quantum number α and spin-component s are determined by the transfer matrices
MiLL, MiLR, MiRL and MiRR, cf. Eq. (28):µ
ΨiL
ΨiR
¶
=
µ
MiLL MiLR
MiRL MiRR
¶µ
Ψ0L
Ψ3R
¶
(62)
The transfer matrices can be found by concatenating the scattering matrices in
the different regimes with M0LL = 1 and, cf. Eqs. (29,26):
M1LL =
³
1− ratnr0b (1− rnr0b)
−1
t0n − rar0n
´−1
t0a (63)
M2LL = (1− rαr0b)
−1
t0n
³
1− ratnr0b (1− rnr0b)
−1
t0n − rar0n
´−1
t0a (64)
M3LL = t
0
b (1− rαr0b)
−1
t0n
³
1− ratnr0b (1− rnr0b)
−1
t0n − rar0n
´−1
t0a. (65)
Analogous results are found for the other components of the transfer matrix.
The Landauer-Büttiker charge conductance reads
G =
e2
h
TrMiLLM
†
iLL . (66)
The torque exerted on the magnetizations equals the difference between the spin
currents to the left and right of a given ferromagnetic layer. Waintal et al. [56] also
consider the spin current response to an infinitesimal chemical potential variation
δμ3 (δμ0) in the left (right) reservoir
∂ Ji
∂μ3
=
1
4π
ReTrσˆ
³
MiRLM
†
iRL −MiLLM
†
iLL
´
(67)
∂ Ji
∂μ0
=
1
4π
ReTrσˆ
³
MiRRM
†
iRR −MiLRM
†
iLR
´
(68)
that are not the same since spin angular momentum is transferred to the fer-
romagnetic order parameter. This implies that a finite magnetization torque
τ = J2 − J3 may exist even when both chemical potentials are the same, re-
flecting the equilibrium-spin-current-induced non-local and oscillatory exchange
interaction between the ferromagnets [64]. However, this equilibrium magneti-
zation torque is sensitive to the electron phase and vanishes in the presence of
disorder when the number of transport channels is large [56].
In order to carry out the ensemble average in the normal metal layer, the
scattering matrix in rewritten in terms of a “polar decomposition”:
Sn =
µ
rn t
0
n
tn r
0
n
¶
=
µ
U 0
0 V 0
¶µ√
1− T i
√
T
i
√
T
√
1− T
¶µ
U 0 0
0 V
¶
, (69)
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where U , V , U 0 and V 0 are 2N × 2N block-diagonal unitary matrices and T is
a diagonal matrix with eigenvalues 0 ≤ Tn ≤ 1 of the transmission matrix tt†
as introduced in Section IIIC. In the isotropic approximation the N ×N blocks
are assumed to be uniformly distributed in the group U(N). The observables
like spin-torques and the conductance (66) should be averaged not only over the
eigenvalues Tn as in conventional RMT, but also over the unitary matrices. For a
large number of transverse channels an expansion in the small parameter 1/N is
very useful. Without repeating calculations here, we only mention that the lowest
order term is identical with the semiclassical concatenation of the scattering ma-
trices. In this limit the quantum mechanical concatenation rules for transmission
(reflection) amplitudes in spin and orbital space tns,n0s0 are replaced by 4×4 matri-
ces of transmission (reflection) probabilities that are averaged over the transverse
channels, but still reflect spin-coherence, e.g. the transmission probability matrix:
Tˇ =
1
N
TrN
⎛
⎜⎜⎜⎝
t↑↑t
†
↑↑ t↑↑t
†
↑↓ t↑↓t
†
↑↑ t↑↓t
†
↑↓
t↑↑t
†
↓↑ t↑↑t
†
↓↓ t↑↓t
†
↓↑ t↑↓t
†
↓↓
t↓↑t
†
↑↑ t↓↑t
†
↑↓ t↓↓t
†
↑↑ t↓↓t
†
↑↓
t↓↑t
†
↓↑ t↓↑t
†
↓↓ t↓↓t
†
↓↑ t↓↓t
†
↓↓
⎞
⎟⎟⎟⎠ . (70)
For the normal metal node in the semiclassical regime Tˇn =
gN
N
1ˇ4 and Rˇn =¡
1− gN
N
¢
1ˇ4, where gN is the conductance of the normal metal layer and 1ˇ4 is the
4 × 4 unit matrix. The conductance (66) is determined by the properties of the
transmission matrix M3LLM
†
3LL = Tˇb|n|a and reads
Tˇb|n|a = Tˇ 0b
¡
1ˇ− RˇnRˇ0b
¢−1
Tˇ 0n
h
1ˇ− RˇaTˇnRˇ0b
¡
1ˇ− RˇnRˇ0b
¢−1
Tˇ 0n − RˇaRˇ0n
i−1
Tˇ 0a. (71)
In Section IVB we demonstrate that this matrix expression can in fact be evaluated
analytically and be compared with other theoretical results. Higher order terms
in N−1 correspond to quantum corrections to semiclassical transport.
F. Boltzmann and diffusion equations
In the three previous sections we derived expressions that express currents
through a resistor with a potential bias in terms of its scattering matrix. In
the scattering theory (including RMT), the two nodes are at local equilibrium
with a constant chemical potential bias (mostly just a voltage), whereas in the
Green functions method the nodes may be in a non-equilibrium state given by
a distribution function. The standard method to calculate distribution functions
in a continuous bulk medium is the linearized Boltzmann equation. It can be
derived microscopically from the Green function method discussed above by mak-
ing a quasiclassical approximation, but not the isotropy assumption [88]. The
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linearized Boltzmann equation has been approximated to describe magnetic mul-
tilayers in different ways. Valet and Fert used the Boltzmann equation to include
spin-flip scattering for transport in perpendicular multilayers [57], thus extending
the spin-conserving two-channel resistor model. Concrete results are obtained for
the diffusion equation that is equivalent to a first order expansion of the angu-
lar dependence of the distribution function in reciprocal space. Whereas collinear
systems are well understood for some time now, in depth discussions of the 2× 2
matrix character in Pauli spin space of the distribution function in non-collinear
magnetic systems are relatively recent.
When a local non-equilibrium magnetization does not point in the direction of
the spin-quantization axis, the distribution function for states at the Fermi energy
α = kν with band index ν and Bloch vector k is a matrix in Pauli spin space
fˆα (r) =
µ
f↑↑ (r) f↑↓ (r)
f↑↓ (r) f↓↓ (r)
¶
α
= fCα (r) 1ˆ +
−→σ ·fSα (r) . (72)
On the right hand side the distribution has been expanded here into a basis of
the unit matrix and the vector of the Pauli spin matrices (21). fCα is charge
accumulation and the spin accumulation, fSα is a vector whose direction is always
parallel to the magnetization vector m in the bulk of a ferromagnet, but arbitrary
in a normal metal, depending on device configuration and applied biases. fˆ can be
diagonalized by unitary rotation matrices in spin space, characterized by the polar
angles θ and ϕ. Let us assume for the moment that these angles are piecewise
constant in position space, thus disregarding magnetic domain walls [101] and
magnetic field-induced spin precession in normal metals [63]. In the local spin
quantization frame the distribution function is diagonal with two spin components
s = ±1. In order to simplify the collision term, we introducing spin-conserving
and spin-flip scattering life times τ s and τ sfs,−s, for the sake of argument taken
to be state-independent. It is convenient to separate the distribution function
into an isotropic electrochemical potential μs and an anisotropic term γαs. For
electron transport at low temperatures, the chemical potential reduces to the “spin-
dependent voltage” μs = eVs introduced in Section II. The anisotropic “drift”
term γαs describes the deformation of the the Fermi-surface by the applied field
and vanishes when averaged over the Fermi surface. The (linearized) Boltzmann
equation for the stationary state reads [57]
vαs · ∇ (γαs + μs) +
µ
1
τ s
+
1
τ sfs,−s
¶
γαs =
μ−s − μs
τ sfs,−s
. (73)
44
where vαs is the group velocity of state αs. Charge and spin currents read
jc =
e
hA
X
αs
vαsγαs , (74)
js =
1
4πA
X
αs
vαssγαs . (75)
The Boltzmann equation is valid when the spatial properties do not change much
on the scale of the Fermi wave length. This is not the case at atomically abrupt
heterointerfaces between different material, which should be incorporated by the
transmission and reflection probabilities at the interface scattering potential, that
are computed by quantum mechanics. The boundary conditions between different
materials or regions in which the spin quantization axes are rotated with respect
to each other, are given by Eqs. (104,105) and discussed thereafter.
The Boltzmann equation is still unnecessarily complicated for most realistic
systems [54, 55, 57]. Indeed, Xiao et al. [102] found good agreement between the
solution of the Boltzmann equation as sketched above and a simple resistor model
for a non-collinear magnetic spin valve that is based on a diffusion equation. Penn
and Stiles [103] report that the solution of the diffusion equation remains close to
that of the Boltzmann equation even for strong and anisotropic spin-flip scattering.
The Boltzmann equation may be simplified when the disorder scattering smears
out the angular dependence of the distribution function γαs in reciprocal space
such that only the lowest harmonics survives. Such an “isotropy” assumption
is inherent as well of Random Matrix Theory and circuit theory mentioned in
the subsections above. This condition cannot be quantified in a simple manner,
since bulk impurity scattering, chaotic scattering in cavities, as well as diffuse
scattering at interfaces and boundaries contribute to the isotropization. In high
density metal structures with very short Fermi wave lengths compared to typical
sample dimensions such an approximation appears to be quite safe and justified
experimentally by the successes of the series resistor model. In that limit, the
Boltzmann equation reduces to the diffusion equation [54, 55, 57]
∇2
£
μs(r)− μ−s(r)
¤
=
μs(r)− μ−s(r)
2sd
. (76)
sd =
√
Dτ sf is the spin-flip diffusion length, which does not depend on spin index
[104]. The spin-averaged diffusion coefficient D can be written in terms of the
density of states at the Fermi energy νs (EF )
1
(ν↑ (EF ) + ν↓ (EF ))D
=
1
ν↑ (EF )D↑
+
1
ν↓ (EF )D↓
. (77)
in terms of the spin-dependent diffusion coefficients. In a simple two-band model
Ds = v
2
sτ s/d, where vs are the spin-dependent Fermi velocities and d = 1, 2, 3 is
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the spatial dimension. The average spin-flip relaxation time is defined as
1
τ sf
=
1
τ sf↑
+
1
τ sf↓
. (78)
The currents
js(r) = −
σs
e
∇μs(r) (79)
are governed by the spin-dependent conductivities
σs = νs (EF ) e
2Ds . (80)
The spin-flip diffusion length in the ferromagnet is often much smaller than in
normal metals and plays an important effects in the magnetotransport properties
[105].
Let us now consider how the diffusion equation is modified for heterostructures
and in the presence of magnetic fields [63]. For a spin valve or multilayer system
invariant to translations in the lateral direction all quantities depend only on
one spatial coordinate (x), but in the presence of a magnetic field, the diffusion
equation cannot be simply written in a diagonal form. The magnetic Zeeman
energy associated with the coupling between the magnetic field and the spin of
the electrons is given by gLμB
−→σ · B/2, where μB is the Bohr magneton, gL is the
gyromagnetic ratio and B is the external magnetic field. Semiclassically, the spin
dynamics (see e.g. Ref. [88]) is governed by the Bloch equations [6]
∂ fˆN(x)
∂t
=
i
}
hgLμB
2
³−→σ · B´ , fˆN(x)i
−
. (81)
where [· · · , · · · ]− denotes a commutator. In the steady state:
D
∂2fˆN(x)
∂x2
=
1
τ sf
⎛
⎝fˆN (x)− 1ˆ
Tr
³
fˆN(x)
´
2
⎞
⎠− i
}
hgμB
2
³−→σ · B´ , fˆN(x)i
−
. (82)
Expansion into Pauli spin matrices (21):
fˆN (x) = fN0 (x)1ˆ+
fNS (x) ·−→σ , (83)
where f0(x) is the local charge chemical potential and fS(x) is a three component
vector which describes the magnitude and direction of the spin-accumulation, the
diffusion equation can be separated into a charge and spin-dependent part:
∂2fN0 (x)
∂x2
= 0 (84a)
∂2 fNS (x)
∂x2
=
1
(Nsd)
2
fNS (x) +
gμB
}
B
D
× fNS (x). (84b)
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In ferromagnets, the spin accumulation is parallel to the magnetization direction
m and the effect of magnetic fields can be neglected as long as they are smaller
than the exchange and anisotropy fields and/or do not disturb a possible domain
structure. In normal metals, the direction of the spin accumulation is arbitrary
and depends in principle on the magnetization direction of all magnetic contacts.
The boundary conditions at atomically sharp interfaces for the distribution
functions that obey the diffusion equation in the bulk are basically the same as
that between different nodes in circuit theory that can be expressed in terms of the
microscopic scattering matrices [63, 106].4 Given the distribution functions in the
bulk of the ferromagnet and normal metal, the current matrix through the contact
can be calculated according to Eq. (61). The spin matrix current IˆF |N through
a contact and the non-equilibrium distribution matrix fˆN (x) in the normal metal
are related as
IˆF |N(x) = −SνDOSD
∂fˆN(x)
∂x
. (85)
where S is the surface perpendicular to the transport direction and ν
DOS
is the
density of states of the normal metal. Details will be given in subsequent sections.
Here we point out that the boundary conditions can be understood in a simple
way when the interface resistances are small compared to the bulk resistance [108].
We then only require continuity of the particle and spin distribution functions on
the normal and the ferromagnetic metal sides [12, 68]:
fNC |N-surface = (f↑ + f↓)/2|F-surface (86)
fNS |N-surface = m(f↑ − f↓)/2|F-surface . (87)
Furthermore, particle current is conserved [12, 68]:
[D
∂
∂x
fNC ]|N-surface =
∂
∂x
(D↑f↑ +D↓f↓)|F-surface . (88)
We have discussed already why the non-collinear component of the spin-
accumulation decays on a length scale λc of the order of the lattice spacing. This
leads to the third boundary condition at the F-N interface, namely that the spin-
current is conserved only for the spin-component parallel to the magnetization
direction [12, 68]:
[D
∂
∂x
fS]|N-surface = m ∂
∂x
(D↑f↑ −D↓f↓)|F-surface , (89)
whereas the transverse component vanishes abruptly when going from the normal
metal to the ferromagnet. Note that the ferromagnet can be here also an insulator
that acts as a spin sink of transverse spin current.
4 The relation between the boundary conditions discussed in this review and an alternative
small—canting-angle expansion [107] is explaind in [106].
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IV. MAGNETOELECTRONIC CIRCUIT THEORY
State-of-the art magnetoelectronic devices are fabricated from high density met-
als with Fermi wave lengths on the order of the unit cell dimension. These struc-
tures are disordered on an atomic scale, especially at interfaces. Borrowing a term
from the field of superconductivity these structures may be called “dirty”. As a
consequence, the effects of phase coherent interference of the electron waves which
cause, for example, superlattice minibands in multilayer structures or quantumwell
states in thin layers, are small. An electron wave, which is injected as a coherent
wave packet, is diffusely scattered in many direction. Even without additional in-
elastic scattering, the interference term of the electron waves averages out to zero
(an exception is the coherent backscattering and corresponding weak localization,
which can be safely disregarded in three-dimensional magnetoelectronic structures
and devices of the present interest, however). The net current of electrons at the
Fermi energy behaves classically and should then be described by semi- (or quasi-)
classical methods, which incorporate a statistical treatment of the disorder. Note
that the criterion for the validity of semiclassical approximations in heterogeneous
structures is not the mean free path of the bulk materials. It is well established that
interfaces and boundaries are the most important sources of scattering in these sys-
tems. Semiclassical methods are appropriate even in ballistic structures provided
that the particle kinetics is chaotic [72]. The non-equilibrium spin accumulations
are usually excited electrically, i.e. by applying a bias to metallic circuit with fer-
romagnetic elements. However, also optically excited spin-polarized plasmas [109]
are accessible to similar semiclassical methods [110].
Of course, in structures of atomic dimensions like few-monolayers heterostruc-
tures, atomic break junctions, or nanoclusters semi-classical methods should be
used with care. Quantum effects are relatively obvious in the non-local oscil-
latory exchange coupling, because without them the whole effect vanishes. In
contrast, quantum effects on transport cause only small corrections on a semiclas-
sical background electron current which remains present without quantum interfer-
ence. Furthermore, in metallic structures with high electron densities many Bloch
states contribute with different quantum oscillations that average out to a large
extent. The two exceptions to the rule that quantum effects may be disregarded
in metallic structures can be explained by a combination of wave vector selection
and highly specular interfaces. By selecting essentially a single wave vector state
by hot-electron injection [111] or tunneling barriers [112], the single standing wave
pattern may dominate transport, even reversing the sign of the magnetoresistance.
The most suitable theoretical approach for these rather exceptional cases is a nu-
merical computation of the transport coefficients [113], that may be used in the
present circuit theory if embedded as a resistive element in a larger environment
(see Section VII). For completeness, we would like to add that spin injection into
high-mobility semiconductor structures might become possible allowing to realize
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FIG. 11: A typical four terminal ferromagnet-normal metal circuit. The ferromagnetic
reservoirs are connected to each other via junctions and normal metal nodes.
the coherent precession of the spin accumulation in a ballistic one-dimensional
channel by spin-orbit interaction as envisaged by Datta [10]. The assumption of
diffuse transport are then not justified.
Here we discuss diffuse electron and spin transport in magnetic structures, re-
ferring to Section III for the basic formalisms. Magnetoelectronic circuit theory is
a convenient general frame work to discuss hybrid circuits and devices. Originally,
circuit theory was derived requiring complete isotropy of the distribution function
in the low resistance elements, which is guaranteed when all the potential drop is
over the resistive elements. A combination of the random matrix formulation of
the scattering theory of transport and the approximate solution of the Boltzmann
equation as suggested by Schep [61], does not suffer from this constraint, and is
therefore applicable to systems with weak contact between nodes and resistors,
like metallic multilayers [34]. It is also shown that circuit theory can be repaired
by a renormalization of the conductance parameter. Finally, we discuss effects of
spin flip scattering in the bulk.
A. Original formulation
Transport in hybrid normal metal - ferromagnet systems can be described in
the form of a circuit theory when parts of the system can be treated semiclassi-
cally. A typical (magneto)electronic circuit as schematically shown in Fig. 11 can
be divided into contacts or junctions (resistive elements), nodes (low impedance
interconnects) and reservoirs (voltage sources). The theory to be described in de-
tail below is applicable when the junctions limit the electric current and the nodes
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are characterized by a local 2 × 2 distribution matrix in Pauli spin space that is
constant in position and isotropic in momentum space. The latter condition jus-
tifies a diffusion approximation and requires that the nodes are either irregular in
shape or contain a sufficient number of randomly distributed scatterers.
The current through each contact can be calculated as a function of the dis-
tribution matrices on the adjacent nodes. The spin-current conservation law then
allows computation of the circuit properties as a function of the applied voltages.
The recipe for calculating the current-voltage characteristics can be summarized
as:
• Divide the circuit into nodes, junctions, and reservoirs.
• Specify the 2×2 distribution matrix in spin-space for each node and reservoir.
• Compute the currents through contacts or junctions as a function of the
distribution matrices in the adjacent nodes, which involves the spin-charge
conductances specified below.
• Use the spin-current conservation law at each node, where the difference
between total in and outgoing spin-currents equals the spin-relaxation rate.
• Solve the resulting system of linear equations to obtain all currents as a
function of the chemical potentials of the reservoirs which are the parameters
controlled by the experiments.
We denote the 2×2 distribution matrix at a given energy  in the node by fˆ(),
where hat (ˆ) denotes a 2 × 2 matrix in spin-space. Per definition, the external
reservoirs are in local equilibrium, which means that there is no spin accumulation,
but a voltage bias or chemical potential difference between different reservoirs may
exist. The distribution matrix is then diagonal in spin-space for normal metals
as well as ferromagnets: fˆ = 1ˆf(, μα), where 1ˆ is the unit matrix, f(, μα) is
the Fermi-Dirac distribution function and μα is the local chemical potential in
reservoir α. The direction of the magnetization of the ferromagnetic nodes is
denoted by the unit vectormα. In ferromagnets the precession of non-equilibrium
spins in the exchange field leads to an effective relaxation of the spin accumulation
non-collinear to the local magnetization on the scale of the magnetic coherence
length λc, Eq. (41). Consequently, the distribution function is limited to the form
fˆF = 1ˆfF0 + σˆ ·mfFs . Such a restriction does not hold in the normal metal node
and fˆN is an arbitrary Hermitian 2× 2 matrix.
In the stationary state, the 2 × 2 non-equilibrium distribution matrices in the
nodes are uniquely determined by current conservationX
α
Iˆαβ =
Ã
∂fˆβ
∂t
!
rel
, (90)
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FIG. 12: A schematic picture of a ferromagnet-normal metal contact.
where Iˆαβ denotes the 2×2 current in spin-space which flows into the node (or reser-
voir) β ( in the following taken to be normal) from all adjacent nodes (or reservoir)
α. The term on the right hand side stands for the spin-relaxation in the normal
node, which vanishes when the spin-current in the node is conserved, i.e. when an
electron spends much less time on the node than the spin-flip relaxation time τ sf .
When the spatial extension of the node in the transport direction is smaller than
the spin-flip diffusion length lsf =
√
Dτ sf , where D is the diffusion coefficient, the
spin-relaxation in the node can be treated in terms of the diffusion equation for
spatially independent distributions (∂fˆN/∂t)rel = (1ˆTr(fˆ
N)/2 − fˆN)/τ sf . When
the size of the node in the transport direction is larger than lsf the simplest circuit
theory fails and we have to solve the diffusion equation as sketched in Section IIIF
[63].
A schematic picture of a junction between a normal metal and a ferromagnetic
node is shown in Fig. 12. The current is evaluated on the normal metal side of the
junction (dotted line). The current through the contact is
IˆF |N =
e
h
X
nm
[tˆ0nmfˆF
¡
tˆ0mn
¢† − (δnmfˆN − rˆnmfˆN (rˆmn)†)] , (91)
where rnmss0 is the reflection coefficient for transverse mode m with spin s
0 at the
normal metal side and reflected to transverse mode n with spin s. t0nmss0 is the
transmission coefficient for electrons approaching from the ferromagnet in trans-
verse mode m with spin s0 and leaving in transverse mode n with spin s. (Note
that the Hermitian conjugate in (91) operates in both spin-space and the space
spanned by the transverse modes, e.g. (rˆmn)†ss0 = (rˆ
nm
s0s )
∗). The relation (91) has
been derived quite rigorously by the Keldysh formalism for non-equilibrium trans-
port in Section IIID but also appeals to intuitive argument in the spirit of the
Landauer-Büttiker formalism (Section IIIC).
The relation (91) between the current and the distributions can be simplified
by rotating the spin quantization axis to the local magnetization direction. Dis-
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regarding spin-flip processes in the contacts, the reflection matrix for an incoming
electron from the normal metal transforms as
rˆnm =
X
s
uˆsrnms , (92)
where rnm↑ (s =↑) and rnm↓ (s =↓) are the spin-dependent reflection coefficients in
the basis in which the spin-quantization axis is parallel to the magnetization in
the ferromagnet, the spin-projection matrices are
uˆs = (1ˆ + sˆσ ·m)/2 (93)
and σˆ is a vector of the Pauli spin matrices. Similarly, for the transmission matrix
tˆ0nm(tˆ0mn)† =
X
s
uˆs|t0nms |2 , (94)
where tnm↑ and t
nm
↓ are the spin-dependent transmission coefficients in the basis in
which the spin-quantization axis is parallel to the magnetization in the ferromag-
net. Using the unitarity of the scattering matrix, we find that the general form of
the relation (91) reads
eIˆF |N = G↑↑uˆ↑
³
fˆF − fˆN
´
uˆ↑ +G↓↓uˆ↓
³
fˆF − fˆN
´
uˆ↓
−G↑↓uˆ↑fˆN uˆ↓ − (G↑↓)∗uˆ↓fˆN uˆ↑ (95)
=
X
αβ
Gαβuˆα
³
fˆF − fˆN
´
uˆβ, (96)
where we have identified the spin-dependent conductances G↑↑ and G↓↓
Gαα =
e2
h
"
M −
X
nm
|rnmα |2
#
=
e2
h
X
nm
|tnmα |2 , (97)
and we call
G↑↓ =
e2
h
"
M −
X
nm
rnm↑ (r
nm
↓ )
∗
#
. (98)
the “spin-mixing conductance”. Physically this parameter describes the transfer of
angular momentum from a spin accumulation in the normal metal to the ferromag-
net (magnetization torque). The description of transmission processes through a
magnetic insertion that is thinner than the magnetic coherence lengths requires a
different mixing conductance of transmission [114] and is discussed in more detail
in Section V.
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The relation between the matrix current through a junction and the distribu-
tions in the ferromagnetic node and a normal metal node are determined by 4 para-
meters, the two real spin-dependent conductances (G↑, G↓) and the real and imag-
inary parts of the mixing conductance G↑↓. These junction-specific properties can
be obtained by microscopic theory or from experiments. The spin-conductances
G↑ and G↓ have been used in descriptions of spin-transport for a long time [1].
The spin-mixing conductance is a new concept which is relevant for transport be-
tween non-collinear ferromagnets. Note that although the mixing conductance is
a complex number the 2× 2 current in spin-space is Hermitian and consequently
the current and the spin-current in any direction given by Eq. (95) are real num-
bers. From the definitions of the spin-dependent conductances, Eq. (97), and the
mixing conductance Eq. (98) we find 2ReG↑↓ = G↑ + G↓ + e
2
h
P
nm |rnm↑ − rnm↓ |2
and consequently the conductances should satisfy 2 ImG↑↓ ≥ G↑ +G↓. A physical
interpretation of this result is given in Ref. [68].
It is useful to rewrite the matrix current in terms of charge IC and spin current
IS
Iˆ =
µ
I↑↑ I↑↓
I↑↓ I↓↓
¶
=
³
IC 1ˆ +
−→σ · IS
´
/2 (99)
in terms of the spin and charge accumulations
fˆN =
µ
fN↑↑ f
N
↑↓
fN↑↓ f
N
↓↓
¶
= fNC 1ˆ +
−→σ ·sfNS (100)
fˆF = fFC 1ˆ +
−→σ ·mfNS (101)
as
IC =
¡
G↑ +G↓
¢ ¡
fFC − fNC
¢
+
¡
G↑ −G↓
¢ ¡
fFS − m · sfNS
¢
(102)
IS =
£¡
G↑ −G↓
¢ ¡
fFC − fNC
¢
+
¡
G↑ +G↓
¢
fFS +
¡
2ReG↑↓ −G↑ −G↓
¢
m · sfNS
¤
m
−2ReG↑↓fNS s+ 2 ImG↑↓fNS m× s. (103)
The charge current is carried by the spin projections parallel and anti-parallel to
the magnetization direction, respectively. The spin current consists of a longitu-
dinal component parallel to the magnetization m, a term parallel to s that has
a transverse component in the s, m plane that corresponds to the spin-transfer
torque, and a component normal to both s and m that can be interpreted as an
interface exchange field. The physics of the transverse spin current is discussed in
more detail in Section IVE.
B. Random matrix theory and Boltzmann corrections to circuit theory
It remains to discuss the relation between the random matrix theory (to leading
order in the inverse number of modes) and circuit theory, as well as make connec-
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(a) (b) (c)
F FN
θ θ θ
FIG. 13: Different realizations of perpendicular spin valves in which θ is the angle be-
tween magnetization directions. (a) Highly resistive junctions like point contacts and
tunneling barriers limit the conductance. (b) Spin valve in a geometrical constriction
amenable to the scattering theory of transport. (c) Magnetic multilayers with transpar-
ent interfaces.
tions with (drift-)diffusion theory. In this subsection we find that all methods are
approximate versions of the Boltzmann equation in non-collinear magnetic circuits
[34, 115].
1. Boundary conditions
The semiclassical approach is valid when the potential landscape varies slowly
on the scale of the Fermi wave length. In heterostructures we often encounter
regions in which materials change on an atomic scale, such as at intermetallic in-
terfaces or tunnel junctions, which have to be treated quantum mechanically [63].
Let us define the “nodes” as the bulk regions, in which the semiclassical distrib-
utions are well defined. The intermediate scattering regions, or “contacts”, can
then be treated formally exactly by boundary conditions that link the distributions
of two neighboring nodes. Consider the spin valve structures in Fig. 13, which
may be part of a larger circuit. Original circuit theory described in Section IVA
assumes that the nodes are in local equilibrium, an assumption that is allowed
when the in and outgoing currents are not sufficiently large to disturb the distri-
bution functions in the node such as in Fig. 13(a). In highly conductive Ohmic
systems like metallic multilayers such as in Fig. 13(c), the distribution function is
significantly distorted when a bias is applied. In that limit, the Landauer-Büttiker
type of equations do not hold anymore. For collinear systems Schep et al. [61]
showed that scattering theory is still valid when the conductances are corrected
by subtracting spurious Sharvin conductances (see also [62]). Here we concentrate
on non-collinear systems [34].
We denote the distribution functions in the ferromagnetic terminals by sub-
scripts L end R. We explicitly allow for a limited state dependence of the dis-
tributions by the superscript  = ±1 indicating whether drift is in ( = 1) or
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against ( = −1) the transport direction (from left to right). Taking into account
the difference between the left- and right-moving distribution functions is the key
generalization of the previous theories in our treatment here. In Sec. 5 it is dis-
cussed how the circuit theory can be recovered by renormalizing the conductance
parameters. Here we concentrate on random matrix theory based on scattering
theory.
In order to work with simple matrices instead of diadics, we follow Wain-
tal et al. [56] and introduce the 4 × 1 vector representation
h
f n (r)
iT
=
(f↑↑ (r) , f↑↓ (r) , f↑↓ (r) , f↓↓ (r))

n. The boundary conditions for the non-equilibrium
distributions to the left and right of the scattering region then read:
f+R,n =
X
mL
¡
TˇL→R
¢
nm
f+L,m +
X
mR
¡
RˇR→R
¢
nm
f−R,m , (104)
f−L,n =
X
mL
¡
RˇL→L
¢
nm
f+L,m +
X
mR
¡
TˇR→L
¢
nm
f−R,m . (105)
Tˇ , Rˇ are 4× 4 transmission and reflection probability matrices and the subscripts
indicate the direction of the currents (L → R denotes transmission from left to
right, R→ R reflection from the right, etc.). All matrix elements follow from the
scattering matrix and are conveniently normalized, for example£¡
TˇL→R
¢
nm
¤
SS0
=
1
NLS
¡
tL→Rnm
¢
S
¡
tL→Rnm
¢†
S0 . (106)
with S ∈ [1, 4] . The transmission amplitudes, such as tL→Rns,ms0 of a wave coming
in from the left as mode m and spin s0 and going out in mode n and spin s,
are here collected in vectors tL→Rnm =
¡
tL→R↑↑ , t
L→R
↑↓ , t
L→R
↑↓ , t
L→R
↓↓
¢T
nm
. When node L
is a ferromagnet, which must be thicker than the magnetic coherence length λc
(Eq. (41)), NLS = N
F
↑ (δS,1 + δS,2) + N
F
↓ (δS,3 + δS,4) , where N
F
s is the number of
transport modes for spin s in the ferromagnet.
In a nutshell, this is a very general formulation of charge and spin transport,
but it is not yet amenable for analytic treatment or analysis of experiments. The
isotropy assumption that reduced the Boltzmann to the diffusion equation in the
previous Section, enormously simplifies the results, as demonstrated in the follow-
ing.
We focus here on the electrical charge current as a function of the magnetization
configuration in symmetric spin valves, as in Fig. 13(b,c), in order to keep the
analytical manipulations manageable. We will see later that we can derive rules
from these results that are valid for general structures. Tˆ and Rˆ are functions
of the magnetic configuration, which, disregarding magnetic anisotropies, can be
parameterized by a single polar angle θ. Asymmetric spin valves are discussed in
Section VIB. In first instance, we disregard spin-flip scattering and discuss later
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how it can be included. Integrating over the lateral coordinates leaves a position
dependence only in the transport direction (x). The next step is the assumption
that the distribution functions for incident electrons from the left and right are
isotropic in space. The distribution functions for the outgoing electrons do not
have to be isotropic, as long as they are subsequently scrambled in the nodes.
The isotropy assumption may be invoked when the nodes are diffuse or chaotic,
such that electrons are distributed equally over all states at the (spin-dependent)
Fermi surfaces (which is equivalent to replacing state dependent scattering matrix
elements by its average [61]). The Fermi surface integration is then carried out
easily, and the distribution functions within left and right ferromagnet nodes (at
locations xL and xR, respectively) are matched via simplified boundary conditions
f+ (xR) = TˇL→R (θ) f
+ (xL) + RˇR→R (θ) f
− (xR) , (107a)
f− (xL) = RˇL→L (θ) f
+ (xL) + TˇR→L (θ) f
− (xR) , (107b)
where the 4×4 transmission and reflection probability matrices have elements like
[56]: £
TˇL→R
¤
SS0 =
1
NLS
X
mn
¡
t R→Lnm
¢
S
¡
t R→Lnm
¢†
S0 . (108)
In the coordinate systems defined by the magnetization directions, the transverse
components of the spin accumulation in the ferromagnets vanish identically [12,
69]. The equations hold for any given energy. Now and in the following we assume
that the scattering matrices vary only slowly on the scale of the applied voltages
eV , a safe assumption in high density metals (except for very hot electron injection
via tunneling barriers). In that case we can integrate over energies to replace
the full distribution functions by the local spin current densities γs and chemical
potentials μs in the local spin quantization frame:Z
f±
¡
ε;xL/R
¢
dε =
¡¡±γ↑ + μ↑¢ ¡xL/R¢ , 0, 0, ¡±γ↓ + μ↓¢ ¡xL/R¢¢ . (109)
By this choice the explicit angle-dependence of transport is contained only in the
matrices.
We can now link an arbitrary distribution on the left to compute the distribu-
tions on the right, subject to the constraint of charge current conservation. Here
we focus on the simple case in which we apply a bias
∆μ =
X
s
(μs (xL)− μs (xR)) , (110)
but no spin accumulation gradient μs (xL) − μ−s (xL) = μs (xR) − μ−s (xR) over
the system. We then find that γs (xL) = γs (xR) , i.e. the spin current component
56
parallel to the magnetization on left and right ferromagnets are the same. The
charge current
Ic =
e
h
X
s
NFs γs (111)
divided by the chemical potential drop is the electrical conductance G = eIc/∆μ.
Eqs. (107,109) then lead to
G =
2e2
h
X
S=1,4
S0=1,4
n
NFS
£
1ˇ− TˇL→R + RˇR→R
¤−1
TˇL→R
o
SS0
. (112)
When the transparency is small, all transmission probabilities are close to zero,
reflection probabilities are close to unity, and the Landauer-Büttiker conductance,
starting point of [56], is recovered:
G→ e
2
h
X
S=1,4
S0=1,4
n
NFS Tˆ (θ)
o
SS0
. (113)
Indeed, in this limit the distributions to the left and right are not perturbed by the
current, the nodes are genuine reservoirs, and standard scattering theory applies.
Also, when θ = 0, π, Eq. (112) is equivalent to results for the two-channel model
[61].
The scattering region has still not been specified and may be interacting and/or
quantum coherent. We now discuss how analytical results can be obtained in the
non-interacting, diffuse limit.
2. Semiclassical concatenation
The scattering matrix of a composite system can be formulated as concatena-
tions of the scattering matrix from separate elements, e.g.. the scattering matrices
of bulk layers and interfaces [116]. By assuming isotropy, i.e. sufficient disorder or
chaotic scattering, Waintal et al. [56] proved by averaging over random scattering
matrices that size quantization effects like the equilibrium exchange coupling or
other phase coherent phenomena are destroyed by disorder and vanish like the in-
verse of the number of modes. Under these conditions we are free to define nodes
in the interior of the device and link them via the boundary conditions (107).
This is equivalent to composing the total transport probability matrices in Eq.
(112) in terms of those of individual elements by semiclassical concatenation rules
[117]. The 4 × 4 transmission probability matrix through a F(0)|N|F(θ) double
heterojunction as in Fig. 13 in which bulk scattering is absent, takes the form
Tˇ (θ) ≡ TˇN→F (θ)
£
1ˇ− RˇN→N (0) RˇN→N (θ)
¤−1
TˇF→N (0) , (114)
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where the interface transmission and reflection matrices as a function of magneti-
zation angle appear. The transformations needed to obtain TˇN→F (θ) and RˇN→N (θ)
require some attention. In terms of the spin-rotation
Uˆ =
µ
cos θ/2 − sin θ/2
sin θ/2 cos θ/2
¶
(115)
and projection matrices (s = ±1)
uˆs (θ) =
1
2
µ
1 + s cos θ s sin θ
s sin θ 1− s cos θ
¶
, (116)
the interface scattering coefficients (omitting the mode indices for simplicity) are
transformed as follows [12]
rˆN→N = Uˆ rˆcN Uˆ
† =
X
s
uˆsr
cN
s , (117)
tF→Nss0 = Uss0t
cF
s0 , (118)
tN→Fss0 = t
cN
s U
†
ss0 , (119)
rF→Fss0 = r
cF
s δss0 . (120)
The superscript c indicates that the matrices should be evaluated in the reference
frame of the local magnetization, and are thus diagonal in the absence of spin-flip
relaxation scattering at the interfaces. Different transformation properties for the
different elements of the scattering matrix derive from our choice to use local spin-
coordinate systems that may differ for each magnet. Let us, for example, inspect
a transmission matrix element from the normal metal into the ferromagnet with
magnetization rotated by θ£
TˇN→F (θ)
¤
11
=
1
NF↑
X
mn
tR→Ln↑m↑
¡
tR→Ln↑m↑
¢†
=
1
2
(1 + cos θ)
1
NF↑
X
mn
¯¯
tcNn↑m↑
¯¯2
(121)
and analogously for the other matrix elements as well as other matrices.
Transport through a more complex system can be treated by repeated concate-
nation of two scattering elements in terms of reflection and transmission matrices
analogous to Eq. (114). In the presence of significant bulk scattering, we can rep-
resent a disordered metal B with thickness dB by diagonal matrices like [56, 61]
¡
TˇB
¢
SS0 =
µ
1 +
e2
h
ρBs dB
AB
¶−1
δSS0 , (122)
where ρBs , AB are the single-spin bulk resistivities and cross section of the bulk
metal (normal or magnetic).
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The interface parameters of the present theory are the spin-dependent
Landauer-Büttiker conductances
gs =
X
lm
¯¯
tcNlm,s
¯¯2
= NN −
X
lm
¯¯
rcNlm,s
¯¯2
=
X
lm
¯¯
tcFlm,s
¯¯2
= NFS −
X
lm
¯¯
rcFlm,s
¯¯2
(123)
and the real and imaginary part of the spin-mixing conductance
gs−s = NN −
X
lm
rcNlm,s
¡
rcNlm,−s
¢∗
,
which can also be represented in terms of the total conductance g = g↑ + g↓,
polarization p = (g↑ − g↓) /g, and relative mixing conductance η = 2g↓↑/g.
The actual concatenation of the 4 × 4 matrices defined here is rather compli-
cated even when using symbolic programming routines. This explains why in [56]
analytic results were obtained only in special limiting cases. We found that final
results are simple even in the most general cases, not only for Eq. (113) considered
by [56], but also for Eq. (112). For the spin valves in Fig. 13, we find for the
conductance as a function of angle
G (θ) =
g˜
2
⎛
⎝1− p˜
2
1 + |η˜|
2
Re η˜
1+cos θ
1−cos θ
⎞
⎠ = g˜
2
⎛
⎝1− p˜2 tan
2 θ/2
tan2 θ/2 + |η˜|
2
Re η˜
⎞
⎠ , (124)
where η˜ = 2g˜↑↓/g˜ and
1
g˜s
=
1
gs
+
e2
h
ρF,sdF
2AF
+
e2
h
ρNdN
2AF
− 1
2
µ
1
NFs
+
1
NN
¶
(125)
1
g˜↑↓
=
1
g↑↓
+
e2
h
ρNdN
2AN
− 1
2NN
. (126)
Equation (124) is identical to the angular magnetoresistance derived by circuit the-
ory [12] after replacement of g˜s and g˜↑↓ by gs and g↑↓. Physically, in Eqs. (125,126)
spurious Sharvin resistances are subtracted from the interface resistances obtained
by scattering theory, whereas bulk resistances are added. These corrections are
large for transparent interfaces and essential to obtain agreement between ex-
perimental results of transport experiments in CPP (current perpendicular to
plane) multilayers [37, 58, 118] and first-principles calculations, for conventional
[35, 61, 119] as well as mixing conductances [36]. The mixing conductance parame-
terizes the magnetization torque due to a spin accumulation in the normal metal,
governed by the reflection of electrons from the normal metal. It is therefore nat-
ural that the mixing conductance is reduced by the bulk resistance of the normal
metal and we can also understand that only the normal metal Sharvin resistance
has to be subtracted. The real part of the mixing conductances is often close to
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the number of modes in the normal metal g↑↓ ≈ NN , in which case g˜↑↓ ≈ NN/2
[114]. By letting NFs → ∞ we are in the regime of [56]. The circuit theory is
recovered when, additionally, NN →∞. The bare mixing conductance is bounded
not only from below Reg↑↓ > g/2 [12], but also from above |g↑↓|2 /Reg↑↓ 6 2NN .
C. Generalized circuit theory
It is not obvious how these results should be generalized to more complicated
circuits and devices as well as to the presence of spin-flip scattering in the normal
metal. The magnetoelectronic circuit theory does not suffer from these drawbacks.
Originally, it was assumed in Ref. [12] that local spin and charge currents through
the contacts only depend on the generalized potential differences, and the local
node chemical potentials are obtained by a spin-generalization of the Kirchhoff
laws of electrical circuits. This is valid only for highly resistive contacts, such that
the in and outgoing currents do not significantly disturb the quasi-equilibrium
distribution of the nodes. Fortunately we are able to relax this limitation and take
into account a drift term in the nodes as well. In order to demonstrate this, we
construct the fictitious circuit depicted in Fig. 14.
Lˆf 1ˆf 2ˆf
Rˆf
gˆ
gˆ
m
iˆ
FIG. 14: Fictitious device that illustrates the generalization of circuit theory to trans-
parent resistive elements as discussed in the text
Consider a junction that in conventional circuit theory is characterized by a
matrix conductance gˆ, leading to a matrix current ıˆ when the normal and ferro-
magnetic distributions fˆL and fˆR are not equal. When the distributions of the
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nodes are isotropic, we know from circuit theory that
ıˆ =
X
ss0
(gˆ)ss0 uˆs
³
fˆL − fˆR
´
uˆs0 , (127)
where the projection matrices uˆs are defined in Eq. (116) and (gˆ)ss = gs,
(gˆ)s,−s =gs,−s. Introducing lead conductances that modify the distributions
fˆL → fˆ1 and fˆ2 ← fˆR, respectively, we may define a (renormalized) conductance
matrix ˆ˜g, which causes an identical current ıˆ for the reduced (matrix) potential
drop:
ıˆ =
X
ss0
³
ˆ˜g
´
ss0
uˆs
³
fˆ1 − fˆ2
´
uˆs0 . (128)
When the lead conductances are now chosen to be twice the Sharvin conductances,
and using (matrix) current conservation
ıˆ = 2NN
³
fˆL − fˆ1
´
(129)
=
X
s
2NFs uˆs
³
fˆ2 − fˆR
´
uˆs , (130)
straightforward matrix algebra leads to the result that the elements of ˆ˜g are identi-
cal to the renormalized interface conductances found above [Eqs. (125,126) without
the bulk resistivities]. By replacing gˆ by ˆ˜g we not only recover results for the spin
valve obtained above, but we can now use the renormalized parameters also for
circuits with arbitrary complexity and transparency of the contacts.
D. Spin-flip scattering
The spin-flip scattering in ferromagnetic transition metals is quite strong be-
cause of the large d-character of many bands close to the Fermi energy that are
susceptible to the spin-orbit interaction. Typical spin-flip diffusion lengths sd
range from 5 (Py)-50 (Co) nm. The spin relaxation can be weak in normal metals
like Cu or Al, leading to long spin-flip diffusion lengths of the order of a micron
even at room temperature, and even much longer in high-quality samples and low
temperature. Spin-flip is usually not very important in magnetic multilayer struc-
tures in which the layer thicknesses are smaller than the spin diffusion lengths and
can often be disregarded completely. On the other hand, the spin-flip diffusion can
be of decisive importance for the transport properties in lateral structures. Even
when the normal metal Nsd is larger than the size of a normal metal island, spin-flip
can dominate the transport when the dwell time is long, e.g. when the contacts to
the ferromagnets are tunneling barriers [9]. In ferromagnets Fsd defines the mag-
netoelectronically active region when in contact with a normal metal. When the
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resistance of the layer defined by a ferromagnet with thickness Fsd is much larger
than the interface resistance, the latter can be disregarded. In this regime the
effect of the spin flip scattering can be treated with relative ease [108], since the
solutions of the diffusion equation in the normal metal and the ferromagnet can
be matched by requiring continuity of charge and longitudinal spin current, at the
same time requiring that the transverse spin current vanishes in the ferromagnet
as discussed before. This is a generalization of Valet and Fert’s approach [57] to
non-collinear magnetic systems, that has also been used by Stiles and Zangwill
[120]. When the interface resistance cannot be neglected and the spin-flip diffu-
sion lengths are shorter than the nodes, the spatially dependent solutions of the
diffusion equation have to be matched at the interfaces in terms of the conductance
parameters as before. This can often be done analytically [63, 96, 108].
The spin-flip scattering in N can also be included [12] (see Section VI); it does
not affect the form of Eq. (165) either, but only reduces the parameter χ˜.
E. Spin-transfer magnetization torque
We have seen that at the interface of to the ferromagnet the spin current polar-
ized normal to the ferromagnetic order parameter is absorbed at the interface. The
absorbed angular momentum is transferred to the ferromagnetic order parameter
as a torque. This is the microscopic basis of Slonczewski’s magnetization torque
[26]. Given a chemical potential imbalance, the normal metal only, we can easily
compute the torque via the spin current (103) as a function of the spin accumula-
tion sfNS on the normal metal node. After integration over energies energies the
total spin torque τ = ~
2e
³
IS − IS · m
´
reads
τ =
~
2e
¡
−2ReG↑↓ m× μs × m− 2 ImG↑↓ μs × m
¢
, (131)
where μs =
Z
dsfs() is the total spin accumulation in the adjacent normal metal.
In Chapter I we pointed out that the Slonczewski torque can be interpreted
qualitatively in terms of Andreev scattering for a half-metallic ferromagnet. Here
we see that this is a simplification, since it is only the real part of the mixing
conductance that can be interpreted as a torque. The imaginary part of the mix-
ing conductance acts as an effective field [69, 121]: although the spin current
penetrates the ferromagnet typically only a couple of Angstroms, during the brief
interaction the spin can precess a finite angle around the exchange field. The trans-
ferred angular momentum transferred in this way has an effect on the ferromagnet
equal to an effective magnetic field parallel to the spin accumulation. There is
mounting evidence that this effective field can be very significant in rather than
good intermetallic interfaces [122—124].
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F. Overview
At this point it seems appropriate to lean back and review the instruments
available to discuss the magnetoelectronic properties of non-collinear circuits and
devices. We have two formally exact and therefore equivalent formalisms to ex-
press electrons and spin transport, i.e. the Landauer-Büttiker scattering theory
and the Keldysh Green function method. If properly handled, both therefore give
the correct results, in principle, but in practice there are distinct advantages and
disadvantages. Random matrix theory is based on the scattering formalism and
proceeds from the assumption of diffuse or chaotic scattering. Under this hypoth-
esis a systematic expansion in the reciprocal number of modes N−1 of the normal
metal spacer allows the systematic inclusion of quantum interference effects, thus
including, at least in principle, effects like Anderson localization. The linearized
Boltzmann equation follows from the Keldysh Green function method in the qua-
siclassical approximation. It can take into account arbitrary anisotropy effects,
the importance of which is not fully established yet. The diffusion equation is ob-
tained by the additional assumption of isotropy. Circuit theory is a hybrid theory,
in which an isotropy assumption is made for the distribution functions for strate-
gically chosen nodes, that are then connected by quantum mechanical boundary
conditions given by scattering theory. The original version of circuit does not
hold when the nodes are connected by very transparent interfaces, but this can be
repaired easily. The two-terminal transport according to the updated version of
circuit theory is identical to random matrix theory for a two-terminal spin valve
to lowest order in N−1. Circuit theory subsequently turned out to be very conve-
nient to generalize results to include spin-flip scattering, many-terminal devices,
time-dependent effects, etc., and will therefore be in the focus of the discussions
in the following, as well an in [73].
V. CALCULATING THE SCATTERING MATRIX FROM FIRST PRIN-
CIPLES
In previous chapters transport properties were formulated in terms of scattering
matrices or in terms of Green functions. The transport properties of a given cir-
cuit or device could be summarized in terms of a few and measurable parameters,
viz. the spin-dependent conductances of interfaces and bulk materials. We de-
rived expressions that relate the conductances directly to the (density-functional)
Hamiltonian of the system, which, where necessary, were estimated in the simple
parabolic-band Stoner model. While the Stoner model yields valuable insights,
many transport properties depend sensitively on the composition of specific sam-
ples and on the details of how they were made. To understand such aspects and
ultimately to be able to guide experimentalists in their choice of materials, we need
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to go beyond the free-electron picture and simple models of interfaces and try to
take into account the complex nature of transition metal electronic structures and
to describe interfaces realistically on an atomic scale.
Various methods have been developed for calculating the transmission of elec-
trons through an interface (or a more extended scattering region) from first prin-
ciples [35, 47, 61, 125—136], or using as input electronic structures which were
calculated from first principles [137—143]. Most are based upon a formulation for
the conductance in terms of non-equilibrium Green’s functions [144] which reduces
in the appropriate limit to the well known Fisher-Lee linear-response form [99] for
the conductance of a finite disordered wire embedded between crystalline leads.
An alternative technique, suitable for Hamiltonians that can be represented in
tight-binding form, has been formulated by Ando [145] and is based upon direct
matching of the scattering-region wave function to the Bloch modes of the leads5.
A third approach based upon “embedding” [148, 149] has been combined with
full-potential linearized augmented plane wave method to yield what is probably
the most accurate scheme to date [132, 133] but is numerically very demanding.
Our main purpose in this chapter is to outline a scheme suitable for studying
mesoscopic transport in inhomogeneous, mainly layered, transition metal magnetic
materials which is
(i) physically transparent
(ii) first-principles, requiring no free parameters,
(iii) capable of handling complex electronic structures characteristic of transition
metal elements and
(iv) very efficient in order to be able to handle lateral supercells to study layered
systems with different lattice parameters and to model disorder very flexibly.
A tight-binding (TB) muffin-tin-orbital (MTO) implementation of the Landauer-
Büttiker formulation of transport theory within the local-spin-density approxima-
tion (LSDA) of density-functional-theory (DFT) satisfies these requirements.
As discussed in Section III, the formulation by Landauer and Büttiker of elec-
tronic transport in terms of scattering matrices where the transmission matrix
element tnm is the probability amplitude that a state |ni in the left-hand lead
incident on the scattering region from the left (see Fig. 15) is scattered into a state
|mi in the right-hand lead is intuitively very appealing because wave transport
through interfaces is so naturally described in terms of transmission and reflec-
tion. Usually, explicit calculation of the scattering states is avoided by making use
5 The relationship between the wave function matching (WFM) [145] and Green function
[99, 144] approaches is not immediately obvious. It was suggested recently that WFM was
incomplete [146] but the complete equivalence of the two approaches could be proven [147].
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FIG. 15: Sketch of the configuration used in the Landauer-Büttiker transport formu-
lation to calculate the two-terminal conductance. A (shaded) scattering region (S) is
sandwiched by left- (L) and right-hand (R) leads which have translational symmetry
and are partitioned into principal layers perpendicular to the transport direction. The
scattering region contains N principal layers but the structure and chemical composition
are in principle arbitrary.
of the invariance properties of the trace in Eq. (1)
G =
e2
h
X
nm
|tnm|2 (132)
to calculate the conductance directly from Green functions expressed in some con-
venient localized orbital representation [144]. However, we want to make contact
with the large body of theoretical literature on mesoscopic physics and address
a wider range of problems in the field of spin-dependent transport as covered by
the magnetoelectronic circuit theory. As evident from the previous sections, this
requires calculation of the full microscopic transmission and reflection matrices t
and r making use of the explicit knowledge of the scattering states to analyse our
numerical results. Our first requirement of physical transparency is satisfied by
choosing a computational scheme which yields the full scattering matrix and not
just the conductance.
In developing a scheme for studying transport in transition metal multilayers,
a fundamental difference between semiconductors and transition metals must be
recognized. Transition metal atoms have two types of electrons with different or-
bital character. The s electrons are spatially quite extended and, in solids, form
broad bands with small effective masses; they conduct well. The d electrons are
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much more localized in space, form narrow bands with large effective masses and
are responsible for the magnetism of transition metal elements. The “magnetic”
electrons, however, become itinerant by hybridization with s-electrons and do con-
tribute to electrical transport. The appropriate framework for describing metallic
magnetism, even for the late 3d transition metal elements, is band theory [90].
An extremely successful framework exists for treating itinerant electron systems
from first-principles and this is the Local Density Approximation (LDA) of Den-
sity Functional Theory (DFT). For band magnetism, the appropriate extension to
spin-polarized systems, the local spin-density approximation (LSDA) satisfies our
second requirement of introducing no free parameters.6
Oscillatory exchange coupling in layered magnetic structures was discussed by
Bruno in terms of generalized reflection and transmission matrices [150] which
were calculated by Stiles [77, 78] for realistic electronic structures using a scheme
[125, 126] based on linearized augmented plane waves (LAPWs). At an interface
between a non-magnetic and a magnetic metal, the different electronic structures
of the majority and minority spin electrons in the magnetic material give rise
to strongly spin-dependent reflection [151, 152]. Schep et al. used transmission
and reflection matrices calculated from first-principles with an embedding surface
Green function method [153] to calculate spin-dependent interface resistances for
specular Cu|Co interfaces embedded in diffusive bulk material [61]. The resulting
good agreement with experiment indicated that interface disorder is less important
than the spin-dependent reflection and transmission from a perfect interface. Cal-
culations of domain wall resistances as a function of the domain wall thickness il-
lustrated the usefulness of calculating the full scattering matrix [47, 154]. However,
the LAPW basis set used by Stiles and Schep was computationally too expensive to
allow repeated lateral supercells to be used to model interfaces between materials
with very different, incommensurate lattice parameters or to model disorder. This
is true of all plane-wave based basis sets which typically require of order 100 plane
waves per atom in order to describe transition metal atom electronic structures
reasonably well.
Muffin-tin orbitals (MTO) form a flexible, minimal basis set leading to highly
6 Because the magnetism of transition metals depends very sensitively on atomic structure [90], it
is important to know this structure quite accurately. The current drive to make devices whose
lateral dimensions approach the nanoscale means that it is becoming increasingly important to
know the atomic structures of these small systems microscopically while at the same time it is
more difficult to do this characterization experimentally. It has become a practical alternative
to determine minimum-energy structures theoretically by minimizing as a function of the
atomic positions the total energy obtained by solving the Schrödinger equation self-consistently
within the local density approximation (LDA) of Density Functional Theory (DFT), thereby
avoiding the use of any free parameters.
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efficient computational schemes for solving the Kohn-Sham equations of DFT [155—
157]. For the close packed structures adopted by the magnetic materials Fe, Co,
Ni and their alloys, a basis set of 9 functions (s, p, and d orbitals) per atom
in combination with the atomic sphere approximation (ASA) for the potential
leads to errors in describing the electronic structure which are comparable to the
absolute errors incurred by using the local density approximation. This should be
compared to typically 100 basis functions per atom required by the more accurate
LAPW method. MTOs thus satisfy our third and fourth requirements of being
able to treat complex electronic structures efficiently.
The tight-binding linearized muffin tin orbital (TB-LMTO) surface Green func-
tion (SGF) method was developed to study the electronic structure of interfaces
and other layered systems. When combined with the coherent-potential approx-
imation (CPA), it allows the electronic structure, charge and spin densities of
layered materials with substitutional disorder to be calculated self-consistently
very efficiently [158]. To calculate transmission and reflection matrices from first
principles, we combined the wave-function matching (WFM) formalism described
by Ando [145] for an empirical tight-binding Hamiltonian, with an ab-initio TB-
MTO basis [157]. The method which results was applied to a number of problems
of current interest in spin-transport: to the calculation of spin-dependent inter-
face resistances where interface disorder was modelled by means of large lateral
supercells [35]; to the first principles calculation of the spin mixing conductance
parameter entering theories with non-collinear magnetizations, relevant for the
spin-transfer torque [36] and the related problem of Gilbert damping enhancement
in the presence of interfaces [96]; to a generalized scattering formulation of the sup-
pression of Andreev scattering at a ferromagnetic|superconducting interface [19];
to the problem of how spin-dependent interface resistances influence spin injec-
tion from a metallic ferromagnet into a III—V semiconductor [83]. These examples
amply demonstrate that the fourth requirement is well satisfied.7
A. Formalism
In the layered magnetic structures which are encountered in the study of spin
transport, Bloch translational symmetry is broken so that the Kohn-Sham equa-
tions have to be solved for the infinite system represented by Fig. 15. This problem
is reduced to finite size (Fig. 16) by replacing the semi-infinite leads by an appro-
priate energy dependent boundary condition as follows. First a local orbital basis
|ii is introduced in which the Hamiltonian H has block tridiagonal form. To study
transport, it is convenient to group the atoms in layers labelled I (see Fig. 15)
7 A version of the method implemented for a real-space grid has also been developed and applied
to the calculation of the conductance of atomic wires [136].
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FIG. 16: The semi-infinite leads and corresponding Hamiltonian problem with an infinite
number of layers from Fig. 15 is replaced by finite leads and an effective Hamiltonian.
The effective Hamiltonian is simply constructed by adding the energy-dependent self-
energies ΣL and ΣR to the H0,0 and HN+1,N+1 Hamiltonian blocks, respectively, where
the indices are principal layer indices. The lead atoms modified by the self energy
are depicted as squares. The left and right self-energies are constructed in terms of
generalized Bloch matrices and blocks of lead hopping matrices for the left-hand and
right-hand leads, respectively.
and to collect all of the expansion coefficients cIi for orbital i in layer I in a vector
CI ≡ cIi. For electrons with energy ε the resulting equation of motion (EoM)
relating the vectors of coefficients CI for layers I − 1, I, and I + 1 is
HI,I−1CI−1 + (H− ε)I,ICI +HI,I+1CI+1 = 0 (133)
forming an infinite set of homogeneous linear equations for I = −∞ . . .+∞ . For
the muffin-tin orbitals we will use, i is a combined index Rlm, where l and m are
the azimuthal and magnetic quantum numbers, respectively, of the MTO defined
for an atomic-spheres-approximation (ASA) potential on the site R. (In the case
of magnetic materials, the effective potentials depend on the spin σ of the orbital
which must consequently be labelledRlmσ. To prevent the notation becoming too
cumbersome, the spin index will not be shown unless strictly necessary.) The EoM
does not restrict us to only considering nearest neighbour interactions since atoms
can be simply grouped into layers defined to be so thick that the interactions
between layers I and I ± 2 are negligible (see Fig. 15). Such layers are called
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principal layers. Their thickness depends on the range of the interactions which in
turn partly depends on the spatial extent of the orbital basis. It can be minimized
by using the highly localized tight-binding MTO representation [155—157].
The infinite set of equations (133) is solved by splitting the problem into (i) a
part involving only the semi-infinite leads which have Bloch translational symmetry
outside the shaded scattering region in Fig. 15 and (ii) making the problem for
the scattering region finite by replacing the infinite leads with an appropriate
boundary condition in the layers I = 0 and I = N + 1. The infinite set of
homogeneous linear equations (133) is reduced to a finite set of inhomogeneous
linear equations for 0 ≤ I ≤ N + 1 whose solution basically requires inverting
the modified Hamiltonian matrix. The inhomogeneous part is determined by the
boundary condition we impose. This depends on which element of the scattering
matrix we require - transmission or reflection from the left- or the right-hand side.
The modification to the Hamiltonian consists of adding an energy-dependent self-
energy to the I = 0 and I = N + 1 diagonal blocks of the Hamiltonian. This
self-energy is constructed from two ingredients. The first is the off-diagonal (in
layer indices) block of the Hamiltonian which describes hopping in the leads. The
second is a generalized “Bloch” matrix which describes the change left- or right-
going electrons undergo as a result of a translation taking us from one principal
layer to another. This is the essence of the wave-function matching (WFM)method
for calculating the transmission and reflection matrices due to Ando [145].
To combine the WFM method with muffin-tin orbitals, it turns out to be con-
venient to use the so-called “tail-cancellation” condition8X
R0,l0m0
[P αRlm(ε)δRR0δll0δmm0 − SαRlmR0l0m0] cαR0l0m0 = 0, (134)
in terms of potential functions PαRlm(ε) which characterize the AS potentials and
the potential-independent screened structure constant matrix SαRlmR0l0m0 whose
range in real space depends on a set of screening parameters {αl}. The set of
parameters which minimize the range of hopping is denoted α = β. The equation
analogous to (133) which we use to solve the scattering problem is then
−SβI,I−1CI−1 +
³
P βI,I(ε)− S
β
I,I
´
CI − SβI,I+1CI+1 = 0. (135)
8 This equation is nothing other than the well known KKR equation of electronic structure theory
(discussed in many solid state physics textbooks) in the so-called atomic spheres approximation
in which the kinetic energy in the interstitial region is taken to be zero and the volume of the
interstitial region is made to vanish by replacing the muffin tin spheres with space filling atomic
spheres. This choice leads to structure constants which are energy and scale independent,
unlike the KKR structure constants. The potential function Pl(ε) is simply related to the
logarithmic derivative Dl(ε) as Pl(ε) = 2(2l + 1) (Dl(ε) + l + 1) / (Dl(ε)− 1) .
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CI ≡ cIi ≡ cIRlm is a (lmax + 1)2N ≡M dimensional vector describing the ampli-
tudes of the I-th layer consisting of N atom sites with (lmax+1)2 orbitals per site.
PI,I and SI,J are M ×M matrices.
In the actual calculation of the transmission matrix, we adopt the following
procedure. First of all two separate self-consistent field calculations are performed
for the left (L) and right (R) leads making use of their perfect lattice periodicity
to calculate the electron densities (for magnetic materials, the spin-densities) as
well as corresponding Fermi energies. Next, a self consistent field calculation is
carried out for the scattering region S between the leads subject to the requirement
that the Fermi energies in the right- and left-hand leads are equal. We now have a
charge (spin) density in all space as well as the corresponding Kohn-Sham effective
potential and can proceed to the solution of the transport problem.
The calculation of the scattering matrix is split into two distinct parts. In the
first stage, the eigenmodes of the leads, of which there are 2M , are calculated
using the EoM (135) and making use of the lattice periodicity. By calculating
their k vectors (which are in general complex) and velocities υk, the eigenstates
can be classified as being either left-going (-) or right-going (+). They form a
basis in which to expand any left- and right-going waves and have the convenient
property that their transformation under a lattice translation in the leads is easily
calculated using Bloch’s theorem (with k complex).
In the second stage, the scattering region S which mixes left- and right-going
lead eigenmodes is introduced in the layers 1 ≤ I ≤ N . The scattering region can
be a single interface, a complex multilayer or a tunnel junction, and the scattering
can be introduced by disorder or simply by discontinuities in the electronic struc-
ture at interfaces. The n → m element of the reflection matrix, rmn, is defined
in terms of the ratio of the amplitudes of left-going and right-going solutions in
the left lead (in layer 0 for example) projected onto the nth right-going and mth
left-going propagating states (k vector real) renormalized with the velocities so as
to have unit flux. The scattering problem is solved by direct numerical inversion
of a matrix with the leads included as a boundary condition so as to make finite
the matrix which has to be inverted. By using real energies throughout we avoid
problems distinguishing propagating and evanescent states which are encountered
when a small but finite imaginary part of the energy is used.
Even though the theoretical scheme outlined above contains no adjustable para-
meters, its practical implementation does involve numerous approximations, some
physical, others numerical, which need to be evaluated. Any workable scheme
must be based upon an independent particle approximation. Our confidence in
the corresponding single particle electronic structures is derived from the agree-
ment (or lack thereof !) with reliable experimental gauges such as Fermi surfaces
determined using methods such as de Haas-van Alphen measurements or the oc-
cupied and unoccupied electronic states close to the Fermi energy determined by,
for example, photoelectron spectroscopy.
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B. Calculations
In this section we illustrate the formalism sketched in the previous section
by calculating the transmission matrix for an ideal ordered Cu|Co(111) interface
(VB1), then describe how interface disorder can be modelled using large lateral
supercells and analyse the results (VB2).
1. Ordered Interfaces
Cu and Co have slightly different atomic volumes. The equilibrium lattice
constant of Cu is 3.614 A˚ and of Co 3.549 A˚, assuming an fcc structure. Even in
the absence of interface disorder, the lattice spacing will not be homogeneous and
will depend on the lattice constant of the substrate on which the sample was grown,
on the global and local concentrations of Cu and Co, and on other details of how
the structure was prepared. In principle we could calculate all of this by energy
minimization. However, we judge that the additional effort needed is not justified
by current experimental knowledge. Instead, we content ourselves with estimating
the uncertainty which results from plausible variations in the (interface) structure
by considering two limiting cases and one intermediate case. In each case an fcc
structure is assumed, with lattice constants corresponding to (i) the atomic volume
of Cu, (ii) the atomic volume of Co, (iii) an intermediate case with arithmetic mean
of Cu and Co atomic volumes.
Our starting point is a self-consistent TB-LMTO SGF calculation [158] for the
interface embedded between semi-infinite Cu and Co leads whose potentials and
spin-densities were determined self-consistently in separate “bulk” calculations.
The charge and spin-densities are allowed to vary in nCu layers of Cu and nCo layers
of Co bounding the interface. The results of these calculations for Cu|Co(111)
interfaces and the three different lattice constants detailed above are given in
Table I for nCu=4, nCo=4. In the Cu layers, only tiny moments are induced. Only
four layers away from the interface on the Co side, the magnetic moments are seen
to be very close to the bulk values. At the interface, where the d-bandwidth is
reduced as a result of the lower coordination number, the moments are suppressed
rather than enhanced. This occurs because the majority-spin d bands are full,
preventing the conversion of minority to majority d electrons. While the number of
majority-spin electrons remains essentially constant, the number of minority-spin
d electrons is enhanced at the expense of the free-electron like sp electrons whose
bandwidth is less strongly affected by the reduction in coordination number. A
2% change in lattice constant changes the bulk magnetic moment of fcc Co by less
than 3% and the effect of changing the basis (spd to spdf ) has a comparable effect.
From Table I we see that the interface moments behave in a similar fashion. The
magnetic moment of the interface Co atoms increases by ∼ 3%, from 1.58μB/atom
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a(A˚) 3.549 3.581 3.614
Basis spdf spd spd spd
mCu(bulk) 0.000 0.000 0.000 0.000
mCu(int-4) 0.001 0.001 0.001 0.001
mCu(int-3) -0.001 0.000 0.000 0.000
mCu(int-2) -0.005 -0.005 -0.005 -0.005
mCu(int-1) 0.002 0.004 0.003 0.001
mCo(int+1) 1.53 1.58 1.61 1.63
mCo(int+2) 1.62 1.66 1.67 1.69
mCo(int+3) 1.60 1.64 1.66 1.68
mCo(int+4) 1.61 1.65 1.67 1.68
mCo(bulk) 1.609 1.646 1.67 1.684
Gmaj(111) 0.41 0.43 0.43 0.43
Gmin(111) 0.38 0.38 0.37 0.36
TABLE I: Variation of the layer-resolved magnetic moments (in Bohr magnetons) for
Cu|Co(111) interfaces with basis set and lattice constant. These results were obtained
with von Barth-Hedin’s exchange-correlation potential. In the last two rows, the interface
conductances are given in units of 1015 : Ω−1m−2.
for a = 3.549 A˚ to 1.63μB/atom for a = 3.614 A˚ for an spd basis compared to a
2.3% increase for bulk atoms. Thus the sp to dmin conversion is enhanced at the
interface by the reduced d-bandwidth.
Once the interface potential has been obtained, the transmission matrix can
be calculated and the BZ summation carried out. The convergence of this sum-
mation, shown in Fig. 17 for a lattice constant of a = 3.614A˚ and an spd basis,
closely parallels the behaviour found on calculating the Sharvin conductance of
the leads and does not represent a limitation in practice. Converged transmission
probabilities
Gσ(nˆ) =
e2
h
X
m,n,kk
T σmn(
kk) =
e2
h
X
m,n,kk
|tσmn(kk)|2 (136)
are given in the last two rows of Table I. The apparently modest spin-dependence
of “bare” interface conductances (∼ 20%) can lead to spin-dependent interface
resistances differing by a factor of ∼ 3 − 5. To obtain estimates of the interface
resistance for highly transparent interfaces, the “bare” transmissions cannot be
used. RLB = 1/GLB results in a finite “interface” resistance, even for a fictitious
interface between identical materials. Schep et al. [61] derived an expression for
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N|M Au|Fe Cu|Co
Layer clean dirty clean dirty
mN (bulk) 0.000 0.000 0.000 0.000
mN (int-3) 0.000 0.000 0.001 0.000
mN (int-2) 0.001 -0.003 -0.000 -0.003
mN (int-1) -0.002 0.010 -0.004 -0.003
mN (int) 0.064 0.026 0.006 0.010
mF (int) - 2.742 - 1.410
mN (int) - 0.128 - 0.036
mF (int) 2.687 2.691 1.545 1.540
mF (int-1) 2.336 2.396 1.635 1.596
mF (int-2) 2.325 2.363 1.621 1.627
mF (int-3) 2.238 2.282 1.627 1.624
mF (bulk) 2.210 2.210 1.622 1.622
TABLE II: Layer-resolved magnetic moments in Bohr magnetons for single N|M inter-
faces (N=Au,Cu; F=Fe,Co). The magnetic moments for the Cu|Co(111) interface differ
slightly from those given in Table I because a different exchange-correlation potential
(Perdew-Zunger) was used.
the resistance of transparent interfaces in terms of the interface transmission, which
takes into account the finiteness of the conductance of the perfect leads:
RSchepσ (A|B) =
h
e2
∙
1P
T σmn
− 1
2
µ
1
NσA
+
1
NσB
¶¸
(137)
where NσA and N
σ
B are the Sharvin conductances of the materials A and B forming
the interface, in units of e2/h . A more detailed discussion of this “Boltzmann
correction” was given in Section IVB.
The majority-spin case can be readily understood in terms of the geometry of
the Fermi surfaces of Cu and Co so we begin by discussing this simple case before
examining the more complex minority-spin channel.
a. Clean Cu|Co (111) Interface: Majority Spins In the absence of disorder,
crystal momentum parallel to the interface is conserved. If, for a given value of kk,
there is a propagating state in Cu incident on the interface but none in Co, then
an electron in such a state is completely reflected at the interface. Conversely, kk’s
for which there is a propagating state in Co but none in Cu also cannot contribute
to the conductance. To determine the existence of such states, it is sufficient to
inspect projections of the Fermi surfaces of fcc Cu and majority-spin Co onto a
plane perpendicular to the transport direction nˆ, shown in Fig. 18 for nˆ = (111).
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FIG. 17: Interface conductance Gσ(111) (in units of 1015 : Ω−1m−2) for an fcc
Cu|Co(111) interface for majority and minority spins plotted as a function of the nor-
malized area element used in the Brillouin zone summation, ∆2kk/ABZ = 1/Q2. Q,
the number of intervals along the reciprocal lattice vector is indicated at the top of the
figure. The squares represent the series (Q = 20, 40, 80, 160, 320) least-squares fitted by
the dashed line; the diamonds, the series (Q = 22, 44, 88, 176, 352) least-squares fitted
by the dash-dotted line. The part of the curve for the Co minority spin case to the left
of the vertical dotted line is shown on an expanded scale in the inset. An fcc lattice
constant of a = 3.614A˚ and von Barth-Hedin exchange correlation potential were used.
The first feature to note in the figure (left-hand and middle panels) is that per kk
there is only a single channel with positive group velocity so that the transmission
matrix in (136) is a complex number whose modulus squared is a transmission
probability with values between 0 and 1. It is plotted in the right-hand panel and
can be interpreted simply. Regions which are depicted blue correspond to kk’s
for which there are propagating states in Cu but none in Co. These states have
transmission probability 0 and are totally reflected. For values of kk for which
there are propagating states in both Cu and Co, the transmission probability is
very close to one, depicted red. These states are essentially free electron-like states
which have the same symmetry in both materials and see the interface effectively
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FIG. 18: Top row: Majority-spin fcc Fermi surfaces of Cu (left), Co (middle), and of Cu
viewed along the (111) direction (right). Bottom row: projection of the majority-spin
fcc Fermi surfaces onto a plane perpendicular to the (111) direction for Cu (left) and Co
(middle). Transmission probability for majority-spin states as a function of transverse
crystal momentum, T (kk) for an fcc Cu|Co(111) interface (right).
as a very low potential step. Close to the centre of the figure there is an annular
region where there are propagating states in Co but none in Cu so they do not
contribute to the conductance. Performing the sum in (136), we arrive at an
interface conductance of 0.43 × 1015 : Ω−1m−2 to be compared to the Sharvin
conductances for Cu and Co of 0.58 and 0.47 respectively, in the same units for
a = 3.549 A˚ and an spd basis. The interface conductance of 0.43 is seen to be
essentially the Sharvin conductance of the majority states of Co reduced because
the states closest to the Λ-axis (corresponding to the symmetry axis of the figures,
the ΓL line in reciprocal space) do not contribute.
b. Clean Cu|Co (111) Interface: Minority Spins The minority-spin case is
considerably more complex because the Co minority-spin d bands are only partly
filled, resulting in multiple sheets of Fermi surface. These sheets are shown in
Fig. 19 together with their projections onto a plane perpendicular to the (111)
transport direction. Compared to Fig. 18, one difference we immediately notice is
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FIG. 19: Top row: Fermi surface (FS) of fcc Cu; of the third, fourth and fifth FS sheets
of minority-spin fcc Co; projection of the Brillouin zone (BZ) on a plane perpendicular
to the (111) direction and of the two dimensional BZ. Middle row: corresponding pro-
jections of individual FS sheets and of Co total. Bottom row: probability Tij(kk) for a
minority-spin state on the single FS sheet of Cu to be transmitted through a Cu|Co(111)
interface into FS sheet j of fcc Co as a function of the transverse crystal momentum
kk. The point Y is such that there are only propagating states in Cu and in the fourth
FS sheet of Co. For the point Y’ slightly further away from Λ and indicated by a small
open square there is, in addition, a propagating state in the third FS sheet of Co.
that even single Fermi surface (FS) sheets are not single valued: for a given kk there
can be more than one mode with positive group velocity. The areas depicted green
in the projections of the FS sheets from the fourth and fifth bands are examples
where this occurs.
An electron incident on the interface from the Cu side, with transverse crys-
tal momentum kk, is transmitted into a linear combination of all propagating
states with the same kk in Co; the transmission matrix tσmn(kk) is in general not
square but rectangular. The transmission probabilities Tmn(kk) are shown in the
bottom row of Fig. 19. Because there is only a single incident state for all kk,
the maximum transmission probability is one. Comparison of the total minority-
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spin transmission probability TLR(kk) (Fig. 19, bottom right-hand panel) with the
corresponding majority-spin quantity (right-hand panel of Fig. 18) strikingly il-
lustrates the spin-dependence of the interface scattering, much more so than the
integrated quantities might have led us to expect; the interface conductances, 0.38
and 0.43× 1015 : Ω−1m−2 from Table I, differ by only ∼ 15%.
Three factors contribute to the large kk-dependence of the transmission prob-
ability: first and foremost, the complexity of the Fermi surface of both materials
but especially of the minority spin of Co; secondly and inextricably linked with
the first because of the relationship ~υk = ∇kε(k), the mismatch of the Fermi ve-
locities of the states on either side of the interface. Thirdly, the orbital character
of the states m and n which varies strongly over the Fermi surface and gives rise
to large matrix element effects.
The great complexity of transition metal Fermi surfaces, clear from the fig-
ure and well-documented in standard textbooks, is not amenable to simple an-
alytical treatment and has more often than not been neglected in theoretical
transport studies. Nevertheless, as illustrated particularly well by the ballistic
limit [59, 76], spin-dependent band structure effects have been shown to lead to
magnetoresistance ratios comparable to what are observed experimentally in the
current-perpendicular-to-plane (CPP) measuring configuration and cannot be sim-
ply ignored in any quantitative discussion. Most attempts to take into account
contributions of the d states to electronic transport do so by mapping the five d
bands onto a single tight-binding or free-electron band with a large effective mass.
Fermi surface topology alone cannot explain all aspects of the transmission
coefficients seen in Fig. 19. For example, there are values of kk, such as that labelled
Y in the figure, for which propagating solutions exist on both sides of the interface
yet the transmission probability is zero. This can be understood as follows. We
begin by choosing a (1 × 1) interface unit cell so that the atoms which occupy
the ABC sites characteristic of the stacking in the fcc structure all lie along the
y-axis. At kk = Y , the propagating states in Cu have {s, py, pz, dyz, d3z2−r2, dx2−y2}
character and are even with respect to reflection in the plane formed by the y-axis
and the transport direction perpendicular to the (111) plane which we choose to
be the z-axis. For this kk the only propagating state in Co is in the fourth band. It
has {px, dxy, dxz} character which is odd with respect to reflection in the yz plane.
Consequently, the corresponding hopping matrix elements in the Hamiltonian (and
in the Green function) vanish and the transmission is zero.
Along the ky axis the symmetry of the states in Cu and those in the fourth band
of Co remain the same and the transmission is seen to vanish for all values of ky.
However, at points further away from Λ, we encounter states in the third band of
Co which have even character whose matrix elements do not vanish by symmetry
and we see substantial transmission probabilities. Similarly, for points closer to Λ,
there are states in the fifth band of Co with even character whose matrix elements
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also do not vanish and again the transmission probability is substantial. Because
it is obtained by superposition of transmission probabilities from Cu into the third,
fourth and fifth sheets of the Co FS, the end result, though it may appear very
complicated, can be straightforwardly analysed in this manner k-point by k-point.
Though the underlying lattice symmetry is only threefold, the Fermi surface
projections shown in Fig. 19 have six-fold rotational symmetry about the line Λ
because bulk fcc structure has inversion symmetry (and time-reversal symmetry).
The interface breaks the inversion symmetry so Tmn(kk) has only threefold rotation
symmetry for the individual FS sheets. However, in-plane inversion symmetry is
recovered for the total transmission probability TLR(−kk) = TLR(kk) which has
full sixfold symmetry.
2. Interface Disorder
Instructive though the study of perfect interfaces may be in gaining an under-
standing of the role electronic structure mismatch may play in determining giant
magnetoresistive effects, all measurements are made on devices which contain dis-
order, in the diffusive regime. Because there is little information available from
experiment about the nature of this disorder, it is very important to be able to
model it in a flexible manner, introducing a minimum of free parameters. To model
interfaces between materials with different lattice constants and disorder, we use
lateral supercells.
a. Lateral Supercells The TB-MTO scheme is computationally very efficient
and allows us to use large lateral supercells to model in a simple fashion interface
disorder, interfaces between materials whose underlying lattices are incommensu-
rate, or quantum point contacts. This treatment becomes formally exact in the
limit of infinitely large supercells. In practice, satisfactory convergence is achieved
for supercells of quite moderate size.
The use of lateral supercells makes it possible to analyse diffuse scattering
particularly simply. We consider an H1 ×H2 lateral supercell defined by the real-
space lattice vectors
A1 = H1a1 and A2 = H2a2 (138)
where a1 and a2 are the lattice vectors describing the in-plane periodicity of a
primitive unit cell (Fig. 20). The cells contained within the supercell are generated
by the set of translationsn
Tk = h1a1 + h2a2 ; 0 ≤ h1 < H1, : 0 ≤ h2 < H2} . (139)
In reciprocal space the supercell Brillouin zone is defined by the reduced vectors
B1 = b1/H1 and B2 = b2/H2 (140)
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FIG. 20: Illustration of lateral supercells and corresponding 2D interface Brillouin zones.
Top panel: lattice vectors for a primitive unit cell containing a single atom (lhs) and a
4 × 4 supercell (rhs). Bottom panel: a single k-point in the BZ (rhs) corresponding to
the 4×4 real-space supercell is equivalent to 4×4 k-points in the BZ (lhs) corresponding
to the real-space primitive unit cell.
where b1 and b2 are the reciprocal lattice vectors corresponding to the real space
primitive unit cell. As a result the Brillouin zone (BZ) is folded down, as shown
schematically in Fig. 20 (bottom rhs), and the single kSk point (S is used to label
supercell quantities) in the supercell BZ corresponds to the set of H1×H2 k points
in the original unfolded BZn
kk = h1 B1 + h2 B2 ; 0 ≤ h1 < H1, : 0 ≤ h2 < H2} . (141)
Solutions associated with different kk in the primitive unit cell representation be-
come different “bands” at the single kk in the supercell representation.
The lead states are calculated using the translational symmetry of the primi-
tive unit cell so that the computational effort scales linearly with the size of the
supercell i.e. as (H1 ×H2) rather than as (H1 ×H2)3 which is the scaling typical
for matrix operations. Another advantage is that it enables us to analyse the scat-
tering. By keeping track of the relation between supercell “bands” and equivalent
eigenmodes at different kSk (Fig. 20) we can straightforwardly obtain tmn(kk1,kk2)
and other scattering coefficients. In other words the “interband” specular scatter-
ing in the supercell picture translates, in the presence of disorder in the scattering
region, into the “diffuse” scattering between the kk vectors belonging to the set
(141). Since this approach is formally only valid if sufficiently large supercells are
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FIG. 21: Interface conductance of a Cu|Co(111) interface for different configurations
of disorder as a function of N where the lateral unit cells contain N × N sites. These
results are for an fcc lattice constant of a = 3.549A˚, an spd basis and Perdew-Zunger
exchange-correlation potential.
used, we begin by studying how the interface conductance depends on the lateral
supercell size.
To perform fully self-consistent calculations for a number of large lateral super-
cells and for different configurations of disorder would be prohibitively expensive.
Fortunately, the coherent potential approximation (CPA) is a very efficient way of
calculating charge and spin densities for a substitutional disordered AxB1−x alloy
with an expense comparable to that required for an ordered system with a minimal
unit cell [159]. The output from such a calculation are atomic sphere potentials
for the two sites, υA and υB. The layer CPA approximation generalizes this to
allow the concentration to vary from one layer to the next [158].
Once υA and υB have been calculated for some concentration x, an N × N
lateral supercell is constructed in which the potentials are distributed at random,
maintaining the concentration for which they were calculated self-consistently. For
a given value of N , a number of such random distributions is generated. The
conductances calculated for 4 ≤ N ≤ 20 are shown in Fig. 21 for a Cu|Co(111)
interface in which the Cu and the Co layers forming the interface are totally mixed
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to give two layers of 50%-50% interface alloy. The sample-to-sample variation is
largest for the minority spin case, ranging from ±5% for a modest 4× 4 unit cell
and decreasing to about ±0.5% for a 20× 20 unit cell. For N ∼ 10, the spread in
minority spin conductances is ∼ 3% which is comparable to the typical uncertainty
we associated with the LDA error, the uncertainty in lattice constants or the error
incurred by using the ASA.
Comparing the conductances without and with disorder, we see that disorder
has virtually no effect on the majority spin channel (0.42 versus 0.42×1015Ω−1m−2)
which is a consequence of the great similarity of the Cu and Co majority spin
potentials and electronic structures. However, in the minority-spin channel the
effect (0.38 versus 0.32×1015Ω−1m−2) is much larger. Equation (137) can be used
to obtain estimates of the interface resistances RSchepσ , which can be compared to
values extracted from experiment [58, 160]. A comparison of theoretical values
derived in this way with experiment is reproduced from Ref. [62] in Table III.
The results in Table III were obtained for disordered interfaces comprising two
monolayers (2ML) of 50%-50% alloy, a model derived from X-ray [162] NMR
[163, 164], and magnetic EXAFS [165] studies. Though plausible, it does contain
large uncertainties. In [166] the effect of changing the interface alloy concentra-
tion and the number of layers containing disorder was studied for the Cu|Co(111)
interface. As expected, the minority spin electrons are much more sensitive to the
details of the interface disorder than the majority spin electrons. Nevertheless, the
interface resistances calculated for the minority spin channel using Equation (137)
lie within the range of values extracted from experiment for sputtered and MBE
grown multilayers and tabulated in Table I of Ref. [160].
The differences between ARSchep and ARLB are very significant for highly trans-
parent interfaces. The agreement of the computed interface resistances with exper-
iments, which was already found to be good for specular Cu|Co interfaces [61, 119],
is improved for minority spins by including interface disorder [35]. However, for
the majority-spin case, the calculated interface resistance is larger than the value
extracted from experiment, whether or not interface disorder is included. We will
return to this again briefly after discussing how the interface scattering can be
analysed.
3. Analysis of Interface Disorder Scattering: Cu|Co
When disorder is modelled using lateral supercells, the transmission matrix
elements can be categorized as being either ballistic or diffuse, depending upon
whether or not transverse momentum is conserved. The scattering induced by
two layers of 50%-50% alloy is illustrated in Figs. 22 and 23 for the majority
and minority spins, respectively, of a Cu|Co(111) interface. The calculations were
performed for a single kk point, Γ, and a 20 × 20 lateral supercell, equivalent
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Interface Roughness ARSchepmaj AR
Schep
min AR
LB
maj AR
LB
min
Au/Ag(111) Clean 0.094 0.094 2.41 2.41
Au/Ag(111) 2 layers 50-50 alloy 0.118 0.118 2.43 2.43
Au/Ag(111) Exp. [160] 0.100± 0.008 0.100± 0.008
Cu/Co(100) Clean 0.33 1.79 2.27 3.11
Cu/Cohcp(111) Clean 0.60 2.24 2.67 3.65
Cu/Co(111) Clean 0.39 1.46 2.39 2.80
Cu/Co(111) 2 layers 50-50 alloy 0.41 1.82±0.03 2.40 3.14
Cu/Co(111) Exp. [160] 0.26±0.06 1.84±0.14
Cr/Fe(100) Clean 2.82 0.50 3.51 1.45
Cr/Fe(100) 2 layers 50-50 alloy 0.99 0.50 1.68 1.45
Cr/Fe(110) Clean 2.74 1.05 4.22 3.17
Cr/Fe(110) Clean [119] 2.11 0.81
Cr/Fe(110) 2 layers 50-50 alloy 2.05 1.10 3.53 3.22
Cr/Fe(110) Exp. [161] 2.7±0.4 0.5±0.2
TABLE III: Interface resistances, in units of (fΩm2), for a number of commonly studied
interfaces. ARSchepσ are theoretical values calculated using Eq. (137); ARLBσ are theo-
retical values obtained using “bare” transmission probabilities. Some of the values differ
from those which can be calculated using interface and Sharvin conductances quoted in
the text because other lattice constants, exchange-correlation potentials, etc. were used.
to using a 1 × 1 interface cell and k-space sampling with 20 × 20 points in the
corresponding BZ. Figs. 22(a) and 22(b) show the majority-spin Fermi surface
projections of fcc Cu and Co, respectively, and the coarse 20 × 20 grid is seen
to yield a good representation of the detailed Fermi surface projections shown in
Fig. 18. The probability, T (kk,k0k), that a state in Cu with transverse momentum
kk is scattered on transmission through the disordered interface into the state in Co
with transverse momentum k0k, is shown in Fig. 22(c) for kk = Y on the ky axis (see
the inset in Fig. 19) and is dominated by the kk-conserving forward scattering, the
specular transmission: T (kk = Y,kk = Y ) = 0.93. Indeed, the diffuse scattering is
so weak that it cannot be seen on a scale of T from 0 to 1. To render it visible,
a magnification by a factor 500 is needed, shown in Fig. 22(d). The total diffuse
scattering, Tdiff(Y ) =
P
k0k 6=kk T (
kk = Y,kk 6= Y ) = 0.04 can be seen from the
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FIG. 22: Fermi surface projections of majority-spin fcc Cu (a) and Co (b) derived from
a single k-point using a 20× 20 lateral supercell. The honeycomb lattice represents the
corresponding 20 × 20 mesh of kk points in reciprocal space. The red point in the Cu
Fermi surface projection corresponds to the point Y in Fig. 19. T (Y,k0k) is shown in
(c) and magnified by a factor 500 in (d) where the ballistic component T (Y,k0k = Y ) is
indicated by a white point because its value goes off the scale.
figure to be made up of contributions of T ∼ 0.0004 per kk-point from roughly
a quarter of the BZ (100 kk points) centred on kk = Y . The total transmission,
Ttotal = Tspec + Tdiff = 0.93 + 0.04 = 0.97, compared to a transmission of 0.99
in the absence of disorder. In the majority case, there is thus a strong specular
transmission peak surrounded by a weak diffuse background.
The minority-spin Fermi surface projections of fcc Cu and Co are shown in
Figs. 23(a) and 23(b), respectively. Compared to the corresponding panels in
Fig. 19, the 20 × 20 point representation is seen to be sufficient to resolve the
individual Fermi surface sheets of Co. To study the effect of scattering, we consider
two different situations. In the first, we again consider kk = Y , for which the
transmission in the absence of disorder was zero as a result of the symmetry of the
states along the ky axis. T (kk = Y,kk) is shown in Fig. 23(c). By contrast with the
majority-spin case just examined, there is now scattering to all other k-points in
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FIG. 23: Fermi surface projections of minority-spin fcc Cu (a) and Co (b) derived from
a single k-point using a 20× 20 lateral supercell. The red circle in the Cu Fermi surface
projection (a) corresponds to the point Y 0 in Fig. 19. (c) T (Y,k0k) and (d) T (Y
0,k0k);
the ballistic component T (Y 0,k0k = Y
0) is indicated by a white point because its value
goes off the scale.
the 2D BZ,
P
k0k 6=kk T (
kk = Y,kk 6= Y ) = 0.58. The specular transmission T (Y, Y )
has increased from 0.00 in the clean case, to only 0.01 in the presence of disorder.
The effect of disorder is to increase the total transmission, Ttotal(Y ) =
P
k0k
T (kk =
Y,kk) from 0.00 to Tspec(Y )+Tdiff (Y ) = 0.01+0.58 = 0.59. Disorder thus increases
the transmission for states which were strongly reflected in its absence.
The second case we consider is that of a k-point slightly further away from the
origin Λ along the ky axis which had a high transmission, T (Y 0) = 0.98, in the
absence of disorder. For this k-point, T (kk = Y 0, kk), shown in Fig. 23(d), looks
very similar to Fig. 23(c). There is strong diffuse scattering with
P
k0k 6=kk T (
kk =
Y 0, kk 6= Y 0) = 0.54 while T (Y 0, Y 0) has been drastically decreased from 0.98 in
the clean case, to 0.06 as a result of disorder. The total transmission, Ttotal(Y 0) =
Tspec(Y
0) + Tdiff(Y 0) = 0.06 + 0.54 = 0.60, is almost identical to what was found
for the Y point. The effect of disorder has been to decrease the transmission of
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FIG. 24: Differential interface resistance as the number of interfaces increase for a dis-
ordered Cu|Co(111) multilayer embedded between Cu leads. An 8× 8 lateral supercell
was used and the interface was modelled as two layers of 50%-50% alloy.
states which, in its absence, were weakly reflected. The strong k-dependence of
the transmission found for the minority-spin channel in the specular case is largely
destroyed by a small amount of disorder.
To derive (137), it was assumed that there is loss of phase coherence between
adjacent interfaces. The scattering of majority-spin electrons at the Cu|Co(111)
interface is so weak that this assumption is not obviously valid. It can be examined
by seeing whether or not the total resistance of a Cu|Co multilayer containing
N interfaces scales linearly with N. If this is so, then the incremental interface
resistance R(N) − R(N − 1) should be independent of N . Note that the lead
correction in (137) is independent of N and thus drops out of the incremental
resistance.
The results of an extensive series of calculations for a disordered Cu10|Co10(111)
multilayer attached to Cu leads are shown in Fig. 24 which includes experimental
values [160] for comparison. An 8× 8 lateral supercell was used so that, according
to Fig. 21, the error on the interface transmission due to configuration averaging is
negligible for the majority-spin case and of order 5% for the minority spins. In the
largest calculation represented in Fig. 24, the scattering region contained about
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7200 atoms. For the strongly scattered minority spins, the interface resistance
is essentially constant for all N (within the error bar of the calculation set by
the configuration averaging, choice of exchange-correlation potential etc.). For
the majority spin case there is a sharp drop before the incremental resistance
levels off to a constant value for N ≥ 4 which is a factor 3 to 4 lower than the
experimental value. This implies a breakdown of the series resistor model for
the majority spins or else there is some other source of majority-spin scattering
which has not been included in the calculation. Including bulk scattering does not
change this result significantly. Other materials specific studies of the transport
properties of Cu|Co multilayers carried out with other methods [75] also find that
substitutional disorder alone cannot account for the reported resistivities in the
majority-spin channel.
a. Cr|Fe An extreme example of how interface disorder can enhance interface
transmission is found for the bcc(100) orientation of Cr|Fe. Whereas the majority-
spin band structures were well matched in the case of Cu|Co, the situation is re-
versed for Cr|Fe and it is the minority-spin electronic structures which match well.
Calculating the interface resistance using (137), we find values of 2.82 fΩm2 and
0.50 fΩm2 for majority and minority spin, respectively, in the absence of disor-
der and values of 0.99 fΩm2 and 0.50 fΩm2, respectively when interface disorder
is modelled as two layers of 50-50 alloy as was done for Cu|Co. Thus disorder
reduces the majority-spin interface resistance by almost a factor of three while
having only a small effect on the well-matched minority spin channel just as in the
Cu|Co majority spin case.
The qualitative difference between Cr|Fe and Cu|Co can be understood in terms
of their Fermi surface projections and transmission probabilities TLR(kk). In the
Cu|Co(111) majority-spin case (Fig. 18), there was a large area of the 2D BZ
where states on both sides matched very well and interface disorder led to mainly
forward scattering with virtually no reduction of the total transmission. In the
minority-spin case (Fig. 19), the situation was more complicated because the av-
erage transmission was much lower in the absence of disorder (∼ 60%) and the
disorder-induced reduction of the interface transmission (∼ 20%) resulted from two
competing effects: transmission enhancement by symmetry-breaking for channels
which were closed for reasons of symmetry and transmission reduction by diffuse
scattering for channels which were very transparent in the absence of disorder. On
balance, defect scattering reduced the transmission probability and thus increased
the interface resistance of the Cu|Co minority spin channel.
In spite of there being multiple sheets of Cr and majority-spin Fe Fermi surfaces
which overlap in large regions of the 2D Brillouin zone (see Figs. 25(a-c)), the
average majority-spin transmission probabilities in the absence of disorder, shown
in Fig. 25(d), are very small throughout the BZ while those for the minority-spin
case, shown in Fig. 25(e), are quite substantial. As in the Cu|Co case, there are
two mechanisms by which interface disorder increases the interface transmission.
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FIG. 25: Fermi surface projections of bcc (a) non-magnetic Cr, (b) Fe, majority-spin
and (c) Fe, minority-spin. (d) and (e) show the majority- respectively, minority-spin
interface transmissions for a clean lattice-matched bcc Cr|Fe interface. The result of
integrating the number of channels over the whole Brillouin zone is given in brackets at
the top of each panel.
Majority-spin electrons with small kk are almost completely reflected at the clean
Cr|Fe interface because the electronic states on both sides of the interface do
not match well. Defect scattering is found to increase the transmission of these
electrons strongly. Furthermore, for large areas of the two-dimensional Brillouin
zone, there are no propagating states on the Cr side. Propagating modes in Fe with
these values of kk, which were inaccessible to Cr electrons in the ordered case, can
be reached by diffusive scattering. This opens up a large number of new channels
and this increase in transmission for the Cr|Fe majority-spin channel translates
into a reduction by a factor 3 of the interface resistance. Recent CPP experiments
on Fe/Cr(110) [161] show that the spin-averaged resistance agrees very well with
the theoretical prediction, but not the polarization dependence.
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C. Mixing conductances and spin torque
The real and imaginary parts of the complex mixing conductance introduced
in Section IV for an N|F interface describe how the interface reflects the different
components of a vector spin current incident from the non-magnetic side. If,
instead of a single interface, we consider an N|F|N sandwich structure containing
a magnetic layer of finite thickness d, then it also becomes necessary to consider
how a spin current may be transmitted from the non-magnetic layer on the left
into that on the right. To do this, we consider how a spin current flows through
the entire system in response to an externally applied spin accumulation μ induced
in the left lead only and the ferromagnet is magnetized along the z axis. The spin
current incident on the interface from the left is then proportional to the number
of incoming channels in the lead ILin = g
Sh
N μ. The reflected spin current is given by
I Lout =
1
2π
⎛
⎜⎝
gShN − Regr↑↓ −Imgr↑↓ 0
Imgr↑↓ g
Sh
N − Regr↑↓ 0
0 0 gShN − (g↑ + g↓)/2
⎞
⎟⎠μ (142)
where
gσ =
X
nm
|tσnm|2 (143)
are the conventional Landauer-Büttiker conductances and
gr↑↓ = S
−1
X
mn
¡
δmn − r↑mnr↓	mn
¢
, (144)
is the reflection mixing conductance introduced in Section IV. The transverse
component of the reflected spin current is seen to be determined by the real and
imaginary parts of gShN −gr↑↓ =
P
mn r
↑
mnr
↓	
mn. The transmitted spin current is given
by [167]
I Rout =
1
2π
⎛
⎜⎝
Regt↑↓ Img
t
↑↓ 0
−Imgt↑↓ Regt↑↓ 0
0 0 (g↑ + g↓)/2
⎞
⎟⎠μ (145)
where the transmission mixing conductance gt↑↓, which describes the transverse
component of the transmitted spin current which is subject to precession and
absorption within the magnetic layer, is given by
gt↑↓ = S
−1
X
mn
t
0↑
mnt
0↓	
mn. (146)
Here, S is the N|F contact area, conductances are given per unit contact area,
and m and n denote scattering states at the Fermi energy of the normal-metal
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leads. Thus we see that the reflection and transmission mixing conductances,
which determine how much of an incoming spin angular momentum flux is lost
at an interface with a magnetic layer of finite thickness, are defined in terms of
the spin-dependent reflection and transmission matrices we calculated in the last
section. We now proceed to determine typical values of gt↑↓ and g
r
↑↓ and to study
their dependence on magnetic layer thickness and on interface disorder.
In order to do so, we consider two representative N|F interfaces: the Cu|Co(111)
interface considered in the last chapter and Au|Fe(001). Because both of these sys-
tems are nearly ideally lattice matched, we assume common lattice constants for
both metals of a given structure: aCu|Co = 3.549 Å and aAu|Fe =
√
2×2.866 =4.053
Å. The same two step procedure of performing self-consistent LSDA calculations
for the potentials and subsequent calculation of the scattering matrix using the po-
tentials as input was followed. The atomic-sphere (AS) potentials of 4 monolayers
on either side of the magnetic layer (or interface) were iterated to self-consistency
while the potentials of more distant layers were held fixed at their bulk values. Dis-
ordered interfaces were modelled with one atomic layers of a 50%-50% alloy (for
N|F|N systems) or two (for single N|F interfaces). While this model is probably
reasonable for Cufcc|Cofcc because of the nearly perfect lattice match and struc-
tural compatibility, the situation is more complicated for Aufcc|Febcc because of
the large difference in AS sizes for Au and Fe with Wigner-Seitz radii of 2.99 and
2.67 Bohr atomic units, respectively. We have assumed here that the disorder is
only substitutional and that the diffused atoms occupy the AS of the same size as
that of the host element. In the Au|Fe|Au case, where the alloy is only one atomic
monolayer (ML) thick, we assume that the Fe atoms diffuse into Au. While the
validity of this model can be questioned, the insensitivity of the final results to the
details of the disorder (e.g. one versus two monolayers of alloy) indicate that this
is not a critical issue. The layer-resolved magnetic moments for single interfaces
are given in Table IV.
The two-dimensional Brillouin zone (2D BZ) summation required to calculate
the mixing conductances using Eqs. (144) and (146) was performed with k||-
mesh densities equivalent to 104 points in a 2D BZ of a 1 × 1 interface unit cell.
The uncertainties resulting from this BZ summation and from impurity ensemble
averaging are of the order of a few times 1012 Ω−1m−2, which is smaller than the
size of the symbols used in the figures.
1. Calculated Mixing Conductances
Figures 26 to 29 show how Gr↑↓ = (e
2/h)gr↑↓ and G
t
↑↓ = (e
2/h)gt↑↓ depend on
the thickness d of the magnetic layer (measured in atomic layers) for specular (k||-
preserving) Au|Fe|Au(001) and Cu|Co|Cu(111) systems. Both quantities exhibit
quasi-oscillatory behaviour with, however, noticeably different periods and ampli-
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N|M Au|Fe Cu|Co
Layer clean dirty clean dirty
mN (bulk) 0.000 0.000 0.000 0.000
mN (int-3) 0.000 0.000 0.001 0.000
mN (int-2) 0.001 -0.003 -0.000 -0.003
mN (int-1) -0.002 0.010 -0.004 -0.003
mN (int) 0.064 0.026 0.006 0.010
mF (int) - 2.742 - 1.410
mN (int) - 0.128 - 0.036
mF (int) 2.687 2.691 1.545 1.540
mF (int-1) 2.336 2.396 1.635 1.596
mF (int-2) 2.325 2.363 1.621 1.627
mF (int-3) 2.238 2.282 1.627 1.624
mF (bulk) 2.210 2.210 1.622 1.622
TABLE IV: Layer-resolved magnetic moments in Bohr magnetons for single N|M inter-
faces (N=Au,Cu; F=Fe,Co). The magnetic moments for the Cu|Co(111) interface differ
slightly from those given in Table I because a different exchange-correlation potential
(Perdew-Zunger) was used.
tudes. The values of bothGr↑↓ andG
t
↑↓ are determined by two factors: the matching
at the interface of the normal metal and ferromagnetic metal states (described by
the scattering coefficients of the single interface) and the phases accumulated by
electrons on their passage through the magnetic layer (quantum-size effect). The
first factor determines the amplitudes of the oscillations and (for Gr↑↓) the asymp-
totic values, while the second is responsible for the observed quasi-periodicity. In
order to better understand this, it is instructive to interpret the transmission and
reflection coefficients of the finite-size magnetic layer in terms of multiple scat-
tering at the interfaces. We first note that both Cu and Au have only one left-
and one right-going state at the Fermi level for each value of k|| and spin so that
the summations in Eqs. (144) and (146) reduce to integrations over the 2D BZ
involving the complex-valued functions rσ(k||) and tσ(k||). Retaining only lowest-
order thickness-dependent terms, dropping explicit reference to k||, and dropping
the primes on t
0
, we then have
tσ ≈ tσF→NΛσtσN→F (147)
rσ ≈ rσN→N + tσF→NΛσrσF→FΛσtσN→F (148)
where tσN→F = (t
σ
1 , . . . , t
σ
n)
T is a vector of transmission coefficients between a single
propagating state in the normal metal and a set of states in the ferromagnet, Λσ
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FIG. 26: Reflection spin-mixing conductance (per unit area) of a Au|Fe|Au(001) tri-
layer with perfect interfaces as a function of the thickness d of the Fe layer. In this
and subsequent plots, mixing conductances expressed in terms of number of conduction
channels per unit area are converted to Ω−1m−2 using the conductance quantum e2/h,
i.e. G↑↓ = (e2/h)g↑↓.
is a diagonal matrix of phase factors eik
σ
j⊥d (j is an index of the states in the ferro-
magnet), rσN→N is a scalar reflection coefficient for states incoming from the normal
metal and rσF→F is a square matrix describing reflection on the ferromagnetic side.
The set of states in the ferromagnet consists of both propagating and evanescent
states. The contribution of the latter decreases exponentially with the thickness
of the layer.
Concentrating first on the thickness dependence of gt↑↓, we notice that, in view
of Eq. (147), the summation in Eq. (146) is carried out over terms containing phase
factors ei(k
↑
i⊥−k
↓
j⊥)d. Because of the large differences between majority and minor-
ity Fermi surfaces of the ferromagnet, this typically leads to rapidly oscillating
terms which mostly cancel out on summing over k||. It can be argued [69] in the
spirit of the theory of interlayer exchange coupling [65] that the only long-range
contributions originate from the vicinity of points for which ∇k||(k
↑
i⊥ − k
↓
j⊥) = 0,
corresponding to the stationary phase of the summand in Eq. (146). These contri-
butions will then exhibit damped oscillations around zero value as seen in Figs. 27
and 29.
Turning to gr↑↓, we find on substituting Eq. (148) into Eq. (144) that there are
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FIG. 27: Transmission spin-mixing conductance of a Au|Fe|Au (001) trilayer with perfect
interfaces as a function of the thickness d of the Fe layer.
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FIG. 28: Reflection spin-mixing conductance of a Cu|Co|Cu (111) trilayer with perfect
interfaces as a function of the thickness d of the Co layer.
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FIG. 29: Transmission spin-mixing conductance of a Cu|Co|Cu (111) trilayer with perfect
interfaces as a function of the thickness d of the Co layer.
two thickness-independent contributions. The first comes from summing the δnm
term in Eq. (144) and is nothing other than the number of states in the normal
metal (i.e. the Sharvin conductance). The second comes from the r↑N→Nr
↓∗
N→N
term and provides an interface-specific correction to the first. Superimposed on
these two is the contribution from the thickness-dependent terms which, to lowest
order, contain phase factors ei(k
σ
i⊥+k
σ
j⊥)d and e−i(k
σ
i⊥+k
σ
j⊥)d. Just as in the case of gt↑↓,
one can argue that the integral over these terms will have oscillatory character.
However, the oscillations will have different periods and occur around the constant
value set by the first two contributions. It is clear that the value approached
asymptotically by gr↑↓ is simply the reflection mixing conductance evaluated for a
single interface.
The (quasi)periodicity of gr↑↓ and g
t
↑↓ as a function of the magnetic-layer thick-
ness d clearly depends (through the Λσ) on the electronic structure of the internal
part of the magnetic layer, which for metallic systems is practically identical to
that of the bulk material. The amplitudes, on the other hand, are related to the
interfacial scattering coefficients introduced in Eqs. (147) and (148). Analyzing the
scattering properties of the single interface enables us in the following to under-
stand why the amplitudes of oscillation of gt↑↓ are substantially larger than those
of gr↑↓ for the two systems considered. We begin by noting that the transmission
probability for states in the majority-spin channel assumes values close to one
over large areas of the Brillouin zone for both Cu|Co and Au|Fe, as illustrated in
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FIG. 30: Plotted within the first Brillouin zone for the Cu|Co(111) interface: trans-
mission probability for (a) majority- and (b) minority-spins. (c) Real and (d) imagi-
nary parts of r↑N→Nr
↓	
N→N . (e) Real and (f) imaginary parts of t
↑
intt
↓	
int where tσint =
tσF→N · tσN→F as discussed in the text. Note the different scales for panels (a), (b) and
for (c) - (f).
Fig. 30(a) for the Cu|Co(111) interface. For Cu|Co, this results from the close
similarity of the corresponding Cu and Co electronic structures. The situation is
more complicated for Au|Fe because the majority-spin Fermi surface of Fe consists
of several sheets, unlike that of Au. However, one of these sheets is made up of
states which match well with the states in Au. In the minority-spin channel, on the
other hand, the transmission probability varies between 0 and 1; see Fig. 30(b).
The average magnitude of the “spin-mixing” products of Eqs. (144) and (146)
are therefore determined mostly by the majority-spin scattering coefficients with
the modulation, as a function of k||, provided by the corresponding minority-spin
coefficients.
The small reflectivity for the majority-spin states has a direct consequence for
the values of the mixing conductances. In the case of gr↑↓, the second term under
the sum in Eq. (144) will typically have a negligible magnitude. This follows
directly from r↑N→N ≈ 0 [and consequently also (r
↑
F→F )i,j ≈ 0 ] and Eq. (148) and
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is illustrated in Fig. 30 (c) and (d) for the r↑N→Nr
↓∗
N→N term. As we can see, the only
non-zero contributions in this case come from the outer regions of the Brillouin
zone, where states from the normal metal are perfectly reflected because of the
absence of propagating majority-spin states in the ferromagnet. Independently
varying phases (as a function of k||) for “up” and “down” reflection coefficients
lead, in the course of integration over k||, to additional cancellation of already
small contributions. The final outcome is that the values of gr↑↓ are determined
mostly by the first term in the Eq. (144), i.e. the Sharvin conductance of the lead.
Because the interface transmission in the majority-spin channel is uniformly
large almost everywhere in the Brillouin zone, the transmission through the mag-
netic layer also remains large for arbitrary thicknesses and its magnitude (but not
its phase) is only weakly modulated by the multiple scattering within the layer.
The magnitude of the t↑t↓∗ product is then modulated mostly by the variation of
the transmission in the minority-spin channel, as a function of k||. To demonstrate
the effect of the interface scattering on gt↑↓, values of the product t
↑
intt
↓∗
int are shown
in Figs. 30(e) and (f) for a Cu|Co (111) interface. Here, t↑int is defined as the scalar
product of the interface transmission vectors: tσint = t
σ
F→N · tσN→F . As one can see,
the values assumed by the real and imaginary part of this product vary strongly
throughout the Brillouin zone. Unlike the case of gr↑↓, however, the values span the
entire range from -1 to +1. An imbalance of positive and negative contributions is
therefore more likely to produce a sizeable integrated value. The complex values of
t↑t↓∗ are further modified by thickness- and k||-dependent phase factors discussed
above, which leads to the oscillatory damping seen in Figs. 27 and 29.
Figures 31 and 32 show the same quantities (Gr↑↓ and G
t
↑↓) calculated in the
presence of disorder modelled by 1 monolayer of 50 % alloy added on each side
of the magnetic layer. For both systems we have used 10 × 10 lateral supercells.
The thickness d in this case is that of the clean ferromagnetic layer. For both
material systems, the effect of disorder is to strongly reduce the amplitudes of
the (quasi)oscillations. The reflection mixing conductance becomes practically
constant at the level of its asymptotic (i.e. interfacial) value listed in Table V
for clean and disordered interfaces.9 The disorder here was modelled by 2 ML of
50 % alloy. In spite of this difference, the values are practically identical to the
9 The values given in Table V differ somewhat from ones reported previously in [36]. There
are two reasons for this. Firstly, these calculations were performed using energy-independent
muffin-tin orbitals linearized about the centres of gravity of the occupied conduction states.
The current implementation [83, 168] uses energy-dependent, (non-linearized) MTO’s, calcu-
lated exactly at the Fermi energy which improves the accuracy of the method. Secondly, on
performing the 2D-BZ integration in Eq. (144), it was assumed by [36] that the contribution
to the sum of kk points for which there are no propagating states in the ferromagnet should
be neglected. However, the lack of propagating states in the ferromagnet does not necessarily
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FIG. 31: Spin-mixing conductances of a Au|Fe|Au (001) trilayer with disordered inter-
faces as a function of the thickness d of the Fe layer.
asymptotic ones seen in Figs. 26, 28, 31, and 32. In particular, ImGr↑↓ assumes
System Interface G↑ G↓ ReGr↑↓ ImG
r
↑↓ G
Sh
N G
Sh
F↑ G
Sh
F↓
Au|Fe clean 0.40 0.08 0.466 0.005 0.46 0.83 0.46
(001) alloy 0.39 0.18 0.462 0.003
Cu|Co clean 0.42 0.38 0.546 0.015 0.58 0.46 1.08
(111) alloy 0.42 0.33 0.564 -0.042
Cr|Fe clean 0.14 0.36 0.623 0.050 0.63 0.90 0.46
(001) alloy 0.26 0.34 0.610 0.052
TABLE V: Interface conductances in units of 1015 Ω−1m−2.
prohibit the transfer of spin angular momentum which can be mediated by evanescent states,
for example in the case of a magnetic insulator. The contribution from such kk points should
be included in the 2D-BZ integration.
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FIG. 32: Spin-mixing conductances of a Cu|Co|Cu (111) trilayer with disordered inter-
faces as a function of the thickness d of the Co layer.
values two orders of magnitude smaller than ReGr↑↓, with the latter being close to
the Sharvin conductance of the normal metal. This approximate equality results
once again from a combination of amplitude (small |r↑|) and uncorrelated spin-up
and spin-down phase effects.
For Gt↑↓, the oscillations are not entirely damped out but their amplitude is
substantially reduced. In fact, the values of Gt↑↓ become negligible compared to
ReGr↑↓ for all but the thinnest magnetic layers. In addition, we expect that diffusive
scattering in the bulk of the magnetic layer, which for simplicity has not been
included here, will have a similar effect. This means that for all practical purposes,
spin transport is determined by just G↑, G↓ and G↑↓ ≡ Gr↑↓ calculated for a single
interface.
2. Cr|Fe
Expression (144) suggests that having a large number of propagating channels
on the non-ferromagnetic side of the interface should lead to a large mixing conduc-
tance. For Cr, particularly in the centre of the Brillouin zone where there are four
97
Im(r r )maj min (-0.107)Re(r r )maj min (0.012)
(b)(a)
2
-2
FIG. 33: For a clean Cr|Fe interface (a) and (b) show the real and imaginary parts,
respectively, of the mixing conductance as a function of transverse crystal momentum.
Units of conductance are e2/h. The result of integrating over the whole Brillouin Zone
is given in brackets at the top of each panel.
propagating states, this is seen to be the case; see 25(a). For the Cr|Fe interface
the band structure matching and the effect of interface disorder are quite different
compared to Cu|Co. Whereas the majority spin states of Cu|Co match very well,
it is the minority spin-states in Cr and Fe which match best; see Figs. 25(d-e).
For a perfect Cr|Fe(001) interface, the mixing conductance (in units of e2/h) is
gShCr−Tr(r↑r↓†) ∼ 1.3, compared to the “normal” conductance g↑+g↓ = 0.29+0.76.
It is of interest to have a closer look at the kk resolved mixing conductance
g↑↓. Just as in the case of Cu|Co, the term Tr(r↑r↓†), shown in Fig. 33 is very
small throughout most of the Brillouin zone (BZ) so that g↑↓ is in essence given
by the Cr Sharvin conductance which takes the value 4 in the region surrounding
the centre of the BZ so that the real part of g↑↓ is very large. Starting from the
origin, the real part of the correction term Tr(r↑r↓†) in Fig. 33(a) is first almost
zero, then turns moderately negative in an annular region centred on the origin,
then becomes strongly positive in a very narrow band before returning to zero.
In an annulus around the centre where the real part changes sign, the imaginary
part is large and negative. In this region, where Re tr(r↑r↓†) is negative, g↑↓ is
even larger than the number of channels in Cr at the same kk-points, shown in
Fig. 25(a); at the same kk-points the transmission of majority spin electrons is very
low; Fig. 25(d). Thus at some kk the mixing conductance can be much larger than
the normal conductance. Although g↑↓ is thus large for some values of kk, in most
parts of the BZ, the minority-spin reflection is very low, Fig. 25(e) so that after
averaging over the BZ, g↑↓ is not very large compared with the normal conductance
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FIG. 34: Energy band structures of tetragonal Fe minority spin states (a), majority spin
states (b), and InAs states (c) at kk = 0 for k = (00kz) perpendicular to the interface.
and the imaginary part is quite small, typically an order of magnitude lower than
the real part for the interfaces for which values are given in Table V.
One way of circumventing the cancellation which occurs on averaging over the
BZ is to choose a non-magnetic material with a very small Fermi surface so that
cancellation can less easily occur. The ideal situation would be where the size
and position of the Fermi surface could be modified in a simple fashion. An
example where the size, but not the position, of the Fermi surface of the non-
magnetic material can be modified is when there is an Ohmic contact between a
ferromagnet (such as Fe) and a doped semiconductor (such as InAs). The band
structures of these materials are shown in Fig. 34 where Fe has been tetragonally
distorted so its in-plane lattice constant matches that of bulk InAs [83]. In this
situation the magnitude of the real and imaginary parts of the mixing conductance
are comparable in size though obviously their absolute values are small, being
limited by the restricted conductance of a doped semiconductor. For InAs/Fe, the
imaginary part of the mixing conductance is quite sensitive to interface disorder
[110]. The imaginary part of G↑↓ is related to the spin precession which results
from the non-collinear alignment of the spins of the injected electrons and the
magnetization (or an external magnetic field). A non-vanishing imaginary part of
the mixing conductance, ImG↑↓, should result in antisymmetry with respect to
time reversal [63, 121].
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3. Spin current induced torque
The rapid decay of gt↑↓ (and g
r
↑↓ − gShN ) discussed in previous paragraphs as a
function of increasing magnetic layer thickness implies that the absorption of the
transverse component of the spin current occurs within a few monolayers of the
N|F interface. The limit gt↑↓ → 0 and gr↑↓ → gShN corresponds to the situation where
all of the incoming transverse polarized spin current is absorbed in the magnetic
layer. The torque is then proportional to the Sharvin conductance of the normal
metal. As demonstrated in Figs. 26-29, 31, and 32, this is the situation for all
but the thinnest (few monolayers) and cleanest magnetic layers. This is the basic
justification for the expression for the torque given in Eq. 4.42 which contains only
the reflection spin-mixing conductance parameter, G↑↓.
Because of the kk and spin-dependence of the phase of the reflection matrices,
the mixing conductance need not be small even when |rσ| ∼ 1. Indeed, the spin-
mixing can remain substantial, even when the conventional conductance is made
vanishingly small, as in the case of a tunnel junction. This means that if it is
possible to create a spin-accumulation in the absence of an electrical current on
one side of a tunnel junction, this would still lead to the exertion of a torque on
the magnetization. This leads us to consider the three-terminal device (“spin-flip
transistor”) [12, 68] sketched in Fig. 35 and discussed in more detail in Section
VIE. By passing a current from one ferromagnetic element FM1 into another,
FM2, through a non-magnetic node NM, a spin-accumulation is induced in NM
that is in electrical contact with a third ferromagnetic element FM. Once there is
a spin-accumulation in NM, the torque on FM is determined only by the mixing
conductance even if FM is a magnetic insulator or the top magnetic element of
a magnetic tunnel junction. In the latter case it is possible to independently
determine the orientation of FM by measuring the TMR [169]. The spin torque
is that of the metallic junction, but without the energy dissipation caused by the
particle current. In practical memory devices it may be advantageous to be able
to achieve this separation of particle and spin injection.
D. Relationship to calculations of spin-dependent transport in metallic
systems
So far we have been concerned with the quantitative and qualitative charac-
teristics of the transmission and reflection of electron states at single interfaces
between real materials, one of which is an itinerant ferromagnet. The advantage
of focussing on the full scattering matrix, rather than simply calculating the con-
ductance, is that it provides us with greater insight and is a very convenient point
of contact with other theories, such as the circuit theory described in the previous
section; with it we can make contact relatively easily with more complex transport
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FIG. 35: Sketch of a three-terminal device where a normal metal (NM) element is
connected to three ferromagnetic elements FM1, FM2 and FM. An applied bias causes
a current to flow between FM1 and FM2 creating a spin accumulation in NM. If FM is a
tunnel junction or a magnetic insulator then the particle flow into FM will be vanishingly
small.
problems.10 We wish to argue that such an approach may be more fruitful than a
frontal, brute force approach to calculating transport properties entirely from first
principles; we are not aiming at a comprehensive review of realistic approaches to
calculating GMR; for this, we refer to a number of existing reviews [1, 37, 40].
1. History
In spite of the fact that a large body of theoretical research on mesoscopic
transport had been formulated in terms of scattering matrices (see Section IIIC)
and that oscillatory exchange coupling was successfully formulated in terms of re-
flection matrices [65, 150], a considerable time passed before it was realized that
spin-dependent electronic structure mismatch plays an essential role in GMR. To
10 A good example of this is the study of the materials dependence of the suppression of Andreev
scattering at a ferromagnetic|superconducting interface. This is a problem which had been
studied phenomenologically [72] without taking into account details of the electronic structure
of materials which might be used in an actual experiment. Because it had been formulated in
terms of the scattering matrix for the F|S interface with the superconducting material in its
normal state, it was straightforward to introduce and study the dependence on the constituent
materials [19].
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understand why, it is perhaps useful to recall the situation at the time. The origin
of the residual resistivity in crystalline materials was qualitatively well understood
as resulting from the scattering from deviations from full translational symme-
try such as intrinsic or extrinsic point defects, dislocations, stacking faults etc.
However, even for simple metals whose electronic structures are well described by
nearly free electron (NFE) models and only a small number of plane waves, it
was still quite cumbersome to calculate the residual resistivity for point defects
quantitatively [170]. For transition metals, with partly filled d shells, the com-
plexity of the electronic structure made the description of transport properties
much more difficult and attention focussed on understanding (i) the dilute limit
where the resistivity is proportional to the (known) concentration of impurities
or intrinsic defects and (ii) substitutional alloys in which there is a well defined
underlying crystal structure but the lattice sites are occupied randomly by two or
more different types of atoms.
In practice, first-principles materials-specific studies of the dilute limit were
based on iterative solution of the quasiclassical Boltzmann equation [171, 172]
combined with scattering T -matrices which describe how the host electronic states
are scattered by an impurity atom. Early calculations were performed for host ma-
terials such as Cu which have simple, nearly free electron like electronic structures
and for transition metal impurities. The phase shifts describing the scattering by
the impurities were either derived from experiment [173] or calculated from first-
principles [174]. The bottleneck was the determination of the scattering matrix
for point defects in host materials with complex electronic structures, in a form
suitable for transport calculations. Once the problem of calculating the electronic
structure of point impurities self-consistently was resolved [175, 176], the way was
open to combine the two parts of the problem. This was done first for non-magnetic
systems [177] and then for magnetic systems [178]. For elemental solids with one
type of atom per unit cell, this problem can now be solved routinely [179] and
yields results in impressively good agreement with experiments performed in the
appropriate dilute limit.
The study of the resistivity of substitutional, concentrated alloys was based on
the fully quantum mechanical Kubo-Greenwood formalism in the linear-response
regime [180, 181]. Though the formalism itself is quite general, evaluation of the
conductivity tensor requires averaging over configurations of disorder. To do this,
many practical implementations made use of the coherent potential approximation
(CPA) treatment of disorder [159] which is capable of describing (all concentrations
of) substitutional random alloys. Qualitative studies of the electronic structure of
disordered alloys frequently made use of tight-binding implementations of the CPA
but first-principles studies were based either on a multiple-scattering, Korringa-
Kohn-Rostoker (KKR) implementation [182] or on a closely related LMTO formu-
lation [158]. Updating the charge density in a self-consistent electronic structure
calculation within density functional theory using the CPA requires a configura-
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tion averaged (single particle) Green’s function hGi. To study transport, however,
a configuration-averaged product of Green’s functions hGG∗i is required, a more
formidable undertaking. Worked out by Butler [183] and applied to binary al-
loys in a single site approximation, the multiple-scattering theory implementation
[184] of transport theory in the CPA gave results in very good agreement with
experiment and later on with supercell calculations [185]. The application to more
complex systems, however, appeared daunting.
This, then, was the state-of-the-art of materials-specific transport calculations
at the time GMR was discovered. The challenge it presented for the Boltzmann
equation approach, was to extend the procedures for calculating the electronic
structure self-consistently for point impurities in a simple host to one for a much
more complex host characterized by a translational unit cell containing a period of
a superlattice, an order of magnitude more atoms than could be handled at the time
by state of the art methodology. Straightforward extension of matrix operations
which scale as ∼(rank of matrix)3 in the number of numerical operations and as
∼(rank of matrix)2 for memory requirements to a system an order of magnitude
larger was not possible; it was necessary to develop new algorithms and/or wait for
the arrival of more powerful computers with more memory. The challenge facing
the KKR-CPA was similar.
Not surprisingly, therefore, the first theoretical studies of the GMR effect were
based upon simple, empirical models for the electronic structure: either free elec-
tron or tight-binding descriptions of a single electron band. For reasonable choices
of the parameters in such models (band centres and widths, exchange splitting
etc.) the electronic structure doesn’t exhibit any striking spin-dependence. In the
absence of a strong spin dependence in the underlying electronic structure, the
GMR effect was attributed essentially entirely to spin-dependent disorder scatter-
ing [186—190].
2. Ballistic GMR
In retrospect, the most striking “disorder” effect is the spin-dependent scatter-
ing which results from the breaking of translational symmetry induced by a single
interface, a point made clear by transmission probabilities such as those shown
in Figs.(18, 19 and 25), first calculated by Stiles [77, 78] to study oscillatory ex-
change coupling or calculated by van Hoof [153] and applied to spin-dependent
transport [47, 61, 154]. The single interface scattering matrix could be concate-
nated in a manner familiar from optics [see equations (147) and (148) in Sect.VC1
] to construct scattering matrices for an F|N|F sandwich or any multilayer com-
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posed of individual F|N interfaces.11 Alternatively, a finite multilayer could be
inserted between the leads of Fig. 15 in which case the effects of multiple scatter-
ing and evanescent states are included automatically and exactly; this has been
done for s-band tight-binding model Hamiltonians [190—194], for more realistic
spd tight-binding Hamiltonians [138, 195, 196] and for first-principles (DFT-LDA)
tight-binding Hamiltonians [35]. As the number of multilayer periods is increased,
it becomes interesting to consider the limiting case of transmission through a per-
fectly periodic multilayer. In this case full translation periodicity is recovered and
the electronic structure εiσ(k) is obtained by performing a conventional electronic
structure calculation for the corresponding superlattice. The resulting eigenstates
are, by construction, propagating states with transmission probability unity. The
conductance in spin channel σ in the direction nˆ through an area A of material is
Gσ(nˆ) =
e2
h
A
4π2
1
2
X
i
Z
FS(iσ)
dS
|viσ(k)|
|nˆ · viσ(k)|. (149)
where
viσ(k) =
1
~
∇k εiσ(k) (150)
is the group velocity of the corresponding Bloch state and the integration is car-
ried out over all sheets i of the Fermi surface. To determine the conductance of
this system, all that is needed is to count the number of propagating modes in
the transport direction. This is most easily done by determining the area of the
projection of the Fermi surface in the transport direction [59, 76]. When these
calculations were carried out for fcc Co/Cu and bcc Fe/Cr multilayers, Schep
et al. found that conductances in the current perpendicular to the multilayer
plane (CPP) configuration depended strongly on whether the magnetizations of
adjacent magnetic layers were aligned parallel (P) or antiparallel (AP). In the ab-
sence of any disorder, he found values for the magnetoresistance, defined as MR
= (GP↑ + GP↓ − 2GAP )/2GAP , as large as 120% for Co/Cu and 230% for Fe/Cr
multilayers. These values are comparable to measured values. Interface disorder
modifies this picture quantitatively [35] but not qualitatively [190]. It can increase
or decrease the magnetoresistance depending on how transparent the clean inter-
faces are. It was suggested that a large CPP effect in the ballistic regime was an
important condition for a GMR, either CPP or CIP.
11 In practice, this would be quite inefficient because of the need to take account of multiple
reflections. Indeed, to be entirely correct, such a procedure would need to include explicitly
the transmission (and reflection) probability amplitudes for scattering between evanescent
states (“tunnelling”) as well as the phase changes incurred on propagating through the “bulk”
F and N layers.
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We conclude from this that the giant magnetoresistance in the CPP configu-
ration is in zeroth order determined by the spin-dependent electronic structure
mismatch which is intrinsic to a particular interface and the complex electronic
structures of the materials from which the interface is formed. This result is only
changed in detail when finite, rather than infinite multilayers are considered [195].
The spin-dependent matching described by the scattering matrix is obviously to
be found in related quantities such as atomic or muffin tin potentials, densities
of states, phase-shifts and derived quantities such as bulk conductivities [197]
Disorder plays a secondary role giving rise to an “extrinsic” resistivity whose spin-
dependence is “intrinsic”. Any model which contains realistic electronic structures
will result in reasonable values for the MR but the values of the resistivities will
depend on how disorder is modelled [198, 199]. The advantage of considering the
ballistic limit is that it is at one and the same time an exact result in which all of
the complexity of the Fermi surfaces of transition metal elements is included. It is
“exact” in the sense that the ballistic limit can in principle be realized experimen-
tally, for example, in a point contact measuring configuration. The failure up till
now of efforts to observe GMR in this limit [200, 201] does not detract from this.
In the current-in-plane (CIP) configuration, the situation is more complicated.
The calculated MR values in the CIP geometry in the ballistic regime [76] were
much smaller than the highest experimental values of 115% for Co/Cu multilayers
[202] and 220% for Fe/Cr multilayers [203] indicating that some additional scat-
tering mechanism is important. Using a single-band tight-binding model, Asano
et al. [190] found that, unlike in the CPP case, the CIP MR did depend criti-
cally on interface defect scattering. In the ballistic limit, Schep found a strong
dependence of the MR on the orientation of Fe/Cr multilayers: large for “rough”
(100) and small for “smooth” (110) orientations, indicating that the CIP MR was
very sensitive to the interface morphology down to the monolayer level. This is in
agreement with the widespread assumption that interface disorder is responsible
for CIP-GMR (though the interpretation of the origin of the spin-dependence is
different). Experimentally the CIP MR in Fe/Cr multilayers is found to depend
strongly on the structural properties of the interface [204].
Study of the ballistic regime was an important simplification which allowed
parameter-free calculations to be applied to the study of giant magnetoresistance.
Doing so “merely” required performing electronic structure calculations for large
supercells (containing as many as 32 atoms) and determining the area of the Fermi
surface projected onto a plane in the transport direction. Otherwise, as stated
above, it is an exact treatment of a well-defined limiting case.
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3. Disorder and GMR
In the case of the Boltzmann equation, the difficulty lay in carrying out the
necessary impurity calculations for systems with similar periodicity, a project only
achieved recently [75]. As a result, the earliest calculations made recourse to
simplifying assumptions varying in sophistication from using state and spin inde-
pendent relaxation times [205, 206]; through spin dependent but state independent
relaxation times [60]; a variety of approximations to construct spin and state de-
pendent relaxation times [207—209]; until full iterative solution of the Boltzmann
equation including vertex corrections was achieved and used to study the influ-
ence of impurity type and position on the magnetoresistance in Cu|Co multilayers
[75] without the assumptions made in a qualitatively similar, previous study by
the same authors [210]. The fully iterated Boltzmann equation also represents a
well-defined physical limiting case, but one which would be even more difficult
to realize experimentally than the ballistic limit (since there is no equivalent of
the “point contact” configuration which might allow it to be studied). Not only
would it require a periodic superlattice; it would require that the superlattice be so
lightly doped that the mean free path would be much shorter than the superlattice
period and that coherent scattering between impurities can be neglected.
The CPA is in this respect more realistic in principle, especially implementa-
tions where the alloy concentration can be allowed to vary from layer to layer
[158]. In the context of magnetic overlayers and multilayers it has been a very use-
ful tool for studying properties such as magnetic moments which are related to the
configuration-averaged Green’s functions hGi. However, calculating the conduc-
tivity requires a configuration-averaged product of Green’s functions, hGG∗i, and
this remains an intractable problem for inhomogeneous systems such as magnetic
multilayers. Instead, hGG∗i is usually approximated by hGihG∗i [44, 211], i.e.
neglecting so-called vertex corrections (corresponding to the “scattering-in” terms
in the semiclassical Boltzmann equation). It is difficult to determine a priori how
serious an approximation this is.12 Even then, additional approximations must be
made in order to evaluate hGi such as: a “single-site” approximation;13 complex
rather than real energies;14 arbitrariness in the boundary conditions, all of which
can obscure the physical results.
To attempt a detailed discussion of work in this direction [211, 213—216] would
12 A recent comparison [212] of interface conductances obtained using a tight binding Hamiltonian
and modelling interface disorder in a supercell approach or using the CPA (neglecting vertex
corrections) concludes that “without vertex corrections, ..., CPA cannot be used to describe
phenomena such as CPP GMR”.
13 A more accurate “single-cell” approximation including vertex corrections has been imple-
mented but only for a single band tight binding model [191].
14 The calculations presented in the previous section were performed for real energies.
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take us too far afield and we refer instead to a number of recent review articles
[40, 44]. We simply note that the motion of electrons under the influence of an
electric field parallel to the plane of a multilayer will be very strongly influenced
by the specular and diffuse scattering at individual interfaces described by the
scattering matrix discussed in the previous section. A detailed description of CIP
transport requires taking the different geometry into account explicitly [217].
When this is done, then a result emerges which is common to most of the ap-
proaches based on ab-initio description of the electronic structure which have been
explored so far, for both Co/Cu and Fe/Cr multilayers: the calculated values of
GMR are generally found to be (much) higher than the measured values. The
resistivity of the high resistivity channel (minority spin channel for Co/Cu; ma-
jority for Fe/Cr) is described reasonably but that of the low resistivity channel
(majority for Co/Cu; minority for Fe/Cr) is substantially lower than the values
extracted from experiment. It is possible to include a spin-independent scattering
which changes the resistivity of the low resistivity channel proportionately much
more than that of the high resistivity channel but this is essentially an exercise in
fitting since the microscopic origin of the scattering is not known [196, 199].
4. Spin-injection and spin tunneling
Spin-dependent matching of electronic structures not only plays a role at inter-
faces between metallic ferromagnets and non-magnetic metals. It also occurs at the
interface between itinerant ferromagnets and semiconductors or insulators, where
the electronic structure of the semiconductor/insulator in a very small region of
reciprocal space dominates the injection/tunneling [as in Fig. 34] when there is
lattice matching and in the absence of disorder so transverse crystal momentum
is conserved. Most work has focussed on systems containing Fe(001)-related in-
terfaces because in this orientation the lattice constant of Fe is reasonably well
matched to those of a number of inorganic semiconductors and to MgO. Vacuum
barriers have also been considered in a number of studies [137, 139, 218]. Al-
most all of the transport studies in which realistic multi-band electronic structures
were used were based on transmission probabilities calculated either with real
space Green’s function techniques [99, 144] or the wave-function matching scheme
[145]. The electronic structures were either calculated directly from first-principles
[44, 83, 141, 218—225] or obtained by fitting to first-principles electronic structures
[137, 139, 142, 143, 226]. For disorder-free interfaces, very large polarizabilities of
the injection or tunnel currents are predicted, much larger than those predicted by
the densities-of-states related formula [227] which has been used quite successfully
to interpret experiments where the barrier was an amorphous oxide. Recent exper-
iments on single-crystal MgO-based tunnel junctions [228—230] find much larger
TMR values but they are still substantially lower than the predicted values. This
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can be interpreted as indicating that the quality of the tunnel junctions used in the
recent experiments are beginning to approach the ideal considered theoretically.
The only calculations to consider disordered interfaces [83] find that the polar-
ization depends sensitively on the detailed interface structure. As in the case of
GMR in metallic systems, much more work is needed to characterize the interface
disorder experimentally.
VI. APPLICATIONS
With the basic theory as sketched in the previous chapter we are in a posi-
tion to describe arbitrary magnetoelectronic circuits and devices. In Section VIA
the modelling of different resistive elements of practical interest are discussed.
In Sections VIB and VIC we review simple magnetoelectronic devices and their
characteristics.
A. Resistive elements
1. Diffuse wire connections
When a ferromagnetic and a normal metal reservoir are connected by a normal
metallic wire which is much longer than the elastic impurity-scattering mean-free
path, Eq. (95) can be derived by the diffusion equation. On the normal metal
side of such a diffuse wire the distribution matrix fˆ equals that in the node fˆN .
On the ferromagnet side of the junction, the distribution matrix approaches the
equilibrium distribution in the reservoir, fF 1ˆ. As mentioned above, spins non-
collinear to the local exchange field relax very fast since electrons with different
spins are not coherent. The associated additional resistance (and torque) and other
interface related excess resistances are assumed here to be small compared to the
diffuse resistance of the long wire (see also [108]). Sufficiently far from the interface
the distribution in the ferromagnet consists therefore of only two components.
Only the spin-current parallel to the magnetization of the ferromagnet is conserved.
We denote the cross-section of the contact A, the length of the ferromagnetic part
of the contact LF , the length of the normal part of the contact LN , the (spin
dependent) resistivity in the ferromagnet ρFs, and the resistivity in the normal
metal ρN . The (spin-dependent) conductance of the ferromagnetic part of the
contact GDFs = A/(ρFsLF ) and the conductance of the normal part of the contact
GDN = A/(ρNLN). Solving the diffusion equation ∇2fˆ = 0 on the normal and
ferromagnetic side and the boundary conditions mentioned above, we find the
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current through a diffuse junction:
ıˆD = GD↑uˆ↑
³
fˆF − fˆN
´
uˆ↑ +GD↓uˆ↓
³
fˆF − fˆN
´
uˆ↓ (151)
−GDN
³
uˆ↑fˆN uˆ↓ + uˆ↓fˆN uˆ↑
´
, (152)
where the total spin dependent conductance is 1/GDs = 1/GDFs + 1/GDN . This
result can be understood as a specific case of the generic Eq. (95) with G↑ = GD↑,
G↓ = GD↓, and G↑↓ = GDN . The mixing conductance in the diffuse limit therefore
depends on the conductance of the normal part of the junction only, which is a
consequence of the relaxation of spins non-collinear to the magnetization direction
in the ferromagnet.
2. Ballistic junction
In the semiclassical model proposed in Refs. [71, 231] the channels are either
completely reflected or transmitted, with N↑ and N ↓ being the number of trans-
mitted channels for different spin directions. We find that the spin conductance
GB↑ = (e2/h)N↑, GB↓ = (e2/h)N ↓ and the mixed conductance is determined by
the lowest number of reflected channels, GB↑↓ = max(GB↑, GB↓) and is real.
3. Tunnel junction
In tunnel junctions we can expand Eqs. (97) and (98) in terms of the small
transmission. Let us illustrate this for a single channel
h
e2
GsT = |ts|2 = 1− |rs|2 ;
h
e2
G↑↓T = 1− r↑r∗↓. (153)
GsT is exponentially small for tunnel junctions and the modulus of the reflection
coefficient is close to one:
rs = e
iφs − δrs. (154)
To lowest order in δrs:
GsT = 2Re[e
iφsδr∗s ], (155)
h
e2
G↑↓T = 1− eiφ↑−φ↓ + δr↑e−iφ↓ + eiφ↑δr∗↓ (156)
h
e2
ReG↑↓T = 1− cos(φ↑ − φ↓) + Re[eiφ↑δr∗↓] + Re[e−iφ↓δr↑], (157)
h
e2
ImG↑↓T = − sin(φ↑ − φ↓) + Im[eiφ↑δr∗↓] + Im[e−iφ↓δr↑]. (158)
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For tunnel junctions, the conductances are exponentially small. When φ↑ = φ↓ :
h
e2
ReG↑↓T = [G
¹
T +G
↓
T ]/2 (159)
h
e2
ImG↑↓T = Im[e
iφ↓δr∗↓] + Im[e
−iφ↑δr↑] (160)
so that both ImG↑↓ and ReG↑↓ are of the same order of magnitude as the diagonal
conductances, thus small as well.
For N|F|I junctions in which F is thinner than Fsd, significantly different phase
shifts for the spin-up and spin-down electrons cause large mixing conductances
in spite of negligible diagonal ones [36]. This reflects the fact that the mixing
conductance is an interface property involving only a penetration depth of the
order of the magnetic coherence length. When the barrier itself is exchange split
as in magnetic insulators like the Europium chalcogenides [232], the imaginary
part of G↑↓ can be much larger than the spin-dependent conductances themselves
[121]! Evidence is mounting that the imaginary part of the mixing conductance,
also called “effective field” or "spin-dependent interface phase shift", can be quite
large also for conventional ferromagnets [122—124].
B. Perpendicular spin valves
We will now illustrate circuit theory of spin-transport by computing the trans-
port properties of the archetypal two-terminal device, the perpendicular spin
valve.15 It consists basically of three layers, viz. a normal metal sandwiched
by two ferromagnetic reservoir. Whereas the spin valve has in the beginning been
mainly employed in the current in plane (CIP) configuration, it recently became
a focus of the field of magnetoelectronics because of the current-induced magneti-
zation reversal, which has been very convincingly demonstrated in these devices,
see [8] and references in there. We focus here on the resistance of the device as a
function of the magnetization angle difference and the spin-current induced torque
felt by the magnetizations when an electric current is driven through the device.
1. Angular magnetoresistance
The normal metal node in these devices is smaller than the spin-diffusion length
so that the spatial distribution function is homogeneous within the node. The el-
ementary manipulations are shown in more detail in the Appendix. Let us first
15 An elementary discussion of the physics and the calculations of the spin valve is given in
Section II and Appendix B.
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consider a normal metal node attached to two ferromagnetic reservoirs with iden-
tical junctions, e.g. G↑1 = G
↑
2 = G
↑, G↓1 = G
↓
2 = G
↓ and G↑↓1 = G
↑↓
2 = G
↑↓. The
relative angle θ between the magnetization in the two ferromagnetic reservoirs is
arbitrary and the details of the junctions leading to the conductances given above
do not have to be specified. With the aid of (90) and (95) we find the current
G(θ) =
G
2
µ
1− p
2
1 + gsf
tan2 θ/2
tan2 θ/2 + ζ
¶
= G(−θ) , (161)
where16
ζ =
(ηR + gsf)
2 + η2I
(1 + gsf) (ηR + gsf)
> 1 (162)
Here G = G↑ +G↓ is the total conductance of one contact, p = (G↑ −G↓)/G the
polarization, η = 2G↑↓/(G↑+G↓) the relative mixing conductance and gsf = 2gsf/G
the relative ‘spin-flip conductance’ gsf = De2/(2τ sf) [233] (D is the energy density
of states). Note that the inequality α > 1 follows from (98). In the absence of
spin-flip scattering and small interface transparencies compared to the Sharvin
conductances, Eq. (161) reduces to Eq. (124). In the limit of strong spin-flip
scattering ζ → 1 + (ηR − 1) /gsf
g(θ) =
g
2
µ
1− p
2
gsf
µ
1− 1
gsf
¶
tan2 θ/2
tan2 θ/2 + 1
µ
1− (ηR − 1) /gsf
tan2 θ/2 + 1
¶¶
(163)
=
g
2
µ
1− p
2 (1− cos θ)
2gsf
∙
1− 1 + (ηR − 1) (1 + cos θ)
2gsf
¸¶
(164)
we see that not only the magnetoresistance decreases, but that to leading order
the aMR assumes a simple cosine dependence.
We plot in Fig. 36 the current (161) as a function of θ. When the magnetiza-
tions are parallel (θ = 0), there is no spin-accumulation on the normal metal node
and the current is given by Ohm’s law IP = I(θ = 0) = GV/2. The anti-parallel
magnetization configuration (θ = π) generates the largest spin-accumulation, re-
ducing the particle current to IAP = I(θ = π)) = G(1 − p2/(1 + gsf))V/2. In
this case the magneto-resistance ratio (IP − IAP)/IP is p2/(1 + gsf), irrespective
of the mixing conductance. For long spin-flip relaxation times (gsf = 0) we gen-
eralized here previous results for two tunnel junctions [234]. For intermediate θ
the current increases with increasing α (Fig. 36), since a large relative mixing
conductance implies that spins orthogonal to the magnetization in the reservoirs
escape the normal metal node easily. This suppresses the spin accumulation and
allows a higher charge current. When α À 1 and θ is not close to π the current
approaches Ohm’s law I = GV/2 irrespective of the magnetization angle. When
16 This result, derived by W. Wetzels (unpublished), slightly corrects the original one in [68].
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FIG. 36: The current as a function of the relative angle between the magnetizations (an-
gular magnetoconductance) in a F|N|F spin valve for ζ = 1 (full curve), 10 (dashed), 100
(dotted), where ς has been defined in Eq. (??).
the magnetizations are nearly anti-parallel and the mixing conductance becomes
irrelevant. For large α the current has a narrow dip at θ . π which is governed
by the polarization p.
The current non-collinear spin-valve has a universal property which does not
depend of the nature of the contacts as long as they do not flip spins. By scaling the
conductance change to the difference between the current in the parallel and anti-
parallel configuration (G/2)p2/(1 + gsf)V the current change for any two terminal
device (in the semiclassical regime) should be higher than its universal value at
the minimum value of η, |η| = 1. Thus, our theory predicts that measured points
on the current vs. magnetization angle are all above the universal curve for |η| = 1
(see also Fig. 36)).
Intermetallic interfaces in a diffuse environment (see Fig. 1c) have been stud-
ied thoroughly by the Michigan State University collaboration [39] and others
[37, 38, 118, 235, 236] in perpendicular (CPP) spin valves. These experiments pro-
vided a large body of evidence for the two-channel (i.e. spin-up and spin-down) se-
ries resistor model and a wealth of accurate transport parameters such as the spin-
dependent interface resistances for various material combinations [35, 37, 61, 119].
In exchange-biased spin valves, it is possible to measure the electric resistance as
a function of the angle between magnetizations, which has been analyzed exper-
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imentally and theoretically [237]. Pratt c.s. observed that experimental magne-
toresistance curves [238] could accurately be fitted by the form [12]
R (θ)−R (0)
R (π)−R (0) =
1− cos θ
χ (1 + cos θ) + 2
(165)
According to the new insights described above, the free parameter χ is a function
of renormalized microscopic parameters
χ =
1
1− p2
|η˜|2
Reη˜
− 1 (166)
in terms of the relative mixing conductance η˜ = 2g˜↑↓/g˜, the polarization p =
(g˜↑ − g˜↓) /g˜, and the average conductance g˜ = g˜↑+ g˜↓. Slonczewski [239] rederived
Eq. (165) by a phenomenological version of magnetolectronic circuit theory, ap-
proximating the mixing conductance by the Sharvin conductance multiplied by a
factor 2/
√
3.Others also found the form(165) giving different interpretations to the
parameter χ for special situations [94, 240, 241].
Experimental values for the parameters for Cu/Permalloy (Py) spin valves are
χ˜ = 1.2 and p = 0.6 [238]. Disregarding a very small imaginary component of the
mixing conductance [36], using the known values for the bulk resistivities, the theo-
retical Sharvin conductance for Cu (0.55 ·1015 Ω−1m−2/spin [61]), and the spin-flip
length of Py as the effective thickness of the ferromagnet
¡
Fsd = 5 nm [39]
¢
, we ar-
rive at the bare Cu/Py interface mixing conductance G↑↓ = 0.39 (3) ·1015 Ω−1m−2.
This value may be compared with the calculated mixing conductance for a disor-
dered Co/Cu interface (0.55 · 1015 Ω−1m [36]). The agreement is reasonable, but
leaves some room for material and device dependence that deserves to be inves-
tigated in the future. The mixing conductance can also be determined from the
excess broadening of ferromagnetic resonance spectra. A larger mixing conduc-
tance in Pt/Py can be explained by the larger density of conduction electrons in
Pt compared to Cu [114]. Reasonable agreement between experiment and theory
has been also found for Fe/Au multilayers [242].
Eq. (161) has been derived assuming that the islands are made frommetals that
behave like a normal Fermi liquid [243]. The angular magnetoresistance in spin
valves with a Luttinger liquid in the center turns out to have the same functional
form [244, 245]. However, in a Luttinger liquid the current depends nonlinearly
on the applied source-drain bias voltage [244]. Coulomb charging reduces the
spin-accumulation in the linear response regime [234] and modifies the angular
magnetoresistance as well [246].
Interesting new effects are predicted when the magnetically active region of the
junction is asymmetric (Fig. 37) [247]. The non-monotonicity can be explained by
the spin-accumulation which exists in the presence of asymmetry even for a parallel
configuration θ = 0.When the polarization of the first and mixing conductance of
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FIG. 37: Angular magnetoresistance of a spin valve with asymmetrically distributed
resistances of the magnetically active region of the two ferromagnetic contacts.
the second contact are sufficiently large, the increase of the spin accumulation by
the diagonal conductance is more than offset by the additional channel opened by
the mixing conductance, leading to the minimum observed in Fig. 37. Such a non-
monotonicity has been observed by Urazhdin et al. [248] in Py|Cu|Py exchange-
biased CPP spin valves in which one of the magnetic contacts was made thinner
than the spin-flip diffusion length of 5 nm. The experimental results plotted in
Fig. 38 compare favorable with the circuit theory model [249].
2. Spin-transfer torque
We have seen that the magnetization torque [26] is caused by the absorption of
the spin current polarized normal to the magnetic order parameter [12, 56]. Flow of
such a spin current requires a bias of the distribution functions between the normal
metal and the ferromagnet. This can be generated most easily in a perpendicular
spin valve, with a polarizing ferromagnet as source and the ferromagnet to be
switched as an analyzer. The magnetization torque as an integral property of the
device can be computed easily by circuit theory.
The magnetization torque or spin transfer on a ferromagnet equals the spin
current through the interface with vector component normal to the magnetization
direction and its evaluation is closely related to the charge conductance. An ana-
lytical expression for the spin valve torque as a function of the applied potential
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FIG. 38: Angular magnetoresistance (aMR) of Py|Cu|Py spin valves with a symmetric
and asymmetric resistance distribution in the magnetically active region. The data
points are experimentals results from Urazhdin et al. [248] and the curves have been
computed by circuit theory [249].
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FIG. 39: The spin-accumulation induced magnetization torque for a two-terminal spin
valve and a three-terminal spin-flip transistor. ∆μ is the source-drain bias and all contact
parameters are taken to be the same, with Re η = 2 and Im η = 0
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bias: ¯¯¯¯
¯L (θ)∆μ
¯¯¯¯
¯ = gp8π |η|2Re η sin θ1 + |η|2
Re η
−
³
1− |η|
2
Re η
´
cos θ
(167)
and particle current bias:¯¯¯¯
¯ L (θ)hIc/e
¯¯¯¯
¯ = p4π |η|2ηr sin θ1− p2 + |η|2
Re η
−
³
1− p2 − |η|
2
Re η
´
cos θ
(168)
The torque is a vector normal to the plane defined by the magnetization vectors.
The sign should be chosen such that at a positive particle current (from left to
right) the torque rotates the magnetization vectors to the left. Note that the
imaginary part of the mixing conductance is here taken into account explicitly,
but the torque remains coplanar to the magnetization of the contacts, i.e. the
effect of an out-of-plane “effective” field vanishes. Previous results [26, 56] are
recovered in the limit that η → 2 and p → 1. The torque is maximized by the
polarization of the injecting contact and the mixing conductance of the interface
to the ferromagnet that should be rotated.
Stiles and Zangwill [120] directly solved the Boltzmann equation for spin valves
to obtain angular magnetoresistance and spin torque, approximating the mixing
conductance by the number of modes (note that in a direct solution of the Boltz-
mann equation this parameters should not be renormalized). The numerical results
agree well with the functional form (165) [102]. Slonczewski [239] obtained a simi-
lar result with a simplified circuit theory and also pointed out the relation between
the angular magnetoresistance and the spin torque. Shpiro et al. [94] found the
form (165) to be valid in the limit of vanishing exchange splitting, thus in a regime
different from the transition metal ferromagnets considered here [69].
When the spin valve is asymmetric, the minima of in the non-monotonous
angular magnetoresistance of Fig. 37 correspond to zero torque as plotted in Fig.
40, which has important consequences for the switching dynamics in spin valves
structures under an applied bias [250]. Note that similar results can be obtained
as well when bulk scattering is dominant [108] and when the exchange splitting
is small [94]. In [241] an analytic expression is derived by circuit theory for the
torques in asymmetric junctions.
The effect of the magnetization torque on the dynamics of the ferromagnetic
order parameter will be reviewed elsewhere [33].
C. Johnson’s spin transistor
We now proceed to discuss many three terminal system with a single node. We
assume in the following that the typical transport time of a spin into the node
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FIG. 40: Magnetization torque of a spin valve with asymmterically distributed resis-
tances of the magnetically active region of the two ferromagnetic contacts.
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FIG. 41: The Johnson [11] transistor consisting of a normal metal film with two ferro-
magnetic, F1 and F2, and one normal metal contact N. F1 and N are soure and drain,
and the voltage at F2 is a function of the relative magnetic orientation of F1 and F2.
is shorter than the spin-flip relaxation time, so that the right hand side of (90)
effectively vanishes.
Let us now consider a set-up similar to the (pedagogical model of) Johnson’s
spin-transistor [11] as shown in Fig. 41 which was also discussed by Geux et
al. [251] in the context of a multi-terminal Landauer-Büttiker formalism for
collinear magnetization configurations. A small normal metal node N is attached
to two ferromagnetic reservoirs and one normal metal reservoir by three junc-
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tions. A voltage bias applied to the ferromagnetic reservoir F1 and the normal
metal reservoir N causes a current between the same reservoirs passing through
the normal metal node. The spin-accumulation on the normal metal node in-
jected by F1 affects the chemical potential of ferromagnet F2, which is adjusted
such that the charge current into F2 vanishes. We characterize the junction be-
tween the first (second) ferromagnet and the normal metal node by the total
conductance G1 = G
↑
1 +G
↓
1 (G2 = G
↑
2 +G
↓
2), the polarization p1 = (G
↑
1 −G
↓
1)/G1
(p2 = (G
↑
2 − G
↓
2)/G2) and the relative mixing conductance η2 = 2G
↑↓
2 /(G
↑
2 + G
↓
2)
(η1 = 2G
↑↓
1 /(G
↑
1+G
↓
1)). The junction between the normal metal reservoir and the
normal metal node is characterized by a single conductance parameter, G3N . θ is
the relative angle between the magnetization of ferromagnet F1 and ferromagnet
F2. We assume that the typical rate of spin-injection into the node is faster than
the spin-flip relaxation rate, so that the right hand side of (90) can be set to zero.
The current through the normal metal node is insensitive with respect to a
flip in the magnetization direction of ferromagnet F1 or F2 when the interface
conductance G2 is small: I(θ) ' I(θ + π). The chemical potential of ferromagnet
F2 is modified, however, since it is sensitive to the magnitude and direction of the
spin-accumulation on the normal metal node: μ2(θ) 6= μ2(θ+π). A spin-‘resistance’
Rs(θ) can be defined as the ratio between the difference in the chemical potential
of ferromagnetic F2 when ferromagnet F1 or ferromagnet F2 is flipped: RS =
(V2(θ+ π)− V2(θ))/I(θ). In the collinear configuration (θ = 0) the spin-resistance
Rs(θ = 0) is thus the ratio between the difference in the chemical potential of
ferromagnetic F2 when its magnetization is parallel (μP2 ) and anti-parallel (μ
AP
2 )
to the magnetization of ferromagnet F1 and a current (I) passes from ferromagnet
F1 to the normal metal reservoir N. With the aid of the general conductances, valid
for arbitrary junctions, we solve for the non-equilibrium distribution function on
the normal metal node (90) under the condition that no particle current enters
ferromagnet F2. Using the solution for the non-equilibrium distribution function
we find the current (95) through the system and subsequently the non-equilibrium
chemical potential of ferromagnet F2.
Let us first discuss the results in the collinear configuration, θ = 0 and π. The
spin-resistance
RS(θ = 0) =
2p1p2
G1(1− p21) +G3N +G2(1− p22)
, (169)
does not depend on the relative mixing conductances η1 and η2 that are only
relevant for the transport properties in systems with non-collinear magnetization
configurations. The spin-resistance is proportional to the product of the polariza-
tions of the junctions to ferromagnet F1 and ferromagnet F2. In order to measure
a large effect of the spin-accumulation, e.g. a large spin-resistance, highly resistive
junctions are advantageous. On the other hand, the resistance has to be small
enough so that the electron dwell time is shorter than the spin-flip relaxation. Eq.
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(169) covers a large class of experiments, since we have not specified any details
about the junctions between the reservoirs and the normal metal node but is valid
only for a normal metal node that is smaller than the spin-diffusion length and
can therefore not be applied directly to Johnson’s experiment [252].
The general formulation in terms of transmission probabilities of 251 is exact,
but, in order to include the effects of spin-relaxation the transmission probabili-
ties were treated as pair-wise resistors between the reservoirs. This corresponds
to an equivalent circuit in which resistors connect the three reservoirs in a “ring”
topology. The present model, on the other hand, can be described by a “star” con-
figuration circuit, in which all resistors point from the reservoirs to a single node.
The present model is more accurate when the contacts dominate the transport
properties, whereas Geux’s model is preferable when the resistance of the normal
metal island is important. Effectively, Johnson’s thin film device appears to be
closer to the star configuration.
Let us now proceed to discuss the results when the magnetization directions are
non-collinear. The analytical expression for the spin-resistance is much simpler
when the two contacts F1-N and F2-N are identical, G1 = G2 ≡ G, p1 = p2 ≡ p
and η1 = η2 ≡ η. Furthermore we disregard the imaginary part of the mixing
conductance which is very small or zero in the model calculations of tunnel, ballistic
and diffusive contacts presented in this paper as well as in first-principle band-
structure calculations [36]. The resulting spin-resistance
RS (θ) =
2(G3N + 2Gη)p
2 cos θ
[G3N +G(1 + η − p2)]2 −G2(1− η − p2)2 cos2 θ
(170)
is an even function of the relative angle between the magnetization directions θ
and we recover (169) when θ = 0. The spin-resistance vanishes when the magneti-
zations are perpendicular θ = π/2 as expected from symmetry considerations. The
angular dependence is approximately proportional to cos θ when the relative mix-
ing conductance is not too large, η ≈ 1. For larger mixing conductances, η À 1,
the spin-accumulation on the normal metal island is suppressed in the perpendic-
ular configuration θ = π/2 due to the increased transport rates for spins between
the normal metal node and ferromagnet F2. Consequently the spin-resistance is
small and only weakly dependent on the relative angle around θ = π/2.
D. Laterally structured multi-terminal devices
The Groningen Group did pioneering work in the transport studies of lateral
metallic magnetic structures based on the Cu/Py with Ohmic contacts [23] and
Al/Co tunneling contacts [24]. Compared to multilayers in which the interfaces
often dominate the transport properties, bulk scattering is often more important in
these lateral structures. This requires solving the diffusion equations with bound-
aries conditions governed by the mixing conductances [63]. More recently, a single
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FIG. 42: A three terminal device comprising of three ferromagnetic reservoirs. F1 and
F2 are source and drain contacts with fixed antiparallel magnetizations, whereas F3 is
magnetically soft with a variable magnetization direction.
normal metal Al island smaller than the spin diffusion length and four Co tunneling
contacts have been experimentally realized [9]. Since now the spin accumulation
in the normal metal is constant, one may disregard the resistances of the normal
metal node and the ferromagnetic bulk, the most basic form of circuit theory ap-
plies. Zaffalon and van Wees [253] also analyzed the current-voltage characteristics
in this system of a metallic dot with four contacts taking into account the spin
precession due to an applied magnetic field and derived analytical results for the
spin accumulation are obtained. By detailed analysis of the experimental data
they most parameters of their sample, such as the magnetization direction of the
contacts can thereby be obtained. Unfortunately, the relative low conductances
of the tunnel junctions causes long residence times of the electrons on the dot,
making them susceptible to bulk spin flip scattering that in the experiments dom-
inate the effects of the contact mixing conductances that could therefore not yet
be measured in these lateral samples. Recently, increased spin-related signals in
multi-terminal lateral structures with Ohmic Py/Cu contacts have been measured
[254, 255]. Improved lateral structures allow controlled experiments on the energy
dependence of spin-selective tunneling through magnetic junctions [256].
E. Spin-flip transistor
Here we compute the characteristics of the novel 3-terminal ’spin-flip transis-
tor’ device shown in Fig. 42. A normal metal node (N) is connected to 3 ferro-
magnetic reservoirs (F1, F2 and F3) by arbitrary junctions parameterized by our
spin-conductances. A source-drain bias voltage V applied between reservoir 1 and
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2 causes an electric current I between the same reservoirs. The charge flow into
reservoir 3 is adjusted to zero by the chemical potential μ3. Still, the magnetization
direction m3 influences the current between reservoir 1 and 2. We assume that spin
relaxation in the normal node can be disregarded so that the right hand side of
(90) is set to zero. Furthermore, we assume that the voltage bias V is sufficiently
small so that the energy dependence of the transmission (reflection) coefficients
can be disregarded. To further simplify the results the junctions 1 and 2 are taken
to be identical, G↑1 = G
↑
2 ≡ G↑, G
↓
1 = G
↓
2 ≡ G↓ and G
↑↓
1 = G
↑↓
2 ≡ G↑↓. Contact
3 is characterized by the conductances G↑3, G
↓
3 and G
↑↓
3 . We find the distribution
in the normal node by solving the four linear Eqs. (90). The current through the
contact between reservoir 1 (2) and the node is obtained by inserting the resulting
distribution for the normal node into Eq. (95).
When the magnetizations in reservoir 1 and 2 are parallel there is no spin-
accumulation since contacts 1 and 2 are symmetric and consequently ferromagnet
3 does not affect the transport properties. The current is then simply a result
of two total conductances G = G↑ + G↓ in series, I = GV/2. The influence of
ferromagnet 3 depends on the spin accumulation in the normal metal node and
largest when the magnetizations of the source and drain reservoirs are antiparallel,
m1 · m2 = −1. We denote the relative angle between the magnetization in reservoir
3 and reservoir 1 (reservoir 2) θ3 (π−θ3). The current is an even function of θ3 and
symmetric with respect to θ3 → π − θ3 as a result of the symmetry of the device,
e.g. the current when the magnetizations in reservoir 1 and 3 are parallel equals the
current when the magnetizations in reservoir 1 and 3 are antiparallel. Due to the
finite mixing conductance at non-collinear magnetization the third contact acts as
a drain for the spin-accumulation in the node, thus allowing a larger charge current
between reservoir 1 and 2. The relative increase of the current due to the reduced
spin-accumulation ∆3(θ3) = [I(θ3)− I(θ3 = 0)]/I(θ3 = 0), is plotted in Fig. 43 as
a function of θ3. The maximum of ∆3 is achieved at θ3 = π/2 (θ3 = 3π/2) and
equals (ImG↑↓3 = 0)
∆3 = p2
2GG3
2G+G3η3
· η3 − 1 + p
2
3
2G(1− p2) +G3(1− p23)
(171)
introducing the total conductance of the contact Gi = G
↑
i + G
↓
i , the polarization
of the contact pi = (G
↑
i − G
↓
i )/(G
↑
i + G
↓
i ) and the relative mixing conductance
η = 2G↑↓i /(G
↑
i + G
↓
i ). The influence of the direction of the magnetization of the
reservoir 3 increases with increasing polarization p and increasing relative mixing
conductance η3 and reaches its maximum when the total conductances are of the
same order G3 ∼ G. Note that the physics of this three terminal device is very
different from that of Johnson’s spin transistor [257]; the latter operates with
collinear magnetizations of two ferromagnetic contacts whereas the third may be
normal.
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FIG. 43: Current vs. relative magnetization direction in ferromagnet 2.
By circuit theory it is straightforward to compute the torque on the base contact
of the spin-flip transistor with antiparallel source-drain magnetizations [36]. Let us
assume that the three contacts are identical, and the base contact magnetization
lies in the plane of the source and drain magnetizations. Assuming that we may
disregard spin-flip scattering in the base contact, the in-plane torque Lb turns out
to be always larger than the spin valve torque L in the two-terminal spin valve,
Eq. (167), with a symmetric and flatter dependence on the angle of the base
magnetization direction θ (see Fig. 39)
Lb (θ) = −
gpRe η sin θ
(1−Re η) cos2 θ +Re η + 6
2+|η|2/(Re η)2
∆μ
4π
. (172)
In the presence of a significant imaginary part of the mixing conductance, we
also find an out-of-plane (effective field) torque L⊥ (θ) with the same angular
dependence and
L⊥
Lb
= −2 Im ηRe η|η|2 + 2Re η . (173)
The spin-flip transistor might become an element of an alternative MRAM archi-
tecture that efficiently employs the spin-transfer effect.
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F. Spin-torque transistor
We have discussed above that in the “spin-flip transistor” the source-drain cur-
rent is modulated by the base magnetization direction via the spin accumulation
in the conducting channel. In the following, we investigate the device parameters
of the spin-flip transistor operated as an amplifier by controlling the base magne-
tization by a second spin valve in an integrated device that we call “spin-torque
transistor” (Fig. 44). The lower part of this device consists of source and drain
contacts made from high-coercivity metallic magnets with antiparallel magnetiza-
tions that are biased by an electrochemical potential μS. The source-drain electric
current ISD induces a spin accumulation in the normal metal node N1. We attach
an electrically floating base (or gate) electrode B, which is magnetically very soft
and has good electric contact to N1. When the magnetization angle θ is not 0
or π a spin current flows into the base that decreases the spin accumulation and
increases ISD with θ up to π/2. On the other hand, the spin accumulation in N1
exerts a torque on B which strives to lower θ. θ, and thus ISD could be modulated,
e.g., by the Ørsted magnetic field generated electrically by the “write line” of an
MRAM element, but this does not appear viable. We therefore propose the tran-
sistor in Fig. 1, which integrates a second spin valve with magnetizations rotated
by π/2 from the lower one. An applied bias μB creates a another torque which
pulls the magnetization into the direction collinear to the upper contacts. The
base electrode then settles into a configuration at which both torques cancel each
other. A variation in μB then modulates θ and consequently ISD. In the following
we discuss the figures of merit of the transistor action, viz. the transconductance
and the current gain of this device.
For most transition metal based structures exchange splittings are large, Fermi
wavelengths short, and interfaces disordered. Electron propagation is therefore
diffuse and ferromagnetic (transverse spin) coherence lengths are smaller than the
mean-free path [69]. In these limits magnetoelectronic circuit theory is a convenient
formalism [12, 34]. Spin-flip relaxation can be disregarded in the normal metal
node of small enough structures, since Al and Cu have spin-flip diffusion lengths
of the order of a micron [23, 24]. Spin-flip in the source and drain electrodes can
simply be included by taking their magnetically active thickness as the smaller of
the spin-flip diffusion length and physical thickness. The base electrode is assumed
to be magnetically soft and the thickness is taken to be smaller than the spin-flip
diffusion length. These assumption are not necessary, since magnetic anisotropies
and spin-flip in the base can readily be taken into account, but these complications
only reduce the device performance and will be treated elsewhere. The source-drain
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FIG. 44: Schematic sketch of the spin-transfer transistor consisting of two spin-flip
transistors with a common base contact B and source drain contact magnetizations
which are rotated by 90◦. The magnetization direction of the base B is controlled by
the chemical potentials μB and μS .
current dependence on the base magnetization angle θ then reads [12]:
ISD (θ) =
e
h
gSμS
2
2
³
g↑↓B + gS (1− p2S)
´
g↑↓S + g
↑↓
B
³
−2g↑↓S + gS (1− p2S)
´
cos2 θ
2
³
gS + g
↑↓
B
´
g↑↓S + g
↑↓
B
³
gS − 2g↑↓S
´
cos2 θ
,
(174)
where gS = g
↑
S + g
↓
S and pS =
³
g↑S − g
↓
S
´
/gS are the normal conductance and
polarization of the source, and g↑↓S and g
↑↓
B are the “mixing conductances” of the
source and base contacts, respectively. Drain and source contact conductances are
taken to be identical. All conductance parameters are in units of the conductance
quantum e2/h, contain bulk and interface contributions [34], can be computed from
first-principles and are taken to be real [36]. The torque on the base magnetization
created by the spin-accumulation is proportional to the transverse spin-current [34]
into B :
LB (θ) =
1
2π
pSgSg
↑↓
S g
↑↓
B sin θμS
2
³
gS + g
↑↓
B
´
g↑↓S + g
↑↓
B
³
gS − 2g↑↓S
´
cos2 θ
, (175)
A steady state with finite θ exists when LB (θ) equals an external torque, either
from an applied magnetic field, or a spin accumulation from the upper side in Fig.
1. The differential source-drain conductance G˜SD subject to the condition of a
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constant external torque reads:
G˜SD ≡
µ
∂ISD (θ)
∂μS
¶
LB
=
ISD
μS
+
µ
∂ISD
∂θ
¶
μ
S
µ
∂θ
∂μS
¶
LB
(176)
=
ISD
μS
−
µ
∂ISD
∂θ
¶
μS
LB (θ)
μS
³
∂LB(θ)
∂θ
´
μS
, (177)
where the first term on the right hand sides is the derivative with respect to μS for
constant θ and the second term arises from the source-drain bias dependence of
θ. The general equations are unwieldy and not transparent. The most important
parameter turns out to be the spin-polarization pS of the source and drain contacts.
We therefore choose a model system with pS variable, but other parameters fixed
for convenience, viz. the same parameters for both spin-flip transistors and g↑↓B =
g↑↓S = gS, which holds approximately for metallic interfaces with identical cross
sections [36]. We find that
G˜SD =
e2
h
gS
2
Ã
1− p2S
2 + cos2 θ + 4 sin
2 θ
2−cos2 θ
4− cos2 θ
!
(178)
may become negative, since an increased source-drain bias tends to rotate the angle
to smaller values, thus reducing the source-drain current. At the sign change of
G˜SD, the output impedance of the spin valve becomes infinite, which can be useful
for device applications.
We now demonstrate that it is attractive to modulate ISD by the spin-transfer
effect [26, 27, 56]. In contrast to previous work that was focussed on magnetization
reversal by large currents, we envisage controlled rotations by small voltages. The
base is supposed to be highly resistive, consisting of a magnetic insulator, or,
alternatively, of two magnetically coupled ultrathin magnetic films separated by a
thin insulator. The device might be realized in the lateral thin-film geometry by
van Wees c.s. [9, 23, 24], using a soft magnet with a circular disk shape for the
base, sandwiched in a cross configuration of normal metal films with ferromagnetic
contacts. The device characteristics can be computed for the complete parameter
space by circuit theory, but the important features are retained by proceeding as
above and also assuming the same parameters for the upper and lower sections.
The stationary state of the biased spin-transfer transistor is described by the angle
θ0 at which the two torques on the base magnet cancel each other. For the present
model this is the solution of the transcendental equation
μB
μS
=
7 + cos 2θ0
7− cos 2θ0
tan θ0. (179)
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FIG. 45: Source-drain current Eq. (174) of the spin-transfer transistor, divided by the
contact conductance e2gS/h , i.e. in (voltage) units of μS/e, as a function of μS and
the polarization pS of the source and drain contacts. A constant μB = 0.2 (in the same
units as μS) is applied.
The calculated source-drain differential conductance (now without tilde) has to be
computed now under condition of constant μB rather then a constant torque
GSD ≡
µ
∂ISD (θ)
∂μS
¶
μB
=
ISD
μS
+
µ
∂ISD
∂θ
¶
μS
µ
∂θ
∂μS
¶
μB
(180)
which is plotted as a function of μS and polarization pS in Fig. 2. Note that with
increasing pS strong non-linearities develop, which for large polarizations lead to
a zero and negative differential resistance at μB ≈ μS. The physical reason is the
competition between the Ohmic current, which for constant resistance increases
with the bias, and the increasing torque, which at constant μB decreases the cur-
rent, as noted above.
The differential transconductance measures the increase of the source-drain
current (at constant μS) induced by an increased chemical potential of the base
electrode T (θ) ≡ (∂ISD (θ) /∂μB)μS . We focus discussion here on the differential
current gain, i.e. the ratio between differential transconductance and channel
conductance Γ = T/GSD, as a representative figure of merit. In the regime μB ¿
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μS and thus small θ0 → 3μB/ (4μS) , the current gain becomes
lim
μB→0
Γ =
1
2
θ0
1−p2
S
1+p2
S
− 1
3
θ20
. (181)
For small polarizations the θ20 in the denominator may be disregarded and Γ ∼ θ0,
thus is proportional to the control potential μB. When the polarization is close to
unity, however, we see that Γ becomes singular at small angles and changes sign.
This behavior reflects the negative differential resistance found above for μB and
θ. For complete polarization (pS = 1) Γ = −3/ (2θ0) . For polarizations (slightly)
smaller than unity we may tune the transistor close to the optimal operation point
of infinite output impedance
θ0,c =
s
3
1− p2S
1 + p2S
(182)
at which Γ ∼ (θ0 − θ0,c)−1 .
The working principle of this spin-transfer transistor is entirely semiclassical,
thus robust against, for example, elevated temperatures. The derivations assumed
absence of phase coherence and electron correlation, but the physics most likely
survives their presence. The base contact is preferably a magnetic insulator or
contains a thin insulating barrier (F|I|F), but the contact to the normal metal
should be good (for a large mixing conductance). Tunnel junctions may be used
for the source-drain contacts, but this will slow down the response time. It should
be kept in mind as well that the dwell time of electrons in the device must be larger
than the spin-flip relaxation time. The basic physics, such as the non-linearity of
the source-drain conductance in Fig. 45, should be observable for conventional
ferromagnetic materials. Large current gains exist for incomplete polarization
close to unity of the source and drain ferromagnets, but at the cost of non-zero
“off” currents. A useful device should therefore be fabricated with (nearly) half-
metallic ferromagnets for sources and drains. As base magnet, a thin film of any
soft ferromagnet is appropriate as long as it is thicker than the ferromagnetic
(transverse spin) coherence length, but not too thick in order to keep the response
to torques fast. We recommend a couple of monolayers of permalloy on both sides
of a very thin alumina barrier. A possible schematic sample geometry is sketched
in Fig. VIF.
In conclusion, we propose a robust magnetoelectronic three terminal device
which controls charge currents via the spin-transfer effect. It can be fabricated
from metallic thin films in a lateral geometry, but its usefulness will derive from
the availability of highly polarized (half-metallic) ferromagnets.
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VII. BEYOND SEMICLASSICAL TRANSPORT
Previous sections focussed on the regime, in which the circuit properties are
uniquely specified by the circuit elements. We then take for granted that two
single resistors in series cause a resistance that is just the sum of both. This
is called semiclassical since quantum non-localities are supposed to be averaged
out by disorder or chaotic scattering. This approach is valid for conductors with
a sufficient amount of scattering, either in the bulk or at the boundary of the
system that effectively scramble the electron distribution functions. This is the
case for most state-of-the-art hybrid ferromagnet-normal metal systems because
of their very high electron density and metallic bonding that is tolerant to lattice
imperfections and interface disorder. Deviations from the semiclassical approx-
imation such as resonant tunneling, quantum well states and weak localization
have been studied in great detail in semiconductor heterostructures like quan-
tum wells and the two-dimensional electron gas in which the scattering mean free
path can reach macroscopic length scales. In very thin metallic multilayers, quan-
tum interference effects beyond the semiclassical approximation are well known
as the non-local oscillatory exchange coupling that can be understood in terms of
a magnetic-configuration dependent population of quantum wells states [64]. In
dedicated metallic structures it has been demonstrated experimentally that also
in transport ballistic [111] and quantum-interference effects [112] can be resolved.
Theoretically, transport in magnetic multilayers has often been treated quantum
mechanical as well, be it only for the reason that it is sometimes easier to com-
pletely disregard effects of disorder [59, 258]. These calculations are useful to
helps understand transport in inhomogeneous systems, but are not always exper-
imentally relevant an except for strongly sample-dependent transport properties
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do not reveal much new physics. The regime between the ballistic and diffuse can
be investigated by quantum statistical methods [237] or by brute force numerical
simulations [35, 113, 259]. Here we would like to emphasize that the additional
degrees of freedom in hybrid ferromagnet-normal metal systems may give rise to
novel spin effects that have not yet been studied very much. In this Section we
present just one example of a new phenomenon that might become into experimen-
tal reach with improved sample quality, viz. a magnetoelectronic spin echo [167].
Kovalev et al. [70] discuss coherence effects in ultrathin ferromagnetic layers that
might be somewhat easier to observe than the spin echo explained in the following.
A. Magnetoelectronic circuit theory with phase coherent elements
Magnetoelectronic circuit theory as discussed in previous sections is a useful tool
even when a part of the circuit cannot be treated semiclassically. It simply means
we are not allowed to insert nodes into those regions that support ballistic or phase
coherent transport, meaning that the resistive elements connecting semiclassical
nodes become more complex. The conductance tensors are still governed by the
scattering matrices and the rest of the formalism is unchanged.
Consider therefore an arbitrary compound ferromagnet-normal metal section
cut out of a magnetoelectronic circuit, as depicted in Fig. 46. The scattering
region is connected to a normal metal on the left (i = 1) and to a normal metal on
the right (i = 2). We assume that in the left and right normal metals in Fig. 46
charge spin accumulations are excited by external circuits, as before. These nodes
are characterized by a non-equilibrium distribution function fˆ (i)() for electrons
at energy  that is a 2 × 2 matrix in Pauli spin space. The chemical potential
matrix μˆ(i) =
R
dfˆ (i)() contains a scalar charge chemical potential component
μ
(i)
0 = Tr
h
μˆ(i)
i
/2 and the vector spin accumulation μ = Tr
h
μˆ(i)~σ
i
/2, ~σ being the
vector of Pauli matrices. Note that with these definitions the equilibrium values
are μ(1)0 = μ
(2)
0 and μ
(1,2) = 0.
We are interested in the 2×2 matrix currents ıˆ(i) at the left- and the right-hand
side of the scattering region that respond to the non-equilibrium spin accumula-
tions. When spin currents and ferromagnetic magnetization directions are not
collinear, ıˆ(1) 6= ıˆ(2), i.e., spin current is not conserved but absorbed by the fer-
romagnetic order parameters. These currents can be calculated by the rules of
circuit theory in terms of the scattering matrix of the connection, albeit that the
general expression for the current between two normal modes have not been given
in the original papers. We find the following expression for the matrix current to
the left (1)
ıˆ(1) =
1
2
X
nm
h
tˆnmμˆ
(2)tˆ∗nm − μˆ(1) + rˆnmμˆ(1)rˆ∗nm
i
. (183)
129
(1)^

(2)^
i
(2)^
i
(1)^
a)
N NF
LF
b)
c) N FF

(1)^

(1)^

(2)^

(2)^NN
FIG. 46: a) The scattering region couples the left (1) and right (2) normal-metal nodes
with nonequilibrium chemical potentials μˆ(1) and μˆ(2). b) The scattering region consists
of one uniform ferromagnet and normal metals. c) The scattering region consists of two
identical antiferromagnetically-aligned ferromagnets separated by a normal metal. A
partial electron spin echo can be seen in transport in this configuration.
Similarly, for the right side (2) the matrix current is
ıˆ(2) =
1
2
X
nm
h
tˆ0nmμˆ
(1)tˆ0∗nm − μˆ(2) + rˆ0nmμˆ(2)rˆ0∗nm
i
, (184)
where rˆn,m, tˆn,m, rˆ0n,m, and tˆ
0
n,m are reflection and transmission matrices of the
scattering region both in the space spanned by the transverse channels (momentum
labeled by n and m) and the spin space (denoted by the hats). Possible quantum
interference effects within the structure are automatically included by a proper
evaluation of the scattering matrices. When the magnetizations are collinear, we
obtain from the matrix currents, Eq. (183) and Eq. (184), expressions that are
similar to Eq. (97) and Eq. (98) found previously. In the following we present a
system in which quantum interference effects lead to measurable consequences in
the current-voltage characteristics.
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B. Magnetoelectronic spin echo
In previous sections we discussed that a spin current polarized perpendicu-
lar to the magnetization direction decays on the scale of the ferromagnetic spin-
coherence length when penetrating a metallic ferromagnet with constant order pa-
rameter. The magnetoelectronic spin echo in ferromagnetic-normal-ferromagnetic
spin valves comprises the prediction that this apparently lost spin current may
partially reappear when adding a second identical but antiparallel ferromagnet
[167]. This is a re-entrant phenomenon that resembles the time-dependent spin-
echo effect in the collective magnetization of nuclei under pulsed rf excitation [260].
However, unlike this conventional spin echo effect, the magnetoelectronic spin echo
effect is governed by quantum interference and is quenched by disorder. A simi-
lar quantum interference effect has been predicted independently by Blanter and
Hekking [261]. Let us first discuss the origin of the spin echo in more detail before
we discuss our proposed experimental setup to measure the spin echo.
The spin echo [260] is the following phenomenon: Subjecting a collections of
magnetized non-interacting spins in an inhomogeneous environment to two trans-
verse rf pulses in succession with a time delay τ , the initially destroyed magnetic
order reappears at time τ after the second pulse seemingly out of nowhere. Hahn
[260] explained the spin echo with the following simple picture: Imagine runners at
a race track that start at the same time but with different running speeds. After
waiting a sufficiently long time, the runners are apparently randomly distributed
over the race track. However, when we order the runners to suddenly turn around
at time t = τ (rf pulse) and run with the same speed in the opposite direction,
they all meet again at t = 2τ .
The magnetoelectronic analogue to this spin echo can be observed in
ferromagnetic-normal-ferromagnetic (F|N|F) spin valves with antiparallel magne-
tization alignment. These are the devices recently used to study current induced
magnetization reversal by the spin transfer (see [8] and reference therein) and the
present effect bares direct connection to this phenomenon. As mentioned earlier,
most experiments appear to confirm Slonczewski’s magnetization torque as the
physical mechanism of this effect. It is equivalent to a transfer of spin angular
momentum by the absorption by the magnetization order parameter of the spin-
current components transversely polarized to the magnetization direction. This
absorption is an effect of quantum interference on atomic length scales that lead
to a vanishing transverse spin current and, as discussed below, the spin current
can be recovered in analogy with the nuclear spin echo.
In order to understand the magnetoelectronic spin echo in more detail consider
a spin current which is injected into a ferromagnetic metal with a polarization per-
pendicular to its magnetization. As discussed on several occasions in this review,
the transverse spin state is not an eigenstate of the ferromagnet, but a coherent
linear combination of the majority and minority spin eigenstates with different
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Fermi wave vectors kF↑ and kF↓. The spin therefore precesses on a length scale
depending on the perpendicular component of the wave-vector difference at the
Fermi energy that depends on the angle of incidence. In elemental ferromagnets
like Co, Ni and Fe, a large number of modes with different spin precession lengths
in the ferromagnet contribute to the total current. Their destructive interference
leads to a loss of transverse spin current inside the ferromagnet on a length scale
of λc = π/|kF↑ − kF↓| [12, 69] (the so-called transverse spin-coherence length),
which for typical transition metals is only a few Angstroms. The lost angular mo-
mentum is transferred to the ferromagnetic condensate, which thus experiences a
torque that can lead to a magnetization reversal, as predicted by Slonczewski and
Berger [26, 27, 85]. We investigate (anti)symmetric F|N|F spin valves, in which
the magnetization of the second ferromagnet points into the opposite direction of
the first one such that the spin precession of a propagating spin in the first ferro-
magnet is time reversed in the second ferromagnet, the lost transverse spin current
is recovered, and the total spin torque on the magnetizations, i.e., the absorbed
spin angular momentum, is significantly reduced. A transverse spin current there-
fore can propagate through the (anti)symmetric F|N|F spin valve even though it
apparently vanishes in the center.
For a specific scattering region with fixed ferromagnetic magnetization di-
rections parallel or antiparallel to the spin-quantization axis (z direction) and
disregarding spin-flip scattering, the transmission matrices are spin diagonal,
(tˆnm)s,s0 = δs,s0t
s
nm, where t
s
nm is the transmission coefficient for an electron with
spin s (s =↑, parallel, and ↓, antiparallel). The same holds for the transmission
coefficients t0snm as well as the reflection coefficients rsnm and r0snm. Spin and charge
currents through the scattering region depend on both the charge and the spin
chemical potentials. In order to simplify the discussion, we assume in the follow-
ing that the outer normal metal nodes are spin but not charge biased, μ(1)0 = μ
(2)
0 .
This is a perfectly realistic situation, as outlined in Refs. [32, 262], and does not
imply any loss of generality for our purposes. We first compute the spin current
I(2) = Tr
£ˆ
ı(2)σ
¤
on the right of the scattering region and find its components to
be:
I(2)x =
h
gt
0
Rμ
(1)
x + g
t0
I μ
(1)
y
i
−
h
gr
0
Rμ
(2)
x + g
r0
I μ
(2)
y
i
,
I(2)y =
h
gt
0
Rμ
(1)
y − gt
0
I μ
(1)
x
i
−
h
gr
0
Rμ
(2)
y − gr
0
I μ
(2)
x
i
,
I(2)z = g
£
μ(1)z − μ(2)z
¤
, (185)
where the conductances associated with transmission and reflection are gt
0
=P
nm t
0↑
nmt
0↓∗
nm, g
r0 =
P
nm
£
δnm − r0↑nmr0↓∗nm
¤
, g = (1/2)
P
nm
h¯¯
t0↑nm
¯¯2
+
¯¯
t0↓nm
¯¯2i
, and
the subscripts R and I refer to real and imaginary parts, respectively. Similarly,
the current on the left of the scattering region I(1) is expressed as Eq. (185) with
the conductances gt and gr denoting the substitutions t0 → t and r0 → r and with
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the substitutions 1↔ 2.
The longitudinal component of the spin current of Eq. (185) (i.e., the compo-
nent of the spin current collinear to the magnetization in the scattering region,
which is the z direction) is conserved, as expected, I(1)z +I
(2)
z = 0. If the scattering
region would be a normal metal, the transmission and reflection coefficients are
spin independent and consequently the x and y components of the spin current
are conserved as well. When the magnetization directions in the scattering re-
gion are noncollinear with the spin accumulations, the transverse spin current is
not necessarily conserved, so that in general I(1)x + I
(2)
x 6= 0, I(1)y + I(2)y 6= 0. As
explained above, for a single ferromagnetic layer thicker than the ferromagnetic
spin-coherence length λsc, we know that gt and gt
0
vanish rapidly. The transverse
spin current is then exclusively determined by the (reflection) spin-mixing conduc-
tance gr [12]. For high-density metallic systems, the phases of r↑ and r↓ are large
and uncorrelated, and therefore gr ≈ gS ≈ gr
0
, where gS is the Sharvin conductance
given by the number of propagating channels in the normal-metal leads. The con-
ventional conductance g for the longitudinal spin component is determined by the
transmission probability for spin-up and spin-down electrons. The spin currents
are then simply I(2)z = g(μ
(1)
z − μ(2)z ) = −I(1)z , and I(1,2)x,y = −gSμ(1,2)x,y . The latter
expression represents the loss of spin current that is directly proportional to the
spin torque [36].
Let us now turn to the main subject of this chapter, the F|N|F spin valve in
Fig. 46c. The lengths of the left and right leads are irrelevant for the transport
properties. We define a scattering matrix for the left half of the scattering region
(consisting of the left normal-metal lead with a length of half of the central nor-
mal metal spacer, the left ferromagnet, and again one half of the normal metal
spacer) and the an analogous scattering matrix for the right half with opposite
magnetization direction. The total scattering matrix can be found by concatena-
tion, most conveniently for a spin-quantization axis collinear to the magnetizations.
The (spin-dependent) transmission and reflection matrices for the entire scattering
region then read
ts = ts2[1− r
0s
1 r
s
2]
−1ts1, (186)
rs = rs1 + t
0s
1 r
s
2[1− r
0s
1 r
s
2]
−1ts1, (187)
where s denotes the spin of the electron and subscripts 1 and 2 left and right
regions of the scatterer, respectively. Similar expressions hold for t0 and r0.
As mentioned above a spin valve is usually opaque for the transverse spin
component. In order to observe the spin echo, the device must be structurally
symmetric and clean, with antiparallel magnetization configurations. In general,
the transmission (186) and reflection (187) matrices are nondiagonal in the space
spanned by the transverse waveguide modes. For clean systems with specular scat-
tering, reflection and transmission matrices in Eqs. (186) and (187) are diagonal
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in the transverse wave vector. Here it is implied that the outermost normal met-
als have simple Fermi surfaces (like Cu), but the principal arguments hold also
for multiband normal metals. Furthermore, for mirror-symmetric ferromagnetic
layers and an antiparallel and symmetric F|N|F spin valve for a suitable gauge
choice symmetry dictates that t↑1,ii = t
0↑
1,ii = t
↓
2,ii = t
0↓
2,ii, t
↓
1,ii = t
0↓
1,ii = t
↑
2,ii = t
0↑
2,ii,
r↑1,ii = r
0↑
1,ii = r
↓
2,ii = r
0↓
2,ii, and r
↓
1,ii = r
0↓
1,ii = r
↑
2,ii = r
0↑
2,ii, so that
t↑ = t↓ = t↓1t
↑
1[1− r
↑
1r
↓
1]
−1 . (188)
We find that gtI = 0 and g
t0
I = 0, but in contrast to the single ferromagnetic layer,
gtR and g
t0
R are nonzero, which implies that a transverse spin current is permitted
now. This is the spin echo in electron transport: The transverse spin coherence
apparently lost on traversing the first ferromagnet, reappears after passing through
the second ferromagnet, since gt = gt
0
= g. On the other hand there is no con-
nection between r↑ and r↓. Consequently, the reflection mixing conductance is
approximately equal to the Sharvin conductance, gr ≈ gS, and is not affected by
the second ferromagnet. The current in the right lead is thus
I(2)α = gμ
(1)
α − grμ(2)α , (α = x, y) , (189)
I(2)z = g
£
μ(1)z − μ(2)z
¤
(190)
and the current in the left lead becomes
I(1)α = gμ
(2)
α − grμ(1)α , (α = x, y) , (191)
I(1)z = g
£
μ(2)z − μ(1)z
¤
. (192)
The first terms on the right-hand side of Eqs. (189) and (191) provide a quantitative
expression for our spin echo in clean systems. Note that, although a transverse
spin current is allowed through the sample, it is not conserved, I1x + I
2
x 6= 0, and
I1y + I
2
y 6= 0, as gr ≈ gS > g, and the total magnetization torque on the spin valve
is not completely quenched. Whereas the transmission mixing conductance is now
strongly enhanced, the reflection mixing conductance is essentially unmodified, as
noted above, and continues to exert a torque on the spin valve. The transmission
of the transverse spin current suppresses an important contribution to the torque
present in single-layer ferromagnets [56, 69], however.
C. Conditions for observation
In order to observe the spin echo, the transverse wave vector must be conserved,
because otherwise the electron precession through the second ferromagnet is not
exactly time-reversed compared to that of the first ferromagnet. Disorder such
as impurity scattering, interface alloying, and layer thickness fluctuations can be
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detrimental to the spin echo. The coherent propagator or transmission coefficient
is exponentially damped on the length scale of the mean free path. This does
not have to be a great concern, because the mean free path in bulk materials
can be much larger than the film thicknesses in multilayers. More critical is the
interface quality, since monolayer fluctuations of the layer thickness can already
significantly dephase the spin echo. One might therefore question the observability
of the spin echo in state-of-the-art transition-metal structures in which transport
is usually well described by the classical series-resistor model [37]. There are sev-
eral reasons to be optimistic, however. For one, the nonlocal exchange coupling
in magnetic multilayers is a robust quantum-interference effect routinely observed
in multilayers, oscillating not only as a function of the normal- but also of the
magnetic-layer thickness [263, 264]. Furthermore, transport experiments with fo-
cused electrons, either by tunneling barriers [112] or by hot carriers [111] are
indicative of specular scattering at high-quality interfaces. Indeed, conventional
transport in high-density metallic structures consists of a large semiclassical back-
ground with relatively small quantum corrections [40]. In contrast, the spin-echo
signal vanishes in the semiclassical approximation. The suppression of the spin
echo by disorder thus provides direct information about the degree of quantum
interference in electron transport.
First-principles band-structure calculations can provide quantitative estimates
for the magnitude of the spin echo [36]. Such calculations can provide important
information on the effect of interband scattering, impurity scattering at interfaces
and bulk disorder on the suppression of the spin echo. We expect that a thickness
difference between the two ferromagnetic layers would roughly suppress the spin
echo as a single ferromagnetic layer of width equal the difference would suppress
a transverse spin current. We thus estimate that the spin echo signal decays to
10-20 % of its original value by one atomic layer mismatch, and that the decay
is algebraic[69]. A small misalignment θ of the magnetizations is not detrimental
to the spin echo since the difference in phase shifts traversing the ferromagnets
is small, ∆φ = kFLF [cos(θ) − 1] ≈ kFLFθ2/2 > 2π, which gives θ2 < 2(λF/LF ).
This is easily satisfied e.g. for LF = 20λF resulting in θ < 18 degrees.
We suggest a double-layer thin-film arrangement shown in Fig. 47 a for exper-
imental observation of the spin echo. The F3|N |F4 spin valve should be thinner
than the mean free path for impurity scattering. A Co/Cu/Co structure with a
copper-layer thickness corresponding to the first antiparallel-coupling energy min-
imum should be a good choice because the spin flip in these materials is weak.
Besides, this system, in particular its fabrication, is thoroughly investigated. The
transverse spin accumulation driving the spin current through layers F3 and F4
can be excited by a spin battery operated by ferromagnetic resonance [262] or by
a current-biased antiparallel spin valve with ferromagnets F1 and F2 whose mag-
netizations are rotated by 90 degrees with respect to F3 and F4, analogously to
the spin-torque transistor [15]. The biased ferromagnets F1 and F2 create a spin
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FIG. 47: Proposed experiment to observe the spin echo. Grey areas denote ferromagnetic
layers. The spin echo is measured via the angular dependence of the potential U(θ) (or
simply by its drop when θ is changed from 0 to π).
accumulation in the normal metal between them. This spin accumulation can tra-
verse the F3|F4 spin valve only when conditions for the spin echo are fulfilled. In
that case, an induced spin accumulation in the upper normal metal, and hence the
spin echo, can be detected as a voltage depending on the magnetization angle θ of
ferromagnet F5 as sketched in Fig. 2b. A similar set-up can be used to measure
coherent transmission of a transverse spin current through a ultrathin magnetic
layer [70].
In conclusion, a magnetoelectronic spin echo in spin valves is a sensitive measure
of quantum coherence in metallic magnetic multilayers. Its observation would
create a break of the paradigm defended in this review, namely that quantum
interference effects on transport in ferromagnetic systems may be disregarded.
VIII. CONCLUSION AND OUTLOOK
We argued in this review that the main physics of the magnetoelectronic prop-
erties of metallic devices is understood by semiclassical concepts with parameters
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that are accessible to quantum mechanical calculations. Combined with state of
the art first principles calculations DC and selected AC magnetoelectronic trans-
port properties can be predicted with (semi)quantitative accuracy. Much of the
evidence is derived from the success of the two-channel resistor model for the gi-
ant magnetoresistance in perpendicular spin valves with collinear magnetization
directions. Experimental confirmation of our predictions in non-collinear systems
is as yet limited to the angular resistance of CPP spin valves, the critical current
for spin-wave excitations and magnetization reversal, and excess damping of the
magnetization dynamics in normal-ferromagnetic hybrid structures, but we are
optimistic that further support will be forthcoming.
The formalism of circuit theory is a finite element analysis of the differential
equation that govern the semiclassical distribution functions including the spin
accumulation. It is easy to use, also for non-experts and experimentalists, and
we hope that it will be adopted by other researchers. The formalism should be
useful for engineering applications like the test of new device designs that, e.g.,
put effects like the magnetization torque to good use.
Of course, we do not pretend to promote a theory for everything. Novel di-
rections that require extension of the present theory or completely different ap-
proaches, are indeed numerous. A straightforward extension would be a treatment
of spin-orbit interactions that could help to get to grips with spin-flips at interfaces
that have been measured quite recently [265]. Spin-orbit interaction also causes
the anomalous Hall effects [266] that is also beyond the applicability of the present
approach, in spite of being semiclassical in nature. The coupling between mechan-
ical and ferromagnetic degrees of freedom is another classic topic of magnetism
that may turn out to produce surprises in very small structures [267, 268].
Tunnel junctions that separate two ferromagnets require a different treatment.
Transport through non-collinear F|I|F should in principle be computed for each
angle. However, the projections of the two magnetizations appear to dominate the
angular magnetoresistance (cosine dependence) and torque (sine dependence) with
constant coefficients [269]. Unclear are as yet also the reasons for observed strong
non-linear effects at higher applied bias [270, 271]. The recent develepment of MgO
single crystal tunnel junctions [229, 230, 272] should help to better understand
these systems.
The present mean-field theory needs to be improved when Coulomb interac-
tion induced correlations start to play a role. The simplest case would be the
Coulomb blockade in small normal metal grains that are contacted by ferromagnets
with variable magnetization directions. Previous work concentrated on collinear
structures [233, 273, 274], and first results have been published for very small is-
lands (quantum dots) in the electric quantum limit [275] and for metallic islands
[124]. Interesting systems that recently attract much attention are carbon nan-
otubes [22, 276—278] or conducting molecules/polymers with ferromagnetic con-
tacts [279, 280]. Interesting correlation effects may be expected [244].
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In Chapter VII we already gave on example of phase coherent effects that
are clearly distinguishable from the semiclassical ones that have been discussed
in previous sections. The large international effort in spintronics of nano-scale
semiconducting structures based on the high-mobility two-dimensional electron
gas should also reveal many as yet not anticipated effects beyond the semiclassical
paradigm. A convergence between the up to now separate fields of metal-based
magnetoelectronics and semiconductor-based spintronics is already in full action.
If surprises are the most delightful aspects of physics, practitioners of magne-
toelectronics and spintronics may look forward to a pleasant future.
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APPENDIX A: SPIN-ROTATION TRANSFORMATION
We consider the transmission and reflection matrices between a normal
metal and a uniform ferromagnet in which the magnetization direction m =
(sin θ cosϕ, sin θ sinϕ, cos θ) is a spatially independent unit vector in terms of the
polar angles θ and ϕ. The Schrödinger equation reads
Hˆ(r)ψ(r) = Eψ(r),
where ψ(r) is a two-component spinor. In the Hamiltonian
Hˆ(r) = Uˆ
∙
− 1
2m
∇21ˆ + Vs(r)σz + Vˆc(r)
¸
Uˆ+ (A1)
Vs(r) denotes the spin-dependent potential and Vˆc(r) is the scattering potential of
the contact. The unitary matrix Uˆ
Uˆ =
µ
cos θ
2
−e−iφ/2 sin θ
2
eiφ/2 sin θ
2
cos θ
2
¶
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diagonalizes the spin-dependent potential which vanishes in the normal metal,
Vs(r) = 0 for x < xl and attains its bulk value in the ferromagnet for x > xr. The
F|N contact is represented by the scattering potential
Vˆc(r) =
Ã
V↑(r) Vsf(r)
V †sf(r) V↓(r)
!
(A2)
connecting the bulk values in the intermediate region between the normal metal
and the ferromagnet for x < xl and x > xr, respectively. The off-diagonal terms
in (A2) represent the exchange potentials due to a non-collinear magnetization in
the contact, spin-orbit interaction or spin-flip scatterers. The Hamiltonian (A1)
can be diagonalized in spin-space by
ψ(r) = Uˆφ(r) , (A3)
where the spinor φ(r) is governed by the Schrödinger equation
∙
− 1
2m
∇21ˆ + Vs(r)σz + Vˆc(r)−E
¸
φ(r) = 0 .
Let us first consider an incoming wave from the normal metal in the transverse
mode n and with spin s collinear to the magnetization in the ferromagnet. The
wave function in the normal metal is
φns (r) =
X
ms0
χmN(ρ)√
km
[δs0sδ
mnξse
iknx + rmncN,s0sξs0e
−ikmx], (A4)
where ξ†↑ = (1, 0) and ξ
†
↓ = (0, 1) are the spin-up and spin-down basis sates,
χmN (ρ) is a transverse wave function, km is the longitudinal wave vector for mode
m and rmncN,s0s is the reflection matrix from state ns to state ms
0. We would like
to transform the result for the reflection matrix into a basis with arbitrary spin
quantization axis. To this end we introduce the spinor wave function, of which the
incoming component is spin-up and down in the general coordinate system:
ψns (r) =
X
ms0
χmN(ρ)√
km
£
δs0sδ
mnξse
iknx + rmns0s ξs0e
−ikmx
¤
. (A5)
In order to satisfy the incoming-wave boundary conditions we cannot simply use
the transformation (A3) but have to expand the wave function spinor in terms of
the basis states φ(r) as
ψns (r) = Uˆ
X
σ
φnσ(r)aσs, (A6)
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where aσs are expansion coefficients to be determined by equating (A5) and (A6).
For the incoming spin-up/down electron in the general coordinate system we re-
quire
aσs = ξ
†
σUˆ
†ξs =
¡
U †
¢
σs
; aˆ = Uˆ † (A7)
and
rmns0s =
X
σ0σ
Us0σ0r
mn
c,σ0σU
†
σs. (A8)
When spin-flip in the contacts may be disregarded, the reflection matrix
rˆnm =
X
σ
Us0σr
mn
cN,σσUσs = uˆ↑r
mn
cN,↑ + uˆ↓r
mn
cN,↓, (A9)
can be conveniently expressed in terms of the spin-projection matrices uˆ↑ and uˆ↓
(93)
uˆ± (θ) =
1
2
¡
1ˆ± σ·m¢ .
We can understand the N → N reflection as first transforming the incoming (spin-
up) electron from the general frame to the one parallel to the magnetization, let
them be reflected normally and subsequently transforming back to the general
frame.
The other coefficients of the scattering matrix are transformed differently be-
cause we chose the spin quantization axes in the ferromagnet invariantly collinear
with the magnetization. In that basis the incoming wave from the ferromagnet
reads
φns (r) =
X
ms0
χmFs(ρ)√
kms
£
δs0sδ
mnξse
ikns x + rmncF,s0sξs0e
−ikm
s0 x
¤
, (A10)
where χFsm (ρ) is the (spin-dependent) transverse wave function and kms is the spin-
dependent Fermi wave-vector. The outgoing wave into the normal metal is
φns (r) =
X
ms0
χmN(ρ)√
km
tm,ncF,s0sξs0 exp(ik
m
s0 x). (A11)
In the general coordinate system the transmitted wave is a linear combination of
spin-up and spin-down states in the normal metal, which is given by the transfor-
mation Eq. (A3) directly and therfore
tˆnmF→N = Uˆ tˆ
nm
cF ; t
nm
F→N,s0s =
X
σ
Uˆs0σt
nm
cF,σs (A12)
In the absence of spin-flip scattering in the contact tnmF→N,s0s → Uˆs0stnmcF,s.
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The transmitted states from the normal metal into the ferromagnet are again
spin-diagonal but the incoming states in the normal metal have to be transformed.
So we get
tN→Fσs = tcN,σ
³
Uˆ †
´
σs
; tˆN→Fσs = tˆcN,σUˆ
† (A13)
The reflection process of an electron in the ferromagnet at a single interface
to a normal metal, on the other hand, is independent of the spin quantization
axes in the normal metal rˆF→F = rˆcF . In the absence of spin-flips at the interface
(rˆF→F )ss0 → δss0rcF,s.
The current in the normal metal Eq. (91) is, for a given energy shell and
associating the first index with Ψ and the second index with Ψ†,
h
e
Iˆ = −MfˆN +
X
nm
h
rˆmnfˆN (rˆnm)† + tˆ0mnfˆF
¡
tˆ0nm
¢†i
. (A14)
The contribution from the transmission probability to the spin-current is therefore
(fˆF is diagonal)
eIFαδ =
e2
h
X
nmβ
t0mnαβ f
F
β
¡
t0nmβδ
¢†
=
e2
h
X
nmβ
Uαβf
F
β
¯¯
t0mnβ
¯¯2
U+βδ =
e2
h
X
nmβ
uˆβ
¯¯
t0mnβ
¯¯2
fFβ
eIˆF = G↑↑uˆ↑f
F
↑ +G
↓↓uˆ↓f
F
↓ , (A15)
with spin-dependent conductances
Gss =
e2
h
Ã
M −
X
nm
|rnms |2
!
=
e2
h
X
nm
|t0mns |2 .
Similarly, the contribution from the normal metal is
−MfˆN +
X
nm
rˆmnfˆN (rˆnm)† = −
X
nm
"
fˆNδnm −
X
ss0
uˆsfˆ
N uˆ+s0r
mn
s (r
mn
s0 )
∗
#
(A16)
= −
X
ss0
uˆsfˆ
N uˆs0
X
nm
(δnm − rmns (rmns0 )
∗) (A17)
= −
X
ss0
uˆsfˆ
N uˆs0Gss0 (A18)
where according to the unitarity of the scattering matrix M −
P
nm |rnms |2 =P
nm |t0nms |2 and the mixing conductance is introduced as
G↑↓ =
e2
h
"
M −
X
nm
¡
rmn↑
¢∗
rnm↓
#
.
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By adding both currents we recover Eq. (95):
h
e
Iˆ =
X
αβ
Gαβuˆα
³
fˆF − fˆN
´
uˆβ (A19)
APPENDIX B: HOW TO USE CIRCUIT THEORY
Here we demonstrate how to compute transport properties of simple devices by
magnetoelectronic circuit theory. We consider the limit of long τ sf , which in favor-
able cases is experimentally relevant even at room temperature [23]. Although the
matrix manipulations are tedious in general, analytical formulas can be derived
in terms of algebraic expressions of trigonometric functions of the magnetization
angles. Here we concentrate on collinear and 90◦ degree magnetization configura-
tions for which results are obtained more easily. The following results are derived
with conventional transition metals in mind. Half-metallic (fully polarized) ferro-
magnetic metals (HMF) are interesting systems that maximize magnetoelectronic
effects and simplify manipulation and results, however. We therefore also quote
results in the limit of HMF’s using the following model for the interface with a
normal metal:
Gˆ =
µ
G↑ G↑↓¡
G↑↓
¢∗
G↓
¶
HMF→
µ
G G
G 0
¶
. (B1)
The particle current at the normal side of an F|N contact and directed into the
normal metal is according to Eq. (96) [68]
Iˆ(m) (ε) =
X
αβ
Gαβuˆα (m)
³
fˆF (ε)− fˆN (ε)
´
uˆβ (m) ,
where the spin-1
2
projection matrices are according to Eq. (93)
uˆ↑ (m) =
1
2
¡
1ˆ + m · σˆ¢ ; uˆ↓ (m) = 1
2
¡
1ˆ− m · σˆ¢ .
It is implied in the following that the energy integration of the occupation functions
and spectra currents has been carried out. We take the ferromagnets as reservoirs
at equilibrium
R
fˆF (ε) dε = μF 1ˆ. Some insight can be gained by re-writing the
current and the distribution function in the form of a scalar particle and a vectorial
spin contribution. The distribution function on the normal node can be written
as Z
fˆN (ε) dε =
µ
f ↑↑ f ↑↓¡
f↑↓
¢∗
f ↓↓
¶
= μN 1ˆ + S · σˆ, (B2)
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where μN =
¡
f ↑↑ + f ↓↓
¢
/2 is the local chemical potential and
S=
1
2
⎛
⎝
f ↑↓ +
¡
f ↑↓
¢∗
f ↑↓ −
¡
f ↑↓
¢∗
f↑↑ − f↓↓
⎞
⎠ =
⎛
⎝
Re f ↑↓
i Im f↑↓
1
2
¡
f ↑↑ − f↓↓
¢
⎞
⎠ ≡
⎛
⎝
MR
MI
Σ
⎞
⎠ (B3)
the spin accumulation vector. The junction parameters can be rewritten as G =
G↑ +G↓, p =
¡
G↑ −G↓
¢
/G, ηR = 2ReG
↑↓/G, and ηI = 2 ImG
↑↓/G. The matrix-
current through an F|N interface Iˆ = (IC 1ˆ + IS · σˆ)/2 can then be expanded into
vector components in terms the scalar particle current:
IC = G
¡
μF − μN
¢
− pGm · S
and the vector spin current:
IS = G[p(μ
F − μN )− (1− ηR) S · m]m− ηRS+ηI(S × m) (B4)
with component perpendicular to the magnetization direction
I⊥ = IS −
³
IS · m
´
m= −GηR
h
S−
³
S · m
´
m
i
+GηI(S × m) (B5)
that is proportional to the spin-torque exerted by the polarized current on the
ferromagnet L = −~I⊥/ (2e) [56].
When the magnetization is parallel to the quantization axis, m±z = (0, 0,±1) :
uˆ↑z =
¡
1ˆ + σˆz
¢
/2 =
µ
1 0
0 0
¶
; uˆ↓z =
¡
1ˆ− σˆz
¢
/2 =
µ
0 0
0 1
¶
(B6)
and uˆ↑−z = uˆ
↓
z. It is easy to see that
Iˆ(z) =
µ
G↑
¡
μF − f↑↑
¢
−G↑↓f↑↓
−
¡
G↑↓f↑↓
¢∗
G↓
¡
μF − f↓↓
¢ ¶ ; Iˆ(−z) = µ G↑ ¡μF − f↓↓¢ −G↑↓ (f↑↓)∗
−
¡
G↑↓
¢∗
f↑↓ G
↓ ¡μF − f↑↑¢
¶
(B7)
Non-diagonal elements become important when the magnetization is not collinear
to the quantization axis. For mx = (1, 0, 0) :
uˆ↑x =
¡
1ˆ + σˆx
¢
/2 =
1
2
µ
1 1
1 1
¶
; uˆ↓x =
¡
1ˆ− σˆx
¢
/2 =
1
2
µ
1 −1
−1 1
¶
(B8)
and
Iˆ(x) =
G
2
µ ¡
μF − μN
¢
− pMR − ηRΣ+ iηIMI p
¡
μF − μN
¢
−MR + iηIΣ− ηRMI
p
¡
μF − μN
¢
−MR − iηIΣ+ ηRMI
¡
μF − μN
¢
− pMR + ηRΣ− iηIMI
¶
(B9)
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Next, we determine the current through a symmetrical F1|N|F2 structure with
parallel, antiparallel and perpendicularly oriented magnetizations, making use of
the current conservation condition Eq. (90). Let us take μF = ∆μ and μF = 0. fˆN
for parallel magnetizations in the F(z)1 |N|F(z)2 configuration is determined by spin
current conservation, Iˆ(z)1 + Iˆ
(z)
2 = 0.µ
G↑ (∆μ− f↑↑) −G↑↓f↑↓
−
¡
G↑↓f↑↓
¢∗
G↓ (∆μ− f↓↓)
¶
=
µ
G↑f↑↑ G
↑↓f↑↓¡
G↑↓f↑↓
¢∗
G↓f↓↓
¶
(B10)
from which we conclude that f↑↓ = 0 and f↑↑ = f↓↓ = ∆μ/2. When antiparallel,
Iˆ
(z)
1 + Iˆ
(−z)
2 = 0:µ
G↑ (∆μ− f↑↑) −G↑↓f↑↓
−
¡
G↑↓f↑↓
¢∗
G↓ (∆μ− f↓↓)
¶
=
µ
G↓f↑↑ G
↑↓ (f↑↓)
∗¡
G↑↓
¢∗
f↑↓ G
↑f↓↓
¶
(B11)
f↑↑ =
G↑∆μ
G↑ +G↓
; f↓↓ =
G↓∆μ
G↑ +G↓
; Σ =
p∆μ
G
(B12)
Re f↑↓ = 0 since −f↑↓ = (f↑↓)∗ and Im f↑↓ is undetermined but irrelevant. The
charge current
IC = G∆μ−G↑f↑↑ −G↓f↓↓ =
2G↑G↓
G↑ +G↓
∆μ (B13)
vanishes for the HMF.
fˆN for 90◦ magnetizations in F(z)1 |N|F(x)2 structures follows again from the cur-
rent conservation condition Iˆ(z)1 + Iˆ
(x)
2 = 0 and using Eq. (B9):µ
G↑ (∆μ− f↑↑) −G↑↓f↑↓
−
¡
G↑↓f↑↓
¢∗
G↓ (∆μ− f↓↓)
¶
(B14)
+
G
2
µ
−μN − pMR − ηRΣ+ iηIMI −pμN −MR + iηIΣ− ηRMI
−pμN −MR − iηIΣ+ ηRMI −μN − pMR + ηRΣ− iηIMI
¶
= 0 (B15)
We find a spin accumulation vector
S=
1
2
p∆μ
|η|2 + ηR
⎛
⎝
−ηR
ηI
ηR
⎞
⎠ HMF→
⎛
⎝
−1
0
1
⎞
⎠ ∆μ
6
(B16)
and a charge current (from left to right):
IC = G
¡
∆μ− μN − Σ
¢
=
G
2
⎛
⎝1− p
2
1 + |η|
2
ηR
⎞
⎠∆μ HMF→ G∆μ
3
. (B17)
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303 =I
FIG. 48: The spin-flip transistor in the “on” configuration. The source, drain, and base
reservoirs are numbered as 1,2 and 3, respectively. The base contact is floating such that
the charge current I3 vanishes.
The torque is proportional to the component normal to the magnetization that
is absorbed by the ferromagnet and in the present symmetrical case equal for the
right and left contact:
L =
~
2e2
G
2
|η|2 p∆μ
|η|2 + ηR
⎛
⎝
0
0
1
⎞
⎠ HMF→ ~
2e2
G∆μ
3
⎛
⎝
0
0
1
⎞
⎠ = N∆μ
12π
⎛
⎝
0
0
1
⎞
⎠ , (B18)
where N is the number of conducting modes.
We now compute the characteristics of the device with three identical ferromag-
netic terminals attached to a normal metal node. The magnetization of the third
(base) terminal can be either collinear or normal to the magnetizations of source
and drain. The latter are invariably taken to be antiparallel. The base contact
is taken here to be metallic like source and drain contacts [12]. It is also possible
to operate the spin-flip transistor with a floating contact that can read out by a
tunnel junction at the back [36]. In the letter case the diagonal conductances of
the base terminal may be set to zero.
For m3 = (0, 0, 1) matrix-current conservation in the node reads:
Iˆ
(z)
1 + Iˆ
(−z)
2 + Iˆ
(z)
3 = 0, (B19)
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where
Iˆ
(z)
1 + Iˆ
(−z)
2 =
µ
G↑
¡
μF − f↑↑
¢
−G↓f↑↑ 0
0 G↓
¡
μF − f↓↓
¢
−G↑f↓↓
¶
, (B20)
Iˆ
(−z)
3 =
⎛
⎝ G
↑
³
μ
(x)
3 − f↑↑
´
0
0 G↓
³
μ
(x)
3 − f↓↓
´⎞⎠ . (B21)
We chose the bias of the base terminal such that its net charge current is zero
G↑
³
μ
(x)
3 − f↑↑
´
+G↓
³
μ
(x)
3 − f↓↓
´
= 0, (B22)
μ
(x)
3 =
G↑f↑↑ +G
↓f↓↓
G↑ +G↓
. (B23)
The source-drain current then becomes
I
(z)
C
G∆μ
=
3G↓G↑
(G↓)2 + 4G↓G↑ + (G↑)2
and vanishes again for HMF terminals:
I
(z)
C = 0; f↓↓ = 0; μ
(x)
3 = f↑↑ = ∆μ; Σ =
∆μ
2
. (B24)
When the third electrode is rotated to the x-direction, the zero charge current
condition for the base contact dictates:
∆μ(x)3 = μ
N +
pMR
G
(B25)
Matrix-current conservation:
Iˆ(1)z + Iˆ
(2)
−z + Iˆ
(3)
x = 0 (B26)
leads to:
∆μ(x)3 = μ
N = ∆μ/2 (B27)
and a charge current of
I
(x)
C =
µ
G− p
2
G+ |G↑↓|2 /ReG↑↓
¶
∆μ
2
. (B28)
For the HMF, Σ = ∆μ/4 and I(x)C = G∆μ/4. When (in this limit) the potential
at the third electrode is varied, Σ does not change, but the length of S does:¯¯¯
S
¯¯¯2
= Σ2 +M2R +M
2
I =
µ
∆μ
4
¶2
+
µ
2∆μ(3) −∆μ
14
¶2
(B29)
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The spin-accumulation is minimal for the zero charge current condition for the
third terminal, which corresponds to a maximum of the spin-current through the
third terminal. The minimum spin-accumulation consequently allows a maximum
source-drain current without dissipation in the base. The base magnetization then
experiences a maximum torque of¯¯¯
L
¯¯¯
b
=
~
2e2
pGμN
2 + η
∆μ
2π
(B30)
In the HMF limit the physics of this transistor action is easily understood. In
the collinear configuration the device is electrically dead: No current can flow
into the drain because spin-up states can not penetrate a HMF with spin-down
magnetization. When the magnetization of the base is rotated by 90◦ and the bias
is adjusted to the zero charge current condition, the incoming spin-up current is
exactly equal to the outflowing spin-down current. Although there is no direct
current between source and drain, the outflowing spin-down current from the base
can enter the drain. Effectively we thus have switched on a source-drain charge
current by rotating the magnetization. Since the base contact operates as a perfect
spin-flip, we suggest the name spin-flip transistor for our device. When the base
contact is not connected to an external circuit, the floating potential adjusts itself
automatically to fulfill the zero charge current condition.
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