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Abstract
Given a set of objects in the visual ﬁeld, how does the the visual system
learn to attend to a particularobject of interest while ignoringthe rest? How
are occlusions and background clutter so effortlessly discounted for when
recognizing a familiar object? In this paper, we attempt to answer these
questions in the context of a Kalman ﬁlter-based model of visual recogni-
tion that has previously been useful in explaining certain neurophysiolog-
ical phenomena such as endstopping and related extra-classical receptive
ﬁeld effects in the visual cortex. By using results from the ﬁeld of robust
statistics, we describe an extension of the Kalman ﬁlter model that can han-
dle multiple objects in the visual ﬁeld. The resulting robust Kalman ﬁlter
model demonstrates how certain forms of attention can be viewed as an
emergent property of the interaction between top-down expectations and
bottom-up signals. The model also suggests functional interpretations of
certain attention-related effects that have been observed in visual cortical
neurons. Experimental results are provided to help demonstrate the abil-
ity of the model to perform robust segmentation and recognition of objects
and image sequences in the presence of varying degrees of occlusions and
clutter.
1 INTRODUCTION
The human visual system possesses the remarkable ability to recognize objects despite the
presence of distractors and occluders in the ﬁeld of view. A popular suggestion is that an “at-
tentional spotlight” mediates this ability to preferentially process a relevant object in a given
scene (see [5, 9] for reviews). Numerous models have been proposed to simulate the control
of this “focus of attention” [10, 11, 15]. Unfortunately, there is inconclusive evidence for the
existence of an explicit neural mechanism for implementing an attentional spotlight in the
visual cortex. Thus, an important question is whether there are alternate neural mechanisms
which don’t explicitly use a spotlight but whose effects can nevertheless be interpreted as
attention. In other words, can attention be viewed as an emergent property of a distributed
network of neurons whose primary goal is visual recognition?
￿This research was supported by NIH/PHS research grant 1-P41-RR09283. I am greatly indebted to
Dana Ballard for many useful discussions and suggestions.In this paper, we extend a previously proposed Kalman ﬁlter-based model of visual recog-
nition [13, 12] to handle the case of multiple objects, occlusions, and clutter in the visual
ﬁeld. We provide simulation results suggesting that certain forms of attention can be viewed
as an emergent property of the interaction between bottom-up signals and top-down expec-
tations during visual recognition. The simulation results demonstrate how “attention” can be
switched between different objects in the visual scene without using an explicit spotlight of
attention.
2 A KALMAN FILTER MODEL OF VISUAL RECOGNITION
We have previously introduced a Kalman ﬁlter-based model of visual recognition and have
shown how this model can be used to explain neurophysiologicaleffects such as endstopping
and neural response suppression during free-viewing of natural images [12, 13]. The Kalman
ﬁlter [7] is essentially a linear dynamical system that attempts to mimic the behavior of an
observed natural process. At any time instant
t, the ﬁlter assumes that the internal state of
the given natural process can be represented as a
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expectation operator and
T denotes transpose).
In order to specify how the internal state
r changes with time, the Kalman ﬁlter assumes that
the process of interest can be modeled as a Gauss-Markov random process [1]. Thus, given
the state
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where
V is the state transition (or prediction) matrix and
m is white Gaussian noise with
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Given the generative model in Equation 1 and the dynamics in Equation 2, the goal is to op-
timally estimate the current internal state
r
 
t
  using only the measurable inputs
I
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 . An op-
timization function whose minimization yields an estimate of
r is the weighted least-squares
criterion:
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where
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  is the mean of the state vector before measurement of the input data
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  is the corresponding covariance matrix. It is easy to show [1] that
J is simply the sum of the negative log-likelihood of generating the data
I given the state
r,
and the negative log of the prior probability of the state
r. Thus, minimizing
J is equivalent
to maximizing the posterior probability
p
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j
I
  of the state
r given the input data.
The optimization function
J can be minimized by setting
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  and solving for the min-
imum value
b
r of the state
r (note that
b
r equals the mean of
r after measurement of
I). The
resultant Kalman ﬁlter equation is given by:
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1 is a “normalization” matrix that maintains the
covariance of the state
r after measurement of
I. The matrix
M, which is the covariance
before measurementof
I, is updated as
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ﬁlter predicts one step into the future using Equation 5, obtains the next sensory input
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The measurement (or generative) matrix
U and the state transition (or prediction) matrix
V
used by the Kalman ﬁlter togetherencodean internal model of the observeddynamicprocess.
As suggested in [13], it is possible to learn an internal model of the input dynamics from
observed data. Let
u and
v denote the vectorized forms of the matrices
U and
V respectively.
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By minimizing an optimization function similar to
J [13], one can derive a Kalman ﬁlter
“learning rule” for the generative matrix
U:
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As in the case of
U, an estimate of the prediction matrix
V can be obtained via the following
learning rule for
v [13]:
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notes the difference between the actual state and the predicted state. One unresolved issue is
the speciﬁcation of valuesfor
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  (comprisingR(t)) in Equation 7 and
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  in Equation 8.
The Expectation-Maximization (EM) algorithm [4] suggests that in the case of static stimuli
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r which is the convergedoptimal state estimate for the
givenstatic input. In the case of dynamicstimuli, the EM algorithmprescribes
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which is the optimaltemporally smoothed state estimate [1] fortime
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N), giveninput data
for each of the time instants
 
 
 
 
 
 
N. Unfortunately, the smoothed estimate requires knowl-
edge of future inputs and is computationallyquite expensive. For the experimentalresults, we
used the on-line estimates
b
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  when updating the matrices
U and
V during training.
3 ROBUST KALMAN FILTERING
The standard derivation of the Kalman ﬁlter minimizes Equation 3 but unfortunately does not
specify how the covariance
  is to be obtained. A common choice is to use a constant matrix
or even a constant scalar. Making
  constant however reduces the Kalman ﬁlter estimates
to standard least-squares estimates, which are highly susceptible to outliers or gross errors
i.e. data points that lie far away from the bulk of the observed data [6]. For example, in the
case where
I represents an input image, occlusions and clutter will cause many pixels in
I to
deviate signiﬁcantly from corresponding pixels in the predicted image
U
r. The problem of
outliers can be tackled using robust estimation procedures [6] such as M-estimation, which
involves minimizing a function of the form:
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Figure 1: Recurrent Network Implementation of the Robust Kalman Filter. The gating matrix
G
is a non-linear function of the current residual error between the input I and its top-down prediction
U
r.
G effectively ﬁlters out any high residuals, thereby preventing outliers in input data
I from inﬂuencing
the robust Kalman ﬁlter estimate
b
r. Note that the entire ﬁlter can be implemented in a recurrent neural
network, with
U,
U
T, and
V represented by the synaptic weights of neurons with linear activation
functions and
G being implemented by a set of threshold non-linear neurons with binary outputs.
where
  is a function that increases less rapidly than the square. This ensures that large
residual errors (which correspond to outliers) do not inﬂuence the optimization of
J
0, thereby
“rejecting” the outliers. A special case of the above function is the following weighted least
squares criterion:
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where
S is a diagonal matrix whose diagonal entries
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is the non-linear function given by
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S in the optimization function
J (Equation 3), we can rederive the
following robust Kalman ﬁlter equation:
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G can be regarded as the sensory residual gain or “gating” matrix, which determines the (bi-
nary) gain on the various components of the incoming sensory residual error. By effectively
ﬁltering out any high residuals,
G allows the Kalman ﬁlter to ignore the corresponding out-
liers in the input
I, thereby enabling it to robustly estimate the state
r. Figure 1 depicts an
implementation of the robust Kalman ﬁlter in the form of a recurrent network of linear and
threshold non-linearneurons. In particular, the feedforward, feedback and prediction neurons
possess linear activation functions while the gating neurons implementing
G compute binary
outputs based on a threshold non-linearity.Input Image
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Figure2: Correlatesof AttentionduringStaticRecognition. (a) Images of size
1
0
5
￿
6
5 used totrain
a robust Kalman ﬁlter network. The generative matrix
U was
6
8
2
5
￿
5. (b) Occlusions and background
clutter are treated as outliers (white regions in the third image, depicting the diagonal of the gating
matrix
G). This allows the network to “attend to” and recognize the training object, as indicated by the
accurate reconstruction (middle image) of the training image based on the ﬁnal robust state estimate.
(c) In the more interesting case of the training objects occluding each other, the network converges to
one of the objects (the “dominant” one in the image - in this case, the object in the foreground). Having
recognized one object, the second object is attended to and recognized by taking the complement of
the outliers (diagonal of
G) and repeating the robust ﬁltering process (third and fourth images). The
ﬁfth image is the image reconstruction obtained from the standard (least squares derived) Kalman ﬁlter
estimate, showing an inability to resolve or recognize either of the two objects.
4 VISUAL ATTENTION IN A SIMULATED NETWORK
The gating matrix
G allows the Kalman ﬁlter network to “selectively attend” to an object
while treating the remaining components of the sensory input as outliers. We demonstrate
this capability of the network using three different examples. In the ﬁrst example, a network
was trained on static grayscale images of a pair of
 
D objects (Figure 2 (a)). For learning
static inputs, the prediction matrix
V is unnecessary since we may use
r
 
t
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 . After training, the network was tested on images containing the training
objects with varying degrees of occlusion and clutter (Figure 2 (b) and (c)). The outlier
threshold
c was initialized to the sum of the mean plus
k standard deviations of the current
distribution of squared residual errors
 
I
i
 
U
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2. The value of
k was gradually decreased
during each iteration in order to allow the network to reﬁne its robust estimate by gradually
pruning away the outliers as it converges to a single object estimate. After convergence, the
diagonal of the matrix
G contains zeros in the image locations containing the outliers and
ones in the remaining locations. As shown in Figure 2 (b), the network was successful in
recognizing the training object despite occlusion and background clutter.
More interestingly, the outliers (white) produce a crude segmentation of the occluder and
background clutter, which can subsequently be used to focus “attention” on these objects and
recover their identity. In particular, an outlier mask
m can be deﬁned by taking the comple-
ment of the diagonal of
G (i.e.
m
i
 
 
 
G
i
 
i). By replacing the diagonal of
G with
m
in Equation 111 and repeating the estimation process, the network can “attend to” the image
1Although not implemented here, this “shifting of attentional focus” can be automated using a model
of neuronal fatigue and active decay (see, for example, [3]).Inputs
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Figure 3: Correlates of Attention during Dynamic Recognition. (a) A network was trained on a
cyclic image sequence of gestures (top), each image of size
7
5
￿
7
5, with
U and
V of size
5
6
2
5
￿
1
5 and
1
5
￿
1
5 respectively. The panels below show how the network can ignore various forms of occlusion and
clutter(outliers), “attending to” thesequence of gestures that ithas been trainedon. Theoutlierthreshold
c was computed as the mean plus
0
 
3 standard deviations of the current distribution of squared residual
errors. Results shown are those obtained after
5 cycles of exposure to the occluded images. (b) Three
image sequences used to train a network. (c) and (d) show the response of the network to ambiguous
stimuli comprised of images containing both a horizontal and a vertical bar. Note that the network was
trained on a horizontal bar moving downwards and a vertical bar moving rightwards (see (b)) but not
both simultaneously. Given ambiguous stimuli containing both these stimuli, the network interprets the
input differently depending on the initial “priming” input. When the initial input is a vertical bar as in
(c), the network interprets the sequence as a vertical bar moving rightwards (with some minor artifacts
due to the other training sequences). On the other hand, when the initial input is a horizontal bar as
in (d), the sequence is interpreted as a horizontal bar moving downwards, not paying “attention” to the
extraneous vertical bars, which are now treated as outliers.
region(s) that were previously ignored as outliers. Such a two-step serial recognition process
is depicted in Figure 2 (c). The network ﬁrst recognizes the “dominant” object, which was
generally observed to be the object occupying a larger area of the input image or possessing
regions with higher contrast. The outlier mask
m is subsequently used for “switching atten-
tion” and extracting the identity of the second object (lower arrow). Figure 3 shows examples
of attention during recognition of dynamic stimuli. In particular, Figure 3 (c) and (d) show
how the same image sequence can be interpreted in two different ways depending on which
part of the stimulus is “attended to,” which in turn depends on the initial priming input.
5 CONCLUSIONS
The simulation results indicate that certain experimental observations that have previously
been interpreted using the metaphor of an attentional spotlight can also arise as a result of
competition and cooperation during visual recognition within networks of linear and non-linearneurons. Althoughnotexplicitlydesignedtosimulateattention,therobustKalmanﬁlter
networks neverthelessdisplay some of the essential characteristics of visual attention, such as
the preferential processing of a subset of the input signals and the consequent “switching” of
attention to previously ignored stimuli. Given multiple objects or conﬂicting stimuli in their
receptive ﬁelds (Figures 2 and 3), the responses of the feedforward, feedback, and prediction
neurons in the simulated network were modulated according to the current object being “at-
tended to.” The modulation in responses was mediated by the non-linear gating neurons
G,
taking into account both bottom-up signals as well top-down feedback signals. This suggests
a network-level interpretation of similar forms of attentional response modulation in the pri-
mate visual cortex [2, 8, 14], with the consequent prediction that the genesis of attentional
modulation in such cases may not necessarily lie within the recorded neurons themselves but
within the distributed circuitry that these neurons are an integral part of.
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