Abstract. We consider the nonlinear Schrödinger equation
Introduction
We consider the nonlinear Schrödinger equation Under assumption (1.2), equation (1.1) is H 1 -subcritical or critical, so that the corresponding Cauchy problem is locally well posed in H 1 (R N ) -see e.g. [2] . Equation (1.1) is a member of the more general family of complex GinzburgLandau equations u t = ζ∆u + ξ|u| α u where ζ, ξ ∈ C and ℜζ ≥ 0.
It is proved in [3, [3] . It seems that no standard argument based on obstruction to global existence (Levine's method, variance argument) is applicable. The purpose of this article is to construct solutions of (1.1) that blow up in finite time. For technical reasons we require α ≥ 2.
(1.3)
(The condition α ≥ 1 is used in the proof of estimates (4.8)-(4.9), the stronger condition α ≥ 2 is used in formula (4.22).) Conditions (1.2)-(1.3) impose N ≤ 4.
More precisely, the allowed range of powers is      α ∈ [2, ∞) N = 1, 2 α ∈ [2, 4] N = 3 α = 2 N = 4
Our first blow-up result, related to single point blowup with a simple asymptotic profile is the following. Theorem 1.1. Let N ≥ 1 and let α > 0 satisfy (1.2) and (1.3). Given A > 0 and k > max{10, N α 2 }, let U be defined by U (t, x) = (−t) It follows that there exist a solution u ∈ C((−∞, 0), H 1 (R N )) of (1.1) and µ > 0 such that u(t) − U (t) H 1 (−t) µ (1.6)
as t ↑ 0. In particular, u blows up at t = 0 and
in H 1 ({|x| > ε}) for every ε > 0. Theorem 1.1 is a particular case of a more general result (Theorem 1.2 below), where asymptotic profiles more general than (1.9) are allowed. Before stating precisely this more general result, we need to make precise our assumptions on the asymptotic profile. We consider an integer J ≥ 1, real numbers ρ, ν, (k j ) 1≤j≤J , (η j,β ) 1≤j≤J where β is a multi-index with |β| ≤ 3, and points (
(1.11)
Our main result is the following Theorem 1.2. Let N ≥ 1 and let α > 0 satisfy (1.2) and (1.3). Let φ ∈ C 3 (R N , R) satisfy (1.10)-(1.11). Let U be defined by
It follows that there exist a solution u ∈ C((−∞, 0),
where a, b > 0 and
Here are some comments on Theorems 1.1 and 1.2.
(i) Theorem 1.1 presents the simplest result with the choice of only two parameters A and k. The parameter k has to be taken sufficiently large so that the ansatz U satisfies |∆U | ≪ U t (a similar strategy is used in [4] , see the comments below). Note that the choice of k determines the blow-up rates in (1.7)-(1.8). More parameters can chosen in Theorem 1.2, which allows arbitrary locations for the blow-up points and flexibility on the blow-up rates. It is easy to construct explicitly functions φ satisfying (1.11). (ii) It follows from (1.14) and (1.15) that both u(t) We prove Theorem 1.2 by using the strategy of [6] . More precisely, we consider the sequence (u n ) n≥1 of solutions of (1.1) defined by u n (− 1 n ) = U (− 1 n ), where U is defined by (1.12) . It follows that u n is defined on (−∞, − 1 n ]. Since U t = |U | α U , and ∆U is small compared to U t , U is almost a solution of (1.1). Following the idea of [5] (see also [12] in the blow-up context) we estimate the solutions u n by energy arguments. Note that the nice behavior of equation (1.1) backwards in time, already discussed in Remark 1.3 (iv), is important in this step. Finally, passing to the limit as n → ∞ yields the solution u of Theorem 1.2.
The solution u given by Theorem 1.2 blows up at t = 0 like the function U defined by (1.12). Since U t = |U | α U , we see that the solution u displays an ODEtype blowup.
We recall that ODE-type blowup has been intensively studied for several other nonlinear equations. For the nonlinear heat equation, the type of blowup obtained in Theorems 1.1 and 1.2 is called flat blowup in the literature and was recently investigated independently of our work in [4] (see also previous references there) with applications to the Burgers equation. Even if the blow-up profile is identical (see §4.1 of [4] ), the strategy to proceed with the construction of an actual solution of the equation is different in this paper.
Apart from such unstable forms of blowup, ODE-type blowup was also much studied as a stable form of blowup. We refer to [4, 7, 10] and to references there for results in the parabolic context. For the semilinear wave and quasilinear wave equations, we refer e.g. to [1, 9, 8, 13] and to the references there.
The rest of the paper is organized as follows. In Section 2, we study the Cauchy problem for the backwards version of equation (1.1), and in Section 3, we derive various estimates on the function U . Section 4 is devoted to the construction and estimates of the approximate blow-up solutions, and the proof of Theorem 1.2 is completed in Section 5 by passing to the limit in the approximate solutions.
The backwards equation
In this section, we prove that the Cauchy problem for the backwards equation obtained by changing t to −t in (1.1) is globally well-posed in
In addition, if τ > 0 and
We now prove that the Cauchy problem (2.1) is globally well posed in
, and let T max be the maximal existence time of the corresponding solution v of (2.1). Multiplying the equation by v and taking the real part yields
Next, we multiply the equation by −∆v and take the real part. We obtain (see (4.6)-(4.7) below)
These formal calculations can be justified by standard arguments, see e.g. [11] . This proves global existence in the subcritical case (N − 2)α < 4. In the critical case N ≥ 3 and α = 4 N −2 , we use the right-hand side of (2.2) to obtain
we deduce by Sobolev's inequality that
We define 2 < r < N by
Finally, we prove the stronger uniqueness property, so we consider τ > 0 and two
for a.a. t ∈ (0, τ ). Taking the H −1 − H 1 duality product of equation (2.1) with w and applying (2.5), we deduce that for a.a. t ∈ (0, τ )
We recall that
for all z 1 , z 2 ∈ C. Indeed,
Since w(0) = 0, we deduce from (2.6) and (2.7) that w ≡ 0 on (0, τ ).
Estimates of U
In this section, we establish various estimates on the function U defined by (1.12).
4)
as t ↑ 0, and
where θ is given by (1.16).
Proof. We proceed in three steps.
Step 1. Proof of estimates (3.1)-(3.2). We have U (t) L ∞ = (−αt)
α , which implies (3.1). Moreover,
We note that by (1.12) and (1.11), there exists R > 0 such that
for |x| ≥ R. Applying (1.11), we deduce that |∇U | is bounded independently of t < 0 for |x| ≥ R. Given r > 0, let
It follows that sup{U ; x ∈ E ρ , t < 0} < ∞, so that |∇U | is bounded independently of t < 0 and x ∈ E ρ . For x ∈ B(x j , ρ), assumption (1.11) and formula (3.7) imply
Step 2. Proof of estimates (3.3)-(3.4). We have
and
We observe that by (3.9), (3.10), and (1.11), there exists R > 0 such that
for all |x| ≥ R and t < 0, so that
Moreover, U is bounded on E, so that by (3.9) and (3.10),
On B(x j , ρ), we deduce from (1.11) and formulas (3.9) and (3.10) that
and estimates (3.3)-(3.4) easily follow.
Step 3. Proof of (3.5)-(3.6). It follows from (3.8), (3.7), (1.10) and (1.11) that U L 2 ({|x|>R}) and ∇U L 2 ({|x|>R}) are bounded independently of t < 0. Furthermore, it is clear that U L 2 (Er) and ∇U L 2 (Er) are also bounded independently of t < 0, for every r > 0. Therefore, we need only calculate U L 2 (B(xj,r)) and ∇U L 2 (B(xj,r)) for r > 0 small. Assumption (1.11) implies that φ(x j + y) ∼ η j,0 |y| kj for |y| small, so that for small r > 0
The limit (3.5) easily follows. To prove (3.6), we observe that by (3.7) and (1.11)
and we conclude as above.
Step 4. U ∈ C((−∞, 0), H 3 (R N )). Given τ < 0, we deduce from (1.11), (3.7), (3.9) and (3.10) that
for all x ∈ R N and t ≤ τ . Since 
Construction and estimates of the approximate solutions
We observe that by (1.12), U satisfies
We now construct approximate solutions that behave like U . More precisely, we set
for n ≥ 1, and we consider the solution u n of equation (1.1) with the initial condition
It follows from Proposition 2.1 that u n is well defined, u n ∈ C((−∞, T n ], H 1 (R N )). We now establish estimates that are uniform in n ≥ 1. For this we set
Lemma 4.1. If ε n is as above, then there exist C, δ, µ > 0 such that
Proof. In the calculations that follow, we drop the index n. Moreover, we let k = k 1 , where k 1 is given by (1.10). In addition, we make formal calculations, which can be justified for instance by the method of [11] . It is convenient to set
for all z ∈ C. We note that
for all z ∈ C. We will also use the estimates
for all u, v ∈ C. We establish (4.9), the proof of (4.8) being similar. To prove (4.9), we consider the three cases: |u| ≥ 2|v|; 1 2 |v| ≤ |u| ≤ 2|v|; |u| ≤ 1 2 |v|. The second case is immediate, because then |u| and |v| are equivalent. Next, the first and third cases are equivalent, because the expressions on the right-hand side of (4.9) are symmetric in u, v. Therefore, we consider only the first case and, assuming without loss of generality u = 0, we have 2
The function h is C 1 on {z ∈ R 2 ; |z| ≤ 1 2 } and h(0) = 0, so that there exists a constant C such that |h(z)| ≤ C|z| for |z| ≤ 1 2 ; and so
which proves the desired estimate.
The equation for ε = ε n is, with the notation (4.5)
Multiplying by ε and taking the real part, we obtain after integration by parts
By (2.7), the first term on the right-hand side is nonnegative, so that
(4.11)
for −1 ≤ t < 0. We observe that by (1.3) and (1.10)
We now multiply (4.10) by −∆ε, take the real part and integrate by parts. Since
It follows from (4.6)-(4.7) that
so that (4.13) yields
(4.14)
Applying (3.4), we have
In view of (4.8)-(4.9), we obtain
so that (4.16), (3.1), (3.2) and (4.12) yield
where
Next,
The first term in the right-hand side of (4.20) appears in (4.16) and is estimated by the right-hand side of (4.18), so we estimate the last term in (4.20) . By CauchySchwarz
for every δ > 0. Since α ≥ 2, we have |U + ε| α−2
thus we deduce from (4.22), (3.1), (3.2) and (4.12) that
We deduce from (4.18), (4.20), (4.21) and (4.24) that
hence (4.14) and (4.15) yield
We note that (1.3) and (1.10) imply 1 − 1 α − 3 2k ≥ 1 3 and one deduces easily that
Moreover,
We now set
(4.28) Since ε(T n ) = 0, we have −1 ≤ τ n < T n , and it follows from (4.27) that there exists a constant C independent of n such that
for all τ n ≤ t ≤ T n . This implies that there exists δ > 0 such that τ n ≤ T n − δ. This completes the proof.
Proof of Theorem 1.2
We consider the solution u n of equation (1.1) defined by (4.1) and (4.2), ε n defined by(4.3), and we set
for t ≥ 0. It follows from (4.4) that there exist δ, C > 0 such that
Moreover, it follows from (4.10) that
Using the estimate |g(u+v)−g(u)| (|u| α +|v| α )|v| and the embeddings
, we deduce that
H 1 + ∆V n L 2 so that, applying (5.1), (3.5), (3.6) and (3.3), there exists κ > 0 such that
Given τ ∈ (0, δ), it follows from (5.1) and (5.3) that the sequence ( Indeed, let 0 < ε < δ, and we consider the solution u 1 ∈ C((−∞, −ε), H 1 (R N )) ∩ C 1 ((−∞, −ε), H −1 (R N )) of (1.1) such that u 1 (−ε) = u(−ε). (5.13) (See Proposition 2.1.) The uniqueness property of Proposition 2.1 implies that u = u 1 on (−δ, ε). In particular, u ∈ C((−δ, −ε), H 1 (R N )) ∩ C 1 ((−δ, −ε), H −1 (R N )), hence (5.12) follows, since ε is arbitrary. We may now extend u for t ≤ −δ (see Proposition 2.1) to a solution u ∈ C((−∞, 0), H 1 (R N )) ∩ C 1 ((−∞, 0), H −1 (R N )) of (1.1). Estimates (1.13), (1.14) and (1.15) now follow from (5.7), (3.5) and (3.6), respectively, and the convergence property (1.17) follows from (1.13).
