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Вступ.
Проблема коефiцiєнтiв однолистих функцiй грає на протязi багатьох рокiв
дуже важливу роль у геометричний теорiї функцiй комплексного змiнного. Як
добре вiдомо, для функцiй
f(z) = z + c2z
2 + ...
з класу S вона полягає у визначенi для кожного n ≥ 2 областi значень систе-
ми коефiцiєнтiв {c2, c3, ..., cn} функцiй цього класу. Частковим випадком цiєї
проблеми є задача знаходження точних оцiнок коефiцiєнтiв, що вiдноситься до
вiдомої проблеми Бiбербаха.
Метою роботи є дослiдження однолистих та регулярних функцiй або в оди-
ничному крузi, або поза цим кругом, та отримання оцiнок їх коефiцiєнтiв (ба-
жано, по можливостi, точних).
Об’єктами дослiдження є коефiцiєнти регулярних та однолистих функцiї або
в одиничному крузi, або поза цим кругом.
Предметом дослiдження є знаходження оцiнок для коефiцiєнтiв однолистих
та регулярних функцiй.
Для розв’зування такого роду задач працюють багато методiв теорiї функ-
цiй, зокрема параметричний метод, метод варiацiї, метод квадратичних дифе-
ренцiалiв, метод екстремальних метрик та iншi.
Результати роботи мають теоретичний характер. Своє практичне застосуван-
ня подiбнi результати знаходять у багатьох роздiлах науки та технiки, зокрема
безпосередньо у теорiї функцiй, теоретичний фiзицi, голоморфнiй динамiцi та
iнших.
Робота складається з вступу, деяких понять та теорем комплексного аналiзу,
якi використовуються у роботi, основної частини, висновку, списку використа-
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них джерел, та анотацiї на українськiй, росiйськiй та англiйськiй мовах. Ос-
новна частина складається з шести роздiлiв у нiй, в основному, розглядаються
оцiнки коефiцiєнтiв функцiй з класу S. Причому деякi з цих оцiнок не є точни-
ми та їх, можливо, можно покращити. Крiм того, наведено застосування оцiнок
коефiцiєнтiв до доведення деяких теорем покриття, зокрема теореми Кьобе, до
знаходження нерiвностей для модуля функцiї, модуля та аргументу її похiдної.
Також, наведено застосування оцiнок коефiцiєнтiв до деяких питань опуклих
та зiркоподiбних областей.
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Деякi поняття та теореми комплексного аналiзу.
Тут ми введемо найбiльш фундаментальнi поняття теорiї функцiй комплекс-
ного змiнного: поняття функцiї комплексного змiнного, її границi, похiдної та
поняття аналiтичної функцiї. Центральне мiсце займає теорема, яка встановлює
умови диференцiовностi функцiї комплексного змiнного. Цi умови прийнято на-
зивати умовами Кошi-Рiмана, але задовго до Кошi та Рiмана вони використо-
вувались в роботах Даламбера та Ейлера. Тому ми будемо, також, їх називати
умовами Даламбера-Ейлера.
Зараз наведемо деякi означення.
Означення. Областю на комплекснiй площинi називають множину D то-
чок, яка задовольняє наступним властивостям:
1) разом з кожною точкою з D цiй множинi належить i достатньо малий
круг з центром в цiй точцi (властивiсть вiдкритостi),
2) будь-якi двi точки D можно з’єднати ламаною, всi точки якої нале-
жать D (властивiсть зв’язностi).
Простими прикладами областей можуть служити околи точок на комплекснiй
площинi.
Означення. Пiд ε-околом точки a розумiють вiдкритий круг радiусу ε з
центром в цiй точцi, тобто сукупнiсть точок z, якi задовольняють нерiв-
ностi
|z − a| < ε.
Означення. Межевою точкою областi D називають таку точку, яка сама
не належить D, але в будь-якому околi якої мiстяться точки цiєї областi.
Означення. Сукупнiсть межевих точок областi D називають межею
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цiєї областi.
Означення. Область D разом зi своєю межею позначається символом D
та називається замкненою областю.
Означення. Крива називається гладкою, якщо дотична проведена до неї
пiд час руху вздовж кривої змiнюється неперервно.
Означення. Крива називається кусково-гладкою, якщо її можно розбити
на скiнчене число гладких кривих.
Означення. Область D називається однозв’зною, якщо її межа зв’язна
(складається з одної зв’язної частини).
Означення. Область називається опуклою, якщо вiдрiзок, що з’єднує двi
довiльнi точки областi, повнiстю мiститься у цiй областi.
Означення. Область називається зiркоподiбною вiдносно деякої точки,
якщо вiдрiзок, що з’єднує вказану точку з довiльною точкою областi, по-
внiстю мiститься у цiй областi.
Означення. У випадку обмеженої областi D число зв’язних частин, на
якi розбивається її межа, називається порядком зв’язностi цiєї областi.
Нехай є однозв’зна область D та її межа – Γ. Виберемо на Γ будь-яку точку
та будемо, вiдправляючись вiд цiєї точки, обходити Γ.
Означення. Додатнiм напрямом обхода межi областi вважаємо такий,
при якому область залишається весь час злiва. При цьому деякi точки Γ
будемо проходити лише один раз, а iншi – декiлька раз. Точки першого типу
будемо називати простими, а другого типа – кратними точками контура Γ,
причому число раз, якi проходимо точку, назвемо її кратнiстю.
Означення. Кажуть, що на множинi M точок площини z задана функцiя
w = f(z),
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якщо вказан закон, за яким кожнiй точцi z з M ставиться у вiдповiднiсть
одна точка або сукупнiсть точок w. У першому випадку функцiя w = f(z)
називається однозначна, а у другому – многозначна.
Означення. Множину M називають множиною визначення функцiї f(z),
а сукупнiсть N всiх значень w, якi f(z) приймає на M, – множиною її змiни.
Якщо покласти z = x + iy та w = u + iv, то задання функцiї комплексного
змiнного буде рiвносильне заданню двух функцiй двух дiйсних змiнних:
u = u(x, y), v = v(x, y).
Домовимося вiдкладати значення z на однiй комплекснiй площинi, а значення
w – на iншiй. Тодi функцiю комплексного змiнного можно геометрично предста-
вити, як деяке вiдображення множини M площини z на множину N площини
w.
Означення. Якщо при вiдображеннi w = f(z) двом рiзним точкам M за-
вжди вiдповiдають рiзнi точки N, то таке вiдображення називається одно-
листим в M.
Означення. Якщо функцiя w = f(z) однозначна та однолиста на множинi
M, то таке вiдображення називається взаємно однозначним в M.
Означення. Нехай дана функцiя w = f(z), яка здiйснює вiдображення мно-
жини M на множину N. Функцiя z = ϕ(w), яка ставить у вiдповiднiсть
кожнiй точцi w з N сукупнiсть таких же точок z, якi функцiєю w = f(z),
вiдображаються в точку w, називається оберненою до функцiї w = f(z).
Означення. Нехай функцiя w = f(z) вiдображає множину M на N, а
ω = g(w) – множину N на P. Функцiя
ω = h(z) = g (f(z)) ,
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яка вiдображає M на P, називається складеною функцiєю, яка складена з ком-
понент f та g, а вiдповiдне вiдображення h – суперпозицiєю вiдображень f
та g.
Нехай функцiя w = f(z) визначена та однозначна в деякому околi точки
z0 = x0 + iy0, точки крiм, можливо, самої точки z0.
Означення. Будемо казати, що iснує границя функцiї f(z) при z → z0
(позначаємо: lim
z→z0
f(z)): якщо iснують границi
lim
x→x0,y→y0
u(x, y) = u0
та
lim
x→x0,y→y0
v(x, y) = v0;
при цьому будемо вважати
lim
z→z0
f(z) = u0 + iv0 = w0.
Так як наше означення зводиться до звичайного означення границь дiйсних
функцiй, то основнi властивостi граничного переходу зберiгаються для функцiй
комплексного змiнного. Зокрема, маємо:
lim
z→z0
(f(z)± g(z)) = lim
z→z0
f(z)± lim
z→z0
g(z),
lim
z→z0
(f(z) · g(z)) = lim
z→z0
f(z) · lim
z→z0
g(z),
lim
z→z0
f(z)
g(z)
=
lim
z→z0
f(z)
lim
z→z0
g(z)
(
lim
z→z0
g(z) 6= 0
)
.
Означення границi можно сформулювати також з допомогою поняття околу
точки:
lim
z→z0
f(z) = w0
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тодi i тiльки тодi, якщо для довiльного ε > 0 знайдеться δ > 0 таке, що
для всiх точок з δ-околу точки z0 (крiм, можливо, самої точки z0) вiдповiднi
точки w лежать в ε-околi точки w0; iншими словами, якщо з нерiвностей
0 < |z − z0| < δ
випливає
0 < |f(z)− w0| < ε.
Пiдкреслимо, що згiдно нашого визначення функцiя f(z) прямує до своєї гра-
ницi незалежно вiд способу наближення точки z до z0. Iншими словами, якщо
границя iснує, то при z → z0 по будь-якому закону (наприклад, по довiльнiй
лiнiї або будь-якiй послiдовностi), f(z) буде наближатися до цiєї границi.
Означення. Функцiя f(z) називається неперервною в точцi z0, якщо вона
визначена в деякому околi точки z0 (включаючи i саму точку z0) та
lim
z→z0
f(z) = f (z0) .
Очевидно, що для неперервностi f(z) в точцi z0 необхiдно i досить, щоб
функцiї u(x, y) та v(x, y) були неперервними в точцi (x0, y0) .
Означення. Функцiя f(z) називається неперервною в областi D, якщо во-
на неперервна в кожнiй точцi цiєї областi.
Вiдмiтимо без доведення, що для функцiй, неперервних в замкнених обла-
стях, а також на замкнених лiнiях або на вiдрiзках лiнiй, якi мiстять свої кiн-
цi, залишаються справедливими звичайнi властивостi функцiй, неперервних на
замкнених iнтервалах. Отже, кожна функцiя w = f(z), неперервна на за-
мкненiй множинi A :
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1) обмежена на нiй, тобто iснує така стала M, що для всiх z з A
|f(z)| ≤M ;
2) досягає свого найбiльшого та свого найменшого по модулю значень, тоб-
то в A iснують такi точки z′ та z′′, що для всiх z з A
|f(z′)| ≥ |f(z)|, |f(z′′)| ≤ |f(z)|;
3) рiвномiрно неперервна, тобто для довiльного ε > 0 знайдеться таке чис-
ло δ > 0, яке залежить тiльки вiд ε, що для будь-якої пари z1 та z2 з A, якi
задовольняють нерiвностi
|z1 − z2| < δ,
справедлива нерiвнiсть
|f (z1)− f (z2)| < ε.
Вiдмiтимо також без доведення одне важливе твердження.
Теорема 1. Якщо функцiя w = f(z) неперервна в областi D та реалiзує
взаємно однозначне вiдображення цiєї областi на деяку множину ∆ в площинi
w, то ∆ також є областю i обернена функцiя z = ϕ(w) неперервна в ∆.
Означення. Нехай функцiя f(z) визначена в деякому околi точки z. Будемо
казати, що f(z) диференцiовна в z, якщо iснує границя
lim
h→0
f(z + h)− f(z)
h
= f ′(z).
Ця границя називається похiдною функцiї f(z) в точцi z.
Умови диференцiовностi функцiї f(z) в термiнах дiйсних функцiй u(x, y) та
v(x, y) виражає наступна теорема.
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Теорема 2. (умови Кошi-Рiмана, Даламбера-Ейлера). Нехай функцiя
f(z) = u(x, y) + iv(x, y)
визначена в деякому околi точки z, причому в цiй точцi функцiї u(x, y) та
v(x, y) диференцiовнi. Тодi для диференцiовностi функцiї комплексного змiн-
ного f(z) в точцi z необхiдно i досить, щоб в цiй точцi мали мiсце спiввiдно-
шення:
∂u
∂x
=
∂v
∂y
,
∂u
∂y
= −∂v
∂x
.
Враховуючи умови Даламбера-Ейлера похiдну функцiї f(z) можно предста-
вити у наступних рiвносильних формах:
f ′(z) =
∂u
∂x
+ i
∂v
∂x
= −i∂u
∂y
+
∂v
∂y
=
∂u
∂x
− i∂u
∂y
=
∂v
∂y
+ i
∂v
∂x
.
Так як звичайнi властивостi алгебраїчних дiй та граничного переходу зберi-
гаються при переходi до функцiй комплексного змiнного, то зберiгаються i зви-
чайнi правила диференцiювання, вивiд яких базується лише на вказаних вла-
стивостях:
(f + g)′ = f ′ + g′, (fg)′ = f ′g + g′f,
(
f
g
)′
=
f ′g − g′f
g2
,
(f (g(z)))′ = f ′ (g(z)) · g′(z), f ′(z) = 1
ϕ′(w)
(в останнiй формулi f та ϕ позначають взаємно оберненi функцiї, причому
вважаємо, що вони здiйснюють взаємно однозначне вiдображення вiдповiдних
околiв точок z та w).
Означення. Функцiя f(z), диференцiовна в кожнiй точцi деякої областi D,
називається аналiтичною (iнакше, регулярною або моногеною) в цiй областi.
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Теорема 3. Нехай функцiя f(z) регулярна в областi B. Вiзьмемо будь-який
замкнений круг K, що належить B. Якщо γ є межа K, то для z ∈ K спра-
ведливi формули:
f(z) =
1
2pii
∫
γ
f(z′)
z′ − zdz
′,
f (k)(z) =
k!
2pii
∫
γ
f(z′)
(z′ − z)k+1dz
′.
Цi формули мають назву iнтегральних формул Кошi.
Сформулюємо один важливий результат, який називається лемою Шварца
та буде нам необхiдним у подальшому.
Лема Шварца. Якщо функцiя f(z) регулярна в крузi |z| < R, f(0) = 0 та
f(z) ≤M в |z| < R, то
|f(z)| ≤ M
R
· |z|
в |z| < R та, крiм того,
|f ′(0)| ≤ M
R
.
Знаки рiвностi тут (в перший оцiнцi при z 6= 0) мають мiсце тiльки у
випадку, якщо
f(z) ≡ eiα · M
R
· z,
де α – дiйсна константа.
Зараз наведемо означення класу функцiй для якого, в основному, ми будемо
наводити оцiнки коефiцiєнтiв у данiй роботi.
Означення. Позначимо через S клас функцiй f(z),
f(z) = z + c2z
2 + ...,
регулярних та однолистих в |z| < 1.
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Найпростiшi оцiнки коефiцiєнтiв функцiй класу S.
Важливi мiсце в теорiї конформних вiдображень займає дослiдження того, якi
обмеження задає умова однолистостi вiдображення на деякi величини, зв’язанi з
цим вiдображенням, як, наприклад, на величину модуля функцiї, на величини
модуля та аргумента її похiдної, тобто на степiнь учиненого цiєю функцiєю
викривлення в рiзних точках областi, та таке iнше.
Цi обмеження виражаються в рiзних оцiнках. Вихiдним пунктом для виводу
ряда оцiнок, що вiдносяться до однолистих функцiй, служить наступна теорема:
Теорема 4. (теорема площ). Якщо функцiя
F (ξ) = ξ +
α1
ξ
+ ... = ξ +
∞∑
k=1
αk
ξk
регулярна, виключаючи полюси в ξ =∞, та однолиста в областi |ξ| > 1, то
∞∑
n=1
n|αn|2 ≤ 1. (1)
Назва "теорема площ" виникає вiд того, що ця теорема є аналiтичним вира-
зом наступного геометричного твердження: при вiдображеннi областi |ξ| > ρ,
ρ > 1, функцiєю w = F (ξ) залишається непокритою частина площини w =
u+ iv, площа якої бiльше нуля (принцип площ).
Доведення. Коло |ξ| = ρ, ρ > 1, переходить при вiдображеннi
w = F (ξ) = u+ iv
в замкнену аналiтичну криву
w = F
(
ρeit
)
= w(t), 0 ≤ t ≤ 2pi,
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яка обмежує деяку область, площа S якої виражається за формулою:
S =
2pi∫
0
uv′dt =
2pi∫
0
w(t) + w(t)
2
· w
′(t)− w′(t)
2i
dt =
=
2pi∫
0
[
ρeit + ρe−it
2
+
∞∑
n=1
αne
−int + αneint
2ρn
]
×
×
[
ρeit + ρe−it
2
−
∞∑
n=1
nαne
−int + nαneint
2ρn
]
dt = piρ2 − pi
∞∑
n=1
n |αn|2
ρ2n
i ця площа бiльше нуля при довiльному ρ > 1. Переходячи до границi при ρ→ 1
i отримаємо (1).
З нерiвностi (1) випливає важливий наслiдок:
Наслiдок. Якщо функцiя
F (ξ) = ξ +
α1
ξ
+ ... = ξ +
∞∑
k=1
αk
ξk
регулярна, виключаючи полюси в ξ =∞, та однолиста в областi |ξ| > 1, то
|α1| ≤ 1;
причому знак рiвностi, тобто випадок α1 = eiα, досягається тiльки тодi,
коли
α2 = α3 = ... = 0,
тобто, коли
F (ξ) = ξ +
eiα
ξ
.
Вiдмiтимо, що остання функцiя однолисто вiдображає область |ξ| > 1 на
площину з прямолiнiйним розрiзом вiд точки w = 2e
αi
2 до точки w = −2eαi2 .
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Теорема 5. Якщо функцiя
f(z) = z + c2z
2 + ... =
∞∑
n=1
cnz
n (2)
належить класу S, то |c2| ≤ 2.
Доведення. З умови теореми випливає, що функцiя
fp(z) =
p
√
f (zp) = z +
c2
p
zp+1 + ... (3)
(p = 2, 3, ...) також буде регулярна та однолиста в |z| < 1. Однолистiсть слiдує
з того, що якщо б було
fp (z1) = fp (z2)
при z1 та z2 з |z| < 1, причому z1 6= z2, то
f (zp1) = f (z
p
2) ,
звiдки
zp1 = z
p
2,
тобто
z1 = ηz2, η
p = 1;
але тодi, використовуючи, що ряд (2) мiстить лише члени зi степенями znp+1,
n = 0, 1, 2, ..., отримали б
fp (z1) = ηfp (z2) ,
тобто η = 1, та, отже, z1 = z2, що протирiчить припущенню. Отже, функцiя (3)
належить класу S.
Звiдси випливає, що функцiя
F (ξ) =
1
f2
(
1
ξ
) = ξ − c2
2
· 1
ξ
+ ...
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однолиста в |ξ| > 1 та по наслiдку з теореми площ (теорема 4), отримаємо:∣∣∣c2
2
∣∣∣ ≤ 1,
тобто
|c2| ≤ 2,
причому
c2 = 2e
iα
тiльки у випадку, якщо
F (ξ) = ξ +
eiα
ξ
,
тобто якщо
w = f(z) =
z
(1 + eiαz)2
= z − 2eiαz2 + ... (4)
Функцiя (4) вiдображає круг |z| < 1 на площину з розрiзом по променя, який
виходить з точки 14e
−iα та мiстить на своєму продовженнi точку w = 0. Теорема
доведена.
16
Теореми о середнiх модулях.
Зараз ми дослiдимо вплив однолистостi вiдображення на величини коефiцiєн-
тiв вiдображаючих функцiй. Для цього будуть потрiбнi деякi оцiнки середнiх
модулiв.
Теорема 6. Для функцiй f(z) ∈ S при λ > 0 та 0 < r < 1 має мiсце оцiнка
1
2pi
2pi∫
0
∣∣f (reiθ)∣∣λ dθ ≤ λ r∫
0
(M(ρ))λ
ρ
dρ, (5)
де M(ρ) = max
|z|=ρ
|f(z)|.
Доведення. Маємо,
d
dr
2pi∫
0
∣∣f (reiθ)∣∣λ dθ = 2pi∫
0
∂
(∣∣f (reiθ)∣∣λ)
∂r
dθ = λ
2pi∫
0
∣∣f (reiθ)∣∣λ ∂ (ln ∣∣f (reiθ)∣∣)
∂r
dθ,
Користуючись умовами Кошi-Рiмана маємо
∂
(
ln
∣∣f (reiθ)∣∣)
∂ (ln r)
=
∂
(
arg f
(
reiθ
))
∂θ
.
Тому, поклавши f(z) = ReiΦ, отримаємо:
d
dr
2pi∫
0
∣∣f (reiθ)∣∣λ dθ = λ
r
∫
Cr
RλdΦ, (6)
де Cr – образ кола |z| = r при вiдображеннi його функцiєю w = f(z). Нехай
тепер C та C ′ – двi замкненi аналiтичнi кривi Жордана площини w = u + iv
такi, що C мiстить всерединi себе точку w = 0 та сама повнiстю мiститься
всерединi C ′. Нехай R та Φ полярнi координати точок площини w. Примiнюючи
формулу Грiна до двузв’язної областi B, яка обмежена цими кривими, а також,
використовуючи умови Кошi-Рiмана, послiдовно маємо:∫
C ′
RλdΦ−
∫
C
RλdΦ =
∫
C ′−C
Rλ
∂Φ
∂u
du+Rλ
∂Φ
∂v
dv =
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=∫ ∫
B
λRλ
(
∂ (lnR)
∂u
· ∂Φ
∂v
− ∂ (lnR)
∂v
· ∂Φ
∂u
)
dudv =
=
∫ ∫
B
λRλ
((
∂ (lnR)
∂u
)2
+
(
∂ (lnR)
∂v
)2)
dudv = λ
∫ ∫
B
Rλ−2dudv
тобто отримаємо формулу∫
C ′
RλdΦ−
∫
C
RλdΦ = λ
∫ ∫
B
Rλ−2dudv. (7)
З цiєї формули при λ > 0 (вона справедлива й для λ < 0) випливає нерiвнiсть∫
C
RλdΦ ≤
∫
C ′
RλdΦ. (8)
Зокрема, якщо C ′ є коло |w| = R0, то (8) дає∫
C
RλdΦ ≤ 2piRλ0 . (9)
Застосувавши нерiвнiсть (9) до випадку, коли C є Cr, а R0 = M(r) + ε, ε > 0,
та потiм ε→ 0, з (6) отримаємо нерiвнiсть:
d
dr
2pi∫
0
∣∣f (reiθ)∣∣λ dθ ≤ 2piλ · (M(r))λ
r
,
проiнтегрувавши яку по r вiд 0 до r, отримаємо (5). Теорема доведена.
Теорема 7. Для функцiй f(z) ∈ S при 0 < r < 1 має мiсце оцiнка
1
2pi
2pi∫
0
∣∣f (reiθ)∣∣λ · ∣∣f ′ (reiθ)∣∣ dθ ≤
≤ 1
r
·
√
2p(1 + λ)− 2
e
·
√√√√√(M (√r)) 2p
1− r
r∫
0
(M(ρ))2λ+2−
2
p
ρ
dρ, (10)
де M(ρ) = max
|z|=ρ
|f(z)|, p – цiле додатне число та λ+ 1− 1p > 0.
18
Доведення. Розглянемо функцiю
fp(z) =
p
√
f (zp) =
∞∑
n=0
c(p)n z
np+1. (11)
Ця функцiя, як показано в теоремi 5 належить класу S.
З (11) маємо:
f ′p(z) = z
p−1 · (f (zp)) 1p−1 · f ′ (zp) ,
звiдси
f ′(z) = z
1
p−1 · (f (z))1− 1p · f ′p
(
z
1
p
)
.
Позначимо лiву частину в (10) через I, замiнимо в нiй f ′(z) за останньою
формулою; отримаємо:
I =
r
1
p−1
2pi
2pi∫
0
∣∣f (reiθ)∣∣λ+1− 1p · ∣∣∣f ′p (z 1p)∣∣∣ dθ,
звiдси
I ≤ 1
r
·
√√√√√ 1
2pi
2pi∫
0
|f (reiθ)|2λ+2− 2p dθ · 1
2pi
2pi∫
0
r
2
p ·
∣∣∣f ′ (z 1p)∣∣∣2 dθ. (12)
Оцiнимо тепер кожен з iнтегралiв, якi знаходяться пiд знаком корня. Перший
iнтеграл оцiнимо за теоремою 6, маємо:
1
2pi
2pi∫
0
∣∣f (reiθ)∣∣2λ+2− 2p dθ ≤ (2λ+ 2− 2
p
)
·
r∫
0
(M(ρ))2λ+2−
2
p
ρ
dρ. (13)
Оцiнимо другий iнтеграл за формулою (11), маємо:
1
2pi
2pi∫
0
∣∣∣f ′p (z 1p)∣∣∣2 dθ = ∞∑
n=0
(np+ 1)2 ·
∣∣∣c(p)n ∣∣∣2 · r2n. (14)
Але при 0 < x < 1 та m > 0 :
xm(1− x) ≤ max
0≤x≤1
(xm(1− x)) = m
m
(m+ 1)m+1
=
19
=
1
m
· 1(
1 + 1m
)m+1 ≤ 1em,
звiдси
m ≤ 1
exm(1− x) , 0 < x < 1, m > 0. (15)
Поклавши m = np+1p , x = r, отримаємо:
np+ 1 ≤ p
er
np+1
p (1− r)
i (14) дає
1
2pi
2pi∫
0
∣∣∣f ′p (z 1p)∣∣∣2 r 2pdθ ≤ pe(1− r)
∞∑
n=0
(np+ 1) ·
∣∣∣c(p)n ∣∣∣2 · r np+1p . (16)
Але остання сума дорiвнює подiленiй на pi площi образа круга |z| < r 12p при
вiдображеннi функцiєю w = fp(z) та, отже, не перевищує величини(
max
|z|=r 12p
|fp(z)|
)2
,
тобто величини
max
|z|=√r
|f(z)| 2p =M (√r) 2p .
Отже, з (16) випливає:
1
2pi
2pi∫
0
∣∣∣f ′p (z 1p)∣∣∣2 r 2pdθ ≤ pe(1− r)M (√r) 2p . (17)
Використовуючи оцiнки (13) та (17), з (12) отримуємо оцiнку (10). Теорема
доведена.
Теорема 8. Якщо функцiй f(z) ∈ S задовольняє в |z| < 1 умовi
|f(z)| ≤ M |z|
(1− |z|)α , (18)
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де M та α не залежать вiд r та α > 12 , то при 0 < r < 1 маємо
1
2pi
2pi∫
0
∣∣f ′ (reiθ)∣∣ dθ ≤ M1
(1− r)α , (19)
де M1 залежить тiльки вiд M та α.
Доведення. Так як за (18) маємо
M(ρ) = max
|z|=ρ
|f(z)| ≤ Mρ
(1− ρ)α , 0 < ρ < 1,
та застосувавши теорему 7 з λ = 0, отримаємо при 0 < r < 1 :
1
2pi
2pi∫
0
∣∣f ′ (reiθ)∣∣ dθ ≤
≤
√
p
r
√√√√√ 1
1− r ·
M 2 · r 1p · 2 2αp +1
(1− r)2αp
·
r∫
0
ρ1−
2
p
(1− ρ)α(2− 2p)
dρ. (20)
Виберемо p > 1 таким, щоб α
(
2− 2p
)
> 1, що можливо внаслiдок того, що
α > 12 . Тодi маємо:
r∫
0
ρ1−
2
p
(1− ρ)α(2− 2p)
dρ ≤ r1− 2p ·
r∫
0
dρ
(1− ρ)α(2− 2p)
≤ M
′ · r2− 2p
(1− r)α(2− 2p)−1
,
де M ′ залежить тiльки вiд α та p.
Застосувавши останню оцiнку, з (20) отримаємо:
1
2pi
2pi∫
0
∣∣f ′ (reiθ)∣∣ dθ ≤
√
p
1− r ·
M 2 ·M ′ · r− 1p · 2 2αp +1
(1− r)2α−1 =
M ′′ · r− 1p
(1− r)α ,
причому M ′′ залежить тiльки вiд α та p. Звiдси при 12 < r < 1 випливає оцiнка
(19). Але (19), при деякому M1 має мiсце й при 0 < r ≤ 12 . Теорема доведена.
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Деякi оцiнки коефiцiєнтiв функцiй класу S.
Тепер доведемо теореми про оцiнки коефiцiєнтiв функцiй класу S.
Теорема 9. Для функцiй
f(z) =
∞∑
n=1
cnz
n ∈ S
маємо оцiнку:
|cn| < en, n = 2, 3, ... (21)
Доведення. Скористаємося iнтегральним представленням коефiцiєнтiв
cn =
1
2pii
∫
|z|=r
f(z)
zn+1
dz, n = 2, 3, ..., 0 < r < 1. (22)
Тодi, маємо
|cn| ≤ 1
2pirn
2pi∫
0
∣∣f (reiθ)∣∣ dθ.
Примiнимо теорему 6 з λ = 1, тодi
|cn| ≤ 1
rn
r∫
0
M(ρ)
ρ
dρ.
При 0 < ρ < 1 маємо
M(ρ) ≤ ρ
(1− ρ)2 .
Отже,
|cn| ≤ 1
rn
r∫
0
dρ
(1− ρ)2 =
1
rn−1 · (1− r) .
Тут r довiльне з 0 < r < 1. Покладемо r = 1− 1n ; тодi
|cn| ≤ n
n
(n− 1)n−1 = n
(
1 +
1
n− 1
)n−1
< en,
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тобто отримали оцiнку (21). Теорема доведена.
Теорема 10. Для непарної функцiї
f(z) =
∞∑
n=1
c2n−1z2n−1 ∈ S
маємо оцiнку:
|cn| < 214 · 3 12 · e 12 = 3, 39... (23)
Доведення. Маємо,
ncn =
1
2pii
∫
|z|=r
f ′(z)
zn
dz, n = 2, 3, ..., 0 < r < 1.
Звiдси
n |cn| ≤ 1
2pirn−1
2pi∫
0
∣∣f ′ (reiθ)∣∣ dθ
та, отже, за теоремою 7 з λ = 0 та p = 4 отримаємо
n |cn| ≤ 1
rn
·
√
6
e
·
√√√√√(M (√r)) 12
1− r
r∫
0
(M(ρ))
3
2
ρ
dρ. (24)
Але, якщо непарна функцiя f(z) ∈ S, то й функцiя
g(z) =
(
f
(
z
1
2
))2
∈ S;
тому що припустивши, що g (z1) = g (z2) з z1 та z2 з круга |z| < 1 доведемо, що
z1 = z2. В крузi |z| < 1 маємо:
|f(z)| ≤ |z|
1− |z|2 ;
отже, при 0 < ρ < 1 отримаємо:
M(ρ) ≤ ρ
1− ρ2 .
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Пiдставляючи це в (24) отримаємо;
n |cn| ≤ 1
rn
·
√
6
e
·
√√√√√ r 14
(1− r)32
r∫
0
ρ
1
2dρ
(1− ρ2) 32
≤
≤ 1
rn
·
√
6
e
·
√√√√√ r 14
(1− r)32
· r 12 ·
r∫
0
dρ
(1− ρ2)32
=
=
√
6
e
· r
1
4
rn−
1
2 (1− r) ·
(
r
(1 + r)2
) 1
8
≤
≤
√
6
e
· 1
rn−
1
2 (1− r) ·
(
1
4
) 1
8
=
2
1
4 · 312 · e− 12
rn−
1
2 (1− r) .
Тепер вiзьмемо
r =
2n− 1
2n+ 1
.
Тодi, внаслiдок того, що
1
rn−
1
2 (1− r) =
1
2
·
√
(2n+ 1)2n+1
(2n− 1)2n−1 = n ·
(
1 + 12n
)n+ 12(
1− 12n
)n− 12 =
= nen(1+
1
2n) ln(1+
1
2n)−n(1− 12n) ln(1− 12n) =
= ne
n
(
(1+ 12n)
(
1
2n− 12 · 1(2n)2+ 13 · 1(2n)3+...
)
+(1− 12n)
(
1
2n+
1
2 · 1(2n)2+ 13 · 1(2n)3+...
))
=
= ne
1+
(
1
3 · 1(2n)2+ 15 · 1(2n)4+...
)
−
(
1
2 · 1(2n)2+ 14 · 1(2n)4+...
)
< en,
отримаємо
n |cn| < 214 · 3 12 · e 12 · n,
тобто отримали оцiнку (23). Теорема доведена.
Приклади функцiй
z
(1− z)2 =
∞∑
n=1
nzn,
24
z1− z2 =
∞∑
n=1
z2n−1,
якi належать класу S, показують, що оцiнки коефiцiєнтiв, якi задаються тео-
ремами 9 та 10, у вiдношеннi порядку є точними.
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Точнi оцiнки коефiцiєнтiв.
Для деяких спецiальних пiдкласiв функцiй класу S вдається отримати точнi
оцiнки для всiх коефiцiєнтiв cn. Деякi з таких результатiв ми зараз розглянемо.
Для цього спочатку доведемо наступний допомiжний результат.
Теорема 11. Якщо функцiя
f(z) = 1 + α1z + α1z + α2z
2...
регулярна в |z| < 1 та задовольняє в |z| < 1 умовi Re (f(z)) ≥ 0, то
|αn| ≤ 2 ∀n = 1, 2, 3, ....
Доведення. Умова Re (f(z)) ≥ 0, рiвносильна нерiвностi
|1 + f(z)| ≥ |1− f(z)| ,
з якої випливає, що функцiя
g(z) =
f(z)− 1
f(z) + 1
=
α1
2
z + ...
регулярна в |z| < 1 та задовольняє в |z| < 1 умовi
|g(z)| ≤ 1.
За лемою Шварца звiдси випливає
|α1| ≤ 2.
Далi, якщо позначити через ηk, k = 1, 2, ..., n, всi корнi n-ой степенi з одиницi,
то маємо:
Re
(
1
n
·
n∑
k=1
f
(
ηkz
1
n
))
≥ 0
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та, отже, функцiя
1
n
·
n∑
k=1
f
(
ηkz
1
n
)
= 1 + αnz + ...
також задовольняє умовi теореми. Звiдси
|αn| ≤ 2
при всiх n = 1, 2, ... Теорема доведена.
Теорема 12. Для функцiй
f(z) =
∞∑
n=1
cnz
n ∈ S
з дiйсними коефiцiєнтами мають мiсце точнi оцiнки:
|cn| ≤ n, n = 1, 2, 3, ... (25)
Доведення. Внаслiдок однолистостi f(z) в |z| < 1 для довiльних z1 та z2 з
|z| < 1 маємо:
f (z1)− f (z2)
z1 − z2 = 1 +
∞∑
n=1
cn
zn1 − zn2
z1 − z2 6= 0.
Зокрема, при z1 = reiϕ, z2 = re−iϕ, 0 < r < 1, це показує, що вираз
Φ(r, ϕ) = 1 +
∞∑
n=2
cnr
n−1 sinnϕ
sinϕ
є дiйсним та вiдмiнним вiд нуля, тобто зберiгає знак при 0 < r < 1 та будь-яких
значеннях ϕ.
Отже, й
2 sin2 ϕ · Φ(r, ϕ) = 1 + c2r cosϕ+
(
c3r
2 − 1) cos 2ϕ+
+
(
c4r
2 − c2
)
r cos 3ϕ+ ...+
(
cnr
2 − cn−2
)
rn−3 cos(n− 1)ϕ+ ...
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зберiгає знак, а так як при r = 0 цей вираз додатнiй, то знак буде плюс.
Внаслiдок цього функцiя
F (z) = 1 + c2rz +
(
c3r
2 − 1) z2 + (c4r2 − c2) rz3+
+...+
(
cnr
2 − cn−2
)
rn−3zn−1 + ...,
регулярна в |z| < 1, задовольняє умовi Re (f(z)) ≥ 0. Тому за теоремою 11
маємо
|c2| ≤ 2,
∣∣c3r2 − 1∣∣ ≤ 2, ∣∣c4r2 − c2∣∣ ≤ 2, ..., ∣∣cnr2 − cn−2∣∣ ≤ 2, ...
або, переходячи до границi при r → 1 :
|c2| ≤ 2, |c3 − 1| ≤ 2, |c4 − c2| ≤ 2, ..., |cn − cn−2| ≤ 2, ... (26)
Звiдси за iндукцiєю випливає, що при довiльному n будуть виконуватися нерiв-
ностi (25). Теорема доведена.
Теорема 13. Для непарних функцiй
f(z) =
∞∑
n=1
c2n−1z2n−1 ∈ S
з дiйсними коефiцiєнтами маємо оцiнки:
|cn| ≤ 1 + cn− 14 · lnn, n = 2, 4, 6, ... (27)
де c – абсолютна константа.
Доведення. Так як до функцiї f(z) та до функцiї
1
i
· f(iz) =
∞∑
n=1
(−1)n−1c2n−1z2n−1 ∈ S
можно застосувати нерiвностi (26), то маємо
|cn ± cn−2| ≤ 2, n = 3, 5, 7, ...
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та, отже,
|cn|+ |cn−2| ≤ 2, n = 3, 5, 7, ... (28)
З iншої сторони, для f(z) справедлива оцiнка
||cn| − |cn−2|| ≤ cn− 14 · lnn, n = 3, 5, 7, ... (29)
Додаючи (28) та (29), отримаємо (27). Теорема доведена.
У зв’язку з теоремою 13, вiдмiтимо без доведення, що iснує функцiя f(z),
яка задовольняє умовам цiєї теореми, у якої |c2n+1| з будь-яким заданим n ≥ 2
бiльше одиницi.
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Застосування оцiнок коефiцiєнтiв до теорем покриття та
нерiвностей для функцiї та похiдної.
З оцiнки коефiцiєнта c2, яка отримана в теоремi 5, нескладно отримати тео-
рему покриття, яка вiдноситься до функцiй класу S.
Теорема 14. (Кьобе). Якщо функцiя (2) належить класу S, то круг |w| <
1
4 (але не завжди бiльший) повнiстю покривається образом круга |z| < 1 при
вiдображеннi цiєю функцiєю. На колi |w| = 14 тiльки у тому випадку є точки,
якi не належать образу, якщо f(z) є функцiя (4).
Доведення. Нехай функцiя (2) регулярна та однолиста в |z| < 1. Застосуємо
до цiєї функцiї теорему 5.
Нехай c не належить образу круга |z| < 1 при вiдображеннi цiєю функцiєю.
Тодi c 6= 0 та функцiя
f1(z) =
cf(z)
c− f(z) = z +
(
c2 +
1
c
)
z2 + ...
також буде регулярна та однолиста в |z| < 1 та, отже, маємо:∣∣∣∣c2 + 1c
∣∣∣∣ ≤ 2.
Звiдси
|c| ≥ 1
4
;
знак рiвностi тут має мiсце тiльки у випадку, коли∣∣∣∣c2 + 1c
∣∣∣∣ = ∣∣∣∣1c
∣∣∣∣− |c2| = 2, |c2| = 2,
тобто, коли
c2 = −2eiα.
Це ж буде тiльки для функцiї (4). Теорема доведена.
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Теорему Кьобе можно записати також i у iнший формi:
Наслiдок. Якщо функцiя f(z), f(0) = 0 належить класу S та не приймає
в |z| < 1 значення c, та маємо
|f ′(0)| ≤ 4c.
Доведення наслiдку випливає з примiнення попередньої теореми до функцiї
f(z)
f ′(0)
,
яка не приймає в |z| < 1 значення
c
f ′(0)
.
Теорема 15. Якщо функцiя
w = F (ξ) = ξ + α0 +
α1
ξ
+ ... (30)
однолисто вiдображає |ξ| > 1, то
|w − α0| ≤ 2.
Доведення. Якщо функцiя (30) однолисто вiдображає область |ξ| > 1 та
якщо c не належить образу, то функцiя
F1(z) =
1
F
(1
z
)− c = z + (c− α0) z2 + ...
буде регулярна та однолиста в |z| < 1 та, отже,
|w − α0| ≤ 2.
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Теорема доведена.
Iншим важливим додатком оцiнки коефiцiєнту c2 є вивiд оцiнок для модуля
та аргументу похiдної однолистої функцiї
Теорема 16. Якщо функцiя (2) належить класу S, то справедливi нерiв-
ностi
1− |z|
(1 + |z|)3 ≤ |f
′(z)| ≤ 1 + |z|
(1− |z|)3 , (31)
|arg f ′(z)| ≤ 2 ln 1 + |z|
1− |z| . (32)
Доведення. Так як функцiя (2) регулярна та однолиста в |z| < 1, то функцiя
g(ξ) =
f
(
ξ+z
1+zξ
)
− f(z)
f ′(z) (1− |z|2) = ξ + β2ξ
2 + ...
при довiльному z з |z| < 1 буде також регулярна та однолиста в |ξ| < 1. Об-
числюючи, маємо
β2 =
1
2
(
(1− zz) f
′′(z)
f ′(z)
− 2z
)
,
та, отже, так як |β2| ≤ 2, маємо∣∣∣∣zf ′′(z)f ′(z) − 2|z|21− |z|2
∣∣∣∣ ≤ 4|z|1− |z|2 . (33)
Замiнюючи у цiй нерiвностi злiва та справа модуль на дiйсну та уявну частини
та враховуючи, що
Re
(
zf ′′(z)
f ′(z)
)
= |z|∂ (ln |f
′(z)|)
∂|z| , Im
(
zf ′′(z)
f ′(z)
)
= |z|∂ (arg f
′(z))
∂|z| ,
отримаємо двi нерiвностi
−4 + 2|z|
1− |z|2 ≤
∂ (ln |f ′(z)|)
∂|z| ≤
4 + 2|z|
1− |z|2 ,
− 4
1− |z|2 ≤
∂ (arg f ′(z))
∂|z| ≤
4
1− |z|2 . (34)
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Iнтегруючи цi нерiвностi по |z| вiд 0 до |z|, отримаємо (31) та (32). Цi нерiвностi
мають мiсце при довiльному z з |z| < 1.
Розберемо тепер питання про знак рiвностi у нерiвностях (31) та (32). Так як
цi нерiвностi отриманi iнтегруванням по |z| вiд 0 до |z| нерiвностей (34), то для
того, щоб в (31) та (32) мав мiсце знак рiвностi для деякої функцiї f(z) та для
деякого z з |z| < 1, необхiдно, щоб вiдповiдна рiвнiсть мала мiсце в (34) вздовж
всього прямолiнiйного вiдрiзка вiд 0 до z, а це означає, що на тому ж вiдрiзку
має мiсце знак рiвностi i в (33). Зокрема, звiдси випливає, що
|c2| = 1
2
∣∣∣∣f ′′(0)f ′(0)
∣∣∣∣ = 2.
Але це може мати мiсце тiльки для функцiї (4). Перевiрка показує, що при
певному виборi α дiйсно у (31) має мiсце знак рiвностi. Отже, нерiвнiсть (31) дає
точнi оцiнки для |f ′(z)| , коли f(z) пробiгає весь клас функцiй (2), регулярних
та однолистих в |z| < 1. Вiдмiтимо без доведення, що нерiвнiсть у (32) не є
точною i iснують точнi оцiнки |arg f ′(z)| (див. напр. [1]). Теорема доведена.
Теорема 17. Якщо функцiя (2) належить класу S, то справедливi нерiв-
ностi
|z|
(1 + |z|)2 ≤ |f(z)| ≤
|z|
(1− |z|)2 .
Доведення. Для отримання верхньої оцiнки iнтегруємо праву частину нерiв-
ностi (31) по прямолiнiйному вiдрiзку, який з’єднує точку O з точкою z. Тодi
отримаємо:
|f(z)| =
z∫
0
|f ′(z)| |dz| =
=
z∫
0
|f ′(z)| d|z| ≤
|z|∫
0
1 + |z|
(1− |z|)3d|z| =
|z|
(1− |z|)2 .
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Для отримання нижньої оцiнки вiзьмемо на образi кола |z| = r точку, яка є
найближчою до точки w = 0, та з’єднаємо її з w = 0 прямолiнiйним вiдрiзком.
Iнтегруючи тодi лiву частину нерiвностi (31) по кривiй L, яка переходить в цей
вiдрiзок, отримаємо:
|f(z)| =
∫
L
|f ′(z)| |dz| ≥
|z|∫
0
1− |z|
(1 + |z|)3d|z| =
|z|
(1 + |z|)2 .
Отже, в |z| < 1 маємо:
|z|
(1 + |z|)2 ≤ |f(z)| ≤
|z|
(1− |z|)2 .
Знак рiвностi тут може досягатися при z 6= 0 тiльки у випадку, якщо f(z) є
функцiя (4) при деякому α. Теорема доведена.
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Опуклi та зiркоподiбнi областi.
Застосуємо тепер отриманi нами результати на опуклi та зiркоподiбнi областi.
Лема 1. Нехай функцiї
f(z) =
∞∑
n=1
cnz
n ∈ S
вiдображають круг |z| < 1 на областi, зiркоподiбнi вiдносно точки w = 0.
Тодi i образ круга |z| < r, 0 < r < 1, при цьому вiдображеннi, також буде
зiркоподiбним вiдносно точки w = 0.
Доведення. Позначимо через B – образ круга |z| < 1, а через Br – образ
круга |z| < r, 0 < r < 1, при вiдображеннi f(z).
Далi, якщо w належить B, то й tw, при 0 < t < 1 також належить B та,
отже, функцiя
f−1 (tf(z)) = ψ(z), ψ(0) = 0,
визначена та регулярна в крузi |z| < 1 та в ньому
|ψ(z)| ≤ 1.
Звiдси,
|ψ(z)| ≤ z в |z| < 1.
Нехай тепер w1 ∈ Br; тодi
w1 = f (z1) , |z1| < r.
Отже,
|ψ (z1)| ≤ |z1| ,
тобто ∣∣f−1 (tw1)∣∣ < r.
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Але tw1 ∈ B, тому
tw1 = f (z0) , |z0| < 1.
Пiдставляючи це в попередню нерiвнiсть, отримаємо |z0| < r, тобто tw1 ∈ Br. Це
й доводить, що область Br зiркоподiбна вiдносно точки w = 0. Лема доведена.
Теорема 18. Для функцiй
f(z) =
∞∑
n=1
cnz
n ∈ S,
якi вiдображають круг |z| < 1 на зiркоподiбнi областi, маємо точнi оцiнки:
|cn| ≤ n, n = 2, 3, 4, ... (35)
а при додатковiй умовi непарностi f(z) – точнi оцiнки
|cn| ≤ 1, n = 3, 5, 7... (36)
Доведення. Покладемо
zf ′(z)
f(z)
= 1 + α1z + ... (37)
Тодi, за теоремою 11 маємо
|αn| ≤ 2, n = 1, 2, 3, ...
З iншої сторони, iз порiвняння коефiцiєнтiв в (37) маємо:
(n− 1)cn = αn−1 + αn−2 · c2 + ...+ α1 · cn−1,
звiдси
|cn| ≤ |αn−1|+ |αn−2| · |c2|+ ...+ |α1| · |cn−1|
n− 1 = 2 ·
1 + |c2|+ ...+ |cn−1|
n− 1 .
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При n = 2 звiдси випливає, що
|c2| ≤ 2.
Вважаючи оцiнку
|ck| ≤ k
доведеною для k < n, робимо висновок, що
|cn| ≤ 2 · 1 + 2 + ...+ (n− 1)
n− 1 = n.
Отже, за методом математичної iндукцiї, оцiнка (35) має мiсце при всiх n. Ана-
логiчно доводиться й оцiнка (36). Теорема доведена.
Лема 2. Нехай функцiї
f(z) =
∞∑
n=1
cnz
n ∈ S
вiдображають круг |z| < 1 на опуклу область. Тодi i образ круга |z| < r,
0 < r < 1, при цьому вiдображеннi, також буде опуклою областю.
Доведення. Позначимо через B – образ круга |z| < 1, а через Br – образ
круга |z| < r, 0 < r < 1, при вiдображеннi f(z). За визначенням опуклої областi,
якщо точки w1 та w2 належать B, то їй належать й всi точки
tw1 + (1− t)w2, 0 < t < 1,
тобто точки прямолiнiйного вiдрiзка, який з’єднує w1 з w2.
Далi, якщо
w1 = f (z1) , |z1| < r,
та
w2 = f (z2) , |z2| < r,
то, вважаючи,
|z1| ≤ |z2| ,
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отримаємо, що точки
ϕ(z) = tf
(
z1
z2
· z
)
+ (1− t)f(z), |z| < 1, 0 < t < 1,
мiстяться у B. Тому функцiя
ψ(z) = f−1 (ϕ(z)) , ψ(0) = 0,
регулярна в |z| < 1 та
|ψ(z)| ≤ 1 в |z| < 1.
За лемою Шварца маємо
|ψ(z)| ≤ |z|.
При z = z2 це дає ∣∣f−1 (tw1 + (1− t)w2)∣∣ ≤ r.
Але
tw1 + (1− t)w2 = f (z0) , |z0| < 1.
Звiдси
|z0| ≤ r,
тому
(tw1 + (1− t)w2) ∈ Br.
Це й доводить, що область Br буде опуклою. Лема доведена.
Вiдмiтимо ряд важливих наслiдкiв попереднiх результатiв.
Наслiдок 1. Якщо функцiя
f(z) =
∞∑
n=1
cnz
n ∈ S
38
вiдображає круг |z| < 1 на область, зiркоподiбну вiдносно точки w = 0, то при
русi z по |z| = r, 0 < r < 1, у визначеному напрямi, arg f(z) також рухається
у тому ж напрямi, i при цьому в |z| < 1 справедлива нерiвнiсть:
Re
(
zf ′(z)
f(z)
)
> 0. (38)
Наслiдок 2. Якщо функцiя
f(z) =
∞∑
n=1
cnz
n ∈ S,
регулярна в |z| < 1 та задовольняє в |z| < 1 умовi (38), то вона однолисто
вiдображає круг |z| < 1 на зiркоподiбну область вiдносно точки w = 0.
Наслiдок 3. Якщо функцiя
f(z) =
∞∑
n=1
cnz
n ∈ S
вiдображає круг |z| < 1 на опуклу область, то при русi z по |z| = r, 0 <
r < 1, у додатньому напрямi, вiдповiдна точка w описує криву, дотична до
якої завжди рухається проти годинникової стрiлки i при цьому в |z| < 1
справедлива нерiвнiсть:
Re
(
zf ′′(z)
f ′(z)
)
+ 1 > 0. (39)
Наслiдок 4. Якщо функцiя
f(z) =
∞∑
n=1
cnz
n ∈ S,
регулярна в |z| < 1 та задовольняє в |z| < 1 умовi (39), то вона однолисто
вiдображає круг |z| < 1 на опуклу область.
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Наслiдок 5. Якщо функцiї
f1(z) =
∞∑
n=1
cnz
n ∈ S,
f2(z) =
∞∑
n=1
dnz
n ∈ S,
регулярнi в |z| < 1 та зв’язанi спiввiдношенням
f2(z) = zf
′
1(z),
то з
Re
(
zf ′2(z)
f2(z)
)
= Re
(
zf ′′1 (z)
f ′1(z)
)
+ 1
випливає, що функцiя w = f1(z) тодi i тiльки тодi однолисто вiдображає
круг |z| < 1 на опуклу область, коли функцiя w = f2(z) однолисто вiдображає
круг |z| < 1 на область, зiркоподiбну вiдносно точки w = 0.
Наслiдок 6. Якщо функцiї
f(z) =
∞∑
n=1
cnz
n ∈ S,
однолисто вiдображає круг |z| < 1 на опуклу область, то при всiх n = 2, 3, 4, ...
маємо
|cn| ≤ 1 (40)
i ця оцiнка точна.
Точнiсть оцiнки (40) випливає з того, що вона досягається для функцiї
z
1− z =
∞∑
n=1
zn,
яка вiдображає круг |z| < 1 на пiвплощину Re (w) > −12 .
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Висновок.
Дана дипломна робота присвячена проблемi оцiнок коефiцiєнтiв однолистих
функцiй. Ця проблема є одною з центральних у теорiї функцiй комплексного
змiнного. Тут працювали багато вiдомих вчених, таких як Шеффер та Спен-
сер, Гарабедян та Шиффер, Бiбербах, Базилевич, Голузiн, Дженкинс, Хейман,
Тамразов та багато iнших.
У представлений роботi розглянутi деякi оцiнки коефiцiєнтiв однолистих функ-
цiй класу S. Причому, наведено як ряд точних оцiнок, так i ряд оцiнок, якi
можно покращити. Крiм того, розглянутi застосування вiдповiдних оцiнок до
отримання нерiвностей для модуля функцiї та модуля i аргументу її похiдної,
та доведення деяких теорем покриття, зокрема теореми Кьобе. Також, наведено
застосування оцiнок коефiцiєнтiв до деяких питань опуклих та зiркоподiбних
областей.
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Анотацiя.
У представленiй роботi розглядаються оцiнки коефiцiєнтiв функцiй класiв S
та Σ. Крiм того, наведено застосування оцiнок коефiцiєнтiв до доведення дея-
ких теорем покриття, зокрема теореми Кьобе, до знаходження нерiвностей для
модуля функцiї, модуля та аргументу її похiдної. Також, показано застосування
оцiнок коефiцiєнтiв до деяких питань опуклих та зiркоподiбних областей.
Аннотация.
В представленной работе рассматриваются оценки коэффициентов функций
классов Σ и S. Кроме того, приводится применение оценок коэффициентов к
доказательству некоторых теорем покрытия, в частности теоремы Кебе, к на-
хождению неравенств для модуля функции, модуля и аргумента ее производ-
ной. Также, дается применение оценок коэффициентов к некоторым вопросам
выпуклых и звездообразных областей.
Annotation.
In this work consider estimates coefficients functions class Σ and S. Estimates
coefficients use for proof some theorems covering, in particulars theorem Kebe,
to estimation inequality for modulus function, modulus and arguments derivative.
Estimates coefficients use for some questions convex and radial domains.
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