This paper presents a wrapper method for feature selection that combines Lazy Learning, racing and subsampling techniques. Lazy Learning (LL) is a local learning technique that, once a query is received, extracts a prediction by locally interpolating the neighboring examples of the query which are considered relevant according to a distance measure. Local learning techniques are often criticized for their limitations in dealing with problems with high number of features and large samples. Similarly wrapper methods are considered prohibitive for large number of features, due to the high cost of the evaluation step. The paper aims to show that a wrapper feature selection method based on LL can take advantage of two effective strategies: racing and subsampling. While the idea of racing was already proposed by Maron and Moore, this paper goes a step further by (i) proposing a multiple testing technique for less conservative racing (ii) combining racing with sub-sampling techniques.
Introduction
Lazy Learning (LL) is a local modeling technique which is query-based in the sense that the whole learning procedure (i.e. structural and parametric identification) is deferred until a prediction is required. In previous works we presented an original Lazy Learning algorithm [3, 1] that selects automatically on a query-byquery basis the optimal number of neighbors, and its application to data analysis, time series prediction, system identification and nonlinear control. Despite the large amount of applications to real tasks, local methods are often a target of criticism as far as computational requirements for dealing with large datasets (i.e. many variables and/or large samples) are taken into consideration. This paper discusses how to effectively employ the LL algorithm for feature selection (for an up-to-date state of the art on feature selection see [7] ). In particular, we will focus here on a wrapper method based on LL. In the wrapper approach [9] the feature subset selection algorithm exists as a wrapper around the learning algorithm, which is often considered as a black box able to return (e.g. via cross-validation) an evaluation of the quality of a feature subset. While most of the wrapper algorithms are defined independently of the learning machine, we propose here a method which takes advantage of the unique aspects of a local learning algorithm.
The usefulness of a local modeling approach for reducing the cost of feature selection was first presented in [10] . The idea consists in assessing a large number of feature subsets by performing cross-validation only on a reduced test set. On the basis of well-known statistical results, it is possible to show that families of good feature subsets can be rapidly found by quickly discarding the bad subsets and concentrating the computational effort on the better ones. This model selection technique was called the Hoeffding race by Maron and Moore [10] , with reference to Hoeffding's formula which puts a bound on the accuracy of a sampled mean of observations as an estimator of the expected value. Local modeling techniques fit well in this paradigm thanks to the property that modeling is performed only when a prediction is required. Then, by reducing the size of the test set, the computational cost required for assessment is reduced, too.
The aim of this work is: i) to speed up further the evaluation step of a wrapper method by reducing, together with the number of test predictions, also the size of the training set required for assessing the quality of a candidate feature set, ii) to improve the efficiency of the wrapper search by discarding more rapidly those candidates which, on the basis of the tests made till that moment, appear as significantly worse than others. In particular, the main two contributions of the paper are: the combination of racing and sub-sampling techniques with the Lazy Learning algorithm previously proposed by the authors and the use of a multiple testing criterion (the Friedman test) for performing a more statistically founded selection.
The use of sampling [8] enhances the performance of the racing approach to feature selection by making possible the definition of a number of lightweight experimental benchmarks to assess, compare and discriminate between candidate subsets. Each experimental benchmark relies on small training and test sets, which are obtained by randomly sub-sampling the available dataset. The idea is that, in order to discriminate between a very large number of candidates, the combination of multiple small and fast benchmarks can be more effective than a single big and time consuming validation procedure.
The second contribution of the paper lies in the use of a nonparametric multiple test, the Friedman test [4] , to compare different configurations of input variables and to select the ones to be eliminated from the race. The use of the Friedman test for racing was proposed first by one of the authors in the context of a technique for comparing metaheuristics for combinatorial optimization problems [2] . This is the first time that the technique is used in a feature selection setting. Note that in some sense this method fills the gap between Hoeffding race [10] and BRACE [11] : similarly to Hoeffding race it performs a nonparametric test, and similarly to BRACE it considers a blocking design.
The RACSAM (racing+sub-sampling) algorithm
The RACSAM wrapper algorithm is based on the idea that once the evaluation is based on the LL algorithm, 1 this can be made faster by considering training and test sets of limited size.
The main steps of the RACSAM algorithm are: (i) the creation of a number of lightweight experimental benchmarks, each characterized by a small training and test set, (ii) the use of the experimental benchmarks to assess in parallel a large family of candidates, (iii) the discarding of those candidates resulting significantly worse than others.
The F-race algorithm
The racing algorithm proposed in this paper, F-Race in the following, takes as input a training set of size , a test set of size
of expected winners. The expected output is a set of at most % configurations which are significantly better than the others. Let
the set of configurations at the start of the algorithm. A racing algorithm proceeds by generating a sequence
o f nested sets of candidate configurations. The step from a set
is obtained by possibly discarding some configurations that appear to be suboptimal on the basis of information available at step
, that is the number of remaining configurations and
of the configuration still competing before the execution of the t h step. At the
, the racing algorithm computes for all . On the other hand, if the null is rejected, the configuration with the largest estimated mean-square error is discarded and the test repeated with
configurations, until the null hypothesis is not rejected.
The main merit of our nonparametric approach is that it does not require to formulate hypotheses on the distribution of the observations. A second role played by the Friedman test is to implement in a natural way a blocking design [5] . Blocking is an effective way for normalizing the costs observed on different conditions. By focusing only on the ranking of the different configurations within each condition, blocking eliminates the risks that the variation due to the difference among test samples washes out the variation due to the difference among configurations.
The racing+sub-sampling combination
In spite of the improvement due to racing, evaluation based on LL may still appear computationally expensive if the training set is very large. It is sufficient to note that the complexity of the LL prediction in (1) . The reduction of the training set size speeds up the LL prediction and consequently each step of the F-race algorithm.
Let us notice however that the computational gain occurs at the cost of the deterioration of the assessment of the quality of each single configuration. In terms of bias/variance trade-off sub-sampling implies variance increase. In general terms, the rationale for the RAC-SAM approach is that very bad models should be detected rapidly and with small effort by exploiting only a part of the information of the training set, reserving the intensive use of the entire information only to the most difficult cases. This is implemented in practice by increasing gradually the size e of the sub-sampled training set once the race moves forward. The resulting RACSAM algorithm consists then in a modified version of the F-race algorithm, described in Section 2.1, where at the to update the size of the sub-sampled training set.
The exploration strategy
The RACSAM algorithm takes as input a set of ) in the case of very small ! , it requires some modifications if we intend to address problems with very large dimensionality. Our search strategy is quite simple. An initial set
of candidates is created either randomly or by adopting some filtering techniques (e.g. Pearson correlation or Gram-Schmidt orthogonalization [7] ). This initial set is passed through the RACSAM algorithm which returns the by RACSAM. Alternative search strategies that could be easily combined with the RACSAM approach are discussed in [10] .
Experimental results
Two experiments were carried out: the first one studies the ability of the algorithm to detect the subset of relevant variables in a very large set of irrelevant ones. The second one assesses the improvement in prediction accuracy that can be obtained by adopting the RACSAM approach.
Selection of relevant variables: we consider a problem of feature selection where the dimensionality of the input space is ! B h z and the output is dependent only on R z inputs according to the relation
We suppose that the input vector s takes value in the hypercube z £ and that ® is a standard Gaussian random variable. Note that this feature selection problem is a harder version of the problem proposed in [6] . We conduct two main experiments: the first with % winners. The success rate of the RACSAM algorithm is compared to that of a forward selection (FS) procedure using a LL algorithm with 270 training samples and 500 test samples. Table 1 reports for each experiment (i) the RACSAM percentage of successes, (ii) the rate of success of the forward selection procedure, (iii) the average number of models (plus the standard deviation) which were examined by the RACSAM algorithm before discovering the correct set, (iv) the average number of training samples (plus the standard deviation) required for the assessment, (v) the average number of test samples (plus the standard deviation) required for the assessment. Note that an exhaustive search would have required the assessment of models. The experimental results show that the performance of the algorithm is independent of the initialization and quite robust to number of irrelevant variables.
Prediction accuracy: this experiment compares the performance accuracy of the LL algorithm enhanced by the RACSAM procedure to the the accuracy of two stateof-art algorithms, a SVM for regression and a regression tree (RTREE). These two algorithms are well-known and powerful examples of embedded techniques for feature selection. We use the implementations available in the e1071 and tree R packages, respectively. The comparisons were carried out by performing a five-fold cross-validation on six real datasets 3 of high dimensionality: Ailerons (
) and Census (
) . Two version of the RACSAM algorithm were tested: the first (LL-RAC1) takes as feature set the best one (in terms of estimate Mean absolute Error (MAE)) among the In Table 2 we present, for each learning method, the absolute prediction error averaged over the { crossvalidation groups. Since the methods are tested on the same examples under the same conditions, we use the paired test of significance to perform an exhaustive paired comparison of all the methods for all the benchmarks. In what follows, by "significantly better" we mean better at least at a 5% significance level. As far as the comparison LL-RAC1 to LL-RAC2 is concerned, we obtained that LL-RAC2 is significantly better than LL-RAC1 3 times out of 6 and it is never significantly worse than LL-RAC1. As far as the comparison of LL-RAC2 to the other state-of-the-art techniques is concerned we obtain that the LL-RAC2 approach is never significantly worse than SVM and/or RTREE but that it performs 5 times out of 6 significantly better than SVM and 6 times out of 6 significantly better than RTREE. Table 2 . Mean Absolute prediction errors.
Conclusions
Preliminary results show the effectiveness of the RACSAM approach in selecting relevant features and in improving the predictive accuracy, especially in the case of a combination of the predictors based on the feature sets returned by RACSAM. Future research will extend these preliminary results by combining the RACSAM assessment procedure with more sophisticate search strategies (e.g. the schemata search proposed in [10] ) and by applying the technique to massive datasets with thousands of variables.
