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ABSTRACT
THE GOODNESS-OF-FIT TESTS FOR GEOMETRIC MODELS
by
Feiyan Chen
We propose two types of goodness-of-fit tests for geometric distribution and for a bivariate
geometric distribution called BGD(B&D), based on their probability generating function
(PGF). The first type is a special-case application of the general testing procedure for
discrete distributions proposed by Kocherlakota and Kocherlakota (1986). The second type
utilizes the supremum of the absolute value of the standardized difference between the PGF’s
maximum likelihood estimator (MLE) and its empirical counterpart as the test statistic. We
verify the asymptotic properties of the test statistics for the first type of test and explore
the asymptotic behaviors of the test statistics for the second type of test by calculating
the empirical critical points and constructing the density curves. We compare the proposed
tests with Chi-square and the empirical distribution function (EDF) related tests proposed
in the literature in terms of significance level and power. Based on the comparison results,
we recommend the second type of goodness-of fit test for both geometric distribution and
BGD(B&D) because of its robustness, efficiency in computation and no need for selecting t.
Real data sets are used for illustration.
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Three Rules of Work: Out of clutter find simplicity.
From discord find harmony. In the middle of difficulty
lies opportunity.
—Albert Einstein
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CHAPTER 1
INTRODUCTION
In the literature regarding goodness-of-fitness test, most work is focused on continuous
distributions. Here are some statistical transform based tests for normality. Epps and Pulley
(1983) presented a test for normality based on its empirical characteristic function. Meintanis
(2010) constructed the test for the skew-normal distribution based on its moment generating
function (MGF). Zghoul (2010) proposed a comparatively higher power test for normality
based on the true MGF and its empirical counterpart. Below is some work regarding the
goodness-of-fit tests for some other continuous distributions. Cso¨rgo˝ (1989) developed a
parameter independent method to test univariate and multivariate exponential distributions
based on their empirical moment generating functions (EMGF). Meintanis (2004) advocated
two tests for logistic distribution based on its empirical characteristic function and its EMGF,
respectively. Kallioras et al. (2006) presented tests for two-parameter and three-parameter
gamma distributions based on their MGF’s.
Relative to continuous distributions, the work on developing hypothesis testing procedures
for discrete distributions is rather limited. Among this limited amount of work, most are
focused on testing Poisson distribution. Rueda et al. (1991) proposed a PGF related L2
test whose test statistic resembled Cramer-von Mises statistic and illustrated by Poisson
distribution. Baringhaus and Henze (1992) derived a test statistic based on the property
of the first differential equation of the PGF of Poisson distribution. Motivated by the fact
that the second derivative of nature logarithm of Poisson PGF is equal to 0, Nakamura and
Perez-Abreu (1993b) proposed a transformed test statistic which was shown approximately
independent of the parameter. Epps (1995) developed a generalized test based on PGF for
lattice distributions with particular illustrations on Poisson distribution. Henze (1996) and
Klar (1999), among others, proposed methods for testing Poisson distribution based on its
EDF. Other popularly used tests for Poisson distribution include Neyman’s smooth tests,
see Rayner and Best (1989), and Fisher’s index of dispersion tests, e.g., Gart and Pettigrew
1
2(1970) and Bo¨hning (1994). Karlis and Xekalaki (2000) and Gu¨rtler and Henze (2000), on
separated work, accessed various types of tests for Poisson distribution via simulation studies
and provided useful guides on their usage in practice.
Besides Poisson distribution, testing the goodness-of-fit for other discrete distributions
is also of interest. Geometric distribution is one of the most important discrete distributions
and has many useful applications. One of its important applications is on modeling discrete-
time queuing, particularly in computer systems and Asynchronous Transfer Mode (ATM)
telephone systems. For instance, Conti and Giovanni (2002) used geometric distribution to fit
the inter-arrival time (number of time slots between two consecutive arrivals) of cell in ATM
systems. Other important applications of geometric distribution can be found in survival
analysis and reliability area largely by virtue of its well-known property of being the discrete
analog of exponential distribution. As a special case of the geometric model, bivariate
geometric distribution has also been studied in the literature. Hawkes (1971) introduced
the most natural generalization to arrive at bivariate geometric distribution. Basu and
Dhar (1995) derived an existing bivariate geometric distribution called BGD(B&D), which
is a discrete analog of the Marshall-Oklin bivariate exponential distribution, see [26]. In
particular, BGD(B&D) has been shown to have many useful applications, For example,
BGD(B&D) models the life time to failure of a dual-component system, such as paired eyes
and paired engines on airplanes, and also can be applied to compare two competing brands
of a product and competition scores given by two different judges.
Under the setting of geometric models including univariate and bivariate geometric
distributions, most work done so far is focused on investigating or deriving the distributional
properties and characterizations. However, regarding the goodness-of-fit tests for geometric
models, almost all the investigation concentrated on univariate case. Best and Rayner
(1989) derived a Neyman-type smooth test based on Meixner orthonormal polynomials and
recommended the test statistic of order four which is asymptotically Chi-square distributed
with four degrees of freedom. Best and Rayner (2003) extended their work by comparing
the powers of various tests, including Chi-square, smooth, Kolmogorov-Smirnov(K-S) and
Anderson-Darling(A-D) tests, and suggested to use A-D for geometric distribution, since it
3performs well against all types of alternative distributions: underdispersed, equally dispersed
and overdispersed. Furthermore, they recommended a data dependent Chernoff-Lehmann χ2
test with the number of classes as large as possible and expected value for each class greater
than unity. Conti (1997) constructed a method for testing geometric distribution against
other lattice distributions with monotone hazard function, and applied it on modeling the
arrival time of discrete-time queuing system. Given the amount and the quality of work
done in the literature, we think that further effort is still worthwhile in order to find tests for
univariate geometric distribution that are more powerful and more computationally efficient.
Relative to univariate discrete distributions, even fewer work has been done on the
goodness-of-fit tests for its bivariate counterparts. The most widely used methods to test
bivariate discrete distributions are Chi-square and two-dimensional K-S tests, despite their
respective drawbacks. For Chi-square test, it is required to categorize the data into finite
number of groups, a process that ignores the difference from elements in the same group, and
thus leads to loss of information. Multi-dimensional K-S test is expectedly more powerful
than Chi-square test since it takes the order of the data into account, especially when sample
size is small. However, multi-dimension K-S test usually is computationally demanding.
Particularly, if d denotes the number of dimensions, there are 2d−1 independent ways to
define a cumulative distribution function of the test statistic, which makes it computationally
challenging to adapt one-dimension K-S to a high-dimension case. Peacock (1983) developed
a method by partitioning n data points into 4n2 quadrants and calculating the maximum
absolute difference between the cumulative probability and data fraction for each quadrant,
a process that was stated to be computationally demanding and time consuming. Based
on Peacock’s work, Fasano and Franceschini (1987) proposed a generalized version of K-S
tests and considered 4n quadrants instead in the two-dimensional K-S test, which relatively
improves the computational complexity but still leaves it with the order of O(n2). Therefore,
it is of interest to explore a hypothesis testing procedure for BGD(B&D) that achieves both
high power and efficiency in computation.
Our purpose in this research is to develop improved goodness-of-fit hypothesis tests
for both univariate and bivariate geometric distributions, especially based on statistical
4transforms, which are popularly used for the purpose of making statistical inferences. Many
authors have made efforts on developing testing procedures based on the statistical transforms,
among those PGF, a special case of statistical transforms, is widely used largely due to its
unique features such as simplicity and being a real valued continuous function which always
exists in C[0,1] (see [29]). PGF has been particularly applied in dealing with goodness-of-fit
tests for discrete distributions on counts, see [23], [34], [2], [30] and [29], among others.
Nakamura and Perez-Abreu (1993a) gave an overview of empirical probability generating
function (EPGF) and summarized EPGF as a tool for statistical inference of distribution for
counts.
PGF was first used to test discrete distribution by Kocherlakota and Kocherlakota
(1986). They discussed the general framework for testing goodness-of-fit of univariate and
multivariate discrete distributions based on the difference between the MLE of PGF and
its empirical counterpart. Their method, referred to as K&K later, was exemplified with
Poisson-type distributions and Neyman Type A distribution. They suggest it is convenient
to use the method when the number of parameters is small and t, at which PGF is evaluated,
is close to zero. Their methods are the generalization of Epps et al. (1982) methods which
are in terms of the MGF.
The geometric model goodness-of-fit test especially in the multivariate case has not be
explored as much and K&K methods provide a tool to achieve this goal. Further, one of
the main strengths of K&K methods is that they can be easily computed. In this paper, we
evaluate the performance of K&K methods with single t and multiple t′s on testing both
univariate geometric distribution and BGD(B&D).
The question on how to select t remains unresolved for the K&K tests. It is of interest
to investigate in this issue, since as shown in previous and current work, the performance of
the K&K tests would be different for different values on t. To resolve this issue, we propose
a new type of test using the supremum norm over the region of t based on the PGF, and
therefore there is no need in selecting t. By examining the performance of the proposed
supremum test, we show that its testing procedure provides comparatively competing power
and is computationally more efficient.
CHAPTER 2
REVIEW OF BACKGROUND
In this chapter we will give a brief description of the widely-used goodness-of-fit tests, Chi-
square and EDF based tests, which will be compared with the proposed methods for testing
geometric models. Next the K&K method goodness-of-fit tests will be introduced in detail.
2.1 Chi-square Tests for Geometric Models
One of the widely-used goodness-of-fit tests for geometric distribution is the Chi-square test.
The Chi-square test is based on classifying the sample into categories and measuring the
squared distance between the observed frequencies and the expected frequencies under the
null distribution. The test statistic of Pearson Chi-square test introduced in elementary
statistics course is
∑
1≤i≤k(Oi − Ei)2/Ei, where Oi is the observed frequency in the ith
category, Ei is the expected frequency in the ith category under the null hypothesis and k
is the number of categories. The test statistic approximately follows a χ2 distribution with
k − 1 degrees of freedom (d.f.), denoted by χ2k−1.
In most cases, the parameters of the distribution being tested are unknown. One way to
estimate the parameters is to use maximum likelihood method. If the MLE is used in place of
the true value of the parameters, the test statistic of Chi-square test becomes a Chernoff and
Lehmann (1954) statistic, which does not follow an Chi-square distribution asymptotically,
but is bounded between two Chi-square distributions. In particular for testing geometric
distribution, the Chernoff and Lehmann statistic is bounded between χ2k−2 and χ
2
k−1. Some
authors just use χ2k−2 for practical purposes provided that the sample size is fairly large
and the expected frequencies are not too small. See Snedecor and Cocharan (1989, example
11.7.2, p.205) and Kimber (1987), who discussed the Chernoff and Lehmann Chi-square
test on normal distribution. Similarly, when applied to test geometric distribution with
unknown parameter given a large sample, the Chernoff and Lehmann Chi-square statistic
can be approximated by a Chi-square distributed random variable with k − 2 degrees of
5
6freedom. An alternative way to estimate the parameters is to minimize the Chi-square
goodness-of-fit test statistic. More applications of some other Chi-square tests are described
in Best and Rayner (2003) and Epps (1995).
The classical one dimensional Chi-square tests can be easily extended to multi-dimensional
Chi-square tests. Hence, when testing BGD(B&D) with known parameters, we can use
Pearson Chi-square test statistic, which is approximately Chi-square distribution with k− 1
d.f., and when testing BGD(B&D) with unknown parameters, we can use the Chernoff and
Lehmann Chi-square test statistic, which is approximately Chi-square distributed with k−4
d.f. (Note the number of parameters for BGD(B&D) is three) given a large sample.
2.2 EDF based Tests for Geometric Models
Another type of popularly-used tests for geometric distribution is EDF based tests such
as Kolmogorov-Smirnov (K-S) and Anderson-Darling(A-D) tests. K-S test was originally
developed to test the fit of a continuous distribution and the distribution of its test statistic is
independent of the hypothesized distribution when the hypothesized distribution is continuous.
It is well known that K-S is superior to Chi-square tests when the sample size is small.
The test statistic of the classical one dimensional K-S test is the largest absolute value
of the difference between the observed sample distribution function and the hypothesized
distribution one.
Best and Rayner (2003) used the K-S test for testing geometric distribution described
as follows. Let m is the maximum value of the data (x1, x2, ..., xn). The MLE of geometric
parameter p is calculated from the data. Then the probability mass on 1 to m − 1 via
geometric distribution is calculated, and denoted by p̂1, ..., p̂m−1. Let p̂m = 1− p̂1− ...− p̂m−1.
The K-S test statistic can be calculated by KS = max(|D1|, |D2|, ...|Dm|) where Dj =
n1+n1+ ...+nj−n(p̂1+ p̂2+ ...+ p̂j) and nj is the number of j-valued data for j = 1, 2, ...,m.
A-D, a modified version of K-S test, places more weight on observations in the tails of
the distribution. A-D test is recommended by Best and Rayner (2003) for testing geometric
distribution after they compare it with various other tests. The A-D test statistic described
in their paper is AD = n−1
∑
1≤j≤mD
2
j p̂j/Hj(1−Hj) where Hj = p̂1 + p̂2 + ...+ p̂j. Notice
7that m is different from the above K-S test and should satisfy that nm = 0 and p̂m < 10
−3/n
in this A-D test.
Similar to Chi-square test, one would consider extending one-dimensional K-S test for
the goodness-of-fit tests of BGD(B&D). Unfortunately, the adaption is challenging because of
the complexity on defining the cumulative distribution function for high-dimension distributions.
Studies on the multi-dimensional K-S tests appear to be quite limited. Fasano and Franceschini
(1987) proposed a generalized version of classical K-S tests suitable to test two or three
dimensional distributions, which is an improvement of the version proposed by Peacock
(1983). Press et al. (2002) described the algorithms of the two dimensional K-S test from
Fasano and Franceschini (1987) in Section 14.7, which is briefly presented as follows. For
each data point, the (x,y) plane is divided into four quadrants. Then for each of these
four quadrants, the difference between the fraction of points over the sample size and the
null probability in this quadrant is calculated and then the test statistic is calculated as
the maximum differences among four quadrants of each data point. We will implement this
algorithm with parameters estimated by the MLE to testing the BGD(B&D) with unknown
parameters and compare it with our proposed tests.
2.3 K & K Method of Goodness-of-fit Tests
Kocherlakota and Kocherlakota (1986) presented a general procedure for testing goodness-
of-fit of discrete distributions based on PGF. They derived two types of test statistics in
each case of univariate or multivariate composite null distributions. The first type is based
on the difference between PGF’s MLE and its empirical estimator, which has an asymptotic
normal distribution as a function of t. The second test statistic, which is based on the
several differences between PGF’s MLE and its empirical estimator evaluated at several t’s,
has an asymptotic Chi-square distribution. Their goodness-of-fit test methods are applied
to Poisson related distributions and Neyman type A distribution to verify their theories and
the validity of test statistics.
The theoretical background of K&K methods are based on the following facts.
8First,
Gn(t)− Gˆ(t; Θˆ)
σξ
D−→ N(0, 1) as n→∞,where t ∈ (−1, 1). (2.1)
Here Gn(t) is the EPGF for a univariate distribution, Gn(t) =
1
n
∑
1≤i≤n t
Xi , and Gˆ(t; Θˆ) is
MLE of the PGF G(t; Θ), with Θ of dimension k replaced by Θˆ. Further,
σ2ξ =
1
n
[G(t2; Θ)−G2(t; Θ)]−
∑
1≤s≤k
∑
1≤r≤k
σrs
∂G
∂θr
∂G
∂θs
, (2.2)
where σrs is the (r, s)
th element of (nI(Θ))−1. Note that I(Θ) is the Fisher information
matrix, which is equal to {E(∂lnf(X;Θ)
∂θi
∂lnf(X;Θ)
∂θj
)}, where i, j = 1, 2, ..., k, and f(X; Θ) is the
probability mass function. In the case that Θ is known, in (2.1) MLE Θˆ is not needed, and
σ2ξ is reduced to σ
2
ξ =
1
n
[G(t2; Θ)−G2(t; Θ)].
Second, in the case of multiple t′s, t = (t1, t2, ..., tq), ti ∈ (−1, 1), i = 1, 2, ..., q, they
stated that
let ξ(t) = Γ−1/2(ξ1, ξ2, ..., ξq)′
D−→ Nq(0,1) as n→∞, (2.3)
where 1 is the identity matrix with q dimension, (ξ1, ξ2, ..., ξq) = 〈Gn(t1)−Gˆ(t1; Θˆ), Gn(t2)−
Gˆ(t2; Θˆ), ..., Gn(tq)− Gˆ(tq; Θˆ)〉, and Γ = {Υij}, for i, j = 1, 2, ..., q,
Υij =
1
n
[G(titj; Θ)−G(ti; Θ)G(tj; Θ)]−
∑
1≤r≤k
∑
1≤s≤k
σrs
∂G(ti; Θ)
∂θs
∂G(tj; Θ)
∂θr
, (2.4)
where σrs is the same as described in (2.2).
Third, similarly K&K extended the theory to multivariate distributions for single t and
multiple t′s. In the case of single t = (t1, t2, ..., tm) where m is the numbers of variables and
tj ∈ (−1, 1), j = 1, 2, ...,m, and
Gn(t)− Gˆ(t; Θˆ)
σξ
D−→ N(0, 1) as n→∞. (2.5)
Here, Gn(t) = Gn(t1, t2, ..., tm) =
1
n
∑
1≤i≤n t
x1i
1 t
x2i
2 ...t
xmi
m and
σ2ξ =
1
n
[G(t21, ..., t
2
m; Θ)−G2(t1, ..., tm; Θ)]−
∑
1≤r≤k
∑
1≤s≤k
σrs
∂G
∂θr
∂G
∂θs
, (2.6)
9where σrs is the (r, s)
th element of (nI(Θ))−1. Here the Fisher information matrix I(Θ)
is equal to {E(∂lnf(X1,X2,...,Xm;Θ)
∂θi
∂lnf(X1,X2,...,Xm;Θ)
∂θj
)}, where i, j = 1, 2, ..., k, and f(X1, X2,
..., Xm; Θ) is the probability mass function.
Finally, when t = (t1, ..., tq), ti = (t1i, ..., tmi) for i = 1, ..., q and tli ∈ (−1, 1), l =
1, ...,m, they obtained that
let ξ(t) = Γ−1/2(Gn(t1)− Gˆ(t1, Θˆ), ..., Gn(tq)− Gˆ(tq, Θˆ))′ D−→ Nq(0,1), as n→∞, (2.7)
where 1 is identity matrix with q dimension, and Γ = {Υij}, for i, j = 1, 2, ..., q, and
Υij =
1
n
[G(t1it1j, ...., tmitmj; Θ)−G(ti; Θ)G(tj; Θ)]−
∑
1≤r≤k
∑
1≤s≤k
σrs
∂G(ti; Θ)
∂θr
∂G(tj; Θ)
∂θs
,
(2.8)
where σrs is the same as described in (2.6).
Next, they described the generalized methods for testing the hypothesis H0 : G(t; Θ) =
G0(t; Θ) with unknown Θ. In the case thatG0(t; Θ) is the PGF from a univariate distribution,
the test statistic with single t for t ∈ (−1, 1) is Gn(t)−Gˆ0(t;Θˆ)
σˆξ
, which approximately follows
the standard normal distribution. Here Gˆ0(t; Θˆ) is determined from G0(t; Θ), replacing Θ
with Θˆ, and σˆξ is the MLE of σξ from (2.2) under H0. The test statistic with multiple t
′s is
ξˆ(t)′ξˆ(t), which is asymptotically Chi-square distribution with q degrees of freedom, where
t = (t1, t2, ..., tq), ti ∈ (−1, 1), for i = 1, 2, ..., q. Here ξˆ(t) is obtained from ξ(t) in (2.3) with
Γ replaced by its MLE Γˆ under H0.
In the case that G0(t; Θ) is the PGF from a multivariate distribution, the test statistic
with single t = (t1, t2, ..., tm) is (Gn(t1, ..., tm)− Gˆ0(t1, ..., tm; Θˆ))/σˆξ, which is approximately
the standard normal distribution, where Gˆ0(t1, ..., tm; Θˆ) is determined from G0(t1, ..., tm; Θ),
replacing Θ with Θˆ and σˆξ is estimator of σξ under H0, see (2.6). The second test statistic
with multiple t′s is ξˆ(t)′ξˆ(t), which is asymptotically Chi-square distributed with q degrees
of freedom, where t = (t1, ..., tq), ti = (t1i, ..., tmi) for i = 1, ..., q and tli ∈ (−1, 1), l = 1, ...,m.
Here ξˆ(t) is evaluated from ξˆ(t) in (2.7) with Γ replaced by its MLE Γˆ under H0.
CHAPTER 3
TEST STATISTICS
In this chapter, we propose three test statistics for both geometric distribution and BGD(B&D).
The first and second ones are the application of the K&K method with single t and multiple
t’s, respectively. Although the K&K methods are applied to testing geometric distribution
by some authors (e.g., Epps (1995)), as far in the literature this research would be the first
one exploring that the value of t determines the performance of the goodness-of-fit test for
geometric distribution. Also this research would be the first one exploring their application on
BGD(B&D). The third one is the supremum of absolute value of the standardized difference
between the MLE of PGF and its empirical counterpart. Note the MLE of PGF is the
estimator of PGF with the unknown parameters replaced by their MLE.
3.1 Goodness-of-fit Tests for Geometric Distribution
Let X1, X2, ..., Xn be independently and identically distributed random variables taking
positive integer values with the true PGF G(t; p). We test the hypotheses H0: G(t; p) =
tp
1−t(1−p) , where |t| < 1/(1−p), the PGF of geometric distribution with unknown p versus H1:
G(t; Θ) is not the PGF for geometric distribution. Note that in the whole article context,
geometric distribution prefers to model the number of total trials before the first failure.
That is, the geometric random variable here takes the values staring from one not zero. Here
we focus on the case when p is unknown because the case when p is known is straightforward.
3.1.1 K&K Method with Single t
In this section, we apply the K&K method with single t to the goodness-of-fit of geometric
distribution with unknown parameter p.
Let pˆ = 1/x, the MLE for p. The MLE of PGF G(t, p) under H0 is given by
Gˆ(t, pˆ) = tpˆ
(1−t(1−pˆ)) =
t/x
1−t(1−1/x) =
t
x−t(x−1) . The EPGF is Gn(t) = n
−1∑
1≤j≤n t
xj . Let
10
11
ξ(t) = Gn(t)−Gˆ(t;pˆ)
σξ
, where
σ2ξ =
1
n
(G(t2; p)−G2(t; p))−
∑
i
∑
j
σij
∂G
∂θi
∂G
∂θj
=
1
n
{
pt2
1− t2(1− p) −
t2p2
(1− t(1− p))2
}
− σ11(∂G/∂p)2
=
1
n
{
t2p
1− t2(1− p) −
t2p2[(1− t+ tp)2 + (1− p)(1− t)2]
(1− t+ tp)4
}
,
∂G/∂p =
t− t2
(1− t(1− p))2 ,
and σ11 =
1
n
(E{(∂logF/∂p)2})−1 = 1
n
(E{(1− x
1− p + 1/p)
2})−1 = p
2(1− p)
n
. (3.1)
According to K&K method with single t, we know that ξ(t)
D−→ N(0, 1) as n → ∞ with
|t| < 1. Then the test statistic is
Z(t) = Gn(t)− Gˆ(t; pˆ)
σ̂ξ
, |t| < 1,
where σ̂ξ is MLE of σξ, determined by the plug-in estimator replacing p by pˆ = 1/x. Therefore
σ̂ξ
2 =
t2
n
{
1
x− t2(x− 1) −
1
(x− t(x− 1))2 −
x(x− 1)(1− t)2
(x− t(x− 1))4
}
. (3.2)
We reject the null hypothesis if |Z(t)| > z1−α/2 at significance level α, where z1−α/2 is the
100(1− α/2)th percentile of the standard normal distribution.
3.1.2 K&K Method with Multiple t’s
Now we consider another test statistic with several t values, say t1, t2, ..., tq. Let the vector
t = (t1, t2, ..., tq). The vector of theoretical PGF for geometric distribution is evaluated at t as
followsG′(t; p) = 〈G(t1; p), G(t2; p), ..., G(tq; p)〉. Define Gˆ′(t; pˆ) = 〈Gˆ(t1; pˆ), Gˆ(t2; pˆ), ..., Gˆ(tq; pˆ)〉
from G′(t; p) with p replaced by pˆ. The vector of the EPGF evaluated at multiple t’s is
G′n(t) = 〈Gn(t1), Gn(t2), ..., Gn(tq)〉.
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Now let ξ′(t) = G′n(t)− Gˆ′(t; pˆ). We know Γ−1/2ξ(t) is asymptotically Nq(0,1) as n→
∞, according to the K & K method with multiple t′s. Here Γ = {Υij}, for i, j = 1, 2, ..., q,
Υij =
1
n
[G(titj; p)−G(ti; p)G(tj; p)]− σ11∂G(ti; p)
∂p
∂G(tj; p)
∂p
=
1
n
[
titjp
1− titj(1− p) −
tip
1− ti(1− p)
tjp
1− tj(1− p) −
p2(1− p)(ti − t2i )(tj − t2j)
(1− ti(1− p))2(1− tj(1− p))2
]
.
(3.3)
Therefore, the test statistic can be defined as
Tq(t) = ξ′(t)Γˆξ(t),
where t = (t1, t2, ..., tq), |ti| < 1, i = 1, 2, ..., q, Γˆ = {Υˆij} is the MLE of Γ matrix evaluated
by replacing p with pˆ = 1/x, and
Υˆij =
titj
n
(
1
x− titj(x− 1) −
1
(x− ti(x− 1))(x− tj(x− 1))
)
− titj
n
(
x(x− 1)(1− ti)(1− tj)
(x− ti(x− 1))2(x− tj(x− 1))2
)
, (3.4)
for i, j = 1, 2, ..., q. Under the null hypothesis, Tq(t) is asymptotically χ2 distributed with
q degrees of freedom. We reject the null hypothesis if Tq(t) is greater than 100(1 − α)th
percentile of the Chi-square distribution with q degrees of freedom at significance level α.
Note that when x = 1, the data is noninformative and Γ is singular.
3.1.3 Supremum Test based on PGF
We develop a new testing procedure based on the K&K method to test the goodness-of-fit of
geometric distribution. We propose the supremum of the absolute value of the test statistic of
K&K method with single t over (−1, 1) as the test statistic. This new test is an improvement
over both of the K&K methods since it does not require selecting specific values for t. The
proposed test statistic is
SDn = sup
t∈(−1,1)
∣∣∣[Gn(t)− Gˆ(t; pˆ)]/σˆξ∣∣∣ = sup
t∈(−1,1)
∣∣∣∣∣
(
1
n
∑
1≤j≤n
txj − t
x− t(x− 1)
)
/σˆξ
∣∣∣∣∣ , (3.5)
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where σˆξ is evaluated in (3.2). To explore the asymptotic distribution of SDn, we calculate
the empirical critical points at α = 0.01, 0.05, 0.1 and construct the density curves of SDn
at various sample size n and parameter p by Monte Carlo simulation.
In the real world application, the empirical critical points can be obtained by parametric
bootstrap, which has been intensively examined and widely accepted (see, e.g., [36], [17], [20],
[2], [5] and [28]). The bootstrap procedure of testing geometric distribution in this case is
the following. (1) Calculate the MLE of geometric parameter pˆ = 1/x based on the data.
(2) Generate 10,000 bootstrap samples of sample size n based on geometric distribution with
parameter equal to pˆ. (3) Calculate SDn for each of the 10,000 samples. (4) Sort the 10,000
SDn values in the ascending order then determine the 90th, 95th, 99th percentiles of SDn. (5)
Calculate SDn with the data and reject H0 if this SDn value is greater than the empirical
1− α percentile at significance level α.
3.2 Goodness-of-fit Tests for BGD(B&D)
Let〈(X11, X21), (X12, X22), ..., (X1n, X2n)〉 be a random sample from the true distribution
with PGF G(t; p) and consider the hypotheses H0 : G(t, p) is the PGF of BGD(B&D) with
unknown parameters p = (p1, p2, p3) against the alternative. We use the K&K methods with
single t and multiple t’s to evaluate these hypotheses and also develop a new supremum test
similar to the one in the univariate case.
3.2.1 K&K Method with Single t
In this section, we apply the K&K general method with single t = (t1, t2) for bivariate
distribution to evaluate the above hypotheses.
We estimate the PGF for BGD(B&D) G(t; p) by replacing p = (p1, p2, p3) with its
MLE pˆ = (pˆ1, pˆ2, pˆ3), and use Gˆ(t; pˆ) to denote the estimator. So
Gˆ(t; pˆ) = Gˆ(t1, t2; pˆ1, pˆ2, pˆ3) = Aˆ1Aˆ2, (3.6)
where Aˆ1 =
t1t2
1− t1t2pˆ1pˆ2pˆ3
Aˆ2 =
t2qˆ1(1− pˆ2pˆ3)pˆ2pˆ3
1− t2pˆ2pˆ3 +
t1qˆ2pˆ1pˆ3(1− pˆ1pˆ3)
1− t1pˆ1pˆ3 + 1− pˆ1pˆ3 − pˆ2pˆ3 + pˆ1pˆ2pˆ3.
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The bivariate EPGF Gn(t) = Gn(t1, t2) =
1
n
∑
1≤j≤n t
x1j
1 t
x2j
2 . Let ξ(t) =
Gn(t1,t2)−Gˆ(t1,t2;pˆ1,pˆ2,pˆ3)
σξ
,
where
σ2ξ =
1
n
[G(t21, t
2
2; p)−G2(t1, t2; p)]−
∑
1≤i≤3
∑
1≤j≤3
σij
∂G
∂pi
∂G
∂pj
, (3.7)
∆ = {σij}, the inverse matrix of nI(p), and I(p) is the Fisher information matrix, which is
equal to {−E(∂2logL((x,y);p)
∂pi∂pj
)} for i, j = 1, 2, 3. ∂G
∂pi
and ∂G
∂pj
can be obtained from the Appendix.
According to the K&K method with single t, ξ(t)
D−→ N(0, 1) as n → ∞, for t = (t1, t2),
|t1|, |t2| < 1. So the test statistic is given by
MZ(t) = Gn(t1, t2)− Gˆ(t1, t2; pˆ1, pˆ2, pˆ3)
σˆξ
, (3.8)
where σˆξ is evaluated from σξ in (3.7) with p = pˆ and follows asymptotically standard normal
distribution under H0. We reject the null hypothesis if |MZ(t)| > z1−α/2 at significance level
α, where z1−α/2 is the 100(1− α/2)th percentile of the standard normal distribution.
3.2.2 K&K Method with Multiple t’s
To describe this method, the following notations are needed. Let t = (t1, t2, ..., tq) and
ti = (t1i, t2i), for i = 1, 2, ..., q. The vector of PGF evaluated at t in this case is
G′(t, p) = G′(t1, t2, ..., tq; p)
= 〈G(t1; p), G(t2; p), ..., G(tq; p)〉
= 〈G(t11, t21; p1, p2, p3), G(t12, t22; p1, p2, p3), ..., G(t1q, t2q; p1, p2, p3)〉. (3.9)
The vector of q dimensional bivariate EPGF is denoted by
G′n(t) = G
′
n(t1, t2, ..., tq)
= 〈Gn(t1), Gn(t2), ..., Gn(tq)〉
= 〈Gn(t11, t21), Gn(t12, t22), ..., Gn(t1q, t2q)〉
=
(
1
n
∑
1≤j≤n
t
x1j
11 t
x2j
21 ,
1
n
∑
1≤j≤n
t
x1j
12 t
x2j
22 , ...,
1
n
∑
1≤j≤n
t
x1j
1q t
x2j
2q
)
. (3.10)
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Let ξ′n(t) = G
′
n(t) − Gˆ′(t, pˆ), where Gˆ′(t; pˆ) is G′(t; p) with p substituted by pˆ. The test
statistic is given by
MT q(t) = ξ′n(t)Γˆ−1ξn(t),
where Γˆ is calculated from Γ = {Υij}, the covariance matrix of ξ′n(t), by replacing p by pˆ,
Υij =
1
n
[
G(t1it1j, t2it2j; p)−G(t1i, t2i; p)G(t1j, t2j; p)
]
−
∑
1≤r≤3
∑
1≤s≤3
σij
∂G(t1i, t2i; p)
∂pr
∂G(t1j, t2j; p)
∂ps
, for i, j = 1, 2, ..., q, (3.11)
and
∂G(t1j ,t2j ;p)
∂pr
and
∂G(t1j ,t2j ;p)
∂ps
are described as in the Appendix, and is asymptotically χ2
distributed with q degrees of freedom under H0. We reject the null hypothesis if MT q(t) is
greater than 100(1−α)th percentile of the Chi-square distribution with q degrees of freedom
at significance level α.
3.2.3 Supremum Test based on PGF
We develop a new method based on the supremum of the absolute value of standardized
difference between PGF’s MLE and its EPGF, similar as the one for testing geometric
distribution described in Section 3.1.3, to test the BGD(B&D) with unknown parameters.
The proposed test statistic is given by
MSDn = sup
t1,t2∈(−1,1)
|((Gn(t1, t2)− Gˆ(t1, t2; pˆ1, pˆ2, pˆ3))/σˆξ|
= sup
t1,t2∈(−1,1)
∣∣∣∣∣( 1n ∑
1≤j≤n
t
x1j
1 t
x2j
2 − Gˆ(t1, t2; pˆ1, pˆ2, pˆ3))/σˆξ
∣∣∣∣∣ (3.12)
where Gˆ(t1, t2; pˆ1, pˆ2, pˆ3) is obtained from (3.6) and σˆξ is MLE of σξ defined in (3.7). We
explore the asymptotic behavior of MSDn by calculating its empirical critical points and
plotting the density curves for various p and n based on Monte-Carlo simulations. In the real
world application, parametric bootstrap procedure should be applied for the goodness-of-fit
of BGD(B&D)with unknown parameters p, which is similar as described in Section 3.1.3 for
the univariate case.
CHAPTER 4
SIMULATION STUDY FOR TESTING GEOMETRIC DISTRIBUTION
4.1 Empirical Distributions of Test Statistics
In order to verify the asymptotic behavior of Z(t), the test statistic of the K&K method
with single t for testing geometric distribution described in Section 3.1.1, we calculate the
empirical critical points of Z(t) for t = ±0.01,±0.5,±0.9 (t is in the neighbor of zero or is
not) based on 10,000 samples of size n = 50 from geometric distribution with p = 0.25 by
Monte-Carlo simulations, and compare them with their theoretical counterparts from the
standard normal distribution (see Figure 4.1).
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Figure 4.1 Empirical percentiles of Z(t) which is on the x-axis indicated by t value with n =
50 and p = 0.25.
Figure 4.1 shows that when t is closer to zero, the empirical critical points are closer to
the corresponding standard normal percentiles. The empirical critical points are closer to the
corresponding standard normal percentiles at the significance level α = 0.05 and 0.10 than
at α = 0.01. Despite the difference in performance at different t′s and different significance
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levels, overall the empirical critical points are satisfactorily close to the corresponding theoretical
ones.
Similarly, in order to verify the asymptotic behavior of Tq(t), the test statistic of the
K&K method with multiple t’s for testing geometric distribution described in Section 3.1.2,
we compute the empirical critical points of Tq(t) by simulations based on 10,000 replications
with n = 50 and p = 0.25, and compare them with their theoretical counterparts from the
Chi-square distributions (see Table 4.1). Here in different cases, the number of t’s, q is
chosen to be variate, i.e. q = 3, 5 or 10, and the values of t are chosen to be either in the
neighborhood of zero or well spanned in interval (-1,1).
Table 4.1 Empirical Critical Points of Tq(t) based on 10,000 Replications
Statistics α = 0.01 α = 0.05 α = 0.1
T3(−0.15,−0.05, 0.05) 11.349 7.672 6.113
T3(−0.90, 0.05, 0.85) 11.483 7.606 6.061
χ23 11.345 7.815 6.251
T5(−0.25,−0.15,−0.05, 0.15, 0.25) 14.647 10.759 9.018
T5(−0.90,−0.55,−0.15, 0.25, 0.90) 15.622 11.039 9.184
χ25 15.080 11.070 9.236
T10(−0.90,−0.75,−0.55,−0.35,−0.15, 0.2, 0.4, 0.6, 0.8, 0.95) 25.547 17.580 14.971
χ210 23.209 18.307 15.987
In our calculation, we find that sometimes the entries of Γˆ, see (3.4), are too small,
which causes Γˆ to be computationally singular. A threshold number of q exist for different
type of t’s to avoid this problem. The threshold is larger when the t values spread well in the
whole interval (-1,1) than when the t values are close to 0. Also computationally singular
arises more often when q = 10 than when q = 3 and q = 5. Table 4.1 shows that overall the
empirical critical points perform well in terms of being close to their respective Chi-square
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percentiles. However, the empirical critical points are closer to the corresponding Chi-square
percentiles when q = 3 and q = 5 than when q = 10.
Now in order to explore the asymptotic distributions of SDn, the supremum test
statistic for testing geometric distribution described in Section 3.1.3, we calculate the empirical
critical points of SDn for various p and n by parametric bootstrap with 10,000 bootstrap
samples, see Table 4.2 and plot the corresponding density curves (see Figure 4.2). Note that
p = 0.25, 0.5 and 0.6, which are chosen corresponding to over dispersive, equally dispersive
and under dispersive geometric distributions and that n = 20, 50, 100, 200, 500 so that the
asymptotic behavior of the critical points of SDn can be studied.
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Figure 4.2 Density curves of SDn with various p and n.
From Figure 4.2, we observe that for each p as n increases, the density curves of SDn
approach more and more close to each other, indicating a trend of achieving the limiting
distributions. The curves attain a limiting density lot sooner for p = 0.25 case than for p
= 0.5 and p = 0.6 cases. Table 4.2 indicates that the critical points of SDn becomes fairly
stable as n increases for each case of p.
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Table 4.2 Empirical Critical Points of SDn based on 10,000 Bootstrap Samples
α 0.01 0.05 0.1
p=0.25 n=20 3.0646 2.4203 2.1047
n=50 3.0961 2.4111 2.1284
n=100 3.0628 2.4191 2.1186
n=200 3.0988 2.4357 2.1197
n=500 3.0500 2.4430 2.1443
p=0.5 n=20 3.0413 2.3384 2.0171
n=50 3.0842 2.3786 2.0366
n=100 3.1245 2.3812 2.0462
n=200 3.0705 2.3801 2.0620
n=500 3.0446 2.3650 2.0583
p=0.6 n=20 3.0687 2.3130 1.9660
n=50 3.0392 2.3406 1.9995
n=100 3.0367 2.3255 1.9900
n=200 3.0381 2.3392 2.0095
n=500 3.0001 2.3442 2.0164
4.2 Evaluating Tests by Comparison
Best and Rayner (2003) recommended A-D test for testing geometric distributions with p =
0.25, 0.5 or 0.6. Here we propose to compare Type I Errors and powers of the above tests
with those of A-D, K-S and Chi-square tests under the same goodness of fit tests with the null
hypothesis distribution specified as geometric distribution. Note that the value of geometric
distribution in this comparative study starts from one not zero. We generate 10,000 Monte
Carlo simulation replications of size n = 50 from the alternative distributions with the first
moment equal to the one of the null distribution. The power is the proportion of replications
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whose corresponding test statistic values greater than the 95th percentile indicating the null
hypothesis being rejected. Table 4.5, Table 4.6 and Table 4.7 show the power of various
goodness-of-fit tests for geometric distributions with p = 0.25, 0.5 and 0.6, respectively.
In the Chernoff and Lehmann Chi-square test with test statistic χ2cl1, the data is
categorized into four groups: [1, 2], [3, 4], [5, 6], [7,∞). So χ2cl1 is asymptotically Chi-square
distributed with two degrees of freedom when the null hypothesis is true. Similarly, in
the other two Chernoff and Lehmann Chi-square tests with test statistics χ2cl2 and χ
2
cl3, we
categorize the data into three groups: [1], [2], [3, ∞). So the degree of freedom of the
asymptotic distribution of χ2cl2 or χ
2
cl3, which is Chi-square distribution, is 1 when the null
hypothesis is true. The empirical critical points of the Chernoff and Lehmann Chi-square
test statistics are significantly deviating from their corresponding theoretical counterparts
(see Table 4.3 in details). In order to have an accurate evaluation of the tests, we compare
the goodness-of-fit tests based on their empirical critical points for χ2cl1, χ
2
cl2 and χ
2
cl3.
Table 4.3 Empirical (Theoretical) Critical Points of χ2cl1, χ
2
cl2 and χ
2
cl3 based on 10,000
Replications
α 0.01 0.05 0.1
χ2cl1 8.4808 (9.2103) 5.5084 (5.9915) 4.1657 (4.6052)
χ2cl2 6.4526 (6.6349) 4.3026 (3.8415) 3.0415 (2.7055)
χ2cl3 5.9929 (6.6349) 3.6780 (3.8415) 2.7035 (2.7055)
We apply the methods described in Best and Rayner (2003) to calculate the values of
test statistics denoted by KS and AD for K-S and A-D tests, respectively. By Monte-Carlo
simulations, we calculate their empirical critical points at α = 0.01, 0.05, 0.10 for n = 50
based on 10,000 replications. Table 4.4 shows the results. These critical points are used to
compute powers and empirical α in Table 4.5, Table 4.6 and Table 4.7.
We choose the following six types of alternative distributions as used in Best and Rayner
(2003) for our comparative study. (1) BB(n, α, β): a beta binomial(BB) distribution with
parameter n, α and β, where n is the number of trials, and α and β are parameters from a
standard beta distribution; (2) NB(n, p): a negative binomial(NB) used to fit the number of
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Table 4.4 Empirical Critical Points of KS and AD with n = 50 based on 10,000 Replications
KS AD
p α=0.01 α=0.05 α=0.1 α=0.01 α=0.05 α=0.1
0.25 7.4840 6.1018 5.4259 1.9545 1.3118 1.0460
0.5 6.4421 4.9615 4.2494 2.0482 1.2771 0.9740
0.6 5.8806 4.4118 3.6842 1.8466 1.1429 0.8846
trials before n successes with probability of success p for each trial; (3)NA(λ1, λ2): a Neyman
Type A (NA) distribution with probability mass function e−λ1λ2/x!
∑∞
i=0(λ1e
−λ2)iix/i!, for
x = 0, 1, 2, ...; (4) DU(i, j): a discrete uniform (DU) distribution with probability mess on
i, i + 1, ..., j; (5) B(n, p): a standard binomial distribution with n trials and probability of
success p; (6) PM(ω1, ω2, λ1, λ2): a Poisson mixture(PM) where λi is a standard Poisson
distribution parameter for i = 1, 2, and ω1 and ω2 are weights obtained between zero and
one, which add up to one.
We use the standard functions in R 2.14 to generate geometric, binomial and negative
binomial distributed random numbers, and the function rbetabinom.ab in package V GAM
of R 2.14 to generate beta binomial distributed random numbers. Discrete uniformly
distributed random numbers are obtained by inversing the cumulative distribution function.
A Bernoulli distributed random value is created by using function rbinom in R 2.14 with the
number of trial one and probability of success ω1. If the value is one, we generate random
numbers from P (λ1) as the PM random numbers, otherwise from P (λ2), where P (λi) is the
standard Poisson distribution with parameter λi for i = 1, 2. According to Best and Rayner
(2003), a random sample from the Neyman Type A distribution is generated as follows. First,
generate a random sample (n1, n2, ..., ni) from P (λ1). Then generate i random samples from
P (λ2), with size n1, n2, ..., and ni, respectively. Finally, sum up the data in each of the i
random samples from P (λ2) to obtain a random sample of size i from Neyman Type A. Since
here the value of geometric distributed random variable starts from one not zero, the final
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data from the alternative distributions are obtained by adding one to the generated random
samples from the above six distributions.
In the case where the alternative distribution is NB(1, p), the power is equivalent to
the significance level since NB(1, p) corresponds to geometric distribution with parameter
p. See the highlighted rows in Table 4.5, Table 4.6 and Table 4.7.
Table 4.5 Powers(%) for Geometric Tests with p = 0.25 at α = 0.05 based on 10,000 Samples of
Size n = 50 and the Mean of the Alternative is 4
Alternative Z(0.01) Z(−0.01) Z(0.5) Z(−0.5) Z(0.9) Z(−0.9)
NB(1, 0.25) 5.05 4.97 4.87 4.82 3.76 4.70
BB(9, 1, 2) 23.97 22.78 52.95 10.16 63.68 7.21
BB(9, 0.5, 1) 7.66 7.42 3.05 8.53 7.18 5.41
NA(1, 3) 71.45 71.68 33.51 79.80 4.32 52.58
NA(0.95, 3.16) 79.86 80.97 43.91 87.17 7.02 60.17
NA(0.9, 3.33) 88.08 89.10 55.32 92.84 9.50 69.04
Alternative T3(t1) T5(t2) T10(t3) SDn χ2cl1 KS AD
NB(1, 0.25) 5.01 5.13 3.90 5.12 4.94 4.98 5.15
BB(9, 1, 2) 38.05 42.24 28.47 41.23 32.85 47.68 60.33
BB(9, 0.5, 1) 8.97 24.34 27.16 6.63 12.03 18.84 23.62
NA(1, 3) 74.80 66.87 45.69 67.51 12.82 65.07 67.62
NA(0.95, 3.16) 83.02 76.93 56.27 78.95 13.59 73.67 77.67
NA(0.9, 3.33) 89.81 84.96 66.89 86.10 15.73 83.03 84.81
where t1 = (-0.15, -0.05, 0.05), t2 = (-0.25, -0.15, -0.05, 0.15, 0.25), t3 = (-0.9, -0.75, -0.55, -0.35, -0.15, 0.2, 0.4, 0.6, 0.8, 0.95).
In Table 4.5, Z(0.01), Z(−0.01) Z(−0.5), T3(t1), SDn have higher powers than KS
and AD for NA alternatives while they all maintain Type I error probability close to 5%.
However, AD performs the best overall for BB alternatives. The χ2cl1 performs the worst for
NA alternatives and moderately for BB alternatives. Obviously, the choice of goodness-of-fit
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Table 4.6 Powers(%) for Geometric Tests with p = 0.5 at α = 0.05 based on 10,000 Samples of
Size n = 50 and the Mean of the Alternative is 2
Alternative Z(0.01) Z(−0.01) Z(0.5) Z(−0.5) Z(0.9) Z(−0.9)
NB(1, 0.5) 5.13 5.23 4.71 5.13 3.30 5.02
DU(0, 2) 95.88 95.40 99.43 50.03 98.20 8.72
BB(1, 2, 3) 53.31 53.96 71.53 31.60 51.49 22.03
PM(0.5, 0.5, 0.5, 1.5) 41.87 42.01 42.55 31.82 20.42 21.70
PM(0.5, 0.5, 0.0, 2.0) 21.02 20.94 6.71 32.73 1.96 28.38
NA(1, 1) 6.81 6.52 4.03 8.72 2.15 8.88
NA(0.625, 1.6) 53.94 53.74 36.33 57.25 19.08 44.29
NA(0.5, 2) 85.51 86.10 68.80 87.19 41.95 71.24
NA(0.4, 2.5) 98.57 98.75 93.14 98.66 70.87 91.17
Alternative T3(t1) T5(t2) T10(t3) SDn χ2cl2 KS AD
NB(1, 0.5) 4.62 4.75 5.03 4.80 4.94 5.50 5.04
DU(0, 2) 99.91 99.45 90.16 97.14 79.67 97.24 99.83
BB(1, 2, 3) 54.38 46.54 8.48 49.50 26.31 58.23 68.13
PM(0.5, 0.5, 0.5, 1.5) 27.50 15.85 2.07 31.54 24.90 41.21 41.31
PM(0.5, 0.5, 0.0, 2.0) 34.14 27.60 6.62 21.12 35.44 25.77 29.47
NA(1, 1) 9.00 7.80 3.79 5.85 9.61 7.89 7.95
NA(0.625, 1.6) 42.18 38.23 24.93 46.82 43.57 52.75 55.08
NA(0.5, 2.0) 75.16 68.59 50.94 80.20 66.37 84.09 85.60
NA(0.4, 2.5) 95.48 92.45 81.53 97.16 85.33 97.69 98.66
where t1 = (-0.15, -0.05, 0.05), t2 = (-0.25, -0.15, -0.05, 0.15, 0.25), t3 = (-0.9, -0.75, -0.55, -0.35, -0.15, 0.2, 0.4, 0.6, 0.8, 0.95).
tests in this context would depend upon what the alternative distribution is for a given
problem.
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In Table 4.6, the first three alternatives following NB(1, 0.5) are under dispersive, the
next two alternatives are equally dispersive and the last three alternatives are over dispersive.
We observe that Z(0.5) and AD has the greatest powers for under dispersive alternatives,
χ2cl2, T3(t1) and Z(−0.5) have the greatest powers for equally dispersive alternatives, and
Z(−0.5) has the greatest powers for over dispersive alternatives. Meanwhile all of these tests
mentioned above have the Type I error rates close to 5% within 0.05±0.005. Also we find
that AD performs the best overall for all the alternatives, and Z(0.01) and Z(−0.01) control
Table 4.7 Powers(%) for Geometric Tests with p = 0.6 at α = 0.05 based on 10,000 Samples of
Size n = 50 and the Mean of the Alternative is 5/3
Alternative Z(0.01) Z(−0.01) Z(0.5) Z(−0.5) Z(0.9) Z(−0.9)
NB(1, 0.6) 4.94 5.19 4.20 5.30 3.07 5.27
B(4, 0.17) 83.02 83.97 80.53 73.26 54.61 58.47
PM(0.5, 0.5, 0.33, 1.0) 27.67 28.46 22.41 24.51 7.23 18.79
PM(0.5, 0.5, 0.0, 1.33) 6.05 6.23 3.32 10.02 1.52 12.54
NA(1, 0.67) 4.35 4.58 3.58 5.11 2.11 6.05
NA(0.67, 1) 18.88 19.43 15.08 21.37 9.50 19.27
NA(0.33, 2) 93.97 94.17 87.59 93.51 69.57 83.96
Alternative T3(t1) T5(t2) T10(t3) SDn χ2cl3 KS AD
NB(1, 0.6) 4.38 4.49 5.16 4.56 5.23 4.46 5.69
B(4, 0.17) 62.55 38.69 8.79 71.22 68.03 78.94 82.34
PM(0.5, 0.5, 0.33, 1.0) 13.04 4.98 0.57 18.46 16.11 25.04 27.44
PM(0.5, 0.5, 0.0, 1.33) 12.71 8.07 1.51 7.62 19.32 7.81 10.11
NA(1, 0.67) 5.50 4.62 2.77 4.38 6.78 4.34 5.74
NA(0.67, 1) 17.13 15.93 9.48 18.10 19.78 18.37 22.59
NA(0.33, 2) 86.95 83.32 60.86 91.19 73.53 89.73 94.85
where t1 = (-0.15, -0.05, 0.05), t2 = (-0.25, -0.15, -0.05, 0.15, 0.25), t3 = (-0.9, -0.75, -0.55, -0.35, -0.15, 0.2, 0.4, 0.6, 0.8, 0.95).
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Type I error well and are comparative to AD. The KS controls Type I error poorly and
AD has higher powers than KS for all alternatives considered here.
In Table 4.7, we can see that Z(0.01) and Z(−0.01) have the greatest powers for the
first two alternatives following NB(1, 0.6). The χ2cl3 has the greatest powers for the next
two alternatives. The AD has the greatest powers for the last two alternatives. However,
Z(0.01), Z(−0.01) and χ2cl3 control Type I error rates well while the Type I error rate of AD
is 5.69%, which is relatively off the mark. Also we find Z(0.01) and Z(−0.01) perform the
best overall.
From the above analysis based on Table 4.5, Table 4.6 and Table 4.7, we can see that
Z(0.01), Z(−0.01) perform well overall while for the other Z(t) tests with t far away from
zero, their performance varies depending on different alternatives, and in some cases, they
do not control Type I Error very well. For example, the Type I Error rates of Z(0.9) for
all the cases of p are smaller than 5% by more than 1%. The performances of T3(t1), T5(t2)
and T10(t3) also vary according to the value of p and the alternative hypotheses. The SDn
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Figure 4.3 Empirical Type I error rates of SDn, KS and AD boxplots comparison.
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has tolerably lower powers than KS and AD for most of the alternatives and higher powers
for some alternatives, but has the Type I error rate better controlled (See Figure 4.3 for
the Type I Error boxplot comparison of SDn, KS and AD for each p case based on 100
replications on the empirical Type I error rates).
In conclusion, we recommend Z(0.01) and Z(−0.01), the K&K method with single t
with t close to zero for the goodness-of-fit tests of geometric distribution against unknown
alternatives. This result is consistent with the finding in Kocherlakota and Kocherlakota
(1986), who recommended Z(t) where t is in the neighborhood of zero to test Poisson
distribution in particular. Moreover, we recommend SDn for the goodness-of-fit test of
geometric distribution because it has robust performances over all dispersive cases and
control Type I error well. In addition, SDn does not need a selection of t.
4.3 Real Example Analysis
In order to illustrate the proposed goodness-of-fit tests for geometric distribution, we apply
the above-mentioned tests to a library circulation data presented in Best and Rayner (1989).
The data describe the frequency of books checked out (See Table 4.8 for details). Best and
Rayner (1989) suggested that geometric distribution is a proper fit to the data by smooth
tests.
Table 4.8 Library Circulation
Number of Checkout 1 2 3 4 5 6 7
Number of Books 65 26 12 10 5 3 1
The MLE of geometric parameter pˆ = 0.502. We apply our recommended tests Z(0.01),
Z(−0.01), SDn and the best test for the case of p = 0.5 according to Table 4.6 AD to test
whether this library circulation data follows geometric distribution, and calculate the values
of the test statistics from the data and the corresponding p-values. The bootstrap p-values
of SDn and AD are calculated as follows. (1) Generate 10,000 sample from the geometric
distribution with p = 0.5 and compute the corresponding 10,000 values of test statistic; (2)
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Calculate the the value of test statistic from the data. (3) The p-value is the proportion of
the values of test statistics, which are greater than or equal to the one calculated from the
data, out of 10,000 bootstrap samples (see Best and Rayner (2003) and Gulati and Neus
(2003)). Table 4.9 shows the results.
Table 4.9 Goodness-of-fit Tests Results based on the Real Data
Z(0.01) Z(−0.01) SDn AD
Statistic value 0.9600 -0.9638 0.9710 0.4198
P-value 0.1685 0.1676 0.5774 0.3806
The p-values of all the tests in Table 4.9 are greater than 0.05 so that we do not reject
the null hypothesis that this library circulation data is from an equally dispersive geometric
distribution. This real data analysis result is consistent with the result based on Table 4.6
which is that Z(0.01), Z(−0.01), SDn and AD perform well for the case of p = 0.5.
CHAPTER 5
SIMULATION STUDY FOR TESTING BGD(B&D)
In this chapter, we evaluate the performance of the three goodness-of-fit tests for BGD(B&D)
described in Section 3.2.1, 3.2.2 and 3.2.3, respectively, by simulation studies and analyze an
accident records from Arbous and Kerrich (1951) by using those tests for illustration. We
explore the empirical distributions of the new test statistics MZ(t), MT q(t) and MSDn
and compare their Type I error rates and powers with those of the Chi-square and the
two-dimensional K-S tests.
5.1 Empirical Distribution of Test Statistics
In order to analyze the test statisticMZ(t), we select multiple tests depending on the value
of t. In this analysis, the value of each element of t is chosen from ±0.01, ±0.5 and ±0.9 so
that some of the t’s are close to zero and others are not, similar to the study in the univariate
case. Therefore, there are 36 different test statistics in total as described in Table 5.1. In
this section, we analyze the asymptotic behavior of the percentiles of MZ(t). Although
these percentiles should be asymptotically correspond to those from the standard normal
Table 5.1 MZ(t) Tests
MZ(t1) MZ(t2) MZ(t3) MZ(t4) MZ(t5) MZ(t6)
MZ(0.01, -0.5) MZ(0.01, -0.9) MZ(0.5, 0.01) MZ(0.5, -0.01) MZ(0.5, 0.9) MZ(0.5, -0.9)
MZ(t7) MZ(t8) MZ(t9) MZ(t10) MZ(t11) MZ(t12)
MZ(-0.5, 0.01) MZ(-0.5, -0.01) MZ(-0.01, 0.01) MZ(-0.5, 0.5) MZ( -0.9, 0.9) MZ(0.9, 0.01)
MZ(t13) MZ(t14) MZ(t15) MZ(t16) MZ(t17) MZ(t18)
MZ(0.9, -0.01) MZ(0.9, -0.5) MZ(-0.9, 0.01) MZ(-0.9, -0.01) MZ(-0.9, 0.5) MZ(-0.9, -0.5)
MZ(t19) MZ(t20) MZ(t21) MZ(t22) MZ(t23) MZ(t24)
MZ(0.01, 0.01) MZ(0.01, -0.01) MZ(-0.01, -0.01) MZ(0.5, 0.5) MZ(0.5, -0.5) MZ(-0.5, -0.5)
MZ(t25) MZ(t26) MZ(t27) MZ(t28) MZ(t29) MZ(t30)
MZ(0.9, 0.9) MZ(0.9, -0.9) MZ(-0.9, -0.9) MZ(0.01, 0.9) MZ(-0.01, 0.9) MZ(-0.01, -0.9)
MZ(t31) MZ(t32) MZ(t33) MZ(t34) MZ(t35) MZ(t36)
MZ(0.01, 0.5) MZ(-0.01, 0.5) MZ(-0.01, -0.5) MZ(0.9, 0.5) MZ(-0.5, 0.9) MZ(-0.5, -0.9)
28
29
distribution, their empirical behavior can be quite erratic due to the sample size and the
choice of parameters.
We compute the empirical critical points of MZ(t) at α = 0.01, 0.05 and 0.10 based
on 10,000 Monte-Carlo simulation replications with n = 100 or 500, for each of the following
cases, p = (0.8, 0.7, 0.9), p = (0.50, 0.55, 0.45), and p = (0.25, 0.20, 0.15) and compared them
with the corresponding standard normal percentiles in Figure 5.1, Figure 5.2 and Figure 5.3,
respectively.
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Figure 5.1 Empirical percentiles of MZ(t), which is identified by the subscript of t on the
x-axis, for p = (0.8, 0.9, 0.7).
In Figures 5.1 and 5.2, one can observe that the empirical critical points of all the
MZ(t) tests scatter tightly around their corresponding standard normal percentiles, which
are denoted in solid lines on the graphs at all the significance levels considered here. As
expected, the empirical points gather closer to the corresponding theoretical percentiles as
n increasing from 100 to 500. In Figure 5.2, we notice that MZ(t25) or MZ(0.9, 0.9)
performs the worst among all the tests since its empirical critical points locate farther to the
corresponding theoretical percentiles than those of any other tests at all significance levels.
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Figure 5.2 Empirical percentiles of MZ(t), which is identified by the subscript of t on the
x-axis, for p = (0.50, 0.55, 0.45).
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Figure 5.3 Empirical percentiles of MZ(t), which is identified by the subscript of t on the
x-axis, for p = (0.25, 0.20, 0.15).
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In Figure 5.3 for p = (0.25, 0.20, 0.15), the empirical points are widely off the lines. We find
that quite a large sample size (> 5000) is needed to make empirical critical points be around
the corresponding theoretical percentiles.
Now we explore the asymptotic behavior of the distributions ofMT q(t). We calculate
10,000 values of MT q(t) based on Monte Carlo simulations of BGD(B&D), replication
size equal to 10,000 and sample size n = 100 or 500, with p = (0.8, 0.7, 0.9), p = (0.5,
0.55, 0.45) or p = (0.25, 0.20, 0.15). Here we choose q = 3, 5 or 10 and three types of t
values: all the elements of t, are around zero, are close to 1 or -1 or are bivariate uniformly
distributed in (−1, 1)× (−1, 1) (see Table 5.2 for the list of these test statistics). Therefore
there are nine tests for each combination of q and the three types of t values. Then we
plot the empirical density curves of the nine test statistics for each combination of p and
n based on their corresponding 10,000 test statistic values, and compare them with the
corresponding theoretical density curves of Chi-square distributions. Some of these graphs
appear in Figure 5.4, 5.5 and 5.6.
Table 5.2 MT q(t) Tests
MT 3(t1) t1=[(0.01, 0.02),(-0.015, 0.01),(-0.02, -0.025)]
MT 3(t2) t2=[(0.9, -0.92),(-0.85, 0.9),(0.87, 0.91)]
MT 3(t3) t3=[(-0.7, -0.2),(-0.9, 0.1),(0.07, 0.6)]
MT 5(t1) t1=[(0.03, 0.016)(0.01, -0.01)(-0.025, 0.01)(-0.005, -0.035)(0.02, 0.015)]
MT 5(t2) t2=[(0.89, 0.91)(0.85, -0.9)(-0.9, 0.87)(-0.91, -0.9)(0.88, -0.9)]
MT 5(t3) t3=[(-0.65, -0.17)(0.3, -0.09)(-0.06, 0.5)(0.4, 0.05)(0.93, -0.32)]
MT 10(t1) t1=[(0.01, 0.015),(0.005, 0.02),(-0.01, 0.01),(-0.01, 0.025),(0.01, -0.02),
(-0.01, -0.02),(-0.01, -0.015),(0.025, -0.01),(-0.03, -0.01),(0.02, 0.03)]
MT 10(t2) t2=[(0.91, 0.9),(0.87, 0.85),(0.85, 0.8),(-0.94, -0.9),(-0.81, -0.89),
(-0.85, -0.86),(0.9, -0.87),(0.85, -0.9),(0.88, -0.85),(-0.9, 0.9)]
MT 10(t3) t3=[(0.5, 0.03),( -0.0045, -0.5),( -0.85,-0.25),( -0.81, -0.77),(-0.4, 0.45),
(0.43, 0.33),( -0.62, 0.004),( -0.23, -0.03),( -0.55, -0.4),( 0.44, -0.78)]
When p = (0.8, 0.7, 0.9), the empirical density curves of all the nine tests with n = 100
or 500 match well with their corresponding theoretical ones. For example, Figure 5.4 shows
the histograms of MT 3(t1), MT 3(t2) and MT 3(t3) with n = 100 and n = 500, and they
match well with the density curve, denoted in solid line, of Chi-square distribution with three
degrees of freedom. When p = (0.50, 0.55, 0.45), the singularity of the covariance matrix Γˆ
occurs when we calculate the value of MT 10(t1). Therefore, MT 10(t1) is not included into
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Figure 5.4 Histograms of MT 3(t1), MT 3(t2) and MT 3(t3) for p = (0.8, 0.7, 0.9) compared
with the density curve of Chi-square distribution with 3 d.f.
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Figure 5.5 Histograms ofMT 5(t1),MT 5(t2) andMT 5(t3) for p = (0.50, 0.55, 0.45) compared
with the density curve of Chi-square distribution with 5 d.f.
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Figure 5.6 Histograms of MT 10(t2) and MT 10(t3) for p = (0.25, 0.20, 0.15) compared with
the density curve of Chi-square distribution with 10 d.f.
the comparison study in this case of p. For the rest of the tests, the empirical density curves
of the test statistics have good matches with their corresponding theoretical ones except
MT 5(t2) and MT 10(t2). As shown in Figure 5.5 for MT 5(t2), there are a large number
of negative values when n = 100 and the histogram does not match well with the density
curve of Chi-square distribution with five degrees of freedom. When p = (0.25, 0.20, 0.15),
MT 10(t1) is not included in the comparative study again because the covariance matrix Γˆ is
singular. In this case, none of the empirical density curves of the other eight tests is close in
shape to their corresponding theoretical ones. For instance, Figure 5.6 shows the empirical
density curves of MT 10(t2) and MT 10(t3) with n = 100 and n = 500, all of which do not
match well with the density curve of Chi-square distribution with 10 degrees of freedom.
The empirical density curves of the tests shift to the left with respect to the theoretical ones.
One can observe that the empirical density curve is closer to its theoretical one when
n = 500 than when n = 100 for all the tests in each case on p. The MT q(t) type tests
perform better when all elements of t are around zero or generated from bivariate uniform
distribution in (-1, 1) × (-1, 1) than when close to 1 or -1. The singularity of the covariance
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matrix Γˆ occurs more often when all elements of t are around zero than in the other cases
and more often when q = 10 than when q = 5 or q = 3. We have similar finding when testing
the goodness-of-fit of univariate geometric distribution. Furthermore, the empirical density
curves match better with their corresponding theoretical ones for q = 3 or q = 5 than for q
= 10 in all the cases on p considered here.
We study the null distribution ofMSDn by constructing a table of its empirical critical
points and plotting the empirical density curves for various p and n based on simulations.
We calculate 10,000 values of MSDn based on 10,000 BGD(B&D) random samples of size
n = 50, 100, 200, 500, 750, 1000 or 1200 for p = (0.8, 0.7, 0.9), p = (0.50, 0.55, 0.45) or
p = (0.25, 0.20, 0.15). Then based on the 10,000 MSDn values, we compute the empirical
critical points at α=0.01, 0.05 and 0.10 for each combination of n and p. Table 5.3 shows
the results. Meanwhile, we construct the density curves of MSDn with the 10,000 MSDn
values for each combination of n and p. See Figure 5.7 for the results. We evaluate the
supremum over the region (−1, 1) × (−1, 1) by the function optim in R 2.14 with option
”L-BFGS-B” method. In order to make the calculation stable with the function optim, we
set the supremum over a narrower region (−0.5, 0.5)× (−0.5, 0.5).
We observe from Figure 5.7 that for each p as n increases, the density curves approach
more and more close to each other, indicating that a limiting distribution of MSDn is
being attained. The curves are more clustered with each other for p = (0.8, 0.7, 0.9) and
p = (0.50, 0.55, 0.45) than for p = (0.25, 0.20, 0.15). Table 5.3 indicates that the critical
points of MSDn becomes more and more stable as n increases for each case on p.
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Table 5.3 Empirical Critical Points of MSDn based on 10,000 Replications
α 0.01 0.05 0.1
p = (0.8, 0.7, 0.9) n=50 2.974048 2.449002 2.161685
n=100 3.091729 2.452455 2.132254
n=200 3.025133 2.445564 2.131091
n=500 2.999105 2.457129 2.166694
n=750 3.025595 2.450285 2.140294
n=1000 3.016462 2.443400 2.141058
n=1200 3.017077 2.425687 2.133596
p = (0.50, 0.55, 0.45) n=50 2.894928 2.315283 2.032061
n=100 2.928199 2.343221 2.067772
n=200 2.942843 2.362074 2.05612
n=500 2.972083 2.380423 2.076762
n=750 2.985481 2.395410 2.076814
n=1000 2.984349 2.408860 2.084174
n=1200 2.927579 2.371872 2.056918
p = (0.25, 0.20, 0.15) n=50 3.279629 2.207581 1.544216
n=100 3.806083 2.463971 1.78076
n=200 3.896545 2.480614 1.904846
n=500 3.456446 2.448386 1.89607
n=750 3.369802 2.417712 1.907302
n=1000 3.333352 2.349017 1.894366
n=1200 3.288807 2.339390 1.899354
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Figure 5.7 Empirical density curves of MSDn with various p and n.
5.2 Evaluating Tests by Comparison
In order to evaluate our proposed goodness-of-fit tests for the BGD(B&D), we compare their
Type I error rates and powers with those of Chernoff and Lehmann Chi-square and K-S
tests using various bivariate discrete distributions as the alternatives, for p = (0.8, 0.7, 0.9)
and p = (0.50, 0.55, 0.45) and with sample size n = 100 and n = 500. We do not consider
p = (0.25, 0.20, 0.15) here for the following reasons. First we know from Section 5.1 that in
this case the empirical distributions of MZ(t) and MT q(t) type tests depart greatly from
the theoretical ones when n = 100 and n = 500. Also, this case arises very rarely in the real
world since the component failure probability 1− pi for i = 1, 2, 3 are too high in this case.
Three types of bivariate discrete distributions, which are presented in Kocherlakota
and Kocherlakota (1992), are chosen as the alternatives.
(1) BVP(λ1, λ2, λ3): a bivariate Poisson(BVP) distribution, which can be constructed
as follows. Let U, V,W be three independent random variables and follow poisson distribution
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with the corresponding parameters µ1, µ2, µ3. Let X = U + V and Y = V +W . Then
random variable (X,Y ) have BVP(λ1, λ2, λ3) with λ1 = µ1+µ3, λ2 = µ2+µ3 and λ3 = µ3.
(2) BV B(n, p11, p10, p01): a Type I bivariate binomial(BVB) distribution described in
Kocherlakota and Kocherlakota (1992), which can be derived from a sequence of n bivariate
Bernoulli (Ui, Vi) trials with the joint probability mass function P (Ui = r, Vi = s) = prs
for r, s = 0, 1 and i = 1, 2,..., n where p00 + p01 + p10 + p11 = 1. Let X =
∑n
i=1 Ui
and Y =
∑n
i=1 Vi. The random variable (X,Y ) is distributed by BV B(n, p11, p10, p01). The
marginal distributions on X and Y are binomial distributions with the same number of trials
n and the probability of success p1+ = p10 + p11 and p+1 = p01 + p11, respectively. Bivariate
bernoulli random number (ui, vi) can be simulated based on the marginal distribution on Ui
and the conditional distribution on Vi given ui. The marginal distribution of Ui is bernoulli
distribution with probability of success p1+ = p10 + p11. If ui = 0, P (Vi|0) = p0s/(1− p1+),
else P (Vi|1) = p1s/p1+. Then vi is obtained by inversing the cumulative distribution function
of Vi|ui.
(3) BV NB(r, p1, p2): a bivariate negative binomial (BVNB) distribution. Consider n
independent trials, each of which has three possible outcomes with corresponding probabilities
p1, p2 and 1− p1− p2. Let X and Y denote the number of the first and the second outcomes
occurring before the rth occurrence of the third outcome, respectively. Then random variable
(X,Y ) is BVNB distributed with parameters r, p1, and p2. Notice that here r is extended
to take any positive real number. The marginal distribution on Y is negative binomial
distribution with parameters r and (1−p1−p2)/(1−p1). The conditional distribution on X
given y is also negative binomial distribution with parameters r + y and 1− p1. Obviously,
BVNB random sample can be generated based on the the marginal distribution on Y and
the conditional distribution on X given y.
More detailed descriptions of the three bivariate distributions can be found in Kocherlakota
and Kocherlakota (1992). We choose the values of the parameter of the alternative distributions
based on the constraint that the first moments, namely EX,EY and EXY , of the null and
the alternative distributions are equal. Meanwhile, since the value of BGD(B&D) variable
starts from (1, 1), we need to take (X+1, Y +1) as the random variables from the alternative
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distributions, where (X,Y ) follows any of the above-mentioned three distributions. Table 5.4
displays the notations of the alternative distributions.
Table 5.4 Notations of Alternative Distributions
Alternative Notation
p = (0.8, 0.7, 0.9) BVP(1.59, 0.72, 0.98)+(1, 1) BV P1
BVB(10, 0.14, 0.11, 0.03)+(1, 1) BV B1
BVNB(2.5, 0.37, 0.24)+(1, 1) BV NB1
p = (0.50, 0.55, 0.45) BVP(0.20, 0.16, 0.13)+(1, 1) BV P2
BVB(5, 0.03, 0.04, 0.03) +(1, 1) BV B2
BVNB(1.1, 0.20, 0.18)+(1, 1) BV NB2
p = (0.64, 0.56, 0.86) BVP(0.96, 0.66, 0.27)+(1, 1) BV P3
BVB(2, 0.42, 0.19, 0.05)+(1, 1) BV B3
BVNB(2.83, 0.24, 0.18)+(1, 1) BV NB3
In order to do the comparison with Chi-square test for p = (0.8, 0.7, 0.9), we construct
the test statistic, which is denoted byMχ2cl1, based on the following six regions: 0 < X ≤ 2,
0 < Y ≤ 2; (2 < X ≤ 3, 0 < Y ≤ 3) ∪ (0 < X ≤ 2, 2 < Y ≤ 3); (3 < X ≤ 4, 0 < Y ≤ 4) ∪
(0 < X ≤ 3, 3 < Y ≤ 4); (4 < X ≤ 5, 0 < Y ≤ 5) ∪ (0 < X ≤ 4, 4 < Y ≤ 5); (5 < X ≤ 7,
0 < Y ≤ 7) ∪ (0 < X ≤ 5, 5 < Y ≤ 7); otherwise. Clearly Mχ2cl1 can be asymptotically
Chi-square distributed with two degrees of freedom when the null hypothesis is true and
sample size is fairly large. Similarly, in the Chi-square test for p = (0.50, 0.55, 0.45), the
test statistic, which is denoted byMχ2cl2, is constructed based on the following five regions:
X = 1, Y = 1; X = 2, Y = 1; X = 1, Y = 2; X = 2, Y = 2; otherwise. Hence,Mχ2cl2 can be
asymptotically Chi-square distributed with one degree of freedom when the null hypothesis
is true and sample size is fairly large. Table 5.5 shows the the empirical critical points of
Mχ2cl1 and Mχ2cl2. From this table, we can see that the empirical and theoretical critical
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points differ greatly with the empirical values always dominating the theoretical ones. For
the sake of fair comparison of tests, we use the empirical critical points forMχ2cl1 andMχ2cl2.
Table 5.5 Empirical Critical Points of Mχ2cl1 and Mχ2cl2 based on 10,000 Replications
α 0.01 0.05 0.1
Mχ2cl1 n=100 13.26010 9.48909 7.79239
n=500 12.89645 9.50713 7.77927
χ22 9.21034 5.99147 4.60517
Mχ2cl2 n=100 7.83930 5.12474 4.04465
n=500 7.99846 5.21191 4.08826
χ21 6.63490 3.84146 2.70554
We implement the algorithm of the two dimensional K-S test described in Section 14.7
of Press et al. (2002) to calculate the value of K-S test statistic denoted by MKS. Table
5.6 displays the critical points for MKS. These critical points are used to compute the
empirical α and power of the two-dimensional K-S test for comparison.
Table 5.6 Empirical Critical Points of MKS based on 10,000 Replications
α 0.01 0.05 0.1
p = (0.8, 0.7, 0.9) n=100 0.09773 0.10891 0.13171
n=500 0.06025 0.05051 0.04510
p = (0.50, 0.55, 0.45) n=100 0.05141 0.05873 0.07474
n=500 0.03214 0.02612 0.02315
Now we calculate the empirical significance level of each test in the comparison study
at α = 0.05 based on 10,000 BGD(B&D) simulation replications of n = 100 or n = 500 for
p = (0.8, 0.7, 0.9) or p = (0.50, 0.55, 0.45). Figure 5.8 presents the empirical Type I error
rates of the 36 MZ(t) tests at α = 0.05. Figure 5.9 displays the empirical Type I error
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rates of the MT q(t) tests at α = 0.05. Table 5.7 shows the empirical Type I error rates of
MSDn, MKS, Mχ2cl1 and Mχ2cl2 at α = 0.05.
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Figure 5.8 Empirical Type I error rates (%) of MZ(t) at α = 5% with the subscript of t on
the x-axis identifying the test.
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Figure 5.9 Empirical Type I error rates (%) of MT q(t) at α = 5%.
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Table 5.7 Empirical Type I Error Rates (%) of MSDn, MKS, Mχ2cl1 and Mχ2cl2 at α = 5%
based on 10,000 Replications
Tests Mχ2cl1 Mχ2cl2 MKS MSDn
p = (0.8, 0.7, 0.9) n=100 4.89 NA 5.76 5.11
n=500 4.70 NA 6.40 4.94
p = (0.50, 0.55, 0.45) n=100 NA 4.95 5.94 5.27
n=500 NA 5.04 6.00 5.13
In Figures 5.8 and 5.9 we can see that it is not necessarily true that Type I errors
have been controlled better as n increases from 100 to 500, and in some case even worse.
Meanwhile, we find that MZ(t) tests with single t perform better in controlling the Type
I Error than MT q(t) tests with multiple t’s. Table 5.7 shows that the two dimensional
K-S test MKS has an unacceptably higher Type I error rates than MSDn, Mχ2cl1 and
Mχ2cl2. There are missing Type I error rates in Table 5.7 since Mχ2cl1 and Mχ2cl2 are only
constructed to reflect the cases of p = (0.8, 0.7, 0.9) and p = (0.50, 0.55, 0.45), respectively.
Next, we calculate the powers of the 36 MZ(t) tests based on 10,000 simulation
replications of size n for p, where n = 100 or 500 and p = (0.8, 0.7, 0.9) or p = (0.50,
0.55, 0.45). Figure 5.10 and Figure 5.11 show the result for p = (0.8, 0.7, 0.9) and p = (0.50,
0.55, 0.45), respectively.
In Figure 5.10, we can see that MZ(t5) and MZ(t25) perform the best overall when
n = 100 and also they are among the top performers when n = 500 while controlling Type I
error well as shown in Figure 5.8 for p = (0.8, 0.7, 0.9). Therefore, we recommend MZ(t5)
and MZ(t25) among the 36 MZ(t) tests for the goodness-of-fit tests of BGD(B&D) with
(0.8, 0.7, 0.9). On the other hand, we do not recommend MZ(t6), MZ(t11), MZ(t17) and
MZ(t26) since they provide lower powers regardless of the sample size. Furthermore, we
notice that none of the t elements of all the above investigated tests are close to zero. The
tests MZ(t9), MZ(t19), MZ(t20) and MZ(t21), whose t are in the neighborhood of zero,
have similar performance to each other and are the second best performers while controlling
Type I error well regardless of n as shown in Figure 5.8 for p = (0.8, 0.7, 0.9).
42
0 5 10 15 20 25 30 35
40
60
80
Po
w
er
For n=100
0 5 10 15 20 25 30 35
88
92
96
10
0
Po
w
er
For n=500
Figure 5.10 Power (%) of MZ(t) at α = 0.05 for p = (0.8, 0.7, 0.9) with the subscript of t on
the x-axis identifying the test where ¤: BV P1, ©: BV B1, 4: BV NB1.
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Figure 5.11 Power (%) of MZ(t) at α = 0.05 for p = (0.50, 0.55, 0.45) with the subscript of t
on the x-axis identifying the test where ¤: BV P2, ©: BV B2, 4: BV NB2.
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In the Figure 5.11, we can see that all the tests perform almost equally well. However
MZ(t24) andMZ(t36) perform the best overall and also control Type I error well as shown
in Figure 5.8 for p = (0.50, 0.55, 0.45) while MZ(t6), MZ(t11), MZ(t14), MZ(t17) and
MZ(t26) perform the worst for both n = 100 and n = 500. Moreover, The t elements of all
these tests do not include any value in the neighborhood of zero, which is the same finding
as in the case of p = (0.8, 0.7, 0.9). Consider the tests MZ(t9), MZ(t19), MZ(t20) and
MZ(t21) with t around zero. The test MZ(t19) are among the second best tests overall
while controlling Type I error well for both of n, AlthoughMZ(t9),MZ(t20) andMZ(t21)
have similar performances as MZ(t19) in terms of power, they control Type I error poorly
when n = 500 with the rates 4.38%, 5.72% and 5.60%, respectively, which are out of the
range (4.5%, 5.5%).
Based on the analysis of Figure 5.10 and Figure 5.11 we can see thatMZ(t6),MZ(t11),
MZ(t17) and MZ(t26) perform the worst in both cases of p while there is not one MZ(t)
test that performs the best overall. However, we recommend MZ(t19) where (t19) = (0.01,
0.01) because it performs comparatively well with the most powerful tests for both cases of
p while controlling Type I error well regardless of sample size.
Similarly, we calculate the powers of the MT q(t) tests based on 10,000 simulation
replications of size n for p where n = 100 or n = 500 and p = (0.8, 0.7, 0.9) or p = (0.50,
0.55, 0.45). Figure 5.12 and Figure 5.13 show the results.
In Figure 5.12,MT 3(t2) performs the best overall in terms of power, while in Figure 5.9
for p = (0.8, 0.7, 0.9) we can see that it controls Type I error well regardless of the sample
size. All the tests have greater power, equal to or close to 100%, as n increases, except
for MT 10(t2). Therefore, we do not recommend MT 10(t2) since it perform the worst
regardless of the value of n. Tests MT 10(t1), MT 10(t3) and MT 3(t3) have almost the
same performances as MT 3(t2). However, MT 10(t1) controls Type I error poorly. Thus
we conclude MT 10(t3) and MT 3(t3) as the second best tests. In Figure 5.13, we observe
that MT 5(t2) has the greatest powers overall for both n = 100 and n = 500, however, it
has intolerably high Type I error rates as shown in Figure 5.9 for p = (0.50, 0.55, 0.45).
Meanwhile we can see that MT 3(t3) performs second to the best in terms of power while
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Figure 5.12 Power (%) of MT q(t) at α = 0.05 for p = (0.8, 0.7, 0.9) where ¤: BV P1, ©:
BV B1, 4: BV NB1.
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Figure 5.13 Power (%) of MT q(t) at α = 0.05 for p = (0.50, 0.55, 0.45) where ¤: BV P2, ©:
BV B2, 4: BV NB2.
they control Type I error well for both n = 100 and n = 500 as displayed in Figure 5.9.
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Based on the analysis of Figure 5.12 and Figure 5.13 we recommend MT 3(t3) where t3 =
[(-0.7, -0.2),(-0.9, 0.1),(0.07, 0.6)] for both cases of p.
Finally, we calculate the powers ofMSDn,MKS,Mχ2cl1 andMχ2cl2 based on 10,000
simulation replications of size n for p where n = 100 or n = 500 and p = (0.8, 0.7, 0.9) or p
= (0.50, 0.55, 0.45), and compare them with those of the top performers among theMZ(t)
and MT q(t) tests considered here. Table 5.8 and Table 5.9 show the powers for p = (0.8,
0.7, 0.9) and p = (0.50, 0.55, 0.45), respectively.
Table 5.8 Powers(%) of Tests for BGD(B&D) with p = (0.8, 0.7, 0.9) at α = 0.05 based on
10,000 Replications
BV P1 BV B1 BV NB1
MZ(t5) 100 100 92.44
MZ(t19) 100 100 81.57
MZ(t25) 95.50 99.82 94.62
n=100 MT 3(t2) 99.62 100 89.44
MT 3(t3) 100 100 77.24
MSDn 100 100 74.45
Mχ2cl1 100 100 49.38
MKS 100 100 95.92
MZ(t5) 100 100 100
MZ(t19) 100 100 100
MZ(t25) 100 100 100
n=500 MT 3(t2) 100 100 100
MT 3(t3) 100 100 100
MSDn 100 100 100
Mχ2cl1 100 100 99.73
MKS 100 100 100
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In Table 5.8, MKS has the best performance in terms of power. However, it control
Type I error the worst among all the tests listed in the table. All of its Type I error rates
as shown in Table 5.7 are greater than 5% by more than 0.76%. Test MZ(t5) performs
comparatively well to MKS in terms of power while it control Type I error well for both
cases of n. In Table 5.9, MZ(t24) and MZ(t36) perform the best overall, and MSDn and
MZ(t19) are the second best performers while all of these four tests control Type I error
well for both cases of n.
Table 5.9 Powers(%) of Tests for BGD(B&D) with p = (0.50, 0.55, 0.45) at α = 0.05 based on
10,000 Replications
Alternative BV P2 BV B2 BV NB2
MZ(t19) 50.36 75.44 5.30
MZ(t24) 54.38 76.10 6.96
MZ(t36) 51.20 72.70 7.04
n=100 MT 3(t3) 29.52 53.40 5.52
MSDn 47.85 71.85 6.10
MKS 36.01 58.76 6.58
Mχ2cl2 34.46 60.26 6.50
MZ(t19) 99.28 100 5.98
MZ(t24) 99.76 100 16.04
MZ(t36) 99.72 100 18.34
n=500 MT 3(t3) 99.22 99.98 15.90
MSDn 99.43 100 10.11
MKS 95.54 99.92 13.98
Mχ2cl2 98.58 100 9.80
In both Table 5.8 and Table 5.9 one observes that the power increases as n increases.
Chi-square tests perform poorly overall maybe because they are sensitive to the choice of
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categories. The K-S test MKS controls Type I error the worst (see Table 5.7) and can not
beat our proposed tests in Table 5.8 and Table 5.9. TheMZ(t) type tests generally perform
better than theMT q(t) type tests. TheMZ(t) tests with t elements far from zero perform
the best for the goodness-of-fit tests of BGD(B&D). However, the value of t that provides the
best performance varies according to p. Furthermore, MZ(t19), the recommended MZ(t)
type test, performs relatively well expect for alternative BV NB2 when n = 500. Therefore,
overall we recommend the supremum test MSDn because it has robust performance in
terms that it controls Type I error well and has comparative powers with respect to the top
performers. In addition, there is no need to select the value of t.
5.3 Robustness Study
In order to examine the robustness of our tests, we conduct one more simulation study with
p = (0.64, 0.56, 0.86) and sample size n = 122. We compare the 36 MZ(t) (see Table 5.1),
the nine MT q(t) (see Table 5.2), MSDn and MKS tests in terms of power and empirical
Type I error rate at α = 0.05. Here Chi-square test is not included in the comparison study
because it varies according to the grouping of data and shows consistently weak performance
as shown in the previous study.
First of all, by parametric bootstrap we calculate the empirical critical points ofMSDn
and MKS at α = 0.05 with p = (0.64, 0.56, 0.86) and n = 122 bases on 10,000 bootstrap
samples, and they are 2.4674 and 0.0894, respectively. These two critical points will be used
to compute the power and empirical α of MSDn and MKS.
Next, the empirical α at the significance level of 0.05 are computed for each of the
tests in the study based on 10,000 replications. Figure 5.14 shows the results ofMZ(t) and
MT q(t) tests. Here the empirical significance level of MSDn and MKS at α = 5% are
4.76% and 4.86%, respectively, which mean they control Type I error well.
Finally, the power of all the competing tests are calculated based on 10,000 replications.
The following three alternative distributions are chosen for the power comparison: BV P3,
BV B3 and BV NB3 (see Table 5.4), which are designed to have the same first moments as
the null distribution BGD(B&D) with (0.64, 0.56, 0.86). The power ofMZ(t) andMT q(t)
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Figure 5.14 Type I error rates (%) ofMZ(t) andMT q(t) at α = 5% for p = (0.64, 0.56, 0.86)
and n = 122. In the first figure, the subscript of t on the x-axis identifies the test.
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Figure 5.15 Power (%) of MZ(t) and MT q(t) at α = 0.05 for p = (0.64, 0.56, 0.86) and n =
122 where ¤: BV P3, ©: BV B3, 4: BV NB3. In the first figure, the subscript of t on the x-axis
identifies the test.
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tests are displayed in Figure 5.15. MT 10(t1) is removed from comparison because of the
singularity of the covariance matrix Γˆ.
In Figure 5.14 and Figure 5.15, among all the 36 MZ(t) tests we can see MZ(t25)
performs the best andMZ(t9),MZ(t19),MZ(t20),MZ(t21) with t in the neighborhood of
zero and MZ(t5) are the second best performers. All of the above-mentioned tests control
Type I error well with rates in (4.5%, 5.5%). Meanwhile, we can find thatMZ(t6),MZ(t11),
MZ(t17) andMZ(t26) perform the worst among all the 36MZ(t) tests. This result verifies
the previous findings regarding the MZ(t) tests: (1) The t values of the best tests vary
according to p and the t elements of the best tests are not close to zero; (2) The common worst
tests are MZ(t6), MZ(t11), MZ(t17) and MZ(t26); (3) Test MZ(t19), the recommended
test among the 36 MZ(t) tests in Section 5.2, also performs comparatively well in this
robustness study.
Furthermore, in Figure 5.14 and Figure 5.15, we observe that MT 3(t3) performs the
best among the eight MT q(t) tests while controlling Type I error well. We recommend
MT 3(t3) among all of the MT q(t) tests, which is consistent with the results for both of
cases p = (0.8, 0.7, 0.9) and p = (0.50, 0.55, 0.45) in Section 5.2.
Table 5.10 Powers (%) of Tests for BGD(B&D) with p = (0.64, 0.56, 0.86) at α = 0.05
BV P3 BV B3 BV NB3
MZ(t19) 99.98 100 83.66
MZ(t25) 100 100 95.17
MT 3(t3) 99.98 99.95 77.28
MSDn 99.94 100 76.62
MKS 99.76 100 66.98
In summary, the powers of MZ(t19), MZ(t25), MT 3(t3), MSDn and MKS are
displayed in Table 5.10. From this table we can see that (1)MZ(t) tests generally perform
better than MT q(t) tests; (2) The MKS test has the lowest powers among the tests in
Table 5.10; (3) The supremum test MSDn has comparative powers while controlling Type
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I error well so far. Therefore, we recommend MSDn when the alternative distributions are
unknown.
5.4 Remarks
Here are some remarks on the simulation and computation using R.
1. Each estimated critical point is based on 10,000 bootstrap samples. Each computed
empirical significance level or power is based on 10,000 Monte Carlo replications. In
the univariate case, three cases of p are considered. 13 different tests are compared
for each of case on p and there are totally 22 alternative distributions chosen. In the
bivariate case, we consider two sample size n = 100 or 500 and three cases of p. For
each combination of n and p there are 47 or 48 different tests and three alternative
distributions. Therefore, the simulations were extremely computer intensive. All the
simulations and computations are implemented in R version 2.14.1.
2. We implement the following two steps to generate BGD(B&D) sample: (1) Generate
three independent geometric samples U , V , W with the same sample size n and the
probability of success 1− p1, 1− p2, 1− p3, respectively. (2) Let X = Min(U, V ) and
Y = Min(V,W ). Then (X,Y) follows the BGD(B&D) with parameter p = (p1, p2, p3).
3. Since there are no closed form for the MLE pˆ in the BGD(B&D), we use the dfsane
function in package BB of R to calculate pˆ numerically, and add option NM = TRUE
to get a better estimator of p which also speeds up the running time and provides
better convergence rate. We apply hessian function in numDeriv package of R to get
the Hessian matrix for estimating n Fisher information matrix, and use optim function
of R with method option ”L−BFGS −B” to find the supremum of the functions.
4. We do not use the simulation replications if dfsane function does not converge, optim
function fails, hessian function can not find the matrix, or the determinant of the
matrix is zero when calculating the critical points, empirical α or powers of the test
statistics.
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5.5 Real Example Analysis
For illustration, our proposed tests for BGD(B&D) are applied to a real data from Arbous
and Kerrich (1951) that consists of the accident records of 122 experienced shunters on the
South African Railways over the eleven-year periods from 1937 to 1947. The data is split
into two periods: 1937-1942 and 1943-1947. Let x denote the number of accidents in the
first period and y denote the number of accidents in the second period. Table 5.11 shows
the data.
Table 5.11 Accidents Records of 122 Shunters during 1937-1947
y
x 0 1 2 3 4 5 6 7 Total
0 21 13 4 2 0 0 0 0 40
1 18 14 5 1 0 0 0 1 39
2 8 10 4 3 1 0 0 0 26
3 2 1 2 2 1 0 0 0 8
4 1 4 1 0 0 0 0 0 6
5 0 1 0 1 0 0 0 0 2
6 0 0 1 0 0 0 0 0 1
Total 50 43 17 9 2 0 0 1 122
Arbous and Kerrich (1951) found that BVNB distribution has a satisfactory fit to the
data. Now we consider a test that the data agree to BGD(B&D) against BVNB distribution.
The MLE of p, pˆ = (0.64, 0.56, 0.86) is calculated from the data. The tests used here include
MZ(t25) (the best test for the this case of p),MZ(t19) (the recommendedMZ(t) type test),
MSDn andMKS. We calculate the values of test statistics and the corresponding p-values.
The bootstrap p-values ofMSDn andMKS are calculated similarly as described in Section
4.3. The results are displayed in Table 5.12.
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Table 5.12 Statistic Values and P-values for Accident Records Example
Test Statistic P-value
MZ(t19) -3.80415 1.42E-04
MZ(t25) -5.39301 6.93E-08
MSDn 3.83634 7.65E-04
MKS 0.12780 1.25E-03
In Table 5.12, all the p-values are less than 0.05. Therefore, we reject the null hypothesis
that the data arise from BGD(B&D). However,MZ(t25) has the smallest p-value andMKS
has the largest one, which is consistent with the result in Table 5.10 that MZ(t25) is the
most powerful test while MKS is the least powerful one.
CHAPTER 6
CONCLUSIONS
Our research focuses on the goodness-of-fit tests of geometric models based on the PGF
and its empirical counterpart against the alternative distributions from different families.
We have applied PGF based K&K methods to realize two types of test statistics for testing
geometric distribution and BGD(B&D). In addition, and more importantly, we propose
new test statistics which are the supremum of the absolute value of standardized difference
between the estimator of PGF with parameters replaced by their MLE’s and its empirical
counterpart for testing the above-mentioned distributions. We compare the empirical critical
points of the K & K method-based test statistics with their corresponding theoretical ones,
and use Monte Carlo simulation to explore the limiting distributions of the supremum test
statistics. Moreover, we compare the performances of the K&K method-based tests and
the supremum test with competing tests in the literature, such as Chi-square test and EDF
based tests. We find comparative and satisfactory results on the K&K method with single
t and the supremum tests in terms of controlling Type I error rate and power for both
geometric distribution and BGD(B&D) goodness-of-fit tests. However, we recommend the
supremum tests, especially when the alternatives are unknown, because they are robust
performers and have no requirements on selecting t, a step that affects the performances of
K&K method-based tests.
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APPENDIX
BGD(B&D)
Suppose X=(X1,X2) follows the BGD(B&D). The joint probability mass function of (X1,X2)
is given by
P (X1 = x1, X2 = x2) = p
x2−1
2 (p1p3)
x1−1q2(1− p1p3)1{x1>x2}
+ px1−11 (p2p3)
x2−1q1(1− p2p3)1{x1<x2}
+ (p1p2p3)
x1−1(1− p2p3 − p1p3 + p1p2p3)1{x1=x2}, (A.1)
for 0 < p1, p2 < 1, 0 < p3 ≤ 1, q1 = 1 − p1, q2 = 1 − p2, and 1 − p1p3 − p2p3 + p1p2p3 > 0,
where x1, x2 = 1, 2, ... and 1A is indicator function, which is 1 if x1, x2 ∈ A and 0 otherwise.
The PGF evaluated at t = (t1, t2) is
G(t; p) = G(t1, t2; p1, p2, p3) = A1A2,
where A1 =
t1t2
1− t1t2p1p2p3 and
A2 =
t2q1(1− p2p3)p2p3
1− t2p2p3 +
t1q2p1p3(1− p1p3)
1− t1p1p3 + 1− p1p3 − p2p3 + p1p2p3. (A.2)
Through some algebra, we get the first derivative of PGF with respective to p1, p2, p3.
∂G(t; p)
∂p1
= A1
∂A2
∂p1
+ A2
∂A1
∂p1
,
where
∂A1
∂p1
=
t21t
2
2p2p3
(1− t1t2p1p2p3)2
and
∂A2
∂p1
= p3[
t2p2(p2p3 − 1)
1− t2p2p3 +
(1− p2)(t1 − 1)
(1− t1p1p3)2 ] (A.3)
∂G(t; p)
∂p2
= A1
∂A2
∂p2
+ A2
∂A1
∂p2
,
where
∂A1
∂p2
=
t21t
2
2p1p3
(1− t1t2p1p2p3)2
and
∂A2
∂p2
= p3[
t1p1(p1p3 − 1)
1− t1p1p3 +
(1− p1)(t2 − 1)
(1− t2p2p3)2 ]. (A.4)
54
55
∂G(t; p)
∂p3
= A1
∂A2
∂p3
+ A2
∂A1
∂p3
,
where
∂A1
∂p3
=
t21t
2
2p1p2
(1− t1t2p1p2p3)2
and
∂A2
∂p3
=
q1t2p2(1− 2p2p3 + t2p22p23)
(1− t2p2p3)2 +
q2t1p1(1− 2p2p3 + t1p21p23)
(1− t1p1p3)2 − p1 − p2 + p1p2.
(A.5)
There is no closed form for pˆ = (pˆ1, pˆ2, pˆ3). We solve the score equations (Li and
Dhar (2013)) numerically to obtain the maximum likelihood estimators of the parameters.
Another approach is using optm function in R to get the MLE.
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