Abstract. The purpose of this work is to give a direct proof of the multiplicative Brunn-Minkowski inequality in nilpotent Lie groups based on HadwigerOhmann's one of the classical Brunn-Minkowski inequality in Euclidean space.
Introduction
The classical Brunn-Minkowski inequality in Euclidean space asserts that, given A, B ⊂ R d measurable sets, we have
where | · | indicates the volume of a set, and A + B = {a + b : a ∈ A, b ∈ B} is the classical Minkowski addition of sets. Taking λ ∈ [0, 1], and replacing A by λA and B by (1 − λ)B, we get the equivalent inequality
There are several ways of generalizing the Brunn-Minkowski inequality. In Lie groups we can replace Minkowski addition of sets using the group product and take as volume the Haar measure of the group. This extension is called the multiplicative Brunn-Minkowski inequality. In general metric measure spaces the notion of sintermediate points can be used to replace the convex combination of points in Euclidean space, see [8] . This leads to the geodesic Brunn-Minkoski inequality.
In 2003, Monti [7] observed that the multiplicative Brunn-Minkowski inequality in the sub-Riemannian Heisenberg group H n cannot hold with exponent (2n + 2) −1 , corresponding to the homogeneous dimension of H n , because otherwise Carnot-Carathéodory balls would be isoperimetric sets.
However, Leonardi and Masnou proved in [5] that this inequality holds with exponent (2n + 1) −1 , corresponding to the topological dimension of H n . Their proof was based on Hadwiger-Ohmann's proof of the classical Brunn-Minkowski inequality.
Later on, Tao [10, 11] posted an entry in his blog explaining how to produce a Prékopa-Leindler inequality in any nilpotent Lie group of topological dimension d, which provides a natural way to prove the multiplicative Brunn-Minkowski inequality with exponent d −1 .
Juillet [2] gave examples of sets for which the multiplicative Brunn-Minkowski inequality in H n does not hold with exponent smaller than (2n + 1) −1 . In this article we give a proof of the multiplicative Brunn-Minkowski inequality for nilpotent Lie groups following the approach by Leonardi and Masnou. To do it we use the special expression of the group product in exponential coordinates of the first kind and a generalization of the Brunn-Minkowski inequality in Euclidean space where the Minkowski content of sets is replaced using any product * :
where F 1 is a constant and F i are continuous functions that depend only on z 1 , . . . , z i−1 , w 1 , . . . , w i−1 ∀i = 2, . . . , d. By a product here we mean a binary operation without assuming any further properties such as associativity. At the end of the paper, we state several classical variations of this inequality in the case of Carnot groups, where dilations can be defined.
Preliminaries
We recall some results on nilpotent and stratifiable groups. For a quite complete description of nilpotent Lie groups the reader is referred to [3] , and to [4] for stratifiable and Carnot groups.
Let g be a Lie algebra. We define recursively
The decreasing series
is called the lower central series of g. If g r = 0 and g r−1 = 0 for some r, we say that g is nilpotent, and the number r is called the step of G. A connected and simply connected Lie group is said to be nilpotent if its Lie algebra is nilpotent.
Notice that each g i is an ideal in g. We shall write n i for the dimension of g i .
Lemma 2.1. Let g be a nilpotent Lie algebra. Then there exists a basis
A basis verifying this is called a strong Malcev basis. This construction is adapted from [1] .
Fixed a strong Malcev basis, the exponential is a diffeomorphism between R d and G, and is given by the map
This result can be found as Theorem 1.127 in [3] . By abuse of notation we shall denote exp(
, and exp G if specifying the group is needed. The inverse of this map provides coordinates called canonical coordinates of the first kind, and we denote it as log : G → R d . We define a multiplication map associated to the exponential in a nilpotent group by z * w = log(exp(z) · exp(w)).
The structure of this product is given by the following Theorem. It was first proved by Malcev in 1949 [6] , and a proof can be found as Theorem 4.1 in [12] 
where P 1 is a constant and
We stop here to show that, slightly refining Theorem 2.2, the multiplication map acts as a sum in the coordinates corresponding to the complement of g 1 . Theorem 2.3. Let G be a nilpotent group. Then the multiplication map takes the following form:
Notice that ker(dπ) 0 = h n1 and g/g 1 is a trivial Lie algebra with the induced product. As a consequence of the BakerCampbell-Hausdorff formula,z * w =z +w. On the other hand we calculatez * w taking log G/G1 in the equation below.
Joining both expressions we obtain that P i = 0 ∀i = 1, . . . , n 1 .
From Theorem 2.3 it can be proved that left and right translations are maps whose Jacobian determinant is equal to 1 at any point, and the change of variables gives us the following Theorem. 
We refer the reader to [4] for the details on the rest of this section. A stratification of a Lie algebra g is a direct-sum decomposition
for some integer r ≥ 1, where
for all i ∈ {1, . . . , r} and V r+1 = {0}. We say that a Lie algebra is stratifiable if there exists a stratification on it. We say that a Lie group is stratifiable if it is connected and simply connected and its Lie algebra is stratifiable.
The following lemma assures that any stratifiable group is a nilpotent group.
In particular, g is a nilpotent Lie algebra of step r, and
It is worth checking that Theorem 2.3 manifests that the multiplication map acts as a sum in the coordinates corresponding to V 1 . The reader can find an example of a nilpotent group which is not stratifiable in [4] . Proposition 2.6. Let g be a stratifiable Lie algebra with stratifications
Then r = s and there exists a Lie algebra automorphism
Proposition 2.6 guarantees that for a stratifiable group G, the natural number
does not depends on the particular stratification. Q is called the homogeneous dimension of G.
For λ > 0 we define the dilation on g of factor λ as the unique linear map
Remark 2.7. Dilations δ λ : g → g are Lie algebra isomorphisms.
The simply connection of G certifies that there exists a unique Lie groups automorphism δ λ : G → G (denoted as the dilation on the Lie algebra) whose differential at e is the dilation on g of factor λ. This automorphism is called dilation on G of factor λ.
Proposition 2.8. Let G be a stratifiable group with Haar measure µ and let λ > 0. Then
where Q is the homogeneous dimension of G.
Let G be a stratified group, with the stratification g = V 1 ⊕ V 2 ⊕ . . . ⊕ V r , and fix a norm · on V 1 . We can construct a distance d homogeneous with respect to δ λ , that is, d(δ λ (p), δ λ (q)) = λd(p, q). First we extend V 1 and · to a leftinvariant subbundle ∆ of the tangent bundle and a left-invariant norm on ∆ by left translations:
Where l σ : G → G l σ (τ ) = στ . Now we define the Carnot-Caratheodory distance or CC-distance associated with ∆ and · via piecewise smooth paths
We call the data (G, δ λ , ∆, · , d) a Carnot group or, more explicitely, subFinsler Carnot group. Usually, the term Carnot group is used when the norm comes from a scalar product, but in this paper we shall make no distinction.
The Brunn-Minkowski inequality
We have seen that any nilpotent group is isomorphic to R d with a product of the form (2.1). Now we prove the Brunn-Minkowski inequality for any product
where F 1 is a constant and F i are continuous functions that depend only on
. This product does not necessarily defines a group structure in R d . Given such a map F and z
,w)) only depends on the first i − 2 variables ofz andw and so
given by
, has the form (3.1). Notice that the product * depends on the choice of z are measurable. Then
where * is the product described in (3.3) for certain z 
Proof. Let
We define a diffeomorphism φ :
is a diffeomorphism between the sets I × J and {(s 1 , z 1 ) :
2), the change of variables gives us F φ(s1,z1) )(z,w) :
Now we use Fubini's Theorem and we obtain
where h :
and (3.6)
Now we compare the measure of A * B with the measure of D (s1,z1) for some s 1 , z 1 . Let z 1 : I + J → R be the function
which is the composition of the inverse of the parametrization of I + J given by t → t(l + l ′ ) + (a + a ′ ) where t is in [0, 1], with the parametrization of I, t → tl + a ′ .
and therefore
It is easy to check that f is continuous, hence f reaches its minimum at s
If F does not depend on
for all s 1 and z 1 , and therefore
this implies f (s ′ 1 ) = f (s 1 ) = h(s 1 ) ∀s 1 ∈ I + J, and the equality holds in (3.7). 
B|.
Recall that * z ′ 1 ,w ′ 1 acts as a sum in the first two coordinates, and someway (3.8) allows us to compare the measure of A * B with the measure of a set more similar to the Euclidean Minkowski addition of A and B. 
Theorem 3.3 (Brunn-Minkowski inequality for (3.1) products). Let
Proof. The proof is divided into three steps.
Step 1. We first claim that inequality holds in (3.9) for a pair of d-rectangles A and B, that is,
where
and the classical Brunn-Minkowski inequality in R d would imply (3.9). In order to prove (3.10), we use Lemma 3.1 to obtain
) and * has the form (3.1) so we can apply Lemma 3.1 to the setsÃ andB. Iterating this process, we get (3.10).
Step 2. Now we consider the case where A and B are finite unions of dyadic
where int(I) denotes the interior of I.
We reason by induction on the total number n + m of d-rectangles. If n + m = 2, then A and B are d-rectangles and we can apply step 1. Suppose that the Theorem holds for n + m − 1 > 2. Then we can find a hyperplane P : {z i = a i } such that some A r ⊂ {z i ≥ a i } and some A s ⊂ {z i ≤ a i }.
If the hyperplane has as equation P : {z 1 = a 1 }, the proof is the same as the classical proof of Hadwiger and Ohmann for the sum of sets in R d . We include it for the sake of completeness. The sets A + = A ∩ {z 1 ≥ a 1 } and A − = A ∩ {z 1 ≤ a 1 } are unions of d-rectangles whose sum is strictly less than n. We choose a parallel hyperplane Q :
Besides B + and B − are disjoint unions of d-rectangles whose sum is at most m. We apply the induction hypothesis to the pairs A + , B + and A − , B − , and we obtain
On the other hand, P * Q :
+ , and A − * B − ⊂ (P * Q) − . Therefore A + * B + and A − * B − are disjoint sets (up to a null set) in A * B. Combining this with (3.11) and (3.12) we get the inequality
and the Theorem is proved for such A and B.
If there is no such hyperplane with equation P : {z 1 = a 1 } but with equation P : {z 2 = a 2 }, then for any u, v, p, q, I 
We have seen in ( 
and the result is proved. Repeating this reasoning we have covered the general case where P : {z i = a i }.
Step 3. Assume now that A and B are measurable sets such that A * B is measurable. We can suppose that A, B and A * B have finite measure, since otherwise the inequality is trivial. As a particular case, we have the Brunn-Minkowski inequality in nilpotent groups. 
Proof. We denote a = log(A), b = log(B). Using Theorem 2.3, Proposition 2.4 and Theorem 3.3, we have
Remark 3.5. In [5] , Leonardi and Masnou considered only the hyperplanes P : {z i = a i } on those coordinates where the product acts as a sum, the first 2n ones.
Then for an open set O ⊆ H n ≡ R 2n+1 , they consider the dyadic approximation and join all the cubes with the same projection on the first 2n coordinates. As a result, they obtain the generalized cube and use step 2. However, If we do this for general O ⊆ R d , projecting on the first n 1 coordinates, corresponding to the first layer where we have seen that the product acts as a sum in Theorem 2.3, the union of the cubes takes the form
This set is not usually a generalized cube, and we are not allowed to use step 2.
Remark 3.6. Since the right-hand side of (3.13) is symmetric in A and B, and it follows min{|A · B|, |B · A|}
An example where |A · B| and |B · A| are different can be found in [5] .
3.1. A sufficient condition for strict inequality in the Heisenberg group. A set A in the Heisenberg group H n of the form A = A 1 × A 2 , where A 1 is a measurable set in R 2n and A 2 is a measurable set in R is called a generalized cylinder.
In this subsection we prove in Lemma 3.7 that the Brunn-Minkowski inequality (3.13) is strict in the Heisenberg group for a pair of generalized cylinders A and B such that the volumes of A 1 and B 1 are positive.
Recall that a point a in R d is a density point of A if
where B(a, r) is the Euclidean ball of center a and radius r. The set of density points of a set A will be denoted as A o . We can always normalize a set by including its density points in the set. The existence of a density point in A implies that the volume of A is positive. |A · B| > |A + B|.
Proof. By Theorem 2.3 and Fubini's Theorem, we have s y ) , we can see that Im(z(s 1 − z)) = Im(zs 1 ) = ys x − xs y .
We assert that if |K(s 1 )| > 0, then |{Im(zs 1 ) : z ∈ K(s 1 )}| > 0. To see that, we can take the diffeomorphism φ : R 2 → R 2 given by (x, y) → ys x − xs y ,
. Then |Jac(φ)| = 1 and applying the change of variables formula to φ −1 , we have
Hence
Let I s1 = {ys x − xs y : (x, y) ∈ K(s 1 )}. By the Brunn-Minkowski inequality in R,
To complete the proof it remains to show that 
Remark 3.8. In order to characterize the equality in (3.13) for generalized cylinders, we can distinguish several cases. If A and B lie in parallel vertical hyperplanes, then |A·B| = 0 and we have the equality in (3.13). If A and B are convex and homothetic then either |A 1 | > 0 and B 1 is a point and the equality holds, or |A 1 | > 0 and |B 1 | > 0, and by Lemma 3.7 the equality (3.14) does not hold, and therefore by the Euclidean Brunn-Minkowski inequality the equality does not hold in (3.13). The same argument works if A and B lie in horizontal hyperplanes with |A 1 | > 0 and |B 1 | > 0. The case in which A and B lie in horizontal hyperplanes with |A 1 | = 0 is not known in general.
Consequences
Another equivalent version of the Brunn-Minkowski inequality in Euclidean space is the Prékopa-Leindler inequality. Now we show how the proof of the Prékopa-Leindler inequality from the Brunn-Minkowski inequality can be adapted to the case of nilpotent groups. 
The inequality (4.5) is valid for any z ′ , w ′ ∈ R d−1 , and we can define the functions F, G, H :
(4.8)
Applying (4.7) we can rewrite (4.6) as
and again by the induction hypothesis, we get
The Theorem follows from Fubini's Theorem and Proposition 2.4.
The Prékopa-Leindler inequality in R d is usually stated using h((1 − α)x + αy) instead of h(x + y) in order to eliminate the factor ((1 − α) d(1−α) α dα ) −1 . This can be done when dilations are defined, and in this case, this inequality take a more pleasant expression. ). Then we have
By Theorem 4.2, we have As we can find in [9] , there are several equivalent statements for the BrunnMinkowski inequality in Euclidean space. 
Proof. We use Theorem 3.4 with the sets δ (1−α) A and δ α B, and from Proposition 2.8 we get the first inequality.
For the second one, we take f = χ A , g = χ B and h = χ δ (1−α) A·δαB and apply Corollary 4.2, obtaining the result.
