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Summary 
 
National patient dose audit of paediatric radiographic examinations is complicated by a lack 
of data containing a direct measurement of the patient diameter in the examination 
orientation or height and weight.  This has meant that National Diagnostic Reference Levels 
(NDRLs) for paediatric radiographic examinations have not been updated in the UK since 
2000, despite significant changes in imaging technology over that period. 
This work is the first step in the development of a computational model intended to 
automate an estimate of paediatric patient diameter.  Whilst the application is intended for 
a paediatric population, its development within this thesis uses an adult cohort.  The 
computational model uses the radiographic image, the examination exposure factors and a 
priori information relating to the x-ray system and the digital detector. 
The computational model uses the Beer-Lambert law.  A hypothesis was developed that this 
would work for clinical exposures despite its single energy photon basis.  Values of initial air 
kerma are estimated from the examination exposure factors and measurements made on 
the x-ray system.  Values of kerma at the image receptor are estimated from a measurement 
of pixel value made at the centre of the radiograph and the measured calibration between 
pixel value and kerma for the image receptor.  Values of effective linear attenuation 
coefficient are estimated from Monte Carlo simulations.  Monte Carlo simulations were 
created for two x-ray systems.  The simulations were optimised and thoroughly validated to 
ensure that any result obtained is accurate.  The validation process compared simulation 
results with measurements made on the x-ray units themselves, producing values for 
effective linear attenuation coefficient that were demonstrated to be accurate. 
Estimates of attenuator thickness can be made using the estimated values for each variable. 
xxi 
 
The computational model was demonstrated to accurately estimate the thickness of single 
composition attenuators across a range of thicknesses and exposure factors on three 
different x-ray systems.  The computational model was used in a clinical validation study of 
20 adult patients undergoing AP abdominal x-ray examinations.  For 19 of these 
examinations, it estimated the true patient thickness to within ±9%.  This work presents a 
feasible computational model that could be used to automate the estimation of paediatric 
patient thickness during radiographic examinations allowing for automation of paediatric 
radiographic dose audit. 
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Chapter 1 - Introduction 
 
 
Overview 
This chapter summarises the effect of radiation on the body and the linear no threshold 
model of risk.  The link between these and the need for optimisation is explained.  The role 
of local and national dose audit in optimisation is discussed along with the difficulties in 
undertaking dose audit for paediatric patients.  The proposed method for automating the 
estimate of patient thickness to facilitate paediatric patient dose audit is introduced and 
the structure of the thesis is described. 
 
 
 
 
 
 
 
2 
 
 
 
1.1 Deterministic and stochastic effects 
 
The biological effects of ionising radiation are broadly classified as deterministic and 
stochastic effects [1].  Deterministic effects are a result of radiation induced cell death.  
Following high level damage, when the cell next attempts mitosis it dies.  The damage is 
evident on a timescale consistent with the rate of mitosis expected for that type of cell.  
Therefore, acute deterministic responses to radiation are associated with tissues that 
normally have a rapid rate of cell turnover.  These include bone marrow, the skin and the 
gastric mucosa.  Late tissue responses are associated with tissues that have a low rate of 
cell renewal as normal.  These include the liver, the kidney and muscle tissue.  Late 
responses can also be observed in tissues that exhibit acute responses; the skin and cells 
along the gastrointestinal tract are examples of this.  The late responses in these tissues are 
associated with different reactions, including tissue fibrosis and vascular damage [2-4]. 
The severity of both early and late onset deterministic effects is related to the acute 
exposure equivalent dose.  For the skin, 2Gy is the threshold for an early transient 
erythema, with secondary ulceration occurring at 20Gy [5]. 
Stochastic effects are related to cell damage.  The development of cancer in tissues is a 
multistage process that can be summarised by the stages of neoplastic initiation, 
promotion, conversion and progression [4].  Neoplastic initiation is the process that leads 
to cells having the capacity for unlimited proliferation, promotion sees events such as 
intercellular communication further boost a cell’s capacity for unlimited proliferation.  
Conversion sees these pre-neoplastic cells converted to malignant cells via the 
accumulation of mutations in other genes due to a loss of genomic stability.  Progression 
into an invasive cancer is dependent upon further mutations in the unstable genome [4]. 
As cancer induction following exposure to ionising radiation is a complex multistage 
process that is dependent upon certain events occurring at each step, it is not possible to 
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make any predictions relating to cancer induction for an individual following exposure.  
Additional factors, such as the relative biological effectiveness (RBE) of the radiation, the 
dose rate and an individual’s unique susceptibility to ionising radiation would have to be 
taken into account [4].  At present, the role of genetic susceptibility in individual risk of 
radiation induced cancer is not well understood. 
Although estimates cannot be made for an individual, risk models do exist for populations 
[1, 4]. 
 
1.2 Epidemiology and the linear no threshold model 
 
Epidemiological studies have been undertaken to estimate the excess cancer risk for a 
population exposed to ionising radiation compared with an unexposed control group.  Such 
studies include the study of disease and mortality rates of Hiroshima and Nagasaki atomic 
bomb survivors, the survival rates of patients with ankylosing spondylitis who had been 
treated with radiotherapy, the study of disease for tuberculosis patients who were given 
routine chest fluoroscopies, the study of disease for children who had been irradiated to 
eradicate ringworm of the scalp and the national registers of radiation workers [4, 6-9]. 
The latency period – the time between exposure to ionising radiation and the emergence 
of a cancer – is long, estimated at a minimum of 2 years for leukaemia with a peak of 10 
years and 10 to 60 years for solid tumours [4].  Therefore the follow up of the exposed and 
control groups in these epidemiological studies must also necessarily be long.  Typically the 
studies release updated data every few years following ongoing monitoring of the 
participants.   
The data from these studies is analysed by the Committee on the Biological Effects of 
Ionising Radiation (BEIR) [10] and the United Nations Scientific Committee on the Effects of 
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Atomic Radiation (UNSCEAR) [11].  Both of these expert committees analyse the data to 
better understand the relationship between exposure to ionising radiation and risk to the 
exposed individual.  The BEIR have used such data to publish figures relating to an 
individual’s lifetime attributable risk of cancer incidence and lifetime attributable risk of 
cancer mortality [4].  This data is subdivided by cancer type, gender and age at the time of 
exposure.  As is expected, the risk of both cancer incidence and mortality is higher for 
individuals that are younger at the time of exposure and is highest for children. 
The International Commission on Radiological Protection (ICRP) [12] interpret the results of 
these epidemiological studies and issue guidance on radiation protection which is updated 
periodically as new evidence becomes available.  The ICRP introduced [13] and continue to 
recommend [1] the linear no threshold (LNT) model for managing the risk of exposure to 
low doses of radiation at low dose rates.  This hypothesis assumes that there is a positive 
linear relationship between dose and risk to the exposed individual and that there is only 
zero risk at zero dose (i.e. no threshold).  Using this hypothesis, it is clear that in order to 
reduce an individual’s risk from exposure to ionising radiation as much as possible, it is 
necessary to reduce their dose as much as possible.  This is true of patients undergoing 
examinations using ionising radiation and individuals exposed as either workers or 
members of the public. 
Whilst no major international body has endorsed it, there has always been an argument in 
favour of a hormesis model of biological effect following exposure to low dose radiation 
[14].  Support for the hormesis model persists and is increasing [15].   However, in their 
most recent commentary on the subject (published 2018) [16], the National Council on 
Radiation Protection and Measurements (NCRP) [17] confirmed their ongoing support for 
the LNT model. 
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1.3 The As Low As Reasonably Achievable principle and international 
recommendations 
 
Given the consequences of the LNT model – that any single exposure has a non-zero risk of 
cancer induction – the ICRP advise an ‘As Low As Reasonably Achievable’ (ALARA) approach 
to medical imaging undertaken using ionising radiation [1].  This means that all exposures 
should use the lowest amount of radiation consistent with achieving an image that fulfils 
the diagnostic purpose.  This requires the optimisation of x-ray examinations, which is a 
process that should be undertaken at a local level.  The recommendations of the ICRP [1] 
were most recently adopted in the European Union’s (EU) 2013 Basic Safety Standards 
Directive (BSSD) [18], which meant that all EU members states had to adopt the 
requirements of the BSSD into their national legislation.  In the UK, the patient exposure 
aspects of the BSSD are addressed within the Ionising Radiation (Medical Exposure) 
Regulations 2017 (IR(ME)R2017) [19] which require that all patient exposures be optimised 
and that special attention be paid to the optimisation of exposures of children. 
The optimisation of examinations is a process that should be undertaken by a multi-
disciplinary team (MDT).  The Committee on Medical Aspects of Radiation in the 
Environment (COMARE) [20] recommended in their 16
th
 report [21] that this MDT (which it 
refers to as a team of ‘radiation protection champions’) consist of representatives from the 
staff group that will be responsible for reporting the images (usually, but not exclusively, 
radiologists), the staff group acting as operators (usually, but not exclusively, 
radiographers), a Medical Physics Expert (MPE) familiar with the equipment and the 
imaging technique and a representative of the manufacturer where necessary.  Whilst this 
COMARE report was specifically focussed on computed tomography (CT), an MDT approach 
to examination optimisation is best across all imaging modalities. 
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Whilst examination optimisation is undertaken at a local level, it is not done so in isolation.  
A comparison of technique, image quality and radiation dose with other sites performing a 
similar examination for a similar diagnostic purpose on a broadly similar patient cohort can 
reveal differences that indicate sub-optimal practice that should be investigated and 
corrected. 
 
1.4 Dose audit and Diagnostic Reference Levels  
 
Local audit of patient doses from commonly undertaken medical examinations is an 
important exercise for an imaging facility to undertake in order to understand the level and 
range of doses they deliver for each examination [22].  This understanding is crucial in the 
optimisation process, as is information relating to how the doses at one site’s facility 
compared to those of another site, regionally, nationally or internationally.  Such a 
comparison can reveal whether a site’s performance is in line with others or if they are an 
outlier, which would make the examination a focus for urgent optimisation. 
The concept of a reference dose for an examination was proposed in a joint publication by 
the Royal College of Radiologists (RCR) [23] and the National Radiological Protection Board 
(NRPB) (which became the Health Protection Agency (HPA) and is now Public Health 
England (PHE)) [24], ‘Patient dose reduction in Diagnostic Radiology’ [25].  The reference 
dose was intended to act as a means of identifying abnormally high doses by comparing the 
average dose for an examination at a single facility with the third quartile value of the 
distribution of the average doses from many sites.  In the 1990 report [25], the contributing 
sites were those who participated in a national patient dose survey conducted in the mid-
1980s.  As time passed, the concept became more refined.  Later in 1990, the ICRP 
published recommendations [26] in which the same concept of reference doses was 
introduced.  In 1992 the Institute of Physical Sciences in Medicine (IPSM) (now the Institute 
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of Physics and Engineering in Medicine (IPEM)) [27] published a report [28] containing 
further guidance on comparing local performance against reference doses.  This included 
ensuring that the local evaluation of average patient dose was from a sample of standard 
sized patients to account for the expected variability in dose as a result of patient size.  In 
1996 the ICRP published further guidance [29] in which the terms local diagnostic reference 
level (LDRL), referring to the average dose for an examination at a single facility, and 
national diagnostic reference level (NDRL), referring to the third quartile value of the 
distribution of the average doses from many sites, were coined.  The report recommended 
that NDRLs be selected by professional medical bodies.  In the UK, the NRPB/HPA/PHE have 
been responsible for undertaking national dose surveys and publishing the results 
alongside recommended national reference levels.  The department of health and social 
care (DHSC) [30] have always been responsible for formally setting NDRLs which is simply 
the adoption of the recommended national reference levels.  The terms LDRL and NDRL 
remain those which are used today and appeared most recently in the 2007 
recommendations of the ICRP [1].  These most recent recommendations of the ICRP 
recommend that DRLs only be established for the most common diagnostic examinations 
and that they not be applied in a precise manner.  They remain an indicator of sites 
exhibiting abnormal practice and a guide to examinations most urgently requiring 
optimisation. 
In 2004 IPEM published report 88; ‘Guidance on the Establishment and Use of Diagnostic 
Reference Levels for Medical X-Ray Examinations’ [31].  Their recommendations further 
elaborated on the idea of a standard sized patient.  They recommended that dose audit be 
undertaken with only patients of weight between 50 and 90kg and that the average weight 
of the patient sample should be within 65 – 75kg.  They recommend that all factors 
relevant to patient dose be recorded.  This could be the Kerma Area Product (KAP) or the 
kV and mAs for the examination to allow the calculation of an Entrance Surface Dose (ESD) 
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for radiographic examinations.  For fluoroscopy, KAP, ESD or screening time were 
recommended.  Since IPEM report 88 was published, fluoroscopy systems now routinely 
include a measurement of patient skin dose which can also be used as a metric for patient 
dose audit.  For mammography examinations, the factors necessary to calculate the Mean 
Glandular Dose (MGD) should be recorded, and for CT examinations the Computed 
Tomography Dose Index (CTDI) and Dose Length Product (DLP) should be recorded.  IPEM 
report 88 recommends that by taking the average dose (whichever metric has been 
recorded for the examination, KAP will be used as the representative example for 
radiographic examinations hereout) from at least 10 patient examinations, a LDRL can be 
proposed.  This average should be compared to a relevant NDRL if there is one for the 
examination.  If it is below the current NDRL it is appropriate to adopt as a LDRL.  If it is 
above the current NDRL, it can still be adopted as a LDRL but only with special written 
justification for the reason it is above the NDRL [19]. 
The first national patient dose audit in the UK was in the mid 1980s, though this predated 
the LDRL and NDRL concepts.  The first after the introduction of these concepts was in 1996 
for radiography examinations, undertaken by the NRPB [32].  Subsequent national patient 
dose audits for radiographic examinations were undertaken in 2000 [33], 2005 [34] and 
2010 [35].  After each, the body undertaking the national dose audit (the NRPB / HPA / 
PHE) was able to propose recommended reference levels which the DHSC subsequently 
adopted as NDRLs.  The most recent NDRLs, those adopted following the 2010 national 
dose audit, are available online [36]. 
The IR(ME)R 2017 [19] require all sites performing diagnostic imaging examinations to 
undertake regular audit of examination doses for regularly undertaken examinations and 
compare the results at a local, national and international level.  As has been described 
throughout §1.4, the mechanisms for this in the UK have been in place for decades, as best 
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practice and because it is required by the IR(ME)R 2017 [19] and its predecessors IR(ME)R 
2000 [37] and The Ionising Radiation (Protection of Persons Undergoing Medical 
Examination or Treatment) Regulations 1988 (POPUMET) [38]. 
 
1.5 Radiographic dose audit for paediatric patients 
 
It has always been acknowledged that different values for DRLs are required for paediatric 
patients since they are generally smaller than adults.  There is a large variation in patient 
size across the paediatric age range however, covering newborn to 15 years old.  Therefore 
it is not possible to have a single DRL that is representative of all paediatric patients.  The 
earliest suggestion made by the European Commission (EC) was that paediatric patients 
should be grouped by age to facilitate a meaningful comparison of average examination 
dose.  The EC recommended that the age groups be 0 – 1 month, 1 – 12 months, 1 – 5 
years, 5 – 10 years and 10 – 15 years.  There is still substantial variation in size between 
paediatric patients of equivalent age however, which means this approach does not work - 
a paediatric patient dose audit that was undertaken throughout Europe for common 
radiographic examinations in the early 1990s failed to find any clear correlation between 
average examination dose and age [39].  It is clear that examination dose is dependent 
upon patient size, and that the method used for paediatric patient dose audit must account 
for it.   
A method for undertaking patient dose audit for paediatric patients that accounts for 
patient size was proposed by the NRPB in 2000 in their report NRPB-R318 ‘Reference Doses 
and Patient Size in Paediatric Radiology’ [40].  Their proposal involved defining five 
standard sized paediatric patients in terms of their height, weight and equivalent cylindrical 
diameter (ECD), defined as; 
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The standard sized patients correspond to ages 0, 1, 5, 10 and 15.  For paediatric patient 
dose audit, the ECD of each individual patient to be included in the audit should be directly 
measured or calculated using the patient’s measured height and weight.  A factor can then 
be derived to normalise the patient’s ECD to that of the nearest standard sized patient, 
irrespective of the age of the patient.   This factor should then be applied to the measured 
KAP of the patient examination which results in a KAP value that is normalised to a 
standard sized patient.  It is the average of these normalised values of KAP that should then 
be used for proposing an LDRL for that standard aged patient. 
In the same report [40], the NRPB reanalysed the data of Kohn et al [39] applying the 
normalisation to a standard sized patient approach they recommended.  They found an 
upward trend in average examination dose with standard patient age.  This is suggestive 
that the methodology is appropriate for paediatric dose audit of radiographic examinations 
and the report concluded that it should be adopted in the UK. 
This approach continues to receive international endorsement.  It has been recommended 
by the International Atomic Energy Agency (IAEA) [41, 42] and the ICRP [43].  However, 
national patient dose audits performed in the UK in 2000 [33] and 2005 [34] contained only 
an 8% and 4% contribution of paediatric examinations to the total data submitted.  In both 
cases, there was not enough data that included height and weight measurements to allow 
the NRPB’s analysis methodology to be used and so there were no national reference doses 
proposed for any paediatric radiographic examination.  In the 2010 national patient dose 
audit [35], a special effort was made to obtain paediatric data with the organisers directly 
liaising with 16 children’s hospitals throughout the UK.  Despite this, paediatric data 
accounted for only 3% of the total data submitted and that which came from the children’s 
hospitals gave only height and weight measurements (where it gave anything at all) and 
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not the NRPB’s preferred direct measurement of patient thickness.  This led the authors of 
the report on the 2010 national patient dose audit to conclude that “it appears likely that 
measurement of patient thickness is a less practical option in x-ray departments” [35].  
There was also insufficient data containing height and weight measurements to allow the 
proposal of updated NDRLs for any paediatric radiographic examination.  Where three 
national patient dose audits have been undertaken across 10 years and none have received 
enough data with height and weight measurements to allow for a proper analysis, it seems 
reasonable to conclude that these measurements are not a practical option in x-ray 
departments either. 
International guidance has subsequently moved towards encouraging patient weight (or 
weight bands) as the sole means of accounting for patient size variation in paediatric x-ray 
examinations.  This is recommended by ICRP report 135 [44] and represents an attempt to 
facilitate paediatric dose audit by requiring only minimal patient data, and that which is 
easiest to measure. 
Given the problems with the three most recent national patient dose audits [33-35], the 
current UK NDRLs for paediatric radiographic examinations [36] remain those adopted 
following the recommendations in the NRPB report in 2000 [40].  The data collected for this 
report was from imaging procedures undertaken using film-screen image receptors.  In the 
early 2000s, the National Health Service (NHS) throughout the UK moved to Computed 
Radiography (CR) systems, and in the time since the use of direct digital radiography (DDR) 
systems has become widespread.  Any LDRLs established for paediatric examinations at a 
site are being compared with NDRLs that were derived using outdated image receptor 
technology, making the results of the comparison hard to interpret.  For paediatric 
radiographic examinations, this important indicator of examinations urgently requiring 
optimisation is lost. 
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This inability to publish updated NDRLs is a source of frustration for medical physicists in 
the UK, as discussed in publications presenting work on the optimisation of paediatric x-ray 
examinations [45].  
Given the increased risk to paediatric patients due to their increased radiosensitivity and 
longer post-examination life expectancy, it is important that some means of overcoming 
the problems with radiographic paediatric dose audit be devised. 
 
1.6 Automating the estimate of paediatric patient thickness - the proposal 
 
With the author having raised the issue locally in optimisation MDTs, radiographer 
colleagues who act as operators undertaking paediatric radiographic examinations gave 
many reasons for not making direct measurements of patient thickness and not taking a 
measurement of patient height and weight.  In general these reasons can be summarised 
as not wanting to undertake any action involving the patient that is not absolutely 
necessary for the successful completion of the examination.  Extra patient measurements 
take time, which delays the paediatric patient’s examination and has a knock on effect on 
the patients that follow.  Paediatric patients attending for x-ray examinations are often 
upset; there are concerns that the use of callipers or some equivalent device for the direct 
measurement of patient thickness could cause further upset.  Height and weight 
measurements also require some degree of patient cooperation that may not be 
forthcoming quickly, further delaying the examination.  There is also the patient’s 
accompanying parent, guardian or carer to consider.  Local radiographers take the view 
that the undertaking of any measurement relating to the patient’s physical size could be 
misconstrued by their parent, guardian or carer since they themselves may be upset as a 
result of the circumstances that led to the patient having to attend for an x-ray. 
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Measurements of either patient diameter in the examination projection or of patient 
weight are not going to be made at the time of a paediatric patient’s x-ray examination.  
Some other means of estimating patient size is required to facilitate effective patient dose 
audit.  This work presents the design, creation, testing, optimisation and validation of a 
computational model that will estimate the patient diameter in the examination projection 
without the need for any measurements of the patient.  Instead, it will use the digital 
image produced following the examination, the exposure factors used to undertake the 
examination (specifically the kVp, mAs, tube focus, measured KAP and the focus to detector 
distance (FDD)) and a priori knowledge of the characteristics of the x-ray unit and the 
image receptor used for the exposure, to make an estimate of the patient’s thickness.  The 
work concludes with a clinical validation study to assess the accuracy of the computational 
model in clinical use. 
Whilst the intended application of this work is for a paediatric population, the development 
and validation of the computational model presented in this work uses an adult cohort.  
This is because of a greater access to the data necessary to create the computational model 
for an adult cohort and a far greater throughput of adult patients undergoing x-ray 
examinations on which to validate the computational model in a clinical setting.  If 
successfully implemented for an adult cohort, the creation of the computational for a 
paediatric cohort should be possible with sufficient paediatric data.  The applicability of the 
work to a paediatric cohort is further discussed in §7.3. 
The computational model estimates patient thickness using the Beer-Lambert law.  In its 
best known form, the Beer-Lambert law is; 
 = 	      [equation 1.2] 
Where; 
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• I is the intensity of an x-ray beam having passed through thickness x of an 
attenuator 
• I0 is the initial intensity of the x-ray beam 
• µ is the linear attenuation coefficient of the attenuator material 
• x is the thickness of the attenuator 
For the purposes of this work; 
 =	;  = 	 !"	
## 	   [equation 1.3] 
Where; 
• kd is the kerma of the x-ray beam at the image receptor, having passed through 
thickness x of a patient 
• k0 is the unattenuated kerma of the x-ray beam at the detector 
• µeff is the effective linear attenuation coefficient, which accounts for the broad 
beam and polyenergetic nature of the x-ray beam 
•  x is the thickness of the patient 
The kerma of the x-ray beam at the image receptor, kd, is estimated from measurements 
made on the x-ray image.  The initial air kerma, k0, is estimated from the examination 
exposure factors.  The effective linear attenuation coefficient, µeff, can be estimated using 
measurement and Monte Carlo simulations.  µeff differs from µ in that it accounts for the 
broad beam and polyenergetic nature of the incident x-ray beam [40].  The thickness of the 
attenuator can then be calculated. 
The Beer-Lambert law is single phase and is only technically true for a narrow beam that is 
monoenergetic.  We will present a method that uses the Beer-Lambert law for this work 
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and will demonstrate that it works successfully for a multi-phase problem that includes 
polyenergetic, broad x-ray beams. 
To the best of the author’s knowledge, there is no published work involving the estimation 
of the true patient thickness in the manner presented in this work.  The ‘Myxraydose’ dose 
management system (DMS) [46] does contain a feature that can calculate a water 
equivalent thickness for a patient following a radiographic exposure.  The x-ray 
transmission through the patient is estimated using data from the Digital Imaging and 
Communications in Medicine (DICOM) header based on the signal to the detector and the 
intensity of the x-ray beam that exited the tube.  Relationships between water equivalent 
thickness and transmission, with due regard to examination kVp, the kV waveform, the 
anode angle, the anode material, the composition and thickness of the filtration, the 
collimated beam size, the grid factor and the attenuation of the table, have been created 
using Geant4 [47] Monte Carlo simulations [48].  The water equivalent thickness could be 
used as a representative measure of patient size for the purposes of paediatric patient 
dose audit, though as it requires data directly from DICOM headers it can only be used with 
DDR systems.  The water equivalent thickness is not a true measure of patient thickness, 
but it does offer a good means of comparison from patient to patient that could be used to 
facilitate patient dose audit.  Widespread use of the water equivalent thickness metric of 
patient size as used by the ‘MyXrayDose’ DMS would require its universal adoption; this is 
unlikely at present as it is only offered by one single DMS.  As the estimate of patient 
thickness made by the computational model presented in this work is an estimate of the 
true patient thickness, values obtained using the computational model can be compared 
with values obtained by direct measurement elsewhere.  This approach potentially 
provides a much greater pool of data for national patient dose audit. 
 
16 
 
 
 
1.7 The structure of the thesis 
 
The main body of the thesis starts with chapter 2, which introduces the Monte Carlo 
simulations that are used throughout this work to derive effective linear attenuation 
coefficients, µeff.  The creation of a Monte Carlo model for running simulations in a broad 
beam geometry is described in detail.  The process of optimisation for the model is 
explained.  Finally, the comprehensive validation of the Monte Carlo model, which involved 
the comparison of simulated results against measurements made on the simulated x-ray 
unit for an equivalent exposure is described.  The validation included exposures that varied 
the field size, the kVp, attenuator composition and attenuator thickness to ensure the final 
Monte Carlo model was capable of producing accurate values of µeff for a range of clinically 
relevant exposure scenarios. 
Chapter 3 describes the creation of the computational model in detail.  Two methods for 
the calculation of the initial air kerma, k0, are presented.  The significance of the 
relationship between beam quality and attenuator thickness in a broad beam geometry is 
introduced and its application for the calculation of kerma at the image receptor, kd, 
explained.  The method for calculating effective linear attenuation coefficients, µeff, using 
kerma measurements is introduced and applied to a single composition attenuator.  The 
computational model is then optimised for the specific case of estimating the thickness of a 
single composition attenuator. 
Chapter 4 describes the validation of the computational model created in chapter 3 by 
using it to estimate the thickness of a single composition attenuator.  The computational 
model is first used on the Fuji CR imaging system for which the computational model in 
chapter 3 was created and optimised.  To demonstrate that the computational model 
works on DDR systems, and on systems of more than one manufacturer, the computational 
model is adjusted and validated for use on Fuji and Xograph-Canon DDR systems.  The 
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validation process involved exposures of varying thicknesses of attenuator, varying kVp and 
mAs values and varying field sizes to fully evaluate the accuracy of the computational 
model for a range of relevant exposure conditions. 
Chapter 5 considers how the computational model must be adapted to account for the 
composition of patients.  The natural variation in patient size and composition for chest, 
abdomen and pelvis examinations is examined using CT examinations previously 
undertaken at the local radiology department.  The process through which these patients 
were used to create patient models for use in Monte Carlo simulations to evaluate the 
range of µeff values as a result of natural patient variation is explained.  The chapter 
concludes by presenting a means of determining an appropriate µeff for an examination 
based on the estimate of kd and k0. 
Chapter 6 presents the results of a clinical validation study involving 20 patients.  The 
Anterior-Posterior (AP) thickness of the patient at the level of the iliac crest was estimated 
using the computational model and compared with the true value, which was measured 
with the patient in the examination position immediately prior to the x-ray exposure.  The 
results of the clinical validation study showed that the computational model estimated the 
patient thickness to within ±9% of the measured value for 19 of the 20 patients. 
Chapter 7 summarises the work and discusses the further work that would be necessary to 
create a computational model that could be used on a paediatric cohort. 
There is no formal literature review in the thesis.  Literature is discussed in context where 
relevant. 
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Chapter 2 - Monte Carlo simulations of radiographic x-ray 
exposures 
 
 
Overview 
This chapter presents the creation and validation of a Monte Carlo model of a radiographic 
x-ray unit in a broad beam exposure geometry.  The model will be used to run simulations 
that will be used to derive values of effective linear attenuation coefficients as required 
throughout this work. 
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2.1 Introduction 
 
The computational model that is discussed throughout this thesis selects values of effective 
linear attenuation coefficient, µeff, that are appropriate for the examination under 
consideration from look up tables (LUT).  The LUTs contain values that are appropriate for 
all combinations of clinically relevant x-ray exposure factors, geometries and patients.  The 
values in the LUTs cannot practicably be measured, nor can they be empirically derived.  
The intention is to use Monte Carlo simulations to estimate values of µeff.  A Monte Carlo 
model of a radiographic x-ray unit was created and optimised for a broad beam exposure 
geometry.  This chapter describes the final version of the Monte Carlo model of the Philips 
Optimus 50 radiographic x-ray unit that will be used throughout chapter 3 to create the 
computational model.  If the values of µeff are to be taken as accurate, the Monte Carlo 
model must first be validated against measurements made on the radiographic unit.  Both 
the process for, and the results of, the validation are presented in this chapter. 
 
2.2 An introduction to Monte Carlo 
 
Monte Carlo methods rely on random sampling to obtain numerical results and can, in 
principle, be used to solve any problem that has a probabilistic interpretation.  An early 
application, and one which is good for demonstrating the concept, involved the estimation 
of π by dropping needles onto a floor on which there was a circle with a radius of 1 within a 
square of dimensions 2 x 2.  After discounting any needle drops which fell outwith both the 
circle and square, π can be estimated by 
$%&%  where Nc is the total number of needle drops 
falling within the circle and N is the total number falling within the circle or square 
combined [49].  In this example, the random nature is introduced by the unpredictability of 
the needle’s resting point after bouncing off the floor.  Probability dictates that it will more 
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often than not be within the circle.  As is common to all problems of a statistical nature, the 
Central Limit Theorem (CLT) dictates that the result tends towards the correct answer with 
more data; that is to say that the best estimate of π is achieved as the number of needle 
drops tends to infinity. 
Other applications for Monte Carlo methods include traffic flow simulations, environmental 
sciences, astrophysics, molecular modelling and semiconductor modelling [49].  Of 
relevance to this work however is the Monte Carlo method as applied to radiation 
transport. 
Monte Carlo techniques are ideally suited to the transport of photons through a medium as 
they can interact many times before being absorbed and directly computing the combined 
effects of several interactions is very difficult.  Monte Carlo techniques can be used to 
examine a distribution of photon interactions [3].  For any given photon within a Monte 
Carlo simulation, a random distance to its next interaction is chosen from a probability 
distribution function that is related to total interaction cross-sections, in a direction chosen 
from another probability distribution function related to the differential cross section.  The 
photon is then transported to that location, provided that location remains within the 
confines of the defined geometry.  Where the photon loses all energy and is absorbed, its 
history is terminated.  Where the photon loses some or no energy and is scattered, the 
process repeats itself until the photon falls outwith the defined geometry or it is absorbed.  
The same process is then applied to another photon with the same starting position and 
initial energy as the first; by simulating enough of these initial photons, an accurate picture 
of the final photon or deposited energy distribution is constructed [49]. 
The process is similar for charged particles, except that they undergo so many collisions 
before being absorbed that event-by-event simulation is impractical.  Since most of these 
interactions have a negligible effect on particle energy and direction, the effects of these 
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small interactions are combined in fewer simulated large interactions.  This is known as a 
condensed history simulation and the associated probability distribution functions are 
designed to take this approach into account [3]. 
The Monte Carlo radiation transport simulation has few key components; a random 
number generator, all relevant probability distribution functions for all radiation types, a 
means of tracking and accumulating the results (particle, photon and energy bookkeeping) 
and physics information – such as interaction cross sections - for all radiation types and the 
geometry of the simulation.  
The statistical nature of Monte Carlo simulations means that there will be a statistical 
uncertainty associated with any result.  This statistical error can be reduced by increasing 
the number of simulated events, where the trade-off is an increased computation time.  
Most radiation transport Monte Carlo programs include variance reduction techniques to 
shorten simulation times.  These can be applied in various ways; one example is to increase 
the probability of particles scattering towards the direction of the user’s interest.  This 
makes a deliberate alteration to one of the many probability distribution functions used by 
the Monte Carlo code.  Simulation time is saved by not simulating those particles moving 
away from the user’s area of interest to an area where the user does not intend to examine 
the particle distribution or energy deposition [50]. 
Although physical measurement of the characteristics of an x-ray beam is the most obvious 
and desirable method for obtaining information relating to the beam, there are four main 
reasons why this is not always possible.  The first is time; measuring the change in a single 
characteristic as a result of changes to the exposure factors or geometry could potentially 
involve thousands of measurements where the changes are incrementally small.  The 
second is a concern over measurement accuracy where the equipment used for 
measurement would be placed in a beam or geometry that is significantly different from its 
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calibration, capability or intended use.  The third is an inability to make simultaneous 
measurements at different locations due to detectors being of a fixed and limited size, only 
having a limited number of detectors or a concern that any one of the measurements could 
affect any of the others.  The fourth is an inability to make some measurements at all due 
to a lack of access to a suitable detector or being unable to create the conditions required 
for the detector to work accurately. 
These problems can be overcome if the x-ray system and exposure geometry could be 
accurately simulated using Monte Carlo techniques.  Simulations could be run as a batch 
process, changing whichever variables the user desires whilst allowing the user to work on 
other things as the results accrue.   A high level of measurement accuracy can be achieved 
in any location in the simulation provided the simulation has been well validated and the 
behaviours of the Monte Carlo code are well understood.  Any number of measurements 
can be made in the same simulation simultaneously without any one measurement 
affecting the others and the type of measurement that can be made is only constrained by 
the capabilities of the Monte Carlo code. 
 
2.3 The selection of a Monte Carlo code 
 
2.3.1 The Monte Carlo codes available 
 
The first complete coupled electron-photon transport code was developed by Berger in 
1963 [51].  The method was described by the author; “the diffusion process is imitated by 
letting the particles carry out an (artificially constructed) random walk, each step of which 
takes into account the combined effect of many collisions”. 
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As of now, there are many Monte Carlo codes available that are suitable for the simulation 
of an x-ray system; these include MCNPX [52], Geant4 [47], Penelope [53], Fluka [54] and 
EGSnrc [55]. 
All of these Monte Carlo codes have been used for applications in radiation physics [56-60].  
Many were trialled in the early stages of this work and all have their advantages and 
disadvantages.  EGSnrc was designed with medical applications in mind however and this 
gave it an ease of use that was unmatched by the others for this particular application.  All 
of the Monte Carlo work described within this thesis was undertaken using EGSnrc. 
 
2.3.2 EGSnrc and BEAMnrc 
 
EGSnrc, an acronym of Electron-Gamma-Shower National Research Council, is a general 
purpose package for the Monte Carlo simulation of the coupled transport of electrons and 
photons in arbitrary geometry in the low keV to hundreds of GeV range [55].  It was 
developed by staff at the National Research Council (NRC) of Canada.  The BEAMnrc 
software component was formerly a separate package built upon the EGS code [61], 
however it is now included within the EGSnrc Monte Carlo program. 
The specific focus of BEAMnrc is modelling radiotherapy sources; it was developed as part 
of the OMEGA project that aimed to develop a 3-D Radiotherapy treatment planning 
system [62].  Commonalities in the physics of x-ray production and improvements made 
over the years to the low energy physics in the EGSnrc program [63] mean that BEAMnrc 
can now also be used for the simulation of diagnostic x-ray systems. 
To avoid confusion, the Monte Carlo code used throughout this work will from this point 
forward be referred to as BEAMnrc. 
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2.3.2.1  BEAMnrc geometry 
 
The BEAMnrc program simplifies the Monte Carlo simulation of a diagnostic x-ray system 
by providing ‘component modules’ that contain customisable geometry pertaining to the 
general form of a component of a diagnostic x-ray system or radiotherapy linear 
accelerator.  The customisation of these component modules extends to the definition of 
their dimensions and the material from which they are constructed, but the BEAMnrc 
program restricts their geometry in that the centre of each component module shares a 
common origin.  The user is able to define how far they are apart from one another 
however.  Should any of the component modules provided with the code not be suitable 
for the simulation of any component of an x-ray machine or linear accelerator, the 
BEAMnrc manual [64] includes instructions on how to create a new component module; 
that was not necessary for this work. 
 
2.3.2.2  BEAMnrc Physics 
 
BEAMnrc can only be used for the simulation of electron and photon transport.  Like all 
Monte Carlo codes, electrons are simulated in BEAMnrc using the condensed history 
technique first introduced by Berger [51].  This technique involves grouping multiple track 
segments of the electron’s passage through a material into a single event.  This significantly 
speeds up the simulation of electrons since an electron undergoes many elastic 
interactions that do not change its energy state [65].  The BEAMnrc code contains the 
physics required to simulate electron energy loss via inelastic collisions with atomic 
electrons, bremmstrahlung radiation and positron annihilation. 
Photon transport is simulated with due regard to the many different interactions that a 
photon can undergo in a material.  The BEAMnrc code contains the physics required to 
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simulate photon energy loss via materialisation into an electron / positron pair in the 
electromagnetic field of the nuclei and surrounding atomic electrons, Compton scattering 
with atomic electrons, photo-electric absorption and Rayleigh scattering with the atoms or 
molecules of the scattering medium [65]. 
BEAMnrc does not contain the physics of electromagnetism [65].  As a result, in the 
simulation of a diagnostic x-ray unit electrons are not emitted from a cathode and 
accelerated towards the anode, instead they are simulated at their user-defined energy at 
the surface of the anode.  Many of the simulated electrons recoil from the target into the 
vacuum.  Whereas these electrons should be reaccelerated towards the anode, in the 
BEAMnrc code system once their kinetic energy falls below a set level they are terminated.  
This means there is no simulation of extra-focal radiation. 
There is no agreed method for the measurement and quantification of extra-focal radiation 
[66].  Kuhn and Gajewski [67] reported that the estimate of extra-focal radiation can vary 
from 5 – 22% for the same x-ray tube depending on the measurement technique.  Other 
studies, using varying measurement techniques, estimate it as contributing 5 – 25% of the 
total air kerma [3, 68-74]. 
Ali and Rogers modified a version of BEAMnrc to simulate off-focal radiation [75].  In 
comparing the effect on the x-ray beam for a simulation including off-focal radiation to one 
without, they concluded the incident kerma increased as a consequence of the off-focal 
radiation by 11%.  As the off-focal radiation is of a softer quality, the Half Value Layer (HVL) 
reduced by 7% with the off-focal radiation included.   
There is no mechanism in BEAMnrc to simulate voltage ripple.  The simulated electrons all 
have the same single user-defined energy.  This is not a limitation if the simulated system 
uses a high frequency generator [76] as is the case with the Philips Optimus 50 radiographic 
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x-ray unit on which the Monte Carlo model is based.  For single phase generators, the 
typical voltage ripple is of the order of 0 – 15% [3]. 
There is no means of simulating tube wear and tear.  Over time, the anode becomes 
roughened [77], creating superficial cracks and other non-uniformities.  This is another 
limitation when attempting to accurately simulate a radiographic x-ray unit which has been 
in use for many years (the system was installed as new in 2010). 
 
2.3.2.3  BEAMnrc output 
 
‘Scoring zones’ are planes that extend to the full extent of the simulation geometry in 
which the program records the position, energy and direction of all electrons and photons 
that travel through the plane.  They can be placed immediately after any component 
module, allowing them to be placed before, inside or at the exit surface of an attenuator.  
This restricts scoring zones to regions in the direction of the primary x-ray beam, which 
limits the application of the BEAMnrc program to investigations into the primary x-ray 
beam and transmission through, and localised scatter as a result of, objects placed within 
the primary x-ray beam.  This is not a limitation for the simulations undertaken in this work. 
For each scoring zone used in the simulation, the data relating to the position, energy and 
direction of all electrons and photons travelling through it is written to a phase space file.  
This file simply contains a list of all of the information recorded; there is no tabulation or 
accumulation of values applied.  For the extraction of meaningful summary information 
from the simulation, a further complimentary computer program is provided with 
BEAMnrc; BEAMDP [78] can be used to analyse any phase space file and provide fluence or 
energy fluence vs. position, spectral distributions, energy fluence distributions, mean 
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energy distributions and angular distributions for any user-defined region within the 
scoring zone in the BEAMnrc simulation [79]. 
 
2.3.2.4 Computational considerations 
 
All of the simulations run throughout this thesis used BEAMnrc from the 2018 EGSnrc 
release and were run for between 1x10
9
 and 1x10
11
 iterations.  The number of iterations 
for each simulation varied with geometry and attenuator; in each case it was demonstrated 
as the level at which the average statistical accuracy is better than 10% (calculations of 
energy fluence return a statistical uncertainty per energy bin).  The initial simulations were 
created and optimised on previous releases of EGSnrc and were run using a computational 
environment that had 4 Intel Xeon CPU 5140 processors each running at 2.33GHz with 
7.8GB of RAM.  The operating system was Ubuntu version 16.04 LTS.  Simulation times 
were considerable, with simulations using a single processor taking up to 240 hours.  The 
simulation time was reduced using parallel processing, where the total number of 
simulation iterations are divided evenly across any user specified number of processors up 
to the maximum available.  Nevertheless, it was clear that the simulations required for the 
work presented in this thesis could not be completed in a reasonable timescale without 
further computational resources. 
A second computational environment was specified for the sole purpose of running Monte 
Carlo simulations.  Performance monitoring of the first computer whilst running 
simulations indicated that the simulation speed was more dependent upon the processor 
than any other hardware component.  The second computational environment had 20 Intel 
Silver 4114 CPU processors each running at 2.20GHz with hyperthreading capability and 
64GB of RAM.  This computer also ran Ubuntu version 16.04 LTS as its operating system. 
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As a benchmarking exercise, both computers were used to run the same simulation of an x-
ray beam measuring 43x43cm at a 100cm distance from the focus at 81kVp on a single 
processor only.  The first computer ran at 13,147,488 histories per hour, the second at 
29,521,804 histories per hour.  This was despite the first having processors that ran at a 
higher clock speed and shows the benefit and efficiency of the hyperthreading capability.  
Given the increased number of processors on the second computer, it is at least 11 times 
faster at running Monte Carlo simulations.  
 
2.3.3 Summary 
 
BEAMnrc can be used to simulate the primary x-ray beam from a diagnostic x-ray unit.  
Scoring zones, which record data pertaining to the number, position, energy and direction 
of all photons crossing them can be used to examine the properties of the x-ray beam at 
any position along the path of the primary beam, allowing for a comparison with data from 
an equivalent position that has been measured, published or otherwise computed. 
There are limitations in the physics used by BEAMnrc.  Of most significance, the code does 
not contain the physics of electromagnetism, meaning extra-focal radiation cannot be 
simulated.  This will affect the accuracy of the simulated x-ray beam and this must be taken 
into account during the validation of the simulation. 
The total simulation time for each individual Monte Carlo simulation was considerable, 
even with the additional computational capacity that was acquired specifically for this 
work. 
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2.4 Creating a Monte Carlo simulation of a radiographic x-ray unit 
 
A simulation of any specific radiographic x-ray unit in BEAMnrc can be created by specifying 
the materials used in the x-ray unit in their correct quantities, thicknesses and position 
relative to all other materials.  In this work, information on the materials and geometry of 
the Philips Optimus 50 radiographic x-ray unit was gathered from a range of sources, 
including manufacturer’s data, physical measurements on the x-ray unit and textbooks on 
the subject. 
The Philips Optimus 50 radiographic x-ray unit that was simulated is in the main radiology 
department at Ninewells Hospital.  The system was installed in March 2010 and was 
supplied by Philips with a technical manual [80] that included information and the 
specification relating to the x-ray tube model RO 1750 contained within the x-ray tube 
assembly model ROT 360. 
 
2.4.1 Nomenclature 
 
To ensure consistency of nomenclature, figure 2-1 defines the axes that will be referred to 
throughout the remainder of this chapter.  The x-axis describes the anode-cathode axis, the 
y-axis is in the same plane as, and perpendicular to, the x-axis and the z-axis is in the 
direction of the x-ray beam. 
 
 
Figure 2-1
 
2.4.2 Technical information used to create the Monte Carlo 
 
The technical information supplied by Philips 
information relating to the x
design; 
• The total minimum filtration of the x
equivalent at 75kV
Aluminium equivalent inherent filtration
• The anode material is given as a rhenium alloyed tungsten compound anode: RT / 
Titanium Zirconium 
rhenium alloyed tun
alloy of 0.5% titanium, 0.08% zirconium, 0.02% carbon with the 
molybdenum [81]
• Collimation near the focus is provided by lead aperture plates
• The x-ray tube is air cooled
• Oil is only presen
to activate the temperature switch via expansion when the oil reaches 85°C
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: the nomenclature used for the Monte Carlo simulation
model 
[80] with the unit confirms the following 
-ray tube assembly that is relevant to Monte Carlo simulation 
-ray tube assembly is 2.5mm Aluminium 
p; this is made up by a 1.7mm Aluminium filter plate with 0.8mm 
 
Molybdenum (TZM).  This means that the target material is a 
gsten, embedded in an anode of TZM molybdenum, itself an 
 
 
 
t in the x-ray tube assembly at the cathode side; the oil is present 
 
remainder 
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• The focal spot sizes are 0.6 and 1.2mm, fine and broad focus respectively 
• The maximum nominal x-ray tube voltage is 150kVp 
• The anode angle is 13 degrees 
• The anode disk diameter is 90mm 
• The centre of the focal spot is 35mm below the centre of the anode disk 
• The maximum usable field size at 1m is 43 x 43cm 
• The focus to collimator coupling flange distance is 64 ± 2mm 
• The filament diameter is 250µm 
• The evacuated glass chamber housing the cathode and anode disk has a maximum 
diameter of 131mm 
• The thickness of the glass wall of the evacuated glass chamber is 1.2mm 
The x-ray tube assembly is entirely contained and cannot be opened, therefore physical 
measurements of the individual components cannot be made.  As the tube focus position is 
marked on the outer casing of the x-ray tube assembly however, it is possible to confirm by 
measurement that; 
• The focus to collimator distance is 25cm 
• The focus to the centre of the Kerma Area Product (KAP) meter distance is 27.5cm  
The information from the Philips technical manual and physical measurements of the unit 
are not enough to create a Monte Carlo model.  The remaining unknown information was 
obtained from the literature as is described throughout §2.4.3. 
 
2.4.3 The specification of the Monte Carlo model 
 
The Monte Carlo model was optimised using an iterative process of changing individual 
parameters and then comparing the results of the simulation with output measurements 
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made on the x-ray unit.  Each comparison involved some or all of the validation analysis 
that is presented in §2.5.  Changes were retained where they resulted in a closer 
agreement to the results of the practical exposures or discarded where the change led to a 
poorer agreement.  It is not the intention of this chapter to present any of the optimisation 
process, instead this section describes the final construction of the Monte Carlo model.  
This model is deemed the most accurate that could be achieved and it is the only model 
that is used throughout this thesis. 
The final construction of the geometry for the model was as shown in figure 2-2. 
 
Figure 2-2: the construction of the Monte Carlo model as it appears in the x-z plane.  Not to 
scale 
 
There are 17 component modules shown with their BEAMnrc ID and equivalence to real life 
component described.  The 3 scoring zones (SZ) are shown.  This figure is not to scale. 
Each of the individual component modules is now discussed in more depth. 
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2.4.3.1 XTUBE – the x-ray tube target and anode 
 
The component module name ‘XTUBE’ is a misnomer; this component module only allows 
inputs pertaining to the x-ray tube target and anode, not the entire x-ray tube.  The target 
thickness in the z-direction was selected as 25mm as this is the minimum required by the 
program.  It is mandatory that the centre of the focal spot is fixed at the centre of the 
target; this places the centre of the focal spot at z = 12.5mm.  The size of the focal spot can 
be varied in the x-y plane.  Nominal focal spot sizes were given in the Philips technical 
information as 1.2mm for broad focus and 0.6mm for fine focus. 
In the Philips x-ray tube, the centre of the focal spot is 10mm from the edge of the anode 
disk; in the BEAMnrc simulation it is 12.5mm from the edge of the anode disk because of 
the minimum target size.  This difference of 2.5mm is not significant however, since the x-
rays are travelling through a vacuum at this point, except those x-rays being attenuated by 
the target itself. 
The anode angle was set at 13°.  The target material was added to the Monte Carlo code, as 
the rhenium alloyed tungsten compound was not one of the default compounds provided.  
The Philips technical information did not specify the ratio of the rhenium alloyed tungsten 
compound, however a literature review suggested a ratio of 10% rhenium and 90% 
tungsten to be plausible [3, 77].  There was no information on how thick the target layer is.  
X-rays are known to be generated following electron interaction to a depth of a few tens of 
micrometres [77].  In the model, increasing target thickness was only observed to change 
the intensity of the x-ray spectra produced due to self-absorption of the x-rays, but there 
was no discernible change to the shape of the spectrum.  A thickness of 1mm was used in 
the model. 
The target was simulated as being attached to an anode made of 10mm of Molybdenum 
affixed onto 50mm of copper, which was intended to represent the rotor that facilitates 
 
 
anode rotation [3].  The simulation of 
observed to make any difference to the results, therefore it was not included to keep the 
model as simple as possible.  The addition of a graphite heat sink, used to aid dissipation of 
heat from the anode by black body thermal radiation at the back of th
observed to make any difference to simulations and so was omitted.  The area in front of 
the target (corresponding to the space between the cathode and the anode) was simulated 
as a vacuum. 
The XTUBE component module extends from 0 to 25mm
spot at the centre of the component module, at the surface of the centre of the target.  The 
construction of the XTUBE component module is shown in figure 2
Figure 2-3: the construction of the XTUBE component module used in the final Monte Carlo 
 
2.4.3.2 SLABS – the vacuum
 
This component module simulates a vacuum and extends from 25mm (i.e. at the interface 
of where the XTUBE component module ends 
42.5mm in the z-dimension.  Where the maximum diameter of the evacuated glass 
chamber is known to be 131mm 
positioned centrally within the chamber, the focus to glass w
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TZM molybdenum instead of molybdenum was no
 in the z-dimension, with the focal 
-3. 
model.  Not to scale 
 
and this component module begins) to 
[80], the anode diameter is 90mm and assumed to be 
all distance is 31mm.
t 
e anode, was not 
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2.4.3.3 SLABS – the glass wall of the vacuum chamber 
 
This component module simulates the glass wall of the vacuum chamber, of known 
thickness 1.2mm.  It extends from the vacuum to 43.7mm in the z-dimension.  The glass 
used in an x-ray tube is a borosilicate such as, or similar to, Pyrex [82].  Pyrex is a 
compound that is available within BEAMnrc; this was used in the model. 
 
2.4.3.4 SLABS – the air between the glass and the lead shielding 
 
This component module simulates the air between the glass and the x-ray tube’s lead 
shielding.  As the x-ray equipment was known to be air cooled, there was no oil to simulate 
in the path of the primary x-ray beam. 
The exact positioning of the component modules up to the collimators (which was known 
to be 250mm from the focus) is unknown.  The position of each was not found to have any 
effect on the simulated results.  Air was taken as extending to 79mm in the z-dimension. 
 
2.4.3.5 JAWS – the lead shielding of the x-ray tube 
 
The lead shielding of the x-ray tube was simulated using the JAWS component module; this 
component module was intended to simulate collimators but works just as well for the lead 
shielding underneath the x-ray tube.  An opening in both the x and y-axes was created 
within the component module.  The edges of the lead are not straight; they are sloped as 
to match the x-ray path as they diverge from the focus.  Using similar triangles, the edges 
were created such that the opening in between the lead is consistent with the largest field 
size at 100cm for the Philips Optimus 50 radiographic x-ray unit, which was known to be 43 
x 43cm.  The thickness of the lead was 3mm in both the x and y axis.  The creation of this 
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component module had the effect of ensuring that the only x-rays that left the x-ray tube 
were in the direction of the primary x-ray beam. 
 
2.4.3.6 SLABS – the fixed filtration 
 
This component module simulates the exit from the x-ray tube and the fixed filtration 
present at the tube exit.  A thin window is required over the opening in the lead shielding 
to maintain the integrity of the x-ray tube.  The construction material for this window in the 
Philips Optimus 50 radiographic x-ray unit is unknown; beryllium, plastic and glass are all 
materials that are commonly used for this purpose [82].  This model used a 1mm window 
of beryllium extending from the air opening in the lead shielding to 87mm in the z-
dimension.  There is then a 3.5mm gap filled with air before the aluminium filter.  It is 
known from the technical specification that there is a 1.7mm fixed aluminium plate.  
However, optimal agreement between simulation and experimental measurements were 
achieved with a 1.4mm aluminium plate. 
Whilst knowingly specifying a different thickness aluminium plate in the model from that 
specified in the technical manual may seem inaccurate, the measurement in the technical 
manual is subject to an unspecified uncertainty.  In addition, the simulated aluminium is 
pure whereas the physical aluminium will contain impurities including iron, silicon and 
copper [83].  Further, the inherent filtration of the Philips Optimus 50 radiographic x-ray 
unit is known to be equivalent to 0.8mm of aluminium [80].  However, this cannot be 
precisely replicated because the construction of the thin window at the opening in the lead 
shielding is not contained within the technical information [80].  There are also other 
components likely to be missing, for example the tilted mirror used to direct the light beam 
in the z-axis.  Given these arguments, a difference of 0.3mm in the simulated and 
manufacturer specified thickness is small. 
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2.4.3.7 SLABS – air between filter and collimator 
 
This component module simulates the air between the aluminium filter and the collimator.  
It extends from the aluminium filter for 92mm in the z-dimension to the known location of 
the upper surface of the collimator at 250mm from the focal spot. 
 
2.4.3.8 JAWS – the x-y collimators 
 
This component module simulates the lead collimators in the x and y dimensions.  As for 
the lead shielding, an opening in the x, then y axis was created within the component 
module.  The edges of the lead are not straight, they are sloped to match the x-rays 
diverging from the focus.  The opening was altered in size from simulation to simulation 
depending on the desired field size at 100cm from the focus; the opening at the collimator 
level was calculated using similar triangles.  The x and y collimators were both made of lead 
and simulated to be 5mm thick.  The inclusion of this component module ensured that only 
x-rays travelling through the air in between the collimator blades reached the attenuator 
and/or scoring zones further down in the z-dimension. 
 
2.4.3.9 SLABS – the air between collimators and kerma area product meter 
 
This component module simulates the air between the exit surface of the collimator and 
the top of the KAP meter. 
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2.4.3.10 SLABS – the upper kerma area product meter casing 
 
Whereas the component module ‘chamber’ was intended to be used to simulate ionisation 
chambers, the KAP meter in the simulation was simulated using four ‘SLABS’ component 
modules.  This was necessary to allow a scoring zone to be placed at the centre of the KAP 
meter (scoring zones must be placed after a component module, not in the centre of one) 
so that an estimate of kerma could be made within the KAP meter which could be used to 
normalise the kerma measured elsewhere in the simulation.  The upper casing of the KAP 
meter was simulated as 2mm of Poly(methyl methacrylate) (PMMA). 
 
2.4.3.11 SLABS – the air in the upper half of the kerma area product meter 
 
The internal dimension of the KAP meter in the z-dimension was known to be 12mm; thus 
this component module simulated 6mm of air from the exit surface of the uppermost layer 
of PMMA to the centre of the KAP meter.  
A scoring zone was placed at the end of this component module.  The scoring zone records 
the position, energy and direction of all photons that travel through the plane.  This allows 
for calculations of air kerma that can be used to normalise simulations for relevant 
comparisons. 
 
2.4.3.12 SLABS – the air in the lower half of the kerma area product meter 
 
This component module simulated the 6mm of air from the centre of the KAP meter to the 
bottom layer of PMMA. 
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2.4.3.13 SLABS – the lower kerma area product meter casing 
 
The lower casing of the KAP meter was simulated as 2mm of PMMA. 
 
2.4.3.14 SLABS – air to 750mm from focus 
 
This component module simulates air from the exit of the KAP meter to a 750mm distance 
from the focus.  This is to allow a scoring zone to be placed at 750mm from the tube focus, 
allowing for a direct comparison between the output spectrum of this simulation and that 
of the Institute of Physics and Engineering in Medicine’s (IPEM) report 78 spectrum 
generator [84], which gives all results at 750mm from the focus. 
 
2.4.3.15 SLABS – air from 750mm from the focus to the attenuator 
 
This component module simulates air from 750mm from the focus to the entrance surface 
of whatever attenuator is being simulated.  The thickness in the z-dimension of this 
component module changes with attenuator thickness so that the simulation output can be 
maintained at 100cm from the focus. 
 
2.4.3.16 SLABS – the attenuator 
 
This component module simulates the attenuator; validation of the simulation saw 
exposures made on the Philips Optimus 50 radiographic x-ray unit using water and solid 
water High Equivalency (HE) as the attenuator in varying thicknesses.  The attenuator was 
always simulated such that the simulation output was maintained at 100cm from the focus, 
which matches the position of the dosemeter in the validation exposures. 
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Note that whilst water is already present in the BEAMnrc code, solid water HE had to be 
added.  The elemental composition of solid water HE came with the material on purchase, 
which allowed the addition of the material to the code.  Solid water HE is made of 
hydrogen, carbon, nitrogen, oxygen and chlorine [85].  The nominal percentage 
contribution of each element to the compound was provided by the manufacturer, 
meaning the atomic mass of each element of the compound could be calculated and 
manually added to the code.   
 
2.4.3.17 SLABS – the air between attenuator and dosemeter 
 
This component module simulates the 10mm of air between the exit surface of the 
attenuator and the Raysafe Xi radiographic / fluoroscopic (R/F) detector used during the 
validation exposures. 
A scoring zone placed behind this component module returns results from the simulation 
at 100cm from the focus.  These can be compared to the measurements of the dosemeter 
in the validation exposures. 
 
2.4.3.18 SLABS – air to infinity 
 
The Raysafe Xi R/F detector used in the validation exposures is lead backed, therefore it 
does not measure any backscattered radiation.  Although the placement of a lead sheet at 
the end of the simulation was considered for the removal of backscatter from the scoring 
zone, optimal agreement between the results of the simulation and the validation 
exposures was achieved when the scoring zone was free in air, that is to say this 
component module added a superfluous additional 100cm of air to the end of the 
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simulation, effectively extending it to infinity, so there would be no backscattered radiation 
passing through the scoring zone. 
 
2.5 Validation of the Monte Carlo simulations 
Monte Carlo techniques are complex; across all available Monte Carlo programs there are 
many selections that can be varied.  These range from slight differences in the choice of 
data for particle interactions (there are many databases available and these have slight 
variances in values) to more significant variations in the results that arise because of the 
way an individual Monte Carlo program performs an aspect of the simulation.  In short, 
there is much that can go wrong, which can result in an erroneous simulated beam spectra.  
Whilst significant errors will be obvious from the shape of the spectra, subtle errors will be 
harder to detect.  The results of a Monte Carlo simulation should not be accepted without 
having been subjected to some kind of validation to ensure that the modelling has been 
undertaken as intended.   
There is no agreed methodology for validation of a Monte Carlo simulation.  The validation 
process should take into account the intended purpose of the simulation.  For the purposes 
of this work, the Monte Carlo simulations will be used to derive values of effective linear 
attenuation coefficient, µeff.  Therefore the validation process focussed on how accurately 
these values can be estimated for attenuators for which the true value can be measured.  
The American Association of Physicists in Medicine (AAPM) in their report 195 [86] have 
provided six reference sets of simulations using four Monte Carlo codes with a complete 
description of the conditions under which the simulations were run.  The intention is that 
the user’s Monte Carlo simulations can be validated against these results.  The results of 
the reference sets themselves have not been validated against measured data, but the 
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closeness of the agreement between each of the Monte Carlo codes for each simulation is 
taken as confirmation of their accuracy.  These were not used for validation of the Monte 
Carlo simulations used for this work as it would have involved changing the geometry of 
the simulation to match that of one of the reference cases and would only confirm general 
agreement with a simulation of a non-specific x-ray unit.  Instead, the validation used for 
the Monte Carlo simulation developed for this work involves comparison with nominal 
values and measurements made directly on the Philips Optimus 50 radiographic unit that 
was simulated using a Raysafe Xi R/F detector.  The aim is to achieve an agreement 
between the two that is within the measurement or experimental uncertainty in each case.  
Where this is achieved, further adjustment of the Monte Carlo simulation cannot be 
determined to have improved the simulation accuracy. 
 
2.5.1 The validation process 
Simulations were run with alterations made to the geometry or the composition and 
thickness of materials as required to achieve close agreement with the measurements to 
which the results of the simulation were compared.  At the end of each simulation, 
BEAMnrc created three phase space files containing the energy, position and direction of 
every photon that passed through the scoring zone.  These scoring zones were placed at 
the centre of the KAP meter (directly after component module 11), in air at a 75cm 
distance from the x-ray tube focus (directly after component module 14) and at the 
position of the Raysafe Xi R/F detector (directly after component module 17).  The program 
BEAMDP was used to interrogate each phase space file and produce the required analysis. 
Simulation validation involved both non-measurement based validation, where the output 
of the Monte Carlo simulation was compared to a nominal value or the results produced by 
the IPEM report 78 spectrum generator [84], and measurement based validation, where 
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the output of the Monte Carlo simulation was compared to equivalent measurements 
made using a Raysafe Xi R/F detector on the Philips Optimus 50 radiographic x-ray unit.   
 
2.5.2 Dosemeter selection for validation work 
The validation of the Monte Carlo simulation will rely upon accurate dosimetric 
measurement in a variety of geometries.  There are two types of dosemeter capable of 
making these measurements; ionisation chambers and semiconductor detectors [3].  
Neither is perfectly suited to kerma measurement in all geometries. 
Both exhibit an energy dependence, though the International Electrotechnical Commission 
(IEC) standard IEC-61674 imposes a ±5% limit on the variation of energy response within 
the 50 – 150kVp range [87].  The International Atomic Energy Agency (IAEA) exemplified 
this by referring to the energy dependence of the response of three semiconductor 
detectors and three ionisation chambers [3].  The results were variable; at least one 
semiconductor detector and one ionisation chamber measured 5% above the true kerma at 
a beam quality equivalent to 6.5mm Al HVL.  The IAEA publication [3] notes that energy 
dependence for both semiconductor detectors and ionisation chambers is dependent upon 
detector design and that the energy dependence characteristics should be investigated 
when relevant, especially for non-specified beam characteristics.  Martin [88] undertook an 
evaluation of ionisation chambers and semiconductor detectors for diagnostic x-ray 
dosimetry measurements in 2007.  This work included the assessment of a Raysafe Xi R/F 
semiconductor detector and a Keithley 15cc pancake ionisation chamber (Keithley 
Instruments Inc.).  The Raysafe Xi R/F detector was found to have an energy dependence 
relative to the Keithley 15cc pancake ionisation chamber.  Of all the ionisation chambers 
referenced by the IAEA [3], the Keithley appeared to have the most significant energy 
dependence. 
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Both semiconductor detectors and ionisation chambers exhibit a directional dependence 
that is dependent upon detector construction and physical size [3].  Parallel plate design 
ionisation chambers exhibit a directional dependence at large incident angles whereas 
most semiconductor detectors have a directional dependence because of their lead 
backing and the placement of filters above the semiconductor elements to attenuate 
incoming radiation.  The IAEA suggest that the angular dependence of semiconductor 
detectors is comparable to that of parallel plate ionisation chambers [3], but Martin [88] 
found the Raysafe Xi R/F detector had a significant directional dependence (measuring 
lower than 90% of the incident kerma) outside of a 27° arc. 
As semiconductor detectors are generally lead backed [3], they do not detect 
backscattered radiation unlike ionisation chambers.  Despite the presence of a 1mm lead 
backing plate, Martin [88] found that the Raysafe Xi R/F detector measured a 6% 
contribution from backscattered radiation. 
Detector size must also be considered.  Whereas the sensitive area of general-purpose 
semiconductor detectors is very small, ionisation chambers used in diagnostic radiology are 
much larger.  Whilst kerma measurements are normalised to the same volume, the 
uniformity of the radiation across the detector cannot be assumed and is less likely with 
increasing detector size.  The directional response will also be different for detectors of 
different sizes [88]. 
For this work, a Radcal 60cc ionisation chamber (Radcal Corporation, CA, USA) and a 
Raysafe Xi R/F semiconductor detector (Unfors Raysafe AB, Sweden) were available for use.  
The Raysafe Xi R/F detector was an improved model on that used in the evaluation by 
Martin [88].  It had a 2mm thick lead backing plate and active energy compensation to 
reduce its energy dependence [89].  To determine which dosemeter was best suited to the 
measurements required throughout this work, an evaluation of each was performed.   
45 
 
 
 
The Raysafe Xi R/F detector has an ease of use that the Radcal ionisation chamber cannot 
match.  The Radcal 60cc ionisation chamber also suffers from leakage in the stem, cable 
and electrometer which can reduce the accuracy of measurement [90]. 
 
2.5.2.1 Dosemeter calibration 
The Raysafe Xi R/F detector had an up to date calibration certificate issued by the 
manufacturer throughout the duration of this work.  The calibration certificate stated that 
the expanded uncertainty of kerma measurement was ±5% in the 50 – 150kVp range with 
2.5mm Al total filtration.  The active energy compensation was also tested at 80kVp by the 
manufacturer with an additional 26mm Al filtration.  The Radcal 60cc ionisation chamber 
was internally calibrated against the Raysafe Xi R/F detector once a year.  The method for 
this internal calibration and its associated uncertainty budget is described in Worrall and 
Sutton [91].  This internal calibration process ensured that the accuracy of kerma 
measurement was ±5.31% in the 50 – 120kVp range with 2.7mm Al total filtration. 
 
2.5.2.2 Measurement of backscattered radiation 
Whilst ionisation chambers do exhibit a directional dependence at large incident angles, 
they are expected to measure backscattered radiation.  Solid state detectors are lead 
backed so they measure less backscattered radiation.  Martin [88] found that the Raysafe Xi 
R/F detector measured a 6% contribution from backscattered radiation.  This detector used 
in Martin’s work had a 1mm lead backing plate; the detector available for use with this 
work had a 2mm thick lead backing plate and active energy compensation.  It was 
anticipated there would be no backscatter detected. 
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To investigate this, the Raysafe Xi R/F detector was placed on top of a calibration jig.  The 
jig was developed for the internal calibration of dosemeters [91] and was designed to hold 
detectors free in air, 30.4cm above the floor at the centre of the x-ray field.  The focus to 
detector distance (FDD) was 100cm with a field size of 43x43cm at the detector.  Three 
exposures were made at each of 60, 81 and 102kVp and 10mAs and each time an average 
of the three measurements was taken.  Next, the R/F detector was placed on top of 20cm 
of solid water High Equivalency (HE); the FDD and field size at the detector were the same 
as for the free in air case.  The exposures were repeated, and the results compared to 
evaluate how much of the backscatter from the solid water HE was detected. 
The difference in measured kerma between the with and without backscatter cases was 
less than 1% across the kVp range; it is concluded that the R/F detector does not measure 
backscattered radiation. 
 
2.5.2.3 Dosemeter angular dependence 
To assess the angular dependence of the Raysafe Xi R/F detector it was placed at the centre 
of the x-ray field at a 100cm FDD in a retort stand and rotated through increments of 5°.  
Exposures were made at 81kVp and 5mAs at each angle following the methodology of 
Martin [88].  The equivalent measurements were also made for the Radcal 60cc ionisation 
chamber for comparison. 
The results are shown in figure 2-4. 
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Figure 2-4: the angular dependence of the Raysafe Xi R/F detector and the Radcal 60cc 
ionisation chamber shown in a polar plot.  The units of kerma are µGy, with a measurement 
uncertainty of ±6% 
 
The Radcal 60cc ionisation chamber is observed to measure a consistent kerma from 0° to 
50° to each side, after which there is a slight reduction in the measured kerma which is, to 
some extent at least, explained by the reduced solid angle of the detector relative to the x-
ray source.  The Raysafe Xi R/F detector measures a consistent kerma from 0° to 35° to 
each side, beyond which there is a sharp reduction to zero.  This represents a significant 
difference in the angular dependence of the Raysafe Xi R/F detector compared with the 
Radcal 60cc ionisation chamber, and one which must be considered when selecting the 
dosemeter to be used for this work.  The results are in agreement with those of Martin 
[88]. 
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2.5.2.4 Dosemeter energy dependence 
Energy dependence was first assessed in a scatter free environment.  The Radcal 60cc 
ionisation chamber and the Raysafe Xi R/F detector were placed in turn on top of the 
calibration stand at the centre of the x-ray field, at a 100cm FDD with a 43x43cm field size 
at the detector.  Three exposures were made at each of 60, 81 and 102kVp at 10mAs and an 
average of the three measured kerma taken.  Additional filtration of 0.5 and 1.5mm of 
copper were then added at the x-ray tube output and the same measurements taken.  The 
results are shown in figure 2-5, along with the kerma measurements predicted by the IPEM 
report 78 spectrum generator [84] using matching kVps of 60, 81 and 102, an anode angle 
of 13°, a voltage ripple of 0%, a target material of tungsten, a fixed filtration of 3mm Al and 
additional copper of 0.5 and 1.5mm.  These combinations produced x-ray beams with first 
HVLs within the range of 2.32 – 11.13mm Al, covering the standard beam quality RQA 
ranges of RQA2 – RQA8 [90]. 
 
Figure 2-5: the kerma measured by the Raysafe Xi R/F detector, the Radcal 60cc ionisation 
chamber and as estimated by the IPEM report 78 spectrum generator for varying 
thicknesses of added copper filtration 
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For the free in air geometry, the kerma measured by the Radcal 60cc ionisation chamber 
and the Raysafe Xi R/F detector agree to within ±5% across the full range of kVp and added 
copper filtration.  The measured results are lower than those predicted by the IPEM report 
78 spectrum generator as is expected given the theoretical basis of the IPEM report 78 
spectrum generator.  The measured results are a close match to those estimated by the 
IPEM report 78 spectrum generator, confirming that neither dosemeter has an energy 
dependence in a free in air geometry within a 60 – 120kVp range. 
 
2.5.2.5 Dosemeters in geometry inclusive of scatter 
Many of the measurements that will be required throughout this work will be made with 
the dosemeter at or near the exit surface of a phantom.  As such, the dosemeter will have 
to detect transmitted primary and scattered radiation.  The transmitted primary will have 
an increased average energy due to beam hardening whereas the scattered radiation will 
have an increased low energy component and will be incident upon the detector from 
angles across a near-180° range. 
To evaluate the response of each dosemeter in a geometry inclusive of scatter, a block of 
solid water HE measuring 20cm in all directions was used to provide attenuation and 
scatter.  Each dosemeter was placed in turn in contact with the exit surface of the solid 
water HE at the centre of the block and in line with the centre of the x-ray beam.  The 
dosemeters were fixed at 120cm FDD throughout.  The x-ray field size was set at 45x45cm 
at 120cm FDD throughout to ensure full irradiation of the solid water HE with ever 
exposure.  The solid water HE and the detectors were held free in air using minimalist 
apparatus (that did not itself introduce a source of scatter) throughout to ensure the 
Radcal 60cc ionisation chamber would not detect any backscattered x-rays from any 
 
 
supporting surface.  The geometry is shown in figure 2
Martin [88]. 
Figure 2-6: the geometry used to assess dosemeter response in a position inclusive of 
 
Whilst this is the best experimental geomet
available, it has a significant limitation.  The detectors are different sizes; the Raysafe Xi R/F 
detector uses diodes with a very small diameter; the sensitive region of the detector 
measures 2mm in width.  The
8cm and a thickness of 1cm.  Whilst both report a kerma normalised to a 1cm
kerma will not be uniform over the Radcal 60cc ionisation chamber’s sensitive area due to 
the anode heel effect and the fact that a 20x20x20cm block of solid water HE cannot be 
regarded as providing an infinite scatter plane for a detector that has an active diameter of 
8cm.  The higher average energy transmitted primary and the lower energies in the scatter 
component may fall out with the range of beam energies assessed in §2.5.2.4, so it is not 
certain that one or both of the dosemeters will not exhibit an energy dependence when 
used in this geometry.  For these reasons, and the angular dependence assessed in 
§2.5.2.3, it is not expected that the two detectors will produce the same result.
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To provide a further assessment of the expected kerma, Monte Carlo simulations were run 
using the BEAMnrc simulation presented throughout §2.4.3, amended to match the 
geometry shown in figure 2-6 and as described throughout this section.  The Monte Carlo 
simulation was used to evaluate relative differences in kerma, meaning there was no 
calibration required using either dosemeter that would bias the result.  Results were 
extracted from the Monte Carlo simulation over an area of 1mm
2
. 
Three exposures were made for each combination of 60 and 81kVp and 10, 20 and 32mAs.  
An average of the three measurements was taken as the result of each kVp and mAs 
combination.  After this, a separation between the exit surface of the solid water HE and 
the dosemeter was introduced to evaluate the change in relative response.  The 
dosemeter’s position was maintained relative to the x-ray tube; the solid water HE was 
moved towards the x-ray tube to produce the separation.  Separations between the solid 
water HE and dosemeter of 10, 20, 23, 35, 40 and 50mm were introduced.  At each 
separation, three exposures were made for each combination of 60 and 81kVp and 10, 20 
and 32mAs and the average of the results taken. 
To estimate the magnitude of the transmitted primary radiation and the scattered 
radiation, the solid water HE was moved towards the output of the x-ray tube (introducing 
a 75cm separation between the exit surface of the solid water HE and the dosemeter).  In 
this geometry it was expected that the transmitted primary beam will be measured, with 
very little scattered radiation detected.  The measurements with the solid water HE at the 
x-ray tube output were only made with the Raysafe Xi R/F detector as the results of 
§2.5.2.4 indicated the measurements were likely to be in agreement with the Radcal 60cc 
ionisation chamber in this geometry and with this beam quality.  
The measured kerma at varying separations between the exit surface of the solid water HE 
and the dosemeter is shown for both the Raysafe Xi R/F detector and the Radcal 60cc 
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ionisation chamber for 81kVp and 10mAs in figure 2-7.  The results at all other kVp and mAs 
combinations showed the same trend.  Figure 2-7 also shows the estimated kerma in a 
1mm
2
 region at the position of the dosemeter in the corresponding Monte Carlo 
simulations.  As there was no dosemeter derived calibration used for the Monte Carlo 
simulation, the results were normalised to the kerma measured at 75cm separation using 
the Raysafe Xi R/F detector to assess the magnitude of the transmitted primary radiation. 
Finally, figure 2-7 also shows the transmitted primary kerma measured by the Raysafe Xi 
R/F detector at 75cm from the exit surface of the solid water HE; note that this was a single 
value that has been extended across the x-axis of figure 2-7 for clarity, there was no 
variation in separation introduced. 
 
Figure 2-7: measured kerma with varying solid water HE to dosemeter separation at 81kVp 
and 10mAs for the Raysafe Xi R/F detector and the Radcal 60cc ionisation chamber.  The 
results of the corresponding Monte Carlo simulations are also shown, along with an 
estimate of the proportion of transmitted primary radiation 
 
The inclusion of the measured transmitted primary radiation shows that most of the kerma 
measured by the detectors is from scattered radiation.  The kerma measured by the 
Raysafe Xi R/F detector and the Radcal 60cc ionisation chamber is different, both in terms 
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of the absolute value and the trend with increasing separation.  The kerma estimated from 
Monte Carlo simulations does not agree with either detector, though the Monte Carlo data 
follows the same trend in measured kerma with separation as the Radcal 60cc ionisation 
chamber.   
The difference in the trend with increasing separation between the Raysafe Xi R/F detector 
and the Radcal 60cc ionisation chamber and Monte Carlo simulation is most likely related 
to the Raysafe Xi R/F detector’s directional dependence.  The difference between the 
results of the Monte Carlo simulation and the Radcal 60cc ionisation chamber could be 
related to an energy dependence in the response of the Radcal 60cc ionisation chamber at 
these beam qualities.  At a 23mm separation the Raysafe Xi R/F detector measures 70% of 
that measured by the Radcal 60cc ionisation chamber.  This is in broad agreement with the 
results of Martin [88], who found the solid state detector to measure 74% of the Keithley 
ionisation chamber at a separation of 25mm. 
The difference between the results of the Raysafe Xi R/F detector, the Radcal 60cc 
ionisation chamber and the Monte Carlo simulation could also be related to the size of the 
detector.  The scattered radiation across the 8cm active diameter of the Radcal 60cc 
ionisation chamber cannot be considered uniform.  It is far more uniform across the 2mm 
diameter of the Raysafe Xi R/F detector and the 1mm diameter of the region used to 
estimate kerma from the Monte Carlo simulation.  For an indicative evaluation of the 
kerma across the diameter of the Radcal 60cc ionisation chamber, the measured kerma 
was assessed in 1cm increments across the central 20cm length of the Monte Carlo 
simulation geometry for all separations in the anode-cathode axis.  The results are shown 
in figure 2-8. 
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Figure 2-8: the variation in kerma across the central 20cm in the anode-cathode axis at 1cm 
increments with increasing separation between the exit surface of the solid water HE and 
the detector, as derived from Monte Carlo simulations 
 
The results of the Monte Carlo simulation indicate an 11% difference between the 
maximum and minimum kerma across the central 8cm (i.e. corresponding to the sensitive 
area of the Radcal 60cc ionisation chamber).  This is consistent across all the simulated 
separations between the exit surface of the solid water HE and the detector.  This provides 
one further potential explanation as to the difference between the kerma measured by the 
Radcal 60cc ionisation chamber, the Raysafe Xi R/F detector and the Monte Carlo 
simulations. 
The trend in measured kerma with separation measured by the Raysafe Xi R/F detector is 
different from that measured by the Radcal 60cc ionisation chamber and estimated from 
the Monte Carlo simulations.  As figure 2-7 shows, there is only a slight downward trend in 
the measured kerma with increasing separation.  This is likely to be because of the limited 
angular sensitivity of the R/F detector, which prevents its detecting much of the scattered 
radiation that is incident upon it, especially close to the solid water HE.  As the separation 
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increases, scattered radiation is detected from a wider area which makes up for much of 
the scattered radiation that is lost from measurement because of the increased separation. 
To assess the angulation in the scattered radiation incident upon the detectors, the angle 
of all particles was extracted from the Monte Carlo simulations for a central 1cm
2
; the 
results are shown in figure 2-9. 
 
Figure 2-9: the total number of x-rays passing through the central 1cm
2
 travelling at each 
angle relative to the primary beam (at 0°), with increasing separation.  The number of x-
rays at 0° is not shown 
 
As shown in figure 2-9, most of the x-rays are incident upon the detector at an angle that is 
less than the 35° that was measured in §2.5.2.3 to be the limit of the Raysafe Xi R/F 
detector’s sensitivity.  At 0cm separation, 99.15% of the x-rays are travelling through the 
central 1cm
2
 at an angle of less than 35°, at 4cm separation 99.47% of the x-rays are 
travelling at an angle of less than 35° and at 8cm separation 99.77% of the x-rays are 
travelling at an angle of less than 35°.  As expected, the angular evaluations follow the 
general trend of fewer x-rays travelling through the central 1cm
2
 at steeper angles with 
increased separation. 
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2.5.2.6 Summary 
It is unlikely that either dosemeter gives an accurate measurement of kerma when used in 
broad beam geometries inclusive of a lot of scattered radiation.  The Monte Carlo 
simulations suggest that the Raysafe Xi R/F detector underestimates the kerma whilst the 
Radcal 60cc ionisation chamber overestimates the kerma.  This work will proceed by using 
the Raysafe Xi R/F detector for all measurements because of its superior ease of use and 
reliability.  For validation of the Monte Carlo simulation, some quantitative aspects will be 
undertaken in a largely scatter free geometry.  If the simulation results match those 
measurements undertaken in both geometries that are scatter free and inclusive of scatter, 
the use of the Raysafe Xi R/F detector for this purpose is valid. 
Where the Raysafe Xi R/F detector will also be used for measuring the kerma at the exit 
surface of the solid water HE to represent that incident upon a computed radiography (CR) 
plate and a direct digital detector, it is worth noting that nothing is known about the energy 
or angular responses of either of these types of detector. 
 
2.5.3 Non-measurement based validation 
2.5.3.1 IPEM report 78 
 
Direct measurements of x-ray spectra are possible with the use of very sophisticated 
detection equipment [92]; however, accurate results with this equipment are hard to 
obtain and there was no access to such equipment for this work.   
The IPEM report 78 spectrum generator [84] was first issued by IPEM in 1997 and was 
subsequently updated in 2016.  The program is capable of producing spectra from 
Tungsten, Molybdenum or Rhodium targets at tube voltages of 20 – 150kVp, anode angles 
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of 6 - 22° and voltage ripples of 0 – 30% having passed through any user defined 
combination and thickness of the various attenuating materials available.  The data comes 
from the ‘Catalogue of Spectral Data for Diagnostic X-Rays’ published in 1979 [93].  The 
resultant spectra is given in 0.5keV intervals for a pencil beam created using the conditions 
specified by the user and travelling directly through the attenuating materials with no 
contribution from scatter.  In addition to the spectra, the program also returns the average 
energy, HVL and kerma for the x-ray beam at a 750mm distance from the tube focus. 
The IPEM report 78 spectrum generator [84] has been used as a comparison for Monte 
Carlo simulations before [56, 86, 94, 95].  There is merit in comparing the shape of the x-ray 
beam spectra along the centre line of the x-ray beam generated for the Monte Carlo 
simulation with that given by the IPEM report 78 spectrum generator for the closest 
possible exposure factors.  This will highlight any obvious errors with the Monte Carlo 
simulation.  The two cannot be expected to be an exact match however, as the target and 
filtration materials are different and the spectra from the IPEM report 78 spectrum 
generator does not include any contribution from scattered radiation where the Monte 
Carlo simulations will. 
A Monte Carlo simulation was run at 81kVp with no attenuator in the beam (this space was 
filled with air) and a beam size consistent with 1cm
2
 at 100cm from the focus.  The energy 
spectra was obtained using BEAMDP for the central 0.5cm
2
 region from the scoring zone 
positioned 750mm from the x-ray tube focus.  The comparative spectra in the IPEM report 
78 spectrum generator was generated using a Tungsten target, 81kVp, 0% voltage ripple 
and a 2.5mm aluminium attenuator and was converted from photon fluence (Φ) to energy 
fluence (Ψ).  The two were normalised to the energy fluence at 46keV which was close to 
the average energy of each spectrum.  The energy fluence spectra of the two can be seen in 
figure 2-10. 
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Figure 2-10: the energy fluence spectra generated for an 81kVp exposure using IPEM report 
78 and the BEAMnrc Monte Carlo simulation 
 
The shape of the bremsstrahlung curves are a close match, which is consistent with the 
findings of comparisons made between the spectra generated by the IPEM report 78 
spectrum generator and Monte Carlo simulations elsewhere [56, 86, 95].  The Monte Carlo 
simulation spectra has less characteristic radiation than that of the IPEM report 78 
spectrum generator; this agrees with the findings of comparisons made elsewhere [86]. 
Although the Monte Carlo spectra has been generated using an x-ray beam measuring 
1x1cm at a 100cm distance from the focus, there will still be a contribution to the spectra 
from scattered radiation.  In addition, the Monte Carlo spectrum was generated using a 
Tungsten-Rhenium target, and not pure Tungsten as in the IPEM report 78 spectrum 
generator and uses pyrex, beryllium, aluminium and PMMA as filtration materials whereas 
the IPEM report 78 spectrum generator uses only aluminium.  The results confirm that 
there is no gross error in the energy fluence spectrum generated from the Monte Carlo 
simulation. 
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The results of the comparison between the two across the 40 – 120kVp range were similar 
as for the 81kVp case; they were consistently close. 
 
2.5.3.2 Validation of simulation geometry 
 
Estimates of measured kerma in the absence of, and at the exit surface of, an attenuator 
are dependent upon the field size.  A simple test of the exposure geometry involves 
measuring the extent of the x-ray field at a 100cm focus to detector distance (FDD) for 
simulations intended to produce 10x10cm and 43x43cm fields at a 100cm FDD.  The field 
size was varied by changing the position of the x and y-collimators (component module 8 in 
figure 2-2); confirming the expected field size at a 100cm FDD for each field verified that 
this adjustment produced the expected result. 
For a simulation using 81kVp, BEAMDP was used to produce a scatter plot for the x and y 
positions of all photons from the phase space file corresponding to the scoring zone at a 
100cm FDD (scoring zone 3 in figure 2-2).  The data files for the 10x10cm and 43x43cm field 
sizes contained data for over 5 and 81.9 million photons respectively.  The x and y positions 
of the first 10,000 of each are shown in figure 2-11(a&b). 
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(a)  
(b)  
Figure 2-11: a scatter plot showing the position of 10,000 x-ray photons for a Monte Carlo 
simulation for (a) 10x10cm and (b) 43x43cm field sizes 
 
As can be seen in figure 2-11, the simulated field sizes are as expected for both field sizes.  
Whilst there are some x-ray photons falling just outside the field, these are 3.8% of the 
total number of photons for the 10x10cm field and 2% of the total number of photons for 
the 43x43cm field.  These results are consistent with x-rays that have undergone scattering 
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at some stage in the simulation, changing their direction resulting in their falling outwith 
the nominal field size. 
 
2.5.4 Measurement based validation 
 
Comparative information was obtained from the Monte Carlo simulations by using 
BEAMDP to create an energy fluence (Ψ) distribution from the phase space file created at 
the appropriate scoring zone within the simulation.  The distribution was created using x-
rays present in the centremost 1cm
2
 of the scoring zone in all cases, with further regions of 
1cm
2
 added in other locations as required for the specific purpose of the validation exercise 
(those concerning the anode-heel effect in particular).  Energy bins of 0.5keV were used 
from 0 to the keV that matched the examination kVp for each simulation.  For each energy 
bin, the energy fluence was converted to kerma using the mass energy transfer coefficient 
(
'()*+, ).  The mass energy transfer coefficient was calculated from the mass energy 
absorption coefficient, (
-)*+, ), via; 
./ =
0-1)2+ × 4    [equation 2.1] 
Where g is the fraction of initial electron energy converted to photon energy on slowing to 
rest in a material.  Values of g were linearly interpolated for initial energy from those 
published in the International Commission on Radiation Units and Measurements (ICRU) 
report 37 [96].  Although g is very small (6.62x10
-4
 at 100keV in air), it was included to 
maintain a thorough approach. 
Kerma was then calculated for each energy bin using; 
5* = Ψ*)+	'()*+,    [equation 2.2] 
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For each energy bin, the median value of keV was used to derive a value of mass energy 
transfer coefficient from the National Institute of Standards and Technology (NIST) 
database [97] to be applied to the whole energy bin. 
The total kerma was calculated by summating the individual kermas from each energy bin; 
578 =	95* :    [equation 2.3] 
Since the physics of electromagnetism are not included with the BEAMnrc Monte Carlo 
code, it is not possible to simulate an exposure mAs that would produce the approximate 
number of electrons, and therefore x-ray photons, that would be expected in the real 
exposure.  For the validation, the simulations will be used to calculate relative differences, 
which only requires a means of normalising the simulation so that it can be meaningfully 
compared to the relative difference of the measurements made of the actual exposure.  
Each simulation was normalised by applying a correction factor, Cn, to the kerma in each 
energy bin; 
578 =	9)5* × "+ :   [equation 2.4] 
A value of Cn was derived for each simulation to ensure KTot = 100µGy for a 1cm x 1cm 
region at the centre of scoring zone 1.   
" = 2;<='     [equation 2.5] 
Where the same value of Cn is then applied to any equivalent sized region in scoring zone 3, 
the difference in kerma is then as a result of the attenuator provided the accelerating 
potential and x-ray beam size are the same.    This normalisation is shown in figure 2-12. 
 
 
Figure 2-12: the process for normalising the results of Monte Carlo simulations
regions of 1cm
2
 are shown in scoring zones 1 and 3.  Scoring zone 2 is not shown, 
positioned in air 750mm from the x
 
With reference to figure 2
simulations 1 and 2.  When
simulation, it resulted in a total kerma of 100
in red in figure 2-12).  
simulation, in simulation 1 it gave the total kerma in a 1cm
focus in the absence of an attenuator.  In simulation 2, it produced the total kerma in a 
1cm
2
 area 100cm from the tube focus at the exit of the attenuator.  As the total kerma for a 
1cm
2
 area at the centre of scoring zone 1 was equal for both simulations 1 and 2, the t
kerma for any equivalent area at scoring zone 3 was directly comparable between 
simulations 1 and 2 provided the only difference between the simulations was related to 
the attenuator (i.e. same kV
differences in kerma at the exit of different attenuators as well as differences in kerma at 
different positions across the x
remained 1cm
2
). 
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The value of Cn derived for each simulation of equivalent kVp and field size was consistently 
observed to be very close (Coefficient of Variation, % ?	@ABC"  < 0.1%), differing only as a 
result of the statistical uncertainty of the Monte Carlo simulation.  This is as expected 
where there has been no change to any parameter that could affect the simulated x-ray 
beam at scoring zone 1. 
 
2.5.4.1 Validation of kerma across the x-ray field 
 
The kerma is known to vary across the x-ray field, primarily as a result of the anode-heel 
effect.  The extent of this variation is dependent upon the construction of the x-ray tube.  
The anode angle and size will affect this, as will the composition, thickness and position of 
all filtration.  Measurements were made of the kerma at 1cm increments along the centre 
of the x and y axes at 81kVp and 10mAs, as shown in figure 2-13, using the Raysafe Xi R/F 
detector.  The Raysafe Xi R/F detector is lead backed meaning backscatter did not 
contribute to the measured kerma.  The FDD was 100cm and the field size was 40x40cm.  
The Raysafe Xi R/F detector has no significant angular dependence; this was confirmed by 
angling the x-ray tube in 1° increments from -15° to + 15° with the centre of the x-ray beam 
incident upon the centre of the Raysafe Xi R/F detector for each exposure.  The differences 
in the measured kerma were consistent with the effect of the increased difference in 
distance between the tube focus and Raysafe Xi R/F detector as a result of the angulation.  
Therefore, all of the measurements undertaken to characterise the anode-heel effect have 
the same uncertainty of ±5%. 
 
 
Figure 2-13: measurements of kerma made along the centre of the x and y axes in 
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(b)  
Figure 2-14: measured and Monte Carlo simulated kerma along the full length of the centre 
of the (a) x and (b) y axes for a 40x40cm field size.  The uncertainty in the measured kerma 
is ±5%, the uncertainty in the Monte Carlo simulated kerma is approximately ±5.4% 
 
In the x (anode-cathode) axis, the Monte Carlo data agrees with the measured data to 
within 5% across the full field except at the periphery of the field towards the anode 
(positions -19 and -20 in figure 2-14(a)) where the Monte Carlo simulated data 
underestimates the kerma by 15 – 30%.  This is likely to be related to the thickness of the 
target and anode combination in the z-axis which is subject to a minimum value of 25mm 
by BEAMnrc.  The results in figure 2-14(a) suggest it should be slightly thinner than this for 
a closer agreement at the periphery.  Where the Monte Carlo simulation will use kerma 
values at, or near, the centre of the x-ray beam, the reduced contribution of scatter as a 
result of the underestimated kerma at the periphery of the x-ray beam is not a significant 
source of uncertainty as it reduces in intensity by at least 18
2
 before reaching the centre of 
the field. 
In the y axis, the Monte Carlo data agrees with the measured data to within 1.3% across 
the full field. 
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2.5.4.2 Validation of simulation half value layer measurements 
 
The first and second HVLs are a good measure of the quality of the x-ray beam.  
Measurements of the 1
st
 and 2
nd
 HVL at the centre of a 10x10cm and 40x40cm x-ray field at 
a 100cm FDD were made on the Philips Optimus 50 radiographic x-ray unit in the 50 – 
109kVp range using the Raysafe Xi R/F detector and incrementally increasing thicknesses of 
aluminium.  The aluminium that was used was of 99% minimum purity, available in 
10x10cm sheets up to a total thickness of 10mm with any thickness between 0.1mm and 
10mm in 0.1mm increments available. 
The first and second HVLs were derived for the Monte Carlo simulation at the equivalent 
kVp for a 1cm
2
 region at the centre of the field using equation 2.6, which is slightly modified 
from Ali [94]. 
;DE()+;DE()+ =	
∑ G0'(1 HIE
DE(JIEIE KGGIEDLMIEDE(HH∆*E-EOP
∑ G0'(1 HIE
DE(JIEIE ∆*E-EOP
=	 2Q  [equation 2.6] 
Where; 
• 5C/)R+ and 5C/)0+ are the air kerma at the measurement plane with and without 
the attenuator, of thickness t, respectively 
•   is the energy at the centre of bin i 
• ∆ is the width of bin i 
• n is the number of energy bins 
• G'(, H*E
C/
 is the mass energy transfer coefficient for air at energy Ei 
• .*EC and .*EC/  are the linear attenuation coefficients at energy Ei for the attenuating 
material and for air respectively 
• 
TIE*E  is the differential energy fluence at energy Ei 
 
The results for the 1
st
 and 2
nd
 HVL as measured and derived from the Monte Carlo 
simulation are shown in table 2.1, along with the percentage deviation between the two.  
The uncertainty in the measured HVLs is ±10%.  The uncertainty was the result of an 
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uncertainty budget determined using methods outlined in work published by the author on 
uncertainty budgets [91] and takes consideration of the following factors; dosemeter 
calibration, uncertainty in the thickness of the aluminium filters, uncertainty relating to the 
interpolation of a value from a plot of kerma and attenuator thickness, exposure 
reproducibility and geometry reproducibility. 
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kVp 10x10cm field 40x40cm field 
1
st
 HVL 2
nd
 HVL 1
st
 HVL 2
nd
 HVL 
Measured Simulated Deviation Measured Simulated Deviation Measured Simulated Deviation Measured Simulated Deviation 
50 2.21 2.13 -3.57% 5.48 5.23 -4.60% 2.15 2.08 -3.16 4.84 5.10 5.31% 
60 2.69 2.57 -4.31% 6.88 6.59 -4.16% 2.51 2.48 -1.12% 5.93 6.42 8.25% 
70 3.16 3.03 -4.15% 8.37 8.06 -3.68% 2.93 2.91 -0.82% 7.28 7.81 7.21% 
81 3.58 3.44 -4.02% 9.95 9.50 -5.48% 3.39 3.31 -2.39% 8.46 9.28 9.66% 
90 4.02 3.85 -4.35% 11.50 10.94 -5.12% 3.79 3.66 -3.46% 9.79 10.55 7.71% 
102 4.46 4.25 -4.82% 13.10 12.47 -5.75% 4.22 4.03 -4.43% 11.03 12.08 9.47% 
109 4.73 4.54 -4.06% 14.30 13.63 -4.69% 4.48 4.27 -4.80% 12.52 13.07 4.35% 
Table 2.1: the measured and simulated 1
st
 and 2
nd
 HVLs for field sizes of 10x10cm and 40x40cm at a 100cm FDD across the diagnostic kVp range 
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As table 2.1 shows, the HVLs derived from Monte Carlo simulations match those measured 
to within 10% in all cases.  This close agreement between measured and simulated HVLs for 
an x-ray path along the centre of two significantly different field sizes demonstrates that 
the effects of scattered radiation are being accurately simulated. 
 
2.5.4.3 Validation of effective linear attenuation coefficient 
 
The application for Monte Carlo simulation throughout this work is the estimation of 
effective linear attenuation coefficients, µeff.  A linear attenuation coefficient, µ , is a 
measure of the fraction of x-rays of a single given energy that are attenuated by a material, 
per unit thickness.  X-ray beams used clinically are polyenergetic and have a broad beam 
geometry, therefore these values cannot be used.  A µeff is required, a value that pertains 
to the fraction of a specific polyenergetic beam in a broad beam geometry that is 
attenuated by a material, per unit thickness.  For a single material attenuator, µeff can be 
determined using measurements of the attenuator exit kerma and the kerma without any 
attenuator present using equation 2.7. 
 .UU =	− !")
W''-XD'=(	YE'	#(ZDW''-XD'=(	(	#(ZD+["\C8/	]"^^  [40] [equation 2.7]  
A Monte Carlo simulation can be used to determine values of µeff, but accurate estimates of 
µeff can only be achieved where the simulation accurately simulates attenuation and 
scatter. 
The best validation of this is by comparing the µeff estimated by simulation at the exit 
surface of varying thicknesses of attenuator with the measured µeff for equivalent materials 
in an equivalent geometry. 
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Water is a compound that is available within the BEAMnrc Monte Carlo software.  A series 
of simulations were created by adjusting the model to simulate a water phantom extending 
10cm from the centre in both the x and y axes with depths of 10, 50, 75, 100, 125, 150, 175 
and 200mm.  The phantom was positioned such that the exit surface was always 98.5cm 
from the tube focus, with estimates of µeff made for a central 1cm
2
 region at a 100cm FDD.  
Simulations were run at 60, 70 and 81kVp for beam sizes of 10x10 and 40x40cm for all 
depths of water.  Values of µeff were calculated using equation 2.7 following estimates of 
kerma made using equations 2.2 and 2.3 in the absence of, and at the exit of, the water 
attenuator, as shown in figure 2-12. 
The equivalent x-ray geometry saw a container extending 10cm in both directions along the 
x and y axes positioned with the exit surface of the basin at 98.5cm from the x-ray tube 
focus and 1.5cm above the Raysafe Xi R/F detector.  The basin was filled with water to the 
same eight depths as were simulated.  Measurements of kerma were made at 60, 70 and 
81kVp at 20mAs using broad focus and field sizes of 10x10 and 40x40cm for each depth of 
water.  For each unique combination, three measurements of kerma were made and an 
average of the three taken as the result.  The Raysafe Xi R/F detector was placed directly on 
the floor; being a solid state dosemeter it has lead backing and, as such, radiation 
backscattered from whatever material it sits upon does not influence the result.  This 
means that the surface upon which the dosemeter sits does not need to be included in the 
Monte Carlo simulation, which instead extended the simulation beyond the detector 
position with 100cm of air, as per the design of the model.  µeff was calculated from the 
measured kerma using equation 2.7. 
The deviation between the measured µeff and the µeff estimated from the simulations is 
shown in figure 2-15.  The uncertainty of the measured µeff is ±7.1% (two individual 
uncertainties of ±5% combined in quadrature).  There is an additional unquantified 
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uncertainty related to the difference between the pure water simulated in the Monte Carlo 
simulations and the impure water used for the measurements of kerma. 
 
Figure 2-15: the deviation between effective linear attenuation coefficients, µeff, calculated 
using measured and simulated data for varying depths of water, kVp and field size 
 
As can be seen in figure 2-15, the values of µeff derived from Monte Carlo simulations agree 
with those calculated using measured values of kerma to within ±7.1% in all cases, with the 
highest deviation 7.1% and the average absolute deviation 4.9%.  This demonstrates that 
the Monte Carlo simulation accurately accounts for the attenuation and scattering of x-rays 
by water. 
Compounds can be added to the BEAMnrc code where their elemental composition and 
density are known.  The intended use of the Monte Carlo simulations throughout this work 
mean that it will be necessary to add compounds relating to organs and tissues.  In order to 
ensure that new compounds could be added accurately, a new compound – Solid Water HE 
(Gammex) – was purchased.  The Solid Water HE was available in 20 x 20cm blocks of total 
thickness 200mm divided such that any thickness can be achieved between 5 and 200mm 
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in 5mm increments.  Solid Water HE uses nanospheres to create homogeneous slabs that 
mimic true water within 0.5% at diagnostic energies [98]. 
The chemical composition of the Solid Water HE was provided with the material on 
purchase [85].  This was used to add it to the list of available materials in BEAMnrc and 
allows for a comparison between measured values and simulation to verify that it has been 
added correctly and further validate the simulation. 
The validation process undertaken for the water attenuator was repeated with solid water 
HE.  The deviation between the measured µeff and the µeff estimated from the simulations is 
shown in figure 2-16.  As was the case for water, the uncertainty of the measured µeff is 
±7.1%. 
 
Figure 2-16: the deviation between effective linear attenuation coefficients, µeff, calculated 
using measured and simulated data for varying thicknesses of solid water HE, kVp and field 
size 
 
As can be seen in figure 2-16, the values of µeff derived from Monte Carlo simulations agree 
with those calculated using measured values of kerma to within ±7.1% in all cases, with the 
highest deviation 7.1% and the average absolute deviation 2.7%.  This demonstrates that 
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the Monte Carlo simulation accurately accounts for the attenuation and scattering of x-rays 
by a compound that has been added to the code. 
 
2.6 Summary 
 
A Monte Carlo model of a Philips Optimus 50 radiographic x-ray unit has been created, 
optimised and presented in this chapter.  The results of the final simulation construction 
have been validated against nominal values, the output of the IPEM report 78 spectrum 
generator and measurements made on the radiographic x-ray unit.  It has been shown that 
the field size of the simulation at a 100cm FDD matches the intended, that the energy 
fluence spectrum broadly matches that produced by the IPEM report 78 spectrum 
generator, that the output varies across the full extent of the x and y axes in the same 
manner as measured, that the 1
st
 and 2
nd
 HVLs agree with the measured to within the 
experimental uncertainty and values of µeff derived using the result of the simulation agree 
with those calculated using kerma measurements to within experimental uncertainty.  The 
validation process also confirmed that a material that is not in the EGSnrc code can be 
accurately added where the elemental composition and density is known.  This Monte 
Carlo model can be amended as required and then used to accurately derive the values of 
µeff that are required throughout this work. 
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Chapter 3 – Creation of the computational model 
 
 
Overview 
This chapter presents the creation of the computational model for the specific case of 
deriving the thickness of a single composition attenuator.  The methods for obtaining 
values for the initial air kerma at the detector, the final intensity at the detector and the 
effective linear attenuation coefficients are explained in detail.  The uncertainty in the 
estimate of each variable is quantified. 
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3.1 Introduction 
 
Chapter 1 introduced the concept of using the Beer-Lambert law as the basis of a 
computational model for estimating the thickness of an attenuator.  The rearranged form 
of the Beer-Lambert law is; 
 = −	_!"G##H `  [equation 3.1] 
Where for the purposes of this work; 
• x is the estimated thickness of the attenuator (mm) 
• kd is the kerma at the image receptor (µGy) 
• k0 is the initial air kerma (µGy) 
• µeff is the effective linear attenuation coefficient (mm
-1
) 
To test whether the idea works in principle, the first computational model created was for 
the simplest possible application. 
This chapter describes the creation and optimisation of a computational model for the 
specific case of deriving the thickness of a single composition attenuator.  The uncertainty 
in the estimate of each variable is quantified.  A simple overview of the design of the 
computational model is shown in figure 3-1.   
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Figure 3-1: the design of the computational model for the specific case of deriving the 
thickness of a single composition attenuator 
 
The estimate of each variable used in the computational model - the initial air kerma, k0, 
the kerma at the image receptor, kd, and the effective linear attenuation coefficient, µeff, is 
discussed in turn.  The look up tables (LUT) used by the computational model to select an 
appropriate value for each of these variables are introduced, as are the methods used to 
derive the values within the LUTs.  The uncertainty associated with the value selected by 
the computational model from the LUTs for any given examination is quantified in order to 
evaluate the limitations of the computational model.  The steps taken to optimise the 
values within the LUTs and the process for the selection of values by the computational 
model are presented. 
 
 
 
Image acquired 
Initial air kerma, k0, 
estimated from 
exposure factors and 
measured Kerma Area 
Product 
Kerma at the image 
receptor, kd, estimated 
from the Dose Detector 
Indicator and Pixel Value 
Effective linear 
attenuation coefficient, 
µeff, estimated from the 
exposure factors and 
ratio of 
 
Estimate of attenuator thickness 
made using equation 3.1 
78 
 
78 
 
3.2 Materials 
 
The materials and equipment used throughout the work presented in this chapter are 
described in the following sections. 
 
3.2.1 Radiographic x-ray equipment 
 
All of the exposures presented in this chapter were undertaken on a Philips Optimus 50 
radiographic x-ray unit.  The system was installed in March 2010 in the radiology 
department of Ninewells Hospital, Dundee and is typical of that used for a general-purpose 
x-ray room.  Capable of exposures across a kVp range of 50 – 125, it has a total filtration of 
3.39mm of Aluminium at 81kVp measured at a 100cm focus to detector distance (FDD).  
The x-ray system was up to date in terms of its preventative maintenance visits and 
medical physics led quality control (QC) programmes and was confirmed by the author to 
be performing to within the manufacturer’s specification throughout.  With previous work 
having demonstrated a dependence for measured radiation output on the number of 
exposures undertaken following a period of non-use for this system [91], the unit was 
warmed up with a minimum of 10 exposures prior to any use.  This has previously been 
demonstrated as adequate to ensure consistency from exposure to exposure [91].  The x-
ray unit had a kerma area product (KAP) meter attached at the tube output; KAP values for 
each exposure were routinely recorded to ensure consistency from exposure to exposure 
when required.  The KAP meter was calibrated across the full kVp range of the equipment, 
traceable to a national standard. The unit has 2 focal spot sizes; broad focus (1.2mm) and 
fine focus (0.6mm). 
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3.2.2 Single composition attenuator 
 
The attenuator used throughout this chapter is solid water High Equivalency (HE) 
(Gammex).  This was purchased especially for this work and was available in 20 x 20cm 
blocks, with a total thickness of 200mm divided such that any thickness can be achieved 
between 5 and 200mm in 5mm increments.  According to the manufacturer, solid water HE 
uses nanospheres to create homogeneous slabs that mimic true water within 0.5% at 
diagnostic energies [98].  Included with the purchase of this material was a certificate 
detailing its complete elemental composition; this meant the material could be accurately 
included in the Monte Carlo model introduced in chapter 2.  §2.5.4.3 included a 
comparison of simulated and measured µeff with a solid water HE attenuator.  The 
closeness of the agreement between the two confirmed that the material had been 
correctly added to the Monte Carlo code and that the elemental composition provided with 
it was accurate. 
 
3.2.3 Radiation dosemeter 
 
All of the kerma measurements presented throughout this chapter were made using a 
Raysafe Xi radiographic / fluoroscopic (R/F) detector [99].  At all times throughout this 
work, the Raysafe Xi R/F detector had an up to date calibration, undertaken at a secondary 
standards dosimetry laboratory (SSDL) by representatives of the manufacturer.  The 
calibration uncertainty for kerma measurements was 5%, quoted on the SSDL’s calibration 
certification and traceable to a national standard. 
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3.2.4 Digital image receptors 
 
At the start of this work it was anticipated that the computational model could be used on 
any digital imaging system; this includes both direct digital radiography (DDR) and 
computed radiography (CR) systems.   
The wide dynamic range of digital imaging systems means that images do not appear over-
exposed, even when they are acquired with more radiation than necessary to produce a 
diagnostic image.  For this reason, in the UK the Medicines and Healthcare products 
Regulatory Agency (MHRA) recommended that all digital equipment be provided with a 
detector dose indicator (DDI) intended as a single numerical value that represents the 
exposure received by the detector [100].  If provided with a range of expected values for 
well undertaken clinical examinations for comparison, the operator can use these values to 
judge whether the exposure used for the examination was appropriate.  All manufacturers 
of digital imaging equipment have developed their own DDI; the International 
Electrotechnical Commission (IEC) have since proposed a standard DDI [101] but this has 
not yet been widely adopted.  The pixel values (PV) selected for the display of each image 
are based upon the signal transfer property (STP) calibration.  As with DDI, this relationship 
varies with equipment manufacturer. 
At present, NHS Tayside has too few DDR systems to achieve the access necessary to 
undertake this work.  Instead the work presented in this chapter was undertaken using a 
Fuji CR system.  Exposure information will be entered manually into the computational 
model where required.  The Fuji CR system uses the s-value as its DDI. 
Whereas DDR uses a limited number of detectors – assigned per room or interchangeable 
between a limited number of compatible x-ray units – CR systems are supplied with a great 
many cassettes to allow multiple examinations to be undertaken simultaneously across 
many rooms and to allow for the selection of an optimally sized cassette for the patient and 
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examination.  Cassettes are subject to accidental and mechanical damage and a decrease in 
sensitivity over time with use [102].  Users should include a test monitoring the sensitivity 
of each cassette in their QC programme and ensure that all cassettes are checked regularly 
for artefacts [103].  It is generally necessary for users to operate a rolling CR cassette 
replacement programme to ensure artefact free images.  This means that cassettes in 
clinical use will not all be of the same age, which could mean there are differences in their 
sensitivity to radiation. 
It is known that image receptors do not exhibit a consistent response with beam quality; 
Asai et al [104] characterised the response of a Fuji CR cassette in 2008 and found it to 
have a peak sensitivity at just under 40keV with a steady decline as the keV was increased 
from this point. 
In order to examine the sensitivity of the Fuji CR cassettes used locally with varying beam 
quality, two CR cassettes were selected at random and uniformly exposed to the level 
required to produce an s-value of 100 at all available kVp settings on the Philips Optimus 50 
radiographic x-ray unit (24 unique kVps, ranging from 40 to 125).   There was no additional 
filtration added for these exposures so the beam quality was altered only by the change in 
kVp.  The exposure required to achieve an s-value of exactly 100 at each kVp was obtained 
by adjusting both the mAs and FDD. 
The field size was set to maximum for all exposures, thereby exposing the full cassette and 
well beyond.  This ensured a consistency of scattered radiation regardless of the FDD used.  
There was a consistent delay between cassette exposure and readout – this was 10 
seconds. 
When an s-value of 100 had been achieved, the KAP for the exposure was recorded as 
displayed on the x-ray unit.  The CR cassette was replaced by the Raysafe Xi R/F detector at 
the centre of the x-ray beam and the same exposure was undertaken three times with the 
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kerma from the Raysafe Xi R/F detector and the KAP recorded each time.  Exposure 
reproducibility was confirmed where each value of measured KAP agreed with the average 
of the three to within 2%.  Where this was the case, an average of the 3 kerma results 
measured by the Raysafe Xi R/F detector was taken as the exposure required to produce an 
s-value of 100 for that kVp.  The results for each cassette (the unique identifier of each are 
shown in the legend) are shown in figure 3-2. 
 
Figure 3-2: the measured sensitivity and energy dependence of two Fuji CR cassettes 
exposed using the same x-ray equipment to the kerma required to produce an s-value of 
100 across a range of kVp. The uncertainty in kerma measurement is < 5.4% 
 
Whilst Fuji give a single calibration for the s-value of all CR cassettes, figure 3-2 clearly 
demonstrates that there can be significant differences between the sensitivity of two 
cassettes across the diagnostic energy range.  Where the intention in this work is to 
estimate the kerma at the detector from a calibration of s-value or the STP, it is clear that 
the use of a single set of calibrations for all of the CR cassettes on site could be a source of 
significant uncertainty.  Whilst it would be possible to perform calibrations on each 
individual CR cassette, this would be a significant undertaking and is not a practicable 
option.  As CR cassettes are known to lose sensitivity with time and use, these calibrations 
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would need to be periodically revisited, making the use of the computational model for CR 
systems even less attractive. 
To reduce the uncertainty of the results that rely upon the calibration of the image 
receptor throughout this work, a new Fuji 24 x 30cm CR cassette was purchased solely for 
this work.  This cassette was the only cassette used from this point forward and was not 
used for any other purpose.  The same Fuji XG5000 CR multi-loader was used for processing 
the cassette after every exposure.  The use of a single CR cassette with x-ray exposure 
information manually added to the computational model mimics the use of a single 
detector DDR system. 
 
3.3 The creation of look up tables for the computational model 
 
3.3.1 Estimating initial air kerma 
 
There are two ways of estimating the initial air kerma, k0.  The first uses the examination 
kVp, mAs, FDD, focal spot selection and field size, the second uses the examination kVp and 
measured KAP.  For both methods it was hypothesised that it would be possible to 
accurately estimate k0 for any exposure using measured values or relationships and 
correction factors.  This hypothesis is explored for each method in the sections that follow. 
 
3.3.1.1 Estimating initial air kerma using calculated radiation output 
 
The measured output of an x-ray machine in terms of µGy mAs
-1
 will vary with kVp, mAs, 
FDD, field size and focal spot selection.  The effect on radiation output by changes in kVp, 
mAs and FDD is well understood for theoretical exposures in ideal conditions [3], though 
exposures in a realistic setting will not follow these theoretical relationships exactly.  
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Therefore, some empirical confirmation is required.  The effect of field size and focal spot 
selection are less intuitive. 
To examine the effect of field size on radiation output, the Raysafe Xi R/F detector was 
placed on the floor at the centre of the field of view at a 100cm FDD.  As the Raysafe Xi R/F 
detector is lead backed, there was no backscatter contribution to the measurements.  
Exposures were made at 60, 81 and 102kVp and 10mAs with broad focus for field sizes that 
varied in 5cm increments in both axes parallel and perpendicular to the anode-cathode axis 
from 5-40cm in each.  Three exposures were made at each field size and an average of the 
kerma measured by the Raysafe Xi R/F detector for the three taken.  The average kerma for 
each field size was normalised to that measured for a field size of 20x20cm.  The average 
results for the 81kVp exposures across the full field are expressed as a ratio with the kerma 
measured for a 20x20cm field size in table 3.1. 
 
Field size parallel to anode-cathode axis (cm) 
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5 0.948 0.939 0.956 0.961 0.965 0.973 0.966 0.972 
10 0.952 0.959 0.967 0.968 0.980 0.978 0.982 0.977 
15 0.962 0.968 0.973 0.990 0.994 0.996 0.999 1.000 
20 0.974 0.978 0.996 1.000 1.003 1.012 0.961 1.014 
25 0.976 0.981 0.995 1.016 1.018 1.025 1.029 1.019 
30 0.988 0.992 1.003 1.016 1.026 1.034 1.042 1.039 
35 0.989 1.003 1.012 1.030 1.038 1.043 1.045 1.048 
40 0.996 1.003 1.018 1.038 1.047 1.054 1.051 1.053 
Table 3.1: average measured kerma at varying field sizes expressed as a fraction of that 
measured at a field size of 20x20cm, for 81kVp, 10mAs and at a 100cm FDD 
 
As the results in table 3.1 show, radiation output has a significant dependence on field size.  
The difference between the measured kerma at 5 x 5cm and 40 x 40cm is greater than 10%.  
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Any LUT used to estimate k0 must account for the field size.  The results were very similar 
for 60 and 102kVp.  The average difference between the values in table 3.1 and those for 
60kVp was 0.47%.  The average difference for 102kVp was 0.16%.  It is concluded that there 
is no kVp dependence on the field size correction. 
To examine the effect of focal spot size on radiation output, the Raysafe Xi R/F detector 
was placed on the floor at the centre of the field of view at a 100cm FDD with a 20x20cm 
field size.  Exposures were made at 60, 81 and 102kVp and 10mAs using broad focus, then 
fine focus.  Three measurements were made at each kVp and an average of the results 
taken.  The measured output for broad focus was higher in all cases; 4.3%, 3.1% and 2.3% 
for 60, 81 and 102kVp respectively.  Any LUT used to estimate k0 must account for the focal 
spot used for the examination. 
Given these dependencies, the estimate of k0 using calculated radiation output needs to 
account for examination kVp, mAs, FDD, field size and focal spot selection.  Values can be 
selected from a LUT with appropriate corrections made to match the examination exposure 
factors and geometry.  The LUT of output values, ,!b7=X'cX', was created as follows; 
• All exposures were made at 100cm FDD, with a field size of 20x20cm using broad 
focus.  The Raysafe Xi R/F detector was placed at the centre of the x-ray field 
• Output values were measured for kVp values in steps of approximately 10, or the 
nearest allowed by the generator, from minimum (50kVp) to maximum (125kVp) 
• The output was measured at 0.5mAs, being the lowest the x-ray unit was capable 
of delivering, and then every discrete mAs step up to 8mAs (0.63, 0.8, 1.0, 1.25, 1.6, 
2.0, 2.5, 3.2, 4.0, 5.0, 6.3).  A review of the QC records for this x-ray unit showed 
that the measured output becomes linear with mAs at 8mAs.  Below 8mAs there is 
a non-linearity which is especially pronounced below 1mAs.  This is a result of the 
very short exposure time, meaning the system barely reaches, or does not reach, 
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the selected mA before the end of the exposure which leads to a lower than 
expected output for the exposure 
The following corrections to the values in the LUT can be applied; 
• The output for values in-between the kVp values in the LUT can be accurately 
interpolated using a power fit as it is known that output increases with kVp
2
 for a 
unit functioning as it should.  This correction is referred to as dc 
• Above 8mAs, a linear correction with mAs can be applied to the output value 
measured at 8mAs.  This correction is referred to as kmAs 
• Output values for a FDD different from 100cm can be calculated using an inverse 
square correction.  This correction is referred to as kFDD 
• Output values for any field size can be linearly interpolated using the fractions 
presented in table 3.1.  This correction is referred to as kfield 
• Output values can be adjusted for the selection of focal spot as necessary, using 
the known difference in output between broad and fine focus at the examination 
kVp.  This correction is referred to as kfocal 
The estimate of k0 for a given kVp, mAs, FDD, field size and focal spot selection using 
the radiation output, 8=X'cX', is undertaken as follows; 
=X'cX' = ,!b7=X'cX' × dc × e[^ × f@@ × Ug × U8]Cg [equation 3.2] 
 
3.3.1.2 Uncertainties with the derivation of initial air kerma using output measurements 
 
There are uncertainties associated with this method for estimating k0.  A total uncertainty 
can be assigned after the completion of an uncertainty budget, which identifies each 
source of uncertainty, measures or estimates a value for the uncertainty then calculated 
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the standard uncertainty of each individual source of uncertainty by considering its 
probability distribution and applying a divisor.  The overall uncertainty is obtained by 
adding the individual contributions in quadrature.  This is the approach recommended by 
the Joint Committee for Guides in Metrology (JCGM) of the Bureau International des Poids 
et Mesures (BIPM) [105] and as applied to radiation dosimetry by the International Atomic 
Energy Agency (IAEA) [90].  As part of the preparation for this project, the author carried 
out a comprehensive analysis of the uncertainty budget for the internal cross-calibration of 
dosemeters used for radiographic units [91].  The methodology adopted was used to create 
uncertainty budgets for the estimate of k0. 
Table 3.2 presents an uncertainty budget for the determination of k0 using output 
measurements. 
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Source of uncertainty Type of 
uncertainty 
Value Probability 
distribution 
Divisor Standard 
uncertainty 
Rationale 
Calibration of dosemeter 
used for output 
measurement 
B ±5% Normal 2 ±2.5% The SSDL certify that the accuracy of a kerma measurement made using the 
dosemeter is subject to this uncertainty 
Reproducibility of x-ray 
tube output 
A ±2% Normal h
√j 
±0.63% Measured output from the x-ray tube is not consistent from exposure to 
exposure.  Slight variations in kVp, mAs and the stochastic nature of x-ray 
production are accounted for with this uncertainty, which was derived from 
multiple reproducibility measurements made across the kVp range and kerma 
ranging from 50 - 500µGy 
Variation in output with 
time 
B ±2% Rectangular √3 ±1.15% Output from the x-ray tube reduces throughout the lifetime of the tube with age 
and use.  Constant electron bombardment of the focal track causes damage over 
time, which manifests itself with the tungsten cracking on a minute scale.  
Electrons can travel further into the tungsten by entering these cracks – the x-
rays generated at this depth are unlikely to escape the tungsten and so the 
radiation output is reduced [82].  This estimate is quantified by using historical 
survey data and accounts for potential output reduction for 1 year 
Field size estimation B ±0.7% Rectangular √3 ±0.40% The value of k0 obtained from the LUT is dependent upon the field size.  The 
measurement of field size when populating the LUT and for the examination of 
interest is subject to an uncertainty, estimated to be ±5mm in both axes, which 
translates to the uncertainty stated here 
Correction for FDD A ±1% Normal h
√j 
±0.45% The value of k0 obtained from the LUT is dependent upon the FDD.  The 
measurement of FDD for an examination is subject to an uncertainty, as is the 
correction using the inverse square law 
Correction for mAs A ±1.5% Rectangular √3 ±0.87% Any correction made to the value of k0 obtained from the LUT for examination 
mAs will have an associated uncertainty.  This was estimated from 
measurements 
Combined standard uncertainty Assumed normal ±3.01%  
Expanded uncertainty Assumed normal 
(k=2) 
±6.02%  
Table 3.2: the uncertainty budget for the estimate of k0 using output measurements 
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This uncertainty budget is only applicable when the output values in the LUT and correction 
factors are updated annually.  The uncertainty over a greater period of time is difficult to 
quantify but is likely to be significantly larger.  It would make sense to match the frequency 
of these measurements to the lower frequency of equipment Quality Control (QC) 
(recommended 1-2 yearly by IPEM report 91 [106]).  This would involve measurements in 
addition to those made for the purposes of routine QC however, since variation in output 
with field size is not a recommended test in IPEM report 91 [106]. 
The measurement of µGy mAs
-1
 made during equipment QC and for the LUT is at the centre 
of the x-ray field.  This is appropriate for the use of the computational model being 
developed for the single composition phantom; since the attenuator is uniform in size and 
composition, the measurement of PV can be made at the centre of the x-ray beam. 
 
3.3.1.3 Estimating initial air kerma using measured kerma area product 
 
In the case of an examination undertaken on a DDR system, the KAP meter measures the 
KAP during the examination and the digital x-ray system records the x-ray beam field size at 
the detector (calculated using the position of the collimators at the x-ray tube output and 
the known FDD).  Therefore it is straightforward to calculate a value for kerma simply 
using; 
klm	).no+ = 	 ;[p	qrs	etufg	^v	)et+    [equation 3.3] 
This value for kerma represents the kerma at the detector where there is no attenuation of 
the x-ray beam, since the KAP is measured before the attenuator.  Further, this assumes 
that the x-ray beam is of uniform intensity across its area, which is not the case because of 
the anode-heel effect and the small contribution from diverging x-rays having travelled 
different distances to reach the detector.  A series of correction factors can be derived to 
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give the true value of k0 at any location across the detector, however these are specific to a 
single anode angle, a single tube focus and vary with field size and FDD. 
As an illustrative exercise, correction factors were derived for the Philips Optimus 50 
radiographic x-ray unit.  The Raysafe Xi R/F detector was placed at the centre of a 43x43cm 
x-ray beam (this was confirmed by measuring the light beam) at a 100cm FDD and exposed 
three times at 81kVp and 10mAs using the broad focus.  The KAP was recorded for each 
exposure and an average of the measured kerma and KAP recorded.  The Raysafe Xi R/F 
detector was then moved in increments of 1cm along the centre axis parallel and 
perpendicular to the anode-cathode axis, resulting in 43 measurements taken along each 
axis.  Correction factors were derived by taking the ratio of the average kerma in each 
position to the kerma per unit area calculated using; 
Ug =	BC^\/	/eCG wWxyzYyzH     [equation 3.4] 
The correction factors across both axes are shown in figure 3-3. 
 
Figure 3-3: the ratio of measured kerma and kerma per unit area along the axes parallel 
and perpendicular to the anode-cathode axis. The anode-heel effect is clear in the anode-
cathode axis 
 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
-30 -20 -10 0 10 20 30
C
o
rr
e
ct
io
n
 f
a
ct
o
r
Position (cm) (positive towards cathode)
Anode-cathode axis
Perpendicular axis
91 
 
91 
 
The results show that a correction factor, kfield, of 1.146 should be applied to the G ;[p${${H 
value for an accurate estimate of k0 at the centre of the x-ray field.  This correction factor 
does not vary with kVp, but does with anode angle, tube focus, field size and FDD.  
Correction factors could be measured for all likely combinations of tube focus, field size 
and FDD but this would be impractical.  Monte Carlo simulations could be used to derive 
the correction factors required for the computational model. 
As the KAP meter is an ionisation chamber, any measurement it makes is subject to an 
uncertainty that will be kVp dependent.  The calibration of the KAP meter across the 
clinically relevant kVp range is already a recommended test as part of a QC programme.  
This data was already available for the KAP meter on the Philips Optimus 50 radiographic x-
ray unit at kVp values ranging from 50 – 125kVp in increments of 10kVp (or as close as the 
unit will allow).  They were derived by comparing the KAP measured by the unit to that 
measured by an independent large area ionisation chamber – the Radcal patient dose 
calibrator (PDC).  The Radcal PDC had a calibration traceable to a national standard. 
Given these dependencies, values of k0 can be corrected using factors in a LUT.  The LUT of 
correction factors was created as follows. 
• The calibration of the KAP can be corrected for; this value is dependent upon the 
kVp.  This correction is referred to as kKAPcal 
• The correction factor for any field size can be linearly interpolated from those 
generated at all field sizes measured.  This correction is referred to as kfield 
The estimation of k0 using the KAP, 8wWx , is undertaken as follows; 
wWx = G ;[pfg	^vH × ;[p]Cg × Ug  [equation 3.5] 
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3.3.1.4 Uncertainties with the derivation of initial air kerma using measured kerma area 
product 
 
Table 3.3 presents an uncertainty budget for the determination of k0 using KAP 
measurements which uses the same methodology as outlined in §3.3.1.2. 
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Source of uncertainty Type of 
uncertainty 
Value Probability 
distribution 
Divisor Standard 
uncertainty 
Rationale 
Calibration of dosemeter 
used for KAP calibration 
B ±5.31% Normal 2 ±2.66% The Radcal patient dose calibrator is calibrated internally against a 
Raysafe Xi R/F detector that has a calibration with an SSDL.  The 
internal calibration protocol has an associated uncertainty budget [91] 
Reproducibility of KAP 
meter measurement 
A ±2% Normal h
√j 
±0.63% Measurements made using the KAP meter are not consistent from 
exposure to exposure, after correction for the variation of the x-ray 
tube output.  This value is derived from measurement 
Variation in KAP 
calibration with time 
A ±2% Normal h
√j 
±1.15% The calibration of the KAP meter varies with time.  This estimate is 
quantified by using historical survey data and accounts for the potential 
change in calibration over 1 year 
Correction factor for x-
ray field inhomogeneity 
B ±2% Rectangular √3 ±1.15% The correction factors derived to account for x-ray field inhomogeneity 
are subject to an uncertainty.  This was measured by taking repeat 
measurements of the ratio of measured kerma to G ;[pUg	^vH and 
comparing the results 
Measurement of field 
size 
B ±2.3% Rectangular √3 ±1.33% The light beam was measured as a surrogate for x-ray field size.  The 
Philips Optimus 50 radiographic x-ray unit was known to be in good 
adjustment throughout, therefore the light beam agreed to the x-ray 
field size to within ±1cm at a 100cm FDD [106] 
Combined standard uncertainty Assumed normal ±3.34%  
Expanded uncertainty Assumed normal (k=2) ±6.68%  
Table 3.3: the uncertainty budget for the estimate of k0 using KAP measurements 
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This uncertainty budget is only applicable when the calibration factors are updated 
annually.  It would make sense to match the frequency of these measurements to the 
lower frequency of equipment QC (recommended 1-2 yearly by IPEM report 91 [106]).  This 
would not involve any measurements that are in addition to those already undertaken for 
the purposes of routine QC. 
The correction factor to account for the inhomogeneity of the x-ray field is for the centre of 
the x-ray field.  This is appropriate for the use of the computational model being developed 
for the single composition phantom; since the attenuator is uniform, the measurement of 
PV can be made at the centre of the x-ray beam. 
 
3.3.2 Estimating kerma at the image receptor 
 
The kerma at the image receptor, kd, will be estimated using information from the 
radiographic image.  There are two options for estimating kd; the first is to use the DDI 
value from the examination of interest with a measured DDI calibration, the second is to 
use the measured average PV from a Region of Interest (ROI) drawn on the image with the 
measured STP calibration.  For both methods, it was hypothesised that for a broad beam 
geometry there would be a single calibration for DDI and STP at each kVp that could be 
used to estimate kd for any exposure of an attenuator at an equivalent kVp.  This hypothesis 
is explored for each method in the sections that follow. 
 
3.3.2.1 Calibrating the detector dose indicator 
 
Depending on the manufacturer, the DDI is derived from the average exposure across the 
entire image receptor, or an area around the centre of the image receptor and can either 
increase or decrease with increasing kerma at the image receptor.  The manufacturer 
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should provide their intended calibration, together with the beam quality under which this 
calibration is valid, with the equipment. 
The exposure across the image receptor varies as a result of the inhomogeneity of the x-ray 
beam and the varying levels of attenuation and scatter across any material placed between 
the x-ray tube and the image receptor.  Reducing the exposure across the image receptor 
to a single numerical value risks losing information about how the exposure varies across 
the image receptor and could lead to an underestimate or overestimate kd for any given 
location. 
Appropriate image processing, which is dependent upon the body part being examined, is 
generally automatically applied by a CR or DDR system prior to image presentation to 
ensure a clinically diagnostic image.  Without this processing, images lack contrast and are 
undiagnostic.  For some manufacturers, the application of processing affects the DDI.  This 
would mean that a calibration for DDI and image receptor kerma would need to exist for all 
available processing.  It is easier to derive the image receptor kerma from an unprocessed 
(or minimally processed where an unprocessed image cannot be obtained) image, which 
means all necessary DDI calibrations for the population of a LUT need only be undertaken 
once. 
As the practical work in this chapter was undertaken using a Fuji CR system, consider the 
DDI calibration for Fuji (which Fuji call the s-value) in the absence of any clinical image 
processing.  Fuji’s stated calibration for the s-value is; 
h = 	 2|$;/eC	)rs+  [equation 3.6] 
measured at 81kVp with zero additional filtration [107].  Any change to the calibration 
condition – an alteration to the kVp or the addition of any attenuating material, like a 
patient or test object - mean that the manufacturer’s stated relationship no longer holds 
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because of the energy dependence of the detector demonstrated in §3.2.4.  The form of 
the relationship; 
h = 	mdc,}d!q).no+u~#c,    [equation 3.7] 
will still be correct.  Therefore, for DDI calibrations undertaken using x-ray beams of varying 
beam quality, the constants mdc,}d! and dc,}d! are observed to change. 
The DDI calibration was measured for the Fuji CR cassette three times.  All three 
calibrations were undertaken at 70kVp with a different attenuator - 1mm copper, 1.5mm 
copper and 21mm of aluminium - positioned at the x-ray tube output.  The copper 
attenuators are as recommended by IPEM reports 91 [106] and 32 (part vii) [103] for 
consistency checking of DDI calibrations during equipment QC.  The 21mm of aluminium 
was used in an attempt to get as close as possible to the standard beam quality RQA5, 
which is generally used as the reference radiation quality for attenuated beams for general 
radiography applications [90].  For each calibration, the Raysafe Xi R/F detector was placed 
at the centre of the x-ray beam at a 100cm FDD and the mAs incremented until at least 8 
values across a kerma range of 1.5 – 18uGy were measured.  The Fuji CR system does not 
attempt to form an image where the kerma at the image receptor is less than 1.5µGy and 
the signal is saturated above 18µGy, leading to a single value of DDI with no further 
variation with kerma.  Once the kerma had been measured at each mAs, the CR cassette 
was positioned in place of the Raysafe Xi R/F detector and the exposure repeated.  All 
images were captured using the ‘sensitivity’ processing option, which is as close to an 
unprocessed image as the Fuji CR system is able to provide.  The measured DDI calibrations 
for the Fuji CR cassette are shown in figure 3-4. 
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Figure 3-4: the measured s-value calibrations for the dedicated Fuji CR cassette at 70kVp for 
various attenuators placed at the x-ray tube output 
 
A least squares fit was made to each of the data sets using Matlab; the coefficients along 
with the associated R
2
 for each are shown in table 3.4. 
 
 
 
 
 
Table 3.4: the coefficients and correlation coefficient (r
2
) following a least squares fit to 
each of the DDI calibration data sets 
 
The calibrations for 1 and 1.5mm of copper are found to produce kerma values that are 
distinctly different for an equivalent s-value, further confirming the energy dependence of 
the Fuji CR cassette.  The calibrations for 1.5mm of copper and 21mm of aluminium are 
very similar, suggesting a similar beam quality. 
 
0
100
200
300
400
500
600
700
800
0 5 10 15 20
s-
v
a
lu
e
Detector kerma (µGy)
1mm Cu
1.5mm Cu
21mm Al
 Measured DDI calibration 
Attenuator (cm) akVp,HVL bkVp,HVL R
2 
1mm Copper 1102.3 -0.962 0.999 
1.5mm Copper 1224.6 -1.004 0.999 
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3.3.2.2 Calibrating the signal transfer property 
 
The STP calibration determines how the image PV varies with kerma at the image receptor.  
As with DDI, this varies with manufacturer and the PV can either increase or decrease with 
increasing image receptor kerma.  The manufacturer should provide their intended 
calibration, together with the beam quality under which this calibration is valid with the 
equipment. 
The STP calibration is altered with clinical image processing, since this processing is 
intended to change the way an image is displayed.  As with DDI, it is easier to derive the 
image receptor kerma from an unprocessed (or minimally processed where an unprocessed 
image cannot be obtained) image, which means all of the necessary STP calibrations to 
populate a LUT need only be undertaken once. 
The STP for a Fuji CR system is of the form; 
 =	mdc,}d!j) 	).no++ + dc,}d!  [equation 3.8] 
where mdc,}d! and dc,}d! are coefficients that are dependent upon beam quality of the 
x-ray beam incident upon the detector. 
STP calibrations were measured for the Fuji CR cassette three times.  All three calibrations 
were undertaken at 70kVp with a different attenuator - 1mm copper, 1.5mm copper and 
21mm aluminium - positioned at the x-ray tube output.  These were acquired in the same 
manner as for the DDI calibration described in §3.3.2.1 except that the s-value had to be 
fixed at 200 to ensure a variation in PV with kerma [107].  Once acquired, the images were 
extracted in native Digital Imaging and Communications in Medicine (DICOM) format 
directly from the CR reader console to prevent any processing being applied during the 
transfer to the Picture Archive and Communication System (PACS).  Using the image 
analysis software package ImageJ [108], a 100mm
2
 ROI was drawn at the centre of each 
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image to obtain the PV.  The measured STP calibrations for the Fuji CR cassette are shown 
in figure 3-5. 
 
Figure 3-5: the measured STP calibrations for the dedicated Fuji CR cassette at 70kVp for 
various attenuators placed at the x-ray tube output 
 
A least squares fit was made to each of the data sets using Matlab; the coefficients and 
associated R
2
 for each are shown in table 3.5. 
 
 
 
Table 3.5: the coefficients and R
2
 following a least squares fit to each of the STP calibration 
data sets 
 
As was observed for the DDI, the STP calibrations for 1 and 1.5mm of copper are found to 
produce kerma values that are distinctly different for an equivalent PV and the calibrations 
for 1.5mm of copper and 21mm of aluminium are very similar. 
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1mm Copper 421.44 -227.73 0.998 
1.5mm Copper 444.78 -283.17 0.999 
21mm Aluminium 438.24 -287.02 1.000 
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3.3.2.3 Estimating image receptor kerma using the detector dose indicator or signal transfer 
property calibrations 
 
As shown in figures 3-4 and 3-5, there are differences in the DDI and STP calibrations 
measured using different beam qualities.  An estimate of detector kerma can be accurately 
made for an exposure undertaken with a known kVp and beam quality where a calibration 
of DDI or STP is available for that combination of kVp and beam quality.  The estimate of 
patient thickness that forms the aim of this work will be undertaken in an environment 
where the kVp of the exposure is known but the beam quality is not.  Figures 3-4 and 3-5 
suggest that it is not possible to use a single DDI or STP calibration to accurately estimate 
the kerma at the detector for any beam quality.  The data can be used to show that for s-
values in the range of 100 – 700, the values of kerma at the image receptor derived from 
the 3 DDI calibrations differ by up to 10.2%.  For PV in the range of 100 – 1000, the values 
of kerma at the image receptor derived from the 3 STP calibrations differ by up to 11.1%.  
Such uncertainties are too high for an accurate estimate of attenuator thickness. 
 
3.3.2.4 Investigating beam quality for clinical exposures 
 
The calibrations shown in figures 3-4 and 3-5 were made with the attenuator positioned at 
the exit face of the x-ray tube.  However, this is not clinically relevant since the patient is 
located as close to the detector as possible, which means that there is significantly more 
scattered radiation incident upon the image receptor than for a geometry involving an 
attenuator at the x-ray tube output.  Whilst the intention of an x-ray grid is to remove as 
much of this scatter as possible, paediatric examinations are generally performed without a 
grid [3].  There is less need for a grid for paediatric patients as paediatric patients are 
101 
 
101 
 
generally smaller than adults so less scatter is generated.  The absence of a grid helps keep 
the radiation dose to the patient As Low As Reasonably Achievable (ALARA). 
To investigate the difference in beam quality between an attenuator at the exit face of the 
x-ray tube (i.e. in air) and an attenuator at the digital detector, the half value layer (HVL) of 
the x-ray beams were measured free in air for the former and at the exit surface of an 
attenuator for the latter.  In both cases the attenuator consisted of varying thicknesses of 
solid water HE, specifically 10, 20, 50, 100, 125, 150, 175 and 200mm. 
For clarity, the free in air case will be referred to as the ‘small field, reduced scatter 
geometry’ and the exit surface of the attenuator case will be referred to as the ‘broad field, 
inclusive scatter geometry’. 
For the broad field, inclusive scatter geometry, the Raysafe Xi R/F detector was placed 
100cm from the x-ray tube focus at the centre of the beam.  Each thickness of solid water 
HE was positioned with the exit surface 1cm above the Raysafe Xi R/F detector.  The x-ray 
field size measured 30x30cm at the Raysafe Xi R/F detector.  Exposures were made at 60, 
70 and 81kVp and 5 – 50mAs, varying with attenuator thickness to ensure a measured 
kerma in excess of 50µGy.  Increasing thicknesses of aluminium were placed directly above 
the Raysafe Xi R/F detector until the measured kerma dropped to half of that measured 
with no aluminium present.  A broad field, inclusive scatter HVL was then estimated for 
each of the thicknesses of solid water HE used from logarithmic plots of aluminium 
thickness vs. measured kerma. 
The method was the same for the small field, reduced scatter geometry but the geometry 
was different; the Raysafe Xi R/F detector was placed 200cm from the x-ray tube focus at 
the centre of the beam.  The exit surface of the attenuator was 69cm above the Raysafe Xi 
R/F detector.  The x-ray field size measured 3x3cm at the Raysafe Xi R/F detector (this was 
the smallest that could be achieved with the Philips Optimus 50 radiographic x-ray unit).  
102 
 
102 
 
Increasing thicknesses of aluminium were placed in a jig 20cm above the Raysafe Xi R/F 
detector.  This small field, reduced scatter geometry is like the conventional technique used 
to verify x-ray tube filtration during equipment acceptance [109], except for the presence 
of the solid water HE attenuator.  
The experimental set-ups for the broad field, inclusive scatter geometry and the small field, 
reduced scatter geometry are shown in figure 3-6. 
 
Figure 3-6: (a) the broad field, inclusive scatter geometry and (b) the small field, reduced 
scatter geometry used for measuring the HVL of the x-ray beam 
 
The HVLs measured for the exit beam from increasing thicknesses of solid water HE 
attenuator in broad field, inclusive scatter and small field, reduced scatter geometries at 
60, 70 and 81kVp are shown in figure 3-7. 
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(a)  
(b)  
(c)  
Figure 3-7: the measured HVLs for the broad field, inclusive scatter and small field, reduced 
scatter geometries for increasing thicknesses of attenuator at (a) 60kVp, (b) 70kVp and (c) 
81kVp 
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As can be seen from figure 3-7, the HVL for the small field, reduced scatter geometry 
continues to increase with increasing attenuator thickness.  This is following the expected 
trend for HVL in air as the beam quality changes with a shift towards a higher average x-ray 
energy with increasing attenuator thickness.  This is not the case for the HVL of the broad 
field, inclusive scatter geometry however, which increases far less quickly after 
approximately 125mm of solid water HE attenuator at 60kVp and approximately 100mm of 
solid water HE attenuator at 70 and 81kVp.  This is because in addition to transmitted 
primary radiation, the image receptor is also measuring scattered x-rays whose average 
energy is significantly lower than the transmitted primary. 
Given how close the HVLs are for the broad field, inclusive scatter geometry for a single kVp 
when the attenuator is greater than the equivalent of 100mm of solid water HE (or 125mm 
at 60kVp), it is likely that a single calibration per kVp for DDI and STP could be used to 
accurately estimate the kerma at the detector.  The clinical exposure of a paediatric patient 
- which would use a broad x-ray field, positions the patient as close to the detector as 
possible and does not use a grid - would meet the criteria for using a single calibration per 
kVp for abdomen and pelvis examinations as the patient diameter would be greater than 
the equivalent of 100mm of solid water HE for all but the smallest babies.  Chest 
examinations may not produce a high enough HVL to use a single DDI or STP calibration 
because the air in the lungs does not contribute much to the attenuation of the x-ray 
beam. 
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3.3.2.5 Measuring detector dose indicator and signal transfer property calibrations for a broad 
beam geometry 
 
In order to examine the effect of a broad beam geometry on DDI and STP calibration, DDI 
and STP calibrations were measured using varying thicknesses of solid water HE placed 
directly above the image receptor.  The exposure geometry was as shown in figure 3-8. 
 
Figure 3-8: the exposure geometry used for the DDI and STP calibrations undertaken in a 
broad beam geometry 
 
The Raysafe Xi R/F detector was placed 150cm from the x-ray tube focus on the x-ray table 
at the centre of the field.  A thickness of 10mm of solid water HE was placed just above the 
detector with a 1cm separation from the exit surface to the detector.  The field size at the 
detector was 40 x 40cm, ensuring full coverage of the Raysafe Xi R/F detector and the CR 
cassette.  At 60, 70 and 81kVp, exposures were made using incremental values of mAs to 
deliver air kermas in the range of 1.5 - 18µGy, encompassing the useful range of the CR 
cassette.  The kerma for each combination of kVp and mAs was measured three times using 
the Raysafe Xi R/F detector; the KAP measured by the KAP meter at the tube output was 
recorded each time to ensure repeatability between exposures. 
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Once the kerma measurements had been made, the process was repeated with the CR 
cassette in place of the Raysafe Xi R/F detector to record the s-value at each mAs.  The 1cm 
separation between the exit surface of the attenuator and the image receptor was 
maintained.  The flat look up table ‘sensitivity’ was used, providing as close to unprocessed 
images as can be achieved on the Fuji CR system.  This provided all the information 
necessary for the DDI calibrations. 
This process was repeated at 60, 70 and 81kVp for thicknesses of 20, 50, 100, 125, 150, 175 
and 200mm of solid water HE. 
For the STP calibrations, exposures of the CR cassette in the same conditions and for all the 
same thicknesses were repeated with the s-value fixed at 200 ensuring a variation in PV 
with kerma.  These images were extracted directly in native DICOM format from the CR 
reader and a PV for a 100mm
2
 ROI at the centre of these images was measured using 
ImageJ [108]. 
DDI calibrations at 60, 70 and 81kVp for all thicknesses of solid water HE attenuator are 
shown in figure 3-9.  The equivalent STP calibrations are shown in figure 3-10. 
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(a)  
(b)  
(c)  
Figure 3-9: s-value calibrations at (a) 60, (b) 70 and (c) 81kVp for thicknesses of solid water 
HE attenuator varying from 10 – 200mm in a broad beam geometry 
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(a)  
(b)  
(c)  
Figure 3-10: STP calibrations at (a) 60, (b) 70 and (c) 81kVp for thicknesses of solid water HE 
attenuator varying from 10 – 200mm in a broad beam geometry 
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Figures 3-9 and 3-10 show that the DDI and STP calibrations are distinctly different for each 
of the 10, 20 and 50mm of solid water HE attenuator at all kVp values.  The DDI and STP 
calibrations are indistinguishable from one another for all thicknesses of attenuator of 
10cm and above.  These results are as expected given the measurements of HVL for varying 
thicknesses of attenuator shown in figure 3-7 for a broad beam geometry.  Where the HVL 
continues to increase up to 10cm, this results in distinctly different DDI and STP 
calibrations.  Where the HVL stops demonstrating any significant upward trend above 
100mm of solid water HE attenuator, this consistent beam quality results in very similar 
DDI and STP calibrations. 
 
3.3.2.6 Assessing a high attenuation case 
 
The DDI and STP calibrations presented in §3.3.2.5 were only measured for up to a 200mm 
thickness of solid Water HE attenuator; it was not possible to examine the effect of a single 
composition attenuator thickness in excess of this as there was only a total thickness of 
200mm available locally.  Yet it is important to assess whether the similarity of the 
calibrations continues to higher thicknesses as it is not inconceivable that a large 
adolescent presenting for an x-ray examination could have an abdominal or pelvic 
thickness in excess of the equivalent of 200mm of solid water HE. 
To assess this, a single additional calibration of DDI and STP was made at 81kVp for an 
attenuator consisting of 200mm of solid water HE with an additional 5mm of aluminium.  
The DDI and STP calibrations were acquired as described in §3.3.2.5.  The DDI calibrations 
for 200mm of solid water HE and the 200mm with 5mm of aluminium cases at 81kVp are 
shown in figure 3-11.  The equivalent STP calibrations are shown in figure 3-12. 
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Figure 3-11: DDI calibrations at 81kVp for a 200mm thickness of solid water HE attenuator 
and 200mm of solid water HE with 5mm of aluminium in a broad beam geometry 
 
 
Figure 3-12: STP calibrations at 81kVp for a 200mm thickness of solid water HE attenuator 
and 200mm of solid water HE with 5mm of aluminium in a broad beam geometry 
 
Figures 3-11 and 3-12 show that the DDI and STP calibrations remain indistinguishable from 
a clinically relevant attenuator of greater than 100mm solid water HE even when a 
significantly more attenuating object is considered, provided the exposure is undertaken in 
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a broad beam geometry.  This is suggestive that a single DDI or STP calibration could cover 
any attenuator thickness that is in excess of the equivalent of 100mm of solid water HE for 
60, 70 and 81kVp. 
 
3.3.2.7 Assessing the accuracy with the use of a single calibration 
 
Figures 3-9 to 3-12 suggest that DDI and STP calibrations are essentially indistinguishable 
for attenuator thicknesses greater than 100mm of solid water HE if the exposure is 
undertaken in a broad beam geometry.  This suggests that the kerma can be estimated 
from the examination DDI or a measurement of PV using a single calibration per kVp 
provided it has been undertaken with an attenuator thickness of at least 100mm of solid 
water HE.  The quantitative uncertainty associated with this was assessed as follows; a least 
squares fit was made using Matlab to all of the DDI and STP calibrations acquired at 100mm 
or higher at 60, 70 and 81kVp using the general forms given in equation 3.7 for DDI 
calibrations and equation 3.8 for STP calibrations.  The constants akVp,HVL and bkVp,HVL for all 
the DDI and STP calibrations are shown with their associated correlation coefficient, R
2
, in 
table 3.6. 
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Table 3.6: The akVp,HVL and bkVp,HVL values for DDI and STP calibrations of all thicknesses of 
solid water HE at 100mm or higher for 60, 70 and 81kVp with the associated correlation 
coefficient, R
2
, following a least squares fit 
 
Next, for s-values and PV in the range of 100 – 800 and increasing in increments of 50, the 
constants in table 3.6 were used to calculate the detector kerma for each DDI and STP 
calibration at 60, 70 and 81kVp.  At each kVp, the average detector kerma was calculated 
from the individual estimates made using each of the calibrations of DDI and STP at 10, 
12.5, 15, 17.5 and 200mm of solid water HE.  Finally, for each of the s-values and PVs, the 
deviation from the value for detector kerma calculated using the calibrations acquired with 
thicknesses of 100, 125, 150 and 175mm was compared with the value for detector kerma 
calculated from the calibration using 200mm of solid water HE.   
 DDI calibration PV calibration 
kVp Attenuator (cm) akVp,HVL bkVp,HVL R
2 
akVp,HVL bkVp,HVL R
2 
60 10 1130.6 -0.958 0.989 448.8 -292.5 0.999 
12.5 1140.6 -0.983 0.999 442.1 -254.7 0.999 
15 1090.8 -0.967 0.997 441.3 -245.0 0.999 
17.5 1116.0 -0.969 0.998 442.4 -256.5 0.999 
20 1178.7 -0.999 0.999 443.8 -259.0 0.999 
70 10 1052.7 -0.982 0.999 437.8 -212.7 0.999 
12.5 1050.3 -0.988 0.999 436.7 -206.7 0.999 
15 1061.1 -0.990 0.999 440.5 -211.4 0.999 
17.5 1076.2 -0.997 0.999 443.6 -219.2 0.999 
20 1142.8 -1.001 0.999 445.7 -240.6 0.999 
81 10 1039.8 -0.980 0.999 422.7 -179.7 0.999 
12.5 1046.4 -0.998 0.999 450.1 -216.3 0.999 
15 1080.1 -1.003 0.999 446.7 -217.0 0.999 
17.5 1066.8 -1.002 0.999 445.5 -208.5 0.999 
20 1094.8 -1.002 0.999 445.6 -222.8 0.999 
20 + 5mm 1055.0 -1.000 0.999 442.3 -204.8 1.000 
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This assessment of accuracy was used to determine whether calibrations undertaken with a 
200mm thickness of solid water HE attenuator are an appropriate choice as a single 
calibration for the determination of detector kerma.  The results are shown in figure 3-13 
for s-value calibrations and figure 3-14 for STP calibrations.  Note that there was no trend 
predicted for the accuracy with s-value or PV, the magnitude of the absolute deviation 
from the average value is the important factor.  
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(a)  
(b)  
(c)   
Figure 3-13: the absolute deviation between kerma calculated from the DDI calibration 
measured using the specified thickness of solid water HE and that using 200mm of solid 
water HE for s-values ranging from 100 - 800 at (a) 60, (b) 70 and (c) 81kVp 
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(a)  
 
(b)  
 
(c)  
Figure 3-14: the absolute deviation between kerma calculated from the STP calibration 
measured using the specified thickness of solid water HE and that using 200mm of solid 
water HE for PVs ranging from 100 – 800 at (a) 60kVp, (b) 70kVp and (c) 81kVp 
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In all cases for both s-value and PV, the absolute deviations between kerma calculated from 
the calibration measured using the specified thickness of solid water HE and that measured 
using 200mm of solid water HE are small.  The highest absolute deviation for any case was 
0.76µGy but this was for a high detector kerma (in excess of 10µGy) for a comparison 
between calibrations undertaken at 100 and 200mm of solid water HE at 60kVp.  The trend 
for the deviation was consistent across all kVp values and all attenuator calibrations for 
both s-value and PV – the deviation is greater for high detector kerma and becomes less 
towards a lower (and clinically relevant) detector kerma.  Taking a clinically relevant range 
of detector kerma values as 2.5 - 6µGy, the highest absolute deviation for any case was 
0.29µGy. 
This is an extremely important result for this work; it demonstrates that provided the 
attenuator is of an adequate minimum HVL (equivalent to that provided by 100mm of solid 
water HE), a detector kerma can be accurately estimated from the DDI or measured PV 
using a single calibration of DDI or STP undertaken at an HVL in excess of the adequate 
minimum.  For the convenience of selecting a single attenuator thickness with which to 
perform these calibrations throughout the rest of this work, 200mm of solid water HE was 
chosen.  This has been demonstrated to give low deviations in the estimated detector 
kerma when compared with results calculated from calibrations using known thicknesses of 
solid water HE ranging between 100 – 175mm. 
The LUT for DDI contains a calibration measured using 200mm of solid water HE in a broad 
beam geometry for kVp values of 60, 70 and 81.  The LUT for STP contains a calibration 
measured using 200mm of solid water HE in a broad beam geometry for kVp values of 60, 
70 and 81.  Where the examination kVp is between 60 – 81kVp, values for kerma at the 
image receptor can be linearly interpolated from the values estimated by the closest two 
measured calibrations. 
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3.3.3 Estimating effective linear attenuation coefficient 
 
The linear attenuation coefficient (µ) is a measure of the fraction of x-rays of a single given 
energy that are attenuated by a material, per unit thickness.  Data on the mass attenuation 
coefficients (from which the linear attenuation coefficient can be calculated where the 
density of the material is known) is published by the National Institute of Standards and 
Technology (NIST) [97] for a large range of materials.  X-ray beams used clinically are 
polyenergetic, therefore these values cannot be used.  A µeff is required, a value that 
pertains to the fraction of x-rays of a specific range of energies (a specific polyenergetic 
beam) that are attenuated by a material, per unit thickness.  For a single material 
attenuator, µeff can be determined using measurements of the attenuator exit kerma and 
the kerma without any attenuator present via; 
 .UU =	− !")
W''-XD'=(	YE'	#(ZDW''-XD'=(	(	#(ZD+["\C8/	]"^^  [40] [equation 3.9]  
or calculated in a similar manner using the results of Monte Carlo simulations. 
As there are multiple energies, values of µeff are dependent upon a number of factors, 
including the beam quality, the x-ray field size and the attenuator thickness.  It was 
hypothesised that it would be possible to accurately estimate µeff for any exposure using 
measured or simulated values and correction factors.  This hypothesis is explored in the 
sections that follow. 
 
3.3.3.1 Confirming the effect of kVp 
 
It was expected that an increase in the kVp would lead to a decrease in µeff.  To confirm this, 
exposures were made in the geometry shown in figure 3-15. 
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Figure 3-15: the exposure geometry used to measure the effective linear attenuation 
coefficient.  (a) are exposures performed in the absence of an attenuator, (b) shows the 
position of the attenuator 
 
The Raysafe Xi R/F detector was positioned at the centre of the x-ray field at a FDD of 
100cm.  The x-ray field was set to 40x40cm and three exposures made at each of 60, 70 
and 81kVp at 10mAs.  An average of the three measurements was taken for each kVp to 
represent the kerma in the absence of an attenuator.  10mm of solid water HE was placed 
on top of four spacers, one at each corner of the solid water HE such that the exit surface 
of the attenuator was 1cm from the Raysafe Xi R/F detector.  Three measurements were 
made at each of 60, 70 and 81kVp and 10mAs.  An average of the three measurements was 
taken for each kVp to be the attenuator exit kerma for a 10mm solid water HE attenuator at 
a field size of 40x40cm.  As the two measurements of kerma (attenuator-free and the 
attenuator exit kerma) were made in the same location, no correction for distance is 
required. 
The resultant µeff for each kVp is shown in table 3.7. 
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kVp Effective linear attenuation coefficient (mm
-1
) 
60 0.028192 
70 0.025289 
81 0.023220 
Table 3.7: measured effective linear attenuation coefficients for 10mm of solid water HE at 
a field size of 40x40cm at the detector 
 
The measured µeff values shown in table 3.7 show significant differences with kVp.  This is to 
be expected, the lower average energy of a 60kVp x-ray beam increases the probability of 
attenuation by any given material, with the higher average energy of the 81kVp x-ray beam 
having the lowest probability of attenuation.  The use of a single value of µeff for any beam 
quality for a fixed field size and attenuator thickness will have significant uncertainty 
associated with it.  As an illustrative example, for a kerma at the image receptor of 5µGy 
and an initial air kerma of 1mGy, an estimate of attenuator thickness would be 163mm 
using the value of µeff for 60kVp, 181mm using the value for 70kVp and 196mm using the 
value for 81kVp.  This is a 10.7% and 20.3% increase on the value derived using 60kVp for 
the 70 and 81kVp values of µeff respectively and is an uncertainty that would be too large 
for the intended clinical application.  It is clear that the value of µeff used in the 
computational model will need to be specific to the beam quality of the x-ray beam used in 
the examination.  As it is impractical to measure all of these values, these can be 
interpolated from measured values using a logarithmic fit for µeff with kVp or simulated 
using Monte Carlo techniques for any kVp that could be used for a clinical examination. 
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3.3.3.2 Assessing the effect of field size 
 
It can be predicted that the x-ray field size will effect µeff, but the relationship between the 
two is not intuitive.  Larger field sizes result in more scattered radiation; this changes the 
quality of the x-ray beam as it progresses through the attenuating material.  To assess the 
effect of field size on the measured µeff, the measurements of exit kerma as undertaken in 
§3.3.3.1 were repeated for field sizes measuring 10x10cm, 20x20cm, 30x30cm and 
40x40cm at the detector at 60, 70 and 81kVp with 10 – 200mm of solid water HE attenuator 
in increments of 10mm.  The µeff was calculated using equation 3.9, as explained in §3.3.3.  
The results are shown in figure 3-16. 
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(a)  
(b)  
(c)  
Figure 3-16: the effect of field size on measured effective linear attenuation coefficient at 
(a) 60, (b) 70 and (c) 81kVp 
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The measured µeff shown in figure 3-16 show differences with field size, as expected.  The 
increased scatter from larger field sizes increases the amount of radiation overall, reducing 
the overall attenuation by any given material.  The lower amount of scatter from the 10 x 
10cm field results in less radiation overall, increasing the overall attenuation by any given 
material.  The trends observed in figure 3-16 – that in general µeff reduces with increasing 
field size – are the same as those reported in NRPB-R318 [40]. 
The use of a single value of µeff for field sizes of 10x10cm, 20x20cm, 30x30cm and 40x40cm 
for a fixed beam quality and attenuator thickness will have significant uncertainty 
associated with it.  As an illustrative example, for a kerma at the image receptor of 5µGy 
and an initial air kerma of 1mGy, the estimate of attenuator thickness would range 
between 209.5 – 241.5mm for 60kVp, 228.7 – 265mm for 70kVp and 244.3 – 288.3mm for 
81kVp.  These are percentage differences of 15.2, 15.9 and 18% respectively.  This would 
contribute too large an uncertainty to the computational model than would be acceptable 
for the intended clinical indication. 
It is clear that the value of µeff used in the computational model will need to be specific to 
the field size used in the examination.  As it is impractical to measure all of these values, 
these will need to be interpolated from measured values or simulated using Monte Carlo 
techniques for any field size that could be used for a clinical examination. 
 
3.3.3.3 Assessing the effect of the attenuator thickness 
 
µeff will vary with attenuator thickness.  The poly-energetic nature of the x-ray beam means 
that each successive HVL will be greater than the preceding, therefore it is expected that 
the µeff will decrease with increasing attenuator thickness. 
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To assess the effect of attenuator thickness on µeff, the Raysafe Xi R/F detector was 
positioned at the centre of the x-ray field at a FDD of 100cm with a field size of 40x40cm.  
Measurements of attenuator exit kerma and the kerma with no attenuator present were 
made for thicknesses of solid water HE from 10 to 200mm in increments of 10mm at 60, 70 
and 81kVp.  The variation in µeff, calculated using equation 3.9, with increasing thickness of 
solid water HE attenuator for 60, 70 and 81kVp is shown in figure 3-17. 
 
Figure 3-17: the variation in measured effective linear attenuation coefficient with 
increasing thicknesses of solid water HE attenuator for a 40x40cm field size at 60, 70 and 
81kVp 
 
µeff is observed to decrease with increasing attenuator thickness.  As the attenuator 
thickness will not be known in practice – indeed, the aim is to estimate this variable – it 
cannot be known which value of µeff should be used for any given examination.  An 
estimate can be made using another rearranged form of equation 3.1.  Using; 
 =  qu  [equation 3.10] 
a relationship between 
 and attenuator thickness x can be derived from the same 
experimental data used to produce the values of µeff presented in figure 3-17.  An example 
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of this exponential fit for the data acquired at 81kVp for a field size of 40x40cm is shown in 
figure 3-18 
 
Figure 3-18: the exponential relationship between 
 and attenuator thickness for exposures 
at 81kVp and a 40x40cm field size 
 
For any given examination values of kd and k0 are calculated using the methods described in 
§3.3.2 and §3.3.1.  By taking the ratio of 
 and using the relationship of the form shown in 
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then be used to obtain an estimate of µeff from relationships of the form shown in figure 3-
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• The correction factor for the approximate thickness of the attenuator can be 
derived from using the calculated value of 
 with the measured exponential 
relationship between 
 and attenuator thickness at the relevant kVp to estimate 
an attenuator thickness.  This correction is referred to as 'E&#-MM  
The estimation of µeff using the values in the LUT, μUU< , is undertaken as follows; 
.UU = .UU< × 'E&#-MM   [equation 3.11] 
 
3.4 Summary 
 
This chapter has described the creation and optimisation of a computational model for the 
specific case of deriving the thickness of a single composition attenuator.  The rearranged 
form of the Beer-Lambert law given in equation 3.1 can be used to estimate the attenuator 
thickness.  Values for kerma at the image receptor, kd, initial air kerma, k0, and effective 
linear attenuation coefficient, µeff, can be estimated using LUT and correction factors that 
have been directly measured, interpolated from measured results or estimated using 
Monte Carlo simulations. 
The quality of the x-ray beam as it exits the attenuator for a broad field, inclusive scatter 
geometry is observed not to vary much for an attenuator in excess of that equivalent to 
100mm of solid water HE (as shown in figure 3-7) for a single kVp.  This is the key result that 
means kd can be estimated using the radiographic image itself, as described throughout 
§3.3.2.5 – §3.3.2.7, with a low uncertainty as quantified in §3.3.2.7. 
k0 can be estimated using either the examination output – in which values from a LUT can 
be corrected for examination kVp, mAs, tube focus selection, field size and FDD - as 
described throughout §3.3.1.1 or using the examination KAP – in which the ratio of 
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G ;[pfg	^vH can be corrected for examination kVp and field size as described throughout 
§3.3.1.3.  The uncertainty budgets created for each method, as given in §3.3.1.2 and 
§3.3.1.4, demonstrate a similar level of uncertainty for each and show that this is the 
variable that is most difficult for the computational model to accurately estimate. 
µeff can be estimated using values from a LUT that come from measurements of kerma 
made with and in the absence of varying thicknesses of solid water HE attenuator.  The 
precise value of µeff can be better estimated using the ratio between estimated values for 
kd and k0, as described in §3.3.3.3 and should be corrected for field size as described in 
§3.3.3.2. 
With low uncertainties associated with each of the variables to be used by the 
computational model, it is expected that the estimate of attenuator thickness will be 
accurate.  Having now been created, the computational model described in this chapter is 
tested in chapter 4 for a single composition attenuator. 
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Chapter 4 – Validation of the computational model for a single 
composition phantom 
 
Overview 
This chapter presents the testing of the computational model created in chapter 3 for 
deriving the thickness of a single composition attenuator.  In each case, the initial air 
kerma, k0, kerma at the image receptor, kd, and effective linear attenuation coefficient, µeff, 
were directly measured so the accuracy of the computational model’s estimate of each 
variable could be assessed.  The computational model was validated using three different 
combinations of x-ray unit and image receptor. 
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4.1 Introduction 
 
The computational model created in chapter 3 can be used to derive the thickness of a 
single composition attenuator from an examination undertaken in the conditions for which 
the look up tables (LUT) that have been created are expected to be accurate.  For the Fuji 
computed radiography (CR) system used with a Philips Optimus 50 radiographic x-ray unit, 
this includes a kVp in the range of 60 – 81 and an attenuator composed of at least 100mm 
of solid water high equivalency (HE) placed directly onto the dedicated Fuji CR cassette.   
This chapter describes the process used to test the accuracy of the computational model, 
and the measured results.  X-ray examinations were undertaken using carefully selected 
combinations of attenuator thickness, kVp, mAs and field size on the Philips Optimus 50 
radiographic x-ray unit with Fuji CR.  For each examination, the initial air kerma, k0, the 
kerma at the image receptor, kd, and the effective linear attenuation coefficient, µeff, were 
experimentally measured using the Raysafe Xi Radiographic / Fluoroscopic (R/F) detector.  
The computational model was used to estimate each variable and then to calculate an 
estimate of the attenuator thickness using the methods described throughout chapter 3.  
The estimate of each variable for each examination was compared against the measured 
value to determine the accuracy of the computational model’s estimate of each.  The 
estimated thickness was compared to the known attenuator thickness to determine the 
overall accuracy of the computational model. 
To determine the accuracy with which the computational model works on other systems, 
the necessary LUTs as described throughout chapter 3 were created for an Xograph-Canon 
direct digital radiography (DDR) system and a Fuji DDR system, both of which were then 
subjected to the same test process as used for the Philips Optimus 50 radiographic x-ray 
unit with Fuji CR.  This chapter describes the creation of the LUTs for these systems, 
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outlines the process used to test and validate the computational model and presents the 
results. 
 
4.2 Fuji computed radiography system with Philips Optimus 50 radiographic x-
ray unit 
 
4.2.1 Test examinations 
 
Nine unique thicknesses of solid water HE attenuator were selected between 100 and 
200mm to match the availability of solid water HE thicknesses available.  For each of these 
nine thicknesses, a kVp of either 60, 70 or 81 was selected, along with a field size between 
20x20cm and 40x40cm.  The mAs for the exposure was chosen from a range of 0.63 to 2.5 
to ensure a clinically relevant range of k0 and kd values.  Where the notional speed of CR 
has a film speed equivalent of 400, local experience has shown that the average detector 
kerma would not be significantly in excess of 5µGy for a reasonably well undertaken 
examination.  Furthermore, the CR reader cannot form a reliable image where the signal is 
too low.  In this event, the pixel value (PV) measures zero throughout the image.  The 
threshold for this is a detector kerma of approximately 1.5µGy. 
All exposures were undertaken at 100cm focus to detector distance (FDD), with the 
attenuator placed directly on top of the dedicated CR cassette.  The selections for each of 
the test exposures were as shown in table 4.1. 
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Examination 
number 
Thickness of solid 
water HE (mm) 
kVp mAs Field size (cm) 
Anode-cathode axis Perpendicular axis 
1 115 70 1.25 25 30 
2 140 70 1.6 20 30 
3 170 70 2 25 25 
4 100 81 1 25 25 
5 120 81 0.8 30 15 
6 140 81 0.63 35 40 
7 165 81 1.25 28 30 
8 180 81 2 12 23 
9 190 81 2.5 28 41 
Table 4.1: the thicknesses of solid water HE, kVp and field size used for each of the nine 
validation exposures on the Fuji CR system 
 
Two exposures were acquired for each examination.  Both exposures used the sensitivity 
processing option, providing as close to unprocessed images as the Fuji CR system is 
capable of and matching the calibration condition for all of the image receptor calibrations 
measured for the LUT created in §3.3.2.5.  Since it is not possible on the Fuji CR system to 
have both the examination detector dose indicator (DDI) and PV vary with kerma in a single 
image, the first exposure fixed the mid-point PV to provide an accurate s-value for the 
examination and the second exposure fixed the s-value (at 200) to allow for an accurate 
measurement of the PV [1].  This has the consequence that the two will not have been 
acquired with exactly the same k0 or kd but the reproducibility of exposures on the Philips 
Optimus 50 radiographic x-ray unit was measured to be better than 2%, so the values will 
be very close.  The measured kerma area product (KAP) for each exposure was recorded to 
ensure there was no appreciable difference from exposure to exposure.  Images were 
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extracted directly from the CR reader in native Digital Imaging and Communications in 
Medicine (DICOM) format onto a universal serial bus (USB) drive. 
To allow for an assessment of the accuracy of the values selected by the computational 
model from the LUTs, two further exposures were made for each examination in table 4.1.  
For the first of these, the Raysafe Xi R/F detector was positioned in place of the CR cassette 
so that a direct measure of kd could be made.  For the second, the Raysafe Xi R/F detector 
remained in place but the attenuator was removed so that a measurement of k0 could be 
made.  For both of these additional exposures, the examination KAP was recorded and 
found to be within 1.7% of those recorded for the examinations that produced the images.  
The true value of µeff was calculated using the measured values of kd and k0 and the known 
thickness of the attenuator using equation 3.9 (§3.3.3). 
 
4.2.2 Estimate of initial air kerma 
 
For each examination two estimates of k0 were made.  The first, 8=X'cX', used the 
examination kVp, mAs, field size, tube focus selection and FDD to select a value from the 
LUT created in §3.3.1.1.  The second, 8wWx , used the examination kVp, KAP and field size to 
calculate k0 with a correction made for beam non-uniformity as described in §3.3.1.3.  Both 
estimates are shown alongside the value measured using the Raysafe Xi R/F detector in 
table 4.2. 
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 Initial air kerma, k0, (µGy) 
Examination 
number 
Measured value 8=X'cX'  8wWx  
Estimate Deviation 
from 
measured 
Estimate Deviation 
from 
measured 
1 42.72 42.96 0.57% 42.60 -0.28% 
2 54.21 55.12 1.69% 55.46 2.31% 
3 68.79 69.43 0.94% 72.30 5.11% 
4 46.57 45.99 -1.24% 47.76 2.56% 
5 35.71 35.90 0.54% 37.95 6.29% 
6 29.49 28.67 -2.77% 30.65 3.95% 
7 58.93 58.91 -0.03% 61.51 4.39% 
8 93.22 93.09 -0.13% 92.02 -1.29% 
9 122.80 123.73 0.75% 125.83 2.47% 
Table 4.2: estimated values of initial air kerma, k0, made using the examination mAs and 
KAP compared with the value measured using the Raysafe Xi R/F detector 
 
Estimates of k0 using both methods (8=X'cX'  and 8wWx) produce results that are close to 
the values of k0 measured with the Raysafe Xi R/F detector.  The difference between the 
estimates and the measured values are all within the total uncertainty budget for each 
method derived in §3.3.1.2 and §3.3.1.4. 
The estimates made using 8=X'cX'  are generally closer to the measured value than the 
estimates made using 8wWx .  The average of the absolute individual deviations between 
measured and estimated values for 8=X'cX'  is 0.96%.  For 8wWx  the average of the 
absolute individual deviations between measured and estimated values is 3.18%.  A t-test 
indicates that these differences are significant at the p < 0.05 level (p = 0.018). 
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4.2.3 Estimate of kerma at the image receptor 
 
For each examination two estimates of kerma at the image receptor, kd, were made.  The 
first, , used the examination kVp to select the appropriate calibration between image 
receptor kerma and DDI acquired using 200mm of solid water HE attenuator as described 
in §3.3.2.5.  The examination s-value was used with this calibration to estimate kd.  The 
second, x, used the examination kVp to select the appropriate calibration between 
image receptor kerma and PV acquired using 200mm of solid water HE attenuator as 
described in §3.3.2.5.   The average PV from a 1cm
2
 ROI placed at the centre of the image 
was used with this calibration to estimate kd.  Both estimates of kd are shown alongside the 
true value as measured using the Raysafe Xi R/F detector for each examination in table 4.3. 
 Kerma at the image receptor, kd (µGy) 
Examination 
number 
Measured value  x 
Estimate Deviation 
from 
measured 
Estimate Deviation 
from 
measured 
1 3.23 3.36 4.09% 3.36 4.08% 
2 2.58 2.72 5.51% 2.72 5.26% 
3 1.93 1.98 2.32% 2.02 4.82% 
4 5.63 5.72 1.61% 5.67 0.88% 
5 2.88 2.93 1.85% 2.99 3.80% 
6 1.73 1.77 1.91% 1.75 0.77% 
7 2.38 2.44 2.53% 2.46 3.43% 
8 2.87 2.80 -2.56% 2.97 3.43% 
9 3.25 3.36 3.50% 3.37 3.87% 
Table 4.3: estimated values of kerma at the image receptor, kd, made using the DDI and 
measured PV compared with the value measured using the Raysafe Xi R/F detector 
 
Estimates of kd made using both methods ( and x) produce results that are close 
to the values measured with the Raysafe Xi R/F detector.  The estimates made using  
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are slightly closer to the measured value than the estimates made using x.  The average 
of the absolute individual deviations for  is 2.88%.  For x the average of the 
absolute individual deviation is 3.37%.  A t-test indicates that these differences are not 
significant at the p < 0.05 level (p = 0.232). 
 
4.2.4 Estimate of effective linear attenuation coefficient 
 
For each examination one estimate of µeff was made.  As described in §3.3.3.3, this 
estimate uses the ratio of 
 for each examination and the measured relationship between 
µeff and attenuator thickness at the field size and kVp used in the examination to make an 
initial estimate of the attenuator thickness.  This initial estimate of thickness was then used 
with the measured relationship between µeff and attenuator thickness at the examination 
kVp and field size to estimate a value for µeff for the examination.  Where necessary, values 
of µeff were linearly interpolated for field size and interpolated using a logarithmic 
relationship for kVp.  For comparison, the known value of µeff refers to the value calculated 
using the measured kd and k0 and the known attenuator thickness using equation 3.9 
(§3.3.3).  The results are shown in table 4.4. 
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 Effective linear attenuation coefficient, µeff (mm
-1
) 
Examination 
number 
Measured value Estimated value Deviation from measured 
1 0.02247 0.02192 -2.42% 
2 0.02174 0.02138 -1.67% 
3 0.02102 0.02086 -0.74% 
4 0.02114 0.02047 -3.13% 
5 0.02099 0.01996 -4.9% 
6 0.02025 0.01961 -3.17% 
7 0.01946 0.01924 -1.15% 
8 0.01934 0.01900 -1.75% 
9 0.01912 0.01887 -1.28% 
Table 4.4: estimated values of effective linear attenuation coefficient, µeff, compared with 
the true value calculated using the measured kd, k0 and the known attenuator thickness 
 
The estimates of µeff made using the methods described in §3.3.3.3 are within 5% of the 
measured value, calculated using the measured values of kd and k0 for each examination 
and the known attenuator thickness.  The highest deviation between the estimated and 
measured values is -4.9% and the average of the absolute individual deviations is 2.25%. 
 
4.2.5 Estimate of attenuator thickness 
 
For each examination, four estimates of attenuator thickness were made using every 
available combination of k0 (using output and KAP) and kd (using s-value and PV).  Only one 
value of µeff was calculated – this was used in all four estimates.  Estimates of attenuator 
thickness were made using equation 3.1 (§3.1).  The results are compared to the known 
attenuator thickness in table 4.5. 
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Table 4.5: the estimates of attenuator thickness made by the computational model for all combinations of estimated values of initial air kerma, k0, and 
kerma at the image receptor, kd, compared with the known attenuator thickness 
Image 
number 
Attenuator thickness 
True (mm) Using s-value () and output 
(8=X'cX') (estimate A) 
Using s-value () and KAP 
(8wWx) (estimate B) 
Using PV (x) and output 
(8=X'cX') (estimate C) 
Using PV (x) and KAP (8wWx) 
(estimate D) 
Estimate (mm) Deviation 
from true (%) 
Estimate (mm) Deviation 
from true (%) 
Estimate (mm) Deviation 
from true (%) 
Estimate (mm) Deviation 
from true (%) 
1 115 116.3 1.11% 115.9 0.78% 116.3 1.11% 115.9 0.78% 
2 140 140.6 0.46% 140.9 0.67% 140.8 0.54% 141.0 0.74% 
3 170 170.6 0.37% 172.6 1.51% 169.5 -0.32% 171.4 0.83% 
4 100 101.8 1.85% 103.7 3.69% 102.2 2.20% 104.0 4.04% 
5 120 125.3 4.62% 128.3 6.94% 124.6 3.82% 127.4 6.15% 
6 140 142.2 1.56% 145.6 3.99% 142.8 1.97% 146.2 4.40% 
7 165 165.6 0.37% 167.9 1.73% 165.2 0.10% 167.4 1.46% 
8 180 184.5 2.50% 183.9 2.16% 181.4 0.75% 180.7 0.41% 
9 190 191.0 0.55% 191.9 1.02% 190.9 0.45% 191.7 0.92% 
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All estimates of attenuator thickness were within 7% of the true value of attenuator 
thickness.  The average of the absolute deviation between estimated and true attenuator 
thickness is 1.49% for estimate A, 2.5% for estimate B, 1.25% for estimate C and 2.19% for 
estimate D. 
Whilst all results are excellent, there is a slightly greater accuracy achieved using PV over s-
value (1.25% compared with 1.49%, 2.19% compared with 2.5%) for the estimate of kd 
(though not statistically significant at the p < 0.05 level (p = 0.190)) and output over KAP 
(1.49% compared with 2.5%, 1.25% compared with 2.19%) for the estimate of k0 
(statistically significant at the p < 0.05 level (p = 0.0189)).  On average, the greatest 
accuracy is expected from using PV to estimate kd and output to estimate k0, though it is no 
more likely to provide the most accurate estimate for an individual examination than the 
use of s-value and output.   
 
4.2.6 Summary 
 
The computational model described throughout chapter 3 has been used to estimate the 
thickness of varying thicknesses of solid water HE using a Philips Optimus 50 radiographic x-
ray unit and a Fuji CR system.  The estimates of k0, kd and µeff made by the computational 
model were all compared to measured values and found to be consistently accurate across 
all of the validation examinations.  The final estimate of attenuator thickness was accurate, 
with all estimates within 7% of the true value of attenuator thickness and an average 
deviation from the true value of attenuator thickness of 1.25 – 2.5% depending on the 
source used to derive the value of each variable.  Based on this testing, the computational 
model shows great promise in the accuracy of its use. 
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4.3 Xograph Canon direct digital radiography system 
 
To verify that the computational model works on more than just one manufacturer’s 
system, it was applied to an Xograph-Canon DDR unit.  The Xograph-Canon DDR system 
that was used is a fixed radiographic unit installed in 2016 in the radiology department of 
Aberdeen Royal Infirmary.  The x-ray unit is typical of that used for a general-purpose x-ray 
room.  It is capable of exposures across a kVp range of 50 – 120 and has a total filtration of 
3.58mm of Aluminium at 80kVp, measured at a 100cm FDD.  The unit was not under the 
remit of NHS Tayside’s medical physics department, however it was confirmed with the 
local (NHS Grampian) medical physics department that the x-ray system was up to date in 
terms of its preventative maintenance visits and quality control (QC) programmes and was 
expected to be performing to within the manufacturer’s specification on the day that the 
exposures described throughout §4.3 were undertaken.   
As it is anticipated that all x-ray systems have some dependence for measured radiation 
output on the number of exposures undertaken following a period of non-use, the unit was 
warmed up with 10 exposures prior to use.   
The x-ray unit had a KAP meter attached at the tube output; KAP values for each exposure 
were routinely recorded to ensure consistency from exposure to exposure when required.  
The calibration for the KAP meter, undertaken across the full kVp range of the equipment 
and traceable to a national standard, was obtained from NHS Grampian.  The unit has 2 
focal spot sizes; broad focus (1.2mm) and fine focus (0.6mm). 
The unit used an amorphous silicon wireless indirect digital detector, manufactured by 
Canon Inc.  Canon’s unique DDI is called the REX, which has a linear relationship with kerma 
at the image receptor.  This is necessary to comply with the requirements of International 
Electrotechnical Commission (IEC) 62494-1 [101] which state that the exposure index 
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should be linear with kerma at the image receptor for DDR systems.  A linear relationship 
allows for the specification of a deviation index (DI) defined as; 
 = 102 G **<H    [equation 4.1] 
where EIT is the target exposure index (REX).  The post-examination display of a DI allows 
the operator to see how far from the target REX the REX of the examination they have just 
undertaken is, which provides information relating to how well optimised the examination 
was. 
In preparation for applying the computational model, it was first necessary to create the 
LUTs the computational model would use.  As described in chapter 3, these include LUTs 
for estimating k0, kd and µeff.  The process for creating the LUTs was the same as was 
described throughout chapter 3 for the Fuji CR system, therefore only the results and 
significant findings are discussed in the sections that follow. 
 
4.3.1 Creating the look up tables for initial air kerma 
 
LUTs were created for estimating k0 using both the tube output and measured KAP. 
 
4.3.1.1 Tube output 
 
Mirroring the work undertaken in §3.3.1.1, the output at the centre of the x-ray field in 
terms of µGy mAs
-1
 at a 100cm FDD at 60, 80 and 100kVp was measured for field sizes that 
varied in 5cm increments in both axes parallel and perpendicular to the anode-cathode axis 
from 5-40cm in each for broad focus.  For a 20x20cm field size, the output was measured at 
0.5mAs, being the lowest the x-ray unit was capable of delivering, and then every discrete 
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mAs step up to 8mAs (0.63, 0.8, 1.0, 1.25, 1.6, 2.0, 2.5, 3.2, 4.0, 5.0, 6.3).  The same Raysafe 
Xi R/F detector that was used throughout chapter 3 was used for these measurements. 
This provided all of the data necessary to create a LUT for tube output for the Xograph-
Canon DDR x-ray system, like that described in §3.3.1.1. 
 
4.3.1.2 Examination kerma area product 
 
Mirroring the work undertaken in §3.3.2.1, correction factors for the KAP meter across the 
kVp range were acquired from NHS Grampian’s medical physics department.  Correction 
factors for the non-uniform kerma per unit area were measured at the centre of the field 
for all field size combinations in 5cm steps between 5 and 45cm in both axis parallel and 
perpendicular to the anode-cathode using equation 3.4 (§3.3.1.3).  The Raysafe Xi R/F 
detector was used for these measurements. 
This provided all of the data necessary to create a LUT for correction factors for the KAP to 
determine k0 for the Xograph-Canon DDR x-ray system, like that described in §3.3.1.3. 
 
4.3.2 Creating the look up tables for kerma at the image receptor 
 
The work undertaken in §3.3.2.5, suggests that only a single calibration of DDI or signal 
transfer property (STP) undertaken in a broad beam geometry with an attenuator thickness 
in excess of 100mm of solid water HE per kVp is necessary to produce the calibrations from 
which the kerma at the image receptor can be estimated.  This is a result of the quality of 
the x-ray beam as it exits the attenuator and will be independent of the x-ray equipment 
provided the inherent filtration of clinical x-ray units are similar.  The total filtration of the 
Xograph-Canon unit is 3.58mm of aluminium measured at 80kVp at a 100cm FDD, the total 
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filtration of the Philips Optimus 50 radiographic x-ray unit used throughout chapter 3 is 
3.39mm of aluminium measured under almost identical conditions (81kVp, not 80).  
Nevertheless, since this is only the second system on which the computational model will 
be tested, calibrations were undertaken using 25, 50, 75, 100, 125, 150, 175 and 200mm of 
solid water HE to verify that a single calibration undertaken at 200mm of solid water HE 
gives results for kerma at the image receptor that are accurate for all attenuator 
thicknesses of 100mm and above.  The results for REX calibrations with varying thicknesses 
of attenuator at 60, 70 and 80kVp are shown in figure 4-1. 
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(a)  
(b)  
(c)  
Figure 4-1: REX calibrations for the Xograph-Canon DDR system for varying thicknesses of 
solid water HE attenuator at (a) 60, (b) 70 and (c) 80kVp.  The uncertainty in kerma 
measurement is ±5% 
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Figure 4-1 suggests that the REX calibrations are indistinguishable for attenuator 
thicknesses greater than 75mm of Solid Water HE if the exposure is undertaken in a broad 
beam geometry.  This suggests that the kerma can be estimated from the REX from a single 
calibration per kVp provided it has been undertaken with an attenuator thickness of at least 
75mm of Solid Water HE.  In order to assess the quantitative uncertainty associated with 
this, a least squares fit was made to all of the REX calibrations acquired at 75mm or higher 
at 60, 70 and 80kVp using MATLAB [110] and the general form of; 
REX=	mdc,}d!.no +	dc,}d!   [equation 4.2] 
Using the values of the constants a and b in equation 4.2 for each calibration, kd was 
calculated for an incrementally increasing REX value from 200 to 2200 in steps of 100 for 
each calibration at 60, 70 and 80kVp.  For each kVp, the detector kerma from the individual 
estimates made using each of the calibrations of REX at 75, 100, 125, 150 and 175mm of 
solid water HE was compared with the value for kd calculated from the calibration using 
200mm of solid water HE.  This assessment of uncertainty will determine whether 
calibrations undertaken with a 200mm thickness of solid water HE attenuator are an 
appropriate choice as a single calibration for the determination of detector kerma.  The 
results are shown in figure 4-2. 
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(a)   
(b)   
(c)  
Figure 4-2: the absolute deviation between kerma calculated from the REX calibration 
measured using the specified thickness of solid water HE and that using 200mm of solid 
water HE for REX values ranging from 200 - 2200 at (a) 60, (b) 70 and (c) 80kVp 
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In all cases, the absolute deviations between the kerma calculated from the calibration 
measured using the specified thickness of solid water HE and that measured using 200mm 
of solid water HE are small.  The highest absolute deviation for any case was 1.02µGy and 
this was for a high detector kerma (in excess of 15µGy) for a comparison between 
calibrations undertaken at 100 and 200mm of solid water HE at 80kVp.  The trend for the 
deviation is consistent across all kVp values and attenuator calibrations; as was the case 
with the Fuji CR system, the deviation is greater for high detector kerma and becomes less 
towards a lower (and clinically relevant) detector kerma.  Taking a clinically relevant range 
of detector kerma values as 2.5 - 6µGy, the highest absolute deviation for any case is 
0.37µGy (a deviation of 5.6%).  This is a very similar result as was achieved with the Fuji CR 
system (for which the highest absolute deviation for any case within a detector kerma 
value of 2.5 - 6µGy is 0.29µGy, as described in §3.3.2.7) and the conclusion remains the 
same; a detector kerma can be accurately estimated for any examination in which the 
attenuator has a thickness in excess of the equivalent of 100mm of solid water HE from the 
DDI using a single calibration of DDI undertaken using 200mm of solid water HE. 
 
4.3.3 Estimating effective linear attenuation coefficient 
 
Values of µeff were measured for thicknesses of solid water HE of 25, 50, 75, 100, 125, 150, 
175 and 200mm at 60, 70 and 80kVp for a field size of 40x40cm at a 100cm FDD.  The 
Raysafe Xi R/F detector was used for all measurements and was positioned at the centre of 
the x-ray field once and never moved throughout.  Measurements of attenuator exit kerma 
and the kerma with no attenuator present were made for each of the thicknesses of solid 
water HE and the µeff calculated using equation 3.9 (§3.3.3).  The variation in µeff with 
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increasing thickness of solid water HE attenuator for 60, 70 and 80kVp is shown in figure 4-
3. 
 
Figure 4-3: the variation in measured effective linear attenuation coefficient, µeff, with 
increasing thicknesses of solid water HE attenuator for a 40x40cm field size at 60, 70 and 
80kVp 
 
The µeff shown in figure 4-3 demonstrate the same trends as were seen for the Fuji CR 
system, as described in §3.3.3.3.  There are differences between the absolute values with 
beam quality, as expected, and the values decrease with increasing attenuator thickness. 
The µeff values for the Xograph-Canon system are consistently 2 – 5% lower than those 
measured for the Fuji CR system.  This can be explained by the difference in the total 
filtration of each system.  The filtration of the Xograph-Canon system is 3.58mm of 
aluminium, compared with 3.39mm of aluminium for the Philips Optimus 50 radiographic 
x-ray unit used with the Fuji CR system.  This is expected to result in a lower µeff for the 
Xograph-Canon system compared with the Philips Optimus 50 radiographic x-ray unit for an 
equivalent kVp, as is found to be the case. 
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The LUT presented in §3.3.3 contains corrections for field size for the Philips Optimus 50 
radiographic x-ray unit.  These same corrections were used for the Xograph-Canon DDR 
unit. 
 
4.3.4 Test examinations 
 
To assess how well the computational model works with the Xograph-Canon system, test 
examinations were undertaken as they were for the Fuji CR system as described in §4.2.1.  
Eighteen test examinations were undertaken in total, six at each of 60, 70 and 80kVp.  For 
each group of six test examinations per kVp, there were only four unique thicknesses of 
solid water HE attenuator.  Test images were acquired three times for one thickness using 
the same exposure factors and geometry to additionally test the repeatability of the results 
generated using the computational model.  Thicknesses of solid water HE attenuator were 
selected between 100 and 200mm to match the availability of solid water HE thicknesses 
available.  Field sizes were selected between 20x20cm and 40x40cm.  The mAs for the 
exposure was chosen from a range of 1.2 to 6.3 to ensure a clinically relevant range of k0 
and kd values.  This was based on the premise that the detector kerma would not be 
significantly in excess of 5µGy for a reasonably well undertaken examination, as previously 
explained in §4.2.1.  All exposures were undertaken at 100cm FDD, with the attenuator 
placed directly on top of the Canon image receptor.   
One image was acquired for each examination.  Each used the local equipment testing 
protocol, configured by the manufacturer at the request of the local medical physics 
department not to apply any image processing to the system, resulting in a linear 
relationship between REX and kerma at the image receptor (as confirmed by the 
calibrations shown in figure 4-1, §4.3.2). 
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Images were extracted directly from the x-ray unit in native DICOM format using a USB 
drive. 
To allow for an assessment of the accuracy of the values selected by the computational 
model from the LUTs, two further exposures were made for each examination.  For the first 
of these, the Raysafe Xi R/F detector was positioned in place of the Canon detector so that 
a direct measure of kd could be made.  For the second, the Raysafe Xi R/F detector 
remained in place but the attenuator was removed so that a measurement of k0 could be 
made.  For both of these additional exposures, the examination KAP was recorded and 
found to be within 4.4% of those recorded for the examinations that produced the images.  
The µeff was calculated using the measured kd and k0 and the known thickness of the 
attenuator using equation 3.9 (§3.3.3). 
 
4.3.4.1 Estimate of initial air kerma 
 
For each examination two estimates of k0 were made.  The first, 8=X'cX', used the 
examination kVp, mAs, field size, tube focus selection and FDD to select a value from the 
LUT created in §4.3.1.1.  The second, 8wWx , used the examination kVp, KAP and field size to 
calculate k0 with a correction made for beam non-uniformity as described in §4.3.1.2.  The 
percentage difference between the estimated values and those measured using the 
Raysafe Xi R/F detector are shown in figure 4-4. 
149 
 
 
 
 
Figure 4-4: percentage difference between the values of initial air kerma, k0, estimated 
using the examination mAs and KAP and the value measured using the Raysafe Xi R/F 
detector 
 
Estimates of k0 using both methods (8=X'cX'  and 8wWx) produce results that are close to 
the values of k0 measured with the Raysafe Xi R/F detector.  The difference between the 
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method shown in §3.3.1.2 and §3.3.1.4.   
The average of the absolute individual deviations between measured and estimated values 
for 8=X'cX'  is 1.21%.  For 8wWx  the average of the absolute individual deviations between 
measured and estimated values is 1.74%.  A t-test indicates that these differences are not 
significant at the p < 0.05 level (p = 0.073). 
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HE attenuator as described in §4.3.2.  The examination REX was used with this calibration 
to estimate kd. 
The percentage difference between the estimated value of kd and the value measured 
using the Raysafe Xi R/F detector is shown in figure 4-5. 
 
Figure 4-5: percentage difference between the values of kerma at the image receptor, kd, 
estimated using the REX and the value measured using the Raysafe Xi R/F detector 
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with the Raysafe Xi R/F detector.  The average of the absolute individual deviations for 
 is 3.02%.  The repeatability of the estimates of kd for the 3 examinations that were 
repeated at 60, 70 and 80kVp was excellent.  The highest deviation in kd between any 2 
equivalent examinations was 0.07µGy.  
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and attenuator thickness that had been measured for the Xograph-Canon unit at various 
field sizes and kVp.  The closest relationship for the field size and kVp used in the 
examination was used to make a broad estimate of the attenuator thickness.  This broad 
estimate of thickness was then used with the measured relationship between µeff and 
attenuator thickness at the examination kVp and field size to estimate a value for µeff for 
the examination.  Where necessary, values of µeff were linearly interpolated for field size.  
For comparison, the known value of µeff refers to the value calculated using the measured 
kd and k0 and the known attenuator thickness using equation 3.9 (§3.3.3).  The results are 
shown in figure 4-6.  
 
Figure 4-6: percentage difference between the estimated values of effective linear 
attenuation coefficient, µeff, and the value calculated using the measured kd, k0 and the 
known attenuator thickness 
 
The estimates of µeff made using the methods described in §3.3.3.3 are consistently close 
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4.3.4.4 Estimate of attenuator thickness 
 
For each examination, two estimates of attenuator thickness were made using each 
estimate of k0 (using output and KAP) and the estimate of kd using the REX.  Only one value 
of µeff was calculated – this was used in both estimates.  The results are compared to the 
known attenuator thickness in table 4.6. 
Image 
number 
Attenuator thickness (mm) 
True 
(mm) 
Using REX () and output 
(8=X'cX') (estimate A) 
Using REX () and KAP 
(8wWx) (estimate B) 
Estimate 
(mm) 
Deviation from 
true (%) 
Estimate 
(mm) 
Deviation from 
true (%) 
1 115 114.2 -0.69% 115.5 0.42% 
2 145 144.7 -0.23% 146.0 0.67% 
3 160 163.0 1.88% 161.5 0.95% 
4 190 190.7 0.35% 191.2 0.65% 
5 190 188.6 -0.72% 189.2 -0.42% 
6 190 189.1 -0.45% 189.7 -0.16% 
7 130 129.5 -0.39% 130.4 0.34% 
8 160 161.9 1.20% 162.1 1.34% 
9 170 177.2 4.25% 176.7 3.94% 
10 190 195.2 2.72% 195.2 2.76% 
11 190 193.5 1.82% 193.7 1.94% 
12 190 194.1 2.15% 194.2 2.22% 
13 115 113.0 -1.76% 115.2 0.21% 
14 130 127.0 -2.29% 128.1 -1.48% 
15 160 162.9 1.84% 162.9 1.79% 
16 190 192.2 1.16% 192.3 1.21% 
17 190 191.7 0.88% 192.0 1.03% 
18 190 192.2 1.16% 192.4 1.26% 
Table 4.6: the estimates of attenuator thickness made by the computational model for both 
values of estimated initial air kerma, k0, compared with the known attenuator thickness 
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All estimates of attenuator thickness were within 4.3% of the true value of attenuator 
thickness.  The average of the absolute deviation between estimated and true attenuator 
thickness is 1.44% for estimate A and 1.27% for estimate B. 
Whilst there is an apparent greater accuracy in the final estimate of attenuator thickness 
using KAP rather than output to determine the kerma at the image receptor, kd, a t-test 
indicates that this difference is not significant at the p < 0.05 level (p = 0.089).  
As was concluded in §4.2.5 when testing the computational model with the Fuji CR system, 
the testing presented with the Xograph-Canon DDR system demonstrates that the 
computational model shows great promise in the accuracy of its use on this system as well. 
 
4.3.5 Summary 
 
The computational model has been applied to an Xograph-Canon DDR system.  LUTs 
specific to the Xograph-Canon system were created as required.  The estimates of k0, kd and 
µeff made by the computational model were all compared to measured values and found to 
be consistently accurate across all of the validation examinations.  The final estimate of 
attenuator thickness was accurate, with all estimates within 4.3% of the true value of 
attenuator thickness and an average deviation from the true value of attenuator thickness 
of 1.27 – 1.44% depending on the source used to derive the value of k0.  These results are 
similar to those achieved with the Philips Optimus 50 radiographic x-ray unit and Fuji CR 
system.  The accuracy of the computational model is similar across two systems of different 
manufacture. 
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4.4 Fuji direct digital radiography system 
 
Although a Fuji system has already been tested, as presented in §4.2, local access was also 
available to a Fuji DDR system, which was deemed to be sufficiently different from the CR 
system as to merit additional testing of the computational model.  The Fuji DDR system 
uses a different DDI to the Fuji CR system, with a different relationship to kerma.  
Furthermore, the clinical validation study described in chapter 6 was undertaken on the 
Fuji DDR system, so ensuring the accuracy of the computational model on the system 
beforehand was required before the clinical validation study could proceed. 
The Fuji DDR system was a radiographic mobile (the ‘Fuji FDR Go digital mobile x-ray unit’) 
with a wireless digital detector manufactured by Fujifilm Corporation.  It was purchased in 
March 2016 by NHS Tayside and is used throughout Ninewells hospital.   It is capable of 
exposures across a kVp range of 40 – 130 and has a total filtration of 3.41mm of aluminium 
at 80kVp, measured at a 100cm FDD.  The unit was up to date in terms of its preventative 
maintenance visits and QC programmes and was known to be performing to within the 
manufacturer’s specification on the days that the exposures described within this chapter 
were undertaken.  As it is anticipated that all x-ray systems have some dependence for 
measured radiation output on the number of exposures undertaken following a period of 
non-use, the unit was warmed up with 10 exposures prior to use.   
The x-ray unit had a KAP meter attached at the tube output; KAP values for each exposure 
were routinely recorded to ensure consistency from exposure to exposure when required.  
The calibration for the KAP meter, undertaken across the full kVp range of the equipment 
and traceable to a national standard, was available from recent QC testing.  The unit has 2 
focal spot sizes; broad focus (1.3mm) and fine focus (0.7mm). 
The unit used an amorphous silicon wireless digital detector.  On DDR units, Fuji’s unique 
DDI is called the exposure index (EI), which has a linear relationship with kerma at the 
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image receptor.  The EI complies with the requirements of IEC 62494-1 [101], allowing use 
of the DI defined by equation 4.1. 
In preparation for applying the computational model, it was first necessary to create the 
LUTs the computational model would use.  As described in chapter 3, these include LUTs 
for estimating k0, kd and µeff.  The process for creating the LUTs was the same as was 
described throughout chapter 3 and §4.3, therefore only the results and significant findings 
are discussed in the sections that follow. 
 
4.4.1 Creating the look up tables for initial air kerma 
 
LUTs were created for estimating k0 using both the tube output and measured KAP. 
 
4.4.1.1 Tube output 
 
The output at the centre of the x-ray field in terms of µGy mAs
-1
 at a 100cm FDD at 60, 70 
and 80kVp was measured for field sizes that varied in 5cm increments in both axes parallel 
and perpendicular to the anode-cathode axis from 5-40cm in each for broad focus.  For a 
20x20cm field size, the output was measured at 0.5mAs, being the lowest the x-ray unit 
was capable of delivering, and then every discrete mAs step up to 8mAs (0.32, 0.36, 0.4, 
0.45, 0.5, 0.56, 0.63, 0.71, 0.8, 0.9, 1.0, 1.1, 1.2, 1.4, 1.6, 1.8, 2.0, 2.2, 2.5, 2.8, 3.2, 3.6, 4.0, 
4.5, 5.0, 5.6, 6.3, 7.1).  The same Raysafe Xi R/F detector that was used throughout chapter 
3 was used for these measurements. 
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4.4.1.2 Examination kerma area product 
 
Correction factors for the KAP meter calibration across the kVp range were already known 
from the QC programme.  Correction factors for the non-uniform kerma per unit area were 
measured for the centre of the field for all field size combinations in 5cm steps between 5 
and 45cm in both axis parallel and perpendicular to the anode-cathode using equation 3.4 
(§3.3.1.3).  The Raysafe Xi R/F detector was used for these measurements. 
 
4.4.2 Creating the look up tables for image receptor kerma 
 
It was established on both the Philips Optimus 50 radiographic x-ray unit with the Fuji CR 
system and the Xograph-Canon DDR system that only a single calibration of DDI and STP 
undertaken in a broad beam geometry with an attenuator thickness in excess of 100mm of 
solid water HE per kVp is necessary to produce the calibrations from which the kerma at the 
image receptor can be estimated.  Calibrations of EI and STP are only presented for the Fuji 
DDR unit using 200mm of solid water HE attenuator.  These are shown in figure 4-7(a – b) 
for EI and STP respectively. 
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(a)  
(b)  
Figure 4-7: (a) EI and (b) STP calibrations for the Fuji DDR system for a 200mm thickness of 
solid water HE attenuator at 60, 70 and 80kVp 
 
A least squares fit was made to all calibrations using Matlab; the calibrations have the 
general forms; 
EI =	mdc,}d!.no +	dc,}d!   [equation 4.3]  
 =	mdc,}d!j) 	).no++ + dc,}d! [equation 4.4]. 
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4.4.3 Estimating effective linear attenuation coefficient 
 
Values of µeff were measured for thicknesses of solid water HE ranging from 10 to 200mm 
in increments of 10mm at 60, 70 and 80kVp for field sizes of 20x20, 30x30 and 40x40cm at a 
100cm FDD.  The Raysafe Xi R/F detector was used for all measurements and was 
positioned at the centre of the x-ray field once and never moved throughout.  
Measurements of attenuator exit kerma and the kerma with no attenuator present were 
made for each of the thicknesses of solid water HE and the µeff calculated using equation 
3.9 (§3.3.3).  The variation in µeff with increasing thickness of solid water HE attenuator for 
60, 70 and 80kVp is shown in figure 4-8(a-c) for field sizes of 20x20, 30x30 and 40x40cm 
respectively. 
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(a)  
(b)  
(c)  
Figure 4-8: the variation in measured effective linear attenuation coefficient, µeff, with 
increasing thicknesses of solid water HE attenuator at 60, 70 and 80kVp for field sizes of (a) 
20x20cm, (b) 30x30cm and (c) 40x40cm 
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The values of µeff shown in figure 4-8 demonstrate the same trends as were seen for the 
Fuji CR system, as described in §3.3.3.3 and the Xograph-Canon DDR system, as described 
in §4.3.3.  There are differences between the absolute values with beam quality, as 
expected, and the values decrease with increasing attenuator thickness. 
The values themselves are similar to those measured for the Fuji CR and the Xograph-
Canon DDR systems.  Those measured for the Fuji DDR system are on average 3.2% lower 
than for the Fuji CR system and 0.05% greater than the Xograph-Canon system.  The 
inherent filtration of the Fuji DDR system is 3.41mm of aluminium, compared with 3.58mm 
of aluminium for the Xograph-Canon system and 3.39mm of aluminium for the Philips 
Optimus 50 radiographic x-ray unit used with the Fuji CR system.  The beam quality is 
harder for the Xograph-Canon system and as is expected this results in the lowest µeff for an 
equivalent kVp compared with the Philips Optimus 50 radiographic x-ray and Fuji DDR units. 
 
4.4.4 Test examinations 
 
To assess how well the computational model works with the Fuji DDR system, test 
examinations were undertaken as they were described for the Fuji CR system in §4.2.1 and 
the Xograph-Canon DDR system in §4.3.4.  Twelve test examinations were undertaken in 
total, four at each of 60, 70 and 80kVp.  Thicknesses of solid water HE attenuator were 
selected between 100 and 200mm to match the availability of solid water HE thicknesses 
available.  Field sizes were selected between 10x10cm and 40x40cm.  The mAs for the 
exposure was chosen from a range of 1.1 to 4.0 to ensure a clinically relevant range of k0 
and kd values.  All exposures were undertaken at 100cm FDD, with the attenuator placed 
directly on top of the Fuji image receptor. 
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One image was acquired for each examination using the ‘sensitivity’ processing algorithm 
which applies as little processing to the image as is possible.  These images would 
demonstrate a variance in EI, but not PV.  It was possible on the Fuji DDR unit to copy the 
raw data from one image and apply different processing to it.  Using this function, it was 
possible to create a copy of each image and apply the ‘sensitivity’ processing algorithm but 
with a fixed EI of 200 so that the PV would vary.   As the images used for DDI and PV 
analysis would be identical, this removed one of the sources of error that existed for the 
Fuji CR system where it was necessary to acquire two images for each test.  There will have 
been slight differences between them as a result of deviations in x-ray tube output from 
exposure to exposure and because of the stochastic nature of x-ray absorption. 
All of the images were extracted directly from the x-ray unit in native DICOM format using 
a USB drive. 
To allow for an assessment of the accuracy of the values selected by the computational 
model from the LUTs, two further exposures were made for each examination.  For the first 
of these, the Raysafe Xi R/F detector was positioned in place of the Fuji image receptor so 
that a direct measure of kd could be made.  For the second, the Raysafe Xi R/F detector 
remained in place but the attenuator was removed so that a measurement of k0 could be 
made.  For both of these additional exposures, the examination KAP was recorded and 
found to be within 0.5% of those recorded for the examinations that produced the images.  
The µeff was calculated using the measured kd and k0 and the known thickness of the 
attenuator using equation 3.9 (§3.3.3). 
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4.4.4.1 Estimate of initial air kerma 
 
For each examination two estimates of k0 were made.  The first, 8=X'cX', used the 
examination kVp, mAs, field size, tube focus selection and FDD to select a value from the 
LUT created in §4.4.1.1.  The second, 8wWx , used the examination kVp, KAP and field size to 
calculate k0 with a correction made for beam non-uniformity as described in §4.4.1.2.  The 
percentage difference between the estimated values and those measured using the 
Raysafe Xi R/F detector are shown in figure 4-9. 
 
Figure 4-9: percentage difference between the values of initial air kerma, k0, estimated 
using the examination mAs and KAP and the value measured using the Raysafe Xi R/F 
detector 
 
Estimates of k0 using both methods (8=X'cX'  and 8wWx) produce results that are close to 
the values of k0 measured with the Raysafe Xi R/F detector.  The difference between the 
estimates and the measured values are all within the uncertainty budgets for each method 
shown in §3.3.1.2 and §3.3.1.4.   
The average of the absolute individual deviations between measured and estimated values 
for 8=X'cX'  is 2.9%.  For 8wWx  the average of the absolute individual deviations between 
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measured and estimated values is 4.1%.  A t-test indicates that these differences are 
significant at the p < 0.05 level (p = 0.0035). 
 
4.4.4.2 Estimate of kerma at the image receptor 
 
For each examination two estimates of kd were made.  The first used the examination EI 
value to estimate , the second used a measurement of PV from a 1cm2 ROI at the 
centre of the image to estimate x .  The examination kVp was used to select the 
appropriate calibration between kd and EI and kd and PV from those acquired using 200mm 
of solid water HE attenuator as described in §4.4.2. 
The percentage difference between the estimated value of kd and the value measured 
using the Raysafe Xi R/F detector is shown in figure 4-10. 
 
Figure 4-10: percentage difference between the values of kerma at the image receptor, kd, 
estimated using the EI and measured PV and the value measured using the Raysafe Xi R/F 
detector 
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Estimates of kd made using the EI and measured PV produce results that are close to the 
values measured with the Raysafe Xi R/F detector.  The average of the absolute individual 
deviations is 3.2% for  and 3.7% for x.  A t-test shows the difference between the 
two is not significant at the p < 0.05 level (p = 0.50). 
 
4.4.4.3 Estimate of effective linear attenuation coefficient 
 
For each examination one estimate of µeff was made.  For comparison, the known value of 
µeff refers to the value calculated using the measured kd and k0 and the known attenuator 
thickness using equation 3.9 (§3.3.3).  The results are shown in figure 4-11.  
 
Figure 4-11: percentage difference between the estimated values of effective linear 
attenuation coefficient, µeff, and the value calculated using the measured kd, k0 and the 
known attenuator thickness 
 
The estimates of µeff made using the methods described in §3.3.3.3 are consistently close 
to the true value, calculated using the measured values of kd and k0 for each examination 
and the known attenuator thickness.  The highest deviation between measured and true 
values is 2.8% and the average of the absolute individual deviations is 1.7%. 
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4.4.4.4 Estimate of attenuator thickness 
 
For each examination, four estimates of attenuator thickness were made using every 
available combination of k0 (using output and KAP) and kd (using EI and PV).  Only one value 
of µeff was calculated – this was used in all four estimates.  These are called estimates A - D 
in table 4.7.  Estimates of attenuator thickness were made using equation 3.1 (§3.1).  The 
results are compared to the known attenuator thickness in table 4.7. 
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Table 4.7: the estimates of attenuator thickness made by the computational model for all combinations of predicted values of initial air kerma, k0, and 
kerma at the image receptor, kd, compared with the known attenuator thickness 
Image 
number 
Attenuator thickness (mm) 
True (mm) Using EI () and output 
(8=X'cX') (estimate A) 
Using EI () and KAP 
(8wWx) (estimate B) 
Using PV (x) and output 
(8=X'cX') (estimate C) 
Using PV (x) and KAP 
(8wWx) (estimate D) 
Estimate (mm) Deviation 
from true 
(%) 
Estimate 
(mm) 
Deviation 
from true 
(%) 
Estimate 
(mm) 
Deviation 
from true (%) 
Estimate 
(mm) 
Deviation 
from true (%) 
1 125 121.5 -2.79% 124.1 -0.71% 120.9 -3.31% 123.5 -1.23% 
2 170 168.6 -0.83% 170.8 0.44% 166.9 -1.83% 169.1 -0.55% 
3 140 136.3 -2.62% 138.8 -0.84% 135.6 -3.17% 138.1 -1.38% 
4 110 104.5 -4.96% 108.0 -1.83% 103.5 -5.89% 107.0 -2.76% 
5 135 130.6 -3.23% 134.3 -0.51% 128.4 -4.85% 132.1 -2.13% 
6 190 189.7 -0.16% 193.6 1.90% 185.8 -2.20% 189.7 -0.13% 
7 140 132.7 -5.23% 137.2 -2.03% 132.4 -5.44% 136.9 -2.24% 
8 150 155.1 3.42% 158.5 5.64% 150.6 0.40% 153.9 2.62% 
9 180 174.0 -3.33% 177.9 -1.18% 175.3 -2.64% 179.1 -0.48% 
10 160 152.6 -4.64% 156.6 -2.11% 154.7 -3.28% 158.8 -0.76% 
11 155 149.3 -3.67% 152.1 -1.90% 149.5 -3.55% 152.3 -1.77% 
12 140 133.2 -4.89% 136.5 -2.54% 132.7 -5.25% 136.0 -2.89% 
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All estimates of attenuator thickness were within 5.9% of the true value of attenuator 
thickness.  The average of the absolute deviation between estimated and true attenuator 
thickness is 3.3% for estimate A, 1.8% for estimate B, 3.5% for estimate C and 1.6% for 
estimate D. 
Whilst all results are excellent, there is a slightly greater accuracy achieved using KAP over 
output (deviations of 1.8% compared with 3.3% and 1.6% compared with 3.5%) for the 
estimate of k0.  Whilst the more accurate estimates of attenuator thickness are associated 
with estimates of k0 made using the examination KAP, these estimates of k0 were less 
accurate than those made using the x-ray tube output, as shown in §4.4.4.1.  The 
consistent overestimate of k0 using the examination KAP is simply balancing the 
inaccuracies with the other variables to give, on average, a more accurate estimate of 
attenuator thickness.  A t-test indicates that the difference between estimates of 
attenuator thickness made using output and examination KAP are significant at the p < 0.05 
level (p = 4.55x10
-9
 for both EI and PV).  A t-test indicates that the difference between 
estimates of attenuator thickness made using EI and PV are not significant at the p < 0.05 
level (p = 0.099 for both output and KAP). 
 
4.4.5 Summary 
 
The computational model has been applied to a Fuji DDR system.  LUTs specific to the Fuji 
DDR system were created as required.  The estimates of k0, kd and µeff made by the 
computational model were all compared to measured values and found to be consistently 
accurate across all of the validation examinations.  The final estimate of attenuator 
thickness was accurate, with all estimates within 5.9% of the true value of attenuator 
thickness and an average deviation from the true value of attenuator thickness of 1.6 – 
3.3% depending on the source used to derive the values of k0 and kd.  These results are 
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similar to those achieved with the Philips Optimus 50 radiographic x-ray unit and Fuji CR 
and the Xograph-Canon DDR systems. 
 
4.5 Conclusion 
 
In this chapter the computational model developed and described in detail throughout 
chapter 3 was tested on 3 different x-ray imaging systems; a Fuji CR system with a Philips 
Optimus 50 radiographic x-ray unit, an Xograph-Canon DDR unit and a Fuji DDR unit.  Test 
images were undertaken for each, with the accuracy of the estimate of each of the three 
variables k0, kd and µeff assessed along with the overall accuracy of the estimate of 
attenuator thickness. 
For all three systems the results are excellent.  Across all of the test exposures made on all 
three units the largest deviation in the estimate of k0 is 6.3%, the largest deviation in the 
estimate of kd is 7.3%, the largest deviation in the estimate of µeff is 3.5% and the largest 
deviation in the estimate of attenuator thickness is 7%. 
It has been demonstrated that the computational model works accurately for a single 
composition attenuator and on CR and DDR units of two different manufacturers.  This 
suggests that as long as the data required for the computational model’s LUTs can be 
measured, and provided the system has a stable calibration for DDI and STP as it should 
[101], the computational model could be applied to any x-ray system.  This is important, 
given the aim to develop a computational model that could be used to assist with dose 
audit of paediatric radiographic examinations. 
The model must now be modified to account for attenuators composed of multiple 
materials if it is to be clinically useful.  Chapter 5 considers the case of multi-composition 
phantoms. 
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Chapter 5 – considerations relating to patients 
 
Overview 
This chapter considers the implications for the computational model from using it on 
patients, who are significantly different from the single composition attenuators 
investigated so far.  Use on patients has no effect on the estimate of initial air kerma, k0, 
but its potential effect on the estimate of the kerma at the image receptor, kd, is 
investigated.  The effect on the estimate of the effective linear attenuation coefficient, µeff, 
is expected to be significant; this is thoroughly investigated for examinations of the 
abdomen, chest and pelvis.  The necessary additions to the existing look up tables are 
presented. 
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5.1 Introduction 
 
It was demonstrated in chapter 4 that the computational model can be used to accurately 
estimate the thickness of an attenuator with a single composition.  If it is to be used to 
estimate the thickness of a patient, the model must also be able to account for attenuators 
composed of multiple and varied tissues.  This chapter identifies the distinct tissue types of 
most relevance to x-ray examinations of the chest, abdomen and pelvis and assesses the 
effect of each on the estimate of effective linear attenuation coefficient, µeff, and tissue 
thickness.  To assess the expected range in values of µeff from patient to patient, the 
natural variation in individual tissue thickness and total patient thickness from patient to 
patient is investigated in a retrospective study of chest, abdomen and pelvis computed 
tomography (CT) examinations.  The data from the patients in these CT examinations are 
then added to the Monte Carlo model presented in chapter 2.  Monte Carlo simulations 
were then run with models created using the data from the patients in the CT examinations 
to assess the expected variation in values of µeff from x-ray examinations of patients with a 
range of sizes and body habitus.  The effect on the estimate of kerma at the image 
receptor, kd, as a result of the variation in individual tissue and total patient thickness is 
also investigated using Monte Carlo techniques. 
 
5.2 Choice of examination 
 
When it first proposed a measurement of patient thickness as part of a method for 
paediatric dose audit, the National Radiological Protection Board’s (NRPB) report R318 [40] 
considered four paediatric x-ray examinations.  These were skull, chest, abdomen and 
pelvis examinations.  Radiographic examinations of the skull are no longer routinely 
undertaken; the availability, sensitivity and specificity of CT examinations mean patients 
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that would have been referred for skull radiographs are referred for CT examinations 
instead.  This is reflected in National Institute for Health and Care Excellence (NICE) 
guidelines [111], which recommend CT examinations for all assessment of head pathology 
or injury.  Examinations of the chest, abdomen and pelvis are still relevant for the 
paediatric population.  Each of these will be considered in this chapter. 
Whilst the aim of this work is to develop, optimise and validate a tool for estimating the 
thickness of a patient to assist with paediatric patient dose audit, the feasibility of using the 
computational model to estimate the thickness of a patient will have to be assessed with a 
cohort of adult patients.  NHS Tayside does not have any dedicated paediatric imaging 
facilities and has a low throughput of paediatric patients.  Therefore, the data necessary to 
optimise and validate the computational model for paediatric patients is not available 
locally.  However, the only difference between the application of the computational model 
for adult and paediatric patients are the absolute values of µeff.  If it can be demonstrated 
that the methods used to derive values of µeff for adult patients are accurate, those same 
methods applied to a paediatric cohort will be equally accurate. 
Monte Carlo simulations will be used to determine values of µeff.  This requires the addition 
of one or more representative patients to the Monte Carlo model for each examination. 
 
5.3 Existing computational phantoms for Monte Carlo simulations 
 
There are many existing computational phantoms [112-123] available for use in Monte 
Carlo models.  These computational phantoms represent adults and children of different 
ages, typically newborn, 1, 5, 10 and 15 years old.  Voxelised computational phantoms 
[112-117] are based on segmented patient data.  Mathematical computational phantoms 
172 
 
 
 
[118-122] are based on definitions of simple geometric shapes.  One further computational 
model [123] is a hybrid of the two.   
Voxelised phantoms are more realistic but are limited to the anatomy of the reference set, 
with no convenient means of varying patient anatomy or size.  Mathematical phantoms can 
be manipulated to model anatomical variations but are less realistic.  Both define organs to 
allow for estimates of organ and effective dose and the tissue properties for the individual 
organs can be changed as required. 
This chapter considers the effect of varying patient size and composition on the µeff.  The 
use of a single existing computational phantom only provides a value of µeff for a single 
patient diameter.  The computational phantom could be changed to reflect a patient of a 
different diameter, however it is not obvious how to make this change.  A larger patient 
could be created by adding layers of fat to the periphery of the existing phantom or by 
scaling the size of each individual organ upwards accordingly.  Both would change the value 
of µeff, but it cannot be known if either would be relevant for a real patient. 
For the reasons given above, the existing computational phantoms will not be used for this 
work.  Instead, simple block phantoms will be used to simulate patients based on 
measurements of real patients taken from CT examinations undertaken at NHS Tayside.  
This will ensure that a representative range of patient size and composition is considered 
when assessing values of µeff, though it does sacrifice anatomical accuracy. 
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5.4 Considerations relating to the estimate of effective linear attenuation 
coefficient 
 
5.4.1 Tissue types 
 
For examinations of the chest, abdomen and pelvis, the compounds and tissue types that 
will be encountered by the x-ray beam are air, bone, blood, skeletal muscle, soft tissue 
(including bowel, intestine, kidneys, liver etc), water, lung tissue, breast tissue and adipose 
tissue [124].  The International Commission on Radiation Units and Measurements’ (ICRU) 
report 44 [125] gives a chemical composition for all of these materials, except bone, 
meaning they can be added to the Monte Carlo code and used in simulations.  Bone is more 
complex as there are two types, cortical and cancellous.  Cortical bone is found in the shaft 
of long bones and in the periphery of joints and vertebrae around the cancellous bone 
within [124].  The bony structures that need to be simulated in the chest, abdomen and 
pelvis cannot be regarded as being made of only cortical bone as there is a significant 
quantity of cancellous bone present as well (the relative proportions vary with the shape of 
the bone [124]).  ICRU report 44 [125] presents a material intended to mimic a composite 
of cortical and cancellous bone called spongiosa.  Spongiosa comprises 33% cortical bone 
and 67% marrow by mass, where the marrow is assumed to be 50% red marrow and 50% 
yellow marrow by mass [125].  It has a density of 1180kg m
-3
, significantly less than that of 
cortical bone (1920kg m
-3
) and greater than that of bone marrow (1030kg m
-3
 for red 
marrow and 980kg m
-3
 for yellow marrow).  The elemental composition for spongiosa is 
provided in ICRU report 44 [125] allowing it to be added to the Monte Carlo code.   
Any change to the composition, total thickness or the relative thickness of the different 
compounds in an attenuator will change the value of µeff.  As an illustrative exercise, the 
linear attenuation coefficient (µ) for the most relevant tissues for x-rays of the chest, 
abdomen and pelvis were obtained from the National Institute of Standards and 
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Technology (NIST) database [97] using the compositions recommended in ICRU report 44 
[125].  The data for spongiosa came directly from ICRU report 44 [125].  These are shown in 
figure 5-1. 
 
Figure 5-1: the linear attenuation coefficients with photon energy for tissues found in the 
chest, abdomen and pelvis 
 
Figure 5-1 shows a range of µ  values for tissues found in the chest, abdomen and pelvis.  
The estimate of patient thickness will be very sensitive to the relative proportion of each 
tissue type.  To evaluate the effect each compound or tissue type has on the estimate of 
attenuator thickness, indicative estimates of attenuator thickness were made for each 
compound or tissue type.  Each estimate used a 
 of 0.1 and the µ  value for an x-ray 
energy of 80keV.  The results are shown in table 5.1 
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Compound or tissue type Attenuator thickness (mm)
 
Cortical bone 53.8 
Spongiosa 100.1 
Blood 118.9 
Skeletal muscle 120.3 
Soft tissue 119.2 
Water 125.3 
Lung tissue 120.1 
Breast tissue 124.9 
Adipose tissue 134.7 
Table 5.1: thickness required to attenuate an 80keV x-ray beam by 90% for each compound 
or tissue type 
 
As is expected and as shown in table 5.1, the µ values for blood, skeletal muscle, soft tissue 
and lung tissue are sufficiently close that there is only a very small difference in the 
estimated attenuator thickness required to achieve 
 = 0.1 (average thickness 119.6mm, 
maximum deviation for any single compound or tissue type 0.7mm).  These values are close 
enough that for a Monte Carlo simulation undertaken to estimate values of µeff there is no 
need to differentiate between these tissues; soft tissue can be used to represent all of 
them.  This is not true of water, breast tissue, adipose tissue, cortical bone or spongiosa, 
where the difference in µ leads to considerable differences in the estimated attenuator 
thickness required to achieve 
 = 0.1.  These tissues need to be explicitly included in a 
Monte Carlo simulation to estimate values of µeff, where present.  This is clearly true of air 
as well. 
In all of the Monte Carlo simulations that are presented throughout chapter 5, spongiosa 
was used as the material for all bone.  All blood, skeletal muscle, soft tissue and lung tissue 
was simulated using the ICRU report 44 [125] composition of soft tissue which is already 
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included in the Monte Carlo code.  The ICRU report 44 [125] composition of adipose tissue 
was used to add it to the Monte Carlo code.  The proportion of adipose tissue was 
considered separately for each clinical site.  The air in the lungs, and where encountered 
elsewhere in the body, was simulated as air. 
 
5.4.2 Patient variation 
 
For any single clinical site and x-ray projection, the composition of tissues the x-ray beam 
will pass through are known but the actual amount of each tissue will vary from patient to 
patient.  There are many reasons why one patient might be larger or smaller than another, 
including differences in the amount of skeletal muscle, adipose tissue, air (as a result of 
bloating, for example), organ size or skeletal size.  The estimate of µeff is dependent upon 
patient composition and will vary with the relative proportion of these tissues.  The range 
of µeff values must be assessed to consider the implications for the computational model, 
but this must be for relative proportions of tissues that are clinically relevant.  The only way 
of determining the clinically relevant range of thicknesses for each tissue encountered from 
patient to patient is to measure it.  This was investigated using a series of CT images of the 
chest, abdomen and pelvis obtained from examinations undertaken at Ninewells Hospital 
in 2018.  For chest, abdomen and pelvis examinations, 50 sequential patients who had 
undergone the examination in 2018 and who met the inclusion criteria were identified 
using the local Radiology Information System (RIS).  The inclusion criteria were patients 
aged 18 or older and a mix of 25 male and 25 female patients.  A filter was applied to the 
search on the RIS to return only patients that met the inclusion criteria. 
For each examination, the slice that is most representative of the centreline for positioning 
the anterior-posterior (AP) radiographic projection was located in the z-axis and 
measurements of the thickness of each tissue along a path in the y-axis at the centre of the 
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x-axis (with axes as defined in figure 5-2) were made using the distance measurement tool 
on the Carestream Picture Archive and Communication System (PACS).  
 
Figure 5-2: the definition of the x, y and z-axes with reference to the CT images used to 
measure the thickness of individual tissues.  The images are only indicative, and are from 
publicly available studies hosted on The Cancer Imaging Archive (TCIA) [126] 
 
The identification of the patients and the subsequent measurements of tissue thickness 
were made under an NHS Tayside Caldicott approval granted in accordance with NHS 
Tayside clinical governance procedures in October 2014.  The approval runs for the 
duration of this project and is contingent upon no patient identifiable information being 
used or stored. 
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5.5 Estimating effective linear attenuation coefficient for each examination 
 
Values of µeff can be estimated from Monte Carlo simulations where the simulated patients 
are constructed based on the measurements of actual patient tissue thicknesses.  In 
§3.3.3.3 it was shown that the relationship between attenuator thickness and 
 could be 
used to optimise an estimate of µeff for exposures of a single composition attenuator.  To 
determine whether or not this was also true for a multi-composition attenuator, the value 
of 
 was also calculated from the Monte Carlo simulations and the relationship between 
measured total patient thickness and 
 considered.  This was done for a) abdomen, b) 
chest and c) pelvis examinations. 
 
5.5.1 Abdomen examinations 
 
5.5.1.1 Study of patient size 
 
Local NHS Tayside protocol is to align the centre of the x-ray beam for planar AP abdomen 
x-rays at the level of patient’s iliac crest.  Therefore, the iliac crest was located on CT scans 
of the abdomen for the 25 male and 25 female patients as described in §5.4.2.  
Measurements of the total AP thickness along the centreline (shown in red in figure 5-3) 
and of groups of similar tissues along the same path (shown in blue in figure 5-3, offset 
from the centre for clarity) were made using the electronic callipers on the PACS. 
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Figure 5-3: the location of the measurements of total (red line) and individual (blue lines, 
offset for clarity) tissue thickness through the centreline of a slice at the iliac crest.  The 
representative image is from a study [127] hosted on TCIA [126] 
 
The tissues were grouped together into the 6 distinct types shown by the blue lines in 
figure 5-3.  The tissues were generally grouped as (from anterior to posterior); soft and 
adipose tissue (skin and fat), soft and adipose tissue (abdominal tissues and abdominal fat), 
bone (vertebra), soft tissue (spinal cord), bone (vertebra) and soft and adipose tissue (skin 
and fat). 
The measurements outlined above were made for all 50 CT abdomen patients identified in 
§5.4.2.  The results are shown in table 5.2. 
Thickness 
(mm) 
Skin / 
fat 
Abdominal 
tissues 
Vertebra Spinal 
cord 
Vertebra Skin / 
fat 
Total 
Average 
± Std Dev 
24.3 
± 9.8 
112.4 
± 33.4 
35.6 
± 5.0 
16.2 
± 8.3 
30.6 
± 16.3 
39.2 
± 16.3 
258.4 
± 41.5 
Median 25.3 113.3 35.5 15.6 31.4 36.7 260.4 
Maximum 54.7 191.5 47.8 35.6 47.9 91.0 366.3 
Minimum 8.5 41.2 26.8 9.5 13.4 16.7 176.8 
Table 5.2: the results of the tissue and total patient thickness measurements undertaken 
for a study of 50 patient CT examinations of the abdomen 
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A t-test indicates that there are statistically significant differences (at the p < 0.05 level) 
between the male and female cohort.  The p values for all tissues (from anterior to 
posterior) are as follows; the skin/fat (p = 0.159), soft tissue (p = 0.017), the vertebra (p = 
0.002), the spinal cord (p = 0.606), the vertebra (p = 0.072), the skin/fat (p = 0.005) and the 
total thickness (p = 0.261). 
This demonstrates that the differences between the male and female groups are such that 
the analysis should consider the entire sample and male and female cohorts separately. 
 
5.5.1.2 Monte Carlo simulation of abdomen examinations 
 
To assess the potential range of µeff values for the path of x-rays through the centreline of a 
patient at the iliac crest, each of the 50 patients in the study was modelled in a separate 
Monte Carlo simulation.  The general form of the patient for each simulation is as shown in 
figure 5-4. 
 
 
 
 
Figure 5-4: the general form of the patient's abdomen used in the Monte Carlo simulations, 
 
Each patient was modelled as a simple six layered block phantom which extended to 30cm 
in the x-axis.  The first layer was simulated as adipose tissue.  All humans have adipose 
tissue under the skin (subcutaneous), around the internal org
marrow, in muscle and in breast tissue 
surrogate for the amount of adipose tissue present.  However, there is no single value or 
range for percentage body fat that is appropriate for ev
known to be higher for females than males, increase with age, vary with ethnicity and 
significantly increase with body mass index (BMI) 
evaluated the relationship between percentage body fat
BMI (the National Health Service (NHS) position is that a healthy BMI for adults is in the 
range of 18.5-24.9 [129]
for men in the 20-39 age range.  Across all ages, ethnicities and BMIs, percentage body fat 
ranged from 8 – 43%.  For all of the Monte Carlo simulated abdomen examinations, it was 
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ans (visceral), in bone 
[124].  Percentage body fat could be used as a 
eryone.  Percentage body fat is 
[124, 128].  A study in 2000 that 
 and BMI found that for a healthy 
) percentage body fat varies from 26-30% for women and 14
 
-18% 
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decided to fix the percentage fat in the examination projection at 20%, the rationale being 
that this was a mid-range value from those in the literature [124, 128, 129].  To simulate 
this, adipose tissue was set at 20% of the total thickness of all adipose and soft tissues 
identified for each patient in the study (i.e. the thicknesses shown in columns 2, 3, 5 and 7 
of table 5.2).  The effect on the estimate of µeff of varying the percentage body fat was 
examined for abdomen examinations and follows in §5.5.1.4. 
The totality of the spongiosa and soft tissue that followed was simulated as extending to 
the full 30cm width.  Whilst it is acknowledged that the vertebrae do not extend so far from 
the centre-line, there is no means using BEAMnrc to simulate multiple materials in the x-y 
axis in a single slab of a simulation.  The only alternative option would have been to have 
the spongiosa extending to 5cm in the x axis, with the remaining 25cm filled with air.  This 
was thought to be less representative, since spongiosa is closer in its attenuation 
properties to soft tissue than air is.  For completeness sake, different geometries are 
investigated in §5.5.1.5. 
Simulations were run at 81kVp and terminated when the statistical uncertainty was <10%.  
The simulated field size was 40x40cm at a 100cm FDD. 
 
5.5.1.3 Simulation results for abdomen examinations 
 
5.5.1.3.1 Values of effective linear attenuation coefficient 
 
The values of µeff calculated from a region of 1cm x 1cm at the centre of scoring zone 3 
(positioned 0.5cm from the exit of each simulated patient) for the simulations are 
summarised in table 5.3 and figure 5-5. 
 
 
 
 
 
µeff (mm
-1
) 
Average ± % Std Dev 
Minimum 
1
st
 quartile 
Median 
Interquartile range 
3
rd
 quartile 
Maximum 
Table 5.3: the values of effective linear attenuation coefficient, 
simulations of abdomen examinations, grouped by male patients, female patients and all 
Figure 5-5: minimum, first quartile, median, third quartile and maximum values of effective 
linear attenuation coefficient
 
183 
Male patients Female patients 
0.0181 ± 2.8% 0.0178 ± 2.8% 
0.0171 0.0168 
0.0179 0.0175 
0.0181 0.0178 
0.0006 0.0005 
0.0185 0.0180 
0.0190 0.0190 
µeff, calculated from
patients 
, µeff, for abdomen examinations of female, male and all 
patients 
All patients 
0.0180 ± 2.9% 
0.0168 
0.0176 
0.0180 
0.0008 
0.0184 
0.0190 
 the 
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As shown in table 5.3 and figure 5-5, there is little variation in µeff across the 50 simulations 
and no clear outliers.  Values of µeff for the male and female patient cohorts were 
compared with a t-test.  There was a statistically significant difference between the two at 
the p < 0.05 level (p = 0.015).  Although the absolute difference between the values of µeff 
for the male and female patient cohorts is small, this suggests that separate gender specific 
values should be applied. 
To determine whether the relationship between total patient thickness and 
 can be used 
to optimise values of µeff for an examination, the relationship between measured total 
patient thickness and 
 is shown in figure 5-6. 
 
Figure 5-6: the relationship between measured total patient thickness and the calculated 
 
for each abdomen examination, grouped by male and female patients 
 
Figure 5-6 shows a general exponential trend between the measured total patient 
thickness and the calculated 
 for each abdomen examination for both male and female 
patients.  This is expected given the exponential fit between attenuator thickness and 
calculated 
 demonstrated for single composition attenuators in §3.3.3.3.  The correlation 
0
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coefficient (r
2
) for an exponential fit made using Matlab is 0.980 for male patients and 
0.983 for female patients.  This suggests that it will be possible to choose the value of µeff 
for an abdomen examination based on the ratio of  
 as was the case with the single 
composition attenuator, provided there is a clear relationship between the total patient 
thickness and µeff. 
The relationship between measured total patient thickness and the µeff calculated for each 
patient from Monte Carlo simulation is shown in figure 5-7. 
 
Figure 5-7: the relationship between measured total patient thickness and effective linear 
attenuation coefficient, µeff, for each abdomen examination, grouped by male and female 
patients 
 
Figure 5-7 shows a general downward trend in µeff with increasing total patient thickness.  
A linear fit to this data can be used to optimise the value of µeff used for an examination 
based on the total patient thickness estimated from the ratio of 
.  Linear fits using Matlab 
had a correlation coefficient (r
2
) of 0.521 for male patients and 0.429 for female patients. 
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5.5.1.3.2 Estimates of patient thickness 
 
Estimates of total patient thickness were made for all 50 patients using equation 3.1 (§3.1), 
the optimised value of µeff derived using the gender-specific relationships shown in figures 
5-6 and 5-7 and the ratio of  
 calculated from the Monte Carlo simulation for each patient 
as shown in figure 5-6.  This will help to determine the extent of the uncertainty when 
using the computational model on AP abdomen examinations.  The percentage deviation 
from the estimated thickness and the thickness measured using the PACS for each patient 
is shown in figure 5-8.  The patients have been ordered on the deviation between the 
estimated and known thicknesses. 
 
Figure 5-8: the percentage deviation between values of patient thickness estimated using 
optimised values of effective linear attenuation coefficient, µeff, and the measured total 
patient thickness for 50 abdomen CT examinations 
 
The estimates are all acceptable.  Of the 50 patients considered, the estimate of patient 
thickness is within 5% of the true value for 49 of them, and within 6% for all of them.  In 
terms of absolute deviation between the estimated and true patient thickness, in 43 cases 
it is within 10mm and in all cases it is within 15mm. 
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There is a potential limitation in this method of determining the accuracy of the estimates 
of patient thickness that must be acknowledged.  The estimates were made on the same 
group of 50 patients that were used to create the relationships between µeff and 
 and 
total patient thickness.  Crucially however, the estimate for each individual patient used the 
value of µeff as derived from those relationships and not that which was directly simulated 
for that patient.  The creation of an additional 50 Monte Carlo simulations based on an 
entirely new group of 50 patient’s abdomen CT examinations would have been a more 
robust validation of the technique for estimating patient thickness as the test data would 
have been independent of the data used to create the model.  However, the implicit 
assumption made here – and that which is made during all patient dose audits used to 
derive reference levels – is that any two similarly sized large samples from the same 
general population can be regarded as similar. 
To test this assumption, the variation in the effective diameter of 807 patients that had 
undergone abdominal CT examinations locally was assessed.  Effective diameter is a 
concept proposed by the American Association of Physicists in Medicine (AAPM) in their 
report 204 [130].  It is defined as the diameter of the circle whose area is equal to the 
patient cross section, and so it is a good measure of patient size variation.  The average of 
50 randomly selected values of effective diameter from the 807 available was calculated.  
The random selection used the ‘RANDBETWEEN’ function of Microsoft Excel (Microsoft 
Corporation, Redmond, WA).  The average of a further 49 selections of 50 randomly 
selected values of effective diameter from the 807 available was then calculated.  This 
produced 50 average values of effective diameter, each calculated using a randomly 
selected sample of 50 values of effective diameter.  The average of the 50 averages was 
30.24cm, with a standard deviation of only 0.599, a minimum of 28.93cm and a maximum 
of 31.24cm.  This is evidence of a very low variation in the average of similarly sized large 
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samples from the same general population which supports the view they can be regarded 
as similar. 
Therefore, it is assumed for the purpose of this validation that the accuracy of the estimate 
of patient thickness will be similar for any other similarly sized group of patients having 
undergone an abdomen CT examination and no further Monte Carlo simulations have been 
created.  The validity of this assumption will be further tested in the clinical validation study 
presented in chapter 6. 
 
5.5.1.4 The effect of varying percentages of adipose tissue 
 
Percentage body fat varies significantly from patient to patient.  As described in §5.5.1.2, all 
of the simulations undertaken so far have assumed a 20% body fat ratio, implemented in 
Monte Carlo simulations by creating a patient with a thickness of adipose tissue that is 
equal to 20% of the total thickness of all adipose and soft tissues.  To assess the effect of 
varying percentages of body fat, every Monte Carlo simulation for the abdomen 
examinations was re-run using a thickness of adipose tissue that varied from 5 – 90% of the 
total thickness of adipose and soft tissues in 5% increments and a value for µeff calculated 
from each simulation.  No other changes were made to the Monte Carlo simulations, which 
were run as before until the statistical uncertainty was <10%.  The average value of µeff 
from all 50 simulations at each percentage body fat normalised to the value of µeff for 20% 
body fat is shown in figure 5-9. 
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Figure 5-9: the average calculated effective linear attenuation coefficient, µeff, from Monte 
Carlo simulations of all abdomen patients undertaken using body fat percentages varying in 
5% increments, each normalised to µeff for 20% body fat 
 
As figure 5-9 shows, there is little variation in µeff as a result of even significant changes to 
the body fat percentage used in the simulations.  For a kd of 4µGy and using the average 
ratio of 
 from all 50 abdomen patient simulations in §5.5.1, the estimated patient 
thickness calculated using equation 3.1 with the µeff from a 50% body fat simulation is 
248.1mm.  Using the µeff from a 5% body fat simulation gives 242.7mm and using the µeff 
from a 90% body fat simulation gives 253.8mm.  With a maximum difference of 11.1mm 
(i.e. 4.6%) from the two most extreme values of body fat, this is clearly not a significant 
source of uncertainty.  Anatomical variation and differences in bone thicknesses from 
patient to patient have a greater effect on the estimate of µeff.  Simulations undertaken for 
this work will continue to use a 20% value of body fat. 
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5.5.1.5 Assessing the impact of vary
As acknowledged in §5.5.1.2, the model used to represent a patient in the Monte Carlo 
simulations cannot be considered representative as the spongiosa extends across the 
entire patient width.  This is because of 
BEAMnrc.  To assess the impact of different patient geometries on the simulated values of 
µeff, two further geometries were created for 6 of the 50 abdomen CT patients.  Patients 1
6 were chosen, which 
The different geometries are shown in figure 5
Figure 5-10: the revised abdomen geometries used in the BEAMnrc simulations.  (a) p
air either side of a central column of spongiosa, (b) combines the two layers of spongiosa 
and air into a single layer and combines the two most
 
Figure 5-10(a) shows a patient geomet
with air on either side of a central column of the spongiosa representing the vertebrae.  A 
5cm width (extending 2.5cm either side of the centreline) was chosen as the median value 
of measured vertebrae w
patient geometry that combines the two layers of spongiosa with air on either side to limit 
the effect of having a layer of air so close to the exit surface of the attenuator.  Note that 
the total patient thickness, as well as the corresponding contributions of adipose tissue, 
soft tissue and spongiosa, for patients 1
were kept constant.  Monte Carlo simulations were run at 81kV
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ing patient geometry in BEAMnrc simulations
limitations in the creation of attenuating objects in 
ensured 3 male and 3 female patients were included in the sample.  
-10(a&b). 
-posterior layers of soft tissue into a 
single layer of soft tissue 
ry that is the same as used throughout §5.5.1.2 but 
idth in the abdomen patient cohort.  Figure 5
-6 in the geometries shown in figures 5
p.  Other than the chang
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laces 
-10(b) shows a 
-10(a&b) 
es 
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to patient geometry, there were no changes to those simulations run as described in 
§5.5.1.2. 
The results for the simulated values of µeff are shown in table 5.4. 
Patient number Effective linear attenuation coefficient, µeff (mm
-1
) 
Full width 
spongiosa 
(§5.5.1.2) 
5cm spongiosa width 
(figure 5-10(a)) 
5cm spongiosa width 
(figure 5-10(b)) 
1 0.0180 0.0205 0.0191 
2 0.0179 0.0184 0.0183 
3 0.0184 0.0191 0.0191 
4 0.0176 0.0185 0.0184 
5 0.0175 0.0180 0.0171 
6 0.0174 0.0185 0.0184 
Table 5.4: the effective linear attenuation coefficients, µeff, calculated from the results of 
Monte Carlo simulations of patients 1-6 using three different patient geometries 
 
As expected, the estimates of µeff from the simulations using the revised geometries for the 
abdomen are in general consistently higher than that of the original geometry.  This is 
consistent with a greater attenuation.  The absolute values of µeff are similar to those for 
the original simulations, meaning there is little difference in the estimated attenuator 
thickness as a result of using the revised estimates of µeff.  Using a 
 of 0.1, the maximum 
difference in estimated patient thickness for patient 1 was 15mm, but for patients 2-6 it 
was less than 7mm for both revised geometries shown in figure 5-10.  It is concluded that 
whilst none of the geometries used to represent that abdomen in the Monte Carlo 
simulations are representative, the differences do not have a significant effect on the 
estimates of µeff and, by extension, patient thickness.  The revised geometries will not be 
considered further, since this confirms the hypothesis in section §5.5.1.3.2. 
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5.5.1.6 Thickness estimation away from the centreline 
As noted in §5.4.1, bone is one of the materials most likely to add to the uncertainty in the 
estimate of patient diameter as small variations in bone thickness and density from patient 
to patient have a more significant effect on the accuracy of the estimated value of µeff used 
by the computational model than any other tissue. 
As the only bone in the abdomen is the vertebrae, there is the potential to estimate the 
patient thickness of an off-centre path through the patient that avoids all bone.  As there 
will only be adipose and soft tissue to consider along the path of primary x-ray transmission 
(it is acknowledged that there will remain a contribution of scattered x-rays from the 
vertebrae), the variation in µeff across the 50 patients may reduce. 
Corresponding values of k0 can be calculated for an off-centre position using the anode-
cathode output variations measured and simulated in §2.5.4.1.  If the off-centre 
measurement is made to the cathode side the uncertainty in the estimate of k0 for the 
precise position of the measurement is significantly reduced as the kerma shows little 
variation. 
To assess the potential for reduced variation in estimated µeff values across the patient 
sample, off-axis estimates of µeff were made for patients 1-6 for the revised geometries 
shown in figure 5-10(a&b).  Measurements were made 10cm from the centreline in the 
direction of the cathode.  Patient thickness was measured to be on average 30mm lower at 
10cm from the centreline than along the centreline. 
The estimated µeff for each patient from each analysis is shown in table 5.5. 
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 Effective linear attenuation coefficient, µeff (mm
-1
) 
 10cm off-axis 
Patient Original Geometry as figure 5-10(a) Geometry as figure 5-10(b) 
1 0.0180 0.0128 0.0127 
2 0.0179 0.0117 0.0115 
3 0.0184 0.0135 0.0131 
4 0.0176 0.0135 0.0134 
5 0.0175 0.0125 0.0125 
6 0.0174 0.0144 0.0142 
Table 5.5: the effective linear attenuation coefficients, µeff, calculated from the results of 
Monte Carlo simulations of patients 1-6 measured 10cm from the centreline towards the 
cathode 
 
The estimates of µeff from the measurements made 10cm towards the cathode from the 
centreline are consistently lower than that of the original simulation with measurements 
made along the central axis.  This is consistent with a lower attenuation.  It was anticipated 
that there might be a lower range of µeff values measured off-centre, however this is not 
the case.  The range of µeff values for patients 1-6 along the centreline was 0.001, whereas 
at 10cm from the centreline it was 0.0027 for both geometries shown in figure 5-10(a&b).  
Whilst µeff values were only calculated for 6 patients, these results seem to indicate that 
there is little to be gained in trying to avoid bone along the path of estimated thickness.  
Furthermore, a measurement of patient thickness in an off-centre location, as will be 
necessary in the clinical validation study presented in chapter 6, is more difficult to make.  
Discussion with radiographer colleagues highlighted the practical issues this would present.  
The off-centre thickness estimation will not be considered further. 
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5.5.2 Chest examinations 
 
5.5.2.1 Study of patient size 
 
Local NHS Tayside protocol is to align the centre of the x-ray beam for planar AP chest x-
rays at the base of the patient’s sternum.  The base of the sternum was located on CT scans 
of the chest for 25 male and 25 female patients as described in §5.4.2.  Measurements of 
the total AP thickness along the centreline (shown in red in figure 5-11) and of groups of 
similar tissues along the same path (shown in blue in figure 5-11, offset from the centre for 
clarity) were made using the distance measurement tool on the PACS. 
 
Figure 5-11: the location of the measurements of total (red line) and individual (blue lines, 
offset for clarity) tissue thickness through the centreline of an image at the base of the 
sternum.  The representative image is from a study [131] hosted on TCIA [126] 
 
The tissues were grouped together into the 8 distinct types shown by the blue lines in 
figure 5-11.  The tissues were generally grouped as (from anterior to posterior); soft (skin) 
and adipose tissue (fat), bone (sternum), air (within the lungs), soft tissue (heart) mixed 
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with adipose tissue (abdominal fat), bone (vertebra), soft tissue (spinal cord), bone 
(vertebra) and soft (skin) and adipose tissue (fat).   
These measurements were made for all 50 CT chest patients identified in §5.4.2.  The 
results are shown in table 5.6. 
Thickness 
(mm) 
Skin / 
fat 
Sternum Lung / 
air 
Heart 
/ soft 
tissue 
Vertebra Spinal 
cord 
Vertebra Skin / 
fat 
Total 
Average 
± Std Dev 
16.1 
± 7.7 
11.2 
± 2.2 
17.0 
± 7.6 
123.2 
± 19.9 
33.7 
± 10.8 
13.9 
± 5.9 
21.2 
± 4.6 
25.8 
± 10.1 
248.4 
± 30.1 
Median 16.2 11.5 14.7 126.7 30.3 13.2 21.6 25.5 249.0 
Maximum 34.2 15.3 33.1 163.9 75.9 50.7 29.4 47.9 322.1 
Minimum 4.3 5.8 5.5 70.3 21.8 7.6 7.9 7.2 171.0 
Table 5.6: the results of the tissue and total patient thickness measurements undertaken 
for a study of 50 patient CT examinations of the chest 
 
A t-test indicates that there are statistically significant differences (at the p < 0.05 level) 
between the male and female cohort.  The p values for all tissues (from anterior to 
posterior) are as follows; the skin/fat (p = 0.018), the sternum (p = 0.002), the lung/air (p = 
0.004), the heart/soft tissue (p = 0.003), the vertebra (p = 0.068), the spinal cord (p = 
0.336), the vertebra (p = 0.016) and the skin/fat (p = 0.224). 
As with the abdomen, there are enough differences between the two that analysis should 
consider the entire sample and male and female cohorts separately. 
 
5.5.2.2 Monte Carlo simulation of chest examinations 
 
To assess the potential range of µeff values for the path of x-rays through the centreline of a 
patient at the base of the sternum, each of the 50 patients in the study was modelled in a 
 
 
 
separate Monte Carlo simulation.  The general form of the patient for each simulation is as 
shown in figure 5-12. 
Figure 5-12: the general form of the patient’s chest used in the Monte Carlo simulations, 
 
Each patient was created as a simple seven layered block phantom which extended to 
30cm in the x-axis.  The first layer was simu
of the total thickness of all adipose and soft tissues identified for each patient in the study 
(i.e. the thicknesses shown in columns 2, 5, 7 and 9 of table 5.6).
The spongiosa used to simulate the sternum a
both extended to only 5cm in each direction from the origin of the x
filled space on either side to simulate the lungs.  The spongiosa used to simulate the 
vertebra and ribs and the soft 
Simulations were run at 81kV
simulated field size was 40x40cm at a 100cm FDD.
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shown in the x-z axis 
lated as adipose tissue, which was fixed at 20% 
 
nd the soft tissue used to simulate the heart 
-
tissue behind it both extended to the full 30cm in the x
p and terminated when statistical uncertainty was <10%.  The 
 
 
axis; this left an air-
-axis. 
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5.5.2.3 Simulation results for chest examinations 
 
5.5.2.3.1 Values of effective linear attenuation coefficient 
 
The values of µeff calculated from a region of 1cm x 1cm at the centre of scoring zone 3 
(positioned 0.5cm from the exit of the simulated patient) for the simulations are 
summarised in table 5.7 and figure 5-13. 
µeff (mm
-1
) Male patients Female patients All patients 
Average ± % Std Dev 0.0200 ± 8.0% 0.0207 ± 9.4% 0.0204 ± 8.8% 
Minimum 0.0134 0.0188 0.0134 
1
st
 quartile 0.0196 0.0199 0.0199 
Median 0.0207 0.0205 0.0205 
3
rd
 quartile 0.0209 0.0209 0.0209 
Maximum 0.0213 0.0294 0.0294 
Table 5.7: the values of effective linear attenuation coefficient, µeff, calculated from the 
simulations of chest examinations, grouped by male patients, female patients and all 
patients together 
 
 
 
Figure 5-13: minimum, first quartile, median, third quartile and maximum values of 
effective linear attenuation coefficient
 
As shown in table 5.7 and figure 5
50 simulations.  There are two clear outliers 
a female patient with a 
of the total thicknesses of bone and soft tissue.  The male patient is in the 3
total measured thickness, but the total thickness of his bones is less than for all other 
patients.  As there is a greater contributio
The female patient is the smallest of all patients in terms of total measured thickness.  
However, the total thickness of her bones is average compared with all other patients.  As 
there is a greater contribution of more attenuating tissue, the 
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, µeff, for chest examinations of female, male and all 
patients 
-13, there is, in general, little variation in 
– a male patient with a µeff
µeff of 0.0294mm
-1
.  In both cases, the explanation lies in the ratio 
n of less attenuating tissues, the 
µeff is increased.  Both of 
 
µeff across the 
 of 0.0134mm
-1
 and 
rd
 quartile of 
µeff is reduced.  
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these outliers are examples of the effect extreme anatomical variation can have on the 
estimate of µeff. 
Values of µeff for the male and female patient cohorts were compared with a t-test.  There 
was no significant difference between the two at the p < 0.05 level (p = 0.33).  Despite the 
statistically significant differences in some of the individual tissue thicknesses identified in 
§5.5.2.1, there is no need to apply separate values for male and female patients. 
To determine whether the relationship between total patient thickness and 
 can be used 
to optimise values of µeff for an examination, the relationship between measured total 
patient thickness and 
 is shown in figure 5-14. 
 
Figure 5-14: the relationship between measured total patient thickness and the calculated   for each chest examination, grouped by male and female patients 
 
Analysis of the data shown in figure 5-14 reveals a general exponential trend between the 
measured total patient thickness and the calculated 
 for each chest examination for both 
male and female patients.  The correlation coefficient (r
2
) value for an exponential fit made 
using Matlab is 0.482 for male patients and 0.677 for female patients. 
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The relationship between measured total patient thickness and the µeff calculated for each 
patient from Monte Carlo simulation is shown in figure 5-15. 
 
Figure 5-15: the relationship between measured total patient thickness and effective linear 
attenuation coefficient, µeff, for each chest examination, grouped by male and female 
patients 
 
Figure 5-15 shows that other than the two outliers already identified from table 5.7, there 
is little variation in µeff with varying total patient thickness.  This means that a single value 
of µeff can be used for all patients undergoing chest examinations and that there is nothing 
to be gained in trying to optimise the value of µeff based on the ratio of 
. 
 
5.5.2.3.2 Estimates of patient thickness 
 
Estimates of total patient thickness were made for all 50 patients using equation 3.1 (§3.1), 
the median value of µeff for all patients as shown in table 5.7 and the ratio of  
 calculated 
from the Monte Carlo simulation for each patient as shown in figure 5-12.  This will help to 
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determine the extent of the uncertainty as a result of using a single value of µeff for all 
cases.  The percentage deviation from the estimated thickness and the thickness measured 
on the PACS workstation for each patient is shown in figure 5-16. 
 
Figure 5-16: The percentage deviation between values of patient thickness estimated using 
the median value of effective linear attenuation coefficient, µeff, and the measured total 
patient thickness for 50 chest CT examinations 
 
Two of the estimates are significantly incorrect; these correspond to the two patients 
already identified from table 5.7 and are a result of patient anatomy that is significantly 
different from the others in this patient cohort.  Of the 50 patients considered, the 
estimate of patient thickness is within 5% of the true value for 40 of them.  47 of them are 
within 10% of the true value.  In terms of absolute deviation between the estimated and 
true patient thickness, in 38 cases it is within 10mm and in 46 cases it is within 20mm. 
This method for validating the accuracy of the patient thickness estimate has the same 
limitation as discussed in §5.5.1.3.2; namely that the estimates were made on the same 
group of patients used to create the relationships used by the model.  As in §5.5.1.3.2, the 
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implicit assumption is that any two similarly sized groups from the same general population 
can be regarded as similar. 
 
5.5.3 Pelvis examinations 
 
5.5.3.1 Study of patient size 
 
Local NHS Tayside protocol is to align the centre of the x-ray beam for planar AP pelvis x-
rays at the top of the patient’s femoral heads.  The top of the femoral heads was located on 
CT scans of the pelvis for 25 male and 25 female patients as described in §5.4.2.  
Measurements of the total AP thickness along the centreline (shown in red in figure 5-17) 
and of groups of similar tissues along the same path (shown in blue in figure 5-16, offset 
from the centre for clarity) were made using the distance measurement tool on the PACS. 
 
Figure 5-17: the location of the measurements of total (red line) and individual (blue lines, 
offset for clarity) tissue thickness through the centreline of a slice at the iliac crest.  The 
representative image is from a study [127] hosted on TCIA [126] 
 
The tissues were grouped together into the 5 distinct types shown by the blue lines in 
figure 5-17.  The tissues were generally grouped as (from anterior to posterior); soft and 
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adipose tissue (skin and fat, bladder, fatty tissue), air (air within the colon), soft and 
adipose tissue (the intestines, fatty tissue), bone (vertebra) and soft and adipose tissue 
(skin and fat). 
These measurements were made for all 50 CT pelvis patients identified in §5.4.2.  The 
results are shown in table 5.8. 
Thickness 
(mm) 
Skin / fat / 
bladder 
Air Intestinal 
tissues 
Vertebra Skin / fat Total 
Average 
± Std Dev 
155.7 
± 43.2 
24.4 
± 13.2 
28.4 
± 22.5 
11.2 
± 3.7 
24.7 
± 11.4 
230.6 
± 37.6 
Median 159.5 20.9 24.2 10.6 23.7 227.2 
Maximum 257.7 61.7 121.3 21.0 57.2 316.7 
Minimum 26.9 5.5 4.2 5.3 8.4 136.0 
Table 5.8: the results of the tissue and total patient thickness measurements undertaken 
for a study of 50 patient CT examinations of the pelvis 
 
A t-test indicates that there are no statistically significant differences (at the p < 0.05 level) 
between the male and female cohort.  The p values for all tissues (from anterior to 
posterior) are as follows; soft tissue (p = 0.676), air (p = 0.447), soft tissue (p = 0.509), the 
vertebra (p = 0.095), soft tissue (p = 0.423) and the total thickness (p = 0.440). 
There is no need to consider male and female cohorts separately to the analysis for the 
entire sample, however for completeness and to provide a comparison with the abdomen 
and chest examinations, the sections that follow analyse male and female cohorts 
separately. 
 
 
 
 
 
5.5.3.2 Monte Carlo simulation of pelvis examinations
 
To assess the potential range of 
patient at the top of the femoral heads, each of the 50 patients in the study was m
in a separate Monte Carlo simulation.  The general form of the patient for each simulation 
is as shown in figure 5-
Figure 5-18: the general form of the patient’s pelvis used in the Monte Carlo s
 
Each patient was created as a simple six layered block phantom which extended to 30cm in 
the x-axis.  The first layer was simulated as adipose tissue, which was fixed at 20% of the 
total thickness of all adipose and soft 
thicknesses shown in columns 2, 4 and 6 of table 5.8).  All of the spongiosa, air and soft 
tissue that followed was simulated as extending to the full 30cm width.  Whilst it is 
acknowledged that the air and spongiosa do not extend so far from the centre
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no means using BEAMnrc to simulate multiple materials in the x-y axis in a single slab of a 
simulation. 
Simulations were run at 81kVp and terminated when the statistical uncertainty was <10%.  
The simulated field size was 40x40cm at a 100cm FDD. 
 
5.5.3.3 Simulation results for pelvis examinations 
 
5.5.3.3.1 Values of effective linear attenuation coefficient 
 
The values of µeff calculated from a region of 1cm x 1cm at the centre of scoring zone 3 
(positioned 0.5cm from the exit of the simulated patient) for the simulations are 
summarised in table 5.9 and figure 5-19. 
µeff (mm
-1
) Male patients Female patients All patients 
Average ± % Std Dev 0.0149 ± 14.1% 0.0146 ± 6.6% 0.0147 ± 10.9% 
Minimum 0.0112 0.0122 0.0112 
1
st
 quartile 0.0142 0.0141 0.0142 
Median 0.0145 0.0148 0.0148 
3
rd
 quartile 0.0152 0.0154 0.0154 
Maximum 0.0232 0.0162 0.0232 
Table 5.9: the values of µeff calculated from the simulations of pelvis examinations, grouped 
by male patients, female patients and all patients 
 
 
 
 
Figure 5-19: minimum, first quartile, median, third quartile and maximum values of 
effective linear attenuation coefficient
 
As shown in table 5.9 and figure 5
simulations.  There is one clear outlier 
explanation for this lies in the ratio of the total thicknesses of bone and soft tissue.  The 
patient is in the 3
rd
 quartile for total patient thickness but has a higher ratio of bone to soft 
tissue than any other patient in the sa
attenuating materials, the 
extreme anatomical variation can have on the estimate of 
Values of µeff for the male and female patient coh
was no significant difference between the two at the p < 0.05 level (p = 0.639).
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To determine whether the relationship between total patient thickness and 
 can be used 
to optimise values of µeff for an examination, the relationship between measured total 
patient thickness and 
 is shown in figure 5-20. 
 
Figure 5-20: the relationship between measured total patient thickness and the calculated    for each pelvis examination, grouped by male and female patients 
 
Analysis of the data presented in figure 5-20 reveals a general exponential trend between 
the measured total patient thickness and the calculated 
 for each pelvis examination for 
both male and female patients.  The correlation coefficient (r
2
) value for an exponential fit 
made using Matlab is 0.703 for male patients and 0.818 for female patients. 
The relationship between measured total patient thickness and the µeff calculated for each 
patient from Monte Carlo simulation is shown in figure 5-21. 
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Figure 5-21: the relationship between measured total patient thickness and effective linear 
attenuation coefficient, µeff, for each pelvis examination, grouped by male and female 
patients 
 
Figure 5-21 shows that other than the outlier already identified from table 5.9, there is 
little variation in µeff with varying total patient thickness.  This means that a single value of 
µeff can be used for all patients undergoing pelvis examinations, and that there is nothing to 
be gained in trying to optimise the value of µeff based on the ratio of 
. 
 
5.5.3.3.2 Estimate of patient thickness 
 
Estimates of total patient thickness were made for all 50 patients using equation 3.1 (§3.1), 
the median value of µeff as shown in table 5.9 and the ratio of  
 calculated from the 
Monte Carlo simulation for each patient as shown in figure 5-18.  This will help to 
determine the extent of the uncertainty as a result of using a single value of µeff for all 
cases.  The percentage deviation from the estimated thickness and the thickness measured 
on the PACS for each patient is shown in figure 5-22. 
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Figure 5-22: The percentage deviation between values of patient thickness estimated using 
the median value of effective linear attenuation coefficient, µeff, and the measured total 
patient thickness for 50 pelvis CT examinations 
 
One of the estimates is significantly incorrect; this corresponds to the patient already 
identified from table 5.9 and is a result of patient anatomy that is significantly different 
from the others in this patient cohort.  Of the 50 patients considered, the estimate of 
patient thickness is within 5% of the true value for 28 of them.  41 of them are within 10% 
of the true value.  In terms of absolute deviation between the estimated and true patient 
thickness, in 26 cases it is within 10mm and in 40 cases it is within 20mm. 
This method for validating the accuracy of the patient thickness estimate has the same 
limitation as discussed in §5.5.1.3.2; namely that the estimates were made on the same 
group of patients used to create the relationships used by the model.  As in §5.5.1.3.2, the 
implicit assumption is that any two similarly sized groups from the same general population 
can be regarded as similar. 
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5.5.4 Summary 
 
Values of µeff have been calculated for chest, abdomen and pelvis examinations using 
Monte Carlo simulations that have patients modelled on patient data from 50 chest, 
abdomen and pelvis CT examinations undertaken at NHS Tayside.  These values are for 
examinations undertaken at 81kVp only, though the simulations can be repeated for any 
nominal kVp.  There is no means of verifying the accuracy of these values but they are 
individually within the wide range of values reported from the literature in NRPB-R318 [40] 
(though these were for a paediatric cohort).  There is no data against which the absolute 
values can be accurately compared. 
The analysis of data for 50 patients for each examination has provided a clinically relevant 
range of µeff values for each examination.  The range of µeff values demonstrates that the 
use of a single value of µeff will not be appropriate for all patients, especially those with 
anatomy that is significantly different from the norm. 
For chest and pelvis examinations, a single value of µeff has to be used by the 
computational model as there is no relationship observed between µeff and patient 
thickness.  For abdomen examinations, the value of µeff can be optimised using the 
relationships between patient thickness, µeff and 
.  The estimates of patient thickness 
were more accurate for abdomen examinations than those for chest and pelvis 
examinations.  Abdomen examinations were the only one that demonstrated a statistically 
significant difference in µeff between male and female patients. 
The effect of varying values of percentage body fat on µeff was examined for abdomen 
examinations and found not to be significant.  It is acceptable to use a fixed value of 20% 
adipose tissue for all simulations.  Figure 5-9 shows that the difference between µeff 
between 5 and 20% and 20 and 90% is 0.7% and 3.7% respectively. 
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5.6 Considerations relating to the estimate of kerma at the image receptor 
 
It was shown in §3.3.2.4, §4.3.2 and §4.4.2 that a single calibration of detector dose 
indicator (DDI) or signal transfer property (STP) can be used to accurately estimate kd 
where the attenuation is equivalent to or in excess of 100mm of solid water high 
equivalency (HE).  For multi-composition attenuators, this relationship might be dependent 
on the order in which the different compounds are positioned.  A strongly attenuating 
compound, such as bone, could have a different effect on the quality of the x-ray beam 
exiting the attenuator depending on its position within the attenuator.  This in turn could 
mean that the assumption that a single calibration of DDI or STP is all that is required is not 
valid.  To determine the extent to which this could be an issue, the 1
st
 and 2
nd
 half value 
layers (HVL) and the average energy of the exit beam were calculated from Monte Carlo 
simulations of the same combination of tissues placed in a different order for an x-ray 
undertaken at 81kVp.  The average x-ray beam energy was calculated using the same 
method as for the average value of a histogram, as shown in equation 5.1. 
km	jko = 	 q∑ dZED--×Ug\"]--EOP u"    [equation 5.1] 
Where; 
• n is the total number of energy bins 
• eC"- is the median keV of each energy bin 
• fluencen is the total energy fluence of each energy bin 
The HVL was calculated using equation 2.6 (§2.5.4.2). 
The tissues selected were in keeping with those identified in the CT patient studies 
undertaken throughout §5.5, with the addition of cortical bone which, as the highest 
density component of skeletal bone, was included for a worst case scenario and the total 
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attenuator thickness was maintained at 250mm.  The individual tissues and their thickness 
are shown in table 5.10. 
Attenuator number Attenuator material Attenuator thickness (mm) 
1 Adipose tissue 40 
2 Soft tissue 70 
3 Adipose tissue 100 
4 Cortical bone 5 
5 Spongiosa 10 
6 Air 25 
Table 5.10: the attenuators used in the Monte Carlo simulations to assess the average 
energy and half value layer (HVL) of the x-ray beam that exits the attenuator 
 
The attenuator orders were as follows (using the attenuator numbers given in table 5.10); 
• Case 1; 1, 2, 3, 4, 5, 6 
• Case 2; 1, 4, 6, 2, 5, 3 
• Case 3; 1, 6, 5, 3, 4, 2 
• Case 4; 2, 6, 3, 4, 5, 1 
• Case 5; 3, 4, 6, 2, 5, 1 
These cases were chosen to represent some of the combinations of attenuator orders that 
are clinically relevant.  The results for 1
st
 and 2
nd
 HVL and average energy are shown in 
table 5.11. 
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Case 1
st
 HVL (mm Al) 2
nd
 HVL (mm Al) Av. Energy (keV) 
1 9.0 21.2 52.8 
2 7.9 19.1 51.6 
3 8.6 20.4 52.3 
4 8.6 20.5 52.5 
5 8.8 20.8 52.5 
Table 5.11: the 1
st
 and 2
nd
 half value layer (HVL) and average energy of the beam exiting an 
attenuator composed of the same materials in varying orders 
For comparison, a Monte Carlo simulation of the high attenuation case considered in 
§3.3.2.6 (200mm of solid water HE with 5mm of aluminium) gave a 1
st
 HVL of 10.2mm Al, a 
2
nd
 HVL of 23.8mm Al and an average energy of 54.2keV for an exposure undertaken at 
81kVp.  None of the cases presented in table 5.11 have a beam quality or average energy 
that exceeds that of 200mm of solid water HE with 5mm of aluminium.  A Monte Carlo 
simulation of the 100mm of solid water HE case gave a 1
st
 HVL of 7.1mm Al, a 2
nd
 HVL of 
17.4mm Al and an average energy of 50.6keV.  All the cases presented in table 5.11 have a 
beam quality and average energy that is greater than that of the 100mm solid water 
attenuator required for a single calibration of DDI or STP to be applicable (as shown in 
§3.3.2.5 and §4.3.2).  The cases presented in table 5.11 would fall comfortably within the 
range of beam quality and average energy that allows for the use of a single calibration of 
DDI or STP to determine kerma at the image receptor.  There is no need to adjust the 
method for deriving values of kd when applying the computational model to patients. 
 
5.7 Conclusions 
 
In this chapter, the implications on the computational model for its use on patients have 
been considered.  The first and most significant of these is the need to consider the effect 
of a patient, composed of many materials, on the value of µeff used by the computational 
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model for an examination.  The effect was examined by measuring the total AP thickness of 
the patient and the individual thicknesses of broadly defined tissue types along the 
centreline for 50 chest, abdomen and pelvis CT examinations undertaken in NHS Tayside 
and creating a Monte Carlo simulation for each patient.  A value for 
 and µeff was 
calculated for each Monte Carlo simulation.  Relationships between total patient thickness, 
 and µeff were derived to determine if there is a means of optimising the value of µeff 
based on the ratio of 
 for each patient examination.  For chest and pelvis examinations, it 
has been shown that there is no means of optimising values of µeff on an examination by 
examination basis.  It is possible to do so for abdomen examinations however.  This 
resulted in the computational model giving the most accurate predictions of patient 
thickness for abdomen examinations when estimates were compared against the 
measured thickness of all 150 patients used to create the Monte Carlo simulations (50 each 
for chest, abdomen and pelvis examinations).  The results for chest and pelvis examinations 
were generally accurate, but were subject to the occasional significantly incorrect estimate 
as a result of patients having distributions of tissues thicknesses that varied significantly 
from the other patients in the cohort.  In these cases, the value of µeff used by the 
computational model was not appropriate. 
The effect on the quality of the x-ray beam exiting the patient from the individual materials 
of an attenuator being placed in a different order was investigated to determine if there 
could be an effect on the calibrations used to derive a value of kd.  There was no significant 
effect found; the assumptions made regarding the estimate of kd in chapter 3, that a single 
calibration of DDI or STP can be used provided it was derived with an attenuator in excess 
of the equivalent thickness of 100mm of solid water HE, are also true for examinations of 
patients. 
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As the computational model produced the most accurate estimates of patient thickness for 
abdomen examinations, it was decided that the computational model should be tested in 
clinical use in a clinical validation study involving patients undergoing AP abdomen x-ray 
examinations at NHS Tayside.  Chapter 6 presents the preparation for, undertaking of and 
the results from this clinical validation study. 
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Chapter 6 – a clinical validation study of the computational 
model 
 
Overview 
This chapter presents the clinical validation study that was undertaken to test the accuracy 
of the computational model on patients undergoing anterior-posterior abdomen x-ray 
examinations at Ninewells Hospital.  This includes the preparation for the clinical validation 
study including planning, study design, study sponsorship, ethical approval and all the 
modifications to the computational model that were necessary.  The conduct of the clinical 
validation study is described, and the results of the clinical validation study presented. 
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6.1 Introduction 
 
To test the accuracy of the computational model in the clinical environment, 20 patients 
were enrolled in a clinical validation study.  The clinical validation study focussed on 
patients undergoing anterior-posterior (AP) abdomen examinations as the computational 
model demonstrated the greatest accuracy for this examination in chapter 5.  The study 
was designed in detail, as was required prior to an application for study sponsorship to NHS 
Tayside and the University of Dundee.  Once sponsorship for the clinical validation study 
was secured, an application for ethical approval was made using the Integrated Research 
Application System (IRAS) for consideration by a research ethics committee. 
The clinical validation study received approval from an ethics committee and a final sign off 
from the NHS Tayside and University of Dundee research and development departments.  
During the clinical validation study patients that were already attending Ninewells Hospital 
for an AP abdomen x-ray examination were asked to participate.  Where they were willing, 
each participant gave their written informed consent.  A simple measurement of each 
patient’s AP thickness at the level of the iliac crest was made with the patient in the correct 
position for the examination.  Each patient’s x-ray image was then used along with the 
examination exposure factors, look up tables (LUTs) and a priori information relating to the 
x-ray system and digital detector to estimate the patient thickness using the computational 
model.  The estimated thickness was compared to the actual measurement of patient 
thickness.  A full description of the clinical validation study and the results obtained are 
presented and discussed in this chapter.  §6.2 outlines the planning and design of the 
clinical validation study, including the modifications that were made to the computational 
model.  §6.3 describes the undertaking of the clinical validation study, along with the 
results. 
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6.2 Clinical validation study planning 
 
In preparation for the clinical validation study, the following aspects had to be considered; 
• Sponsorship of the clinical validation study 
• The patient cohort that would be invited to participate 
• The x-ray equipment on which the clinical validation study would be undertaken 
• Any variation in examination technique from patient to patient that the 
computational model has to account for 
• The study design 
• The application for ethical approval 
• The study methodology 
• Any necessary modifications to the computational model 
Each of these considerations is discussed in turn. 
 
6.2.1 Clinical validation study sponsorship 
 
The Medicines for Human Use (Clinical Trials) Regulations 2004 [132] require that all clinical 
trials have a sponsor.  The sponsor has overall responsibility for management of the 
research [133].  Clinical trial investigators require the backing of a sponsor prior to 
submitting an ethics application.  Sponsorship will be granted if the investigators can 
demonstrate that the clinical trial is justified, that it will be undertaken in a safe manner, 
that it will respect all relevant clinical governance procedures, that the study team has 
sufficient expertise to undertake the study and that the selection of the chief and principal 
investigators is appropriate.  The chief investigator is responsible for the overall conduct of 
the study and the principal investigator is responsible for the conduct of the study at an 
individual site.  Dr Sarah Vinnicombe, Honorary Consultant Radiologist at NHS Tayside and 
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Senior Lecturer at the University of Dundee, as well as secondary supervisor for this PhD 
project, was the chief investigator for the study.  The author of this thesis was the principal 
investigator. 
Comprehensive documentation describing the justification, planning, design and conduct of 
the clinical validation study was submitted to NHS Tayside and the University of Dundee.  
Following this, NHS Tayside and the University of Dundee agreed to act as co-sponsors for 
the clinical validation study described in this chapter. 
 
6.2.2 Patient cohort 
 
Whilst the ultimate aim of this work is to develop a tool for estimating the thickness of a 
patient to assist with paediatric patient dose audit, the computational model has so far 
been developed for an adult cohort.  Therefore, the clinical validation study also used an 
adult cohort. 
The considerations in applying the computational model to paediatric patients are 
discussed in §7.3.1.  If it can be demonstrated that the computational model works for 
adult patients, the same model applied to a paediatric cohort will be equally applicable 
provided these considerations are investigated and accounted for as required. 
 
6.2.3 X-ray equipment 
 
Ambulatory patients having an AP abdomen x-ray examination at Ninewells Hospital would 
normally have the examination on a fixed radiographic unit using a grid and automatic 
exposure control (AEC).  At the time of the clinical validation study however, Ninewells 
Hospital only had one digital x-ray unit that was suitable for use with the computational 
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model; the Fuji FDR Go digital mobile x-ray unit that was used in §4.4.  Therefore it was 
necessary to divert patients to the mobile unit for their examination.  As this was a mobile 
radiographic unit, the use of a grid and AECs was not possible.  This has implications for 
image quality and patient dose, but the mobile unit was equipped with Fuji’s virtual grid 
software [134], which had been commissioned locally and was in routine use.  This 
software removes scatter in post-processing based on the exposure factors used for the 
examination and the signal received by the image receptor.  This provides an improved 
image despite the absence of a physical grid at a lower patient dose than could be achieved 
with a physical grid.  The use of the virtual grid software means that the patient receives a 
lower dose than they would have if their examination had taken place in a conventional 
radiographic room.  It had previously been confirmed that local radiologists were content 
with the image quality of the AP abdomen examination images produced using the virtual 
grid software on this unit, so there would be no impact on any patient’s care as a result of 
their participation in the study.  The LUTs for the assessment of k0 and the calibrations of 
detector dose indicator (DDI) and signal transfer property (STP) were already available 
following the work undertaken in §4.4.  Values of µeff were calculated from Monte Carlo 
simulations, as will be described in §6.2.5.2. 
 
6.2.4 Clinical practice and computational model refinements 
 
Examinations undertaken in a radiographic room follow a standard operating procedure 
(SOP) that outlines how the examination should be performed.  This includes details such 
as focus to detector distance (FDD), AEC chamber selections and density settings and 
baseline kVp.  The equipment itself is either programmed with all of this information to 
allow it to set up automatically or displays all of the information to allow the operator to 
manually set it up.  This is not the case with a mobile unit.  Whilst there is an SOP for each 
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examination, there is more variability in examination setup from patient to patient because 
there is no automatic positioning and no real time display of the FDD. 
In preparation for the clinical validation study the radiographers at Ninewells Hospital were 
asked to use the Fuji FDR Go digital mobile x-ray unit for some routine AP abdomen 
examinations and record the variation in setup between examinations.  This was done as it 
may have been necessary to consider the variations in the computational model.  The first 
variation the radiographers reported was the FDD.  Unlike a fixed radiographic unit that has 
automatic positioning or detent positions to ensure the FDD matches the grid focus 
distance, the FDD for an examination using a mobile unit is entirely dependent upon the 
operator.  The FDD for each AP abdomen examination varied with the x-ray field coverage 
required at the detector (dependent upon patient diameter) and the height of the 
radiographer.  The computational model presented so far has only considered examination 
FDDs of 100cm.  It was therefore necessary to consider the effect of different FDDs on the 
computational model.  The second variation the radiographers reported was the 
examination kVp.  This was expected, as whilst there is a baseline kVp in the SOP, the kVp is 
adjusted by the radiographer to suit the habitus of the patient.  This is already accounted 
for by the computational model.  The third variation the radiographers reported was the 
use of a mattress.  The digital detector was placed on the x-ray table of a radiographic 
room.  Whereas some patients lay directly on top of it, others could not tolerate this.  For 
these patients, a standard x-ray couch mattress was placed between the detector and the 
patient to provide additional support and comfort.  It is necessary to consider the effect of 
the mattress in the computational model. 
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6.2.5 Modifications to the computational model 
 
6.2.5.1 Monte Carlo simulation of the Fuji FDR Go digital mobile x-ray unit 
 
Values of µeff had already been calculated for the AP abdomen examinations described in 
chapter 5 using Monte Carlo simulations.  However, these simulations were based on the 
Philips Optimus 50 radiographic x-ray unit, as described throughout chapter 2.  As the 
clinical validation study was to be undertaken using a Fuji FDR Go digital mobile x-ray unit, 
it was necessary to create a Monte Carlo model of the mobile x-ray unit. 
Using the Monte Carlo model of the Philips Optimus 50 radiographic x-ray unit as a starting 
point, the following modifications were made based on the technical manual for the Fuji 
FDR Go digital mobile x-ray unit [135] and measurements made on the unit itself; 
• The anode angle is 16° 
• The focal spot sizes are 0.7 / 1.3mm for fine and broad focus respectively 
• The maximum nominal x-ray tube voltage is 130kVp 
• The total minimum filtration of the x-ray tube assembly is 3.4mm Aluminium 
equivalent at 80kVp, measured at a 100cm FDD 
• The focus to collimator distance is 27.5cm 
• The focus to the centre of the kerma area product (KAP) meter distance is 30cm  
The resulting Monte Carlo model was optimised in the same manner as described 
throughout chapter 2 and validated using the methods outlined in §2.5; the results were 
within the uncertainty of measurement in all cases. 
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6.2.5.2 Calculating values of effective linear attenuation coefficient 
 
Using this validated Monte Carlo model of the Fuji FDR Go digital mobile x-ray unit, 
simulations for each of the 50 patients having undergone abdomen computed tomography 
(CT) examinations as described in §5.5.1 were used with the Monte Carlo model of the Fuji 
FDR Go digital mobile x-ray unit, creating 50 unique simulations.  These all simulated an x-
ray beam with a field size of 35x40cm at a 100cm FDD.  As with all Monte Carlo simulations 
throughout this work, each simulation was run until the statistical uncertainty was < 10%.  
The process for calculating 
 and effective linear attenuation coefficient, µeff, values from 
Monte Carlo simulations as presented in §5.5.1.3.1 was repeated for 70, 75, 80, 85 and 
90kVp.  It was confirmed that this was the kVp range that would be used by the 
radiographers for AP abdomen x-ray examinations of adult patients using the Fuji FDR Go 
digital mobile x-ray unit.  For each kVp, the relationship between a) total measured patient 
thickness and 
, and b) total measured patient thickness and µeff were derived.  Following 
the calculation of 
 these relationships can be used to estimate the total measured patient 
thickness and then a more accurate value of µeff for each individual patient participating in 
the clinical validation study. 
These simulations are appropriate for the case where patients participating in the clinical 
validation study are able to lie directly on top of the digital detector.  They may not give µeff 
values that are appropriate for use in the case where the patient lies on a mattress placed 
on top of the digital detector.  To determine whether the addition of the mattress has a 
significant effect on the derived values of µeff, a 5cm thick mattress needs to be added to 
the Monte Carlo model.  The mattress used clinically is part of a Philips Optimus 50 
radiographic x-ray unit; the technical manual for the x-ray unit [80] states that it is made of 
polyurethane foam (C27H36N2O10) [136] with a nominal density of 30-40kg m
-3
.  
Measurements were made on the mattress to confirm this; the measured density was 37kg 
 
 
 
m
-3
 (±0.17%).  Polyurethane foam was added to the Monte Carlo code using the 
(C27H36N2O10) chemical composition and a density of 37kg m
simulations were run for all 50 test 
foam underneath the patient at 70, 75, 80, 85 and 90kV
when the statistical uncertainty was < 10%.  The general form of the patient used in these 
simulations is shown in figure 6
Figure 6-1: the general form of the patient's abdomen lying on top of polyurethane foam 
used in the
 
The average values of 
both with and without the mattress are shown in figure 6
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-3
.  New Monte Carlo 
patients that included a 5cm thickness of polyurethane 
p.  Each simulation was terminated 
-1. 
 revised Monte Carlo simulations, shown in the x
µeff derived from the 50 simulations undertaken at each kV
-2. 
 
-z axis 
p value 
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Figure 6-2: the average value of effective linear attenuation coefficient, µeff, from 50 Monte 
Carlo simulations at 70, 75, 80, 85 and 90kVp with and without the mattress between the 
detector and patient.  The error bars represent one standard deviation 
 
There is a systematic difference between values of µeff derived from simulations with and 
without the mattress.  The difference is consistently equal to 14% of the value of µeff 
without the mattress across the simulated kVp range.  If the µeff values derived from 
simulations without the mattress were used for examinations undertaken with the 
mattress in place, the patient thickness would be underestimated.  To calculate the 
magnitude of this underestimate, estimates of attenuator thickness were made using the 
average value of µeff derived with and without the mattress at each kVp.  For these 
indicative calculations, the ratio of 
 was fixed at 0.1.  Table 6.1 shows the estimates of 
attenuator thickness for the ‘with mattress’ and ‘without mattress’ cases along with the 
difference in estimated attenuator thickness between the two. 
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Estimated attenuator 
thickness (mm) 
kVp 
70 75 80 85 90 
With mattress 136.5 141.4 148.1 136.5 160.4 
Without mattress 117.0 121.1 127.0 117.0 137.6 
Difference 19.5 20.3 21.1 19.5 22.8 
Table 6.1: the attenuator thickness estimated using the average effective linear attenuation 
coefficient, µeff, values from 50 Monte Carlo simulations with and without the mattress 
between the detector and patient at various kVp values 
 
Table 6.1 shows that the difference in estimated attenuator thickness between the with 
and without mattress simulations is in excess of 19mm for a 
 of 0.1, demonstrating the 
importance of replicating the true exposure geometry in the Monte Carlo simulations for 
accurate estimates of patient thickness. 
 
6.2.5.2.1 Variation of effective linear attenuation coefficient, µeff, with focus to detector 
distance 
 
The µeff values derived in §6.2.5.2 are only applicable for examinations undertaken with a 
field size of 35x40cm at an FDD of 100cm.  An additional set of 50 Monte Carlo simulations 
was created for each of 5 FDDs; 80, 90, 110, 120 and 130cm.  The field size was maintained 
at 35x40cm at the image receptor in each.  This range of FDDs was selected as below an 
FDD of 80cm the x-ray unit cannot produce a large enough field size for an adult AP 
abdomen examination and the mobile x-ray unit is not capable of an FDD greater than 
130cm where the patient is on the couch of an x-ray room.  Each one of these simulations 
was run at 70, 75, 80, 85 and 90kVp.   
By way of example, the results for the average µeff from all 50 Monte Carlo simulations at 
75kVp for each FDD are shown in figure 6-3. 
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Figure 6-3: the average effective linear attenuation coefficient, µeff, from 50 examinations 
undertaken at each focus to detector distance (FDD) at 75kVp.  The error bars represent one 
standard deviation 
 
The µeff increases linearly with FDD, however the average µeff only varies by 2.6% between 
80 and 130cm FDD.  The FDD has little effect on the value of the average µeff, suggesting 
that a value of µeff derived at a single FDD could be used for any examination without 
significantly impacting on the uncertainty budget.  Similar results were obtained at 70, 80, 
85 and 90kVp.  To calculate the magnitude of the effect that the use of a value of µeff 
derived from a single FDD for any examination would have on the attenuator thickness 
estimated by the computational model, estimates of attenuator thickness were made using 
the average value of µeff at each FDD for simulations undertaken at 75kVp.  For these 
indicative calculations, the ratio of 
 was fixed at 0.1.  Table 6.2 shows the estimates of 
attenuator thickness using µeff values derived at FDDs between 80 and 130cm. 
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 FDD (cm) 
80 90 100 110 120 130 
Attenuator thickness (mm) 121.8 120.5 120.1 121.2 119.5 118.9 
Table 6.2: the attenuator thickness estimated using the average effective linear attenuation 
coefficient, µeff, values from 50 Monte Carlo simulations at each focus to detector distance 
(FDD), at 75kVp 
 
As shown in table 6.2, there is little difference in the estimated attenuator thickness as a 
result of the variation in µeff from a varying FDD (a 2.9mm (2.4%) deviation between 
extremes of FDD).  As would be expected, this was also the case for 70, 80, 85 and 90kVp. 
This experiment shows that the use of a single value of µeff for all FDDs only contributes a 
low uncertainty to the estimate of thickness made by the computational model.  
Nevertheless, in order to reduce the uncertainty in the estimate of µeff by the 
computational model as much as possible, and for completeness, a correction for FDD was 
added to the estimate of µeff in the final computational model. 
 
6.2.5.3 Calculation of initial air kerma, k0 
 
As shown in §3.3.1, k0 can be estimated using either the radiation output (using equation 
3.2, §3.3.1.1) or the examination KAP (using equation 3.5, §3.3.1.3).  Whereas equation 3.2 
accounts for the possibility of an examination not undertaken at 100cm FDD with the 
correction factor kFDD, equation 3.5 is only correct at 100cm FDD because the values of kfield 
calculated using equation 3.4 are dependent on the FDD.  Values of kfield were calculated 
from measurements made on the Fuji FDR Go digital mobile x-ray unit at FDDs of 80, 90, 
110, 120 and 130cm using the methods described in §3.3.1.3.  The results are shown in 
figure 6-4. 
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Figure 6-4: the variation in correction factor kFDD with focus to detector distance (FDD) at 
70, 80 and 90kVp 
 
Figure 6-4 shows that the kFDD correction factor is empirically observed to vary with FDD.  
No explanation for the variation in kFDD with FDD is offered, as there was no particular 
relationship expected and nor was one seen.  The values of kFDD shown in figure 6-4 can be 
used to generate a value for any FDD between 80 and 130cm by interpolation.  With a 
maximum difference between kFDD values of 0.1 for a single kVp, it is clearly important that 
this correction be used when estimating the value of k0 in the computational model. 
 
6.2.6 Clinical validation study design 
 
The design for the clinical validation study was as follows; 
• 20 adult patients referred for AP abdominal x-ray examinations would be recruited.  
Rohrig et al [137] discuss how to calculate the necessary sample size for a clinical 
validation study.  The calculation first requires knowledge of the analytical test to 
be used on the results.  An unpaired t-test with two different standard deviations 
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requires an estimate of the results µ1 and µ2, the standard deviations σ1 and σ2 and 
the selection of the study power, z, (the confidence that a result will be detected) 
and the level of significance.  The sample size can then be calculated using; 
 j ≈ Qqc=(P∝ut)0P0t+ 
Q
    [equation 6.1] 
Typical values for study power and significance are 80% and 2.5% respectively 
[137].  The difficulty of applying a calculation of this nature to this clinical validation 
study is an inability to estimate the means or standard deviations.  If the means 
and standard deviations from the single composition attenuator work undertaken 
on the Fuji FDR Go digital mobile x-ray unit are applied, as derived from the results 
in table 4.7 in §4.4.4.4, the calculated sample size is 3 participants.  This is because 
the standard deviation from those results is less than the mean difference between 
µ1 and µ2.  It is not anticipated that the agreement will be as good for patients as it 
was for the single composition attenuator.  If the mean difference between the 
estimates is 10mm and the standard deviation is 15mm, the number of participants 
would be 18.  This gives some confidence in the selection of 20 patients for the 
study, which was also considered a good balance between enough patients to 
assess the accuracy of the computational model and an achievable number of 
patients within the timescales of this work 
• All patients would give informed consent before participating; this would follow a 
conversation with the principal investigator who would go through the content of 
the patient information sheet (PIS) 
• The inclusion criteria were any patient referred for an AP abdomen x-ray who was 
aged 18 or over 
• The exclusion criteria were any patient in acute abdominal pain, any patient unable 
to give informed consent and any patient who had had an examination using 
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contrast media within the previous 24 hours as the µeff values used by the 
computational model would not account for this 
• The principal investigator would not approach the patient directly.  A radiographer 
would ask each patient if they would like to participate in the clinical validation 
study; if invited to do so, the principal investigator would then explain the clinical 
validation study to the patient and take their consent.  The patient would be given 
a PIS as part of this process 
• Patients participating in the clinical validation study would have their examination 
on the Fuji FDR Go digital mobile x-ray unit, instead of the fixed radiographic 
system that would be used if they were not participating in the clinical validation 
study 
• The radiographer undertaking the examination would position the patient, select 
the exposure factors and undertake the examination without any influence from 
the principal investigator 
• The measurement of AP abdominal thickness would be made immediately prior to 
x-ray exposure by the principal investigator with the patient in the examination 
position using a bespoke measuring device 
• The principal investigator would record all of the exposure factors for each 
examination, along with the patient’s gender.  This would be recorded 
anonymously under an incrementally increasing participant identification number  
• A copy of the patient’s image would be made and reprocessed to apply minimal 
processing (using the ‘sensitivity’ processing option on the Fuji FDR Go digital 
mobile x-ray unit).  This is the image that would be used by the computational 
model 
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6.2.7 Ethical approval application 
 
An IRAS application was completed and submitted to the West of Scotland Research Ethics 
Committee 3 with all supplementary documents.  The supplementary documents included; 
• The study protocol – the protocol includes the study objectives, the study design, 
the study population, the inclusion and exclusion criteria for participants, the 
process for participant enrolment, a study safety assessment, a description of data 
collection and management, a description of the data analysis and statistics, a 
description of the arrangements for study management and oversight, a 
description of the arrangements for good clinical practice, the identification of the 
study team and their roles and responsibilities and the arrangements for reporting 
and publication of the study results 
• The PIS – information for potential participants about the study and what they 
should expect if they participate.  All participants should be offered a PIS as part of 
the informed consent process.  It was made clear in the IRAS application that the 
patient would receive the PIS at the time of the consent process.  Generally, 
participants in a clinical validation study would have the PIS well before the 
consent process to allow them to fully review it.  This was not possible in this 
clinical validation study, since patients were only identified at the time of their AP 
abdomen x-ray examination.  It was argued in the IRAS application and the study 
protocol that the clinical validation study and PIS were sufficiently straightforward 
that the patients would not require any significant time to consider them.  The PIS 
is included in appendix 4 
• The informed consent form – a form for the study participants to record their 
consent to participate in the study 
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• The reply slip – a form for the study participants to sign to record they are happy to 
speak to the principal investigator about the study 
• The patient study form – the form on which the information relating to each 
examination would be recorded.  This includes patient gender, examination kVp, 
mAs, KAP and FDD and whether the x-ray couch mattress was used 
 
6.2.8 Clinical validation study methodology 
 
Ninewells Hospital undertakes many AP abdomen x-ray examinations every day.  Referrals 
for these examinations come from various departments within Ninewells Hospital for 
inpatients and from many National Health Service (NHS) clinics and GP surgeries in the 
greater Tayside area for outpatients.  The examinations themselves are undertaken in 
whichever radiology department at Ninewells Hospital is most convenient for the patient.  
This complicates arrangements where the examinations for the clinical validation study 
need to be undertaken on a single mobile digital radiographic unit.  To simplify logistics, the 
clinical validation study was undertaken after 5pm in the accident and emergency (A&E) 
department at Ninewells Hospital.  This is the only x-ray department open out of normal 
working hours and the Fuji FDR Go digital mobile x-ray unit is available there all night.  All 
radiographers were informed of the clinical validation study and had been asked to discuss 
all referrals for AP abdomen x-ray examinations with the principal investigator for an 
assessment of the patient’s suitability to participate in the study prior to their being called 
for their x-ray examination.  If the patient met the inclusion criteria, the radiographer asked 
them if they would be willing to speak to the principal investigator about participation.  If 
they were, the patient completed the reply slip, which allowed the principal investigator to 
approach the patient.  The principal investigator explained the clinical validation study to 
the patient, ran through the details of the PIS and took the patient’s informed consent.  
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The radiographer set up the patient for the examination.  The measurement of abdominal 
thickness was made immediately prior to the x-ray exposure with the patient in the 
examination position using a bespoke measuring device, as shown in figure 6-5. 
 
Figure 6-5: the bespoke measuring device used to make measurements of the patient’s 
anterior-posterior (AP) abdominal thickness 
 
The bespoke measuring device used to make the measurement of each patient’s AP 
abdominal thickness was constructed by the mechanical workshop of the Medical Physics 
Department at Ninewells Hospital.  Using the World Health Organisation’s (WHO) definition 
[138], the bespoke measuring device does not constitute a medical device, therefore there 
was no need for CE marking or to follow Medicines and Healthcare products Regulatory 
Agency (MHRA) guidance. 
The principal investigator recorded all of the exposure factors for each examination, 
including examination kVp, mAs, KAP, FDD and whether or not the x-ray couch mattress 
was used.  The patient’s gender was also recorded, as it was demonstrated in §5.5.1.3.1 
that gender specific values of µeff should be applied for abdomen examinations. 
The examination applied post-processing that was appropriate for the abdomen to produce 
a diagnostically acceptable image.  All of the DDI and STP calibrations undertaken in §4.4 
235 
 
 
 
used the ‘sensitivity’ processing algorithm, which applies as little processing to the image as 
possible.  At the completion of each examination, a duplicate of the AP abdomen image 
was created and then re-processed using the ‘sensitivity’ processing algorithm.  The 
reprocessed image was undiagnostic but meant that the DDI and STP calibrations 
undertaken in §4.4 could be applied, making it possible to estimate kd. 
 
6.3 Undertaking the clinical validation study 
 
6.3.1 Ethical approval 
 
The study was granted ethical approval following a proportionate review by the West of 
Scotland Research Ethics Committee 3 on 21
st
 December 2017.  Research and development 
management approval was also granted by the University of Dundee and NHS Tayside on 
21
st
 December 2017.  The study was registered on the public registry of clinical trials 
www.clinicaltrials.gov; the NCT number was 03341546.  
 
6.3.2 Conducting the clinical validation study 
 
20 patients were recruited to the clinical validation study.  The first was recruited on 13
th
 
March 2018, the last on 7
th
 May 2018.  Patients were recruited sequentially over this time 
period, all of the patients who met the inclusion criteria agreed to take part.  There were 10 
male and 10 female patients recruited (this was by coincidence, not design).  The kVp for 
the examinations ranged from 70 – 90.  11 of the examinations used the mattress between 
the patient and the detector.   
 
 
 
 
6.3.3 Clinical validation study
 
A summary of the measured patient AP abdominal thicknesses is shown in the boxplot in 
figure 6-6. 
Figure 6-6: minimum, first quartile, median, third quartile and maximum values of 
measured patient anterior
male and all patients enrolled in the 
 
The measured patient thickness ranged from 156 to 390mm.  There was a much greater 
variation in diameter for male patients, with one patient in particular (measuring 390mm) 
who was far larger than all other participants.  The next largest patient was 310mm
range of patient diameters for the 50 abdomen patients used to create the Monte Carlo 
models in §5.5.1.2 was 176mm to 366mm.  This means the largest and smallest patients 
included in the clinical validation study were both outside the diameter range
derive the values of µ
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patients were extrapolated rather than interpolated, this could have had an effect on the 
accuracy of the estimate of patient thickness at the extremes of the participant diameter 
range.  
The measured patient AP abdominal thickness and that estimated by the computational 
model for each patient is shown in table 6.3. 
Table 6.3: the patient anterior-posterior (AP) abdominal thickness measured at the time of 
the examination and as estimated by the computational model for each participant in the 
clinical validation study 
 
Patient 
ID 
Gender Patient thickness (mm) % difference 
Measured Estimated Difference 
1 M 260 240 -20 -7.7 
2 F 285 259 -26 -9.0 
3 F 198 192 -6 -2.9 
4 F 310 290 -20 -6.4 
5 M 390 304 -86 -22.0 
6 M 260 242 -18 -6.7 
7 F 275 251 -24 -8.8 
8 F 215 228 13 6.1 
9 M 280 262 -18 -6.5 
10 M 186 177 -9 -4.6 
11 F 175 167 -8 -4.5 
12 M 223 228 5 2.1 
13 F 225 243 18 7.9 
14 M 279 287 8 2.8 
15 M 195 184 -11 -5.8 
16 F 264 249 -15 -5.6 
17 F 156 152 -4 -2.8 
18 F 201 207 6 3.2 
19 M 294 295 1 0.2 
20 M 275 272 -3 -0.9 
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For 9 patients, the absolute deviation between the estimated and measured patient AP 
abdominal thickness is within ±10mm.  For 17 patients it is within ±20mm and for 19 
patients it is within ±26mm.  For one patient, the estimated thickness was 86mm lower 
than the measured thickness.  This was the largest patient in the cohort, measuring 
390mm. 
The percentage deviation from the estimated and measured thickness for each patient is 
shown in figure 6-7. 
 
Figure 6-7: the percentage deviation between the estimated and measured patient AP 
abdominal thickness for sequential patients recruited to the clinical validation study 
 
The estimated patient AP abdominal thickness agrees with the measured patient AP 
abdominal thickness to within ±5% for 9 patients and to within ±9% for 19 patients.  The 
estimated thickness is 22% lower than the measured thickness for the largest patient. 
A Bland-Altman plot [139] analyses the agreement between two means of measuring the 
same variable.  A Bland-Altman plot for the measured and estimated patient thicknesses is 
shown in figure 6-8. 
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Figure 6-8: a Bland-Altman plot for the measured and estimated patient anterior-posterior 
(AP) abdominal thicknesses for the participants in the clinical validation study.  The red lines 
show the upper and lower 95% confidence intervals, the blue line shows the average 
difference between measured and estimated thickness 
 
The Bland-Altman plot shows that the bias (the discrepancy between the results) is low.  
The 95% confidence intervals were calculated using (1.96 x Standard Deviation).  The 95% 
confidence interval limits are narrow enough as to suggest the methods are similar.  There 
is no trend between the difference between the methods and the average of the measured 
and estimated patient thickness and the variation is consistent throughout. 
 
6.3.4 Discussion 
 
The deviation between the estimated and measured patient AP abdominal thickness is 
within ±9% for all except one patient.  This patient was the largest to participate in the 
clinical validation study by some distance.  The patient was also larger than any of the 50 
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patients that were used to create Monte Carlo models for AP abdomen examinations in 
§5.5.1.2. 
The significant deviation between the estimated and measured patient AP abdominal 
thickness is a result of an inaccurate value of µeff used by the computational model for this 
patient.  The patient thickness estimated by the computational model underestimated the 
measured thickness, which means the value of µeff used by the computational model was 
too high. 
The µeff value for this patient has been extrapolated from the range of values derived from 
the Monte Carlo simulations in §5.5.1.3.1 rather than interpolated.  This may well account 
for a significant amount of the deviation since the model does not include patients of that 
diameter within the scope of its design. 
There are other possible explanations; it was demonstrated in §5.5.1.4 that increased 
amounts of adipose tissue led to lower values of µeff.  With this patient being larger than 
any other, it is likely they had a higher percentage of body fat.  This would mean the true 
value of µeff would be lower than the value used by the computational model, as is obvious 
for this patient.  Given the modest difference to µeff from an increased body fat percentage 
as shown in §5.5.1.4, the patient’s increased body fat does not fully explain the discrepancy 
between estimated and measured patient AP abdominal thickness.  The patient may have 
other anatomical variations that mean the method used by the computational model to 
determine a value of µeff is flawed.  This would be the case if the patient were osteoporotic 
for example.  In this case, the spongiosa used in the Monte Carlo model would not be an 
appropriate surrogate for patients who had bones of lower density than a healthy 
population. 
The deviation between estimated and measured patient AP abdominal thickness may be 
related to the patient’s large size, or this could be a coincidence.  There is not enough 
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information to make a definitive conclusion, however it is prudent to regard the 
computational model as only being effective within a range of patient thicknesses.  This is 
not likely to impact upon its intended use for a paediatric population. 
 
6.4 Conclusions 
 
This chapter presented the preparations for, and results of, a clinical validation study of the 
computational model for a cohort of adult patients undergoing AP abdomen examinations.  
A Monte Carlo model of the Fuji FDR Go digital mobile x-ray unit was created, optimised 
and validated using the methods described throughout chapter 2.  The simulated results 
were within the uncertainty of measurement for all of the validation exposures 
undertaken. 
Initial testing of the Fuji FDR Go digital mobile x-ray unit in clinical use revealed that it 
would be necessary for the computational model to account for a range of examination 
FDDs, kVp values and the frequent, but not universal, use of a mattress placed between the 
digital detector and the patient.  The Monte Carlo model was used to derive µeff values at 
varying FDD, kVp and with and without the mattress.  Correction factors for the calculation 
of k0 from the examination KAP were calculated at different examination FDDs. 
With all of the necessary data for the computational model in place, ethics approval was 
obtained from the West of Scotland Research Ethics Committee 3 and 20 patients recruited 
to a clinical validation study.  A measurement was made of the patient’s AP abdominal 
thickness in the examination position and the results compared to the estimate made by 
the computational model using the x-ray image and relevant factors from the LUTs guided 
by the parameters of the examination.  The agreement between measured and estimated 
patient thickness was generally excellent at ±9% for 19 of the 20 patients.  The deviation 
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for the remaining patient was significant at 22% which demonstrates there are limitations 
to the use of the computational model.  These probably suggest it cannot be used 
accurately outside of a range of patient thicknesses, however there is not enough data to 
definitively conclude this. 
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Chapter 7 – summary and further work 
 
Overview 
This chapter summarises all of the work reported throughout this thesis and draws some 
overall conclusions.  The work necessary to develop the computational model for use with 
a paediatric patient cohort is discussed. 
 
 
 
 
 
 
 
 
244 
 
 
 
7.1 Overall summary 
 
The current methods for dose audit of paediatric radiographic examinations require a 
measurement of patient size - be it a direct measurement of thickness, equivalent 
cylindrical diameter (ECD) calculated from measured patient height and weight or simply 
measured patient weight itself – so that examinations can be appropriately compared.  
Data pertaining to patient size is generally not measured at the time of the examination 
throughout the UK, meaning there has been no update to the National Diagnostic 
Reference Levels (NDRLs) for paediatric radiographic examinations since 2000.  There have 
been significant improvements made to the image receptors used for x-ray examinations 
since 2000; the lack of up to date data with which to compare inhibits local optimisation 
efforts for paediatric radiographic examinations. 
This thesis presents a method for automating the estimation of patient thickness for 
radiographic examinations using only the radiographic image, the exposure factors with 
which the examination was undertaken and a priori knowledge relating to the x-ray unit 
and digital detector on which the examination was undertaken.  This computational 
method is based on the Beer-Lambert law and relies on being able to accurately estimate 
the air kerma at the image receptor in the absence of an attenuator, k0, the kerma at the 
image receptor, kd, and the effective linear attenuation coefficient, µeff.  Whereas estimates 
of k0 and kd rely on look up tables (LUT) populated with the results of extensive 
measurement and calibration, values of µeff are derived from Monte Carlo simulations using 
BEAMnrc. 
The computational model was developed for an adult cohort, since far more data was 
available for adults and there is a far greater throughput of adult patients undergoing x-ray 
examinations locally for a clinical validation of the computational model.  Its intended 
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application remains for paediatric patients.  The work required to develop the 
computational model for a paediatric patient cohort is discussed in §7.3. 
To ensure accurate results from Monte Carlo simulations, a Monte Carlo model of a specific 
Philips Optimus 50 radiographic x-ray unit in use at Ninewells Hospital was created, 
optimised and validated.  The validation was comprehensive; the validation method 
investigated the accuracy of the simulated x-ray field size at a 100cm focus to detector 
distance (FDD) by comparing against the nominal value and compared the energy fluence 
spectrum at a 75cm FDD with that produced by the Institute of Physics and Engineering in 
Medicine’s (IPEM) report 78 spectrum generator.  Quantitative validation examined how 
the output varied across the full extent of the x- and y-axes in 1cm increments, calculated 
the 1
st
 and 2
nd
 half value layers (HVLs) for x-ray field sizes measuring 10x10cm and 40x40cm 
and derived values of µeff for varying thicknesses of both water and solid water high 
equivalency (HE) attenuators, comparing each with the equivalent result from 
measurements made directly on the x-ray unit. 
The computational model was first created for the specific case of deriving the thickness of 
a single composition attenuator – solid water HE.  This presented the simplest scenario to 
which the computational model could be applied as it involves only a very narrow range of 
µeff values and allows the methods for estimating k0 and kd to be tested such that the 
estimates could be compared against measured values.  Values of k0 were estimated in two 
ways; the first used measurements of the x-ray unit’s output that had been made 
previously and made corrections for the effect of kVp, mAs, FDD, focal spot selection and 
field size.  The second used the measured kerma area product (KAP) and made corrections 
for the effect of field size and kVp.  In both cases, correction factors were measured for 
each variable across a clinically relevant range. 
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Values of kd were estimated using both the examination detector dose indicator (DDI) and a 
measurement of average pixel value (PV) made at the centre of the radiographic image.  
These values were used with a single calibration relating DDI or PV to kerma at the 
equivalent kVp.  These calibrations had been measured for both DDI and the signal transfer 
property (STP) across the relevant kVp range.  Values of kerma for any DDI or PV can be 
interpolated between calibrations at kVp values that are as close as possible to that used 
for the examination if there was no calibration undertaken at that specific kVp.  This is 
possible as it was demonstrated that the quality of the x-ray beam as it exits the attenuator 
for a broad field, inclusive scatter geometry is observed not to vary much for an attenuator 
in excess of that equivalent to 100mm of solid water HE for a single kVp. 
Values of µeff were estimated from the relationship between the estimated 
 and values 
calculated from kerma measurements made at the exit surface of varying depths of water 
and thicknesses of solid water HE. 
The computational model was used to estimate the thickness of a single composition 
attenuator on a Philips Optimus 50 radiographic x-ray unit with Fuji computed radiography 
(CR) system, a Fuji direct digital radiography (DDR) mobile unit and an Xograph-Canon DDR 
system.  The agreement between the attenuator thickness estimated by the computational 
model and the known thickness of the attenuator was excellent for all x-ray units.  The 
largest deviation between the two across all three x-ray units was 7%.  The largest 
deviation in the estimates of k0, kd and µeff across all three x-ray units were 6.3%, 7.3% and 
3.5% respectively. 
Having demonstrated that the computational model works accurately for a single 
composition attenuator on a range of x-ray units, the model was then modified to account 
for attenuators composed of multiple materials.  Patient data from 50 computed 
tomography (CT) examinations that had been undertaken locally for abdomen, chest and 
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pelvis examinations was used to create patient models for Monte Carlo simulation.  These 
were added to the existing Monte Carlo model and were used to provide a range of 
clinically relevant µeff values, derived as they were from real patients.  A second set of 
simulations was run for each patient, in which the patient was simulated lying on top of an 
x-ray couch mattress.  For chest and pelvis examinations, a single value of µeff can be used 
by the computational model as there is no reliable relationship between µeff and 
 with 
which to select a value of µeff for any given examination.  For abdomen examinations, a 
more accurate estimate of µeff can be selected using the relationships between patient 
thickness, µeff and 
.  An analysis of the effect of varying the percentage body fat on µeff 
revealed that the differences were not significant.  All simulations assumed a 20% 
contribution of adipose tissue to all of the soft tissues measured on each patient’s CT 
examination.  The computational model was used to estimate the anterior-posterior (AP) 
thickness of each of the patients included in the cohort of 150 used to create the patient 
models for Monte Carlo simulation.  For abdomen examinations, all 50 estimates were 
within ±6% of the measured thickness, for chest examinations, 47 estimates were within 
±10% of the measured thickness and for pelvis examinations, 41 estimates were within 
±10% of the measured thickness. 
Having demonstrated the greatest accuracy for patient thickness estimation, abdomen 
examinations were selected as the focus for a clinical validation study of the computational 
model.  Ethics approval was granted for a clinical validation study that would apply the 
computational model to 20 patients undergoing AP abdomen x-ray examinations as part of 
their routine care.  The estimates of patient thickness made by the computational model 
were then compared with measurements made directly on the patient at the time of the 
examination.  The results were excellent; for 19 of the 20 patients, the AP abdominal 
thickness estimated by the computational model agreed with that measured to within ±9%. 
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7.2 Overall conclusions 
 
The following conclusions can be drawn from this work; 
• It is possible to create a Monte Carlo model using BEAMnrc of a specific 
radiographic x-ray unit in a broad beam geometry that produces results for x-ray 
field size that are close to the nominal value and an energy fluence spectrum that is 
close to that produced by the IPEM report 78 spectrum generator.  Further, the 
model produces results for the variation in output across the full extent of the x- 
and y-axes, values for 1
st
 and 2
nd
 HVL and values of µeff that agree with 
measurements made on the x-ray unit to within the uncertainty of measurement 
• The BEAMnrc Monte Carlo model can be used to accurately derive the values of µeff 
required throughout this work 
• The computational model calculates k0 to within an average of 0.96% of the 
measured value using the output method and to within an average of 3.18% of the 
measured value using the KAP method 
• The computational model calculates kd to within an average of 2.88% of the 
measured value using the exposure DDI and to within an average of 3.37% of the 
measured value using the PV method 
• The computational model calculates µeff to within an average of 2.25% of the 
measured value for a single composition attenuator 
• The computational model calculates the thickness of a single composition 
attenuator to within 7% for a range of exposures across three x-ray different units 
• Monte Carlo simulations demonstrated that the value of µeff does not vary 
significantly with an increased adipose tissue contribution to soft tissue 
composition.  It is reasonable to use a fixed value of 20% contribution of adipose 
tissue to all soft tissues for all simulations 
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• Following a clinical validation study, it is concluded that the computational model is 
generally accurate when used to estimate the AP abdominal thickness of an adult 
patient.  The agreement between measured and estimated patient thickness was 
±9% for 19 of the 20 patients.  The deviation for the remaining patient was 
significant at 22% which demonstrates there are limitations to the use of the 
computational model 
• It is likely the computational model cannot be used accurately outside of a range of 
patient thicknesses, however there is not enough data to definitively conclude this.  
This does not have a significant bearing on the computational model’s intended use 
as a tool to assist with paediatric patient dose audit for radiographic examinations 
 
7.3 Further work; adapting the model for a paediatric cohort 
The computational model was created using adult data and the accuracy of the 
computational model was assessed using an adult cohort.  As the intended application for 
the computational model is to facilitate patient dose audit of radiographic examinations of 
paediatric patients, the computational model needs to be adapted for a paediatric cohort.  
This adapted computational model should then be tested on a paediatric cohort.   
 
7.3.1 Adapting the computational model 
The computational model relies on the accurate estimation of k0, kd and µeff.  The method 
of estimating a value of k0 is independent of the attenuator, therefore will work as 
accurately for a paediatric cohort.  Where paediatric patients are generally smaller than 
adults, it is expected that collimation will be used.  This is adequately accounted for by the 
correction factor kfield already applied in equations 3.2 and 3.5 (§3.3.1.1 and §3.3.1.3). 
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It was demonstrated throughout §3.3.2.5 - 3.3.2.7 that a single calibration of detector dose 
indicator (DDI) or signal transfer property (STP) is all that is required to accurately estimate 
kd, provided the calibration was undertaken in a broad beam geometry with an attenuator 
equivalent to a thickness greater than 10cm of solid water high equivalency (HE).  Those 
calibrations were undertaken using the maximum field size.  This is appropriate for a 
computational model for an adult patient cohort as there is very seldom any need for 
collimation for examinations of the trunk (i.e. chest, abdomen and pelvis).  Indeed it is 
often necessary to undertake two examinations to cover the entire abdomen.  For a 
paediatric cohort however, it is expected that collimation would be applied for many 
patients.  In anticipation of this, it would be necessary to evaluate the effect of a varying 
field size on the DDI and STP calibrations and to investigate the effect of attenuators of 
different sizes (i.e. 15x15 and 10x10cm square attenuators). 
New values of µeff will be required for paediatric patients.  The method with which µeff was 
estimated for adult patients throughout chapter 5 – by making measurements of adult 
patients having undergone computed tomography (CT) examinations and using these to 
create Monte Carlo simulations – is sound.  It will be necessary to repeat this process using 
CT images of paediatric patients for each clinical site.  As well as assessing gender specific 
values of µeff, age specific values should be investigated as well.  Whilst age is not a good 
indicator of patient diameter, it is a good indicator of patient development [124].  It is likely 
that bone density and soft and adipose tissue composition will show a variation with 
patient age that would mean different values of µeff should be used for selected patient age 
ranges. 
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7.3.2 Clinical validation study for the adapted computational model 
With the investigatory work as identified in §7.3.1 having been undertaken, and with the 
computational model having been adapted for a paediatric patient cohort, it will be 
necessary to validate the computational model’s performance for a paediatric cohort.  This 
will require further clinical validation studies, each concentrating on a dedicated clinical 
site.  Abdomen, chest and pelvis examinations are the three clinical examinations for which 
the computational model is expected to work and for which there is a need for patient 
dose audit. 
Once a location has been identified for these clinical validation studies, there is a lot of 
work to be undertaken in preparation.  The x-ray unit will need to have a corresponding 
Monte Carlo model.  This can be created quickly using the model presented in this work as 
a starting point before adjusting for any unique differences in the design of the x-ray units.  
The validation method presented in this work should be applied.  Measurements of x-ray 
tube output and KAP and image receptor calibrations will be required to facilitate the 
estimates of k0 and kd.  For kd, those additional considerations outlined in §7.3.1 should be 
considered.  Measurements to allow the estimate of all of the correction factors used for 
the estimate of k0 will have to be made.  A range of paediatric examinations will need to be 
simulated using the Monte Carlo model to derive values of µeff.  These should consider 
gender and age specific values, as discussed in §7.3.1.  This will require access to CT 
examinations for a large number of paediatric patients to fully account for the differences 
in patient diameter across the paediatric age range for both genders.  These should be 
available at a dedicated paediatric imaging department or children’s hospital. 
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7.3.3 Implementation of the computational model 
 
The computational model could be implemented by a medical physics department for any 
imaging facility if they had the necessary skills and resources.  This would lead to a 
significant duplication of effort however, as it could be conceived that Monte Carlo 
simulations and image receptor calibrations would be repeated for the same make and 
model of x-ray equipment across many sites.  It would be expected that the results for all of 
these would be very close (theoretically the same, certainly within experimental 
uncertainty).  Further, the selection of appropriate values of µeff would require each site to 
have access to a large number of paediatric CT examinations on which to base Monte Carlo 
simulations, which may not be the case.  Estimating the thickness on a patient by patient 
basis would also require the re-processing of clinical images to make the required 
measurement of PV using the processing for which the image receptor calibrations were 
made.  This would be an inefficient and resource intensive method for patient dose audit. 
The optimal solution is to have the computational model built into the x-ray units 
themselves.  For a DDR system, the x-ray unit will have access to all of the exposure and 
image information required to estimate each of the variables used by the computational 
model.  The manufacturers would only have to develop one Monte Carlo model per 
imaging system and make one set of image receptor calibrations per kVp.  One single set of 
µeff values or relationships could be made available for any manufacturer wishing to 
incorporate this computational model into their equipment.  The process of making a copy 
of each image using minimal processing and of making a measurement of the average PV at 
the centre of the image could also be automated within the software for paediatric 
patients, allowing the x-ray system itself to produce an estimate of patient thickness for 
entry into the patient record by the operator.  Patient dose audit could then proceed in 
much the way it does now; either through the use of a dose management system (DMS), 
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the use of manually completed forms (to which a field for estimated patient thickness can 
be added) or following an audit of data downloaded from the radiology information system 
(RIS) which could include a field for estimated patient thickness (there are already multiple 
fields for recording patient dose).  This would allow users the benefit of the computational 
model with the minimum of global effort in producing it. 
 
7.3.4 Using the computational model for paediatric patient dose audit 
As discussed in §1.5 there is a problem with paediatric patient dose audit in the UK (and 
beyond) in that insufficient data containing some measurement of patient size (e.g. a direct 
measurement of patient diameter or patient weight) is submitted to national patient dose 
audits to allow for any NDRLs to be proposed. 
The best and most accurate solution is for measurements of patient diameter in the 
examination orientation, or of patient weight, to be made for every paediatric patient 
undergoing a radiographic x-ray examination.  This is in keeping with all current national 
and international recommendations [40, 42-44].  Further education for operators on the 
importance of these measurements of patient size is required. 
Were it to work for a paediatric patient cohort, the computational model would produce an 
estimate of patient diameter that is comparable to a direct measurement.    This has the 
advantage that any data acquired by direct measurement and using the computational 
model can be used in the same pool to analyse with a view to recommending NDRLs.  This 
is not the case where patient weight has been measured.  The disadvantage of the 
computational model is the extensive and complex work required for its implementation.  
This will prevent widespread adoption unless the manufacturers of x-ray equipment can 
incorporate it into their equipment. 
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There have been no other documented attempts to automate the estimation of patient 
diameter for radiographic imaging.  The ‘MyXrayDose’ DMS does offer a water equivalent 
thickness for the patient following each radiographic examination.  Whilst there is no white 
paper or publication available for this feature, it is known to use information from the 
Digital Imaging and Communications in Medicine (DICOM) header, specifically that related 
to the signal at the detector (via the detector dose indicator (DDI)) and the intensity of the 
beam that exited the x-ray tube (via the kerma area product (KAP) or exposure factors).  
The estimate of water equivalent thickness is further refined using the results of GEANT4 
Monte Carlo simulations.  The water equivalent thickness could be used as a representative 
measure of patient size.  The advantage of this metric is that it is much easier to implement 
than the computational model described throughout this work.  One disadvantage is that 
the water equivalent thickness is not the same as patient thickness, therefore patient dose 
audit data including a direct measurement of patient thickness or an estimate of patient 
thickness as made using the computational model described in this work cannot be used 
alongside data that includes an estimate of water equivalent thickness for the purposes of 
paediatric patient dose audit.  For water equivalent thickness to become the patient size 
metric of choice would require a universal adoption which is not likely at present since it is 
only offered by a single DMS – one of at least 10 available on the market [46, 140-148]. 
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