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ABSTRACT 
 
 The prevalent trend in chemistry instruction relies on what has been described as the 
classroom game. In this model, students take a passive role and the instructor does all the 
explaining (thinking), and learning is trivialized to knowing the correct answers (memorizing) 
and being able to produce them when prompted (regurgitating). The generation of explanations is 
central to scientific and technological development. In the process of figuring out explanations, 
the generation of inferences relies on the application of skills associated with scientific behaviors 
(e.g., analytical reasoning and critical thinking). The process of explanation generation causes a 
deeper analysis and revision of the scientific models, thus impacting the conceptual 
understanding of such models. Although the process of generating authentic explanations is 
closer to the experience of doing science, this process is seldom replicated in science instruction.  
Self-explaining refers to the generation of inferences about causal connections 
between objects and events. In science, this may be summarized as making sense of how 
and why actual or hypothetical phenomena take place. Research findings in educational 
psychology show that implementing activities that elicit self-explaining improves learning 
in general and specifically enhances authentic learning in the sciences. Research also 
suggests that self-explaining influences many aspects of cognition, including acquisition 
of problem-solving skills and conceptual understanding. Although the evidence that links 
self-explaining and learning is substantial, most of the research has been conducted in 
experimental settings.  
x 
 
 The purpose of this work was to advance knowledge in this area by investigating the 
effect of different self-explaining tasks on self-explaining behavior and the effect of 
engaging in different levels of self-explaining on learning chemistry concepts. Unlike most 
of the research in the field, this work did not focus on advancing procedural knowledge through 
self-explanation of examples or conceptual understanding through self-explanation of textual 
information and concepts. Instead, it focused on an experience closer to doing science by 
presenting a familiar phenomenon to the participants and a fact that would potentially induce 
cognitive imbalance to then prompt them to self-explain.  
This work used a multi-condition, mixed-method approach to categorize students’ 
self-explaining behaviors in response to learning tasks and link it to the performance in a 
post-learning task. Students were randomly assigned to conditions that included the 
following: studying an experts’ explanation, explaining correct and incorrect answers, 
explaining agreement with another’s answer, and explaining one’s own answer for others 
to use. Data were gathered in the classroom ecology of a university, large-enrollment 
general chemistry course. Content and construct validity evidence support the functionality of 
the research instruments for the assessment of conceptual understanding of entropy and the 
Second Law of Thermodynamics. An in-depth analysis of the post-learning task showed that the 
data collected from the instrument is reliable, consistent and reproducible. 
Findings supported an association between the self-explaining tasks and students’ 
self-explaining behaviors. Results showed distinct categorical self-explaining behaviors in 
students’ written responses. These self-explaining behaviors were associated with the self-
explaining task given to the students. Thoughtful design of learning tasks can effectively 
elicit engagement in sophisticated self-explaining in natural, large-enrollment college 
xi 
 
chemistry classroom environments.  Comparison analyses of performance in the post-learning 
task suggested that in the context of large-enrollment college chemistry classroom 
environments, self-explaining activities improved students’ conceptual understanding in 
chemistry. 
 Overall, the work showed that students can self-explain chemical phenomena and apply 
the underlying chemistry concepts in the resolution of novel problems without direct intervention 
of an instructor. This work supports the incorporation of self-explaining activities in the 
repertoire of teaching practices of both experienced and novice instructors for general chemistry 
courses. 
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CHAPTER ONE: 
INTRODUCTION 
 
Scientific literacy is one of the most desirable learning outcomes that our scientific and 
technological society needs to foster in younger generations (American Association for the 
Advancement of Science, 2013; Feinstein et al., 2013). Most of the global problems we are 
facing today (e.g., environmental sustainability, energy and water crisis) will be better addressed 
by a scientifically literate society (American Association for the Advancement of Science, 1993; 
DeBoer, 2000; Hodson, 2008). Science education is tasked to provide younger generations with 
tools necessary to endeavor in tomorrow’s future techno-scientific problems.  
In the last decade, national and international assessments of scientific literacy pushed 
many science education reforms, with a focus on better evaluation practices and accountability 
(e.g., Grek, 2009; Linn, 2000; Mons & Pons, 2009; Polikoff et al., 2014; Swanson & Stevenson, 
2002; Takayama, 2008). Findings from these assessments can be useful to guide further 
improvements in science curricula around the globe (DeBoer, 2000). One international 
assessment program is the Program for International Student Assessment (PISA). In a broad 
sense, PISA conceptualizes scientific literacy in terms of science content knowledge and skills 
(e.g., problems solving, analytical and critical thinking) necessary for the resolution of novel 
problems. Therefore, this program places as much importance on skill development as the 
acquisition of scientific knowledge (DeHaan, 2011). Science education should aim to promote 
learning strategies that develop, exercise and improve skills associated with scientific behavior.  
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At the same time, learning strategies should foster conceptual understanding in the 
sciences so that learners can apply their knowledge effectively to the resolution of problems. 
Ford and Wargo (2012) claim that understanding a concept in science is both conceptual and 
epistemic in nature and evident in ones’ ability to use that concept in explanation and 
argumentation. Furthermore, learning activities that foster a dialogic relationship with scientific 
knowledge require being able to use it to explain natural phenomena (Ford & Wargo, 2012). 
Thus, the explanatory behavior of students can be used to assess their conceptual understanding 
in science.  
The prevalent trend in college chemistry instruction in the twentieth century relied on 
what Lemke (1990) described as the classroom game that posits students in a passive role (Byers 
& Eilks, 2009) and that is characterized by instruction- and teacher-centered, non-interactive 
lecturing (Barr & Tagg, 1995; Cooper, 1995; Kinchin et al., 2009). In this model, persistent to 
date, the instructor does by and large most of the sense-making and explaining, and learning is 
often trivialized to knowing the correct answers or being able to produce well-rehearsed answers 
when prompted. This instructional approach perpetuates the view of science as a mere collection 
of facts. Chamizo (2012) underscores the counterproductive reduction of education to a means of 
informing in an era when information is ubiquitous and continually produced, disseminated and 
accessible. Furthermore, he maintains that the aim of education should be “to help students to 
reason through scientific thinking rather than regurgitate the conclusions of science” (Chamizo, 
2012). Many others have joined their voices in calling attention to the need for a shift in 
paradigm and to promote “understanding chemistry as a way of thinking” (Talanquer & Pollard, 
2010). Likewise, the US National Research Council suggests that the generation and evaluation 
of scientific evidence and explanations is a fundamental scientific competency that science 
 3 
 
education should foster (Granger et al., 2012). Instructional methods that prompt learners to 
directly engage in sense-making support this objective.  
Regardless of correctness, generation of explanations is a core characteristic of 
scientific behavior and central to scientific and technological development (Deutsch, 
2011). This centrality is reflected by the US Next Generation Science Standards (National 
Research Council, 2013) that posit the construction of explanations as one of eight 
practices of science essential for all students to learn. Furthermore, A Science Framework 
for K-12 Science Education (National Research Council, 2012) asserts that when students 
demonstrate their understanding of the implications of a scientific idea by developing 
their own explanations of phenomena, they take part in an essential activity by which 
conceptual change can occur. That is, in addition to being a desirable learning outcome in 
itself, the ability to generate one’s own explanations supports conceptual learning. The 
process of generating scientific explanations requires analysis and reflection of current 
models and theories, thereby influencing conceptual understanding. In the process of 
formulating explanations, the generation of inferences relies on the application of skills 
associated with scientific behavior (e.g., analytical reasoning and critical thinking).  
Studies on student’s development of analytical reasoning and critical thinking show that 
changes in the academic curriculum can effectively improve scientific skills (Bodner & Herron, 
2003; Kuhn, 1993). The studies also voiced the current need to design activities that support 
scientific skill development, in order for these skills to become an integral part of a student’s 
skillset. At the same time, these activities need to be grounded in premises and findings from 
educational research (Cooper, 2007). In the past decades, some fruitful efforts have resulted in 
implementation of diverse pedagogical approaches and strategies in the chemistry classroom and 
 4 
 
laboratory, often based on collaborative, small group settings (Padilla Martínez, 2012; Towns & 
Kraft, 2011). As depicted in Figure 1 (Villalta-Cerdas & Sandi-Urena, 2013), habits of mind and 
learning strategies practiced during supervised learning activities may transfer to students’ 
learning outside the classroom—somewhere else.  
 
 
Figure 1. Location of learning: in-class and somewhere else. 
 
Findings from the 2013 National Survey of Student Engagement (NSSE) report showed 
that half of the respondents who majored in physical sciences, math, and computer science, never 
or only sometimes “prepared for exams discussing or working through course material with other 
students” (NSSE, 2013). Likewise, preliminary results of study habits at our own institution 
suggest that only a small segment of General Chemistry 1 students engage in group study outside 
the classroom. In the spring of 2014 only 33% reported to study in a group for up to one quarter 
of their study time. For the remaining students nearly all of their unsupervised learning occurred 
individually. Although we strongly support collaborative learning in its multiple expressions, it 
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seems reasonable to think that students do not have the opportunities to maximize use of 
collaborative skills they may learn in the classroom. Thus the selection of in-class activities that 
reinforce learning strategies that students could eventually use spontaneously while studying 
individually seem preferable for chemistry instruction. This reality—most learning occurs away 
from instructor supervision and when the learners are unaccompanied—led us to select self-
explaining as a means to develop transferable learning skills in the chemistry classroom context. 
Our interest in self-explaining also stems from its being an essential and desirable scientific 
competence (National Research Council, 2013). 
Self-explaining refers to students’ generation of inferences about causal connections 
between objects and events (Siegler & Lin, 2009). This may be summarized as a fundamental 
aspect of doing science: making sense of how and why actual or hypothetical phenomena take 
place. Self-explaining is a domain-independent learning strategy whose effect has been widely 
replicated. Its effectiveness compared to other learning activities is explained by the passive-
active-constructive-interactive, ICAP, theoretical framework first introduced by Chi (2009) and 
to which we ascribe in our work.  
In the ICAP framework (Table 1), a learning activity is characterized by observable, 
overt actions undertaken by the learner. These overt actions are assumed to be an adequate proxy 
for the covert cognitive processes that support the manifested behaviors. Although, 
understandably specific overt behaviors are not a requisite for the learners to resort to specific 
cognitive processes, Chi (2009) argues that learners are more likely to engage in certain 
cognitive processes when they display certain overt actions. These actions (and their products) 
are in turn manipulable by the instructor or researcher and allow their use as evidence of 
learning, that is, they can be assessed, coded, and analyzed (Fonseca & Chi, 2010). It is this 
 6 
 
quality what renders possible the classification of learning activities from the learner’s 
perspective. Passive, active, constructive, and interactive refer to and are defined by what the 
learner does—the overt behaviors—when in contact with the learning materials. A passive 
learning activity is characterized by lack of actions on the learner’s part. For example, listening 
to a lecture or reading a text without engaging in any additional activity such as note taking or 
underlining. In an active learning activity, the learner does something physical in support of 
learning. Highlighting while reading falls under the active category as does repeating rules that 
describe periodic trends to increase retention. 
 
Table 1  
Characteristics of the Passive-Active-Constructive-Interactive Theoretical Framework (Fonseca 
& Chi 2010) 
Characteristic 
Activity 
Passive Active Constructive Interactive 
Observable overt 
learning activity 
No physical 
activity 
Doing something 
physically 
Producing novel 
outputs 
Dialoguing with 
substantive 
contributions 
Examples of overt 
learning activities 
Listening to a 
lecture, watching 
a video, reading a 
text 
Highlighting a text, 
pointing or 
gesturing, 
underlining a text, 
copying and 
pasting, clicking on 
a computer screen 
Generating self-
explanations, 
creating a concept 
map, asking 
questions, 
drawing a 
diagram, 
comparing and 
contrasting cases 
Responding to 
scaffolding, 
responding to 
expert’s questions, 
challenging a 
partner’s 
statements, asking 
and answering each 
other’s questions 
Possible underlying 
cognitive processes 
Direct-storing 
processes 
Assimilating 
processes 
Creating 
processes 
Jointly creating and 
assimilating 
processes 
Expected cognitive 
learning outcomes 
Storing 
information in an 
“episodic” 
manner without 
regard to context 
Activating and 
strengthening prior 
knowledge, storing 
information in a 
meaningful way 
Generating 
inferences, 
repairing mental 
models 
Encoding 
corrective 
feedback, taking 
new perspectives, 
creating novel 
understanding 
Expected overt 
learning outcomes 
Minimal 
Greater then 
passive 
Greater than 
passive or active 
Greater than 
passive, active, or 
constructive 
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The production of “some additional output that contains information beyond that 
provided in the original material” (Fonseca & Chi, 2010) is the hallmark of constructive learning 
activities. Constructing a concept map and comparing and contrasting chemical reactivity are 
two examples. An interactive learning activity is one in which the learner establishes a dialogue 
with a peer, expert, or intelligent system that includes substantive contributions from all parts 
and where no part’s contribution is ignored. Therefore, if one interlocutor dominates the 
interaction or participants simply take turns speaking and ignore each other’s contributions, the 
activity is not considered interactive.  
Thorough analysis of published research has contributed evidence supporting the 
hypothesis that learning activities produce greater learning outcomes when they are interactive 
compared to constructive (Chi, 2009). Likewise, constructive activities are more efficient than 
active and active than passive. In light of the ICAP framework self-explaining activities are 
constructive activities.  
Self-explaining activities require the learner to elaborate upon the presented information, 
by relating it to prior knowledge and integrating with other pieces of information, to generate 
inferences beyond the learning materials. Therefore, individuals build new knowledge as they 
uniquely appraise their own mental model during the process of solving a given task and 
elaborate their self-explanations—the outcomes of self-explaining (Chi, 2000). 
Research findings have shown that implementing activities that elicit self-explaining 
improves learning (Chi et al., 1994) and enhances learning in the sciences (Atkinson, 2003; Chi, 
2000; Songer & Gotwals, 2012). Research supports that this learning strategy allows students 
with high prior knowledge to repair existing mental models. For students with low prior 
knowledge, self-explaining seems to allow the generation of inferences to fill knowledge gaps 
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(Chi, 2000; de Bruin et al., 2007). Similarly, research suggests that self-explaining influences 
many aspects of cognition, including acquisition of problem-solving skills, and conceptual 
understanding (Siegler & Lin, 2009). The act of self-explaining by its very nature requires the 
reader to be aware of the comprehension process, influencing metacognition as well (McNamara 
& Magliano, 2009).  
Research findings indicate that self-explaining learning strategies can be learned and 
developed (Fonseca & Chi, 2010), and we maintain that they may become habitual with students 
incorporating them as part of their personal relationship with knowledge and learning. Moreover, 
Chi et al., (1994) have found that the frequency of self-explaining is a predictor of the amount of 
learning, thus underscoring the relevance of promoting independent use of the strategy. We are 
interested in investigating the extent to which self-explaining, as a learning strategy, can be 
manipulated within the conceptual domain of chemistry and its potential to impact chemistry 
learning. We strongly believe that this type of work will inform instructors’ views and decisions 
in relation to the development and implementation of self-explaining in college chemistry 
courses. 
The implementation of self-explaining as a learning strategy to design activities for the 
classroom can support the current goals for science instruction, like development of scientific 
reasoning and enhancement of mastery in subject matter (Singer et al., 2006). Despite the prolific 
research literature on self-explaining in specialized journals, very little research has appeared in 
publications that are typically within the scope of chemistry educators (Villalta-Cerdas & Sandi-
Urena, 2013). This single fact may account for the widespread absence of self-explaining in 
chemistry instruction in contrast with the prevalence of approaches that teach chemistry as a 
collection of facts, which Schwab (1962) referred to as rhetoric of conclusions. Evidently, this 
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disconnect is not exclusive to self-explaining or chemistry education. It is part of a bigger picture 
where “the research communities that study and enact change are largely isolated from one 
another” (Henderson et al., 2011).  
We identified such a void in domain-specific research pertaining to chemical 
education (Villalta-Cerdas & Sandi-Urena, 2013): Only two articles have explored self-
explaining in chemistry and both addressed computer-assisted learning (Crippen & Earl, 
2004; Crippen & Earl, 2007). In addition, even when focused on STEM knowledge 
domains, research has rarely focused on STEM majors (Villalta-Cerdas & Sandi-Urena, 
2013).  
To date, the research has been largely theoretical in nature and not applied, and it 
has been conducted in educational research laboratory settings (e.g., Bielaczyc et al., 
1995; Chi et al., 1989; Gadgil et al., 2012; Schworm & Renkl, 2006; Villalta-Cerdas & 
Sandi-Urena, 2013). In this sense, a laboratory is a space where individuals are abstracted 
from their natural learning environment and function as study participants, not necessarily 
as students.  
Although this trend is changing (Villalta-Cerdas & Sandi-Urena, 2013), the need 
for applied research in naturalistic classroom environments persists in order to gather 
ecological evidence to support novel pedagogical strategies. In the research work 
presented herein, we endeavored to address the void in domain-specific, self-explaining 
research pertaining to chemical education.  
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Research Questions 
 
This work focused on the following: (a) ways to promote engagement in self-explaining 
during chemistry instruction and (b) the assessment of how different levels of engagement in 
self-explaining influence learning of specific chemistry content. This investigation of the self-
explaining effect is different from other work in the field in the following regards: 
1) Participants take part in this work in their normal student function; therefore we refer to them 
exclusively as students to differentiate from laboratory approaches. 
2) We use a real problem situation that resembles the process of doing science to evoke self-
explaining. 
3) Prompting to self-explain occurs at various demand levels instead of relying on spontaneous 
production of self-explanations. 
4) We focus on conceptual understanding of chemistry (as assessed by a post-learning task) 
rather than learning declarative or procedural knowledge (e.g., using worked-out examples, 
reviewing an expert explanation). 
5) Data collection happens within the undisturbed ecology of a college level large-enrolment 
chemistry classroom. 
The following questions guided this work:  
1) Do tasks that require different levels of self-explaining effectively induce observable, 
categorical differences in self-explaining behavior in the context of a General Chemistry 
classroom? Our stance is that an association between self-explaining tasks and overt self-
explaining behavior strongly suggests that appropriate instruction in the naturalistic classroom 
setting can effectively modify self-explaining practices. 
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2) Does engagement in self-explaining activities influence students’ understanding of 
chemical concepts? Our stance is that participation in self-explaining learning activities can 
improve students’ conceptual understanding in chemistry—as measured by a post-learning task. 
3) Do tasks with differential demand of self-explaining engagement elicit differences in 
students’ conceptual understanding? Our stance is that tasks with different demand of self-
explaining engagement might lead to performance differences on students’ conceptual 
understanding in chemistry—as measured by a post-learning task. 
4) Do differences in self-explaining behaviors elicit differences in students’ conceptual 
understanding in chemistry? Our stance is that different explanatory behaviors might lead to 
performance differences on students’ conceptual understanding in chemistry—as measured by a 
post-learning task. 
 
Dissertation Organization 
 
This dissertation is organized in seven chapters. Chapter One is the introduction. Chapter 
Two presents the literature review on self-explaining research in science, technology, 
engineering, and mathematics (STEM) in tertiary education, which provides strong support to 
conduct research in the context of real college science learning environments. Chapter Two also 
highlights the importance of the research work presented herein. Chapter Three presents the 
methodological aspects of the research work. Chapter Four presents the study of the self-
explaining effect on students’ overt explanatory behavior in general chemistry in-class activities. 
Chapter Five presents validity evidence for the research instrument used to assess conceptual 
learning gains during the self-explaining in-class activities. Chapter Six presents studies of the 
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self-explaining effect on conceptual learning in chemistry via in-class activities. Finally, Chapter 
Seven presents the conclusions, limitations, and implications of this work, which support the 
incorporation of self-explaining activities in the repertoire of teaching practices for large-
enrollment general chemistry courses. 
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CHAPTER TWO: 
REVIEW OF RESEARCH ON SELF-EXPLAINING 
 
This chapter presents a comprehensive literature review on self-explaining research on 
science, technology, engineering, and mathematics (STEM) in tertiary education. This literature 
review contributes in improving the understanding of self-explaining in tertiary level science 
education. The review provides strong support to conduct research in the context of real college 
science learning environments, and highlights the importance of the research work presented in 
this dissertation. 
In this chapter we present the literature review in two sections: 1) Review of research 
prior to 2013; and 2) Review update to 2014. The first section of the review corresponds to the 
period prior to 2013, where we analyzed the research work on self-explaining to identify 
knowledge gaps in the field and to focus our research efforts towards addressing those gaps. The 
second section of the review corresponds to an update of research on self-explaining from 2013 
to 2014. In this second section we focused on the methodological aspects, target populations, and 
samples of the research work and we contrasted it to the research work done before 2013. The 
first section of the review provides information regarding the state of the art of research on self-
explaining on STEM education at tertiary level; while the second section will provide a recent 
perspective of the research field on self-explaining and its change since 2013.  
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Review of research prior to 2013 
 
Research reports on self-explaining date back to the early 1980s, span over a variety of 
knowledge domains such as biology and history (e.g., McNamara & Kintsch, 1996; Roscoe & 
Chi, 2008) and have included participants from all educational levels (kindergarten to college 
graduates). In this review, we intended to overview the work that was directly related to college 
science in general and chemistry in specific. We identified 31 reviews on self-explaining 
(Appendix A): seven on studies done with children, 23 on findings with mixed pre-college and 
college participants from diverse majors, and one that exclusively addresses college mathematics 
(Durkin, 2011). Two of the mixed pre-college and college reviews include STEM majors 
(Graesser, McNamara & Kurt, 2005; Schraw, Crippen & Hartley, 2006). We also found 11 
published proposals for the development of learning tools and curriculum design based on self-
explaining. Only one of them exclusively addressed college level education, and it focused on 
procedural understanding of mathematics (Broers, 2008). We did not identify any review specific 
to research at college level science education.  
We embarked in a comprehensive and systematic literature search to gather studies 
related to self-explaining in science education that yielded 57 journal articles (Appendix A). This 
search utilized an inclusion/exclusion process in Education Full Text and Education Resources 
Information Center (ERIC) databases. The search included research work published by 
September, 2012. Appendix A presents a detailed description of the article selection process. 
In the first stage of the analysis of the literature, we focused on the study design and 
context of the studies to extract and condense information about the methodological approaches, 
target populations, and samples. We found one article that was cited by 35 of the remaining 
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articles in the review database, thus making this article the most influential study in the field of 
self-explaining at college level STEM education. This influential work corresponds to Chi et al., 
(1989) “Self-explanations: How students study and use examples in learning to solve problems.” 
In this seminal work from Chi et al., (1989), they analyzed self-generated explanations of 
undergraduate participants while studying worked-out examples in the domain knowledge of 
physics, specifically mechanics problems.  Data collection consisted on a talk-aloud protocol for 
participants (5 males and 5 females) who responded to campus-wide advertisement. The 
participants had not taken college level physics at the time of the study and their majors were not 
reported. The study used a post hoc performance test to classify participants into “good” and 
“poor” performers. The study showed that “good” performers generated self-explanations guided 
by accurate monitoring of their own understanding and misunderstanding, while “poor” 
performers did not generate sufficient self-explanations, monitored their learning inaccurately, 
and subsequently relied heavily on examples. The study supported that learning can be achieved 
by self-instruction, and teaching practices that foster self-explaining facilitate this self-
instruction. The findings of this study support the use of novel teaching practices that encourage 
students to take ownership of their own learning. 
Next, we present a comprehensive analysis of the 57 journal articles in the review 
database (Appendix A). We performed descriptive analyses of the articles organizing the 
information by year of publication, journals of choice, authors and affiliations, domain 
knowledge, study setting, sample size, and participants’ majors. Our stance is that these analyses 
shed light on the state of the art of research on self-explaining in tertiary STEM education in the 
period prior to 2013.  
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Historical account of publications 
 
Judging by the steady increase in the number of articles, interest in the field has 
proliferated. Papers published in the ten-year period between 2002 and 2012 are four times the 
number of publications in the previous years (1978–2001), Figure 2.  
 
 
Figure 2. Cumulative number of publications prior to 2013. 
 
Moreover, a third of the total number of articles in the resulting database (19 out of 57) 
appeared in the period between 2010 and 2012, Figure 3. In our view, this surge is indicative of a 
vitalized interest in researching STEM self-explaining at college level. On the other hand, the 
absolute number of papers may indicate that this is still an under-researched topic with much 
research work yet to be done. 
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Figure 3. Number of publications by year. 
 
Journals of Choice  
 
The 57 articles included in the review were published in 25 journals (Table 2). Only 13 
journals (52%) published more than one article in this field, and only seven journals (28%) 
published more than two. Inspection of the journals suggested authors’ preference for journals in 
educational psychology, education, and instruction. Nonetheless, in the period from 2008 to 
2012, the increase in the number of articles was also reflected in the participation of more 
journals with 15 contributing publications. In addition, eight of the 12 journals with a single 
publication made their debut contribution in the last five years. One may propose that a more 
diverse choice of journals will carry a broadened and diverse readership. Furthermore, the 
diversity and uniqueness that each editorial board brings may reduce possible biases towards 
innovative or divergent ideas or research directions. However, the absence of discipline-based 
education research (DBER) journals in the resulting database is disconcerting since college 
science instructors do not typically access specialized educational journals outside their 
discipline. 
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Table 2  
Journal List in Review Database and Number of Articles 
Journals Number of articles 
Journal of Educational Psychology 7 
Learning and Instruction 7 
Computers & Education 5 
Cognition and Instruction 4 
Instructional Science: An International Journal of the Learning Sciences 4 
Discourse Processes: A Multidisciplinary Journal 3 
Journal of Educational Computing Research 3 
British Journal of Educational Psychology 2 
Contemporary educational psychology 2 
Instructional Science 2 
Journal of Engineering Education 2 
Journal of Statistics Education 2 
Cognitive Science 2 
Educational Research and Evaluation 1 
Educational Technology & Society 1 
Human-Computer Interaction 1 
Instructional Science: An International Journal of Learning and Cognition 1 
International Journal of Artificial Intelligence in Education 1 
International Journal of Science Education 1 
Journal Computers in Human Behavior 1 
Journal of Computer Assisted Learning 1 
Journal of Interactive Online Learning 1 
Journal of Memory & Language 1 
Journal of Research in Science Teaching 1 
The Journal of Computers in Mathematics and Science Teaching 1 
 
Authors and affiliations  
 
In the review database there are 115 contributing authors (Table 3). However, for the vast 
majority this was the only contribution, as only 24 (21%) authored more than one article and 
only nine (8%) more than three. As in any other emerging research field, a shortage of trained 
researchers with specific expertise leads to a small-size expert community and factors into the 
rate of publication. Nonetheless, one may think that the current surge of interest may bring a 
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change in this trend in the future. The research stems mostly from institutions in the US, the 
Netherlands and Germany, which represent 82% of the authors (Table 3). Although smaller in 
number, work originated in Canada and the UK is well disseminated and, based on the citation 
rates, has impacted work by others. Four of the 22 articles published since 2009 came out of 
Taiwan, Singapore and Australia thus suggesting that this research is making forays into other 
regions.  
Affiliations to departments of psychology, education and educational psychology are 
predominant in this field (Table 3). Twenty-one of the total 57 articles listed exclusively authors 
with affiliation to departments of psychology and 12 more listed collaborations between 
departments of psychology and other departments. This frequency suggests that the departments 
of psychology bear a considerable weight in the field. Fifteen articles involved 27 authors 
affiliated with STEM departments: chemistry, physics, computer science, engineering, and math. 
Eleven of these articles use interdepartmental collaborations where STEM authors partnered with 
researchers from departments such as psychology, education, and educational psychology. In our 
view, this marginal participation of discipline-based researchers coupled with the lack of papers 
published in DBER journals undermines the potential of implementing self-explaining in college 
science education. Furthermore, the lens of science educators and DBER experts could add novel 
perspectives to the field. 
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Table 3  
Characteristics of Review Database, Prior to 2013 (N=57) 
Characteristic 
Number of 
Articles 
Author Characteristics 
Number of 
Authors 
STEM domain  Number of articles  
    Math Knowledge 15     5 or more 3 
    Physics Knowledge 12     3 to 4 6 
    Computer Science Knowledge 10     2 15 
    Scientific Skills 8     1 91 
    Biology Knowledge 7 Country  
    Chemistry Knowledge 2     USA 65 
    Engineering Knowledge 2     The Netherlands 18 
    Math and Physics Knowledge 1     Germany 11 
Experiment setting      Canada 6 
    Class activity 13     Taiwan 6 
    Laboratory 44     UK 3 
Sample size range      Australia 2 
    9 to 50 20     Israel 2 
    51-100 27     Singapore 1 
    Over 100 10     USA and Canada (2) 1 
Participant’s major  Academic Department  
    Psychology 23     Psychology 48 
    No description provided 16     STEM 24 
    Science and Engineering 7     Education 21 
    Education 4     Educational Psychology 10 
    Computer Science 2     Other Institutions 4 
    Other 
(1) 2     Psychology and Education (3) 2 
    Computer science, Psychology 
       and Social science 
1     STEM and Education (3) 2 
    Education, psychology and  
       social sciences 
1 
    Educational Psychology and  
       Education 
(3) 
2 
    Science and Engineering,  
       Psychology, Social science and  
       Other 
1 
    Psychology and Other  
       Institutions 
(3) 
1 
      STEM and Other Institutions 
(3) 1 
(1) “Other” included majors in health sciences, medicine, and business. 
(2) One author was affiliated with two institutions in different countries. 
(3) Authors were affiliated with two of the departments listed. 
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Knowledge domain 
 
Most research work focused on a smaller subset of knowledge domains: math, computer 
science and physics. This subset amasses 38 of the 57 articles (Table 3). Also, the citation rates 
suggest that biology and computer science studies influence research more strongly than the 
remaining five domains. In contrast, engineering and chemistry had the lowest count: two 
articles each. In the case of chemistry, the articles appeared in 2004 and 2007 and both by the 
same authoring dyad: one educational researcher and one chemistry professor. This particular 
finding underscores the significance of promoting such research work in chemistry education and 
its potential impact. Eight of the 57 articles addressed the effect of self-explaining on scientific 
skills (e.g., science text reading, critical thinking skills, argumentation skills) in the context of 
college STEM education. Six of these articles appeared since 2004 suggesting an emerging 
interest in this sub-field. 
 
Study setting  
 
We classified the research work as class activity or laboratory based on the setting where 
they took place (Table 3). In class activities, the data collection was embedded within the 
classroom setting of a course (e.g., lecture or academic laboratory) and did not disrupt students’ 
normal activities. In the case of laboratory setting, the participants engaged in an activity that 
was not part of an enrolled class. Such cases include participants working on activities that were 
not related directly to a specific course; interviews with think aloud protocols; and studies with 
volunteers contacted through advertisement. From the students’ perspective, the class activity 
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setting was a natural class environment whereas the laboratory setting was a study environment 
defined and controlled by the researcher. It is noteworthy that in terms of the study setting, 
laboratory does not refer to the academic chemistry laboratory but to gathering of study data in a 
setting that is not naturalistic to the participants’ learning experience. Thus, in our view 
participants in the laboratory setting are study subjects and they perceive themselves as such 
whereas in the typical learning environment, the classroom or academic laboratory, the 
participants are students. This distinction is crucial because our interaction in the classroom 
setting is with students and not with study subjects (i.e., participants).  
The use of laboratory setting designs predominates in STEM research on self-explaining 
at college level; 44 of the 57 studies used this setting. Correspondingly, one may argue that there 
was little focus on research in naturalistic class settings. Interestingly, eight of the 13 articles that 
used class activity settings appeared after 2010 and they represent 42% (n=19) of the total 
number of articles published since that year. This shift in focus responds to the value in 
investigating self-explaining in settings that better resemble students’ actual learning 
environments. Likewise, this current tendency stresses the importance of engaging science 
educators in this kind of research. The study of more naturalistic settings and the participation of 
instructors and DBER experts may contribute new perspectives to inform research and the 
applicability of self-explaining as a learning strategy in college. 
 
Sample size  
 
Twenty-seven of the studies (47%) used sample sizes between 51 and 100 participants, 
with only ten studies (18%) having samples larger than 100 participants (Table 3). It may be 
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easier to accommodate larger number of participants in class activity settings as compared to 
laboratory settings. This may explain why six of the ten studies with a sample greater than 100 
used class activity settings. In the case of laboratory settings, 16 studies used samples between 
nine and 50, and 24 studies samples between 51 and 100. Current science instruction at large 
institutions occurs in settings that are large-enrollment classes (i.e., 200 students or more). Thus, 
the study of more naturalistic settings may contribute new information of the applicability of 
self-explaining at college level. 
 
Participants’ major  
 
Sixteen of the 57 articles did not provide the participants’ major (Table 3). This 
unreported group represents 15% of the combined total of 4517 participants in the 57 studies. 
The classification “Others” included majors such as health sciences, medicine, and business. The 
most frequent among the reported majors, psychology and psychology-related, accounted for 26 
of the 41 articles. In fact, 48% of the total 4517 participants in all studies were psychology 
students. Furthermore, only in eight of these 41 articles were the participants from science and 
engineering majors (e.g., computer science, engineering, science majors). That is, 23% of the 
4517 participants in all studies were from STEM disciplines. It is worth emphasizing here that 
despite focusing on self-explaining in STEM education, the majority of participants recruited for 
these studies came from non-STEM majors. This finding paints an interesting picture of the state 
of this field. Either there is a low availability of STEM majors to participate in this kind of 
research studies, or there is a study design preference by researchers to include students from 
non-STEM majors.  
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Interconnected co-authorship and citation networks  
 
For the review we analyzed the connectivity among the articles by constructing a 
scientific collaboration network to visualize the associations/interactions among the 
authors/articles and their characteristics. The current availability of software for network’ 
construction/visualization (e.g., Network Workbench Tool) allowed fast analysis of data and 
interpretability of results. The network visualization method presents the characteristics and 
connectivity among authors (e.g., academic department, country, etc.) in terms of co-authorship 
and citations. For the review work herein, we prepared two networks: 1) authors network and 2) 
articles network. This allowed the generation of inferences to interpret how and why the 
characteristics influenced and/or defined the research studies in the review database. The most 
influential study in the review database (i.e., Chi et al., 1989) was not included in the network 
analysis because its influence in the field is well established and was previously discussed. The 
static nature of the networks in this document does not reflect the ease of interpreting figures 
when they are observed “live” on the visualization software. However, we paid attention to this 
by capturing the main features of the networks in the snapshots presented herein. Several 
published articles offer a detailed description of this network visualization method and its 
applications to similar databases (e.g., Börner, Chen, & Boyack, 2003; Newman, 2001; Shiffrin 
& Börner, 2004). These analyses were performed using the software “Network Workbench 
Tool” version: 1.0.0 (NWB Team, 2006). 
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Authors network  
 
A network of co-authorship and citations was created (Figure 4) to study the number of 
contributions and potential influence of each author in the review database. The usefulness of 
this figure resides in the condensation of four pieces of information into one single 
representation: (1) authors, (2) authors’ connectivity, (3) number of papers by author, and (4) 
number of citations for authors. This representation shows how these variables interact. In this 
figure each node (circle) represents one of the 111 authors; the lines between nodes represent a 
co-authorship relationship (orange lines) or a citation of one author’s work by the connected 
author (red lines); the size of the nodes represents the number of publications by the author (from 
one to nine articles); and the color of the nodes represent the total number of citations by other 
authors from zero (darker green) to 17 citations (lighter green).  
The first interesting finding observed in Figure 4 is that 12 authors (top left corner) are 
not connected to the big cluster in the network (via co-authorship or citations). These 12 authors 
represent five articles that do not cite others’ work in the field or have not been cited by others. 
This suggests that these articles have low relevance in the field or that the authors support their 
work on research done outside the scope of this review (i.e., not self-explaining research, not 
college level, not STEM education).  
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Figure 4. Authors network of self-explaining research in STEM education at college level. 
 
The second interesting finding observed in Figure 4 is that only few authors seem 
influential in the network. The construction of the network is such that the more central an author 
is in the network cluster, the more collaborators and citations she or he has. Therefore, judging 
from the network, some of the authors with more papers (i.e., larger nodes) are not necessarily 
influential in this research field.  
Instead, it seems like many authors with only one contribution (smaller nodes) have made 
themselves more central to the network by collaborating with more influential researchers and/or 
supporting their studies on works done by others in the field. Also on a similar note, it can be 
observed that many of the authors that have made one contribution to the field (smaller nodes) 
are located in the periphery. Thus, suggesting that these authors did not make a significant 
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contribution to the existing body of knowledge in the field. Additionally, frequently cited authors 
(lighter green color nodes) are located closer to the center of the cluster, which is expected from 
the construction process of the network. 
During the construction of this network and its analysis we noticed that some of the 
authors with more than two papers collaborated with many other authors throughout the years. 
Furthermore, some of those collaborators went on to work independently in this field. This is of 
great importance because it suggests that new trained researchers moved on to: (1) performed 
research independently; (2) established new collaborations and/or train new researchers; (3) 
increased the body of knowledge in the field.  
To extend the analysis, we modified the network to introduce the country of the 
institution associated with each author. Figure 5 displays the corresponding network. In this 
figure: each node represents an author; lines between nodes represent a co-authorship 
relationship or a citation, both as a black line; the size of the nodes is the same for all authors; 
and the color of the node represents the country where the work originated (see figure legend for 
details). Authors associated with institutions from Australia, Singapore and Israel (total of five 
authors) are classified here as “Other countries.” 
The information added to the authors network in Figure 5 allows drawing of additional 
inferences. As stated above, the US (blue nodes), the Netherlands (red nodes) and Germany 
(green nodes) have the highest frequency in the pool of authors. However, a large number of 
these authors are not central in the cluster network, thus having lesser influence in the field. On 
the other hand, it seems that authors from UK (yellow nodes), Canada (light blue nodes) are as 
influential (central in the network cluster) as many of the authors from US, Germany, and The 
Netherlands.  
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Although there are not as many authors from Canada and UK as compared to USA, 
Germany or The Netherlands, their studies are well known and cited and have influenced others’ 
work. 
 
 
Figure 5. Authors network color coded by country. 
 
Authors network was then color-coded to reflect their departmental affiliation, Figure 6. 
In this figure each node represents an author; the black lines between nodes represent a co-
authorship relationship or a citation; the size of the nodes is the same for all authors; and the 
node color represents the departmental affiliation (see figure legend for details). Most authors 
were affiliated to a single department whereas only nine had affiliations to two departments. 
Eight out of the latter group belonged to merged departments and the remaining one moved from 
one institution to another and changed departments in the process.  
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Figure 6. Authors network color coded by department. 
 
Inspection of Figure 8 showed that most of the authors held affiliation to psychology 
departments (purple nodes). However, a good number of these authors lied in the periphery of 
the network cluster. So, although many authors from psychology departments made 
contributions to the field, their work was not necessarily the most influential. Instead, it seems 
that authors from STEM, education, and educational psychology departments (light blue, blue, 
red, orange and yellow nodes) are more influential (i.e., central to the network) than authors from 
psychology departments.  
Most authors affiliated with departments of education (red nodes, Figure 6) occupy a 
central position in the network. An explanation for this observation may be that their work is 
significant in the field (reflected in the number of citations by others) or that they supported their 
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studies on other authors’ work. Although there were a good number of authors from STEM 
related departments, most of them are located in the periphery of the cluster. Therefore, 
suggesting a lesser impact in this research field, an aspect that calls the attention of those seeking 
the advancement of this research field.   
In summary, researchers with affiliations to departments of psychology and education 
greatly dominate the field of self-explaining research, and collaborations with STEM discipline-
based researchers were not significant. We believe that the field may benefit from stronger 
interactions among researchers from diverse departments. Also, the most influential work in the 
field stems from institutions in the US, The Netherlands, Germany, Canada and the UK.  
 
Articles network  
 
A network for the articles in the review database was built similarly to the construction of 
the authors network. Figure 7 shows the outcome of this process. In this figure: each node 
represents an article; the shape of the nodes represents the experiment setting, circles represent 
laboratory settings and squares, class activity setting; lines between nodes represent citation by 
others (red line), self-citation (orange line) or shared author(s) (yellow lines); node size is 
proportional to the total number of citations for the article (excluding self-citations); and node 
color represents the domain studied in the article (see figure legend for details).  
Five articles, all from 2001, are not connected to others (Figure 7) and correspond to the 
unconnected groups of authors in Figures 4-6. This suggests that those articles are supporting 
their studies on articles outside the scope of this review, and that their work has not been cited by 
other studies within the review database.  
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Also, these authors have not published more than once. This suggests that these five 
articles have little influence on the other studies in this review. The remaining 51 articles are 
connected to some extent. These articles support their studies on other studies within the field, 
they have one or more authors in common or others cite them.  
This network also shows that the most influential (centrality in cluster and red lines to 
them) and cited (size of nodes) articles in this field have addressed topics in the knowledge 
domain of computer science (yellow nodes) and biology (red nodes). Apparently, these two 
knowledge domains drive research in the field more strongly than the remaining five domains in 
this review.  
It is also noteworthy that articles seem to cluster by domain. This is evident by the spatial 
proximity of same-domain articles in the network. This is specifically the case for articles on 
scientific skills (green nodes), computer science (yellow nodes), biology (red nodes) and 
mathematics (light blue nodes). One may propose that research on these domains is supported by 
findings within the same domain, or that articles shared authors who continue research in the 
same domain.  
Finally, the network in Figure 7 showed that the most cited articles used laboratory 
settings (circle shaped nodes) whereas none of the 13 articles that used a class activity setting 
(square shaped nodes) had citations. A possible interpretation for this observation is that research 
work in classroom settings has emerged in recent years and thus has not yet influence the field.  
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Figure 7. Article network color coded by domain studied. 
 
Modification of the article network extended the analysis to include participants’ major 
and sample size (Figure 8). In Figure 8: each node represents an article; lines between nodes 
represent citation by others (red line), self-citation (orange line) or shared author(s) (yellow 
lines); node size is proportional to the sample size (from nine to 618 participants); and node color 
represents the participants’ study major (see figure legend for details). 
Figure 8 shows the predominance of studies with participants majoring in psychology 
(red nodes). In fact, 48% of the total 4517 participants in all studies in this review were 
psychology students (that is without considering the studies with mixed samples from education, 
psychology and other majors). This is of particular interest as this review focused on research 
articles at college level in STEM education. However, only 23% the 4517 participants in all 
studies were from STEM disciplines (light blue and blue nodes). Additionally, there were 28% of 
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the articles (16 of 57) in the review database that did not provide the participants’ major (green 
nodes). This unreported group represents 15% of all participants.  
 
 
Figure 8. Articles network color coded by participant’s major. 
 
Network analysis also showed that the participants in the most influential and relevant 
articles (more central in the network) were psychology and education majors, and also 
participants with no reported major in the studies. On the other hand, studies in which 
participants were STEM-related majors are located in the periphery of the cluster. These 
observations paint an interesting picture of this field: 1) the majority of the studies did not recruit 
STEM major participants; 2) convenient sampling is the predominant methodological approach 
for sample selection and given the affiliation of authors this may exclude participation of STEM 
students. 
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Review of research prior to 2013: Summary of findings  
 
 In the first section of this literature review, we analyzed 57 published articles prior to 
2013 that focused on self-explaining research at tertiary level in STEM education (Table 3). We 
analyzed the articles regarding their study design and context and found that: 
 
1) There is a significant growth in the volume of publications, with one third of the articles 
published between 2010 and 2012. This suggests that research on self-explaining at tertiary 
level in STEM education is a growing field. 
2) There are no exclusive journals of choice for the publication of the studies; however, 
discipline-based journals are not a common venue for publication in this field. This may 
represent an obstacle for college science instructors to access valuable information since 
most do not consult such specialized journals. 
3) Published researchers made only isolated and sporadic contributions to the literature: out of 
the 115 published researchers only nine authored more than two papers. This may reflect a 
weakness in the field because of the apparent lack of interest of researchers to continue 
working in it. 
4) The citation rate for articles within the review database was considerably low: only 16 
articles are cited more than twice and only four cited more than six times. Although this may 
be consistent with the sporadic contributions by authors mentioned above, it may also be 
indicative of an under-researched field. 
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5) Research stems mostly from institutions in the US, The Netherlands, Germany, Canada and 
the UK. There is nothing inherently wrong with this; however, one may expect diversity in a 
research field to enrich the ideas and perspectives in the research community.  
6) Researchers with affiliations to departments of psychology and education dominate the 
research work in this field. In addition, collaborations with discipline-based researchers were 
not prevalent. Our stance it that this research field may benefit from a stronger interaction 
and communication among researchers from diverse departments.  
7) Most studies focused on a small subset of knowledge domains: math, computer science and 
physics. This finding highlights the relevance the research work on chemistry presented in 
this dissertation. 
8) The use of sample sizes between 51-100 participants (47% of the articles) and laboratory 
setting (77% of the articles) study designs are the most common in this research field, with a 
disproportionate number of the total participants majoring in psychology.  
 
Review update to 2014 
 
 In this section we present an update of the literature review described above. In this 
review update we focused on the methodological aspects, target populations, and samples of the 
studies. We discussed the characteristics of the studies in contrast to the findings from the 
literature review prior to 2013 (see above). In this way we provide an overview of the recent 
studies in terms of the changes in the field of research between the two timeframes (i.e., before 
and after 2013). We performed the literature search following a similar procedure to the search 
for articles prior to 2013 (see above and Appendix A for a detail description). The main 
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difference in the article selection was that we restricted the search to the timeframe from October 
2012 to April 2014. In this way we covered the publication timeframe since the end article 
search presented in the first search (see above). The updated article search yielded 19 peer-
review publications (Appendix A).  
Table 4 shows the comparison of the articles’ characteristics between the period before 
and after 2013.  The first notable finding from the review update is the high number of articles 
published (N=19) since 2013. This volume of articles amounts to a third of the total number of 
articles published prior to 2013. As discussed above, in the period from 2010 to 2012 there were 
also 19 articles published in this field. These findings evidence an emergent and strong interest in 
self-explaining research and a field that is rapidly accumulating a considerable body of work. 
However, the absence of discipline-based education research (DBER) journals in the database is 
still prevalent in the review update. This is a problem, as discussed above, since college science 
instructors do not typically access specialized educational journals outside their discipline. 
Inspection of Table 4 shows that the most studied knowledge domains are still math, physics and 
computer science. In the case of chemistry, there is an apparent lack of interest which translates 
into a significant void in the understanding of the potential impact of self-explaining in college 
chemistry learning. This finding highlights the importance the research work in this dissertation. 
Also, since 2013 there has been a sustained interest in research on scientific skill development 
(e.g., science text reading, critical thinking skills, and argumentation skills) via self-explaining 
(Table 4). Eight of the 19 articles focused on this scientific skill development, and as discussed 
previously, six of the eight articles from period prior to 2013 appeared since 2004. Thus, 14 of 
the total 16 articles on scientific skills were published since 2004. This finding suggests that the 
study of scientific skill development via self-explaining is a sub-field growing significantly. 
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Table 4 
Comparison of Characteristics of Articles Published Before and After 2013 
Characteristic 
Number of Articles (% of total) 
Before 2013 (N = 57) After 2013 (N = 19) 
STEM domain   
    Math Knowledge 15 (26) 4 (21) 
    Physics Knowledge 12 (21) 3 (16) 
    Computer Science Knowledge 10 (18) 2 (11) 
    Scientific Skills 8 (14) 8 (42) 
    Biology Knowledge 7 (12) 1 (5) 
    Chemistry Knowledge 2 (4) 1 (5) 
    Engineering Knowledge 2 (4) - 
    Math and Physics Knowledge 1 (2) - 
Experiment setting   
    Class activity 13 (23) 6 (32) 
    Laboratory 44 (77) 11 (58) 
    Both settings (two or more experiments) - 2 (11) 
Sample size range   
    9 to 50 20 (35) 3 (16) 
    51-100 27 (47) 6 (32) 
    Over 100 10 (18) 9 (47) 
    Not reported - 1 (5) 
Participant’s major   
    Psychology 23 (40) 6 (32) 
    No description provided 16 (28) 3 (16) 
    Science and Engineering 7 (12) 4 (21) 
    Education 4 (7) 2 (11) 
    Computer Science 2 (4) -  
    Other 
(1) 2 (4) 3 (16) 
    Computer science, Psychology and Social science 1 (2) - 
    Education, psychology and social sciences 1 (2) - 
    Science and Engineering, psychology, Social science  
         and Other 
1 (2) 1 (5) 
(1) “Other” included majors in health sciences, medicine, and business. 
 
 In the case of the experimental setting, we found that laboratory settings are still the most 
commonly used. However, we found that two articles in the review update incorporated both 
experimental settings by including more than one study within the article. In these articles the 
researchers point out that by incorporating both class and laboratory settings some of the 
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limitations of the study designs can be addressed. Also, this method further supports the 
generalizability of the findings and the applicability of self-explaining as a learning strategy. We 
also found a larger percentage of work done in class settings since 2013. This finding is 
promising since research needs to investigate the transferability of findings from laboratory 
settings in the natural learning environments. Results in Table 4 show an interesting shift in 
terms of commonly used sample sizes in the studies. Prior to 2013 most studies were done with 
sample sizes below 100 participants. But in the studies since 2013 there were a larger number of 
studies done with sample sizes greater than 100 participants.  This finding evidences a shift on 
research interests that may respond to the need of studying self-explaining in natural learning 
environments.  The research work presented in this dissertation follows this recent shift on the 
field of research on self-explaining.  
 The final article characteristic we analyzed was the description of the participants (Table 
4). We found that the majority of the studies recruited participants majoring in psychology or did 
not provide a description of the participants. In the case of the articles published since 2013, we 
observed a larger percentage of studies incorporating participants majoring in STEM fields. This 
finding is promising as it evidences the effort to study the target population, even when this 
represents a challenge for many of the research authors who are still predominantly from 
psychology and educational psychology departments. However, the absolute number of all 
studies done with STEM majors (11 of 76) is still too low. The research work presented in this 
dissertation comes to further increase the number of studies that recruit participants from STEM 
majors.  
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Conclusions from literature review 
 
The majority of the studies in this research field provide evidence of the importance of 
self-explaining as a learning strategy, but most of the studies were in laboratory settings. In 
recent years more contributions were in classroom settings embedded within normal course 
activities. These studies are important to provide evidence that self-explaining is an active 
ingredient of learning in natural ecology of the classroom. However, further research in 
classroom settings is needed to strengthen the applicability of self-explaining at college level. 
Furthermore, the most of the research on self-explaining used participants from non-STEM 
majors (specifically psychology majors). This provides evidence of the impact self-explaining 
has on students at college level, but findings may not be transferable to STEM majors. Current 
science instruction at large institutions occurs in settings that are large enrollment and groups 
together many STEM majors. The study of more naturalistic settings may contribute new 
information of the applicability of self-explaining as a learning strategy at college level. 
Policy (Rising Above the Gathering Storm Committee, 2010) and research reports (Ruiz-
Primo et al., 2011) alike support and encourage reform of science instruction and implementation 
of evidence-based approaches to improve science education. It is intriguing that in spite of the 
insistence from policy makers and educational researchers, the penetration of educational reform 
in chemistry departments continues to be, to say the least, discreet. One may even wonder how 
much of this consensus permeates into practice even at those institutions that house chemical 
education research divisions. 
At first, one may think that the case of self-explaining is an exemplar of this disconnect 
between what educational researchers have figured out and the practice of chemistry instruction. 
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The review of research on self-explaining findings showed that research across domains 
consistently support the benefits of the self-explaining effect on learning and problem solving. 
Moreover, self-explaining is a learnable strategy. So the question emerges, what are the practical 
obstacles that keep educators from implementing modifications to their daily instruction to 
gradually move away from playing the classroom game (Lemke, 1990). In our view, self-
explaining, as other constructive instructional strategies, has failed to gain recognition within 
mainstream chemistry education due to the lack of awareness of its potential to promote learning. 
As proposed in Chapter One, too often the concept of self-explaining is mistakenly equated with 
the production of well-rehearsed explanations provided by others. A possible venue to repair this 
gap in understanding would be to access clear and pertinent research information. However, as 
the literature review presented herein revealed, for all practical purposes, there is no research on 
the self-explaining effect in chemical education. So far, participation of chemical education 
researchers is dismal as is participation of students in naturalistic chemistry learning 
environments. It is not surprising then that the published research appears in specialized journals 
that fall far from the sphere of expertise and interest of most chemistry educators. This proposal 
is consistent with a recent review by Henderson, Beach and Finkelstein (2011) of the scholarship 
about how to promote change in instructional practices used in undergraduate STEM courses. 
Through their analyses, these researchers sharply point out that “the research communities that 
study and enact change are largely isolated from one another” (Henderson et al., 2011). 
As stated above, this review provided us with the necessary information to identify the 
void in domain-specific research on self-explaining pertaining to chemical education in the 
context of real college science learning environments. Thus, the literature review in this chapter 
highlights the importance of the research work presented this dissertation.  
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CHAPTER THREE: 
METHODOLOGY 
 
This chapter describes the methodology used in this work and consists of the design of 
research materials, study phases, context and participants, data collection, and data analysis 
procedures. This work followed a multi-condition comparison design that gathered student-
generated textual data during a learning event and used a post-learning task to assess conceptual 
understanding in chemistry due to the learning event (Figure 9). Data gathering also included a 
pre-learning task to assess differences in content knowledge among the students in the different 
conditions. We developed the materials specifically for use in this study (Appendix B). The 
domain includes entropy and the Second Law of Thermodynamics, which we treated as 
individual knowledge components (VanLehn, 2006) for the purpose of this work.  
 
Research materials 
 
The materials comprised three separate parts: (1) pre-learning task, (2) learning event, 
and (3) post-learning task (Figure 9). 
 
Figure 9. Study design. 
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The use of a test blueprint (also known as test specifications) guided the item design for 
the pre- and post-learning tasks. Table 5 shows the test blueprint for both research instruments 
(i.e., the pre- and post-learning tasks).  
The test blueprint consists of a grid presenting the learning objectives to be assessed (i.e., 
content knowledge) and cognitive processes expected from the participants (Crocker & Algina, 
1986). Bloom’s taxonomy is the commonly used hierarchical system for cognitive processes and 
thus we used it in our test blueprint, Table 5 (Crocker & Algina, 1986).  
 
Table 5  
Test Blueprint for Pre-learning and Post-learning Tasks
*
 
Test Content knowledge 
Cognitive processes from Bloom’s taxonomy Total 
(%) Knowledge Comprehension Application Analysis Synthesis Evaluation 
Pre-
learning 
task 
1. Students will correctly 
identify the case with 
larger entropy. 
      
10 
(66%) 
a. Degrees of freedom 
difference. 
 
#1, #6, #9 
(MC) 
    
b. State of matter 
difference. 
 
#2, #4, #8 
 (MC) 
    
c. Number of atoms 
difference. 
   
#3, #7, 
#10 
(MC) 
  
d. Temperature 
difference. 
#5 (MC)      
Post-
learning 
Task 
2. Students will correctly 
relate entropy change 
with spontaneity of a 
process. 
      
4 
(27%) a. Direction in change 
of entropy. 
   
#11 
(MC) 
#12, 
#14 
(MC) 
 
b. Change of entropy in 
system. 
   
#13 
(MC) 
  
3. Students will properly 
use the second law of 
thermodynamics. 
     
#15 
(MC) 
1 
(7%) 
Total 1 6 0 5 2 1 15 
(100%) Percentage 7% 40% 0% 33% 13% 7% 
*
 Blank cells in table mean that no item was designed to link the specific content with the specific cognitive process. 
 
  
43 
 
We designed the pre-learning task to probe students’ basic understanding and use of the 
concept of entropy as it is typically learned and used in general chemistry courses. During this 
part, all students received a textbook passage of the entropy concept and ten exercises to solve 
(Appendix B). The following entropy concept passage was common to all students:  
 
Entropy (S) is a thermodynamic function that increases with the number of energetically 
equivalent ways to arrange the components of a system to achieve a particular state. It 
may be thought of as a measure of the dispersion of the energy in a system and it is 
associated with disorder or randomness at the molecular level. (Tro, 2008, p. G-5).  
 
The test blueprint (Table 5) shows that ten items in the pre-learning task required lower 
cognitive levels (i.e., knowledge and comprehension) for their solution. Students completed the 
pre-learning task within five minutes (Figure 9).  
The naturalistic classroom setting we selected carried the intricate complexities of a live 
learning environment that, in chemical terms, we liken to a complex matrix. We argue this 
complexity translates into enhanced ecological validity (Brewer, 2000). The complex matrix 
presents a series of challenges in the design, data collection and analysis, and condition 
comparisons. Much like use of standard additions in the chemical analysis lab counteracts the 
effects of a complex matrix, we believe our approach isolates the effect of self-explaining in the 
complexity of the study setting. We created five conditions (Table 6), each calibrated to promote 
different levels of self-explaining engagement. We adhere to Chi’s (2011) conceptualization of 
engagement as that what learners do with learning materials. We understand self-explaining 
engagement as the level of purposeful allocation of cognitive resources and strategies, time, and 
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effort to generate explanations by and for oneself to address a particular phenomenon. We 
gradually increased the self-explaining demand for the conditions by modifying the prompts 
describing the task. We based the calibration of the conditions on literature reports (Fonseca & 
Chi, 2010), especially multi-condition comparison studies (Siegler & Lin, 2009) and tested them 
through cognitive interviews as described below. The fundamental assumption was that since the 
matrix was the same for all conditions, variations in the outcome or dependent variable—self-
explaining behavior—would be associated with conditions.  
The learning event started after collecting all pre-learning task materials. The learning 
event consisted of a textbook passage with a general description of the Second Law of 
Thermodynamics.  The following passage was common to all students:  
 
We have seen that both the system and surroundings may undergo changes in entropy 
during a process. The sum of the entropy changes for the system and the surroundings is 
the entropy change for the universe: ΔSuniv = ΔSsys + ΔSsurr. The Second Law of 
Thermodynamics says that for a process to be spontaneous as written (in the forward 
direction), ΔSuniv must be positive (ΔSuniv > 0). Therefore, the system may undergo a 
decrease in entropy as long as the surroundings undergo a larger increase in entropy 
making the resulting ΔSuniv positive, and vice versa. A process for which ΔSuniv is negative 
is not spontaneous as written. (Tro, 2008, p. 780).  
 
A self-explaining task, SE-Task, followed this passage. There were five different SE-
Tasks, each defining one of the conditions described in Table 6. Students completed the learning 
event task within fifteen minutes (Figure 9). 
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Table 6  
Description of Self-explaining Tasks (SE-Tasks) 
SE-Task Description of SE-Task Prompt in SE-Task 
No self-
explaining 
NE 
Reviewing correct 
explanation  
The analysis of the following case is correct. Please review this 
information and compare it with the statements above. Understanding 
this explanation will help you with the next question. 
When water freezes below 0 ºC, its change in entropy is negative 
(ΔSsys < 0). However, this process is exothermic and the heat released 
increases the entropy of the surroundings (ΔSsurr > 0) by an amount 
that outweighs the decrease in entropy of the water sample. Therefore, 
the overall change in entropy of the universe is positive (ΔSuniv > 0) 
which explains why the process is spontaneous. 
Self-
explaining 
SEA Explaining own answer 
When water freezes below 0 ºC, its change in entropy is negative 
(ΔSsys < 0). However, this process is spontaneous. How do you explain 
this? Please be as thorough in your response as possible. 
EADA 
Considering others’ 
answers and explaining 
one’s 
agreement/disagreement 
When water freezes below 0 ºC, its change in entropy is negative 
(ΔSsys < 0). Despite this observation, your group members maintain 
that this process is spontaneous. Therefore, they say, no energy input 
from the outside is necessary to make this change happen. Do you 
agree with your classmates? Please explain and be as thorough in your 
response as possible. 
SEO 
Explaining answer for 
others to use in their 
studying 
When water freezes below 0ºC, its change in entropy is negative (ΔSsys 
< 0). However, this process is spontaneous. Explain this in writing so 
that a classmate of yours can use your explanation as reference when 
answering a similar problem. Your answer will be used by your 
classmate. Please be as thorough in your response as possible. 
SEIA 
Explaining others’ 
incorrect answer 
When water freezes below 0 ºC, its change in entropy is negative 
(ΔSsys < 0). Your group members maintain that this process will not 
occur spontaneously. Therefore, they say, there must be an energy 
input from the outside to make this change happen; otherwise, water 
will not freeze. This stance is incorrect. What do you think led your 
classmates to this incorrect conclusion? Please be as thorough in your 
response as possible. 
 
Unlike most of the research in the field, this learning task does not focus on advancing 
procedural knowledge through self-explanation of examples (complete or incomplete worked-out 
problems; e.g., Atkinson et al., 2003; Schworm & Renkl, 2006) or conceptual understanding 
through self-explanation of expository text, e.g., explaining the logic underlying statements in 
textbooks (e.g., Ainsworth & Burcham, 2007; Ainsworth & Loizou, 2003; Butcher, 2006; Chi et 
al., 1994). Hereafter we reserve the use of the term problem to novel situations for which one 
does not have a set of rules or a procedure to produce an answer (Wheatly, 1984). Neither did we 
utilize a conventional training study design to show or demonstrate a skill or strategy that 
students would perform at a later stage (e.g., Bielaczyc et al., 1995; Schworm & Renkl, 2007). 
Our purpose was to create an experience that was closer to doing science than to the procedural 
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aspects of solving problems or learning about science (Chamizo, 2012; Talanquer & Pollard, 
2010).  
We presented an otherwise familiar phenomenon to the students (water freezes 
spontaneously below 0 ºC) and a fact that would potentially induce cognitive imbalance (the 
change in entropy for the system in this process is negative) to then prompt them to self-explain 
(Table 6). Although not instructed to do so, we anticipated that students would be prone to use 
the concept introduced in the same document—Second Law of Thermodynamics—in their self-
explanations. We intended to affect the engagement in self-explaining by creating different 
levels of encouragement to explain (Table 6; Siegler, 2002). For this purpose, we combined two 
mechanisms: the effect of social engagement (e.g., explaining for others) and the depth of 
explaining (i.e., to explain answers that are described as correct or incorrect; Siegler, 2002). 
 It is reasonable to consider that the cognitive processes associated with self-explaining 
may take place covertly. However, our premise is that students are more likely to engage in self-
explaining when an overt behavior is required (Fonseca & Chi, 2010). Therefore, we collected 
written responses from students as indicators of their self-explaining behavior. Although 
informative, think-aloud protocols were not an option given our desire to use large cohorts and to 
gather data in the most naturalistic environment possible. 
In the No Self-explaining (NE) condition students read an expert’s response to the 
problem. Thus, the NE condition—an active activity in the ICAP framework—functioned as a 
comparison condition against the other SE-Tasks—constructive activities under the ICAP 
framework—that prompted students to engage in self-explaining.  
The last part consisted of a post-learning task (Appendix B).  In this part, students 
worked on five problems that prompted them to predict changes in entropy and to reason about 
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the spontaneity of processes. For the successful resolution of the problems, students needed to 
apply their knowledge and understanding of entropy and the Second Law of Thermodynamics. 
The post-learning task is a criterion-referenced test, designed to determine students’ application, 
analysis and evaluation of the material covered during the learning event (Table 5). Four items 
prompted students to predict changes in entropy and to reason about the spontaneity of processes 
that involved the dissolution of an ionic compound in water (Item 11), the addition of a gas to 
water (Items 12 and 13) and folding of proteins (Item 14). In the last scenario students were 
asked to explain the spontaneity of proteins folding into their native structures despite the 
decrease in entropy associated with this configurational transformation. Students selected in a 
multiple-choice question (Item 14), the statement that correctly described the change in entropy 
for this process. Then they were required to explain their answer in writing. Next, the last 
multiple-choice item (Item 15) probed students’ understanding of the Second Law of 
Thermodynamics. Items 11-14 required a written explanation in addition to the multiple-choice 
question. We allocated ten minutes to complete the post-learning task (Figure 9). 
The post-learning task is a near transfer task in both content (what is transferred) and 
context (when and where transfer occurs), as opposed to a far transfer task where transfer occurs 
to a dissimilar context (Barnett & Ceci, 2002). We concur that positive far transfer plays a major 
role in establishing the effectiveness of instructional interventions and the assessment of research 
(Bransford & Schwartz, 1999). However, our emphasis is on near transfer because it fits our 
purpose to show that what is learned through self-explaining can be used in the context of the 
classroom and course. In this work we are more concerned with students’ response to a current 
environmental demand. One may be tempted to carry out further observations at a later time 
during the course. Within the frame of class instruction, the single event intervention is a 
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minuscule component and occurs in a single lecture. Even over a short period of time, effects 
elicited by condition membership are subject to a myriad of confounding factors that render far 
transfer in this case not applicable. Students would have participated in other learning activities 
over which the research team exerts no control (e.g., lecture, study, tutoring, and exam 
preparation). Under these circumstances, attributions of the performance in the target task to the 
transfer source are invalidated. This stance is not in contradiction with our support of teaching 
for transfer and we envision the future implementation of longitudinal studies to address far 
transfer. 
 
Study phases 
 
The work consisted on four study phases: 1) Pilot Study (composed of two cohorts 
referred to as Pilot I and Pilot II); 2) Main Study; 3) Replication Study; and 4) No Intervention 
(Table 7). Herein, we describe the purpose of each study phase. 
Initially, we designed and implemented the Pilot Study to test logistics and gain insight 
about the efficacy of materials and procedures as well as data analysis (Ross, 2005; van 
Teijlingen & Hundley, 2001). We reviewed the materials after the Pilot Study (Table 7) and no 
major changes resulted from this process. We also conducted cognitive interview checks to 
assess interpretability of the materials. The protocol for the cognitive interviews is included in 
Appendix C. Our interviewees were two second-year chemistry students who had taken General 
Chemistry 2 within the past year. They were recruited from a pool of chemistry undergraduate 
researchers, and they received no compensation for their interviews. Interviews lasted around 35 
minutes, in which students completed the tasks and then discussed them in depth with the 
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interviewer. This procedure provided evidence that supported interpretability and face validity in 
general. In addition, we consulted and held separate meetings with three doctoral candidates in 
chemical education and two experienced general chemistry instructors, who offered general 
advice and completed assessment rubrics to evaluate content validity of the materials (Appendix 
D). Finally, two chemical education researchers, who were external to the author’s institution 
and not associated with the research study, assessed the content and construct validity of the 
materials independently and provided feedback. No modifications to research instruments were 
necessary upon the assessment by experts.  
 
Table 7  
Data Collection by Study Phase 
Study Phase 
Data Collection 
Semester 
Sample Size (N) 
Gender Distribution 
(% Male/Female) 
Pilot Studya     
Pilot I Fall 2011 130 Not collected 
Pilot II Spring 2012
b
 443 Not collected 
Main Study Fall 2012 174 43/57 
Replication Study Spring 2013 147 43/57 
No Intervention Fall 2013c 142 49/51 
a
 Pilot Study included two cohorts: Pilot I and Pilot II. 
b
 Data collection occurred during chemistry laboratory course. 
c
 Data collection occurred after instruction. 
 
During the Pilot Study, Main Study, and Replication Study, data gathering occurred 
during the tenth week of the course before students were formally introduced to the chemistry 
concepts of entropy and the Second Law of Thermodynamics (Table 7). The Hawthorne Effect 
describes how in behavioral studies participants may behave in ways different from the 
normality if they realize they are being observed (Franke & Kaul, 1978; Jones, 1992). Therefore, 
we took measures to minimize any potential risk of evoking such behaviors. This included 
following procedures such as distribution of materials and delivery of instructions that were not 
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different from procedures typically used for other in-class assignments. We assumed familiarity 
with these procedures prevented predisposition of any kind. 
The Pilot Study consisted of two independent cohorts of students (Table 7). In the first 
cohort, Pilot I, we distributed alternate forms of the five SE-Tasks (Table 6) to students. In this 
pseudo-randomized procedure the probability of assignment to a given SE-Task was not 
independent for each individual. In the case of the Pilot II cohort, the SE-Tasks were pre-
assigned to general chemistry laboratory sections keeping a similar number of students in each 
SE-Task condition. We included the laboratory setting to collect data from a larger sample for 
validity evidence purposes. Thus the convenient assignment of SE-Tasks for this cohort is 
consistent with the purpose of the study. Gender distribution information was not collected 
during Pilot Study. 
In the Main Study, we used random number generation (Microsoft, 2010) to assign 
students to the SE-Tasks (Ravid, 2010; Shadish et al., 2002) to meet conditions for true 
randomization (i.e., same probability of being assigned to any of the five conditions). During the 
Replication Study, we decided not to include the No Self-explaining task (NE-Task), due to the 
following reasons: 1) students in the NE-Task reviewed an explanation that unlike other 
conditions did not prompt them to write a response, so we wanted to eliminate any effect on 
students’ behavior due to the different SE-Task requirements; and 2) to increase collection of 
data in the other self-explaining tasks. 
The No Intervention phase consisted of one cohort of students. In this case data gathering 
occurred during the fifteenth week of the semester to ensure all students had been evaluated on 
the two chemistry concepts relevant to this investigation. Students in this cohort only completed 
the post-learning task. These data served as baseline for the use of the post-learning task to 
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measure conceptual understanding of entropy and the Second Law of Thermodynamics. In this 
way, the students in the No Intervention group function as a reference group to compare with all 
other study phases.  
 
Context and participants 
 
  This work used a naturalistic setting and gathered data from students enrolled in 
General Chemistry 2 at a large, urban, public, research university in the US serving over 
31 000 undergraduate students. Diverse ethnic minority students make up 39% of the 
undergraduate student body. Typically majors in General Chemistry 2 at the target 
institution are distributed as follows: Pre-professional (pre-Medicine, pre-Pharmacy and 
Health Sciences), 61%; Chemistry, 6%; other sciences (Physics, Biology, Geology, etc.) 
or Math, 23%; Engineering, 8%. The remaining students are non-science/non-engineering 
majors. 
  The tasks in this work were embedded within the normal requirements of the 
course; therefore, from the students’ perspectives they were simply part of normal 
assignments. The activity was conducted before students were formally introduced to the 
chemistry concepts (i.e., entropy and the Second Law of Thermodynamics; Table 7). 
Grading guidelines for this activity were the same as those for similar assignments 
throughout the semester. Credit was received for the satisfactory completion of the 
activity and not based on performance. We only used data from students who had 
previously granted informed consent (Appendix E). The gender distributions in the Main 
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Study and Replication Study were representative of the university demographics, 42% 
males, 58% females (Table 7). 
 
Data collection 
 
The pre-learning task, learning event, and post-learning task were labelled Parts 1, 2 and 
3, respectively (Appendix B). Other than the self-explaining portion in the learning event, Part 2, 
the materials were identical. Materials were printed, used individually without student 
interactions, and administered during the regular class schedule. Students received each of the 
three parts separately and did not access more than one of them at a given time. They started and 
turned in each part at the same time. Multiple-choice responses (Parts 1 and 3) were collected 
using Optical Mark Recognition sheets (i.e., scantrons). Written explanations (Parts 2 and 3) 
were collected separately, photocopied, assigned an alphanumeric code (student identifiers were 
removed from the photocopied materials), and later transcribed to electronic support. File names 
used the alphanumeric code. Drawings, diagrams, and equations were scanned and integrated to 
the corresponding electronic files.  
 
Data analysis 
 
Data collected in this work were qualitative and quantitative in nature. Thus the analysis 
of these two types of data was carried out using the methodologies described below.  
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Pre-learning task  
 
The purpose of the pre-learning task was to determine post-hoc homogeneity among the 
SE-Task conditions. During the Pilot-Study we used a pseudo-randomized assignment of 
students to SE-Task conditions, so the analysis of performance in the pre-learning task 
functioned as evidence for homogeneity across SE-Task conditions. However, upon review of 
the methodology during the Pilot Study, we decided to adopt a true randomization for the Main 
Study and Replication Study. The randomization procedure removes the need to investigate prior 
differences in students’ abilities (Cook & Payne, 2002; Slavin, 2002; Taber, 2013; U.S. 
Department of Education, 2003) across SE-Task conditions. Thus we did not use the pre-learning 
task data and rather we focused on the post-learning task data.  
 
Learning event  
 
Textual analysis of learning event data 
 
The learning event produced written explanations to which we refer as responses. In 
preparation for textual analysis, the prompts were removed so that coders had access to the 
responses only. Unavoidably, in many cases the structure of the response could be associated 
with a specific prompt. We used the sentences as constructed by the students as unit of response 
segmentation. For this purpose, independently of their syntactic accuracy, the use of a period 
indicated the closing of a sentence. Although the systematic analysis required segmentation, it is 
important to underscore that we did not intend to de-contextualize the analysis: We considered 
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each unit of response segmentation in the light of the entire response, i.e., explanation. For the 
Pilot I (Table 7), a single researcher coded the textual data (103 responses) using a sequence of 
coding schemes reported in the literature (Best et al., 2005; Durst, 1987; Ford & Wargo, 2012; 
McNamara, 2004; McNamara & Magliano, 2009). This preliminary analysis allowed us to 
ascertain the feasibility of the research idea; however, as an analytical tool, it was too involved 
and impractical.  
For the Main Study, we streamlined coding to a single scheme that was more robust and 
easier to apply to large cohorts. This scheme preserved fundamental codes from the literature 
(McNamara, 2004; McNamara & Magliano, 2009) that we modified slightly in consideration of 
emergent categories and subcategories and refined it through consensus coding of a subset of 50 
responses by three coders. Table 8 shows the final coding scheme and a brief description of each 
code type. Codes BI, DI, E, and P in Table 8 derived from research reports (McNamara, 2004; 
McNamara & Magliano, 2009). During coding we identified two types of paraphrasing: 
repetition of information from the learning materials and repetition of information already in the 
response itself. From the total database, only three sentences were unclassifiable, U, and given 
the small count we dropped them from further analysis because these sentences did not provide 
information regarding the sophistication of the explanations (Table 8). We also excluded the 
non-relevant statements (e.g., “They are on the right track but just need to pushed [sic] in the 
right direction”) from the analysis for the same reason.  
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Table 8  
Final Coding Scheme for Written Responses 
Code Description Example from responses 
BI-Bridging 
Inference 
Relational inference linking the problem 
(i.e., water freezing below 0 ºC) with 
entropy change, and/or Second Law of 
Thermodynamics. 
Even though ∆S_sys<0, the ∆S_univ is still 
positive because when the water freezes the 
surroundings have a sharp increase in entropy 
(∆S_surr>0).  
DI-Deductive 
Inference  
Inference that uses specific content 
knowledge (i.e., water freezing below 0 
ºC, entropy, or Second Law of 
Thermodynamics), but does not link to 
other information. 
Just because the ∆S_system is negative 
doesn’t mean that the process must all be 
negative. 
E-Elaboration  
Use of information not provided in the 
materials 
When water begins to freeze at 0˚C, water 
(unlike other liquid) expands which make this 
less dense than when water is above 0˚C.  
P-Paraphrasing 
(Pa) Recount of entropy concept, or 
Second Law of Thermodynamics. 
(Pb) Repetition of previously used 
information within response. 
If the process is indeed spontaneous, that 
means the ∆S_univ must be positive.  
U-Unclassifiable  
Statement of concepts without drawing 
relational inference. 
Plus, although the change in entropy of the 
surrounding may change some in a resulting 
reaction that leaves ∆S_univ negative, there 
is still H2O(g) in the air (Earth’s atmosphere).  
NR-Non-Relevant 
 
Comments and observations unrelated to 
the task. 
He did not look at the big picture.  
 
Once we had established the coding scheme, the same coders analyzed 50 responses 
separately. Subsequently, these coded responses were team reviewed and disagreements were 
discussed and resolved. One researcher coded the remaining responses; the other two coders 
verified a different subset (42 responses each) and solved any discrepancies with the main coder. 
We assigned an individual code to each sentence and then tallied the codes by response. The 
ratio of frequency of a given code type count (n) to the total sentences in the response (N)—
hereafter the code-ratio (n/N)—became the observed variable for the subsequent Latent Profile 
Analysis (described below). From the Main Study dataset we eliminated six responses that where 
unintelligible and 128 remained. Once the Main Study data were coded, we re-coded the dataset 
from the Pilot I to investigate other potential changes to the coding scheme. Two coders worked 
independently on a subset of the dataset and later discussed the coding. All discrepancies were 
resolved, and no changes were made to the coding system. In the case of the Replication Study 
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dataset one researcher coded all responses. We eliminated seven responses from the Replication 
Study dataset that where unintelligible and 140 remained. Figure 10 shows the coding of an 
example response. 
 
 
Figure 10. Coding example. 
 
Structural analysis of learning event data 
 
For each response, we counted the total number of words and cohesive conjunctions (i.e., 
words used in text construction to connect sentences). For the total number of words, we 
considered symbols representing individual concepts such as change in entropy of the system, 
ΔSsys, as a single unit. Other examples are: –∆S_sys, +, →, H2O. We tallied mathematical 
sentences using the same principle; therefore, the word count for an equation corresponded to the 
number of elements used in the mathematical sentence. The word count for the following two 
examples is three: ΔSsys < 0; ∆S_universe = 0. We tallied contractions as two words. In the case 
of cohesive conjunctions we used the categories shown in Table 9. Linguistic studies have shown 
the prevalence of causal and adversative cohesive conjunctions in analytical essays, and additive 
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and temporal cohesive conjunctions in summative essays (Durst, 1987). We compared the mean 
word count by SE-Tasks using ANOVA. We calculated the ratio of each cohesive conjunction-
type by dividing the frequency by the total word count. We used these cohesive conjunction-type 
ratios as observed variables for the subsequent Latent Profile analysis (described below). We 
postulated that the overt explanatory behavior of the students would be associated with the 
structural characteristics (total word count and cohesive conjunction-type ratios). Figure 10 
shows the coding of an example response. 
 
Table 9  
Cohesive Conjunction Categories as Described by Durst (1987) 
Cohesive 
Conjunction 
categories 
Description and examples 
Additive 
Indicates coordination; two sentences are given equal weight. Examples include 
conjunctions such as "and," "also," "furthermore," "or", “plus”, “that”. 
Temporal 
Conjunctive relation showing chronological connection. Examples include 
"after," "then," "when,” “once”, “while". 
Causal 
Indicate cause and effect relation. Examples include "because," "so," "therefore," 
"thus", “since”, “due”, “as”, “if”. 
Adversative 
Indicate that what follows contrasts with what has just been said. Examples 
include "in fact," "but," "however," "instead", “although”, “whereas”, “though”, 
“yet”. 
 
Latent Profile Analysis, LPA 
 
  Latent Profile Analysis, LPA, is a model-based statistical technique to find profile 
classes in continuous data (Pastor et al., 2007). It is a latent variable model, where non-
observable latent constructs are inferred through mathematical modelling using observed 
variables (Collins & Lanza, 2010). LPA assumes that different profiles can be explained 
by the existence of frequency patterns in the observed variables (Marsh et al., 2009; 
Pastor et al., 2007). During the analysis, several profile-model solutions are generated and 
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compared. The comparison is evaluated to select the best fitting model for the data. A 
number of techniques have been devised to guide selection of the best model fit (e.g., 
Model based hypothesis tests, Log likelihood, Akaike Information Criterion, Bayesian 
Information Criterion, Sample-size adjusted Bayesian Information Criterion, Entropy 
value; Collins & Lanza, 2010; Marsh et al., 2009; Pastor et al., 2007). 
  Although manual inspection of data could result in the identification of patterns of 
response, the process would be limited to small datasets and be tedious, time-consuming 
and seemingly prone to researcher bias. Moreover, traits could be overlooked easily, and 
the process would be inherently unreliable. The LPA statistical approach is not common 
in chemical education research for the analysis of qualitative or quantitative data. We 
strongly believe full use of sophisticated statistical methods contribute to the robustness 
of the interpretation of data and may elicit otherwise undetectable trends. 
  In this work, we used LPA to minimize bias in the categorization of students’ 
responses in explanatory behaviors. We performed two LPAs: In the first one the code-
type ratio from the textual analysis served as the observed variables (i.e., four observed 
variables), whereas the second one used the conjunction-type ratios and total word count 
as observed variables (i.e., five observed variables). The output of LPA was the 
categorization of students into distinct profiles based on the nature of their explanations, 
the self-explaining profiles (SE-Profiles). The output of the LPA analysis of the 
conjunction-type ratios was the categorization of students into distinct profile classes 
based on their text construction, the Text Construction Profiles, TC-Profile. LPA was 
performed using MPlus (Version 6 from Muthén & Muthén Copyright © 1998-2010 
Muthén & Muthén). 
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Analysis of the association between self-explaining tasks and self-explaining 
profiles 
 
We used Chi-square tests to determine the association between self-explaining profile 
membership, SE-Profile, and self-explaining task, SE-Task. For the interpretation of the Chi-
square test results we selected a 95% confidence level. We used the same approach to examine 
the association between text construction profiles membership, TC-Profile, and the self-
explaining task, SE-Task. We used IBM SPSS Statistics (Version 21.0.0.0) for the Chi-square 
tests. 
 
Post-learning task  
 
We coded the multiple-choice responses as 1 if correct and 0 if incorrect. The post-
learning task also produced written explanations in four of the five items in the instrument. 
Although these data are valuable, we focused on the findings from the quantitative data to 
address the research questions in this work. We envision the future analysis of the qualitative 
data to further complement our findings. 
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Validity evidence for post-learning task 
 
The analyses consisted on item descriptive statistics and reliability estimation (i.e., 
Cronbach’s Alpha and McDonal’s ωt). We performed in-depth psychometric investigations via 
confirmatory factor analysis (Bagozzi & Yi, 1988; Crocker & Algina, 1986; MacCallum & 
Austin, 2000), measurement invariance (Sass, 2011), and differential item functioning analyses 
(Clauser & Mazor, 1998; Holland & Thayer, 1988; Mazor et al., 1995). Also, we studied the 
correlation of performance among the post-learning task and other chemistry examinations (i.e., 
four in-class examinations and standardized American Chemical Society test for General 
Chemistry 2) for convergent and discriminative validity evidence (Campbell & Fiske, 1959; 
Crocker & Algina, 1986). We performed the analyses with IBM SPSS Statistics (Version 
21.0.0.0) and MPlus (Version 6 from Muthén & Muthén Copyright © 1998-2010 Muthén & 
Muthén). We used listwise deletion in SPSS in the case of students with missing data. In MPlus, 
we used weighted least squares mean- and variance-adjusted χ2 test of model fit (WLSMV 
estimator) in the case of students with missing data.  
  
Post-learning task performance comparisons 
 
The analyses of performance in the post-learning task consisted of comparisons among 
students in different experimental conditions (e.g., No Intervention phase, self-explaining tasks, 
and self-explaining profiles). We performed three comparisons to investigate the impact of self-
explaining engagement on conceptual understanding of entropy and the Second Law of 
Thermodynamics. We performed independent comparison studies for each study phase to 
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investigate reproducibility of findings across study replicas. The comparisons addressed specific 
research questions: 
 
1) Comparison between students in the self-explaining activities and no-intervention 
phase. Comparisons investigated performance differences in the post-learning task between 
students who completed in the self-explaining tasks—those in Pilot I, Main Study, and 
Replication Study (Table 7)—and students in the No Intervention phase—that is, the cohort 
of students that completed the post-learning task at the end of regular instruction.  
2) Comparisons among self-explaining tasks, SE-Tasks. Comparison studies investigated 
performance differences in the post-learning task among students in SE-Tasks (i.e., NE, 
SEA, EADA, SEO, and SEIA).  
3) Comparisons among self-explaining profiles, SE-Profile. Comparison studies investigated 
performance differences in the post-learning task among students categorized in different 
self-explaining profiles, SE-Profiles. 
 
We used structural equation modeling (SEM) to perform the comparison studies 
described above. In the SEM model we included the experimental condition membership of 
students (SE-Task) as an independent categorical variable acting upon the latent factor of the 
post-learning task (Figure 11; Bagozzi & Yi, 1988; MacCallum & Austin, 2000; Muthén, 1984). 
For condition membership we created a binary variable entering a 1 for students who were 
members of the interest condition and a 0 for those who were non-members. The result of the 
SEM analysis provided a b-coefficient () value for the regression of the independent categorical 
variable (condition membership) on the latent factor, the significance value (p-value) for the b-
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coefficient, and the R
2
 of the regression equation (Wang & Wang, 2012). The b-coefficient 
(range from -1.0 to 1.0) can be interpreted as the performance advantage that members of the 
interest condition have over non-members of the condition. A p-value lower than .05 for the b-
coefficient represents statistical significance at a 95% confidence level. The R
2
 is a measure of 
the total amount of variance explained by the regression equation, and it can be interpreted as 
how much of the variation around the mean is associated with the student’s condition 
membership. The SEM analyses were carried out using MPlus (Version 6 from Muthén & 
Muthén Copyright © 1998-2010 Muthén & Muthén). 
 
 
Figure 11. SEM model for condition comparison of post-learning task performance. 
 
 In Chapters Four to Six we discuss the results of the data analysis from the learning event 
and the post-learning task data. In Chapter Four, we discuss the analyses of the qualitative data 
from the learning event. In Chapter Five, we focus on the validity evidence that supports the 
post-learning task and its effectiveness to assess conceptual understanding of entropy and the 
Second Law of Thermodynamics. And in Chapter Six, we discuss the analyses of performance 
differences on the post-learning task due to the self-explaining learning activity.  
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CHAPTER FOUR: 
DEVELOPMENT OF SELF-EXPLAINING SKILLS 
 
 As described in Chapter Three, Methodology, the learning event produced written 
responses that we treated as qualitative data. This chapter discusses the analysis and 
interpretation of data derived from the learning event in the Pilot Study, Main Study, and 
Replication Study (Table 7).  
 
Pilot Study findings 
 
In the initial stage of this work we performed a Pilot Study to identify potential 
methodological gaps and to test the study design and instruments. The Pilot Study produced 
preliminary data that informed and guided the Main Study and Replication Study. There were 
two cohorts in the Pilot Study, Pilot I and Pilot II (Table 7). Collection of the dataset for the Pilot 
I occurred in the naturalistic environment of the lecture room. Data from the Pilot II was 
collected in the chemistry laboratory; therefore, not intended to address the research questions, 
which refer specifically to the lecture environment (i.e., Do tasks that require different levels of 
self-explaining effectively induce observable, categorical differences in self-explaining behavior 
in the context of a General Chemistry classroom?). The sole purpose of gathering data in the 
Pilot II was to sample a larger number of students to strengthen the psychometric investigation of 
the post-learning task instrument. Therefore, the analysis of the Pilot II learning event data is not 
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relevant for the purpose of this work. The following results correspond to the analysis of the 
Pilot I dataset.  
 
Code type distribution 
 
Student responses were coded following the coding scheme described in Chapter Three 
(Table 8) to produce a tally table of the codes in each response. The initial analysis of these 
codes consisted in the association study between the code type and the self-explaining task, SE-
Task (Table 6). For our research purposes, the codes unclassifiable, U, and non-relevant, NR, did 
not contribute valuable insight to elucidate the explanatory behavior of the students. Therefore, 
we did not consider them in subsequent analyses. From the total count of codes it is interesting to 
notice that for this dataset, the deductive inference code presents the highest count (Table 10). 
This suggests that students were actively engaged in the generation of inferences. It is also 
noticeable that the elaboration, E, and paraphrasing, P, codes had high number of occurrences. 
These E and P codes are associated with lower explanatory sophistication as they describe 
responses that recount information. High counts in E and P codes thus suggested that students 
relied heavily on recounting information when prompted to write explanations.  
The Chi-square test showed no significant association at a 95% confidence level between 
the code types and the SE-Tasks, χ2 (9, N = 269) = 15.83, p = .07. Nonetheless, inspection of 
Table 10 showed evidence of a trend: higher percentages (dark gray shaded cells) of the bridging 
inference, BI, code are found in the self-explaining-answer-for-others to use in their studying 
task, SEO, and self-explaining-agreement-disagreement task, EADA. This finding suggests that 
the SEO and EADA tasks prompted students to generate more bridging inferences to link 
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chemistry concepts (i.e., entropy and the Second Law of Thermodynamics). In the case of the 
code deductive inference, DI, the higher percentage was found in the EADA task, which 
suggests that students generate more deductive inferences while working on this SE-Task. In the 
case of the DI code, the self-explain-own-answer task, SEA, and self-explain-incorrect-answer 
task, SEIA, have moderately high percentages too, thus engaging students in the generation of 
inferences as well. In the case of the elaboration, E code, the results suggest a similar percentage 
in the SEO, EADA and SEA tasks, but a higher percentage in the SEIA task. Finally, the 
paraphrasing, P, code presents higher percentages in the EADA and SEIA tasks, suggesting that 
responses on these SE-Tasks are heavily composed of recounted information. In summary, these 
preliminary results suggested that, although not statistically significant, the code types in the 
students’ responses were associated with the self-explaining tasks.  
 
Table 10  
Code Type Distribution by SE-Task, Pilot I (N=103) 
Code Type Total 
SE-Task 
%SEO %EADA %SEA %SEIA 
BI 25 40 32 16 12 
DI 95 17 33 26 24 
E 77 25 22 21 32 
P 72 14 33 18 35 
U 21 14 24 38 24 
NR 28 29 29 14 29 
χ2 (9, N = 269) = 15.83, p = .07, codes U and NR excluded. 
 
The association described above assumes the occurrence of all codes as independent 
when single students might have contributed more than one code (actually, 80% did). In 
addition, those who contributed more than one code did not necessarily contribute the same 
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codes; in other words, multiple patterns of response were possible. The results in Table 10 show 
quantifiable evidence for the differences in the total number of code types per SE-Task. This 
analysis focused at the variable-oriented level (i.e., using the code types as observed variables) 
and not at the person-oriented level (i.e., using the student’s behavior as observed variable). In 
our attempt to identify categorical explanatory behaviors at the student level, we advanced our 
interpretation by performing a person-oriented approach.  
To this end, we used latent profile analysis (LPA), a mixture model that seeks to find 
qualitative differences among students based on observed variables of continuous nature (Ruscio 
and Ruscio, 2008). In our analysis, the code-ratios in each student’s response functioned as 
observed variables. 
The analysis at the person-oriented level takes these considerations into account and 
focuses on each individual’s behavior by integrating the number and type of codes into the 
categorization of patterns. This transformative analysis allowed us to investigate whether the 
behaviors, and not only the codes, were linked to the SE-Tasks. 
 
Latent profile analysis: Self-explaining profiles 
 
We used Latent Profile Analysis (LPA) to identify patterns in code-ratios (i.e., number of 
code type divided by total codes in response) in students’ responses. These analyses required the 
selection of the best model for the data.  
As described in the Methodology (Chapter Three), to make that decision the following 
information was used: number of profiles selected; goodness of fit indexes (Loglikelihood 
[LLH], Akaike’s Information Criterion [AIC], Bayesian Information Criterion [BIC], sample-
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size adjusted Bayesian Information Criteria [SSA–BIC]); likelihood ratio tests (Voung–Lo–
Mendell–Rubin and parametric bootstrap); and homogeneity (referred to as entropy value) and 
cases size in each profile. Next we describe the model selection process for the Pilot I dataset. 
Consistent with common practice, we explored solutions with varying numbers of 
profiles and selected the one that made the most sense in terms of interpretability and model fit 
information. We evaluated one- to ten-profile solution models in relation to indexes of fit 
commonly used for this purpose (Table 11).  
For the information criteria Loglikelihood, LLH, the value increased as the number of 
profiles increases indicating progressive model fitness from the model with only one profile up 
to the model with ten profiles. Thus, the LLH value did not provide useful information for the 
model selection. For the three information indexes (AIC, BIC, and SSA-BIC), lower values 
indicate better model fit.  
Our results showed that all information indexes progressively became lower as the model 
solution incorporated more profiles (Figure 12). This indicates that model solutions with more 
profiles seemed to better fit the data. In the case of the Voung–Lo–Mendell–Rubin (VLMR) test 
and parametric Bootstrap Likelihood Ratio Test (BLRT) the p-value reflects how significant it is 
to have a model with n-profiles against a model with (n-1)-profiles (“n” being the number of 
profiles within each model). Therefore, if the p-values are lower than .05 this means that the 
model solution with n-profiles is favorable over the model solution with (n-1)-profiles. The p-
values for the BLRT were all lower than .05 suggesting that any model solutions are significantly 
better than the corresponding previous model solution, thus these results did not help in selecting 
a model solution.   
The results in Table 11 showed that only the model solutions with two-profiles and five-
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profiles have a p-value lower than .05 for the VLMR test, suggesting that these model solutions 
are favorable over the other model solutions. Finally, the last criteria for the model solution 
selection are the homogeneity (i.e., entropy value) of the profiles in the model and the number of 
cases in each profile within the model solutions. In our case both the two-profile and five-profile 
solution models had high homogeneity.  
We selected the five-profile model solution (gray shaded cells in Table 11) because larger 
number of profiles increased our categorization power of students. This was a judgment call 
based on the model fitness, parsimony and interpretability of the five-model solution.  
 
Table 11  
Goodness of Fit for LPA Models Based on Code-ratios, Pilot I (N=103) 
Number 
of 
Profiles 
Number of 
Parameters 
LLH AIC BIC 
SSA–
BIC 
p 
VLM
R 
p  
BLR
T 
Entropy 
Group Sizes 
LT 
1% 
LT 
5% 
LP 1 8 -85 186 207 182 — — — 0 0 
LP 2 13 -29 85 119 78 .00 .00 .99 0 0 
LP 3 18 31 -26 22 -35 .49 .00 1.0 0 0 
LP 4 23 89 -131 -71 -143 .20 .00 1.0 0 2 
LP 5 28 138 -221 -147 -235 .03 .00 .97 0 2 
LP 6 33 183 -300 -214 -318 .79 .00 .97 0 2 
LP 7 38 218 -359 -259 -379 .46 .00 .95 0 2 
LP 8 43 253 -420 -307 -443 .62 .00 .98 1 3 
LP 9 48 276 -457 -330 -482 .85 .00 .99 0 2 
LP 10 53 305 -503 -364 -531 .25 .00 .99 0 5 
Note: LLH = Loglikelihood; AIC = Akaike’s Information Criterion; BIC = Bayesian Information Criterion; SSA–
BIC = sample-size adjusted Bayesian Information Criteria; p VLMR = p-value for the Voung–Lo–Mendell–Rubin 
likelihood ratio test for K versus K - 1 classes; p BLRT = p-value for the parametric bootstrap likelihood ratio test 
for K versus K - 1 classes. Group sizes refer to the number of groups with less than 1% and less than 5% of the 
cases, N = 103. 
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Figure 12. AIC, BIC and Sample-size adjusted BIC values for explanation sophistication one- to 
ten-profile model solutions. 
 
 The profiles in the five-profile model are presented in Table 12 that shows the number of 
students in the group and the respective mean values of the four code-ratios. Figure 13 presents 
the mean values of code-ratios of each profile as a visual aid for discussion. In the case of Profile 
1, this group was composed of five students whose responses only contained bridging inference, 
BI, codes. Therefore, we described this profile (SE-Profile) as bridging inferential. Profile 2, a 
three-student group, presented responses mainly using bridging and deductive inferences (89% 
of the response) so we described them as bridging/deductive inferential. Profile 3 is an 
interesting group of fourteen students whose responses used a mixture of all codes in evenly 
distributed ratios. We described this profile as mixed-behavior. Profile 4, 63 students, had a high 
code-ratio for DI but also had a significant code-ratio of paraphrasing, P. In other words, 
deductive inferences predominated in these responses but students also relied significantly on 
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recounting information. We described this profile as deductive inferential. Finally, Profile 5, 18 
students, relied heavily on elaboration statements, having a mean value of 92% of the response 
coded as elaborations, E. Thus, we described this profile as elaborative. 
 
Table 12 
Code-ratios and SE-Profile Descriptors for Five-Profile Model Solution, Pilot I (N=103)
 
Profile Group n 
Mean code-ratio 
SE-Profile descriptor 
BI DI E P 
Profile 1 5 1.00* 0.00* 0.00* 0.00* Bridging Inferential 
Profile 2 3 0.56* 0.33* 0.11 0.00 
Bridging/Deductive 
Inferential 
Profile 3 14 0.29* 0.26* 0.30* 0.15* Mixed-behavior 
Profile 4 63 0.00 0.49* 0.15* 0.36* Deductive Inferential 
Profile 5 18 0.00 0.04 0.92* 0.04 Elaborative 
* p < .05. 
 
 
Figure 13. Profile plot for the five-profile solution model, code-ratios. 
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The results in Table 12 addressed the first research question: Do tasks that require 
different levels of self-explaining effectively induce observable, categorical differences in self-
explaining behavior in the context of a General Chemistry classroom? Findings support the 
emergence of observable categorical differences in self-explaining behavior when tasks 
prompted students to provide written explanations. However, to fully answer this research 
question we studied the association of these self-explaining behaviors (SE-Profiles) with the self-
explaining task (SE-Task). Next we present this association analysis. 
 
SE-Profile and SE-Task association analysis 
 
Table 13 shows the cross tabulation of SE-Profile and SE-Task. The Chi-square test is 
not applicable in this case due to low sample size. This is because in the Chi-square calculation, 
16 cells (80.0%) had an expected count value lower than 5, and this violates one of the Chi-
square test requirements (less than 20% cells with expected count lower than 5). Therefore the 
result from the Chi-square analysis was not conclusive, χ2 (12, N = 103) = 11.69, p = .47.  
 
Table 13 
Percentage Distribution of SE-Profile across SE-Task, Pilot I (N=103) 
SE-Profile n 
SE-Task 
%SEA %SEO %EADA %SEIA 
Bridging Inferential 5 40 40 20 - 
Bridging/Deductive Inferential 3 33 33 33 - 
Mixed-behavior 14 7 36 36 21 
Deductive Inferential 63 27 16 30 27 
Elaborative 18 22 28 11 39 
 
Nonetheless, inspection of Table 13 shows an apparent trend. SEA and SEO tasks have a 
higher proportion of students in the SE-Profile associated with a more analytic behavior (i.e., 
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bridging inferential and bridging/deductive inferential). That is, more students coming from 
these SE-Tasks engaged in drawing inferences and connecting ideas. Conversely, SEIA and 
EADA tasks have higher proportions of students in the least analytic behaviors (i.e., elaborative, 
and deductive inferential). The apparent trend in Table 13 suggests that, although not statistically 
significant, the self-explaining tasks (SE-Tasks) are associated with the self-explaining behaviors 
(SE-Profiles). 
 
Pilot Study: Summary of findings 
 
The purpose of the Pilot Study was to test the study design and instruments and to 
identify potential methodological gaps. In summary, the results suggested that tasks of different 
self-explaining demand elicited different self-explaining behaviors. Although this evidence 
supports the association between the SE-Profiles and SE-Tasks, the statistical analysis was not 
conclusive. The Pilot Study supported the appropriateness of the study design, materials, and 
analysis procedures; it did not reveal deficiencies that required modifications prior to the 
implementation of the Main Study and Replication Study. Nonetheless, to enhance the design we 
decided to utilize true randomization instead of pseudo-randomization for the Main Study and 
Replication Study. 
 
Main Study findings 
 
In this section we present the findings from the in-depth analyses of the Main Study 
learning event. The analyses include: code type distribution among self-explaining tasks (SE-
Tasks); latent profile analysis to identify self-explaining profiles (SE-Profiles); latent profile 
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analysis to identify text construction profiles (TC-Profiles); and the association analyses among 
the self-explaining tasks (SE-Tasks), (SE-Profiles, and (TC-Profiles).  
 
Code type distribution 
 
The analysis of the code type in students’ responses consisted on the association study 
between the code type and the self-explaining task, SE-Task (Table 14). The total count of codes 
showed that the deductive inference code, DI, had the highest frequency of all (Table 14). The 
combined count of bridging inference code, BI, and DI was 169 (44% of the total count); thereby 
suggesting that the generation of inferences was a considerable component of the responses. 
Research findings have shown that “in the absence of specific instructions or supports, most 
students either do not generate self-explanations or generate superficial ones only” (Woloshyn 
& Gallagher, 2009). Thus, this observation, in and of itself, suggests the tasks effectively elicited 
self-explaining behavior. 
In the case of the codes for elaboration, E, and paraphrasing, P, their abundance in the 
students’ responses may reflect what Taber and Watts (2000) described as a social imperative to 
produce an answer in acknowledgement to a question, in this case, the SE-Task prompt. These 
two codes, E and P, are associated with less sophisticated explanatory behaviors as they reflect 
recounting of information rather than generation of causal inferences. Moreover, when students 
are continually exposed to instruction as rhetoric of conclusions (Schwab, 1962), one could 
imagine that paraphrasing may become a habitual substitute for explaining. Therefore, in the 
case of paraphrasing, it might be that students intended to explain but lacked the ability to 
construct responses beyond re-statement of information. Undeniably, some students may default 
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to paraphrasing even when prompted otherwise. As mentioned in the analysis of the Pilot I 
dataset above, the codes unclassifiable, U, and non-relevant, NR, did not contribute valuable 
insight to elucidate the explanatory behavior of the students. Therefore, we did not consider them 
in subsequent analyses. 
 
Table 14 
Code Type Distribution by SE-Task, Main Study (N=128) 
Code Type Total count 
SE-Task 
%SEA %SEIA %EADA %SEO 
BI 47 43 21 9 28 
DI 122 19 33 23 25 
E 88 22 27 32 19 
P 100 23 19 28 30 
U 3 33 33 0 33 
NR 28 7 21 64 7 
χ2 (9, N = 357) = 22.50, p < .05, codes U and NR excluded. 
 
We studied the association between the code type (e.g., bridging inference, BI, deductive 
inference, DI, etc.) and the self-explaining task, SE-Task (Table 14). The Chi-square test showed 
a statistically significant association between the code type and the SE-Task at a 95% confidence 
level, χ2 (9, N = 357) = 22.50, p < .05. In Table 14, cells shaded dark grey indicate the highest 
occurrence for each code type and the overall trend in the association. In the case of the bridging 
inference code, BI, the highest percentage of occurrences originated from the self-explaining-
own-answer task, SEA, which effectively prompted students to connect chemistry concepts (i.e., 
entropy and the Second Law of Thermodynamics) in their effort to make sense of the 
phenomenon. For deductive inference, DI, the predominant source was the self-explaining-
incorrect-answer task, SEIA. Encouraging students to explain the possible reasoning that led 
their peers to incorrect solutions generated more deductive inferences. The EADA (self-explain-
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agreement-disagreement) and SEO (self-explain-for-others) tasks had moderately high 
percentages for the DI code, thus students in these conditions engaged in the generation of 
deductive inferences as well. In the case of the elaboration code, E, the results showed the 
highest percentage in the EADA task. This SE-Task seemed to favor a more summative 
approach to self-explaining where students brought in external information that was not in the 
materials. Despite their elaborative effort, students did not use the external information to draw 
deductions or bridge with other concepts; instead, they essentially recounted it in their responses. 
Lastly, the paraphrasing code, P, showed similar high percentages for two of the SE-Tasks: 
EADA and SEO. Again, we maintain this behavior may stem from the social imperative to 
answer a question even when students operated under the illusion of producing an explanation 
(Taber, 2000). 
 The code type distribution directly addressed the first research question: Do tasks that 
require different levels of self-explaining effectively induce observable, categorical differences 
in self-explaining behavior in the context of a General Chemistry classroom? Evidence supports 
an association between the code types in the student responses and the SE-Task prompts 
assigned to them. This association suggests that the prompts, which we designed with differential 
self-explaining demand, effectively produced an observable effect on the students’ behavior as 
they composed their written responses. The variance of code types across SE-Tasks is indicative 
of the effect of individuals’ characteristics. That is, students within SE-Tasks still produced 
explanations of different sophistication. This variability is congruent with reports that have 
associated quantity and quality of explanations with intrinsic properties of students (Roy and 
Chi, 2005).  
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Also, the occurrence of variance of code types across SE-Tasks underscores the 
significance of randomization of students in the conditions since otherwise the effect of task 
membership may be obscured by this natural variability. 
The results in Table 14 show quantifiable evidence for the differences in the total number 
of code types per SE-Task. As described in the Pilot I data analysis, the code type distribution 
analysis focused at the variable-oriented level (i.e., using the code types as observed variables) 
and not at the person-oriented level (i.e., using the student’s behavior as observed variable). The 
analysis at the person-oriented level focuses on each individual’s behavior by integrating the 
number and type of codes into the categorization of patterns. Thus, to investigate whether the 
behaviors were linked to the SE-Tasks, we applied a person-oriented level (i.e., latent profile 
analysis) in the analysis of the Main-Study dataset. 
 
Latent profile analysis: Self-explaining profiles 
 
Using Latent Profile Analysis (LPA) we identified patterns in code-ratios (i.e., number of 
code type divided by total codes in response) in student responses. We followed the procedure 
described previously in the Pilot I analysis for the selection of the best model. The analysis and 
interpretation of the models led us to select the seven-profile model solution for the Main Study 
dataset (Table 15).  
We explored solutions with varying numbers of profiles and selected the one that made 
the most sense in terms of interpretability and model fit information. We evaluated one- to ten-
profile solution models in relation to indexes of fit commonly used for this purpose (Table 15). 
For the information criteria Loglikelihood, LLH, the value increased as the number of profiles 
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increased indicating progressive model fitness from the model with only one profile up to the 
model with ten profiles. Thus, the LLH value showed that a model with more profiles is favored. 
For the three information indexes (AIC, BIC, and SSA-BIC), lower values indicate better model 
fit. Our results showed that all information indexes progressively became lower as the model 
solution incorporated more profiles (Figure 14). As the figure shows, the values decreased as the 
number of latent profiles increased up to seven and then they started to level off. This indicated 
that model solutions higher than seven-profiles are favored with no much improvement after 
seven profiles.  
The Voung–Lo–Mendell–Rubin (VLMR) test and parametric Bootstrap Likelihood Ratio 
Test (BLRT) provide information regarding the comparison of LPA model solutions. If the p-
values obtained in the VLMR and BLRT tests are lower than .05, it means that the model 
solution with n-profiles is favorable over the model solution with (n-1)-profiles at a 95% 
confidence interval. In the case of the VLMR test the model solutions for two, three, six showed 
values lower than .05, also the seven-profile model solution showed a low p-value indicating that 
this solution is considerably good. The p-values for the BLRT were all lower than .05 suggesting 
that any model solutions are significantly better than the corresponding previous model solution, 
thus these results did not help in selecting a model solution. The entropy value for all model 
solution was close to the highest possible value of one, which means the homogeneity of the 
profiles in each solution is high, which is favorable. 
Inspection of the eight- to ten-profile model solutions showed three or more group sizes 
with less than 5% of the total cases. We considered that the eight- to ten-profile model solutions 
did not add valueable insight into the categorization of the students. Based on the results above 
we selected the seven-profile model solution.  
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Table 15 
Goodness of Fit for LPA Models Based on Code-ratios, Main Study (N=128) 
Number 
of 
Profiles 
Number of 
Parameters 
LLH AIC BIC 
SSA–
BIC 
p 
VLM
R 
p  
BLR
T 
Entropy 
Group Sizes 
LT 
1% 
LT 
5% 
LP 1 8 -94 205 228 202 - - - 0 0 
LP 2 13 -41 108 145 104 .04 .00 .95 0 0 
LP 3 18 21 -6.2 45 -12 .03 .00 .99 0 0 
LP 4 23 86 -127 -61 -134 .26 .00 1.0 0 0 
LP 5 28 153 -250 -170 -258 .36 .00 1.0 0 2 
LP 6 33 199 -332 -238 -342 .01 .00 .96 0 2 
LP 7 38 259 -442 -334 -454 .07 .00 .98 0 2 
LP 8 43 273 -460 -337 -473 .54 .00 .98 0 3 
LP 9 48 329 -562 -425 -577 .35 .00 .98 0 4 
LP 10 53 343 -580 -429 -597 .60 .00 .99 0 5 
Note: LLH = Loglikelihood; AIC = Akaike’s Information Criterion; BIC = Bayesian Information Criterion; SSA–
BIC = sample-size adjusted Bayesian Information Criteria; p VLMR = p-value for the Voung–Lo–Mendell–Rubin 
likelihood ratio test for K versus K - 1 classes; p BLRT = p-value for the parametric bootstrap likelihood ratio test 
for K versus K - 1 classes. Group sizes refer to the number of groups with less than 1% and less than 5% of the 
cases, N = 128. 
 
 
Figure 14. AIC, BIC and Sample-size adjusted BIC values for explanation sophistication one- to 
ten-profile solutions. 
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  Table 16 shows the profiles in the seven-profile model solution along the number 
of students in each profile and the respective mean values for the four code-ratios. Figure 
15 presents the mean values of code-ratios of each profile as a visual aid for discussion. In 
the case of Profiles 1-3 and 5-7, the mean code-ratios within profiles showed a single 
predominant value (dark grey cells). Therefore, self-explaining within each of these six 
profiles was strongly characterized by the single class predominant code; that is, the 
pattern of behavior of members within each of these profiles was homogeneous. Profile 
separation refers to the uniqueness of each profile; in our case that implies comparison of 
predominant mean code-ratio between profiles. Ideally, all profiles would have a 
maximum mean code-ratio for different codes; however, in the case at hand, there were 
more profiles than mean code-ratios (or code types), which unavoidably led to profiles 
sharing a maximum code-ratio. In turn, this led to the merging of profiles. 
  Although profiles 1-3 have each a single most prevalent code-ratio (Table 16), it is 
not unique to each profile but the same for all three of them; the separation is not strong. 
Hence we combined these profiles into a single self-explaining profile (SE-Profile). 
Members of this merged profile (n=25) are characterized by responses composed mainly 
of bridging inference codes, BI, (>50% of response); consequently, we described this SE-
Profile as bridging inferential. 
  Profile 4 is non-homogenous: There is no single code type that characterizes 
membership in this profile. Quite the contrary, it is the multiplicity in the nature of their 
behavior that identifies members in this group; we described this SE-Profile as mixed 
behavior. Although not homogenous, this group is clearly separated from the others. 
Emergence of this profile is an example of the power of statistical tools such as LPA. An 
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analysis based solely on the number of codes would have masked the behavior of students 
in this SE-Profile who used all four explanatory codes in similar proportions. 
  Profiles 5, 6, and 7 have a single and unique predominant code-ratio and are 
homogenous and well separated from all other profiles. We assigned labels to these 
profiles in accordance with the code that predominates in each case. Therefore, Profile 5 
became deductive inferential, Profile 6 became elaborative, and Profile 7 became 
summative (Table 16). 
 
Table 16 
Code-ratios and SE-Profile Descriptors for Seven-Profile Model Solution, Main Study (N=128)
 
Profiles n 
Mean code-ratio 
SE-Profile descriptor 
BI DI E P 
Profile 1 6 1.00* 0.00* 0.00* 0.00* 
Bridging Inferential Profile 2 4 0.70* 0.17* 0.05 0.08 
Profile 3 15 0.50* 0.22* 0.13* 0.15* 
Profile 4 12 0.29* 0.27* 0.19* 0.25* Mixed-behavior 
Profile 5 20 0.00* 0.95* 0.03 0.02 Deductive Inferential 
Profile 6 24 0.00* 0.23* 0.73* 0.05* Elaborative 
Profile 7 47 0.00* 0.35* 0.12* 0.53* Summative 
* p < .05. 
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Figure 15. Profile plot for the seven-profile solution model, code-ratios. 
 
SE-Profile and SE-Task association analysis 
 
Once we established the student behaviors in terms of the SE-Profiles, we analyzed the 
association between SE-Profiles and SE-Tasks. Table 17 shows the resulting cross-tabulation. 
The Chi-square test showed a significant association between the SE-Profile and SE-Task at a 
95% confidence level, χ2 (12, N = 128) = 22.75, p < .05. Inspection of Table 17 shows a trend in 
the percentage distribution of SE-Profiles across the SE-Tasks (dark and light grey shaded cells) 
that could explain this relationship. 
  In the trend in Table 17, the SEA task—self-explain own answer—has the highest 
percentage of students in the SE-Profiles associated with the more analytic self-explaining 
behaviors (i.e., bridging inferential and mixed-behavior). Thus, more students in this SE-
Task engaged in generating inferences and connecting ideas via more complex 
explanatory behaviors. Conversely, SEIA and EADA (self-explain-incorrect-answer and 
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self-explain-agreement-disagreement with others, respectively) showed a higher 
percentage of students in the less analytical self-explaining behaviors (i.e., elaborative 
and summative). Thus, we observed distinct categorical self-explaining behaviors (SE-
Profiles) in students’ written responses, which are associated with the self-explaining task 
(SE-Task) given to the students. The evidence suggests that the prompts designed with 
different self-explaining demands had an effect on the explanatory behavior of the 
students when providing a written response. 
 
Table 17 
Percentage Distribution of SE-Profile across SE-Task, Main Study (N=128)
a
  
SE-Profile n 
SE-Task 
%SEA %SEO %SEIA %EADA 
Bridging Inferential 25 36 32 20 12 
Mixed-behavior 12 50 25 25 - 
Deductive Inferential 20 10 35 40 15 
Elaborative 24 17 12 29 42 
Summative  47 17 30 21 32 
a χ2 (12, N = 128) = 22.75, p < .05, Six cases were removed due to unintelligible responses. 
 
Structural Analysis 
 
We analyzed the responses of the students in the Main Study for their structural 
composition in terms of (1) the total word count and (2) the cohesive conjunction type count 
(Table 18). Analysis showed no relevant differences among the self-explaining tasks, SE-Task, 
and self-explaining profiles, SE-Profiles, across these two counts. These results suggest that the 
text construction of the written responses is not different among students doing different self-
explaining tasks, or behaving differently when self-explaining. However, the length of responses 
is not as extensive as in the case of other research studies (e.g., mean total words = 500) (Durst, 
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1987). This may impact the resolution in the text analysis because the short responses might 
impact students’ normal usage (frequency and type) of the cohesive conjunctions. 
 
Table 18 
Descriptive Statistics of Word Counts by SE-Task, Main Study (N=128)
a 
SE-Task n 
Total words  
Mean (SD) 
Cohesive conjunctions per 100 words  
Mean (SD) 
Additive Temporal Causal Adversative 
SEA 29 61 (24) 2.4 (2.0) 1.5 (1.7) 4.3 (2.7) 0.72 (0.97) 
EADA 31 63 (23) 2.3 (2.0) 0.9 (1.1) 3.7 (2.5) 0.42 (0.85) 
SEO 35 55 (24) 2.1 (2.0) 1.3 (1.6) 4.0 (3.1) 0.49 (0.77) 
SEIA 33 64 (19) 3.0 (2.6) 1.1 (1.1) 2.6 (2.1) 0.76 (1.12) 
Total 128 61 (22) 2.2 (2.2) 1.2 (1.4) 3.6 (2.7) 0.60 (0.94) 
ANOVA 
(3, 124) 
F 1.17 2.03 .96 2.68 1.00 
p .33 .11 .41 .05 .40 
SE-Profile n 
Total words  
Mean (SD) 
Cohesive conjunctions per 100 words  
Mean (SD) 
Additive Temporal Causal Adversative 
Bridging Inferential 25 60 (21) 2.5 (2.3) 1.3 (1.6) 4.0 (3.3) 0.60 (0.78) 
Mixed behavior 12 66 (22) 3.2 (2.8) 1.2 (1.4) 2.4 (1.8) 0.66 (1.14) 
Deductive Inferential 20 46 (24) 4.2 (3.8) 1.5 (1.8) 4.3 (3.1) 0.42 (0.96) 
Elaborative 24 62 (19) 3.5 (2.4) 1.4 (1.2) 3.3 (1.9) 0.67 (0.98) 
Summative  47 63 (22) 3.4 (2.4) 1.0 (1.2) 3.7 (2.7) 0.64 (0.99) 
Total 128 59.9 (22) 3.4 (2.7) 1.22 (1.4) 3.7 (2.7) 0.60 (0.95) 
ANOVA 
(3, 124) 
F 2.65 1.3 0.65 1.24 .24 
p .04 .28 .63 .30 .92 
a
 Six responses were unintelligible and therefore removed from the analysis. 
 
To further analyze these data we used LPA to investigate categorical differences among 
students’ text construction. The idea of this LPA study was to identify groups of students with 
similar text construction styles (in terms of the total words and use of cohesive conjunctions). In 
contrast with the previously shown analysis of variance, ANOVA, which used only one word 
count in each analysis, the LPA used all of the five different word count values in each response 
as observed variables for the classification of students into profiles based on their text 
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construction, TC-Profiles. Next we studied potential differences of the text construction styles 
(TC-Profiles) across the experimental conditions (SE-Tasks) and self-explaining behaviors (SE-
Profiles). 
 
Latent profile analysis: Text construction profiles 
 
The selection process for the best latent profile fit model solution followed the 
procedures described previously. Results for the goodness of fit indexes are shown in Table 19 
and Figure 16. The three-profile model solution showed the best fit for the data. Also the high 
value of homogeneity (i.e., Entropy value = 1.0) in the three-profile model solution suggested 
that students’ membership within each of the three profiles was well established. This meant that 
all students within each profile had low uncertainty of belonging to another profile within the 
model solution. 
Table 19 
Goodness of Fit for LPA Models Based on Word Counts, Main Study (N=128) 
Number 
of 
Profiles 
Number of 
Parameters 
LLH AIC BIC 
SSA–
BIC 
p 
VLM
R 
p  
BLR
T 
Entropy 
Group Sizes 
LT 
1% 
LT 
5% 
LP 1 10 -1566 3151 3180 3148 - - - 0 0 
LP 2 16 -1537 3105 3151 3100 .55 .00 .94 0 0 
LP 3 22 -1479 3002 3065 2996 .04 .00 1.0 0 1 
LP 4 28 -1434 2923 3003 2915 .50 .00 .99 0 1 
LP 5 34 -1412 2893 2990 2882 .60 .00 .98 0 1 
LP 6 40 -1386 2851 2965 2839 .26 .00 .99 1 1 
LP 7 46 -1365 2823 2954 2808 .13 .00 .96 1 1 
LP 8 52 -1348 2801 2949 2785 .35 .00 .94 1 1 
LP 9 58 -1331 2779 2944 2761 .81 .60 .94 1 2 
LP 10 64 -1305 2738 2921 2718 .81 .02 .95 1 3 
Note: LLH = Loglikelihood; AIC = Akaike’s Information Criterion; BIC = Bayesian Information Criterion; SSA–
BIC = sample-size adjusted Bayesian Information Criteria; p VLMR = p-value for the Voung–Lo–Mendell–Rubin 
likelihood ratio test for K versus K - 1 classes; p BLRT = p-value for the parametric bootstrap likelihood ratio test 
for K versus K - 1 classes. Group sizes refer to the number of groups with less than 1% and less than 5% of the 
cases, N = 128. 
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Figure 16. AIC, BIC and Sample-size adjusted BIC values for text construction one- to ten-
profile model solutions. 
 
The results for the three-profile solution are shown in Table 20. Most profiles presented 
substantial differentiation among word counts (i.e., total word and cohesive conjunction counts). 
Figure 17 shows the cohesive conjunction counts for each profile as visual aid. TC-Profile 1 
showed the highest count of adversative cohesive conjunctions of the three profiles. We 
described this profile as Adversative. This profile size is small in comparison with the other two 
and thus we decided to exclude it from the statistical analyses. TC-Profile 2 showed the highest 
count of causal cohesive conjunctions, therefore we described it as Causal. Finally, Profile 3 
showed the highest number of total word count. We described this profile as Long-winded. 
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Table 20 
Word Counts for Text Construction Three-Profile Model Solution, Main Study (N=128)
 
Profile n 
Total words 
Mean (SD) 
Cohesive conjunction per 100 words  
Mean (SD) TC-Profile 
Descriptor 
Additive Temporal  Causal  Adversative 
Profile 1 4 63 (21)* 1.3 (2.2)* 0.8 (1.4)* 2.2 (2.6)* 3.7 (0.3)* Adversative 
Profile 2 84 54 (21)* 2.2 (2.2)* 1.3 (1.4)* 4.0 (2.6)* 0.0 (0.3) Causal 
Profile 3 40 74 (21)* 2.5 (2.2)* 1.1 (1.4)* 2.9 (2.6)* 1.5 (0.3)* Long-winded 
* p < .05. 
 
 
Figure 17. Profile plot for the three-profile solution model, cohesive conjunctions in 100 words. 
 
TC-Profile and SE-Task association analysis 
 
For the association analysis of the TC-Profiles and the SE-Task, we did not consider the 
Adversative profile due to its low number of cases. The Chi-square test showed no significant 
association among the remaining two TC-Profiles and SE-Tasks at a 95% confidence level, χ2(3, 
N = 124) = 3.30, p = .35 (Table 21). The result suggests that the text construction behavior of the 
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students did not depend on the self-explaining task. This provides further support to the 
previously discussed ANOVA study (see above) as no significant differences were found among 
the writing styles of the students across the SE-Tasks.   
 
Table 21 
Percentage Distribution of TC-Profile across SE-Task, Main Study (N=128)
a
 
TC-Profile 
 SE-Task 
n %SEA %EADA %SEO %SEIA 
Adversative 4 25 25 - 50 
Causal 40 28 15 28 30 
Long-winded 84 20 29 29 23 
a χ2 (3, N = 124) = 3.30, p = .35, Adversative profile excluded. 
 
SE-Profile and TC-Profile association analysis 
 
As in the previous analysis, for the association analysis of the SE-Profiles and the TC-
Profiles, we did not consider the Adversative profile due to its low number of cases. The Chi-
square test showed no significant association among the remaining two TC-Profiles and SE-
Profile at a 95% confidence level, χ2(4, N = 124) = 3.37, p = .50 (Table 22). The result suggests 
that in terms of use of cohesive conjunction types and text extension the self-explaining behavior 
of the student is not significantly associated with students’ text construction. As previously 
mentioned, we acknowledge that the low mean values of total words in the students’ response 
presented a limitation for the resolution and power of this analysis. 
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Table 22 
Percentage Distribution of SE-Profile across TC-Profile, Main Study (N=128)
a
 
SE-Profile n 
TC-Profile 
%Adversative  %Causal %Long-winded 
Bridging Inferential 25 - 60 40 
Mixed behavior 12 8 67 25 
Deductive Inferential 20 5 80 15 
Elaborative 24 4 63 33 
Summative  47 2 64 34 
a
 χ2 (4, N = 124) = 3.37, p = .50, Adversative profile excluded. 
  
Replication Study findings 
 
The Replication Study purpose was to test the robustness of results across samples within 
the same study context. Educational research has intrinsic characteristics that render replication 
studies somewhat problematic. For example, Taber (2012a; 2012b) argues that learners change 
as they learn, curriculum constraints may shift, each teacher and each student are unique, among 
other things. We wanted to investigate if our findings were subject to change due to different 
samples while keeping the study context constant. That is, students in the Replication Study 
completed the self-explaining activity (Figure 9) in full following the methodology used during 
the Main Study (Chapter Three). The Replication Study data analysis followed the same 
methodology as Main Study dataset, but it was done independently. We focused on 1) the SE-
Profiles from LPA and 2) the association study of the SE-Profiles and SE-Tasks, as these 
analyses addressed the first research question.  
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Latent profile analysis: Self-explaining profiles 
 
Table 23 shows the results from the latent profile analysis of the Replication Study 
dataset. We found that the five-profile model solution better fit the data. We followed the same 
analysis of the profiles as in the case of the LPA of the Pilot I and Main Study dataset. In the 
Replication Study, we combined the Profiles 1 and 2 (Table 23) into one self-explaining profile 
due to their high code-ratio of bridging inferences and we described this SE-Profile as bridging 
inferential (Table 23). Profile 3 is non-homogenous in terms of code-ratios that characterize the 
members of the profile. We described this SE-profile as mixed behavior. Profiles 4 and 5 have 
two code-ratios that separate them from all other profiles. We assigned labels to these profiles in 
accordance with the two codes that predominate. Therefore, Profile 4 became deductive 
inferential & paraphrasing, and Profile 5 became elaborative & deductive inferential.  
It is noteworthy that we do not expect the self-explaining profiles in the Main Study and 
Replication Study to be the same across the study phases. However, the SE-Profiles in the 
Replication Study present high similarities to the SE-Profiles found in the Main Study (Table 
16). In particular the bridging inferential and mixed-behavior SE-Profiles are observed in both 
study phases. In the case of the Replication Study the least sophisticated SE-Profiles are 
characterized by higher code-ratios of deductive inferences and elaborations. In contrast to the 
Main Study results the Summative SE-Profile was not observed in the Replication Study. 
Although, the SE-Profiles are not identical across the two study phases, Table 23 results further 
support our stance that tasks that require different levels of self-explaining can elicit observable 
categorical differences in self-explaining behavior. 
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Table 23 
Code-ratios and SE-Profile Descriptors for Five-Profile Model Solution, Replication Study 
(N=140)
 
Profiles n 
Mean code-ratio 
SE-Profile descriptor 
BI DI E P 
Profile 1 4 1.00* 0.00* 0.00* 0.00* 
Bridging Inferential 
Profile 2 9 0.52* 0.31* 0.11 0.06 
Profile 3 17 0.29* 0.16* 0.29* 0.25* Mixed-behavior 
Profile 4 74 0.00 0.66* 0.06* 0.28* 
Deductive Inferential & 
Paraphrasing 
Profile 5 36 0.00 0.13* 0.77* 0.09* 
Elaborative & Deductive 
Inferential 
* p < .05. 
 
SE-Profile and SE-Task association analysis 
 
The Chi-square association test was inconclusive because the expected count for 50% of 
the cells in Table 24 is lower than 5.0. However, inspection of the percentage distribution of SE-
Profiles across the SE-Task showed the presence of the same trend (cells shaded dark grey) as in 
the case of the Main Study (Table 16). In this trend, the most sophisticated SE-Profiles (most 
analytical behaviors) seem to present the highest percentages in the SEA and SEO tasks, and the 
less sophisticated SE-Profiles (most summative behaviors) seem to present the highest 
percentages in the EADA and SEIA task. The emergence of the trend in the Replication Study 
provides evidence of the robustness of the effect that the self-explaining prompts have on 
students’ self-explaining behavior. 
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Table 24 
Percentage Distribution of SE-Profile across SE-Task, Replication Study (N=140)
a 
SE-Profile  n 
SE-Task 
%SEA %SEO %SEIA %EADA 
Bridging Inferential 13 31 39 23 8 
Mixed-behavior  17 47 12 24 18 
Deductive Inferential & Paraphrasing  74 23 26 26 26 
Elaborative & Deductive Inferential 36 17 22 25 36 
a 
Seven cases were removed due to unintelligible responses. χ2 (9, N = 140) = 10.53, p = .31, eight cells (50.0%) 
have expected count less than 5. 
 
Self-explaining learning event: Summary of findings 
 
 The results from the learning event data analysis suggests that tasks that require different 
levels of self-explaining can elicit observable, categorical differences in self-explaining behavior 
in the context of a General Chemistry classroom (Table 25). As shown in Table 25, the Pilot I 
and Main Study yielded five SE-Profiles, with three similar SE-profiles in both datasets. In the 
case of the Replication Study four SE-profiles emerged from the data. The bringing inferential 
and mixed-behavior SE-Profiles emerged in the analysis of all cohorts. Thus, these behaviors are 
prevalent in the General Chemistry 2 student body. Also noticeable is the fact that the least 
sophisticated explanatory behaviors (i.e., most summative behaviors) have the highest number of 
students in each study phase. We also found that the order of the SE-Tasks changes from the 
Pilot I to the Main Study and Replication Study. Specifically the EADA and SEIA tasks 
switched positions. However, the association between the SE-profiles and SE-Task is evident in 
all study phases (Table 25). 
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Table 25 
Percentage Distribution of SE-Profile across SE-Task by Study Phase 
Study 
Phase 
SE-Profile 
Profile 
code 
n 
SE-Task 
%SEA %SEO %EADA %SEIA 
Pilot I  
(N=103) 
Bridging Inferential BI 5 40 40 20 - 
Bridging/Deductive 
Inferential 
BI&DI 3 33 33 33 - 
Mixed-behavior Mixed 14 7 36 36 21 
Deductive Inferential DI 63 27 16 30 27 
Elaborative E 18 22 28 11 39 
    %SEA %SEO %SEIA %EADA 
Main Study  
(N=128
a
) 
Bridging Inferential BI 25 36 32 20 12 
Mixed-behavior Mixed 12 50 25 25 - 
Deductive Inferential DI 20 10 35 40 15 
Elaborative E 24 17 12 29 42 
Summative S 47 17 30 21 32 
Replication 
Study  
(N=140
b
) 
Bridging Inferential BI 13 31 39 23 8 
Mixed-behavior Mixed 17 47 12 24 18 
Deductive Inferential & 
Paraphrasing 
DI&P 74 23 26 26 26 
Elaborative & Deductive 
Inferential 
E&DI 36 17 22 25 36 
a 
Six cases were removed due to unintelligible responses.  
b 
Seven cases were removed due to unintelligible responses. 
 
  We hypothesize that in the case of SEIA and EADA the constraint set for the 
students might have acted as an inhibitor of self-explaining. When presented with the 
solution, those students in agreement may default to restating the solution while those in 
disagreement may simply rephrase it in opposite sense. We propose that by constraining 
students to agreeing/disagreeing we induced knowledge-telling episodes (i.e., 
unelaborated summaries and paraphrases) over knowledge-building episodes (integration 
of concepts and generation of inferences; Chi, 2009). Our original assumption was that 
considering solutions different from the student’s own answer could engage students in a 
deeper reflection and a stronger commitment to self-explain. The nature of the task and 
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the dichotomous nature of the answer (one thing or the other) might have obscured the 
original intended effect for this particular General Chemistry 2 cohort.  
  In the case of SEA (self-explain-own-answer) and SEO (self-explain-for-others) 
tasks, we kept the task unconstrained for students. The fact that self-explaining directed to 
others was not more conducive to sophisticated behaviors is not entirely surprising. 
Roscoe and Chi (2008) compared self-explaining and other-directed explaining with 
students interacting with a tutor and found that the former was better, even when the tutor 
was virtual (i.e., computer generated). One possible explanation is that explaining to 
oneself focuses on repairing what one does not understand, without the distraction of 
focusing on others (Chi, 2009). However, it must be stressed that one cannot rely on a 
general description of an activity to judge its quality and outcomes as a learning 
experience (Chi, 2009). Otherwise, neglected aspects may prove to be fundamental 
warrants for caution when generalizing findings. For instance, Siegler (2002) observed 
that creating a social dimension by telling students to explain for others acted as an 
incentive to explain. This may seem sufficiently similar to our conditions as to try to 
extend their findings to ours; however, in that study, researchers utilized a think-aloud 
protocol in a laboratory setting where children interacted with an adult researcher. In our 
case, an ecologically natural learning environment at college level, the other was an 
anonymous peer. 
  Regardless of the SE-Task a number of students defaulted to paraphrasing which is 
evidenced by the distribution of students in the summative SE-Profile across all SE-Tasks 
(Table 17). We contend that this behavior may be more attributable to long periods of 
conditioning supported by prior class norms (e.g., the classroom game; Lemke, 1990) 
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than indicative of task effectiveness or lack thereof. Kohn (2004) has pointed out that 
students may become accustomed to and comfortable with learning environments in 
which they are not expected to actively engage with intellectual challenges. It may take 
some effort to persuade students to act differently. Far from discouraging, we deem 
understanding of this occurrence informative and constructive. Students are not blank 
slates; they bring their personal history, prior knowledge, attitudes, skills and strategies, 
etc. to the classroom, and naturalistic approaches to research intend to explore behavior in 
the complex ecology of classroom learning. This finding highlights that students, in 
addition to not spontaneously engaging in explaining, may resist explaining when 
prompted. That is, student behavior is not determined by the prompt provided—a stance 
that would evoke a behavioral approach to learning. Acknowledging the effect of these 
individual differences and their interactions with the nature of the prompts is an important 
step in advancing instructional design. There are no quick fixes in education, and the 
resistance or activation barrier associated with self-explaining will not be resolved with a 
single instantiation. Our emphasis is on the fact that a considerable proportion of students 
did engage in self-explaining upon prompting and that the sophistication of this 
engagement was, to some extent, tunable by the design of the task. 
  In this chapter we focused on learning strategies as the learning outcome of 
interest, that is, how the design of self-explaining tasks can influence the self-explaining 
behavior of the students during in-class activities. In Chapters Five and Six we present the 
work on how engagement in self-explaining might impact students’ conceptual 
understanding in chemistry. 
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CHAPTER FIVE: 
VALIDITY EVIDENCE FOR POST-LEARNING TASK 
 
 Educational measurement seeks to assess psychological attributes or behaviors that 
characterize learners in the classroom, school or other settings. The psychological attributes are 
constructs: “hypothetical concepts—product of the informed scientific imagination of social 
scientists who attempt to develop theories for explaining human behavior” (Crocker & Algina, 
1986). Constructs cannot be measured directly; instead they can only be inferred from 
observations of behavior. This requires the development of an instrument for the construct to 
obtain a sample from the target population (Crocker & Algina, 1986). In this work, we designed 
the post-learning task to assess the construct of conceptual understanding of entropy and The 
Second Law of Thermodynamics in General Chemistry 2 students. Like any other research 
instrument, researchers need to provide validity evidence to support the usefulness and 
functionality of the instruments for the assessment of the construct. In this chapter, we present 
the data analyses that provide construct validity, and convergent and discriminative validity 
evidence for the post-learning task.   
 
Construct validity evidence 
 
Construct validity refers to the degree to which inferences can be made using an 
instrument (Crocker & Algina, 1986). In our case, this refers to how the performance in the post-
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learning task relates to correct understanding of entropy and the Second Law of 
Thermodynamics. We utilized several reported statistical approaches to provide evidence of 
construct validity from the data gathered. The statistical analyses consisted of item descriptive 
statistics and reliability estimation (i.e., Cronbach’s Alpha and McDonal’s ωt).  
We performed in-depth psychometric investigations via confirmatory factor analysis 
(Bagozzi & Yi, 1988; Crocker & Algina, 1986; MacCallum & Austin, 2000), measurement 
invariance (Sass, 2011), and differential item functioning analyses (Clauser & Mazor, 1998; 
Holland & Thayer, 1988; Mazor et al., 1995). Findings from the analyses are described and 
discussed below. 
 
Item descriptive statistics 
 
The analysis of the post-learning task (Appendix B) started with the inspection of the 
frequency of responses for the five items. Item distractors functioned correctly as mostly low 
achievers were selecting them. The multiple-choice responses were coded 1 if correct and 0 if 
incorrect.  
We used listwise deletion in SPSS with the students that presented missing data (i.e., no 
response). Listwise deletion means that the participants that had missing data were removed from 
the analyses. Table 26 presents the summary of the item descriptive statistics for each dataset. 
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Table 26  
Item Descriptive Statistics for Post-learning Task 
Study Phase Item 
 Statistic   
Cases Item 
difficulty 
SD Variance 
Valid Missing 
Pilot I 
11 130 0 .71 0.46 0.21 
12 130 0 .68 0.47 0.22 
13 128 2 .65 0.48 0.23 
14 127 3 .65 0.48 0.23 
15 123 7 .50 0.50 0.25 
Pilot II 
11 436 7 .76 0.43 0.18 
12 436 7 .60 0.49 0.24 
13 437 6 .62 0.49 0.24 
14 427 16 .59 0.49 0.24 
15 425 18 .38 0.49 0.24 
Main Study 
11 174 0 .76 0.43 0.18 
12 174 0 .53 0.50 0.25 
13 174 0 .79 0.41 0.17 
14 173 1 .48 0.50 0.25 
15 170 4 .51 0.50 0.25 
Replication Study 
11 144 3 .74 0.44 0.19 
12 143 4 .48 0.50 0.25 
13 143 4 .71 0.42 0.18 
14 141 6 .40 0.49 0.24 
15 142 5 .44 0.50 0.28 
No Intervention  
11 142 0 .72 0.45 0.20 
12 142 0 .64 0.48 0.23 
13 142 0 .56 0.50 0.25 
14 142 0 .61 0.49 0.24 
15 141 1 .33 0.47 0.22 
 
The results in Table 26 suggest that items have adequate values for item difficulty (mean 
values between .40 - .80) across all study phases. That is, the items in the instrument are neither 
too hard nor too easy for the sample of students assessed. Item difficulty for Item 11 showed a 
quite stable value across study phases. In the case of the other four items in the instrument, the 
difficulty value varied across study phases. These results show evidence of the data dependence 
effect of this psychometric property (i.e., item difficulty); these results vary due to the dataset 
and not because there is a systematic problem with the item (e.g., wording of the item, item 
design, chemistry content). As mentioned in the Methodology (Chapter Three), the items in the 
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post-learning task (Appendix B) were reviewed by a panel of experts (i.e., experienced chemistry 
instructors and chemical education researchers) and they concluded that the instrument is 
adequate for its intended assessment purpose. This further supports our stance that the variation 
in the items difficulty is due to the data dependence effect and not due to problems in the design 
and content of the items.  
 
Reliability estimate: Cronbach’s Alpha 
 
In the analysis of an instrument, reliability refers to how reproducible or consistent scores 
would be if the participants take the test multiple times under similar conditions (Crocker & 
Algina, 1986). Several reliability estimates are available in the literature, but for our purposes we 
focused on internal consistency estimates of reliability, specifically Cronbach’s Alpha (α) and 
McDonald’s ωt. These estimates are based on a single test administration which is consistent 
with our research methodology. These internal consistency estimates are measures of how 
consistent item scores are among themselves (i.e., item correlations) and in turn, reflect how 
consistent the items are for the assessment of the construct being measured (Crocker & Algina, 
1986). Internal consistency estimates vary due to random and systematic error sources, and range 
from 0 to 1 with higher values meaning less error. Thus, higher values are favorable. 
Summary of results from Cronbach’s Alpha reliability estimate are presented in Tables 
27-31. The results from these tables showed that the mean and standard deviations of the scale in 
all datasets are close. However, the dataset from the Replication Study (Table 30) showed low 
item-total correlation values in all items compared to the other three datasets. This could explain 
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the low reliability estimate of α = .32 for this dataset, which is the lowest estimate found among 
the five datasets. 
Also, there are differences in terms of item performance across datasets. Results from 
Pilot I (Table 27) and Main Study (Table 29) showed that Item 11 had low item-total correlation 
compared to the other items in the scale. Also, in the Pilot II (Table 28), Replication Study 
(Table 30), and No Intervention (Table 31) datasets, Item 11 was among the items with low item-
total correlation, but it was not the lowest. Results in Tables 27-31 also showed that removal of 
Item 11 does not increase the reliability value significantly in comparison to the five item’s 
reliability estimate. These results point out that Item 11 might not be functioning correctly for the 
assessment of the construct.  
 
Table 27 
Post-learning Task Item Analysis, Pilot I (N=121
a
) 
Statistics for 
instrument 
Item number 
b 
Number of 
items 
Mean Variance SD 
11, 12, 13, 14, 15 5 3.21 2.037 1.427 
 Mean Minimum Maximum Range Variance 
Inter-Item 
Covariances 
.045 -.007 .093 .100 .001 
Inter-Item 
Correlations 
.198 -.033 .388 .421 .022 
Item total 
statistics 
Scale Mean 
if Item 
Deleted 
Scale Variance 
if Item 
Deleted 
Corrected Item-
Total Correlation 
Squared 
Multiple 
Correlation 
Cronbach's 
Alpha if Item 
Deleted 
11 2.50 1.63 .17 .10 .58 
12 2.55 1.33 .44 .25 .43 
13 2.55 1.50 .27 .22 .53 
14 2.56 1.50 .27 .30 .53 
15 2.71 1.27 .45 .30 .41 
Reliability Coefficients 
Cronbach's Alpha Standardized Item Alpha 
.56 .55 
a 
There are nine cases with missing data.
 
b 
Items are scored 1=correct, 0=incorrect. 
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Table 28  
Post-learning task item analysis, Pilot II (N=422
a
) 
Statistics for 
instrument 
Item number 
b 
Number 
of items 
Mean Variance SD 
11, 12, 13, 14, 15 5 2.93 1.786 1.336 
 Mean Minimum Maximum Range Variance 
Inter-Item 
Covariances 
.032 .006 .068 .062 .000 
Inter-Item 
Correlations 
.140 .024 .285 .261 .008 
Item total 
statistics 
Scale Mean 
if Item 
Deleted 
Scale Variance 
if Item 
Deleted 
Corrected Item-
Total 
Correlation 
Squared 
Multiple 
Correlation 
Cronbach's 
Alpha if Item 
Deleted 
11 2.17 1.40 .20 .08 .42 
12 2.33 1.21 .31 .13 .34 
13 2.31 1.37 .16 .04 .45 
14 2.35 1.25 .27 .12 .37 
15 2.55 1.27 .25 .10 .38 
Reliability Coefficients 
Cronbach's Alpha Standardized Item Alpha 
.45 .45 
a 
There are 21 cases with missing data.
 
b 
Items are scored 1=correct, 0=incorrect. 
 
Table 29  
Post-learning Task Item Analysis, Main Study (N=170
a
) 
Statistics for 
instrument 
Item number 
b 
Number of 
items 
Mean Variance SD 
11, 12, 13, 14, 15 5 3.05 1.790 1.338 
 Mean Minimum Maximum Range Variance 
Inter-Item 
Covariances 
.034 -.005 .086 .090 .001 
Inter-Item 
Correlations 
.151 -.021 .342 .364 .014 
Item total 
statistics 
Scale Mean 
if Item 
Deleted 
Scale Variance 
if Item 
Deleted 
Corrected  
Item-Total 
Correlation 
Squared  
Multiple 
Correlation 
Cronbach's  
Alpha if Item  
Deleted 
11 2.29 1.52 .09 .03 .52 
12 2.52 1.28 .23 .08 .44 
13 2.27 1.36 .27 .13 .40 
14 2.58 1.14 .37 .18 .34 
15 2.55 1.17 .34 .22 .36 
Reliability Coefficients 
Cronbach's Alpha Standardized Item Alpha 
.48 .47 
a 
There are four cases with missing data.
 
b 
Items are scored 1=correct, 0=incorrect. 
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Table 30  
Post-learning Task Item Analysis, Replication Study (N=141
a
) 
Statistics for 
instrument 
Item number 
b 
Number of 
items 
Mean Variance SD 
11, 12, 13, 14, 15 5 2.83 1.485 1.291 
 Mean Minimum Maximum Range Variance 
Inter-Item 
Covariances 
.019 -.002 .046 .048 .000 
Inter-Item 
Correlations 
.085 -.009 .222 .231 .006 
Item total 
statistics 
Scale Mean 
if Item 
Deleted 
Scale Variance 
if Item 
Deleted 
Corrected  
Item-Total 
Correlation 
Squared  
Multiple 
Correlation 
Cronbach's Alpha 
if Item  
Deleted 
11 2.09 1.16 .14 .05 .28 
12 2.35 1.13 .10 .02 .32 
13 2.05 1.18 .15 .06 .27 
14 2.43 1.05 .20 .06 .23 
15 2.40 1.06 .18 .07 .25 
Reliability Coefficients 
Cronbach's Alpha Standardized Item Alpha 
.32 .32 
a 
There are six cases with missing data.
 
b 
Items are scored 1=correct, 0=incorrect. 
 
Table 31  
Post-learning Task Item Analysis, No Intervention (N=141
a
) 
Statistics for 
instrument 
Item number 
b 
Number of 
items 
Mean Variance SD 
11, 12, 13, 14, 15 5 2.86 1.994 1.412 
 Mean Minimum Maximum Range Variance 
Inter-Item 
Covariances 
.042 .004 .105 .101 .001 
Inter-Item 
Correlations 
.184 .017 .445 .427 .020 
Item total 
statistics 
Scale Mean 
if Item 
Deleted 
Scale Variance 
if Item 
Deleted 
Corrected  
Item-Total 
Correlation 
Squared  
Multiple 
Correlation 
Cronbach's Alpha 
if Item  
Deleted 
11 2.14 1.52 .24 .07 .51 
12 2.22 1.49 .23 .11 .51 
13 2.30 1.45 .24 .23 .51 
14 2.25 1.39 .32 .23 .46 
15 2.52 1.28 .46 .34 .37 
Reliability Coefficients 
Cronbach's Alpha Standardized Item Alpha 
.53 .53 
a 
There is one case with missing data.
 
b 
Items are scored 1=correct, 0=incorrect. 
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Low item-total correlation values suggested that Item 12 in the Pilot II dataset and Item 
13 in the Replication Study dataset did not perform well. These results differed from those for 
the datasets of Pilot I, Main Study, and No Intervention (Table 31) datasets where these items 
showed good item-total correlation values. The variability of results shown in Tables 27 to 31 
evidenced the prevalence of the data dependence effect on the Cronbach’s Alpha reliability 
estimate. That is, the variability might be due to the different sample of students tested and not 
an indication of problems with the items. 
Table 32 presents the 95% confidence interval for the Cronbach’s Alpha reliability 
estimates of the post-learning task. The values of the Cronbach’s Alpha ranged from .32 to .56 in 
the five datasets collected. These values are moderately low meaning that error sources are an 
important component in variability of student’s performance score. The comparison of 
Cronbach’s Alpha values across datasets showed not significantly difference, as evidenced by 
the overlap of the 95% confidence intervals. The Cronbach’s Alpha is only one of the sources of 
information available for the analysis of internal consistency and the analysis of the instrument 
overall. Therefore, low values of Cronbach’s Alpha alone do not mean the instrument is not 
adequate for its intended purpose. 
 
Table 32 
 Post-learning Task Reliability Estimate 95% Confidence Intervals for Study Phases 
Study Phase N Cronbach’s Alpha 
95% Confidence Interval 
Lower Bound Upper Bound 
Pilot I 121 .57 .42 .67 
Pilot II 422 .45 .36 .53 
Main Study 170 .48 .34 .59 
Replication Study 141 .32 .12 .48 
No Intervention 141 .53 .40 .64 
 
  
 103 
 
Confirmatory factor analysis (CFA) 
 
Confirmatory factor analysis (CFA) is a construct validation approach that studies if the 
variation in the responses to items—referred to as effect indicators—can be attributed to the 
variation among the participants on a common construct—referred to as factor (Crocker & 
Algina, 1986). In this work the post-learning task instrument has one factor (i.e., conceptual 
understanding of entropy and The Second Law of Thermodynamics) with five effect indicators 
(i.e., items; Figure 18). The CFA provides model fit indexes that reflect how well the proposed 
model (one factor with five effect indicators) fits the collected data. The CFA was performed 
using weighted least squares mean- and variance-adjusted χ2 test of model fit (WLSMV 
estimator) for categorical data (dichotomous) and tetrachoric correlations as measures of 
association.  
 
 
Figure 18. Model for the post-learning task instrument. 
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The model comparison consisted on the results of goodness-of-fit indexes obtained for 
each dataset. The cutoff criteria for the fit indexes (for categorical data) and Chi-Square values 
are as follow: 1) χ2 and p-value; 2) CFI > 0.95; 3) TLI > 0.96; 4) RMSEA < .06; and 5) WRMR 
< .90 (Schreiber et al., 2006). Table 33 shows the results of the goodness-of-fit indexes for the 
five datasets.  
 
Table 33  
Goodness of Fit Indexes of Post-learning Task Model for Study Phases 
Study Phase N 
Chi-Square 
(df) 
p-
value 
CFI TLI 
RMSEA 
WRMR 
Estimate 
Lower 
Bound 
Upper 
Bound 
Pilot I 130 15.81 (5) .01 .86 .71 .13 .06 .20 0.95 
Pilot II 438a 29.06 (5) .00 .79 .58 .11 .07 .14 1.23 
Main Study 174 10.28 (5) .07 .92 .84 .08 .00 .15 0.71 
Replication Study 145b 8.71 (5) .12 .65 .31 .07 .00 .15 0.73 
No Intervention 142 18.70 (5) .00 .87 .73 .14 .08 .21 1.03 
a
 Five cases excluded due to missing data on all variables.  
b
 Two cases excluded due to missing data on all variables. 
 
The results of goodness-of-fit indexes for the Pilot I dataset suggest that the model did 
not comply with the acceptable criteria values from Schreiber et al., (2006). The results suggest 
that the proposed model does not fit the collected data. However, the values of goodness-of-fit 
were not far from the acceptable values in the literature. In the case of the Pilot II dataset the 
goodness-of-fit values did not fit the acceptable criteria. This might be due to the particular 
characteristics of the data collection, as the data were collected in the laboratory environment 
and not during the lecture class as the other datasets. The different environment seemed to have a 
significant effect on the data.  
The results for the Main Study and Replication Study datasets suggest that the model 
presented no significant misfit (Table 33). This is because the p-value obtained for the Chi-
Square test of model fit was not significant at 95% confidence level (i.e., p > .05). However, we 
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acknowledge that the small sample sizes in these datasets limit the power to detect misfit based 
on the Chi-square test. Thus the results are not conclusive to state that the proposed CFA model 
fits the data. For these datasets as well, the values of RMSEA and WRMR were within the 
accepted range of the criteria reported by Schreiber et al., (2006). The values for CFI and TLI for 
these two datasets were not higher than the acceptable cut-score which means the model did not 
fit. In the case of the Main Study dataset, CFI and TLI values were close to the accepted criteria. 
These findings suggest that the proposed model for the post-learning task instrument fits the 
collected data reasonably well for the Main Study and Replication Study datasets. In the case of 
the No Intervention dataset the results in Table 33 showed a significant misfit for the model. 
Thus, the model did not fit the collected data in this case. Our evaluation of the observed 
variation in model fitness across datasets is that the results are due to sample dependency and not 
an indication of intrinsic problems in the instrument design. The next analyses looked deeper 
into the functionality and internal consistency of the instrument. 
 
Reliability estimate from CFA results: McDonald’s ωt 
 
Reliability estimates from CFA results have been proposed in recent years (Raykov, 
2009; Revelle & Zinbarg, 2009). The proposed estimates (e.g., McDonald’s ωt) present a more 
consistent and reasonable picture of reliability for the latent factor framework when contrasted 
with the traditionally reported Cronbach’s Alpha (Crocker & Algina, 1986). Among other 
reasons, the reliability estimate calculation from CFA considers the estimated residual variances 
(i.e., error variances) and variability estimate of the observed variables (i.e., items) in the model. 
Therefore, we calculated the McDonald’s ωt for the datasets. The McDonald’s ωt estimate was 
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developed for unidimensional latent trait models as it is the case for the post-learning task. The 
ωt formula is as follows: 
 
In this expression, “Σ Loading” is the sum of the loading estimates (in the standardized 
solution) of the observed variables and “Σ residual variance” is the sum of the error variances 
from the observed variables. Table 34 shows the results of this analysis. We calculated the 95% 
confidence intervals for the ωt estimates using standard protocols for the propagation of standard 
errors in mathematical calculations. For comparison purposes, the values of Cronbach’s Alpha 
are also shown in Table 34. 
 
Table 34 
Post-learning Task Reliability Estimate McDonald’s ωt and 95% Confidence Intervals 
Study Phase N McDonald’s ωt 
95% Confidence Interval Cronbach’s 
Alpha Lower Bound Upper Bound 
Pilot I 130 .73 .66 .79 .56 
Pilot II 438 .61 .55 .67 .45 
Main Study 174 .66 .57 .74 .48 
Replication Study 145 .47 .27 .68 .32 
No Intervention 142 .72 .68 .77 .53 
 
The results from Table 34 showed that the values of reliability ωt were higher than the 
Cronbach’s Alpha reliability estimates. This was expected as shown by Revelle and Zinbarg 
(2009), who in a comparative study showed that ωt estimates gave consistently higher values 
than Cronbach’s Alpha estimates. It is important to mention that the estimate ωt is consistent 
with the latent factor framework and in our case it considers the categorical dichotomous nature 
of the data. Our contention is that the ωt provides a better estimate of reliability for the post-
learning task than the Cronbach’s Alpha estimate. 
 107 
 
Results from Table 34 showed that the Pilot I, Replication Study, and No Intervention 
datasets had acceptable values of reliability considering the 95% confidence intervals, as these 
values were not significantly different from the common criterion of .70 for good reliability. In 
the case of the Pilot II dataset the estimate was close to the cutoff score of .70. Finally, in the 
case of the Replication Study dataset the reliability estimate was still the lowest estimate of all 
datasets. It had a wide range for the 95% confidence interval which suggests a lack of precision. 
The high value of the residual variance of some of the parameter estimates in the model may 
explain this observation. 
Overall, the results from Table 34 suggest acceptable reliability for the data collected 
from the post-learning task. This evidence supports that the datasets obtained from the 
instrument had higher reliability than initially inferred based on the Cronbach’s Alpha analyses 
(see above). Therefore, the random error contribution to the variability of scores in the latent 
factor is lower than initially concluded. 
 
Measurement invariance between Main Study and Replication Study 
 
Measurement invariance evaluates the comparability of measures across conditions. This 
conditions could be demographic (e.g., gender, age), cultural (e.g., USA vs. Spain), temporal 
(e.g., data collection 1 vs. data collection 2), among other. Measurement invariance is based on 
the systematic comparison of the internal structure of the instrument across the conditions. For 
example, in our case we are interested in determine whether the Main Study and Replication 
Study datasets fit the proposed model (Figure 18) in a similar way, or if there are significant 
differences in the model fitness across study phases. In general the analysis consists on tests that 
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determine whether differences in the latent factor model exist across the conditions, and thus 
good results show no evidence of significant lack of measurement invariance.  
Measurement invariance analyses were done using the dataset from Main Study as 
reference group and dataset from Replication Study as focal group. The selection of reference 
and focal group was arbitrary as we do not have pre-conceived ideas regarding measurement 
invariance across the comparison groups. The measurement invariance analyses used the 
DIFFTEST results for model comparison because the difference in Chi-square values for nested 
models using robust weighted least squares estimation (i.e., WLSMV) is not distributed as a Chi-
square. The results from measurement invariance analyses are shown in Table 35. The nested 
model Chi-Square Test of Model Fit values are also shown in the Table 35 for reference.  
The results from Table 35 suggest that the model for the post-learning task presents no 
significant misfit based on the Chi-square test for both reference and focal groups, as shown by 
the p > .05. The DIFFTEST results suggest that most of the assumptions studied are tenable, that 
means there is no evidence for significant lack of measurement invariance across the datasets. 
This is due to the fact that the p-values obtained in the DIFFTESTs are higher than .05. Thus, the 
nested model fit did not get significantly worse during model comparison.  
In the case of the test of equal factor variances across datasets the result from the 
DIFFTEST showed that the model gets significantly worse at 95% confidence level. Non 
equality of factor variance falls into structural modeling differences of the model and does not 
impact the analysis of measurement invariance across datasets. Therefore, this result does not 
show evidence of significant lack of measurement invariance between the datasets.  
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Table 35 
Measurement Invariance Analyses of Post-learning Task for Main Study (N=174) and 
Replication Study (N=145)  
Model 
Model Fit DIFFTEST 
Conclusion Chi-Square 
(df) 
p-value 
Chi-Square 
(df) 
p-value 
Reference Group: Main Study 10.28 (5) .07 - - - 
Focal Group: Replication Study 8.71 (5) .12 - - - 
Baseline model 
a 
18.76 (10) .04 - - - 
Equal loadings 19.86 (14) .13 2.62 (4) .62 
Assumption 
is tenable. 
Equal thresholds 24.17 (19) .19 4.89 (5) .43 
Assumption 
is tenable. 
Equal factor variance 30.48 (20) .06 4.99 (1) .03 
Assumption 
is not 
tenable. 
Baseline model
 a 
18.76 (10) .04 - - - 
Model 1
b
  
Equal: loading, thresholds; 
Different: factor mean in focal 
group allowed to vary. 
 
20.83 (18) .29 3.52 (8) .90 
Assumption 
is tenable. 
Model 2
b
  
Equal: loading, and thresholds;  
Different: factor mean and item 
scales in focal group allowed to 
vary. 
 
19.96 (13) .10 2.37 (3) .50 
Assumption 
is tenable. 
Model 3
b
  
Equal: loading, thresholds, and 
factor variance; 
Different: factor mean and item 
scales in focal group allowed to 
vary. 
19.68 (14) .14 2.51 (4) .64 
Assumption 
is tenable. 
a
 Factor mean fixed to zero and item scales fixed to one; Different: loadings, thresholds, and factor variance. 
b
 Nested model in Baseline model. 
  
Next, the measurement invariance analyses focused on gender differences during the 
Main Study and Replication Study phases. For these analyses the datasets were merged into one 
dataset and we added gender information of the students for comparisons between males and 
females. 
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Measurement invariance between males and females 
 
Measurement invariance analyses were done using the Main Study and Replication Study 
datasets with the gender information. The male group was the reference group and the female 
group was the focal group. The measurement invariance analyses followed the procedure 
describe in the last section for comparison among Main Study and Replication Study (See 
above). Table 36 presents the results from gender measurement invariance analyses. 
 
Table 36  
Measurement Invariance Analyses of Post-learning Task for Males (N=135
a
) and Females 
(N=184) 
Model 
Model Fit DIFFTEST 
Conclusion Chi-Square 
(df) 
p-value 
Chi-Square 
(df) 
p-value 
Reference Group: Males 3.35 (5) .65 - - - 
Focal Group: Females 15.02 (5) .01 - - - 
Baseline model 
b 
18.45 (10) .05 - - - 
Equal loadings 18.55 (14) .18 2.21 (4) .70 
Assumption 
is tenable. 
Equal thresholds 28.06 (19) .08 9.69 (5) .08 
Assumption 
is tenable. 
Equal factor variance 27.38 (20) .12 1.15 (1) .29 
Assumption 
is tenable. 
Baseline model
 b 
18.45 (10) .05 - - - 
Model 1
c
  
Equal: loading, thresholds; 
Different: factor mean in 
focal group allowed to vary. 
 
28.72 (18) .05 11.21 (8) .19 
Assumption 
is tenable. 
Model 2
c
  
Equal: loading, and 
thresholds;  
Different: factor mean and 
item scales in focal group 
allowed to vary. 
 
22.42 (13) .05 4.74 (3) .19 
Assumption 
is tenable. 
Model 3
c
  
Equal: loading, thresholds, 
and factor variance; 
Different: factor mean and 
item scales in focal group 
allowed to vary. 
24.58 (14) .04 6.91 (4) .14 
Assumption 
is tenable. 
a
 Two cases were removed due to missing data. 
b
 Factor mean fixed to zero and item scales fixed to one; Different: 
loadings, thresholds, and factor variance. 
c
 Nested model in Baseline model. 
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The DIFFTEST results suggest that all model comparison tests were tenable. That is, the 
p-values obtained in the DIFFTESTs were higher than .05. These results suggest no significant 
lack of measurement invariance between male and female groups. This means that the proposed 
model does not show differences on its internal structure due to gender differences. 
The last analysis on the post-learning task consisted on the differential item function 
(DIF) analysis across gender. The purpose of DIF analysis is to detect potential biases due to the 
comparison condition. The appearance of a bias in an instrument is a source of systematic error 
and might be due to a dimension that is unrelated to the construct being measured (Crocker & 
Algina, 1986). Therefore, DIF analyses are important to provide construct validation evidence of 
the instrument. 
 
Differential item functioning analysis 
 
Differential item functioning (DIF) analyses used the main phase dataset and the gender 
information of the participants. The datasets from the Main Study and Replication Study were 
merged in order to have good sample sizes for each gender (i.e., 137 males and 184 females). 
There are different methodological approaches to detect DIF.  
Here we used: 1) Mantel-Haenszel Common Odds Ratio Estimate; 2) Multiple Indicators, 
Multiple Causes (MIMIC); and 3) Logistic Regression. Next we present the results 
corresponding to each method. 
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Mantel-Haenszel common odds ratio estimate 
 
Participants’ total score in the post-learning task was used as matching variable on the 
construct. We used listwise deletion in the cases with missing data. Table 37 presents a summary 
of the results. The results suggest that items 12 and 13 present evidence of DIF. This is because 
the common odds ratio estimate value for these items is significantly different from 1.0 (95% 
confidence interval does not contain the value 1.0 within it). Also, the Ln(estimate) value for the 
items is significantly different from 0 and the 95% confidence interval does not contain 0 in it.  
Further analysis explored whether this is uniform (difference between groups is 
consistent across the construct being measured) or non-uniform (difference between groups 
varies across the construct being measured) DIF as this methodological approach cannot 
discriminate between the two. We found no evidence of DIF for Items 11, 14 and 15. This is 
because the p-values were all higher than .05. 
 
Table 37  
DIF Analysis of Post-learning Task based on Mantel-Haenszel Common Odds Ratio Estimate 
(N=311
a
: 130 Males, 181 Females) 
Item Estimate 
Ln(estimate) 
(Std. Error) 
p-value 
Common odds ratio 
Ln(Common Odds 
Ratio) 
Lower 
Bound 
Upper 
Bound 
Lower 
Bound 
Upper 
Bound 
11 0.79 -0.23 (0.30) .44 0.44 1.44 -0.83 0.36 
12 1.89 0.64 (0.28) .02 1.10 3.26 0.09 1.18 
13 0.47 -0.75 (0.35) .03 0.24 0.94 -1.45 -0.06 
14 1.31 0.27 (0.31) .37 0.72 2.39 -0.33 0.87 
15 0.81 -0.21 (0.29) .46 0.46 1.43 -0.79 0.36 
a
 Ten cases excluded due to missing data. Female group coded as 1. 
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The differential item functioning in Items 12 and 13 can be observed in Figures 19 and 
20. Here the proportion of correct responses by total score is presented for both female and male 
groups. In both Items 12 and 13 the difference in item function seemed to come from the 
participants with scores of 40% and 60% in the post-learning task. In Item 12 the female students 
seem to have a significant advantage over the male students.  
The opposite is observed in Item 13 where the males performed better than the female 
students. Inspection of the items on the research instruments (Appendix B) showed no indication 
for why this DIF effect is observed.   
 
 
Figure 19. Proportion of correct responses by gender in Item 12. 
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Figure 20. Proportion of correct responses by gender in Item 13. 
 
Multiple indicators, multiple causes analyses 
 
The multiple indicators-multiple causes (MIMIC) approach for DIF analysis is a 
structural equation modeling (SEM) method that considers the gender as an observed 
independent variable (Figure 21). The gender variable is then used as a “dummy” variable and 
the item studied is regressed on this dummy variable while controlling for the latent factor.  
The methodological approach consists in the study of the impact the dummy variable has 
on the item by calculating the β coefficient and its p-value. In the analyses each item was studied 
independently and one by one. The estimator for the analysis was weighted-least-squares mean- 
and variance-adjusted χ2 test of model fit (i.e., WLSMV). Table 38 shows the summary of results 
for the post-learning task.  
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Table 38  
MIMIC Results for Post-learning Task (N=319
a
: 135 Males, 184 Females) 
Item Estimated Parameter β (S.E.)  p-value 
11 
Transfer ON Gender -.01 (0.03) .74 
Item 11 ON Gender -.14 (0.16) .39 
12 
Transfer ON Gender -.03 (0.03) .36 
Item 12 ON Gender .33 (0.14) .02 
13 
Transfer ON Gender .01 (0.03) .69 
Item 13 ON Gender -.37 (0.17) .03 
14 
Transfer ON Gender -.03 (0.04) .42 
Item 14 ON Gender .17 (0.15) .25 
15 
Transfer ON Gender -.01 (0.04) .83 
Item 15 ON Gender -.05 (0.17) .79 
a 
Two cases excluded due to missing data in all items.  
 
 
Figure 21. MIMIC analyses for DIF due to gender. 
 
Results in Table 38 support the previously obtained results from the Mantel-Haenszel 
approach (Table 37). The Items 11, 14 and 15 did not present a significant β coefficient at a 95% 
confidence level (p > .05). Thus, these items did not show evidence of DIF. In the case of the 
Items 12 and 13, the results showed significant β coefficients at a 95% confidence level (bold in 
Table 38).  
 116 
 
The findings from the MIMIC approach also suggest that Item 12 is advantageous for the 
female students (due to a positive β coefficient value of .33) and Item 13 is advantageous for the 
male students (due to a negative β coefficient value of -.37). This information is useful during the 
inspection of items for modifications or when proposing reasons why the DIF effect was 
observed. However, in our case the Items 12 and 13 are quite similar in construction, wording 
and use of diagrams. So, we found no explanation for the emergence of the DIF effect due to 
gender. 
 
Logistic regression analyses 
 
The logistic regression approach studies the potential presence of uniform DIF 
(difference between groups is consistent across the construct being measured) and non-uniform 
DIF (difference between groups varies across the construct being measured). In logistic 
regression analyses the outcome variable is categorical.  
In this case it corresponds to the correctness of the response for each item. Also, the 
predictor variable is continuous, and in our case it corresponded to three  estimates: 1) the total 
score for the initial model, Log Odds ratio =  +  1 (Total); 2) the total score and gender for the 
second model, Log Odds ratio =  + 1 (Total) + 2 (Gender); and 3) the total score, gender, and 
interaction TotalxGender for the third model, Log Odds ratio =  + 1 (Total) + 2 (Gender) + 3 
(TotalxGender).  
The analysis is done one item at the time, placing particular interest on the fitness of the 
model and the significance of the  values of each step of the analysis (i.e., p-value of 1 for 
initial model, p-value of 2 for second model, and p-value of 3 for third model).  
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Table 39 shows the results of the logistic regression analyses. The results suggest that 
Items 11, 14 and 15 presented no evidence of non-uniform or uniform DIF due to gender. This is 
because none of the models showed statistically significant 1 and 2 p-values (p < .05). In the 
case of Items 12 and 13 the results suggested no evidence of non-uniform DIF, but there is 
evidence of uniform DIF.  
 
Table 39  
Logistic Regression Results of Post-learning Task (N=311
a
: 130 Males, 181 Females) 
Item Model 
 of interest 
(p-value) 
Chi-square 
(df) 
-2 Log 
Likelihood 
Conclusion 
11 

0
 + (Total) +
 

1
(Gender) 
+ 
2
 (Total x Gender) 
.13 (.64) 64.24 (3) 283.9 
No evidence of 
non-uniform or 
uniform DIF. 0
 + (Total) +
 

1
(Gender)  -.23 (.45) 64.03 (2) 284.1 

0
 + (Total)  .93 (.00) 63.45 (1) 284.7 
12 

0
 + (Total) +
 

1
(Gender) 
+ 
2
 (Total x Gender) 
-.46 (.12) 111.03 (3) 320.1 No evidence of 
non-uniform DIF.  
Evidence of 
uniform DIF. 

0
 + (Total) +
 

1
(Gender)  .67 (.02) 108.51 (2) 322.6 

0
 + (Total)  1.11 (.00) 102.61 (1) 328.5 
13 

0
 + (Total) +
 

1
(Gender) 
+ 
2
 (Total x Gender) 
-.26 (.50) 97.10 (3) 229.6 No evidence of 
non-uniform DIF.  
Evidence of 
uniform DIF. 

0
 + (Total) +
 

1
(Gender)  -.74 (.03) 96.62 (2) 230.1 

0
 + (Total)  1.28 (.00) 91.87 (1) 234.8 
14 

0
 + (Total) +
 

1
(Gender) 
+ 
2
 (Total x Gender) 
.01 (.98) 151.88 (3) 274.8 
No evidence of 
non-uniform or 
uniform DIF. 0
 + (Total) +
 

1
(Gender)  .30 (.33) 151.88 (2) 274.8 

0
 + (Total)  1.55 (.00) 150.92 (1) 275.8 
15 

0
 + (Total) +
 

1
(Gender) 
+ 
2
 (Total x Gender) 
-.04 (.91) 140.74 (3) 289.5 
No evidence of 
non-uniform or 
uniform DIF. 0
 + (Total) +
 

1
(Gender)  -.21 (.48) 140.73 (2) 289.5 

0
 + (Total)  1.43 (.00) 140.22 (1) 290.0 
a
 Ten cases were removed due to missing data. 
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We found that for Item 12 the female group had an advantage over the male group (1 for 
second model = .67, p-value = .02), and in Item 13 the male students are in advantage over the 
female students (1 for second model = -.74, p-value = .03). These findings are consistent with 
the previously discussed results from the Mantel-Haenszel and MIMIC approaches. 
 
Summary of findings from DIF analyses 
 
The results from the three methodological approaches considered for DIF analysis in the 
post-learning task instrument suggest that Items 11, 14 and 15 do not present evidence of 
uniform or non-uniform DIF due to gender. This suggests no biases due to gender for the Items 
11, 14 and 15. 
In the case of Items 12 and 13 findings showed presence of uniform DIF due to gender. 
Conceptually these two items refer to the solubility of gases in water. Careful revision of the 
items (Appendix B) showed that both items present a similar design in terms of chemistry 
content and use of figures to represent chemicals. Clauser and Mazor (1998) state that “DIF 
analysis is a process of collecting evidence. Weighing and interpreting that evidence will require 
careful judgment.” The inspection of Items 12 and 13 do not suggest that the items are biased 
towards gender, contrary to the results from DIF analyses. Our stance is that Items 12 and 13 
should be further tested with other datasets to determine if the DIF results are robust and thus 
evidence of bias in the items. But at this point the other psychometric analyses (i.e., item 
descriptive, reliability estimation, CFA) provide evidence against the removal of these items 
from the post-learning task. 
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CFA Model parameters for Main Study and Replication Study  
 
The confirmatory factor analysis yielded the model parameters for the post-learning task. 
Table 40 shows the results for the parameter estimates in the model. Figure 22 presents a visual 
representation of the results. In the case of the Main Study dataset, the b-coefficient for Item 11 
was low and showed no statistical significance.  
 
Table 40 
CFA Results of Post-learning Task Instrument 
Item 
Parameter estimates 
Main Study (N=174) Replication Study (N=145
a
) 
b-coefficient 
(S. E.) 
p-value 
Residual 
Variance 
b-coefficient 
 (S. E.) 
p-value 
Residual 
Variance 
11 .11 (.14) .45 .99 .33 (.18) .07 .89 
12 .39 (.12) .00 .85 .18 (.17) .31 .97 
13 .59 (.13) .00 .65 .52 (.21) .02 .73 
14 .61 (.12) .00 .62 .37 (.19) .04 .86 
15 .83 (.13) .00 .31 .54 (.23) .02 .71 
Latent variables statistics 
 Main Study Data Replication Study Data 
 
Variance  
(S. E.) 
p-value 
Variance 
 (S. E.) 
p-value 
Post-
Learning 
task 
0.01 (.03)* .71 0.11 (.08)* .36 
a 
Two cases excluded due to missing data in all items. 
* Indicates parameter fixed at 1.0 in the original solution. 
 
This suggested that this item provides low discrimination power for the assessment of the 
construct. However, in the Replication Study, the Item 11 presented a moderately good b-
coefficient value that is statistically significant. Thus, the results indicate that the parameter 
estimates for Item 11 change due to sample dependence and not due to problems in the design of 
the item (e.g., wording of the item, item design, chemistry content).  
The same effect was found for Item 12, which showed a low discrimination power (low 
b-coefficient) for the Replication Study dataset, but it was moderately good in the Main Study 
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dataset. The results suggested that keeping both Items 11 and 12 in the post-learning task was a 
good decision, as the variability on these results seemed to be a data dependence effect and not 
due to problems with the item itself. The Items 13, 14 and 15 presented acceptable b-coefficients 
for both datasets. These values are also statistically significant at a 95% confidence level.  
 
 
Figure 22. CFA results of Main Study and Replication Study for post-learning task. 
 
One problem that is present in all items for both datasets is the high value of residual 
variances found. These results suggest that random error contributes largely to the variance of 
the construct. This is a hard finding to explain because the items have been reviewed by experts 
in chemistry education. The overall evaluation of the items by all experts was positive and no 
changes were needed at the time of data collection.  
In the case of the latent factor variance, for both datasets the estimated value is quite 
different (Table 40). In the Main Study dataset the variance is around 1% with this value being 
significant at a 95% confidence level. In the case of the Replication Study dataset the variance is 
around 11% but this estimate was not significant at 95% confidence level. These results are 
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puzzling and point out that the post-learning task instrument should be further improved by 
adding more items and removing the ones that do not work effectively. However, this might have 
unintended effects on the study as the participants performed the whole activity on one single 
sitting and extending the post-learning task time could potentially have more negative (e.g., test 
fatigue) than positive implications (e.g., higher reliability estimate). 
 
Convergent and discriminative validity evidence 
 
We examined the correlation of performance between the post-learning task and other 
chemistry examinations (i.e., four in-class examinations and the standardized American 
Chemical Society test for General Chemistry II) for convergent and discriminative validity 
evidence. Convergent validity refers to the examination of the performance in the instrument 
against the performance in other instruments that theoretically address the same construct 
(Campbell & Fiske, 1959; Crocker & Algina, 1986).  
Discriminative validity refers to the examination of the performance in the instrument 
against the performance in other instruments that theoretically address different constructs 
(Campbell & Fiske, 1959; Crocker & Algina, 1986). In essence, good convergent validity is 
indicated by moderate (i.e., 0.4 – 0.7) and high (i.e., 0.8 – 1.0) correlation values, and good 
discriminative validity implies low (i.e., 0.1 – 0.3) correlation values (Campbell & Fiske, 1959; 
Crocker & Algina, 1986). 
The data for the analysis of convergent and discriminative validity analyses corresponds 
to the data gathered during the No-Intervention phase (Table 7). During the No-Intervention 
phase, students took three in-class exams along the semester, one cumulative exam (i.e., exam 
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covering all topics from the General Chemistry 2 course) the last week of the semester, and the 
standardized American Chemical Society General Chemistry II final exam. Table 41 presents the 
descriptive statistics for all in-class examinations. We used IBM SPSS Statistics (Version 
21.0.0.0) for the analyses and the student performance in all exams reflects the classical test 
theory mean score.  
It is important to notice that not all students who completed the post-learning task 
completed all other in-class examinations, which is shown in Table 41 as missing cases. This is 
particularly evident in the case of the cumulative exam, but the missing cases are due to the fact 
that the cumulative exam was optional for the students and not all of them completed this task.  
 The results in Table 41 show that data in all examinations were normally distributed 
around the mean score. This is due to values of skewness and kurtosis ranging between -1.0 and 
1.0, which describes normality in data distributions. These results are important for the correct 
interpretation of the correlation values among the examinations, for which the datasets need to be 
normally distributed for the correct applicability of the Pearson correlation analysis. 
 
Table 41 
Descriptive Statistics of Post-learning Task and In-class Chemistry Examinations  
Statistic 
Post-learning 
task 
Exam 
One 
Exam 
Two 
Exam 
Three 
Cumulative 
Exam 
ACS 
Exam 
N 
Valid cases 142 142 141 140 128 141 
Missing cases 0 0 1 2 14 1 
Mean Score (%) 57 68 72 66 68 54 
Std. Deviation 28 16 16 17 15 14 
Skewness 0.00 -0.33 -0.60 -0.41 -0.46 0.40 
Kurtosis -0.91 0.26 -0.33 -0.23 0.12 -0.30 
 
 Table 42 presents the summary of results from the correlation analyses among in-class 
examination and the post-learning task performance. For the correlation analyses we used 
Pearson Correlation values and contrasted each examination against each other. In Table 42 the 
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diagonal represents the correlation value each examination will have with itself, which in this 
case represents the reliability estimate (shown in parenthesis) for the data collected for each 
instrument. In the case of the post-learning task, we presented the mean value of the calculated 
McDonald’s ωt reliability estimate (Table 34) for all study phases. We calculated the Cronbach’s 
Alpha reliability estimate for all the in-class examinations (Table 42). The reliability estimates in 
Table 42 were higher than the commonly accepted value of .70 in the literature (Crocker & 
Algina, 1986), thus indicating a good internal consistency for the data. It is noteworthy to point-
out that all in-class examinations were designed to assess a variety of topics (i.e., constructs) 
covered in the General Chemistry II course. Thus, the good reliability estimates indicate that 
although the instruments cover multiple constructs (i.e., chemistry concepts) the data were 
consistent with an instrument assessing a single construct.  
 
Table 42  
Correlation Values of Performance in Post-learning Task and In-class Chemistry Examinations 
Examination Statistic 
Exam 
One 
Exam 
Two 
Exam 
Three 
Cumulativ
e Exam 
ACS 
Exam 
Post-
learning 
Task 
Exam One 
Pearson 
Correlation 
(.71)      
N 142      
Exam Two 
Pearson 
Correlation 
.57
* (.79)     
N 141 141     
Exam Three 
Pearson 
Correlation 
.63
* .60* (.79)    
N 140 139 140    
Cumulative 
Exam 
Pearson 
Correlation 
.61
* .57* .60* (.80)   
N 128 127 126 128   
ACS Exam 
Pearson 
Correlation 
.62
* .51* .61* .50* (.77)  
N 141 140 139 127 141  
Post-learning 
Task 
Pearson 
Correlation 
.35
* .29* .36* .22* .34* (.64) 
N 142 141 140 128 141 142 
* Two-tailed p < .05 
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The results in Table 42 showed that the in-class examinations had positive and moderate 
(i.e., ranged between .4 – .7) correlation values, which were significant at a 95% confidence 
level. This means that the examinations did not assess the same constructs (i.e., moderate 
correlations), which was expected as each examination covered different chemistry concepts 
taught along the semester.  
Also, the correlations indicated that students’ performance in one particular examination 
cannot be used to predict the performance in another examination. Thus, although the 
performance in the examinations converged moderately, there is still enough discrimination 
power in each examination, that is, each examination actually provides useful information about 
the students’ performance along the semester.  
The correlation values among all of the in-class examinations and the post-learning task 
were moderate, positive, and significant at a 95% confidence level. The correlation values 
showed that the performance in the post-learning task is related with the students’ performance 
in other in-class chemistry examinations, but cannot be fully predicted. This is explained 
considering that the construct being measured in the post-learning task relates specifically to the 
conceptual understanding of entropy and the Second Law of Thermodynamics, while the in-class 
examinations covered a diversity of concepts.  
The results in Table 42 evidenced the convergence of performance among the post-
learning task, but also indicated the discriminative power of the post-learning task for the 
independent assessment of the conceptual understanding of entropy and the Second Law of 
Thermodynamics. 
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Validity evidence: Summary of findings 
 
In this chapter we presented evidence of construct and concurrent validity to support the 
adequacy of the post-learning task to measure conceptual understanding of entropy and the 
Second Law of Thermodynamics. The psychometric analyses of the post-learning task support 
the functionality of the instrument for the assessment of conceptual understanding of entropy and 
the Second Law of Thermodynamics. The results support the construct validity of the instrument 
for the reliable, consistent and reproducible collection of data. The correlation analyses among 
the students’ performance in the post-learning task and in-class examinations supported the 
convergent and discriminative validity of the research instrument. Correlation studies of 
performance in the post-learning task showed a positive correlation with other in-class 
examinations, but the performance could not be predicted by those in-class examinations. The 
findings suggest that the post-learning task instrument measures a construct that is positively 
associated to the other in-class examinations, but at the same time it is an independent construct. 
In Chapter Six we discuss the analyses of performance differences on the post-learning 
task due to the self-explaining learning activity and how engagement in self-explaining might 
impact students’ conceptual understanding in chemistry.  
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CHAPTER SIX: 
ASSESSMENT OF SELF-EXPLAINING SKILLS 
 
The analysis of the post-learning task data showed that the instrument is good to assess 
conceptual understanding of entropy and The Second Law of Thermodynamics (Chapter Five). 
Once we established the applicability of the post-learning task for its intended research purpose, 
we investigated how engagement in self-explaining might impact students’ conceptual learning 
in chemistry. In the following subsections we present the findings that shed light into the link 
between the self-explaining effect and conceptual understanding in chemistry. We performed 
multiple comparison analyses to address each of the three research question presented in the 
Introduction (Chapter One). The subsections below correspond to the results pertaining to each 
research question independently. 
 
Comparison of self-explaining activities and regular chemistry instruction 
 
In this section we present the comparison analyses that addressed the following question: 
Does engagement in self-explaining activities influence students’ understanding of chemical 
concepts? Our stance is that participation in self-explaining activities can improve students’ 
conceptual understanding in chemistry. The comparisons investigated performance differences 
between students who participated in the self-explaining activities and students in the No 
Intervention—that is instruction in a semester when the intervention was not implemented. In our 
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view, the students in the No Intervention function as a baseline for conceptual understanding of 
entropy and the Second Law of Thermodynamics as measured by the post-learning task. It is 
worthy of attention that the students who completed the self-explaining activities—those in Pilot, 
Main Study, and Replication Study—were not formally introduced to the concepts of entropy 
and the Second Law of Thermodynamics prior to participating in the activities (Table 7). As 
mentioned in the Methodology (Chapter Three), we included the study phase membership of 
students as an independent categorical variable acting upon the latent factor in the structural 
equation model for the post-learning task. The result of the SEM analyses provided a b-
coefficient () value for the regression of the independent categorical variable (study phase) on 
the latent factor, the significance value (p-value) for the b-coefficient, and the R
2
 of the 
regression equation (Wang & Wang, 2012).  
The results of the comparison analyses (Table 43) showed that the No Intervention group 
performed consistently lower in the post-learning task than students who participated in the self-
explaining activities—those in the Pilot, Main Study, and Replication Study. We found that the 
b-coefficient was negative for all comparisons, which indicates lower performance of the 
students in the No Intervention group. Also, we found the difference in performance was 
statistically significant for the comparison with the Pilot I and Main Study at a 95% and 90% 
confidence level, respectively. The comparison between the No Intervention and the Replication 
Study showed no statistically significant difference in performance on the post-learning task at a 
95% confidence level.  
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Table 43  
Performance Comparison in Post-learning Task among No-intervention vs. Self-explaining 
Activities
a 
Study Phase Comparison Groups n b-coefficient p-value R
2
 
Pilot I 
No Intervention 142 
-0.18 .05 .03 
Self-explaining activities 130 
Main Study 
No Intervention 142 
-0.20 .10 .04 
Self-explaining activities 168
b 
Replication Study 
No Intervention 142 
-0.12 .17 .02 
Self-explaining activities 145
c 
a
 Students in the No Intervention condition were coded as 1 in the SEM comparison analyses. 
b
 Six participants excluded due to unintelligible written responses during the learning event. 
c
 Two participants excluded due to missing data in all items of post-learning task. 
 
The results in Table 43 suggested that the self-explaining activities had a positive impact 
on students’ conceptual understanding in comparison with the baseline measurement—that is, 
students who received regular instruction. Furthermore, the participants in the learning activity 
understood the concepts of entropy and the Second Law of Thermodynamics after being exposed 
to one in-class activity, and achieved on average the same performance as students that had 
experienced regular instruction. These findings provide evidence that the materials used in the 
learning activity effectively impact students’ conceptual learning of the chemistry concepts at 
hand. 
 
Relationship between self-explaining tasks and students’ conceptual understanding 
 
In this section we present the comparison analyses that addressed the following question: 
Do tasks with differential demand of self-explaining engagement elicit differences in students’ 
conceptual understanding? Our stance is that tasks with different demand of self-explaining 
engagement might lead to performance differences on students’ conceptual understanding in 
chemistry—as measured by the post-learning task.  
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Comparison analyses investigated performance differences on the post-learning task 
among students in SE-Tasks (i.e., NE, SEA, EADA, SEO, and SEIA). As mentioned in the 
Methodology (Chapter Three), we included the SE-Task membership of students as an 
independent categorical variable acting upon the latent factor in the structural equation model for 
the post-learning task. The result of the SEM analyses provided a b-coefficient () value for the 
regression of the independent categorical variable (SE-Task membership) on the latent factor, the 
significance value (p-value) for the b-coefficient, and the R
2
 of the regression equation (Wang & 
Wang, 2012).  
In the comparison of the SE-Tasks, we first investigated the performance differences 
between students in the No Self-explaining task (an active activity in light of the ICAP 
framework) with the participants in all of the other self-explaining task conditions (SEA, EADA, 
SEO and SEIA, which are constructive activities in light of the ICAP framework) merged into 
one group. As mentioned in the Methodology (Chapter Three), the reason for the grouping of 
SE-Tasks is because based on the ICAP framework activities classified in different categories 
should be compared between categories. In our case the comparison of the active activity (NE-
Task) with all constructive activities (i.e., SEA, EADA, SEO and SEIA) combined. 
The comparison analyses between No Self-explaining group and the self-explaining tasks 
showed no statistically significant differences in performance in the post-learning task, at a 95% 
confidence level (Table 44). We found that the b-coefficient in the SEM analyses for the Pilot I 
and Main Study were small and non-significant with p>.05 (Table 44). These results indicate that 
being a member of the No Self-explaining task has no significant benefit against being a member 
of the task that prompted students into self-explaining (i.e., SEA, EADA, SEO and SEIA). 
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Table 44 
Performance Comparison in Post-learning Task of No-Self-explaining vs. Self-Explaining Tasks
a 
Study Phase Comparison Groups n b-coefficient p-value R
2
 
Pilot I 
No Self-explaining 27 
0.13 .31 .02 
Self-explaining Tasks 103 
Main Study 
No Self-explaining 40 
-0.01 .90 .00 
Self-explaining Tasks 128
b 
a
 Students in the No Self-explaining task were coded as 1 in the SEM comparison analyses. 
b
 Six participants excluded due to unintelligible written responses during the learning event. 
 
The No Self-explaining task required the students to review an expert’s explanation of a 
phenomenon (i.e., water freezes spontaneously below 0 ºC), and did not prompt them to provide 
a written explanation. The constructive activities prompted students to self-explain chemistry 
concepts while providing a written explanation to the phenomenon at hand. We found no 
differential performance in the post-learning task between the no self-explaining and the self-
explaining groups (Table 44). The results from comparison analyses suggested that students who 
are presented with the opportunity to self-explain can do it effectively. In fact, their conceptual 
understanding of the underlying chemistry is no different than students who are given an expert’s 
explanation.  
Ryoo and Linn (2014) found that students who were given a narrative explanation and 
students prompted to generate an explanation, both made significant progress in the 
interpretation of visualizations of complex scientific phenomena via inquiry instruction. 
Furthermore, Ryoo and Linn (2014) found that more students in the generating explanation 
condition accurately explained the process. Also, de Koning et al., (2010), found no significant 
differences among performance and mental representations of students prompted to self-explain 
against students who received instructional explanations while working on the animations about 
the cardiovascular system. Thus, de Koning et al., (2010), concluded that “prompting learners to 
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self-explain during a cued animation can be as effective as for building a mental representation 
as providing instructional explanations accompanying a cued animation.”  
In the context of chemistry instruction, our findings supported that the self-explaining 
effect (Chi et al., 1989) can be elicited during in-class activities and can impact students’ 
conceptual understanding. Furthermore, the implementation of self-explaining activities are at 
least as good as having the explanations from an expert but with the added benefit—learning 
outcome—of developing learning strategies (i.e., self-explaining skills). 
Next, we performed comparison analyses among the SE-Tasks (i.e., SEA, EADA, SEO 
and SEIA). In these comparison analyses we investigated the potential benefit of being a member 
of a SE-Task against not being a member of that task, for example being a member of the SEA-
Task against non-SEA-Task, SEA vs Non-SEA. The reason for this comparison procedure was 
to determine the potential advantage that one SE-Task might have on improving students’ 
conceptual understanding against the other SE-Tasks. We performed these comparisons 
separately for each study phase to test reproducibility of findings. The comparison analyses 
showed no statistically significant difference in performance on the post-learning task due to SE-
Task membership, at a 95% confidence level, in any of the study phases (Table 45). We found 
non-significant (p > .05) and low b-coefficient values (range from -0.2 to 0.2) in the comparison 
analyses with no consistent trends across phases. 
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Table 45 
Performance Comparison in Post-learning Task between SE-Tasks by Study Phase
a 
SE-Task 
Comparison 
Study Phase 
Comparison 
Groups 
n b-coefficient p-value R
2
 
SEA vs Non-SEA 
Pilot 
(n=103) 
SEA 25 
-0.06 .64 .00 
Non-SEA 78 
Main Study  
(n=128
b
) 
SEA 29 
0.14 .22 .02 
Non-SEA 99 
Replication Study 
(n=145
c
) 
SEA 35 
-0.14 .21 .02 
Non-SEA 110 
EADA vs Non-
EADA 
Pilot 
(n=103) 
EADA 28 
-0.18 .27 .03 
Non-EADA 75 
Main Study 
(n=128
b
) 
EADA 31 
-0.02 .88 .01 
Non-EADA 97 
Replication Study 
(n=145
c
) 
EADA 37 
-0.10 .45 .00 
Non-EADA 108 
SEO vs Non SEO 
Pilot 
(n=103) 
SEO 23 
0.19 .33 .04 
Non-SEO 80 
Main Study 
(n=128
b
) 
SEO 35 
0.02 .89 .00 
Non-SEO 93 
Replication Study 
(n=145
c
) 
SEO 38 
-0.06 .69 .00 
Non-SEO 107 
SEIA vs Non-SEIA 
Pilot 
(n=103) 
SEIA 27 
0.05 .73 .00 
Non-SEIA 76 
Main Study 
(n=128
b
) 
SEIA 33 
-0.13 .30 .02 
Non-SEIA 95 
Replication Study 
(n=145
c
) 
SEIA 35 
0.15 .30 .02 
Non-SEIA 110 
a
 Students in the SE-Task and Non-SE-Task were coded 1 and 0 respectively in the SEM comparison analyses. 
b
 Six participants excluded due to unintelligible written responses in learning activity. 
c
 Two participants excluded due missing data in all items of post-learning task. 
 
The results in Table 45 showed no significant performance differences across the SE-
Tasks in the study across the study phases. Thus, regardless of the prompt used the self-
explaining effect seem to have the same impact on students’ conceptual learning of the chemistry 
concepts at hand. This finding is consisted with ICAP framework prediction of learning 
outcomes, where learning activities within the same ICAP category are expected to achieve 
similar learning outcomes (Chi, 2009; Fonseca & Chi, 2011). In our case, all SE-Tasks are 
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constructive activities and thus are expected to have similar learning outcomes. In a recent study 
by Nokes-Malach et al., (2013), they investigated the impact of two constructive activities, 
analogical comparisons and self-explaining, on learning from physics worked-out examples. 
They found no differential performance in the analogy and self-explaining conditions on a far 
transfer test—defined as “problems that required the recognition and use of prior concepts and 
principles to reason about new problem features and relations.” Our findings provide empirical 
evidence to incorporate the ICAP framework in the instructional design tools for chemistry 
instruction. 
 
Relationship between self-explaining behavior and students’ conceptual understanding 
 
In Chapter Four we studied the written explanatory behaviors of students during the 
learning event. The data analysis yielded observable differential self-explaining behaviors, SE-
Profiles (Tables 12, 16, 23, and 25). In this section we present the comparison analyses that 
addressed the following question: Does differences in self-explaining behavior, SE-Profile, elicit 
differences in students’ conceptual understanding in chemistry? Our stance is that different 
explanatory behaviors might lead to performance differences on students’ conceptual 
understanding in chemistry—as measured by the post-learning task. 
In these comparison analyses we used the observed students’ self-explaining profiles, SE-
Profiles, during the learning event.  Following the same reasoning in the comparisons analyses of 
SE-Task (see above), we investigated the potential benefit of expressing a particular self-
explaining behavior against not behaving that way. For example, we compared students 
characterized as bridging inferential, BI, against students not characterized as bridging 
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inferential, non-BI. The reason for this comparison procedure was to determine the potential 
advantage that one SE-Profile might have on improving students’ conceptual understanding 
against the other SE-Profiles. Once again the comparison analyses were done independently for 
each study phase to test reproducibility of findings. The comparison studies of SE-Profiles 
showed no statistically significant difference in performance, at a 95% confidence level, in any 
of the study phases (Table 46). We found non-significant (p > .05) and low b-coefficient values 
(range from -0.2 to 0.2) in the comparison analyses with no consistent trends across study phases 
(Table 46).  
Results in Table 46 showed that regardless of how sophisticated the student’s explanatory 
behavior was during the learning event, the student’s conceptual understanding was not 
significantly different as measured by the post-learning task. We acknowledge that one single 
intervention in which students exercised their self-explaining skills might not shed light into big 
differences in conceptual understanding. We envision future longitudinal studies to investigate if 
engagement in multiple self-explaining activities might shed light into performance differences 
across SE-Profiles. 
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Table 46 
Performance Comparison in Post-learning Task between SE-Profiles by Study Phase
a 
Study Phase Comparison Groups n b-coefficient p-value R
2 
Pilot I 
(N=103) 
BI 5 
-0.03 .87 .00 
Non-BI 98 
BI&DI 3 
-0.01 .98 .00 
Non-BI&DI 100 
Mixed 14 
0.21 .32 .04 
Non-Mixed 89 
DI 63 
-0.05 .69 .00 
Non-DI 40 
E 18 
-0.24 .20 .06 
Non-E 85 
Main Study 
(N=128
b
) 
BI 25 
-0.05 .62 .00 
Non-BI 103 
Mixed 12 
-0.01 .93 .00 
Non-Mixed 116 
DI 20 
0.04 .76 .00 
Non-DI 108 
E 24 
-0.16 .14 .03 
Non-E 104 
S 47 
0.16 .18 .02 
Non-S 81 
Replication Study 
(N=138
c
) 
BI 13 
0.12 .56 .02 
Non-BI 125 
Mixed 16 
0.23 .24 .05 
Non-Mixed 122 
DI&P 74 
0.14 .42 .02 
Non-DI&P 64 
E&DI 35 
-0.31 .20 .10 
Non-E&DI 103 
a
 Students in the SE-Profile and Non-SE-Profile were coded 1 and 0 respectively in the SEM comparison analyses. 
b
 Six participants excluded due to unintelligible written responses during the learning event. 
c
 Nine participants excluded due to unintelligible written responses during the learning event (n=7) and missing data 
in all items of post-learning task (n=2). 
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Self-explaining and conceptual understanding: Summary of findings 
 
Findings suggested that engagement in self-explaining positively impacts students’ 
conceptual understanding in chemistry. Students who participated in the self-explaining activities 
performed higher or no different than students who received regular instruction in the concepts 
of entropy and the Second Law of Thermodynamics. Also, we found that regardless of the self-
explaining task given to the students during the learning activity, the conceptual understanding 
performance was not different than students who were given an expert’s explanation (i.e., the 
correct explanation to the chemical phenomena). Furthermore, our results showed that regardless 
of the self-explaining task given to the students or the sophistication of their explanations during 
the learning event, the students’ conceptual understanding was not significantly different as 
measured by the post-learning task. Our results were consistent across study phases.  
We put forth that self-explaining activities—activities that elicit self-explaining 
behaviors—can improve students’ conceptual understanding in the natural environment of the 
large-enrollment General Chemistry 2 classroom. 
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CHAPTER SEVEN: 
CONCLUSIONS 
 
   The work presented in this dissertation gathered evidence to establish whether 
self-explaining activities could induce observable differences in students’ explanatory 
behavior. We also investigated the effect of such activities on students’ conceptual 
understanding in the context of a General Chemistry 2 course. Findings from this work 
support the incorporation of self-explaining activities in the repertoire of teaching 
practices for general chemistry courses. 
  In the Introduction (Chapter One) we argued that the ability to generate 
explanations of scientific phenomena is an essential learning outcome for all students. We 
presented the case for the selection of in-class constructive learning activities, specifically 
self-explaining, as a mean to transfer learning skills that are essential and desirable for the 
development of scientific competence (National Research Council, 2013). The review of 
research on self-explaining at tertiary level in STEM education (Chapter Two) provided 
evidence of a void in domain-specific self-explaining research pertaining to chemical 
education.  
  The review of the literature guided the methodological aspects (Chapter Three) of 
our work in order to directly address the observed knowledge gaps in the field. For 
instance, this work did not use strategy training or direct-instruction, that is, we did not 
teach students to self-explain to later test their adherence to a particular behavior that may 
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vanish once the stimulus is removed. Instead, this work strived to provide ecological 
validity by: 1) incorporating study participants in their normal student function; 2) 
gathering data within the undisturbed ecology of a college level large-enrolment 
chemistry classroom; 3) prompting students to self-explain using tasks that require 
different levels of self-explaining; 4) using a real chemistry problem that promotes 
authentic explanations; and by 5) focusing our assessment on conceptual understanding in 
chemistry, rather than on declarative or procedural knowledge.  
  We used a multi-condition, mixed-method approach to categorize students’ self-
explaining behaviors in response to self-explaining tasks—designed to demand 
differential levels of self-explaining. Students were randomly assigned to the self-
explaining tasks that included the following: studying an experts’ explanation, explaining 
correct and incorrect answers, explaining agreement with another’s answer, and 
explaining one’s own answer for others to use. We then assessed how different levels of 
engagement in self-explaining influenced students’ conceptual understanding, as assessed 
by a post-learning task. 
  Students’ self-explaining behaviors were categorized via analysis of textual data of 
their responses, followed by data transformation and modelling using Latent Profile 
Analysis. Data were reduced to students’ self-explanatory behaviors that proved to be 
associated with the self-explaining tasks assigned to the students (Chapter Four). This 
finding showed that students’ self-explaining behaviors were effectively elicited by the 
self-explaining tasks. Therefore, students can self-explain chemical phenomena and apply 
the underlying chemistry concepts in the resolution of novel problems without direct 
intervention of an instructor. This finding resonates with the work by Chi et al., (1989), 
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where they found that learning can be achieved by self-instruction, and teaching practices 
that foster self-explaining facilitate this self-instruction. Our work then supports that the 
thoughtful design of in-class learning activities can effectively elicit self-explaining in the 
ecology of large-enrolment college chemistry classrooms. 
 The comparison analyses presented Chapter Six investigated the effect of the self-
explaining on students’ conceptual understanding. First, we compared the performance of 
students between those who completed the self-explaining activities and those who received 
instruction in a semester when the intervention was not implemented. We found that the 
conceptual understanding among students who participated in the self-explaining activities was 
higher or no different than students who received the regular instruction on the chemistry 
concepts at hand. This finding suggested that engagement in self-explaining positively impacts 
students’ conceptual understanding in chemistry, with the added value that students also exercise 
and foster their self-explaining skills. Our results support the claim that self-explaining activities 
facilitate learning in the sciences (Atkinson et al., 2003; Chi, 2000; Songer & Gotwals, 2012). 
Our findings put forth that self-explaining activities improve students’ conceptual understanding 
via self-instruction in chemistry. 
  The next comparison analyses presented in Chapter Six investigated students’ 
performance differences among the self-explaining tasks. These comparison analyses showed no 
statistically significant difference among the self-explaining tasks. Our findings suggest that no 
specific self-explaining task had a superior benefit on students’ learning outcome (as measured 
by the post-learning task), but instead all tasks seem to positively impact students’ conceptual 
understanding. The results were not surprising in light of the ICAP framework. This is because 
all self-explaining tasks are constructive learning activities, and based on the ICAP framework 
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no significant differences in learning outcomes are expected within the same category of learning 
activities (Chi, 2009; Fonseca & Chi 2010).  
 The final comparison analyses in Chapter Six investigated performance differences on 
conceptual understanding among the self-explaining behaviors. These analyses showed no 
statistically significant difference among the self-explaining behaviors. Our initial stance was 
that different self-explaining behaviors could lead to performance differences on students’ 
conceptual understanding. Our findings suggest that none of the observed self-explaining 
behaviors was conducive to higher conceptual understanding. However, we believe that this 
intervention was the first time students exercised their self-explaining skills and therefore 
differences in performance were not guaranteed. We believe that incorporating multiple self-
explaining activities along the semester can help students foster their self-explaining skills, and 
then performance differences in conceptual understanding measures might be observed. 
 
Limitations 
 
Findings must be interpreted within the limitations of this work. First, although we 
randomized the self-explaining tasks within our sample, this was a convenience sample. 
Although basic demographic indicators were not significantly different from the rest of the 
General Chemistry cohort, we have no way to elucidate whether other factors might have 
influenced students’ choice of the particular lecture section (e.g., instructor reputation, schedule 
convenience). 
Despite the clear value of research in naturalistic environments, there are limitations with 
this approach. Understandably, unlike the case of tightly controlled experimental studies, in a 
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natural setting control of exogenous variables is not possible and their effects unpredictable. 
Randomization within the sample contributed to minimize this limitation. Another possible 
concern related to the study design may be students’ impulse to behave as socially desirable or to 
adjust their behavior some other way when they are under the impression of being observed—
known as the Hawthorne Effect (Franke & Kaul, 1978; Jones, 1992). To minimize this effect, for 
this work we used procedures consistent with in-class assignment norms. Our assumption is that 
the sense of familiarity with the procedures prevented predisposition of any kind. From the 
students’ perspective, this learning activity was not different from other in-class learning 
experiences, that is, there were no cues to interpret it as research. There were no unfamiliar 
individuals in the lecture hall during data gathering. In fact, the students were acquainted with 
the research team (in the roles of instructors and teaching assistants). The use of a convenience 
sample actually allowed us to frame the learning activity in such a natural way.  
During data analysis, we removed prompts from the responses for the textual analysis; 
however, coders could infer the corresponding self-explaining task from the structure of the 
responses. This limitation creates the potential for bias where coders may be prone to make code 
type assignments based on the self-explaining task and not strictly on the analysis of the 
responses. Related studies may wish to employ at least one rater who is not involved in the 
research. 
Results from the comparison analyses in Chapter Six should be interpreted in light of the 
limitations of the post-learning task from which the data were obtained. The assessment of our 
construct (i.e., conceptual understanding of entropy and the Second Law of Thermodynamics) 
using the post-learning task is subject to error, as any traditional chemistry instrument is subject 
to error—either systematic or random. We dedicated Chapter Five to the psychometric analysis 
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of the data gathered from the post-learning task in order to investigate potential problems and 
limitations of the instrument. The results from the analyses showed that the post-learning task 
provides reliable, consistent and reproducible data. We acknowledge that the mean reliability 
estimate McDonald’s ωt was .64 (which is close to the commonly accepted value of .70), but this 
value translates into an approximate 36% of variability in the data due to random error. This 
result does not invalidate the instrument but does represent a potential future line of 
improvement.  
Another limitation in the comparison analyses showed in Chapter Six was related to the 
sample size in the comparison groups. In the case of small group sizes (groups with less than 20 
members) the interpretability of the statistical results should be done prudently. In our 
comparison analyses this could present type II errors (i.e., failure to reject the null hypothesis 
when it should be rejected) during the comparison of students’ performance among SE-Profiles 
(Table 46). However, we did not have control over the number of individuals within each SE-
Profile, as these self-explaining profiles emerged from the data analyses. Also, we included 
majority of the students enrolled in the lecture section (>90%) during the study phases, thus we 
have no control over the number of students on each SE-Profile. Further studies may collect data 
in larger enrollment chemistry courses (over 300 students) as a way to address the limitation of 
small group size of SE-Profiles. 
 
Implications 
 
  Self-explaining behavior was effectively elicited by the learning activities. Thus, 
we put forth cultivating constructive learning strategies such as self-explaining as 
components of well-designed instruction. We believe that both experienced and novice 
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instructors can effectively incorporate self-explaining activities in their repertoire of 
teaching practices for general chemistry courses.  
  Identifying the evidence-based active ingredients that promote learning in natural 
learning environments may lower the activation barrier associated with undertaking 
innovations. This is especially true for novice instructors, who may find integrating such 
strategies into their instructional design less intimidating and invasive than relinquishing 
control to a pre-packaged pedagogical model. 
  We hypothesized that an association between self-explaining tasks and overt self-
explaining behavior would strongly suggest that instruction in the naturalistic classroom 
setting can effectively modify self-explaining practices. In other words the qualities of 
student responses could be modulated through the design of learning experiences in tune 
with the instructor’s goals (Chi, 2009). Considering the different responses from students, 
a varied array of prompts may be more effective than searching for a single, one-size-fits-
all type of prompt. Caution is warranted in that we do not intend to be prescriptive and 
describe the type of prompts that should be used in chemistry classrooms to engage 
students in effective self-explaining. Such a goal would imply an over-simplistic, 
reductive view of the complexity of learning environments. Those involved in 
instructional design should understand this complexity and the effect of contextual and 
other situational factors. As cited by O’Donnell (2008), Berman and McLaughlin 
observed: “The bridge between a promising idea and the impact on students is 
implementation, but innovations are seldom implemented as intended.” 
  By using self-explaining activities in the classroom, chemistry instructors might 
impact not only students’ skills and conceptual understanding but also, indirectly, impact 
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their study habits. Particularly, study habits used when studying individually outside the 
classroom. Entwistle and McCune (2004) argue that “the link between teaching methods 
and study strategies has been demonstrated, indicating the indirect influences that faculty 
members have on students’ study behavior.” Deeper engagement in self-explaining may 
become habitual upon practice and hopefully develop into the new norm in students’ 
relationship with chemistry knowledge. This stance is consistent with related research in 
the field that suggests “meaningful learning may help students progress from a stage in 
which re-description and functional explanations are dominant, to a phase in which 
connections between parts are emphasized, to a point in which cause-effect relationships 
are frequently used as the basis for explanations” (Talanquer, 2010).  
  Several future lines of research arise from findings in this work. In this work we 
observed variability in the sophistication of student responses to the same self-explaining 
task. Investigating what individual characteristics may be associated with this differential 
behavior is another potential line of work. Likewise, it will be interesting to investigate 
the change in self-explaining behavior across multiple learning activities by performing 
longitudinal studies. These longitudinal studies could also provide evidence to understand 
if different self-explaining behaviors can elicit differences in conceptual understanding. 
Also, research studies on self-explaining using other chemistry concepts, representations 
or visualization techniques, will shed light into the applicability of this learning strategy 
across the chemistry curriculum.  
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APPENDIX A:  
LITERATURE REVIEW DATABASE 
 
The objective of the review was to perform a comprehensive and systematic search of 
literature in self-explaining research on STEM education (scientific skills, knowledge domain) at 
college level. The following questions guided the work:  
 What are the number of articles and journals of choice? 
 Are there leading researchers in the field? 
 Are there pivotal research studies?  
 What countries and academic departments are making the contributions? 
 What knowledge domains are the focuses of this research? 
 What student majors are represented in the study samples? 
 What is the range of sample size in the studies?  
 What experimental settings are most common in this research field?  
 
Article selection methodology 
The literature search followed a systematic process consisting of three steps for the 
selection of publications. The inclusion criteria were: 
 First and second selection: any type of document that referred to self-explaining 
activities. 
 Third selection: self-explaining research on STEM education at college level. 
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The article selection process was as follows: 
 
First selection 
   
Figure A1 summarizes the selection scheme used in the first search. Two databases were 
used for the search: Educational Full Text and ERIC. There was no constraint to date range or 
type of document (e.g., journal article, book, technical report). The database search was 
completed in September 2012. Searches of these indexes were undertaken using the keywords 
“self-explaining” and “self-explanation” (with and without hyphen), and “explaining oneself”. 
From these searches a total of 120 papers were retrieved.  
 
 
Figure A1. First search process and selection. 
 
Title and abstracts were used to include any type of document that referred to self-
explaining activities. From the first pool, 20 publications were excluded. Analysis of paper 
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frequency by author and journal showed that 39 researchers and 14 journals had a count greater 
than two for this sample of papers, hereafter these are referred to as “frequent authors” and 
“preferred journals,” respectively. The second step of the selection includes the frequent authors 
and preferred journals as search criteria.  
 
Second selection 
 
This selection consisted on two independent search processes (Figure A2). The first 
search process consisted of the search of all publications by the 39 frequent authors. This search 
used the same databases from step 1 (Educational Full Text and ERIC).  
 
 
Figure A2. Second search process and paper selection. 
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The second search consisted of keyword searches in the websites of the 14 preferred 
journals. This process ensures that all relevant literature from the frequent authors and preferred 
journals was gleaned. A total of 949 papers were retrieved. The papers were then screened by 
title and abstract and 113 articles met the inclusion criterion. After this selection, the 100 articles 
obtained in Step 1 were revised a second time. Through this second consideration nine papers 
were excluded, leaving 91 papers from Step 1.  
 
Third selection 
 
For this selection process the documents included from the first (N=91) and second 
(N=113) were screened. Figure A3 summarizes the selection scheme used. A total of 162 
documents were research reports, from which 71 were done with college level participants.  
 
 
Figure A3. Third step selection of papers. 
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Nine articles did not meet the STEM domain requirement and were excluded. The 
remaining pool consists of 57 peer-reviewed journal articles, 4 dissertations/theses, and 3 
technical reports. The final sample for this review includes only the 57 peer-reviewed articles. 
This is because journal articles are often used as sources of generalizable knowledge to support 
new studies or as source of new ideas. Thus, journal articles greatly influence research fields. 
This led to the 57 journal articles that constitute the review database. 
 
Analysis of articles 
 
An initial analysis of frequencies was performed on the review database for each of the 
following items and characteristics: (1) Author, (2) Journal, (3) Year of publication, (4) 
Citations, (5) Academic Department, (6) Country, (7) STEM domain (scientific skill, knowledge 
domain), (8) Participants’ major, (8) Sample size, and (9) Experimental setting (class activity or 
laboratory setting). Table 3 summarizes this information. The results are discussed in light of 
implications to the research field of self-explaining at college level in STEM-related knowledge 
domains. 
A second analysis was performed by constructing a scientific collaboration network to 
visualize the associations/interactions among the authors/articles and their characteristics. This 
visualization method presents the characteristics (e.g., academic department, country, etc.) and 
connectivity among authors (or articles) in terms of co-authorship and/or citations. This allowed 
the generation of inferences to interpret how and why the characteristics influence and/or define 
the research studies in the review database. Several published articles offer a detailed description 
of this method and its applications to similar databases (Börner, Chen, & Boyack, 2003; 
164 
 
Newman, 2001; Shiffrin & Börner, 2004). These analyses were performed using the software 
“Network Workbench Tool” version: 1.0.0 (NWB Team, 2006). 
 
References in review database prior to 2013 
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APPENDIX B: 
RESEARCH INSTRUMENTS 
 
 The following documents are the instruments used in the study. The research instruments 
consist of three parts:  
 
Part I: Pre-learning Task  
Part II: Learning Event Activity 
Part III: Post-Learning Task 
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Part I: Pre-Learning Task 
 
PLEASE, DO NOT WRITE ON THIS TEST. 
MARK YOUR ANSWERS ON THE SCANTRON SHEET. 
 
 
Entropy (S) is a thermodynamic function that increases with the number of energetically 
equivalent ways to arrange the components of a system to achieve a particular state. It may be 
thought of as a measure of the dispersion of the energy in a system and it is associated with 
disorder or randomness at the molecular level. 
Next you are presented with 10 different cases. Choose the option (A) or (B) with the higher 
entropy in each of the following cases 1-10, or mark option (C) if both have the same entropy. 
Assume constant temperature except in question (5). Mark your answers in your scantron. 
 
(1) (A) 1 mol of SO2(g)   
(B) 1 mol of SO3(g)    
(C) Same entropy   
 
(2) (A) 1 mol of CO2(s)  
(B) 1 mol of CO2(g)   
(C) Same entropy  
 
(3) (A) 3 moles of O2(g)  
(B) 2 moles of O3(g)  
(C) Same entropy   
 
(4) (A) 1 mol of KBr(s)  
(B) 1 mol of KBr(aq)  
(C) Same entropy   
   
(5) (A) Seawater at 2 ºC  
(B) Seawater at 23 ºC   
(C) Same entropy 
(6) (A) 1 mol of CF4(g)   
(B) 1 mol of CCl4(g)   
(C) Same entropy  
  
(7) (A) 1 mol of N2O4(g)  
(B) 2 moles of NO2(g)   
(C) Same entropy 
 
(8) (A) 1 mol of Br2(g)    
(B) 1 mol of Br2(l)    
(C) Same entropy 
   
(9) (A) 1 mol of C2H6(g)   
(B) 1 mol of C5H10(g)   
(C) Same entropy 
 
(10) (A) 1 mol of P4O10(s) 
(B) 2 moles of P2O5(s) 
(C) Same entropy 
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Part II: Learning Event Activity 
We have seen that both the system and surroundings may undergo changes in entropy during a 
process. The sum of the entropy changes for the system and the surroundings is the entropy 
change for the universe: 
ΔSuniv   =   ΔSsys   +   ΔSsurr 
The Second Law of Thermodynamics says that for a process to be spontaneous as written (in the 
forward direction), ΔSuniv must be positive (ΔSuniv > 0). Therefore, the system may undergo a 
decrease in entropy as long as the surroundings undergo a larger increase in entropy making the 
resulting ΔSuniv positive, and vice versa. A process for which ΔSuniv is negative is not 
spontaneous as written. 
 
Condition A: Reviewing a solved example without explaining (non-explaining: NE) 
The analysis of the following case is correct. Please review this information and compare it with 
the statements above. Understanding this explanation will help you with the next question.  
 
 
Condition B: Working on a problem and explaining one’s own answer (self-explaining own 
answer, SEA). 
 
 
 
When water freezes below 0ºC, its change in entropy is negative (ΔSsys < 0). However, this 
process is spontaneous. How do you explain this? Please be as thorough in your response as 
possible. 
 
 
 
When water freezes below 0ºC, its change in entropy is negative (ΔSsys < 0). However, this 
process is exothermic and the heat released increases the entropy of the surroundings (ΔSsurr 
> 0) by an amount that outweighs the decrease in entropy of the water sample. Therefore, the 
overall change in entropy of the universe is positive (ΔSuniv > 0) which explains why the 
process is spontaneous.  
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Condition C: Considering others’ answers to a problem and explaining one’s 
agreement/disagreement (self-explaining agreement/disagreement: EADA) 
 
 
Condition D: Explaining answer to a problem for others to use in their studying (self-
explaining for others, SEO) 
 
 
Condition E: Explaining others’ incorrect answers to a problem (self-explaining incorrect 
answer: SEIA) 
 
 
  
 
When water freezes below 0ºC, its change in entropy is negative (ΔSsys < 0). Your group 
members maintain that this process will not occur spontaneously. Therefore, they say, there 
must be an energy input from the outside to make this change happen; otherwise, water will 
not freeze. This stance is incorrect. What do you think led your classmates to this incorrect 
conclusion? Please be as thorough in your response as possible. 
 
 
When water freezes below 0ºC, its change in entropy is negative (ΔSsys < 0). However, this 
process is spontaneous. Explain this in writing so that a classmate of yours can use your 
explanation as reference when answering a similar problem. Your answer will be used by 
your classmate. Please be as thorough in your response as possible. 
 
 
 
When water freezes below 0ºC, its change in entropy is negative (ΔSsys < 0). Despite this 
observation, your group members maintain that this process is spontaneous. Therefore, they 
say, no energy input from the outside is necessary to make this change happen. Do you agree 
with your classmates? Please explain and be as thorough in your response as possible. 
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Part III: Post-Learning Task 
 
CHM 2046 General Chemistry II  
University of South Florida 
Name: _______________________________________ U#: __________________________ 
Instructions: Mark the option that corresponds to your answer on your scantron sheet and clearly 
explain the reasoning for your answer on this document. 
11. By dissolving a solid sample of sodium chloride, NaCl, in water (mark your answer on your 
scantron, #11): 
(A) the entropy of the system increases. 
(B) the entropy of the system decreases. 
(C) the overall entropy does not change. 
(D) there is not enough information to answer the question. 
(E) the entropy of the surroundings increases. 
Clearly explain the reasoning for your answer to the previous question. Provide chemical 
equations or use diagrams as necessary. 
 
 
 
 
12. The diagram shows a sample of oxygen in the gas phase in contact with liquid water. 
By dissolving the gaseous oxygen in water (mark your answer on your scantron, #12):  
(A) the entropy of the oxygen molecules increases. 
(B) the entropy of the surroundings does not 
change. 
(C) the entropy of the oxygen molecules does 
not change. 
(D) there is not enough information to answer 
the question. 
(E) the entropy of the oxygen molecules 
decreases. 
Clearly explain the reasoning for your answer to the previous question. Provide chemical 
equations or use diagrams as necessary. 
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13. In order for the dissolution of a gas in water to happen SPONTANEOUSLY (mark your 
answer on your scantron, #13): 
(A) the change in entropy of the system must 
be positive. 
(B) the change in entropy of the surroundings 
must be negative. 
(C) the change in entropy of the universe 
must be positive. 
(D) all changes in entropy must be positive. 
(E) the dissolution of gas in water is never spontaneous. 
Clearly explain the reasoning for your answer to the previous question. Provide chemical 
equations or use diagrams as necessary. 
 
 
 
 
 
 
 
14. Folding of proteins: Under normal physiological conditions, certain large molecules 
(polypeptides) spontaneously fold into unique three-dimensional structures (native proteins). 
This process is depicted in the diagram below.  
These folded structures perform various biological 
functions. The original form of these large molecules 
(left side) can assume many possible configurations 
while the native protein (right side) has only one specific 
arrangement. 
          UNFOLDED MOLECULE  FOLDED MOLECULE 
The folding process is (mark your answer on your scantron, #14): 
(A) accompanied by an increase in entropy of the system. 
(B) accompanied by no change in entropy of the system. 
(C) accompanied by a decrease in entropy of the system. 
(D) accompanied by a zero net change in entropy of the universe. 
(E) there is not enough information to answer the question. 
Clearly explain the reasoning for your answer to the previous question.  
 
 
 
gas 
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15.    For the folding of these large molecules to happen spontaneously (mark your answer on 
your scantron, #15): 
(A) the change in entropy of the system must be positive. 
(B) the change in entropy of the system must be positive and larger than the change in 
entropy of the surroundings. 
(C) the change in entropy of the system must be larger than the change in entropy of the 
universe. 
(D) the resulting change in entropy of the universe must be negative. 
(E) the change in entropy of the surroundings must compensate the change in entropy of 
the system. 
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APPENDIX C:  
INTERVIEW PROTOCOL 
 
Think-aloud Interview protocol: Students’ assessment of research materials 
 
Introductory aspects  
Read to interviewee: 
We are testing an instrument that has questions that may be difficult to understand, hard 
to answer, or that make little sense. We would like you to answer the questions as carefully as 
possible. We are primarily interested in the ways that they arrived at those answers, and the 
problems they encountered. Therefore, any detailed help you can give us is of interest, even if it 
seems irrelevant or trivial.  
We are not looking for correct answers; we just want to listen to your comments. I didn't 
write these questions, so don't worry about hurting my feelings if you criticize them -my job is to 
find out what's wrong with them. 
The conversations will be audio taped just as a means for us to go back and review what 
was said and not who said what. This interview is confidential; you will not be identified by 
name and only the transcriber will listen to this tape. The transcriber is bound to confidentiality, 
as well. During the conversation, I may take notes which most probably will be reminders to 
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myself of something I want to inquire about later, or something especially interesting you said. I 
will not jot down things about you, you are not under observation. 
Please feel free to spend as much time as you need or want on any given topic. You do 
not have to reply to a question if for any reason you do not feel comfortable. We may stop the 
conversation at any time you wish or need to. Do not feel like I am being too insistent if I ask 
some follow up questions to your comments. It is our interest to clearly understand what you 
mean; we are trying to get to a deeper level of understanding. 
Once again, this interview is absolutely confidential. We very much appreciate your 
taking the time for this conversation. We will start with some general background information 
and then we will move on to aspects related to the instrument. 
 
Background  
Use these to strengthen rapport with interviewee and set a comfortable environment: 
a) What is your undergraduate major in? 
b) What chemistry courses have you taken in the past? 
c) Are you taking any chemistry classes this semester? 
 
Think-aloud training exercise 
"Try to visualize the place where you live, and think about how many windows there are 
in that place. As you count up the windows, tell me what you are seeing and thinking about." 
 
Instrument assessment: One intervention condition  
Use prompts and follow-ups as necessary: 
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1. The following instrument is intended for students taking general chemistry 2. Please read 
the following information. 
2. Give student information sheet “Entropy definition”. Give time to read. Then remove 
information. 
3. Give student information sheet “Second law of thermodynamics. Give time to read. Let 
student keep this information for the rest of the interview. 
4. I will read a question to you and I would like you to think out loud when you answer the 
following questions.  
5. Read prompt “Condition B” to student to think-aloud while solving it.  
Verbal Probes during resolution: 
a. Please repeat the question I just asked in your own words?  
b. How did you arrive at that answer? 
c. I noticed that you hesitated - tell me what you were thinking. 
6. Verbal Probes after resolution: 
a. How difficult was this question to answer? 
b. How sure are you of your answer? 
 
Instrument assessment: Condition comparison  
Use prompts and follow-ups as necessary: 
1. Now I am going to give you another question.  
2. Provide another prompt (Condition C – E) to student. Give time to read. Let student keep 
this information for the rest of the interview. Verbal probe technique is used. 
Verbal Probes: 
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a. What does the term "energy input from the outside" mean to you?  
b. How hard is it to think of reasons for your classmates to get the incorrect 
conclusion? 
c. What other reasons can you think of? 
d. Overall, how difficult was this question to answer? 
3. Provide prompt of another prompt (Condition C to E) to student. Give time to read. Let 
student keep this information for the rest of the interview. 
Verbal Probes: 
a. How difficult is this question to answer? 
b. How is this question related to the previous two questions? 
c. Please arrange the three questions in order of difficulty. (Give student time to 
arrange questions). 
d. What do you understand as “difficult” when arranging these questions?  
 
Wrap up 
Thank you again for your valuable collaboration. Once more, this interview is 
confidential, you will not be identified by name and only the transcriber will listen to this tape. 
The transcriber is bound to confidentiality, as well. 
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Information sheets  
 
Sheet One: Entropy definition 
Entropy (S) is a thermodynamic function that increases with the number of 
energetically equivalent ways to arrange the components of a system to achieve a 
particular state. It may be thought of as a measure of the dispersion of the energy in a 
system and it is associated with disorder or randomness at the molecular level. 
 
Sheet Two: Second law of thermodynamics 
We have seen that both the system and surroundings may undergo changes in entropy 
during a process. The sum of the entropy changes for the system and the surroundings is the 
entropy change for the universe: 
ΔSuniv   =   ΔSsys   +   ΔSsurr 
The Second Law of Thermodynamics says that for a process to be spontaneous as written 
(in the forward direction), ΔSuniv must be positive (ΔSuniv > 0). Therefore, the system may 
undergo a decrease in entropy as long as the surroundings undergo a larger increase in entropy 
making the resulting ΔSuniv positive, and vice versa. A process for which ΔSuniv is negative is not 
spontaneous as written. 
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Prompts evaluated during interview 
 
Condition B  
When water freezes below 0ºC, its change in entropy is negative (ΔSsys < 0). However, this 
process is spontaneous. How do you explain this? Please be as thorough in your response 
as possible. 
  Condition C  
When water freezes below 0 ºC, its change in entropy is negative (ΔSsys < 0). Despite this 
observation, your group members maintain that this process is spontaneous. Therefore, 
they say, no energy input from the outside is necessary to make this change happen. Do 
you agree with your classmates? Please explain and be as thorough in your response as 
possible. 
Condition D  
When water freezes below 0ºC, its change in entropy is negative (ΔSsys < 0). However, this 
process is spontaneous. Explain this in writing so that a classmate of yours can use your 
explanation as reference when answering a similar problem. Your answer will be used by 
your classmate. Please be as thorough in your response as possible. 
 Condition E  
When water freezes below 0ºC, its change in entropy is negative (ΔSsys < 0). Your group 
members maintain that this process will not occur spontaneously. Therefore, they say, there 
must be an energy input from the outside to make this change happen; otherwise, water 
will not freeze. This stance is incorrect. What do you think led your classmates to this 
incorrect conclusion? Please be as thorough in your response as possible. 
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APPENDIX D: 
ASSESSMENT RUBRIC FOR RESEARCH MATERIALS 
 
 The following document is the assessment rubric used by experienced chemistry 
instructors to assess the pre-learning and post-learning tasks. 
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University of South Florida - Chemistry Department  
Expert Panel - Review Form  
 
Expert name: ______________________________  
Date: ____/_____/_____  
 
Thank you for your assistance in reviewing this test. The test you are evaluating is comprised of 
15 items; a copy of the test is provided with this review form.  
 
Test-Design evaluation  
1. Please evaluate each of the 15 items individually and according to the guidelines listed below. 
Place an ‘X’ under the corresponding item number if it does not comply with the criterion.  
 
Criterion 
Item 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Stem states the problem clearly  
               
There is only one correct answer to each item  
               
All distractors are plausible  
               
Grammatical clues are avoided  
               
Length and grammatical form of options are consistent  
               
Each item is independent of every other (items do not 
cue responses)  
               
Diagrams are clearly labeled and legible  
               Item is well written to ensure understanding of the 
problem  
                
If necessary please provide comments regarding weaknesses and possible improvements for the items 
(e.g. better distractors, suggestions about question format, clarity, etc.) in an additional sheet.  
 
2. Evaluate the test according to the criteria listed. Use the scale given below with 1 being poor and 
10 being excellent.  
 
Criterion 
Scale 
1 2 3 4 5 6 7 8 9 10 
Clear instructions are provided for each item           
The test format is clear  
          
Items are well organized  
          
All items are content relevant  
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Test-Content evaluation  
 
1. Evaluate each item according to the guidelines listed. Place an ‘X’ under the corresponding item 
number if it does not comply with the criterion.  
 
Criterion 
Item 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Item evaluates factual knowledge  
               
Item evaluates conceptual knowledge  
               
Item assesses mastery of concept: entropy  
               
Item assesses mastery of concept: spontaneity  N/A 
   Item assesses mastery of second law of 
thermodynamics  N/A 
     
Item elicit student’s abilities to make predictions  N/A 
      
If necessary please provide comments regarding weaknesses and possible improvements for the items 
(e.g. question difficulty is too high, use of other examples for questions, use of other type of questions, 
etc). You may use a separate sheet for your comments.  
 
2. Evaluate the test according to the criteria listed. Use the scale given below with 1 being poor and 
10 being excellent.  
 
Criterion 
Scale 
1 2 3 4 5 6 7 8 9 10 
The items deal with topics covered in the course  
          
Each item is appropriate for the topic evaluated  
          
The items evaluate student’s understanding of relationship of concepts  
          
The items evaluate student’s abilities to interpret diagrams  
          
The items evaluate student’s abilities to analyze problems  
          
The items evaluate student’s abilities to solve problems  
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APPENDIX E: 
INTERNAL REVIEW BOARD INFORMED CONSENT DOCUMENT 
 
 The following information is the informed consent document provided to the students at 
the beginning of the data collection semester in the study. 
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Informed Consent to Participate in Research  
Information to Consider Before Taking Part in this Research Study 
 
IRB Study #  Pro00007352    
 
 
Researchers at the University of South Florida (USF) study many topics.  To do this, we need the 
help of people who agree to take part in a research study.  This form tells you about this research 
study. 
We are asking you to take part in a research study that is called: Effect of Self-explaining on 
Chemistry Conceptual Learning 
 
The person who is in charge of this research study is Dr. Santiago Sandi-Urena.  This person is 
called the Principal Investigator.  However, other research staff may be involved and can act on 
behalf of the person in charge. 
 
The person explaining the research to you may be someone other than the Principal Investigator. 
Other research personnel who you may be involved with include:  Todd A. Gatlin, Adrian 
Villalta-Cerdas. 
 
The research will be done at the University of South Florida, Tampa campus. 
 
 
Purpose of the study 
The purpose of this study is to: 
Determine the effect of an instructional strategy called self-explaining on General 
Chemistry students’ learning of chemical concepts. Developing a better understanding of 
the impact of this instructional strategy will allow the researchers to propose 
improvements in General Chemistry instruction. For this purpose, the information that 
may be collected directly from students’ work is invaluable and cannot be substituted by 
other sources. 
 
Study Procedures 
This study does not alter or disrupt the normal development of instruction. This research will 
examine a sample of the work that students are expected to submit as part of their participation in 
the course. This study does not create additional work nor does it require additional time 
commitment. The research team will conduct statistical and text analysis of students’ regular 
work performed for this course.  
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Alternatives 
You have the alternative to choose not to grant permission for your class work to be aggregated 
to the study. However, you will still be expected to complete all the regular assignments to 
successfully complete this course. This study does not change the amount of work that will be 
assigned to you as a student in this class. There are three ways in which you can communicate 
your decision to the research team in case you choose not to grant permission for your class work 
to be used in this study: (1) You may send an electronic message to Dr. Sandi-Urena 
(ssandi@usf.edu) with the subject: STUDY OPT OUT OPTION. No text in the body of the 
message will be needed; (2) You may contact Dr. Sandi-Urena in person in his office (CHE 
202C); and (3) you may call Dr. Sandi-Urena (873 974 0492). Regardless of the method you 
choose to employ, you will not need to justify your decision but just communicate it to Dr. 
Sandi-Urena. You will receive an email directly from Dr. Sandi-Urena confirming your 
communication. Your class work will then not be included as part of the study data collection. 
 
Benefits 
There are no additional benefits for participating in this study.   
 
Risks or Discomfort 
This research is considered to be minimal risk.  That means that the risks associated with this 
study are the same as what you face every day. There are no risks associated with participating in 
this study since you do not have to do anything different for this study than you will have to do 
for your General Chemistry class.  
 
Compensation 
There is no compensation associated with this study. 
 
Confidentiality 
We must keep your study records as confidential as possible. Data in this study will be treated 
with the same level of confidentiality and privacy applicable to your coursework and grades. 
However, certain people may need to see your study records.  By law, anyone who looks at your 
records must keep them completely confidential.  The only people who will be allowed to see 
these records are: 
 The research team, including the Principal Investigator and all other research staff. 
 Certain government and university people who need to know more about the study.  For 
example, individuals who provide oversight on this study may need to look at your 
records. This is done to make sure that we are doing the study in the right way.  They also 
need to make sure that we are protecting your rights and your safety. These include: 
o The University of South Florida Institutional Review Board (IRB) and the staff that 
work for the IRB.  Other individuals who work for USF that provide other kinds of 
oversight may also need to look at your records.   
o The Department of Health and Human Services (DHHS). 
We may publish what we learn from this study.  If we do, we will not let anyone know your 
name.  We will not publish anything else that would let people know who you are.   
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Voluntary Participation / Withdrawal 
You should only take part in this study if you want to volunteer.  You should not feel that there is 
any pressure to take part in the study, to please the investigator or the research staff. You are free 
to participate in this research or withdraw at any time.  There will be no penalty or loss of 
benefits you are entitled to receive if you stop taking part in this study.  Your decision to 
participate or not to participate will not affect your student status or job status. There are three 
ways in which you can communicate your decision to withdraw from this study: (1) You may 
send an electronic message to Dr. Sandi-Urena (ssandi@usf.edu) with the subject: STUDY OPT 
OUT OPTION. No text in the body of the message will be needed; (2) You may contact Dr. 
Sandi-Urena in person in his office (CHE 202C); and (3) you may call Dr. Sandi-Urena (873 974 
0492). Regardless of the method you choose to employ, you will not need to justify your 
decision but just communicate it to Dr. Sandi-Urena. You will receive an email directly from Dr. 
Sandi-Urena confirming your communication. Your class work will then not be included as part 
of the study data collection. 
 
Questions, concerns, or complaints 
If you have any questions, concerns or complaints about this study, call Dr. Santiago Sandi-
Urena at (813) 974 0942. 
If you have questions about your rights as a participant in this study, general questions, or have 
complaints, concerns or issues you want to discuss with someone outside the research, call the 
Division of Research Integrity and Compliance of the University of South Florida at (813) 974-
5638. 
If you experience an unanticipated problem related to the research call Dr. Santiago Sandi-Urena 
at (813) 974 0942. 
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