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Abstract
Quantum chromodynamics (QCD), the theory of quarks and gluons, is known to be
the correct description of strong nuclear interactions. At high energy and momenta,
one can use QCD directly to compute quantities of physical interest related to the
strong force. At low energies and momenta, one should use a different description in
terms of the degrees of freedom relevant at that scale. Two approaches to achieve
this end are effective field theories and gauge/gravity dualities. The former involves
a field theory more or less like QCD itself, but with states which are composites
of quarks and gluons. Then a perturbative expansion is made not in terms of the
gauge coupling but instead in terms of the momentum of the fields. This approach
dates back to the 1970s and is on firm theoretical footing. Gauge/gravity dualities
are a newer and less understood technique, which relates the physics of the strong
interactions to a different but likely equivalent theory in a higher dimensional space-
time, where the quantity of interest can be computed more readily. We employ
both effective field theories and gauge/gravity dualities to study the physics of ex-
otic quarkonium states, that is bound states containing a heavy quark-antiquark pair
which nevertheless cannot be be understood working only with the standard quark
model of hadrons. Candidates for such states, long speculated to exist, have recently
been observed at particle colliders, so that the theory of exotic quarkonium is now
of great experimental importance.
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1Introduction
The strong nuclear interactions are described by Quantum Chromodynamics (QCD),
the theory of quarks and gluons. In principle all physics of the strong force could
be understood through QCD using quarks and gluons as the degrees of freedom.
This is most easily done at high energy and short distances, where one can use
perturbative QCD (pQCD). The predictions of pQCD are known to agree precisely
with experiment and can be computed in a well-controlled approximation scheme
providing results to any desired order of accuracy and an estimate of the size terms
omitted from the approximation. But as one probes the strong nuclear force at longer
distances and lower energies, the coupling of the gluons and quarks becomes stronger
and the perturbative approximation becomes intractible. QCD remains an accurate
description of the physics but calculational techniques developed for weakly coupled
theories are no longer applicable. This energy regime is of immense importance as
it encompasses composite states of the quark and gluon fields such as mesons and
baryons, as well as states thought to exist but not yet definitively observed in nature
such as glueballs and hybrid mesons. One approach to make progress in spite of the
strong coupling has been to employ a non-perturbative numerical simulation of QCD
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on a computer. Alternatively, one can attack the problem by describing the physics
as a field theory with degrees of freedom which are no longer quarks and gluons but
the composite states seen at this energy scale and a Lagrangian which matches that
of QCD in a certain sense. This new theory is known as an effective field theory
(EFT) and is understood to describe the physics of the strong interactions only at a
specific range of energies. The most important way to match the EFT Lagrangian
to the QCD Lagrangian is through reproducing in the former all the symmetries of
the latter, plus any symmetries of QCD that only emerge at low energy. We will say
more about EFTs shortly and will employ one in Chapters 2 and 3.
There is another approach to studying the strongly coupled regime of QCD which
has emerged out of string theory and utilizes dualities between two seemingly very
different theories to study one by working with the other. Though these dualities
are more firmly established for theories which resemble but are distinct from QCD,
there have been successful steps taken toward identifying and utilizing a theory
dual to QCD which encapsulates its strongly coupled regime. These dualities go
under the names gauge/gravity or bulk/boundary correspondences. We shall provide
more background on the duality approach to strongly coupled QCD later in the
introduction and then work with a particular one in Chapters 4 and 5.
1.1 Background
We give a brief background and refer to key papers related to the approaches to
strongly coupled QCD used later, namely effective field theories and gauge/gravity
dualities.
1.1.1 Background on Effective Field Theories
The physics of heavy quarks is simplified by the kinematic effects of the quark’s
large mass. Even at low energies, a heavy quark will have interactions with the
2
strongly interacting background which are amenable to a perturbative expansion.
However, the expansion is no longer organized by powers of the coupling strength
but instead by powers of the quark’s velocity (Isgur and Wise (1989); Eichten and
Hill (1990); Georgi (1990)). In the limit that its mass is taken to infinity, the quark
acts only as a static source of a chromoelectric field. A power counting scheme is
introduced which arranges higher order terms into increasing powers of its inverse
mass. In particular, the magnetic coupling of the quark, which is the lowest order
spin-dependent interaction in this power counting scheme, is not of leading order,
and so at leading order the spin of the heavy quark is irrelevant. Thus we arrive at
the emergent infrared symmetry of heavy quark spin symmetry.
The QCD Lagrangian also contains light quarks, in particular the up and down
quark. If they had no mass terms, the classical Lagrangian possesses an U(2)L×U(2)R
symmetry which acts on the left-handed and right-handed (massless) up and down
quarks. This symmetry is anomalously broken by quantization, leaving the chiral
symmetry group SU(2)L × SU(2)R as well as a U(1) corresponding to global phase
invariance, which leads to baryon number conservation. Chiral symmetry is only
approximate; it is broken spontaneously by the QCD vacuum state via the formation
of condensates. This leaves only the SU(2) isospin symmetry, which is itself broken
explicitly by the different up and down quark masses. Both effects are small and
chiral symmetry remains an approximate symmetry of QCD at low energy. The
consequence of this is that fluctuations around the ground state include no massless
Goldstone bosons but light pseudo-Goldstone bosons, the pions. An effective field
theory of these particles at this energy scale must therefore incorporate approximate
chiral symmetry plus its explicit breaking by mass differences.
We now describe how to couple the physics of heavy quarks at low energy to that
of light quarks at low energy. In particular we want to consider singly-heavy mesons,
those consisting of a heavy quark and a light antiquark, and their coupling to the
3
Table 1.1: Behavior of the heavy quark field under various transformation groups
Symmetry Group Representation Action on Field
Heavy quark spin SU(2) S(nˆ, θ) = exp(iθnˆ · σ/2) H ′a = SHa
Isospin SU(2) V (nˆ, θ) = exp(iθnˆ · σ/2) H ′a = HbV †ba
Spatial rotations SO(3) U(nˆ, θ) = exp(iθnˆ · σ/2) H ′a = UHaU †
Charge conjugation Z2 {12×2, C = iσ2} H ′a = {Ha, C−1H∗aC}
Spatial parity Z2 P ∈ {1,−1} H ′a = PHa
pseudo-Goldstone bosons. This is accomplished using heavy hadron chiral pertur-
bation theory or HHχPT (Wise (1992); Burdman and Donoghue (1992); Yan et al.
(1992)). Rotation of the heavy quark spin can turn the singly heavy pseudoscalar
meson, which we take to be the B¯ meson, into its 1− vector meson excited state
B¯∗. This makes it natural to group the pseudoscalar and vector mesons into a HQS
symmetry superfield (Isgur and Wise (1989)). Taking the heavy meson to be static,
we write its superfield as (Hu and Mehen (2006) and references therein)
Ha = Pa + V
iσi (1.1)
and that of the singly heavy antimesons B and B∗ as
H¯a = P¯a − V¯ iaσi . (1.2)
The index a labels the flavor of the light (anti)quark, so that Hu = B¯
+, Hd = B¯
0, etc.
The HHχPT Lagrangian should respect the rotational symmetry, spatial time and
time reversal, charge conjugation because these are exact symmetries of QCD, and
the lowest order terms should respect both heavy quark spin symmetry and chiral
symmetry with terms breaking these symmetries appearing at higher order in their
respective small parameters. Interactions which explicitly break these latter two can
be added in order to match their breaking in QCD. Table 1.1 shows the behavior of
the heavy quark field under these transformation groups.
In this thesis, we will use the theory to describe two states which are thought to be
weakly bound heavy mesons. The Belle Collaboration has measured two resonances
4
lying near the BB¯∗ and B∗B¯∗ threshold called the Zb(10610) and Zb(10650), or
more briefly Zb and Z
′
b respectively, in the processes Υ(5S) → Υ(nS)pi+pi− with
n = 1, 2, and 3 and Υ(5S) → hb(nP )pi+pi− with n = 1 and 2 (Adachi (2011)). The
experimental data implies quantum numbers IG(JP ) = 1+(1+) for these resonances
or Zb and Z
′
b states. Their decay widths are known to be about 15 MeV. The
resonances’ masses may lie a few MeV above or below their respective thresholds,
where the disagreement stems from uncertainty about which precise line shape to
use (Adachi (2011); Cleven et al. (2011)). Heavy quark spin symmetry suggests
that other resonances called Wb0 and W
′
b0 with quantum numbers I
G(JP ) = 1−(0+)
and Wb1 and Wb2 with quantum numbers 1
−(1+) and 1−(2+) might exist (Bondar
et al. (2011); Voloshin (2011)). The Belle Collaboration has also analyzed the decays
Υ(5S) → B(∗)B¯(∗)pi and found further evidence for the existence of the Zb and Z ′b
(Adachi et al. (2012)).
1.1.2 Background on Gauge/Gravity Dualities
Dirichlet branes, or D-branes, are non-perturbative objects in string theory on which
open strings can end (Polchinski (1995, 1996)), and are partially classified by the
number of spacetime directions in which they have non-zero extent. In particular
a Dp-brane extends in p + 1 spacetime dimensions and imposes Dirichlet boundary
conditions in those dimensions on the strings which end on it. D-branes provide a
description of the dynamics of the strings ending on them, which at low energies is a
Yang-Mills gauge theory. A collection of N coincident D-branes gives rise to a U(N)
gauge theory. Furthermore, dualities within string theory relate the dynamics of open
strings ending on the D-brane to the geometry of the surrounding spacetime in which
the D-brane resides. An approach to strongly coupled gauge theories has emerged
from D-branes in recent years and is known as bulk/boundary or gauge/gravity corre-
spondence. The first example of such correspondence is the AdS/CFT duality which
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related maximally supersymmetric Yang-Mills theory in four dimensions, which is a
conformal field theory (CFT), to type IIB supergravity on a background formed from
combining anti-de Sitter space (AdS) and a sphere (Maldacena (1998a); Gubser et al.
(1998); Witten (1998a)). It is known that the absorption cross sections of various
particles, specifically the massless closed string states, by N coincident D3-branes
agrees with the absorption cross sections of these particles by a solitonic 3-brane
solution of classical supergravity in the limit of large string tension and large string
coupling (Gubser et al. (1997)). In Maldacena (1998a), this agreement is sharpened
and extended to a conjectured duality between the Hilbert spaces of the boundary
supersymmetric Yang-Mills theory on the coincident D3-branes and of a string the-
ory living on a certain background geometry. In the low energy regime, the string
theory is truncated to a supergravity theory. The correspondence is non-perturbative
in the coupling and when the coupling of the gauge theory is strong, the curvature
of the dual gravitional theory is small. Consequently, even though perturbation
theory is not applicable in the gauge theory, its gravity dual admits a perturbative
treatment. The symmetries of these two theories agree, which is a first check of the
conjectured duality between them. Deformations of the theory lead to the notion of
a “holographic dictionary” relating the deformation of the boundary gauge theory
to the on-shell action of classical field in the gravitational background of the dual
supergravity theory (Gubser et al. (1998); Witten (1998a); Balasubramanian et al.
(1999a); Horowitz and Ooguri (1998)). The dictionary specifies how to compute the
expectation value of gauge invariant operators in the Yang-Mills theory: one solves
the classical field equations in the gravitational theory with boundary conditions
given by the smearing functions that match the specified source at the boundary.
For example, insertions of the gauge theory’s energy-momentum tensor operator re-
sult in a source term for the graviton field in the gravitational dual. Correlators are
computed by multiple insertions of the field operators and are related by the dic-
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tionary to Green functions in the bulk. In addition to point-like operator insertions
on the boundary, we would like to study the physics of Wilson loops on the bound-
ary. A Wilson loop in the boundary gauge theory is dual to a Nambu-Goto string
ending on the contour of the Wilson loop on the conformal boundary of the bulk
space (Maldacena (1998b)). The classical on-shell configuration of the Nambu-Goto
string minimizes its worldsheet area. Once this is known, the expectation value of
the Wilson loop is the classical action of the dual Nambu-Goto string.
The appearance of other correspondences relating gauge theories without super-
symmetry or conformal symmetry to gravity duals has given hope that there could
be a gravitational theory dual to QCD which describes its low energy, nonperturba-
tive regime. Some approaches to find such a dual QCD begin, as in the AdS/CFT
correspondence itself, with a string theory in a background configuration of branes
engineered to give confinement, chiral symmetry breaking, and multiple flavors of
quarks (Witten (1998b); Brower et al. (2000); Polchinski and Strassler (2002); Karch
and Katz (2002); Sakai and Sugimoto (2005a,b)). The advantage of this approach is
that the resulting low energy limit is known by design to have a consistent UV com-
pletion about which something is known. Furthermore, nonperturbative techniques
may be available through knowledge of the dynamical origins of the background
which simplify computations. A disadvantage is that D-brane worldsheet theories
bring with them much structure, like supersymmetry, which introduces fields not yet
seen in nature and which may be unphysical. In order to compare to QCD theory,
one must eliminate these features as much as possible. As an example, a compu-
tation of the Wilson loop using confining top-down theories to results known from
lattice QCD is given in Kol and Sonnenschein (2011). An alternative is the bottom-
up approach which is instead to posit a gravitational background which is assumed
to encapsulate the scaling behavior of QCD. This approach to low energy QCD is
known as AdS/QCD (Erlich et al. (2005); Da Rold and Pomarol (2005); Karch et al.
7
(2006); Andreev and Zakharov (2006); Forkel and Klempt (2009); Branz et al. (2010);
Vega and Schmidt (2010); Boschi-Filho et al. (2012)). The disadvantage of this ap-
proach is that the background is ad hoc without specific knowledge of the underlying
ultraviolet physics. That is, rather than coming from a theory which is known to be
consistent to all orders it is chosen based on phenomenological considerations and
its validity is tested by comparison with experiments or other calculations such as
lattice QCD. The advantages of this approach is that it is known by construction to
bear close relation to QCD and brings with it no extra field content, symmetries, etc.
which complicate real world applicability. This is the approach we shall use. The
bottom-up approach has been shown to be capable of accounting for many QCD
phenomena. (Erlich et al. (2005); Da Rold and Pomarol (2005); Karch et al. (2006);
Andreev and Zakharov (2006, 2007); Brodsky and de Teramond (2008); Forkel and
Klempt (2009))
The gluonic field between a static quark and antiquark pair is described by a rect-
angular Wilson loop taken to be infinitely long in the time direction. The expectation
value of the Wilson loop operator o
W [Cr×T ] =
∫
[dA] e−SYM Pexp (− ∮ C A · dx) (1.3)
is related to the spectrum of binding energies, where SYM[A] = −12
∫
trF 2 is the
Yang-Mills gauge field action and Fµν = [Dµ, Dν ] is the field strength written in terms
of the gauge-covariant derivative Dµ = ∂µ− igAµ. The lowest lying potential is well-
approximated by the Cornell potential, which demonstrates perturbative Coulombic
behavior at short distances and linear confining behavior at long distances (Eichten
et al. (1978, 1980)). This form was originally inferred from experimental data and has
been confirmed by lattice QCD (Bali and Schilling (1992); Perantonis et al. (1989)).
One computes the expectation value of a Wilson loop operator for several widths r,
8
and then evaluates
V (r) = − lim
T→∞
lnW [Cr×T ]
T
≈ −4αs(r)
3r
+ σ r . (1.4)
In a suitable gravitational background AdS/QCD reproduces the Cornell potential
in very close numerical agreement with lattice simulation (Andreev and Zakharov
(2006); White (2007a)). Excited states of the gluonic field binding the quark-
antiquark pair give rise excited potentials. Their shapes are known from lattice
calculations (Bali et al. (2000); Juge et al. (2003)). Using an AdS/QCD model of
the gluonic interactions within the static quarkonium state, we seek to reproduce the
first excited potential. Using AdS/QCD to study excited static potentials has not
been performed before and provides a non-trivial check of the holographic approach
to QCD.
1.2 Overview
In Chapter 2 we model the resonances Zb and Z
′
b as molecular states composed of
BB¯∗ and B∗B¯∗ mesons, respectively, which are bound by short range interactions,
which are all those S wave interactions respecting heavy quark spin symmetry at
leading order in the power counting. The closeness of the resonances to the two
meson thresholds implies very weak binding by these interactions. Moreover the
strong S wave coupling to these thresholds strongly suggests that these states are
molecular in nature, i.e. that they act as loosely bound heavy mesons, at least at
long distances. Using this model, we determine the line shape of these resonances as
well as their decay rates to mesonic constituents. Furthermore, we establish relation-
ships among the decay rates implied by heavy quark spin symmetry. Afterwards, the
leading corrections to the HQSS predictions are calculated using an explicit HHχPT
Lagrangian and incorporating the kinematic effects of heavy quark spin symmetry
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breaking, specifically slightly different masses for the Zb and Z
′
b resonances. Pre-
dictions are made for the ratios of decay rates of the HQSS multiplet through their
respective channels.
In Chapter 3 we continue with the analysis of the Zb and Z
′
b resonances. We
focus on the line shapes observed at the Belle collaboration in the decay Υ(5S) →
B(∗)B¯(∗)pi. Starting with the short distance effective Lagrangian used in Chapter 2,
we account for heavy quark spin symmetry breaking effects kinematically by using
mass splittings between the Zb and Z
′
b resonances, equivalently the B and B
∗ mesons
in our molecular picture, as well as dynamically through explicit HQSS breaking
interactions in the Lagrangian. The latter are those S wave interactions at low-
est order in the power counting which break HQSS. Rescattering effects mediated
by this Lagrangian alter the line shapes of the resonances and induce propagators
which we derive. Combining the propagators computed in this way with the decay
dynamics in the HHχPT Lagrangian, we compute the angular distribution of the
decay processes Υ(5S)→ Z(′)b pi and compare with experimental data for the decays
Υ(5S)→ B(∗)B¯∗pi.
In Chapter 4 we will investigate the two-point correlation function of the gluon
field strength operator in QCD and simultaneously treat the related problem of how
the field strength operator’s scaling dimension depends on scale. In AdS/CFT, pro-
tected operators on the boundary have constant scaling dimension known via the
duality as certain functions of parameters of the Lagrangian describing their dual
field in the bulk (Gubser et al. (1998); Witten (1998a)). We repeat the computa-
tions which led to these results using a worldline representation of the bulk field
theory, which reexpresses the dynamics of the fields in the bulk using a particle rep-
resentation. Doing so, we can reproduce the known results. This technique can be
extended to generic backgrounds, including the one used in the AdS/QCD model,
which holds up best in comparison to lattice results (Andreev and Zakharov (2006);
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White (2007a); Andreev and Zakharov (2007)). Using a WKB approximation to the
path integral representing the worldline propagator, we arrive at an expression for
the boundary-to-boundary propagator for the field, which depends on our knowledge
of its anomalous scaling dimension. We compare the AdS/QCD result to lattice QCD
calculations and find good agreement.
In Chapter 5 we continue with the AdS/QCD setup of Chapter 4, turning the
methods now to the computation of the lowest lying excited potential of hybrid
quarkonium, i.e. a heavy quark-antiquark pair bound by an excited potential as
described previously. We develop a model of the excitation using the confining
behavior of the long-distance field strength propagator. In this context, we interpret
the propagator’s exponentially decaying behavior as a result of the dynamical mass
generation of the excitation propagating in the bulk. This model agrees with the
picture from lattice simulations in which a static non-perturbative excitation of the
gluonic field, called a gluelump or a valence gluon, exists along with the perturbative
exchange of instantaneous gluons. In the AdS/QCD model, adding the gluelump
excitation gives a non-perturbative shift to the lowest lying potential which give it
behavior qualitatively like the lowest hybrid potential, in particular it eliminates the
Coulombic behavior at short interquark separation and instead gives rise to a finite
potential in the limit of vanishing separation. To achieve closer numerical agreement,
it is necessary also to look at the exchange of instantaneous gluons between the heavy
static sources and the gluelump. Modeling the gluelump as a massive gauge-adjoint
state and making a nonrelativistic expansion of its propagation, we keep from first
order in its inverse mass expansion the relevant coupling to the instantaneous gluons.
After adding this term to the AdS/QCD model of the hybrid potential, we compare
with results from the lattice and find good agreement.
At low energies the degrees of freedom of perturbative QCD complicate the anal-
ysis of physical problems. In Chapters 2 and 3 we develop and utilize an effective
11
field theory to describe the physics of resonances in bottomonium decays. This
model describes mesons at low energy using effective contact interactions between
heavy mesons as well as their coupling to pions. Using this theory, we proceed with
a calculation of the line shape and decay rates of the Zb and Z
′
b states under the
assumption that they are molecular bound states of BB¯∗ and B∗B¯∗ respectively.
The results compare favorably with experimental data. In Chapters 4 and 5, we
study in two stages the lowest lying excited potential binding a static heavy quark
and antiquark within the framework of gauge/gravity duality. First we establish the
ability of the duality to reproduce the two-point correlation function of a Yang-Mills
field strength operator at distances both shorter than and longer than the natural
distance scale of confinement. This technique is crucial to the analysis of the po-
tential between two static heavy chromoelectric charged sources in its first excited
state. The commonality between these two lines of work is that they express the
physics of quantum chromodynamics not as quarks and gluons but in terms of other
fields better suited for the low energy physics of that theory. Their ability to recover
with some numerical accuracy results from both experiment and direct simulation
of QCD is crucial to our ability to make progress in the study of the physics of the
strong nuclear interaction.
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2Heavy Quark Symmetry Predictions for Weakly
Bound B-Meson Molecules
Recently1 the Belle Collaboration observed two resonances, Zb(10610) and Zb(10650)
hereafter called Zb and Z
′
b respectively, lying near the BB¯
∗ and B∗B¯∗ thresholds in
the decays Υ(5S)→ Υ(nS)pi+pi− (n = 1, 2, or 3) and Υ(5S)→ hb(mP )pi+pi− (m = 1
or 2) (Adachi (2011)). The Zb and Zb resonances have widths of about 15 MeV and
masses a few MeV above the BB¯∗ and B∗B¯∗ thresholds, respectively. However, an
analysis in Cleven et al. (2011) concludes that an interpretation of the states as
bound states lying below the B(∗)B¯∗ threshold is still consistent with the available
data on the decays Υ(5S)→ Z(′)b pi → hbpi+pi−. This conclusion depends on using line
shapes for the Z
(′)
b which account for the coupling of the Z
(′)
b to the nearby B
(∗)B¯∗
thresholds rather than using the Breit-Wigner form as was done the experimental
analysis (Adachi (2011)). It is natural to suppose that these are molecular states of
bottom and anti-bottom mesons. Under this assumption, we introduce an effective
field theory for the Zb and Z
′
b, as well as similar unobserved states that are expected
1 The work presented in this chapter was performed in collaboration with Thomas Mehen and
published in Mehen and Powell (2011).
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on the basis of heavy quark spin symmetry. The molecules are assumed to arise from
short-range interactions that respect heavy quark spin symmetry. We use the theory
to calculate line shapes in the vicinity of B(∗)B¯(∗) thresholds as well as two-body
decay rates of the new bottom meson bound states. We derive new heavy quark spin
symmetry predictions for the parameters appearing in the line shapes as well as the
total and partial widths of the states. The experimental analysis favors the quantum
numbers IG(JP ) = 1+(1+) for the Zb and Z
′
b states. Arguments based on heavy quark
spin symmetry (Bondar et al. (2011); Voloshin (2011)) indicate that there should be
similar states called Wb0 and W
′
b0 with quantum numbers I
G(JP ) = 1−(0+), as well
as possibly Wb1 and Wb2 with quantum numbers 1
−(1+) and 1−(2+), respectively.
2.1 Effective Field Theory Coupling States to the Nearby Threshold
In this chapter, we will assume that Zb and Z
′
b states are weakly bound molecules
of heavy bottom mesons. This is the approach adopted in Yang et al. (2012); Chen
et al. (2011); Zhang et al. (2011). For alternative interpretations of these states
as tetraquarks, see Guo et al. (2011); Ali (2011); Cui et al. (2012). Nieves and
Valderrama (2011) uses the existence of the X(3872) state and arguments based on
heavy quark flavor symmetry to argue that molecular states in the bottom sector
must exist. Assuming the states are weakly bound molecules means they can be
studied using a low energy, nonrelativistic effective field theory (EFT) consisting of
kinetic terms for the mesons and contact interactions whose coefficients are tuned
to produce the bound states with energies close to threshold. A theory of this kind
called XEFT has been developed for X(3872), which is thought to be a shallow S-
wave bound state of D0D¯∗0 + D¯0D∗0 (Fleming et al. (2007); Fleming and Mehen
(2008); Braaten et al. (2010); Mehen and Springer (2011)). The purpose of this
chapter is to construct the analogous theory for the isovector Zb, Z
′
b, and W
(′)
bJ states.
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This theory is similar in structure to the pionless effective theory used for very low
energy nuclear physics (Chen et al. (1999); van Kolck (1999)). It will be used to derive
line shapes for the resonances that are valid near the relevant B(∗)B¯(∗) thresholds as
well as to calculate the two-body decays of the resonances. The predicted line shapes
and decay rates incorporate the constraints imposed by heavy quark symmetry. New
predictions for the parameters in the line shapes and for the total and partial widths
of these states are obtained. Experimental tests of these predictions should aid in
the interpretation of the Zb and Z
′
b states and as well as in searching for their HQSS
partners.
The EFT of this chapter can be applied when the relative momentum of the
B(∗)B¯(∗) mesons is much smaller than the pion mass. In two-nucleon scattering, a
box diagram with two-pions is suppressed relative to one-pion exchange by Q/ΛNN .
The power counting scheme sets Q ∼ p ∼ mpi and the momentum scale is 1/ΛNN =
g2AMN/(8pif
2
pi) ≈ 1/(300 MeV), where MN is the nucleon mass, gA is the nucleon
axial coupling and fpi is the pion decay constant (Kaplan et al. (1998)). Perturbative
treatment of pions fails in two-nucleon systems (Fleming et al. (2000)) when p ≥ mpi.
For pion exchanges between a B∗ and B(∗) meson, the expansion parameter isQ/ΛBB,
where 1/ΛBB = g
2MB/(8pif
2
pi). Here MB is the B meson mass and g is the axial
coupling of heavy mesons. g takes a value between 0.5 and 0.7, which yields 160
MeV ≤ ΛBB ≤ 320 MeV. Since ΛBB ≈ ΛNN we expect that a perturbative treatment
of pions will fail in the B meson sector for p ∼ mpi, but a pionless effective theory
should work for p mpi. Some authors expect a value of ΛBB roughly twice the size
of ours, thereby extended the implied domain of applicability of the EFT (Nieves
and Valderrama (2011)).
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The Lagrangian we will use to describe low energy B(∗)B¯(∗) scattering is
L = Tr[H†a
(
i∂0 +
~∇2
2M
)
ba
Hb] +
∆
4
Tr[H†a σ
iHa σ
i] (2.1)
+ Tr[H¯†a
(
i∂0 +
~∇2
2M
)
ab
H¯b] +
∆
4
Tr[H¯†a σ
i H¯a σ
i]
− C00
4
Tr[H¯†aH
†
aHbH¯b]−
C01
4
Tr[H¯†aσ
iH†aHbσ
iH¯b]
− C10
4
Tr[H¯†aτ
A
aa′H
†
a′Hbτ
A
bb′H¯b′ ]−
C11
4
Tr[H¯†aτ
A
aa′σ
iH†a′Hbτ
A
bb′σ
iH¯b′ ] .
Here a and b are SU(2) isospin indices, isospin matrices are normalized as τAabτ
B
ba =
δAB, traces are over spin indices which are not explicit, and Ha(H¯a) is the heavy
meson (heavy anti-meson) superfield. In terms of components, Ha = Pa + V
iσi
and H¯a = P¯a − V¯ iaσi, where Pa (P¯a) and V ia (V¯ ia ) are the pseudoscalar and vec-
tor B¯ (B) mesons, respectively. The transformation properties of the fields under
heavy quark spin and other symmetries are given in Fleming and Mehen (2008).
In Eq. (2.1), the mass M in the kinetic terms is the spin-averaged B meson mass,
M = (3MB∗+MB)/4 = 5314 MeV. The first three terms are the leading heavy hadron
chiral perturbation theory Lagrangian of Wise (1992); Burdman and Donoghue
(1992); Yan et al. (1992), written in the two-component notation of Hu and Mehen
(2006). The next three terms are the Lagrangian for anti-heavy mesons. The kinetic
terms must be promoted to leading order to prevent pinch singularities in B(∗)B¯(∗)
scattering, as is conventional in nonrelativistic theory. The heavy mesons and anti-
heavy mesons interact via the remaining terms in the Lagrangian which are contact
interactions that mediate S-wave heavy meson scattering. Contact interactions of
this type first were written down in AlFiky et al. (2006), where the operators consid-
ered are proportional to Tr[H†aHa] Tr[H¯
†
b H¯b] and Tr[H
†
aHaσ
i] Tr[H¯†bσ
iH¯b]. It is easy
to see that these operators can be written in terms of the single trace operators
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given above using Fierz transformations. In the case of B(∗)B¯(∗) scattering, one can
classify states in terms of the total spin of the heavy quark and antiquark (SQQ¯), and
the total angular momentum (Sqq¯) and isospin (I) of the light degrees of freedom.
Since the light degrees of freedom in the B and B¯ meson are isodoublets and have
spin-1/2, the possible states of the light degrees of freedom are: i) I = Sqq¯ = 0, ii)
I = 0 and Sqq¯ = 1, iii) I = 1 and Sqq¯ = 0, or iv) I = Sqq¯ = 1. The four operators in
Eq. (2.1) mediate S-wave scattering in each of these channels and the notation for
the coefficients is that the operator with coefficient CIS mediates scattering in the
isospin I and spin S = Sqq¯ channel. In the heavy quark limit scattering should be
independent of SQQ¯.
Bondar et al. (2011) classified possible bound states of B and B¯ mesons and
concluded that there should be at least four and maybe six such isotriplet states.
The wavefunctions of these states in terms of their SQQ¯ and Sqq¯ quantum numbers
are derived in Voloshin (2011). (See also Eq. (2.25) below.) Wb1 and Wb2 are pure
states with SQQ¯ = Sqq¯ = 1. The remaining states are mixtures of Sqq¯ = 0 or 1
and SQQ¯ = 0 or 1. If the mechanism that leads to shallow bound states operates in
the Sqq¯ = 1 channel or both Sqq¯ = 0 and Sqq¯ = 1 channels, one expects to find all
six shallow bound states. If the mechanism operates only in the Sqq¯ = 0 channel,
then only four shallow bound states (Zb, Z
′
b,Wb0, and W
′
b0) are expected. We will
primarily focus on the former case, then comment on the latter at the end of the
chaper.
The interpolating fields for these states are given by (we will drop the subscript
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b in what follows):
ZA i =
1√
2
(V iaτ
A
abP¯b − PaτAabV¯ ib ) (2.2)
Z ′A i =
i√
2
ijkV ja τ
A
abV¯
k
b
WA0 = Paτ
A
abP¯b
W ′A0 =
1√
3
V iaτ
A
abV¯
i
b
WA i1 =
1√
2
(V iaτ
A
abP¯b + Paτ
A
abV¯
i
b )
WAλ2 = 
λ
ijV
i
aτ
A
abV¯
j
b ,
where λij is a basis for symmetric traceless polarization vectors normalized as 
λ
ij
λ′
ij =
δλλ
′
, and a and b label flavor antifundamental and fundamental indices, respectively.
It is also possible to define isoscalar interpolating fields that are obtained from those
in Eq. (2.2) by dropping the index A and replacing τAab → δab/
√
2. We will focus on
isovector states in what follows, the generalization to isoscalars is straightforward.
It is enlightening to rewrite the contact interactions in terms of these interpolating
fields. For the isovector fields these are
Lcontact = −2C11
(
WA i †1 W
A i
1 +
∑
λ
WA †2λW
A
2λ
)
(2.3)
− 1
2
(
WA ′ †0 W
A †
0
)( 3C10 + C11 √3(C11 − C10)√
3(C11 − C10) C10 + 3C11
)(
WA ′0
WA0
)
− ( Z ′A i † ZA i † )( C10 + C11 C11 − C10
C11 − C10 C10 + C11
)(
Z ′A i
ZA i
)
= −2C11
(
WA †0+ W
A
0+ + Z
A i †
+ Z
A i
+ +W
A i †
1 W
A i
1 +
∑
λ
WA †2λW
A
2λ
)
(2.4)
− 2C10
(
WA †0−W
A
0− + Z
A i †
− Z
A i
−
)
,
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where in the last line the interactions are diagonalized by defining the fields WA0+ =
1
2
W ′A0 +
√
3
2
WA0 , W
A
0− =
√
3
2
W ′A0 − 12WA0 and ZA± = 1√2(ZA±ZA ′). The Lagrangian for
isoscalar terms is obtained by dropping the superscripts A and replacing C1i → C0i,
i = 0 or 1. Though we have diagonalized the interactions in Eq. (2.4), we will not
work in this basis because the ZA and Z ′A are split by the hyperfine splitting, ∆ = 46
MeV, and the WA0 and W
′A
0 are split by 2∆ = 92 MeV.
The power counting for nonrelativistic theories with short-ranged interactions
that support shallow bound states and/or large scattering lengths is explained in
van Kolck (1999); Kaplan et al. (1998). The T-matrix for elastic scattering consists
of bubble diagrams with contact interactions at the vertices. Loop momenta scale as
Q, loop energies as Q2, and non-relativistic propagators as Q−2. With this counting
the loops are O(Q). The large scattering lengths/shallow bound states require an
interaction to be treated nonperturbatively, so the S-wave contact interactions in
Eq. (2.3), C10 and C11, are O(Q
−1), and the leading order calculation of the T -
matrix is obtained by summing these contact interactions to all orders. Contact
interactions with additional derivatives, which are responsible for higher order terms
in the effective range expansion, can be treated perturbatively. The leading order
expression for the T -matrix for B∗B¯∗ scattering in the WA2 channel is
TW2 =
1
−1/(2C11)− ΣB∗B¯∗(E)
, (2.5)
where ΣB∗B¯∗(E) is computed from a one-loop diagram containing nonrelativistic B
∗
and B¯∗ propagators of total energy E and is given by:
ΣB∗B¯∗(E) =
M
4pi
(
Λ−
√
M(2∆− E)− i
)
. (2.6)
The energy E is measured with respect to the BB¯ threshold. Here Λ is the ultraviolet
cutoff, which is present because the loop integral is linearly divergent. This linear
divergence is present in either a hard cutoff or PDS scheme (Kaplan et al. (1998)).
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The linear divergence in Eq. (2.6) is cancelled by the coupling constant
C11 = C11(Λ) =
2pi
M
1
−Λ + γ11 , (2.7)
so the T-matrix is given by
TW2 =
4pi
M
1
−γ11 +
√
M(2∆− E)− i . (2.8)
The T -matrix has a bound state pole at E = 2∆ − γ211/M for γ11 > 0. A similar
calculation for the WA1 channel yields
TW1 =
4pi
M
1
−γ11 +
√
M(∆− E)− i , (2.9)
which has a bound state pole at E = ∆ − γ211/M . If shallow bound states WA1 and
WA2 exist, heavy quark symmetry predicts their binding energies to be the same. On
the other hand, if γ11 < 0, then there are no shallow bound states. In this case,
heavy quark symmetry predicts the S-wave scattering length for B meson scattering
in these channels to be the same.
For ZA and Z ′A states we must solve a coupled channel problem. The T -matrix
is given by
T−1Z = −C−1Z − ΣZ(E) , (2.10)
where CZ and ΣZ(E) are matrices given by
CZ =
(
C10 + C11 C11 − C10
C11 − C10 C10 + C11
)
, (2.11)
ΣZ(E) =
(
ΣB∗B¯∗(E) 0
0 ΣBB¯∗(E)
)
(2.12)
=
M
4pi
(
Λ−√M(2∆− E)− i 0
0 Λ−√M(∆− E)− i
)
,
ΣBB¯∗(E) =
M
4pi
(
Λ−
√
M(∆− E)− i
)
. (2.13)
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The cutoff dependence in the T -matrix can be completely cancelled if the coupling
C10 has the same form as C11 in Eq. (2.7), i.e., if C10 = C10(Λ) = 2pi/(M(−Λ+γ10)).
For the T -matrix we find
TZ =
(
TZ′Z′ TZ′Z
TZZ′ TZZ
)
, (2.14)
with the components given by
TZ′Z′ =
4pi
M
−γ+ +
√
M(∆− E)− i
(γ+ −
√
M(∆− E)− i)(γ+ −
√
M(2∆− E)− i)− γ2−
(2.15)
TZ′Z =
4pi
M
γ−
(γ+ −
√
M(∆− E)− i)(γ+ −
√
M(2∆− E)− i)− γ2−
(2.16)
TZZ =
4pi
M
−γ+ +
√
M(2∆− E)− i
(γ+ −
√
M(∆− E)− i)(γ+ −
√
M(2∆− E)− i)− γ2−
, (2.17)
where γ± = (γ11 ± γ10)/2 and TZ′Z = TZZ′ .
Solving the analogous problem in the W ′0 and W0 channels, we obtain
TW ′W ′ =
4pi
M
−γW+ +
√−ME − i
(γW+ −
√−ME − i)(γW ′+ −
√
M(2∆− E)− i)− (γW− )2
(2.18)
TW ′W =
4pi
M
γW−
(γW+ −
√−ME − i)(γW ′+ −
√
M(2∆− E)− i)− (γW− )2
(2.19)
TWW =
4pi
M
−γW ′+ +
√
M(2∆− E)− i
(γW+ −
√−ME − i)(γW ′+ −
√
M(2∆− E)− i)− (γW− )2
(2.20)
where TW ′W = TWW ′ , γ
W
+ = (γ10 + 3γ11)/4, γ
W ′
+ = (3γ10 + γ11)/4, and γ
W
− =
√
3(γ11 − γ10)/4 =
√
3γ−/2.
These amplitudes are valid near the relevant threshold. Specifically, if we take the
molecular state to have a binding energy of γ2/M , then for γ  mpi we can expand
the amplitudes in powers of γ/
√
M∆, where
√
M∆ = 494 MeV. For example, the
Z ′b state in the vicinity of the B
∗B¯∗ threshold will have energy E = 2∆ − γ2/M .
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Expanding the denominator in the expression for TZ′Z′ to leading order in γ, we find
TZ′Z′ =
4pi
M
1
−γ+ + γ +O(γ2/
√
∆M)
, (2.21)
The pole in the amplitude is at γ ' γ+ or E ' 2∆ − γ2+/M , corresponding to a Z ′
mass mZ′ = 2MB∗ − γ2+/M . For the other states the binding energies are γ2A/M ,
where A=Z,Z ′,W0,W ′0,W1 or W2, and are given by
γZ = γZ′ = γ+ (2.22)
γW1 = γW2 = γ11
γW0 =
γ10 + 3γ11
4
=
γZ + γW1
2
γW ′0 =
3γ10 + γ11
4
=
3γZ − γW1
2
.
These relations between the binding momenta are consequences of heavy quark sym-
metry. Corrections to these predictions coming from the O(γ2/
√
M∆) terms in
the denominator of Eq. (2.21) are expected to be between 10%-20% for binding
energies in the range 1-4 MeV. Expanding the T -matrices in powers of γ/
√
M∆
is only valid near the pole. If one is interested in, for example, line shapes in
B(∗)B¯(∗) scattering away from the pole, then one must account for the full coupled-
channel dynamics, which is described by the T -matrices in Eqs. (2.15,2.16,2.17) and
Eqs. (2.18,2.19,2.20).
We can incorporate the effects of decays of these resonances on the line shapes
by explicitly violating unitarity. If the decays to other states also respect heavy
quark spin symmetry, then we expect that incorporating these decays will just give
imaginary components in the couplings of Eq. (2.1). So we promote C00, C01, C10
and C11 to complex values, which also means γ00, γ01, γ10 and γ11 are complex. For
each of them, we can write γIS = −1/aIS + iΓIS/2, where aIS is the scattering length
and ΓIS is the total width of the bound state in the IS channel. The relations in
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Eq. (2.22) will still hold since they are a consequence of heavy quark spin symmetry
and now give relationships among their imaginary components, i.e., the total widths.
One prediction
Γ11 = Γ[W1] = Γ[W2] =
3
2
Γ[W0]− 1
2
Γ[W ′0] , (2.23)
was first derived in Voloshin (2011). In addition we also find that
Γ+ =
1
2
(Γ11 + Γ10) = Γ[Z] = Γ[Z
′] =
1
2
(Γ[W0] + Γ[W
′
0]) . (2.24)
The relation Γ[Z] = Γ[Z ′] was first derived in Bondar et al. (2011), while the last
equality of Eq. (2.24) is new.
One could derive the result of Eq. (2.24), as well as similar predictions for partial
decay rates, from the following decomposition of the wavefunction of the molecular
states in terms of their components of definite SQQ¯ ⊗ Sqq¯ (Voloshin (2011)):
W2 :1QQ¯ ⊗ 1qq¯
∣∣∣
J=2
(2.25)
W1 :1QQ¯ ⊗ 1qq¯
∣∣∣
J=1
W ′b0 :
√
3
2
0QQ¯ ⊗ 0qq¯ +
1
2
1QQ¯ ⊗ 1qq¯
∣∣∣
J=0
W0 :
√
3
2
1QQ¯ ⊗ 1qq¯
∣∣∣
J=0
− 1
2
0QQ¯ ⊗ 0qq¯
Z ′ :
1√
2
0QQ¯ ⊗ 1qq¯ −
1√
2
1QQ¯ ⊗ 0qq¯
Z :
1√
2
0QQ¯ ⊗ 1qq¯ +
1√
2
1QQ¯ ⊗ 0qq¯ .
The molecular states inherit their widths from those of their constituent states with
definite SQQ¯ ⊗ Sqq¯. Since the same constituent state appears in multiple molecules,
by restricting to decays which are sensitive only to one choice of SQQ¯ ⊗ Sqq¯, one can
arrive at relations among molecular decays. For SQQ¯ ⊗ Sqq¯ = 1 ⊗ 1, the result is
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Eq. (2.23). To derive the prediction in Eq. (2.24), consider the two Sz
QQ¯
= 0 spin
configurations of the two heavy quarks:
|SQQ¯ = 1, SzQQ¯ = 0〉 =
1√
2
(|↑↓〉+ |↓↑〉), (2.26)
|SQQ¯ = 0, SzQQ¯ = 0〉 =
1√
2
(|↑↓〉 − |↓↑〉). (2.27)
If SˆzQ is the operator that measures the magnetic quantum number of the heavy
quark only, then it is clear that
2SˆzQ|1, 0〉 = |0, 0〉 , 2SˆzQ|0, 0〉 = |1, 0〉 . (2.28)
Now let Ms,s′ denote the interpolating fields with SQQ¯ = s and Sqq¯ = s
′, with all
other indices labeling other quantum numbers suppressed for compactness. Then, it
follows from the above that
[2SˆzQ,M
†
1,0] = M
†
0,0, [2Sˆ
z
Q,M
†
0,0] = M
†
1,0. (2.29)
In what follows, h stands for any bottomonium state with allowed quantum numbers
and SQQ¯ = 0, and ` is any allowed configuration of light hadrons. We define |h˜i〉 =
2SiQ|h〉, which means h˜ is a bottomonium state with SQQ¯ = 1. Then for the matrix
element mediating the transition W ′0 → h`, we find
〈h`|W ′ †0 |0〉 =
√
3
2
〈h`|M †0,0|0〉 (2.30)
=
√
3
2
〈h`|[2SˆzQ,M †1,0]|0〉
=
√
3
2
〈h`|2SˆzQM †1,0|0〉
=
√
3
2
〈h˜(Sz=0)`|M † (Sz=0)1,0 |0〉
=
√
3
2
〈h˜(Sz=0)`|Z† (Sz=0)|0〉
= −
√
3
2
〈h˜(Sz=0)`|Z ′ † (Sz=0)|0〉
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Rotational symmetry can be used to extend this result to other values of Sz and
moreover implies that
〈h˜(Sz=m)`|Z† (Sz=m′)|0〉 ∝ δmm′ . (2.31)
Applying the result for h = ηb, which means h˜ = Υ, it follows that
|M(W ′0 → ηb`)|2 =
3
2
× 1
3
∑
spins
|M(Z → Υ`)|2. (2.32)
A similar analysis can be performed starting with a W0 instead. We find
Γ[W0 → ηb`] : Γ[W ′0 → ηb`] : Γ[Z → Υ`] : Γ[Z ′ → Υ`] =
1
2
:
3
2
: 1 : 1 .
(2.33)
This result is valid in the extreme heavy quark limit, in which Υ, ηb, Z
(′) and W (′)J
are all degenerate. 2 In reality decay rates will also depend on the available phase
space, which can be sensitive to the hyperfine splittings in each of the multiplets. For
example, in the decays to single pions calculated below, the rates are multiplied by a
prefactor of E2pi kpi or k
3
pi and these kinematic prefactors introduce large corrections to
Eq. (2.33) when the splittings between multiplets are not significantly larger than the
hyperfine splittings of the multiplets. For decays to P -wave bottomonia, a similar
derivation shows that
Γ[W0 → χb1`] : Γ[W ′0 → χb1`] : Γ[Z → hb`] : Γ[Z ′ → hb`] =
3
2
:
1
2
: 1 : 1
(2.34)
in the heavy quark limit. Eqs. (2.33) and (2.34) together imply the relationships
among total decay rates in Eq. (2.24) assuming decays to quarkonia dominate the
decays of the molecular states.
2 The degeneracy of Z(′) and W (′) is not a consequence of heavy quark spin symmetry, e.g., the
binding energies predicted from Eq. (2.22) are not the same. However, these corrections to the
masses of these resonances are O(γ2/M) and are expected to be a few MeV or less, and hence small
compared to mass differences inherited from the hyperfine splittings of their constituent mesons.
This lack of degeneracy is because the Z(′) and W (′) are linear combinations of members of different
heavy quark spin multiplets, cf. Eq. (2.25). The multiplets of heavy quark spin symmetry are the
(ZA+ ,W
A
+ ) and (Z
A
− ,W
A
− ) defined in the last line of Eq. (2.3) and in terms of these states heavy
quark spin symmetry predicts Γ[W− → ηb`] = Γ[Z− → Υ`] and Γ[W+ → χb`] = Γ[Z+ → hb`].
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2.2 Rates of Dominant Decays
One can explicitly check the claimed relationships among decay rates by computing
the rates to final states with one pion using HHχPT. To obtain these rates, we will
add to the Lagrangian of Eq. (2.1) the following interactions
LHHχPT = gTr[H¯†a σiH¯b]Aiab − gTr[H†aHb σi]Aiba (2.35)
+ 1
2
gpiΥ,ntr [Υ
†
nHaH¯b]A
0
ab +
1
2
gΥ,ntr [Υ
†
nHaσ
ji
↔
∂ jH¯a] + h.c.
+ 1
2
gpiχ,ntr [χ
†
n,iHaσ
jH¯b]ijkA
k
ab +
i
2
gχ,ntr [χ
†
n, iHaσ
iH¯a] + h.c. .
The first line above gives the piB(∗) and piB¯(∗) interactions. The next two lines are the
interactions of bottomonium states with the B-mesons. Heavy quark spin symmetry
groups the S- and P -wave bottomonium states into the multiplets
Υn = σiΥ
i(nS) + ηb(nS), (2.36)
χin = σ`
(
χi`b2(nP ) +
1√
2
i`mχmb1(nP ) +
1√
3
δi`χb0(nP )
)
+ hib(nP ).
Note that the Lagrangian is heavy quark spin symmetric except for the hyperfine
splitting terms proportional to ∆, so the symmetry is restored in the limit ∆ = 0.
From Eq. (2.35), one can compute the decay rates using the methods given in Fleming
et al. (2007); Fleming and Mehen (2008); Braaten et al. (2010); Mehen and Springer
(2011). The decay rates to S-wave bottomonia and a single pion are listed below.
We will drop the quantum number n, labeling the radial excitation level, but it is
important to keep in mind that the coupling constants gpiΥ, gpiχ, gΥ and gχ will be
different for distinct multiplets. The decay rates to S-wave bottomonia and a single
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pion are
Γ[W0 → piηb] = mηkpiE
2
pi
8pimW0f
2
pi
[
gpiΥ − 2ggΥ k
2
pi
Epi(Epi + ∆)
]2
O1 (2.37)
Γ[W ′0 → piηb] =
3mηkpiE
2
pi
8pimW ′0f
2
pi
[
gpiΥ − 2ggΥ k
2
pi
E2pi
(
1 +
1
3
∆
Epi −∆
)]2
O2
Γ[Z → piΥ] = mΥkpiE
2
pi
4pimZf 2pi
[[
gpiΥ − 2ggΥ k
2
pi
E2pi
(
1− ∆
3
Epi − 2∆
E2pi −∆2
)]2
+
2
9
[
ggΥ
k2pi
E2pi
∆
Epi −∆
]2]
O3
Γ[Z ′ → piΥ] = mΥkpiE
2
pi
4pimZ′f 2pi
[[
gpiΥ − 2ggΥ k
2
pi
E2pi
(
1 +
1
3
∆
Epi −∆
)]2
+
2
9
[
ggΥ
k2pi
E2pi
∆
Epi −∆
]2]
O4 .
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The decays to P -wave bottomonia and a single pion are
Γ[W0 → piχb1] = mχb1 k
3
pi
8pimW0f
2
pi
[
gpiχ +
2ggχ
Epi + ∆
]2
O1 (2.38)
Γ[W ′0 → piχb1] =
mχb1 k
3
pi
24pimW ′0f
2
pi
[
gpiχ +
2ggχ
Epi −∆
]2
O2
Γ[Z → pihb] = mhb k
3
pi
12pimZf 2pi
[
gpiχ + ggχ
( 1
Epi
+
1
Epi + ∆
)]2
O3
Γ[Z ′ → pihb] = mhb k
3
pi
12pimZ′f 2pi
[
gpiχ + ggχ
( 1
Epi
+
1
Epi −∆
)]2
O4
Γ[W1 → piχb0] = mχb0k
3
pi
18pimW1f
2
pi
[
gpiχ + 2ggχ
(3
4
1
Epi −∆ +
1
4
1
Epi + ∆
)]2
O5
Γ[W1 → piχb1] = mχb1k
3
pi
24pimW1f
2
pi
[
gpiχ +
2ggχ
Epi
]2
O5
Γ[W1 → piχb2] = 5mχb2k
3
pi
72pimW1f
2
pi
[
gpiχ +
2ggχ
Epi + ∆
]2
O5
Γ[W2 → piχb1] = mχb1k
3
pi
24pimW2f
2
pi
[
gpiχ +
2ggχ
Epi −∆
]2
O6
Γ[W2 → piχb2] = mχb2k
3
pi
8pimW2f
2
pi
[
gpiχ +
2ggχ
Epi
]2
O6 .
Decays not listed here can only proceed through higher-derivative interactions which
are suppressed compared to those listed. For compactness, we have defined the
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following non-perturbative factors:
O1 = 13 |〈0|PaτAabP¯b|WA0 〉|2 (2.39)
O2 = 13 |〈0| 1√3V iaτAabV¯ ib |W ′A0 〉|2
O3 = 19 |〈0| 1√2(V iaτAabP¯b − PaτAabV¯ ib )|ZA i〉|2
O4 = 19 |〈0| 1√2 iijkV ja τAabV¯ kb |Z ′A i〉|2
O5 = 19 |〈0| 1√2(V iaτAabP¯b + PaτAabV¯ ib )|WA i1 〉|2
O6 = 115 |〈0|ijλ V iaτAabV¯ jb |W λ2 〉|2 .
Each of these has a prefactor of 1/3 to prevent overcounting when summing over
the isospin states A, and an additional prefactor of 1/(2J + 1) for a molecular state
with spin J to prevent overcounting when summing over the spin polarization. In
the limit of exact heavy quark spin symmetry, using arguments like that given in
Eq. (2.30) one can show that the Oi’s are all equal.
The ratios of the decay rates in Eq. (2.37) and Eq. (2.38) match the predicted
results from Eq. (2.33) and Eq. (2.34), respectively, when ∆ = 0 and Epi is the same
for all decays, which will be the case when the heavy quark spin symmetry multiplets
(Υb, ηb), (χbJ , hb), and the Z
(′) and W (′)0 are degenerate. Our explicit calculations of
the decay rates allow us to incorporate important corrections to heavy quark spin
symmetry predictions that come from phase space and kinematic factors. In HHχPT
there are two mechanisms that contribute to the decay of the bound states. There is a
short-distance process, mediated by the contact interactions gpiΥ and gpiχ, in which the
B(∗)B¯(∗) transition to the final state quarkonium and pion at a point. If this process
dominates, the predicted ratios of rates are the heavy quark symmetry predictions in
Eqs. (2.33) and Eqs. (2.34) weighted by factors of E2pikpi and k
3
pi, respectively. There
is also a long-distance process B(∗)B¯(∗) → B(∗)B¯(∗)pi followed by coalesence of the
B and B¯ meson into the final state quarkonium through the couplings gΥ and gχ.
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Figure 2.1: Ratio of Γ[W0 → ηbpi] (dashed), Γ[W ′0 → ηbpi] (dotted) and Γ[Z → Υpi] (solid)
to Γ[Z ′ → Υpi] as functions of g gΥ/gpiΥ
These processes lead to a more complicated dependence on the pion energy. When
these processes dominate, the dependence is well approximated by k5pi/E
2
pi since in all
cases Epi  ∆.
For decays to S-wave bottomonium, the two processes appear at the same order
in the expansion. If contact interactions dominate, which is obtained when the
dimensionless ratio of couplings, λΥ = ggΥ/gpiΥ  1, then the ratios of partial decay
rates are predicted to be
Γ[W0 → piηb(3S)] : Γ[W ′0 → piηb(3S)] : Γ[Z → piΥ(3S)] : Γ[Z ′ → piΥ(3S)]
= 0.26 : 2.0 : 0.62 : 1 (λΥ = 0) , (2.40)
where all partial decay rates have been normalized to the rate for Γ[Z ′ → piΥ(3S)].
In the opposite limit,
Γ[W0 → piηb(3S)] : Γ[W ′0 → piηb(3S)] : Γ[Z → piΥ(3S)] : Γ[Z ′ → piΥ(3S)]
= 0.12 : 2.1 : 0.41 : 1 (|λΥ| =∞) . (2.41)
In computing these ratios, we have assumed O1 = O2 = · · · = O6 holds without
significant corrections from symmetry violating terms. The values used for the masses
of the bottomonium decay products, mΥ(3S) = 10355 MeV and mηb(3S) = 10328 MeV,
were determined in Ebert et al. (2003) using a relativistic quark model.
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Figure 2.2: Partial decay rates Γ[W0 → ηb(3S)pi] (dotted), Γ[W ′0 → ηb(3S)pi] (solid),
Γ[Z → Υ(3S)pi] (dashed) and Γ[Z ′ → Υ(3S)pi] (dashed-dotted) as functions of g gΥ/gpiΥ
for one possible choice of currently undetermined parameters (O g2piΥ = 10−3).
The results do not differ greatly because ratios of the kinematic factors k3pi and
k5pi/E
2
pi are not that different. For intermediate values of λΥ the results can de-
pend rather dramatically on λΥ when λΥ ≈ 0.6, as seen in Fig. 2.1. However, this
wild variation occurs because of a cancellation between the two processes mentioned
above. For these values of λΥ, all four partial rates are highly suppressed, as shown
in Fig. 2.2. In this figure, we have chosen Oi = (100 MeV)3 and g2piΥ = 1.0 GeV−3
and calculated the rates as a function of λΥ. Our choices of Oi and g2piΥ are based
on naive dimensional analysis and are only intended to be estimates that should be
accurate within a factor of 10. For this particular choice of Oi and g2piΥ, the branching
fraction for Z → Υpi is less than 1%, for any value of λΥ close enough to 0.6 that
the ratios deviate significantly from those given in Eqs. (2.40) and (2.41). Though
this branching fraction has not been measured, the observation of this decay leads
us to expect that the parameter λΥ does not take on values where such cancellations
suppress the decay rates. Therefore, we expect that experimental measurement of
the ratios will yield results close to those in Eq. (2.40) or Eq. (2.41).
For decays to P -wave bottomonium, the processes mediated by contact interac-
tions are suppressed in the power counting. The relative importance of leading order
to contact interaction mediated processes is controlled by the dimensionful parameter
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gpiχ/gχ which we expect to be ≈ 1 GeV−1. In the limit gpiχ/gχ = 0 we find
Γ[W0 → piχb1(2P )] : Γ[W ′0 → piχb1(2P )] : Γ[Z → pihb(2P )] : Γ[Z ′ → pihb(2P )]
= 0.72 : 0.57 : 0.66 : 1 (gpiχ/gχ = 0 GeV
−1) , (2.42)
and
Γ[W1 → piχbJ(2P )] : Γ[W2 → piχbJ(2P )] : 32Γ[W0 → piχb1(2P )]− 12Γ[W ′0 → piχb1(2P )]
= 0.81 : 1 : 0.43 (gpiχ/gχ = 0 GeV
−1) . (2.43)
The masses used to compute these ratios are mχb0(2P ) = 10233 MeV, mχb1(2P ) =
10255 MeV, mχb2(2P ) = 10269 MeV and mhb(2P ) = 10261 MeV. The first three of these
came from the Particle Data Group and the last is computed in Ebert et al. (2003).
For gpiχ/gχ ≈ 1 GeV−1 these ratios change by only a few percent. For gpiχ/gχ ≈
−(300 GeV)−1, there is a cancellation between contact and leading order diagrams
which suppresses the total rates and which leads to modifications of the ratios similar
to what was discussed above in the decays to S-wave bottomonium. Again the
observation of Z ′ → hb(2P )pi disfavors such a suppression of the decay rates. Such
a cancellation between leading order and next-to-leading order contributions is also
inconsistent with the power counting of the theory.
Throughout this chapter, it is assumed that all six isovector molecular states exist
and are loosely bound. As stated earlier, it is also possible that binding occurs in
the Sqq¯ = 0 channel only so that only the W
(′)
0 and Z
(′) bound states exist. In this
case, the treatment of this chapter is still applicable. One simply takes the binding
momentum γ11 = 1/a11 to be small but negative. In this case, resumming both
the C10 and C11 interactions remains necessary. There is also the possibility that
in these channels there are no shallow bound states or large scattering lengths. In
this case, one can keep the summation in both channels as presented in this chapter
but tune γ11 so there is no large scattering length. It should also be possible to sum
only the strong, binding interaction and give a perturbative treatment to the weaker
32
interaction. The T matrices computed using the latter approach should correspond
to a power series expansion of those in this chapter. We will save any investigation
along these lines for future work.
In this chapter we introduced the Lagrangian describing heavy quark spin sym-
metric S-wave contact interactions among observed and hypothesized isovector B
meson molecules. We derive the line shapes of these states in the vicinity of their
respective B(∗)B¯(∗) thresholds, including coupled channel effects where mixture of
states is possible. By doing so, we have arrived at relationships among the bind-
ing energies and decay rates of the molecular states. Some relationships among the
widths of the W
(′)
bJ and Z
(′) states derived in this chapter appear in Voloshin (2011),
while the prediction in Eq. (2.24) is new. A confirmation of these predictions by
explicit calculation of partial widths for strong two-body decays to S- and P -wave
bottomonia using HHχPT was performed. This allowed us to compute corrections
to the earlier predictions which arise from differences in the kinematics between the
various processes. Tests of these predictions will aid in interpreting the new states.
Future work could include an extension of these results to the isoscalar sector of B
meson molecules, a detailed look at radiative decays, as well as a determination of
currently unknown parameters λΥ and gχ/gpiχ using the angular distribution of decay
products.
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3Line shapes in Υ(5S)→ B(∗)B¯(∗)pi with Z(10610)
and Z(10650) using effective field theory
The1 Belle collaboration recently discovered two resonances, Zb(10610) and Zb(10650)
— hereafter called Zb and Z
′
b — in the decays Υ(5S) → Υ(nS)pi+pi− for n = 1, 2,
or 3 and Υ(5S) → hb(mP )pi+pi− for m = 1 or 2 (Adachi (2011)) that are the first
candidates for exotic bottomonium. The experimental analysis favors the quantum
numbers IG(JP ) = 1+(1+) for the Zb and Z
′
b states, which implies that the Zb and
Z ′b couple to the meson pairs B
∗B¯ and B∗B¯∗, respectively, in an S-wave. Because
the masses of Zb and Z
′
b are within a few MeV of the B
∗B¯ and B∗B¯∗ thresholds,
respectively, it is likely that each of these states couples strongly to its corresponding
threshold, and hence takes on a molecular character. If so, the wavefunction of Zb
(Z ′b) at long distances is dominated by a bound-state of the B
∗B¯−c.c. (B∗B¯∗) though
at short distances it could be more complicated, possibly resembling a conventional
bottomonium state. This scenario is particularly likely when the conventional state’s
energy happens to lie very close to the threshold. If the Z
(′)
b are molecular in na-
1 The work presented in this chapter was performed in collaboration with Thomas Mehen and
published in Mehen and Powell (2013).
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ture, heavy quark spin symmetry (HQSS) implies there should exist as yet unseen
resonances called WbJ , where J = 0, 1, and 2 (Bondar et al. (2011); Voloshin (2011)).
The Belle collaboration (Adachi et al. (2012)) analyzed the three-body decays
Υ(5S) → B(∗)B¯(∗)pi and found further evidence for the existence of the Zb and
Z ′b. Resonant structures clearly appear in the invariant mass distribution of the
bottom meson-antibottom meson pair in the decays Υ(5S)→ [B∗B¯−BB¯∗]∓pi± and
Υ(5S) → [B∗B¯∗]∓pi±. Amplitudes without resonant structure are inconsistent with
the data at the 8σ level. The experimental fits used Breit-Wigner amplitudes to
analyze the spectrum and extract masses and widths of the Zb and Z
′
b. It is well-
known that for two particles that are strongly interacting in the S-wave due to a
shallow bound state near threshold, the amplitude is not of the Breit-Wigner form.
However, the cross sections are universal when the scattering length is large compared
to the range parameters, which is expected when there is a shallow bound state or an
unphysical pole in the complex plane that lies close to the threshold. In this chapter,
we assume this is the case for B∗B¯ − c.c. and B∗B¯∗ scattering near threshold, and
use an effective field theory (EFT) we developed in the previous chapter to describe
the three-body decays Υ(5S)→ B(∗)B¯(∗)pi.
The EFT consists of contact interactions that respect HQSS whose coefficients
are tuned to provide near threshold enhancements in B∗B¯−c.c. and B∗B¯∗ scattering.
In the previous chapter the EFT was used to derive HQSS predictions for the binding
energies, partial widths, and total widths (some of these were first derived in Bondar
et al. (2011); Voloshin (2011)) and also calculated rates for several two-body decay
rates. The invariant mass distributions calculated in this chapter within the same
EFT provide an interesting alternative to the Breit-Wigner parametrization, and
are calculated in a systematically improvable framework based on the symmetries
of QCD. For other work treating the Zb and Z
′
b as a hadronic molecules see Cleven
et al. (2011, 2013); Yang et al. (2012); Chen et al. (2011); Zhang et al. (2011); Nieves
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and Valderrama (2011); Sun et al. (2011), for an alternative interpretation of the Zb
and Z ′b as tetraquarks, see Ali et al. (2012); Ali (2011); Cui et al. (2012); Guo et al.
(2011). The decay Υ(5S) → [B(∗)B¯(∗)]∓pi± gives further evidence for the existence
of these states. In this chapter we analyze this decay
In this chapter, we analyze the decays Υ(5S)→ B(∗)B¯(∗) and Υ(5S)→ B(∗)B¯(∗)pi
using an effective theory of B mesons interacting via strong short-range interactions.
Some parameters in this theory are constrained using existing data on Υ(5S) →
B(∗)B¯(∗) decays, which requires the inclusion of heavy quark spin symmetry (HQSS)
violating operators. We then calculate the differential distribution for Υ(5S) →
B(∗)B¯(∗)pi as a function of the invariant mass of the B(∗)B¯(∗) pair, obtaining qual-
itative agreement with experimental data. We also calculate angular distributions
in the decay Υ(5S) → Z(′)b pi which are sensitive to the molecular character of the
Z
(′)
b . However, to obtain quantitive agreement with observed branching ratios re-
quires that we include HQSS violating operators in addition to the terms respecting
HQSS. We also analyze Υ(5S) → B(∗)B¯(∗)pi. The B and B¯ mesons are strongly in-
teracting in the B∗B¯− c.c. and B∗B¯∗ channels, so in these channels tree-level graphs
must be augmented by loop diagrams which include the leading contact interaction
to all orders. These loops give the structure in the amplitude to obtain the Zb and
Z ′b resonances. The theory can accomodate the relatively large branching ratio for
Υ(5S)→ B∗B¯pi, B¯B∗pi observed experimentally in Drutskoy et al. (2010). Previous
theoretical analyses of Υ(5S) → B(∗)B¯(∗)pi failed to predict this large branching
ratio (Lellouch et al. (1993); Simonov and Veselov (2008)).
Once the relevant coupling constants are constrained using two-body and three-
body decays of the Υ(5S), we then consider angular distributions in the decays
Υ(5S) → Z(′)b pi. In e+e− → Υ(5S) the Υ(5S) is produced with polarization trans-
verse to the beam. Therefore, the decay rate is not isotropic and the decay rate for
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Υ(5S)→ Z(′)b pi depends on the angle the pion makes with the beam axis, θ, as
dσ
d cos θ
∝ 1 + ρZ(′) cos2 θ , (3.1)
where −1 ≤ ρZ(′) ≤ 1. In the heavy quark limit, HQSS predicts that the rates
Γ[Υ(5S)→ Zbpi] and Γ[Υ(5S)→ Z ′bpi] are equal and that ρZ(′) = 0. More interesting
is the pattern of HQSS violation. In this case, the leading HQSS breaking corrections
to short-distance contributions to the decays change the relative rates but still yield
ρZ(′) = 0. However, long-distance contributions in which the pion couples to one of
the constituent B mesons, can yield nonvanishing but small ρZ(′) . Thus, measuring
non-vanishing ρZ(′) with a value consistent with our calculations is evidence for the
molecular character of these states. However, the values of ρZ(′) we obtain from the
fits in this chapter turn out to be very small, with ρZ ranging from 0.001 to 0.03 and
ρZ′ = −0.02, and will be difficult to observe.
3.1 Υ(5S) Decays to B(∗)B¯(∗) and B(∗)B¯(∗)pi
The relevant terms in the HHχPT Lagrangian are
LHHχPT = tr (H†ai∂0Ha) + 14∆tr (H†aσiHaσi) + tr (H¯†ai∂0H¯a) + 14∆tr (H¯†aσiH¯aσi)
(3.2)
+ g tr (H¯aH¯
†
bσ) ·Aab − g tr (H†aHbσ) ·Aab
+ 1
2
[gΥ tr (ΥH¯
†
aσ · i
↔
∂H†a) + gΥpitr (ΥH¯
†
aH
†
b )A
0
ab]
+ 1
4
g1tr [(Υσ
i + σiΥ)H¯†ai
↔
∂ iH
†
a] +
1
4
g2tr [(σ
iΥσj + σjΥσi)H¯†aσ
ii
↔
∂ jH
†
a]
+ 1
4
g′Υpitr [(Υσ
i + σiΥ)H¯†aσ
iH†a]A
0 + h. c. ,
which are the given in the previous chapter except for the last three terms which are
added to break HQSS in the Lagrangian. In Eq. (3.2), the fields for B(∗) and B¯(∗)
mesons we use the 2× 2 matrix notation described in Hu and Mehen (2006), where
Ha = B
∗
a · σ +Ba1, B∗a and Ba are vectors and pseudoscalars, respectively, and a is
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an antifundamental index describing the flavor of the light antiquark bound to the
bottom quark. Therefore, H1 contains the B
− and B∗−, H2 has the B¯0 and B¯∗0, while
H¯1 and H¯2 contain their respective antiparticles. The Υ(5S) has I
G(JPC) = 0−(1−−)
and is paired under HQSS with the pseudoscalar ηb(5S). These appear in the 2× 2
matrix field Υ = Υ(5S) · σ + ηb(5S)1.
The first line of Eq. (3.2) consists of the kinetic terms for B(∗) and B¯(∗) and
the terms that give rise to the hyperfine splittings. The second line has the axial
couplings to pions. The coupling constant g is known to be 0.6±0.1 from a tree-level
analysis of strong D∗ meson decays. The third line has the couplings involving the
Υ(5S). The term with coupling constant gΥ couples the Υ(5S) to the heavy mesons.
The term with coupling constant gΥpi is a four-field contact interaction that couples
the Υ(5S), the B(∗) and B¯(∗) mesons, and the pion. Both interactions contribute to
the decays at leading order. This is because the tree-level diagram with the contact
interaction, e.g., the figures on the left in Fig. 3.1, have one time derivative which
contributes a factor of Epi, where Epi is the pion energy, to the amplitude. Tree level
diagrams with the interaction proportional to gΥ, e.g., the remaining diagrams in
Fig. 3.1, have derivatives at both vertices giving a factor of p2pi, where ppi is the pion
momentum, but also a factor ∝ E−1pi due to the energy dependence of the meson
propagator. Thus both diagrams scale as Q where Q ∼ ppi ∼ Epi. The second to
last line of Eq. (3.2) contain the HQSS violating couplings of the Υ(5S) to the heavy
mesons and the last line contains the HQSS violating couplings of the Υ(5S) to heavy
mesons and pions. One can check that these are the only operators of this dimension
that are consistent with all symmetries other than HQSS (see Fleming and Mehen
(2008) for a complete listing of symmetries and field transformations).
From our Lagrangian we calculate the following rates for the two-body decays of
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the Υ(5S):
Γ[Υ(5S)→ BB¯] = p
3
B
6pi
m2B
mΥ(5S)
(gΥ + g1 + 3g2)
2 (3.3)
Γ[Υ(5S)→ B∗B¯] = Γ[Υ(5S)→ BB¯∗] = p
3
B
3pi
mBmB∗
mΥ(5S)
(gΥ − 2g2)2
Γ[Υ(5S)→ B∗B¯∗] = p
3
B
6pi
m2B∗
mΥ(5S)
(
20
3
g2Υ + 3(
1
3
gΥ − g1 + g2)2
)
.
Here pB is the momentum of the B
(∗) meson in the decay. In the HQSS limit one
finds Γ[Υ(5S) → BB¯] : Γ[Υ(5S) → BB¯∗ + B¯B∗] : Γ[Υ(5S) → B∗B¯∗] :: 1 : 4 : 7.
Upon including the kinematic factors of p3B appropriate for each decay, this becomes
1 : 3.2 : 4.3. The central values of the experimental branching ratios are in the ratio
1 : 2.5 ± 0.5 : 6.9 ± 1.4, so violations of HQSS are important for these observables.
We fit the parameters gΥ, g1, and g2 to the product of branching fractions and total
width for the Υ(5S) given in the PDG (Beringer et al. (2012)) and find
gΥ = 0.112 GeV
−3/2, g1 = −0.048 GeV−3/2, g2 = 0.012 GeV−3/2 . (3.4)
The uncertainty in the total width of the Υ(5S) is 51%, the uncertainties in the
branching ratios are significantly smaller (< 18%). We conclude that uncertainties
in the coupling constants in Eq. (3.4) are of order 25%. We will use the values in
Eq. (3.4) in our analysis below. Since the couplings of the operators with coefficients
g1 and g2 violate HQSS, we expect these constants to be suppressed by ΛQCD/mB ∼
0.1 − 0.2. The coupling constant g1 exceeds this by a factor of ∼ 2 − 4, while g2 is
in line with our expectations.
The decays Υ(5S) → B(∗)B¯(∗) were recently analyzed in Meng and Chao (2008)
which uses a relativistic formalism whose non-relativistic limit is equivalent to our
EFT. Corrections to the nonrelativistic approximation should be small since in the
two-body decays the velocity of the B-mesons is v = 0.22 − 0.24 and corrections
typically scale as v2 = 0.05 − 0.06. In the HQSS limit, gΥBB = gΥB∗B = gΥB∗B∗ ,
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and so the authors of Meng and Chao (2008) incorporate HQSS violation in the
decays Υ(5S) → B(∗)B¯(∗) by using the Feynman rules obtained from the leading
HQSS operator, but letting the coupling constants gΥBB, gΥB∗B and gΥB∗B∗ differ
for each decay. In our analysis of Υ(5S) → BB¯ and Υ(5S) → B∗B¯ − c.c., the
effect of the leading HQSS operators is simply to change the coupling constants:
gΥ → gΥ + g1 + 3g2 for Υ(5S) → BB¯ and gΥ → gΥ − 2g2 for Υ(5S) → B∗B¯, BB¯∗.
However, in the case of Υ(5S) → B∗B¯∗, HQSS violation leads to new structures in
the matrix element. The tree-level amplitude is
B
∗
i 
B¯∗
j 
Υ
k
[
gΥ
(
− (piB − piB¯)δjk − (pjB − pjB¯)δik (3.5)
+ (pkB − pkB¯)δij
)
+ (g2 − g1)(pkB − pkB¯)δij
]
,
where pB¯ is the momentum of the B¯
∗, and B
∗
, B¯
∗
, and Υ are the polarization
vectors of the B∗, B¯∗ and Υ, respectively. The tensor structure of the operator
changes when the coefficients g1 and g2 are nonzero so simply changing the value
of gΥ in this amplitude does not properly account for the leading HQSS violating
effects.
Next we turn to the calculation of Υ(5S) → B(∗)B¯(∗)pi. For the decay Υ(5S) →
BB¯pi there are two diagrams (not shown) in which Υ(5S) → B∗B¯ (or BB¯∗) is
followed by B∗ → Bpi (or B¯∗ → B¯pi). There is no contribution to the decay from
tree-level contact diagrams. Furthermore, there are no strong interactions in the
BB¯ channel as the contact interactions that are nonperturbative exist only in the
B∗B¯− c.c. and B∗B¯∗ channels. The expression we find for the three-body decay rate
is (Lellouch et al. (1993))
d2Γ[Υ(5S)→ B+B¯0pi−]
dEBdEB¯
=
g2(gΥ − 2g2)2mBmB¯
12pi3f 2
p2Bp
2
B¯
− (~pB · ~pB¯)2
(Epi −∆)2 . (3.6)
Here f = 132 MeV is the pion decay constant, Epi is the energy of the pion, and
∆ = 42 MeV is the hyperfine splitting of the B mesons. The rate for final states
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Figure 3.1: The eight diagrams contributing to Υ(5S) → B+B¯0∗, B+∗B¯0 and and
Υ(5S)→ Z+b pi−.
with neutral pions is 1/2 the rate for charged pions. Integrating over phase space
and summing over the final states B+B¯0pi−, B0B−pi+, B0B¯0pi0 and B+B−pi0, we
find Γ[Υ(5S) → BB¯pi] = 0.03 MeV. Using the PDG expression for the total width
of the Υ(5S) yields a branching fraction of 5.5+5.7−1.8 × 10−4, which is roughly an order
of magnitude below the limit of 4.0 × 10−3 obtained in Adachi et al. (2012) .
The tree-level diagrams for Υ(5S) → B∗+B¯0pi−, B+B¯∗0pi− are shown in Fig. 3.1
and the diagrams for Υ(5S)→ B∗+B¯∗0pi− are shown in Fig. 3.2. The corresponding
tree-level amplitude for Υ(5S)→ B∗+B¯0pi− is given by:
iMtree[Υ(5S)→ B∗+B¯0pi−] = (3.7)
iΥ
j∗
B∗
(
Atree1 δ
ij + Atree2 p
i
Bp
j
B + A
tree
3 p
i
B¯p
j
B¯
+ Atree4 p
i
B¯p
j
B + A
tree
5 p
i
Bp
j
B¯
)
,
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where the functions Atreei are
Atree1 = −(gΥpi + g′Υpi)
Epi
fpi
+
2g(gΥ − 2g2)
fpi Epi
~ppi · ~pB¯ +
2ggΥ
f (Epi −∆) ~ppi · ~pB (3.8)
Atree2 =
2g(g2 − g1)
fpi (Epi −∆)
Atree3 =
2g(gΥ − 2g2)
fpi Epi
− 2g(gΥ + g1 + 3g2)
fpi(Epi + ∆)
Atree4 = −
2g(gΥ + g1 + 3g2)
fpi (Epi + ∆)
− 2ggΥ
fpi (Epi −∆)
Atree5 =
2g(gΥ − 2g2)
fpi Epi
+
2g(gΥ + g2 − g1)
fpi (Epi −∆) .
The tree-level amplitude for Υ(5S) → B+B¯∗0pi− differs only by an overall sign and
the replacement pB ↔ pB¯.
The tree-level amplitude for Υ(5S)→ B∗+B¯∗0pi− is
iMtree[Υ(5S)→ B∗+B¯∗0pi−] = (3.9)
− iiΥj∗B∗k∗¯B∗
(
Btree1 
ijk +Btree2 [
ijlplB(pB + pB¯)
k − iklplB¯(pB + pB¯)j]
+Btree3 
kjm(pB + pB¯)
m(pB + pB¯)
i
+Btree4
[
δikjlmplB¯ p
m
B − δijklmplB pmB¯ + jim(pB + pB¯)mpkB¯ − kim(pB + pB¯)mpjB
] )
,
where
Btree1 =
(gΥpi − g′Υpi)
fpi
Epi (3.10)
Btree2 =
2g(gΥ − 2g2)
fpi(Epi + ∆)
Btree3 = −
2g(gΥ + g2 − g1)
fpi Epi
Btree4 = −
2ggΥ
fpi Epi
.
It is helpful to separate this amplitude into pieces that are symmetric and antisym-
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Figure 3.2: The five diagrams contributing to Υ(5S)→ B+∗B¯0∗ and Υ(5S)→ Z ′+b pi−.
metric under j∗B∗ ↔ k∗¯B∗ . The antisymmetric piece of this amplitude contributes to
final states with B∗ and B¯∗ in a S = 1 spin state. The Zb and Z ′b can only appear in
this channel, so only this channel will be modified by final-state rescattering effects.
If we make the replacement j∗B∗
k∗¯
B∗ → i√2jkaa∗B∗B¯∗ , we find
iMtree[Υ(5S)→ (B∗+B¯∗0)S=1pi−] =
iΥ
a∗
BB¯√
2
(
Btree5 δ
ia +Btree6 p
i
pip
a
pi
)
, (3.11)
where Btree5 = 2B
tree
1 +B
tree
2 p
2
pi−Btree4 p2pi, Btree6 = Btree4 −Btree2 − 2Btree3 and a∗B∗B¯∗ is a
polarization vector for the combined B∗B¯∗ system. n the CM frame ~ppi = −~pB − ~pB¯.
We can square the S = 1 and S 6= 1 pieces of the amplitude separately. For
S = 1 the result is
1
3
∑
|Mtree[Υ(5S)→ (B∗+B¯∗0)S=1pi−]|2 (3.12)
= 1
6
(
3|Btree5 |2 + 2 Re[(Btree5 )∗Btree6 ] p2pi + |Btree6 |2(p2pi)2
)
.
Note the Btreei are real at tree level but B
tree
5 and B
tree
6 will be replaced by complex
numbers when we include higher order corrections, so we start to treat them as
complex numbers even in this formula. For S 6= 1 we find
1
3
∑
|Mtree[Υ(5S)→ (B∗+B¯∗0)S 6=1pi−]|2 = (3.13)
1
12
[
(Btree2 )
2(6 p2pi(~pB − ~pB¯)2 − 2 (p2B − p2B¯)2)
+ (Btree4 )
2
(
56 (p2B p
2
B¯ − (~pB · ~pB¯)2) + 4 p2pi (~pB − ~pB¯)2
)
+ 2Btree2 B
tree
4
(
8 ((~pB · ~pB¯)2 − p2Bp2B¯) + 4 (p2B − p2B¯)2
)]
.
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Figure 3.3: Five one-loop diagrams contributing to Υ(5S)→ B+∗B¯0pi−.
Because the B mesons in the final state are strongly interacting we have to
consider diagrams with an arbitrary number of insertions of the leading order contact
interactions. We only consider diagrams where B(∗)B¯(∗) rescatter after the emission
of a pion. Before the pion emission, the B(∗)B¯(∗) pair has an invariant mass equal
to MΥ(5S), so are far from the threshold and hence resumming contact interaction
is unimportant. The effect of resumming the contact interactions before the pion is
emitted yields a set of diagrams that is identical to what is obtained if the contact
interactions are resummed in the decays Υ(5S) → B(∗)B¯(∗). The effect of these
diagrams in both cases can be absorbed into the definition of the couplings gΥ, g1,
and g2. On the other hand, final state interactions will depend on the invariant
mass of the B(∗) and B¯(∗) mesons in the final state and will give rise to the resonant
structure in the amplitudes. The one-loop diagrams for Υ(5S) → B∗B¯pi with one
contact interaction after the emission of the pion are shown are shown in Fig. 3.3.
The diagrams Υ(5S)→ B∗B¯∗pi are identical except the final state B¯ is replaced with
a B¯∗. For the one-loop diagrams for Υ(5S)→ B∗+B¯0pi− we find
iMone−loop[Υ(5S)→ B∗+B¯0pi−] = g m¯
3/2
B
8pif
iΥ
j∗
B∗
(
C1 p
2
piδ
ij + C2 p
i
pip
j
pi
)
, (3.14)
where m¯B = (3mB∗ +mB)/4 is the spin-averaged B-meson mass, and C1 and C2 are
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given by
C1 =
C−(gΥ − 2g2)√
bBB∗
F
(
Epi + ∆
bBB∗
)
+
C−gΥ√
bB∗B∗
F
(
Epi
bB∗B∗
)
(3.15)
− C+(gΥ − 2g2)√
bBB∗
F
(
Epi
bBB∗
)
− C+gΥ√
bB∗B∗
F
(
Epi −∆
bB∗B∗
)
,
C2 = −C+(gΥ + g1 + 3g2)√
bBB
F
(
Epi + ∆
bBB
)
− C−(gΥ − 2g2)√
bBB∗
F
(
Epi + ∆
bBB∗
)
+
C−(gΥ + 2g2 − 2g1)√
bB∗B∗
F
(
Epi
bB∗B∗
)
+
C+(gΥ − 2g2)√
bBB∗
F
(
Epi
bBB∗
)
+
C+(g2 − g1)√
bB∗B∗
F
(
Epi −∆
bB∗B∗
)
.
Here bB(∗)B(∗) = mΥ(5S) −mB(∗) −mB(∗) and the function F (x) is given by
F (x) =
∫ 1
0
dy
y√−1 + xy − i (3.16)
= i
(
4− (4 + 2x)√1− x
3x2
)
(x < 1)
=
(4 + 2x)
√
x− 1 + i4
3x2
(x > 1) .
In evaluating the loop integrals we drop terms suppressed by p2pi/(m¯BbB(∗)B(∗)) ≈ 0.05.
Here C± = C10 ± C11, where C10 and C11 were defined in the previous chapter. The
loop diagrams for Υ(5S)→ B∗B¯∗pi only contribute to S = 1 final states. Therefore,
we can make the replacement j∗B∗
k∗¯
B∗ → i√2jkaa∗BB¯ in computing this amplitude.
Upon making this replacement, we find that iMone−loop[Υ(5S)→ (B∗+B¯∗0)S=1pi−] =
i
√
2Mone−loop[Υ(5S) → B∗+B¯0pi−] after replacing j∗B with j∗B∗B¯∗ and interchanging
C+ ↔ C−.
Next we consider the effect of final state interactions on the amplitudes. The
tree-level diagrams need their outgoing B(∗)B¯(∗) mesons dressed with strong contact
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interactions. These diagrams dress the tree-level contact interactions proportional
to gΥpi ± g′Υpiand the one-loop diagrams. The diagrams in which one adds contact
interactions in the final state to tree-diagrams with virtual B(∗) mesons are the loop
diagrams and their dressing.
Let
iM =
(
iMB∗B∗
iMBB∗
)
, (3.17)
be a vector constructed from the amplitudes for final states with B∗B¯∗ or B∗B¯∗. Let
C represent the matrix of contact interactions
C =
(
C+ C−
C− C+
)
, (3.18)
and let ΣZ be
ΣZ =
(
ΣB∗B∗(E) 0
0 ΣBB∗(E)
)
, (3.19)
where the functions ΣB∗B∗(E) and ΣBB∗(E) are defined in the previous chapter.
Then the dressing of these amplitudes with contact interactions leads to an amplitude
given by the infinite matrix series:
iMdressed = (1− C ΣZ + C ΣZ C ΣZ + . . .) iM (3.20)
= (1 + TZΣZ) iM
= −TZ C−1 iM .
Here TZ is the T -matrix calculated as before:
TZ =
(
TZ′Z′(E) TZ′Z(E)
TZZ′(E) TZZ(E)
)
. (3.21)
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where
TZ′Z′(E) =
4pi
m¯B
−γ+ +
√
m¯B(∆− E)− i
(γ+ −
√
m¯B(∆− E)− i)(γ′+ −
√
m¯B(2∆− E)− i)− γ2−
(3.22)
TZZ′(E) =
4pi
m¯B
γ−
(γ+ −
√
m¯B(∆− E)− i)(γ′+ −
√
m¯B(2∆− E)− i)− γ2−
TZZ(E) =
4pi
m¯B
−γ′+ +
√
m¯B(2∆− E)− i
(γ+ −
√
m¯B(∆− E)− i)(γ′+ −
√
m¯B(2∆− E)− i)− γ2−
,
In this formula, γ
(′)
+ and γ− determine the location of the Zb and Z
′
b relative to their
thresholds. These parameters can be chosen to be complex, giving the molecular
states a finite width. In the HQSS limit γ+ = γ
′
+. Here we have allowed for the
possibility of HQSS violation in the contact interaction. While it is in principle
possible to repeat the analysis from the previous chapter including HQSS violating
contact interactions, it is easy to see that the most general 2 × 2 matrix that can
replace C in Eq. (3.18) will be symmetric and have different coefficients in the two
terms along the diagonal. Then repeating the analysis from before, one obtains the
T -matrices in Eq. (3.22) with γ+ 6= γ′+. Later in the chapter we will choose γ(′)+ and
γ− so that the poles in TZ are located at the complex energies determined by other
experimental or theoretical analyses.
The loop amplitudes can be written as
iM1−loop =
(
iM1−loopB∗B∗
iM1−loopBB∗
)
(3.23)
=
(
C+ C−
C− C+
)(
L1Z′(Epi) ppi · Υ ppi · Z′ + L2Z′(Epi) p2pi Υ · Z′
L1Z(Epi) ppi · Υ ppi · Z + L2Z(Epi) p2pi Υ · Z
)
,
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where
L1Z(Epi) =
gm
3/2
B
4
√
2pif
[−(gΥ + g1 + 3g2)F (bBB, Epi + ∆) + (gΥ − 2g2)F (bBB∗ , Epi)
+(g2 − g1)F (bB∗B∗ , Epi −∆)
]
(3.24)
L2Z(Epi) = −
gm
3/2
B
4
√
2pif
[
(gΥ − 2g2)F (bBB∗ , Epi) + gΥF (bB∗B∗ , Epi −∆)
]
L1Z′(Epi) =
gm
3/2
B
4
√
2pif
[−(gΥ − 2g2)F (bBB∗ , Epi + ∆) + (gΥ + 2g2 − 2g1)F (bB∗B∗ , Epi)]
L2Z′(Epi) =
gm
3/2
B
4
√
2pif
[
(gΥ − 2g2)F (bBB∗ , Epi + ∆) + gΥF (bB∗B∗ , Epi)
]
.
Here we have defined F (b, E) = F (E/b)/
√
b. Inserting Eq. (3.23) into the third line
of Eq. (3.20) one obtains
iMloopZ = −
(
TZZ(EB + EB¯)L
1
Z(Epi) + TZZ′(EB + EB¯)L
1
Z′(Epi)
)
ppi · Υ ppi · Z
− (TZZ(EB + EB¯)L2Z(Epi) + TZZ′(EB + EB¯)L2Z′(Epi)) p2pi Υ · Z (3.25)
iMloopZ′ = −
(
TZ′Z(EB + EB¯)L
1
Z(Epi) + TZ′Z′(EB + EB¯)L
1
Z′(Epi)
)
ppi · Υ ppi · Z
− (TZ′Z(EB + EB¯)L2Z(Epi) + TZ′Z′(EB + EB¯)L2Z′(Epi)) p2pi Υ · Z .
For dressing the tree-level contact interactions, we use the second line in Eq. (3.20).
The functions ΣB(∗)B∗(E) have a linear divergence that can be removed by adding
a counterterm proportional to the leading contact interaction that is being dressed.
When this counterterm is dressed using the third line of Eq. (3.20), the result has
the same form as the linear divergence in the second line in Eq. (3.20) and the coun-
terterm is chosen so that the linear divergence is removed. Alternatively, one could
evaluate ΣB(∗)B∗(E) in pure dimensional regularization with minimal subtraction and
the linear divergence is absent.
For the amplitude for Υ(5S) → B∗+B¯0pi− the final result of including the loop
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diagrams and resumming the contact interactions is that Atree1 is replaced with
A1(EB, EB¯, Epi) = A
tree
1 − 1√2p2pi
(
TZZ(EB + EB¯)L
2
Z(Epi) + TZZ′(EB + EB¯)L
2
Z′(Epi)
)
− (gΥpi + g′Υpi)
Epi
f
ΣBB∗(EB + EB¯)TZZ(EB + EB¯) (3.26)
+ (gΥpi − g′Υpi)
Epi
f
ΣB∗B∗(EB + EB¯)TZZ′(EB + EB¯) ,
and Atreei is replaced with
Ai(EB, EB¯, Epi) = A
tree
i − 1√2
(
TZZ(EB + EB¯)L
1
Z(Epi) + TZZ′(EB + EB¯)L
1
Z′(Epi)
)
,
(3.27)
for i = 2, . . . , 5. In the amplitude of the process Υ(5S)→ (B∗+B¯∗0)S=1pi−, we must
make the replacements
B5(EB, EB¯, Epi) = B
tree
5 − TZ′Z′(EB + EB¯)L2Z′(Epi)− TZ′Z(EB + EB¯)L2Z(Epi)
+ 2(gΥpi − g′Υpi)
Epi
f
ΣB∗B∗(EB + EB¯)TZ′Z′(EB + EB¯)
(3.28)
− 2(gΥpi + g′Υpi)
Epi
f
ΣBB∗(EB + EB¯)TZZ′(EB + EB¯)
B6(EB, EB¯, Epi) = B
tree
6 − TZ′Z(EB + EB¯)L1Z(Epi)− TZ′Z′(EB + EB¯)L1Z′(Epi) .
Note that M[Υ(5S) → (B∗+B¯∗0)S 6=1pi−] receives no contribution from any diagram
with higher order contact interactions, so is not changed upon including the loop
diagrams.
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The differential decay rate for Υ(5S)→ B+∗B¯0pi− is given by
d2Γ[Υ(5S)→ B+∗B¯0pi−]
dEBdEB¯
] (3.29)
=
mBmB∗
192pi3f 2
(
3|A1|2 + |A2|2(p2B)2 + |A3|2(p2B¯)2
+ (|A4|2 + |A5|2)p2B p2B¯ + 2Re[A∗1(A2 p2B + A3 p2B¯ + (A4 + A5)~pB · ~pB¯]
+ 2Re[A∗2A3 + A
∗
4A5](~pB · ~pB¯)2 + 2Re[A∗2(A4 + A5)] p2B ~pB · ~pB¯
+ 2Re[A∗3(A4 + A5)]p
2
B¯ ~pB · ~pB¯
)
.
The differential decay rate for Υ(5S)→ B+∗B¯0∗pi− is given by
d2Γ[Υ(5S)→ B+∗B¯0∗pi−]
dEBdEB¯
=
m2B∗
384pi3f 2
[
3|B5|2 + 2Re[B∗5B6]p2pi + |B6|2(p2pi)2 (3.30)
+ |Btree2 |2(3 p2pi(~pB − ~pB¯)2 − (p2B − p2B¯)2)
+ |Btree4 |2
(
28 (p2B p
2
B¯ − (~pB · ~pB¯)2) + 2 p2pi (~pB − ~pB¯)2
)
+ 2Btree2 B
tree
4
(
4 ((~pB · ~pB¯)2 − p2Bp2B¯) + 2 (p2B − p2B¯)2
)]
.
In Eqs. (3.29) and (3.30) we have written Ai and Bi in place of Ai(EB, EB¯, Epi) and
Bi(EB, EB¯, Epi) to make these expressions compact.
In order to apply these formulae, we need to determine the coupling constants gΥpi
and g′Υpi as well as the complex parameters γ+, γ
′
+, and γ−. Fitting the values of these
parameters by fully exploring this eight (real-)dimensional space is beyond the scope
of the present work. Instead we use a hierarchical fitting procedure: first we fit the γ
parameters using the constraints imposed by the data on Υ(5s)→ Υ(nS)pi+pi− and
Υ(5s) → hb(mP )pi+pi− and then we fit gΥpi and g′Υpi to reproduce the partial decay
rates with the given values of the γ parameters.
To fit the γ parameters, we will make further simplifying assumptions. We want
to fix some parameters so that the poles in the T matrix agree with previous ex-
perimental and theoretical analyses and we consider three alternative schemes to do
so.
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• Scenario (a) is to have a T matrix which does not mix the Z and Z ′ channels,
i.e. taking γ− = 0 and therefore TZZ′ = 0. This is motivated by the empirical
fact that the experimental data in Adachi et al. (2012) are fit well with only a Zb
appearing in the B∗B¯−c.c. channel, and adding the Z ′b does not improve the fit.
In this case we must include HQSS violation, i.e., γ+ 6= γ′+, to correctly produce
both poles. Defining γZ(′) =
√
M(−BEZ(′) + iΓZ(′)/2), where BEZ(′) = mZ(′)b −
mB(∗) −mB∗ and ΓZ(′)b is the width of the Zb (Z
′
b), we have in this case
γ+ = γZ , γ
′
+ = γZ′ .
• Scenario (b) is to take the T matrix to respect HQSS and therefore to have
γ+ = γ
′
+. Then we must have nonvanishing γ− 6= 0 so both the Zb and Z ′b
poles are correctly reproduced. In this case, γ+ and γ− are determined by the
equations
γ+ − γZ = γ
2
−
γ+ +
√
M∆ + γ2Z
(3.31)
γ+ − γZ′ = γ
2
−
γ+ +
√−M∆ + γ2Z′
and γ− is fixed up to a sign. We take <γ− > 0.
• Scenario (c) is the same as Scenario (b) except we take <γ− < 0. Later we
observe that this sign always gives a better fit to the data.
For each of the above three scenarios, we have to decide which data to use when
we determine the location of the Zb and Z
′
b poles. In fitting to the experimen-
tal data on Υ(5S) → B(∗)B¯(∗)pi, Adachi et al. (2012) determines the masses and
widths of Zb and Z
′
b from the experimental analysis of Υ(5S) → Υ(nS)pi+pi− and
Υ(5S)→ hb(mP )pi+pi−, which yields MZb = 10607.2± 1.5 GeV and ΓZb = 11.5± 2.2
MeV, MZb = 10607.2 ± 1.5 GeV and ΓZb = 11.5 ± 2.2 MeV. If they try to extract
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Table 3.1: Parameters for six fits discussed in the text. γ+, γ
′
+ and γ− are in units of GeV,
gΥpi and g
′
Υpi are in unites of GeV
−5/2.
Fit Parameter
γ+ γ
′
+ γ− gΥpi g
′
Υpi
1a 0.133 + 0.184 i 0.106 + 0.144 i 0 5.8+2.0−1.6 1.2
+0.4
−0.3
1b 0.110 + 0.173 i 0.110 + 0.173 i 0.100 + 0.005 i 7.0+2.5−3.3 1.72
+0.05
−0.04
1c 0.110 + 0.173 i 0.110 + 0.173 i −0.100− 0.005 i 4.6+1.4−1.9 1.0+0.5−0.4
2a 0.200 + 0.122 i 0.125 + 0.122 i 0 5.5+1.9−2.6 0.8
+0.6
−0.4
2b 0.162 + 0.142 i 0.162 + 0.142 i 0.118− 0.045 i 6.4+2.3−3.2 1.7+0.06−0.1
2c 0.162 + 0.142 i 0.162 + 0.142 i −0.118 + 0.045 i 4.0+1.1−1.5 0.1+0.8−0.6
these masses from the data on Υ(5S) → B(∗)B¯(∗)pi, they find lower masses that are
consistent with the Zb and Z
′
b being bound states. However the errors are much
larger. As emphasized in Cleven et al. (2013, 2011), the location of poles is sensitive
to the choice of line shape. Cleven et al. (2013, 2011) found the poles could be below
threshold if one uses their line shape, which is similar to ours. For our analysis, we
should fit γ+, γ
′
+, and γ− using data on Υ(nS)pi
+pi and hb(mP )pi
+pi− since this data
gives the tightest constraints on the parameters. Unfortunately that analysis is not
available so we will try two options for fitting these parameters.
• Option (1) is demanding the poles be in the same locations as quoted in Adachi
et al. (2012), which are above threshold
• Option (2) is requiring the states be below threshold and have binding energies
of BEZ = −4.7 MeV and BEZ′ = −0.11 MeV, as quoted in Cleven et al.
(2011).
Once the γ parameters are fit, the only remaining undetermined parameters are
gΥpi and g
′
Υpi. These always appear in the linear combinations gΥpi ± g′Υpi. We deter-
mine these couplings by requiring that we reproduce the correct rates for Υ(5S) →
52
MBB*
N
ev
en
ts
N
ev
en
ts
MB*B*
10.64 10.66 10.68 10.70 10.72 10.74
0
5
10
15
20
10.60 10.62 10.64 10.66 10.68 10.70 10.72 10.74
0
10
20
30
Figure 3.4: Number of events as a function of the the invariant mass of the final state
B mesons in Υ(5S) → BB¯∗ − c.c. (left) and Υ(5S) → B∗B¯∗ (right). The data is from
Adachi et al. (2012) and have had background subtracted. The solid (dashed) line is the
full (tree-level) calculation of the invariant mass distribution multiplied by an arbitrary
normalization. The parameters used are from Fit 1a.
BB¯∗pi,B∗B¯pi and Υ(5S) → B∗B¯∗pi. Combining the total width from the PDG and
the branching fractions recently measured in Adachi et al. (2012), we obtain
Γ[Υ(5S)→ BB¯∗pi] + Γ[Υ(5S)→ B∗B¯pi] = 2.3± 1.2 MeV (3.32)
Γ[Υ(5S)→ B∗B¯∗pi] = 1.2± 0.6 MeV .
Here we have combined all quoted errors in quadrature. We compute these rates by
summing over all channels using Eqs. (3.29,3.30) with neutral channels multiplied by
a factor of 1/2 and a common isospin averaged pion mass of 138 MeV. The results
for all combinations of the three scenarios and two options for the γ parameters are
shown in Table 3.1. The errors shown in the are estimated by varying the rates in
Eq. (3.32) between their high and low values. Note that the dominant uncertainty
in Eq. (3.32) is due to the uncertainty in the total width of the Υ(5S) quoted in
the PDG, not the branching ratios, so the errors in Eq. (3.32) are highly correlated.
Note that in all of our fits g′Υpi  gΥpi which is consistent with HQSS.
The resulting distributions as a function of mBB∗ or mB∗B∗ for the cases 1a and
1c are shown in Fig. 3.4 (1a) and Fig. 3.5 (1c). The solid line is the full calculation,
the dotted line is the result if only tree-level diagrams are kept. The data are num-
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ber of events so we have multiplied both differential distributions by an arbitrary
normalization chosen to agree with data. The first thing to point out is that the
theoretical curves vanish at the correct thresholds mBB∗ = mB +mB∗ = 10.604 GeV
and mBB∗ = 2mB∗ = 10.650 GeV. The data is nonvanishing below these thresh-
olds. This is probably related to experimental resolution and our calculation needs
to be convolved with a smearing function to make a sensible comparison with data.2
We also should convolve the differential rate with a Breit-Wigner reflecting the fact
that the Υ(5S) has a finite width. Because of these issues we choose not to fit our
parameters to the experimental data in these plots.
The predicted distributions are nearly identical for Fits 1a, 1b, 1c and 2a, 2b, 2c,
respectively. That is, the distributions have very similar shapes for the two choices
of the location of the Zb and Z
′
b poles. The fits 1b and 2b yield a curve which
shows a peak due to the Z ′b in the BB¯
∗− c.c channel in the mass range 10.64 GeV <
MBB∗ < 10.66 GeV where the number of events vanishes. These distributions are in
qualitative disagreement with the data so we do not show plots of the distributions for
these choices of parameters. The fits 1a and 2a yields curves which do not reproduce
this dip but are in qualitative agreement on either side of the dip. In the fits 1c
and 2c the effect of Z ′b is to suppress the B
∗B¯ − c.c. channel cross section in the
region where there are no events. The plots in Figs. 3.4 and 3.5 clearly show that
resumming the final-state interactions improves the agreement with data relative to
the tree-level calculation. In particular, the peaks in our distributions are in the
correct locations. When more precise data on these distributions becomes available,
it would be interesting to fit the parameters of our theory directly to the line shapes
to see if we can reproduce some of the finer structure. This would require taking into
account effects due to the width of the Υ(5S) as well as experimental resolution.
2 We thank R. Mizuk for a discussion on this point.
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Figure 3.5: Number of events as a function of the the invariant mass of the final state
B mesons in Υ(5S) → BB¯∗ − c.c. (left) and Υ(5S) → B∗B¯∗ (right). The data is from
Adachi et al. (2012) and have had background subtracted. The solid (dashed) line is the
full (tree-level) calculation of the invariant mass distribution multiplied by an arbitrary
normalization. The parameters used are from Fit 1c.
3.2 Angular Distributions in Υ(5S)→ Z(′)b pi±
In this section, we will focus on the Υ(5S)→ Z(′)+b pi− transition at the mB∗ +mB(∗)
threshold. At this kinematic point we have ~pB = ~pB¯ = −~ppi/2. After summing over
the polarization of the Z
(′)
b , the matrix elements squared can be written as
|M[Υ(5S)→ Z(′)+b pi−]|2 = PZ(′)|Υ · pˆpi|2 + TZ(′)|Υ × pˆpi|2 , (3.33)
where the coefficients PZ(′) and TZ(′) are given by
PZ = |A1 + 14p2pi(A2 + A3 + A4 + A5)|2 (3.34)
TZ = |A1|2
PZ′ =
1
2
|B5 +B6p2pi|2
TZ′ =
1
2
|B5|2 ,
and we have again dropped the arguments in Ai(EB, EB¯, Epi) and Bi(EB, EB¯, Epi)
to make these expressions compact. Since we require the B and B¯ mesons to be at
threshold we must evaluate these expressions at EB = EB¯ and Epi = Epi,max. Since
the Υ(5S) is produced in e+e− collisions with polarization transverse to the beam, the
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angular distribution of the pion relative to the beam axis can be nontrivial. Defining
the angle the pion makes with the beam to be cos θ, the angular distribution is
dσ
dΩ
∝ 1 + ρZ(′) cos2 θ (3.35)
where
ρZ(′) =
TZ(′) − PZ(′)
TZ(′) + PZ(′)
. (3.36)
Similar angular distributions were studied inX(3872) production and decay in Mehen
and Springer (2011); Margaryan and Springer (2013). If PZ(′) = TZ(′) the angular
distribution becomes uniform. One can see from the amplitudes that this is case
for the diagrams in which the pion is produced from one of the contact interactions.
Values of ρZ(′) different from zero come from the diagrams in which the pion couples
directly to the B mesons. This would be all the diagrams in Fig. 3.3 or all diagrams
but the ones on the left in Fig. 3.1 and Fig. 3.2. Thus the variables ρZ(′) provide
a means of distinguishing between the production mechanisms for the Zb and Z
′
b.
From inspecting amplitudes one can also verify that the ρZ(′) parameters vanish in
the heavy quark limit, so they are expected to be small. In fact, in order to produce
the observed total rates, we find that our extracted values for the couplings gΥpi
and g′Υpi are numerically large relative to the couplings of the Υ(5S) to B
(∗)B¯(∗).
So the contact interactions dominate the decay rate and the parameters ρZ and
ρZ′ are further suppressed. The value of ρZ we find depends on the fit: ρZ =
0.016, 0.026, 0.008, 0.013, 0.031, 0.001 in Fits 1a, 1b, 1c, 2a, 2b,and 2c, respectively.
Curiously, ρZ′ = −0.021 or −0.022 in all six fits. In all cases the magnitude of ρZ
and ρZ′ is order a few percent or smaller, and therefore will be difficult to distinguish
from ρZ(′) = 0. It would be interesting to explore how the parameters ρZ(′) depend
on the energy of the pion but we expect them to continue to be at the few percent
level throughout phase space and so we will not study this further in this chapter.
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3.3 Summary
In this paper we have computed the distributions in Υ(5S) → B(∗)B¯(∗)pi using an
effective field theory for strongly interacting B mesons near threshold. We first fixed
some couplings of Υ(5S)→ B(∗)B¯(∗) using available data on these decays and found
HQSS violating operators are needed for consistency with available data. We then
analyzed Υ(5S) → B(∗)B¯(∗)pi and find that the decay rate is dominated by contact
interactions that couple the Υ(5S), B(∗) and B¯(∗) mesons, and the pion. The relative
size of the extracted contact interactions are consistent with HQSS. Resumming
final state interactions of the strongly interacting B mesons after the pion is emitted
produces line shapes that are in qualitative agreement with data. There are several
directions one could pursue following this analysis. It would be interesting to repeat
the analysis of Υ(5S) → Υ(nS)pi+pi− and Υ(5S) → hb(mP )pi+pi− using the line
shapes in this paper and compare with the results of Cleven et al. (2011, 2013).
It would also be interesting to incorporate range corrections into the T -matrices in
Eq. (3.22). This would introduce terms linear in the energy in the denominators
of the T -matrices, yielding line shapes that are more similar to the one used in
Cleven et al. (2011, 2013). Finally, it would be useful to fit data simultaneously
on Υ(5S) → Υ(nS)pi+pi−, Υ(5S) → hb(mP )pi+pi−, and Υ(5S) → B(∗)B¯(∗)pi, all
computed within the same theoretical framework, to constrain the parameters in the
T -matrices. Such an analysis could help determine the location of the Zb and Z
′
b
poles and aid in the interpretation of the Zb and Z
′
b states.
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4Scaling Dimensions in AdS/QCD and the Gluon
Field Strength Propagator
In1 this chapter, we treat two closely related problems. First we extend the formula
for the scaling dimension of boundary operators known from gauge/gravity duali-
ties between scale invariant theories to a specific correspondence between theories
without scale invariance. More precisely, we work with the extension of AdS/CFT
to AdS/QCD, which has a warped background that breaks conformality and give
an anomalous dimension to the field strength operators. Then as an application we
compute the two-point function of the gluon field strength operator which we com-
pare with results from quenched lattice QCD. We find that the AdS/QCD result is
in very good agreement with lattice calculation.
4.1 Worldline Path Integrals in AdS/CFT
We begin by establishing our technique in the familiar setting of the AdS/CFT
correspondence between N = 4 supersymmetric Yang-Mills theory in four dimen-
1 The work in this chapter has been published in Powell (2012).
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sions and supergravity on the background AdS5 × S5 (Maldacena (1998a); Witten
(1998a); Gubser et al. (1998)). This duality has opened up a new venue for prob-
ing strongly coupled behavior of quantum field theories. The appearance of other
correspondences relating gauge theories without supersymmetry or conformal sym-
metry to gravity duals has given hope that there could be a gravitational theory dual
to QCD which describes its low energy, nonperturbative regime. Some approaches
to find such a dual QCD begin, as in the AdS/CFT correspondence itself, with a
string theory in a background configuration of branes (Witten (1998b); Brower et al.
(2000); Polchinski and Strassler (2002); Sakai and Sugimoto (2005a,b)). Others in-
stead posit a gravitational background assumed to encapsulate the scaling behavior
of QCD in an approach to low energy QCD known as AdS/QCD (Erlich et al. (2005);
Da Rold and Pomarol (2005); Karch et al. (2006); Andreev and Zakharov (2006);
Forkel and Klempt (2009); Branz et al. (2010); Vega and Schmidt (2010); Boschi-
Filho et al. (2012)). Its validity is tested by comparison with experiments or other
calculations such as lattice QCD. In this chapter, it is the framework we shall adopt.
One shortcoming of this approach is that it does not address the dynamical origin
of the backgrounds considered. We overlook this issue and take the background as
given.
One of the earliest results of the AdS/CFT correspondence was a computation of
the scaling dimensions of boundary operators (Gubser et al. (1998); Witten (1998a)).
This was achieved by computing the Green functions of bulk fields dual to the op-
erators. We repeat the process here but use a functional integral expression of the
propagator because this technique proves to be the most useful later on in the warped
background of AdS/QCD. We focus on R-symmetry singlet operators in the bound-
ary theory so we may ignore the S5 dimensions in the bulk spacetime. Futhermore,
we generalize slightly to a d-dimensional boundary theory, so that the dual gravi-
tational theory has AdSd+1 background geometry. We use coordinates in which the
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background metric takes the form
ds2 = gmndx
mdxn =
R2
z2
(dz2 + δµν dx
µdxν) (4.1)
and introduce the vielbein vm
a = (R/z)δm
a. Note that we have Euclideanized the
metric. Throughout the chapter, Greek indices denote all directions except the radial
direction z, and lower case indices from the early alphabet label directions in the
orthonormal frame.
A (d−p)-form operator on the boundary is dual to a p-form field ϕ(p) in the bulk
with action
S =
1
2
∫
ϕ
(p)
A (x)((p)x +m2)ABϕ
(p)
B (x)
√
g(x) dd+1x , (4.2)
where (p)x denotes the Hodge Laplacian on a p-form field. We are interested in
the Green function of the differential operator in Eq. (4.2) on the background of
Eq. (4.1). That is, we seek the solution to
((p)x +m2)ABG
(p)
BC(x, y) = g(x)
−1/2δAC δ(d+1)(x, y) , (4.3)
where A, B and C are indices appropriate for a p-form representation and δ(d+1)(x, y)
is the Dirac δ function on the curved space. Weitzenbo¨ck identities relate the Hodge
Laplacian on p-forms to the component-wise application of the standard Laplace-
Beltrami operator (scalar Laplacian) plus curvature terms (Labbi (2006)). Due to
the maximal symmetry of the AdS background only the Ricci scalar curvature R
appears. Its coefficient reflects the dimension of the space and the degree of the form
field. More specifically, Eq. (4.3) becomes(
x +m2 +
p(d+ 1− p)
d(d+ 1)
R(x)
)
G
(p)
AB(x, y) = g(x)
−1/2δAB δ(d+1)(x, y) , (4.4)
where x is now the scalar Laplacian acting on the components of the Green function
(Folacci (1991); Bena (2000); Naqvi (1999)). Absent background fields which desig-
nate special directions to reference, the Green function has a tensor decomposition
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which must respect the isometries of the Euclidean AdS background. The general
result is given in Bena (2000); Naqvi (1999), but in the limit that both x and y sit
near the conformal boundary it reduces to
G
(p)
AB(x, y) = δABG
(p)(x, y) + (boundary term) , (4.5)
where the function G(p)(x, y) satisfies
(
x +m2 +
p(d− p)
d(d+ 1)
R(x)
)
G(p)(x, y) = g(x)−1/2δ(d+1)(x, y) . (4.6)
The boundary terms in Eq. (4.5) are total divergences and serve to adjust the bound-
ary conditions of the Green function at infinity but will not affect our analysis.
In Bena (2000); Naqvi (1999), computation of G(p)(x, y) hinged on the ability to
solve the relevant differential equations directly, which is not possible in the deformed
background we will consider later. Instead, a general technique to solve differential
equations is to use functional integrals to invert the differential operator thereby pro-
viding a formal solution. We will employ this approach and then make the functional
integral tractable using a saddlepoint approximation, or equivalently the small noise,
adiabatic or WKB approximation (Schwinger (1951); Bekenstein and Parker (1981);
Stephens (1988)). This approximation is exact in the AdSd+1 background because it
is homogenous and isotropic. The approximation will be good but not exact in the
warped, asymptotically AdSd+1 background considered later. Path integral solutions
are most often seen in physics as solutions of the Schro¨dinger equation, but the tech-
nique is also applicable in a classical setting such as the bulk field theory considered
in this chapter. We use a Feynman-Schwinger representation of the Green function,
which expresses the dynamics of the one-particle sector of a field theory in terms of
a path integral over a particle’s worldline (Schwinger (1951); Bekenstein and Parker
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(1981); Seuss (1990); Bastianelli and Zirotti (2002)):
G(p)(x, y) =
Z(1)=x∫
Z(0)=y
[dZ(λ) de(λ)] exp
(
− 1
2
∫ 1
0
[
e−1Z˙aZ˙bδab(Z) + e (m2−κd,pR)
]
dλ
)
.
(4.7)
Here Z(λ) is a parametrization of the path followed by the particle, e is an einbein
field transforming under reparametrization of the worldline as e′ dZ ′ = e dZ, and R
is the Ricci scalar curvature of the background.
Whether it is used for a classical or quantum system, one must pick a discretiza-
tion scheme of a functional integral to define it 2. In a curved background different
schemes give rise to different couplings κd,p to the curvature. However the mid-
point scheme uniquely possesses covariance under general coordinate transformation
(Grosche and Steiner (1987a); Bastianelli et al. (2005)). We demand coordinate in-
variance and therefore choose the midpoint scheme. We add to the (euclideanized)
path integral action the curvature coupling it induces (Grosche and Steiner (1987b,
1988)),
∆S = −1
2
∫ 1
0
(d/2)2
d(d+ 1)
R e dλ . (4.8)
The specific form of this extra term is appropriate for the saddlepoint approxima-
tion and moves the metric dependence from the path integral measure up into the
action (Gutzwiller (1985); Grosche and Steiner (1988)). Eq. (4.8) combines with the
curvature term from Eq. (4.4) to determine
κd,p = −p(d− p)
d(d+ 1)
+
(d/2)2
d(d+ 1)
=
1
d(d+ 1)
(d
2
− p
)2
. (4.9)
To compute Eq. (4.7) we make the small fluctuation approximation by expanding
2 This statement is analogous to the need to fix an ordering scheme when treating a problem
using an operator formalism. Even classical systems have this issue, which ultimately comes from
techniques in functional analysis and is not unique to quantum dynamics.
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Eq. (4.7) around the path Z0 with minimum action S
(0)
w and treating the fluctuations
only to quadratic order (Stephens (1988)). To do this, first the particle’s trajectory
is decomposed as
Za(λ) = Za0 (λ) + ζ
a(λ) , (4.10)
imposing the orthogonlity constraint δabZ˙
a
0 (λ)ζ
b(λ) = 0 for all λ. This means ζ(λ)
has d fluctuating degrees of freedom. Next we rewrite Eq. (4.7) in terms of the
fluctuation ζa(λ) and truncate the action to quadratic order. The zeroth order term
is the minimum action
S(0)w (x, y|s) =
σ(x, y)2
2s
+
s
2
(m2 − κd,pR) , (4.11)
where σ(x, y) is the proper distance of Z0(x, y) and s =
∫ 1
0
e(λ) dλ. The term linear in
ζa vanishes by construction. The quadratic term captures the effects of fluctuations
around the geodesic. This term must be kept as the path integral is dominated by
paths with finite quadratic variation. That is
DVM(x, y|s)1/2 =
ζ(1)=0∫
ζ(0)=0
[dζ(λ)] exp
(
1
2s
∫ 1
0
ζa (δab∂
2
λ +Mab)ζ
b dλ
)
(4.12)
=
1
(2pis)(d+1)/2
(
Det det′(−δab∂2λ −Mab)
Det det′(−δab∂2λ)
)−1/2
(4.13)
where the Riemann curvature tensor Rabcd is used to define
Mab = RacbdZ˙c0Z˙d0 . (4.14)
Here Det is the functional determinant. There is a zero mode of the worldline ac-
tion stemming from reparametrization invariance. It contributes to the prefactor in
Eq. (4.13). But we must regular the functional determinants to exclude it, which
we do by defining det′ to be the determinant only over the subspace orthogonal to
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Za0 . We recognize the action for the fluctuation field ζ
a as the geodesic deviation
equation, also called the orthogonal Jacobi equation. Higher orders of this equation
correspond to the generalized Jacobi equation (Colistete et al. (2002); Perlick (2008);
Schutz (1985)), and are proportional to derivatives of certain components of the cur-
vature tensor, up to boundary terms in the action. In the case of the unwarped AdS
background the higher order terms vanish identically. In the warped case considered
later, the higher order terms vanish asymptotically for large and small separaration
of the end points and stay much smaller than the quadratic terms for intermediate
distances. For consistency of notation with much of the literature, we have written
the fluctuation determinant in terms of DVM(x, y|s), the Van Vleck–Morette determi-
nant whose square root is the fluctuation determinant Bekenstein and Parker (1981);
Stephens (1988); Zannias (1983).
Notice that both the Eq. (4.11) and Eq. (4.13) depend on e(λ) only via the
modulus s =
∫ 1
0
e dλ. After fixing to the gauge e(λ) = s, the functional integral over
the einbein reduces to a Riemann integral over s.
G(p)(x, y) =
∫ ∞
0
dsDVM(x, y|s)1/2 exp(−S(0)w (x, y|s)) (4.15)
The AdSd+1 metric of Eq. (4.1) has Riemann curvature tensor
Rabcd = − 1
R2
(δacδbd − δadδbc) . (4.16)
If λ is an affine parameter then the tangent vector Z˙a0 (λ) has constant length
δabZ˙
a
0 (λ)Z˙
b
0(λ) = σ(x, y)
2 . (4.17)
Using this fact and δabZ˙
a
0 (λ)ζ
b(λ) = 0, we find
Mab = −δab σ(x, y)2/R2 . (4.18)
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We substitute Eq. (4.18) into Eq. (4.13) and use the fact that the differential operator
is proportional to δab to write
(
Det det′(−δab∂2λ − δabσ(x, y)2/R2)
Det det′(−δab∂2λ)
)
=
(
Det(−∂2λ − σ(x, y)2/R2)
Det(−∂2λ)
)d
. (4.19)
This step is the assertion that any sensible regularization of the functional determi-
nant respects the degeneracy of eigenvalues resulting from the d identical copies of
the second order differential operator induced by the det′ on the left-hand side. A
proof of this fact using zeta regularization is given in Elizalde et al. (1998). There
are numerous ways to compute the ratio of the functional determinants of these
second-order differential operators. We use the Gel’fand-Yaglom Theorem (Gelfand
and Yaglom (1960); Dunne (2008)) because this technique is useful later. This the-
orem states that the normalized determinant of an operator −∂2λ − V (λ) acting on
the space of functions supported on the interval λ ∈ [0, 1] with vanishing boundary
values is
Det(−∂2λ − V (λ))
Det(−∂2λ)
= u(1)−1 , (4.20)
where
(∂2λ + V (λ))u(λ) = 0 (4.21)
with boundary conditions u(0) = 0 and u˙(0) = 1. For a constant V = −σ(x, y)2/R2
it follows immediately that
DVM(x, y|s)1/2 = 1
(2pis)(d+1)/2
(
σ(x, y)/R
sinh(σ(x, y)/R)
)d/2
. (4.22)
Using Eqs. (4.11) and (4.13) in Eq. (4.15) shows that the saddlepoint approxi-
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mation to the Green function takes the form
G(p)(x, y) = NK(d−1)/2
(
σ(x, y)
√
m2 − κd,pR
)
(4.23)
×
(
σ(x, y)/R
sinh(σ(x, y)/R)
)d/2(√m2 − κd,pR
σ(x, y)
)(d−1)/2
.
N is a normalization factor and K(d−1)/2 is a modified Bessel function. Since we are
computing the boundary-to-boundary propagator, put x = (xµ, ε) and y = (yµ, ε),
for ε positive but infinitesimal. The geodesic distance is
σ(x, y) = R ln
|xµ − yµ|2
ε2
+O(ε) . (4.24)
As ε tends to 0, σ(x, y) diverges and the sinh function and the Bessel function
in Eq. (4.23) approach their asymptotic forms: sinhx ≈ ex/2 and K(d−1)/2(x) ≈√
pi/2x e−x for any d. The asymptotic limits of the factors combine to eliminate
dependence on σ(x, y) everywhere except in the exponent. We regularize σ(x, y) at
both endpoints with some mass scale µ by setting σ(x, y) = σreg(x, y) − 2R ln(µε)
and absorbing the divergent term into the normalization, N → N˜ (µ). The resulting
Green function is
G(p)reg(x, y) = N˜ exp(−∆σreg(x, y)/R) =
N˜
|xµ − yµ|2∆ ,
with exponent
∆ =
d
2
+
√
(mR)2 − κd,pR2R . (4.25)
The first term on the right comes from the fluctuation determinant and the second
term comes from the minimum action. After substituting R = −d(d+ 1)/R2 and
κd, p =
1
d(d+ 1)
(
d
2
− p
)2
, (4.26)
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into Eq. (4.25), we recover the familiar scaling dimension formula of AdS/CFT (Gub-
ser et al. (1998); Witten (1998a)).
In Minahan (2012) the Green function of a bulk field is also computed. The author
notes that the particle worldline representation of the propagator in AdS behaves as
though ∆/R appears in place of the mass m in the original field action. Here, we
have shown that a path integral computation of the two-point function can generate
the needed terms to convert m in the field lagrangian into the correct expression for
∆/R in the worldline representation. The path integral technique frees us from the
need to solve the Green function’s differential equation by inspectionand allows us
to work in more complicated backgrounds.
4.2 Worldline Path Integrals in AdS/QCD
We now apply the path integral approach to compute the field strength two-point
function in AdS/QCD. The technique is largely the same but we must introduce two
changes to compare our results with the lattice. First we note that Yang-Mills field
strength operators are not gauge invariant. In order to have a gauge-invariant opera-
tor, we introduce a Wilson loop with a gauge transformtion which cancels that of the
field-strength operators. Thus the first change we make is to add extended rather
than only point-like operator insertions in the boundary gauge theory. Afterwards,
we will deform the background geometry to give confining behavior in the boundary
gauge theory.
4.2.1 Gauge Invariance and Wilson Loops
The loop current on a closed contour C = {c(τ) : τ ∈ [0, 1]} is
jµC (x) =
∫ 1
0
c˙µ(τ) δ(d)(x− c(τ)) dτ . (4.27)
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The current enters the functional integral via the factor exp(−Sint[A, j]) = exp(−
∫
A·
j dx), the standard minimal coupling of a conserved current to a vector gauge field.
In non-Abelian theories, the exponential is understood to be path-ordered. We use
a shorthand notation for the expectation value of a Wilson loop on C dressed by
inserting operator O:
〈〈O〉〉C = N−1c
∫
[dA] e−SYM trP{O exp(− ∮ C A(x) · dx)} . (4.28)
The trace is over gauge indices and P denotes path ordering. We note that
Z[jC] = 〈〈1〉〉C , (4.29)
that is, the Wilson loop with no additional operator insertions is precisely the gener-
ating functional Z[jC]. Rewrite 〈〈1〉〉C using the non-Abelian Stokes’ Theorem (Broda
(2000)):
〈〈1〉〉C =
∫
[dA] e−SYM Pexp (−∮ C A·dx) = ∫ [dA] e−SYM Pexp (−∮ S F ·d2a) . (4.30)
Here S is a surface with boundary C and differential area 2-form d2aµν . In lattice
QCD, the last expression of Eq. (4.30) is discretized and computed numerically. The
functional integral over different configurations of the gauge field corresponds to a
sum over states with different plaquettes contributing to the action. The contributing
plaquettes combine to form the surface S. In the strong coupling limit, the minimal
area surface dominates the integral (Smit (2002)). This picture will be connected
with the dual theory.
The normalized two-point function of field strength operators connected by the
Wilson loop along C is
G(FF )µνρσ(x, y|C) = 〈〈Fµν(x)Fρσ(y)〉〉C/〈〈1〉〉C . (4.31)
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Gauge invariance requires that the points x and y must lie on C. To compute 〈〈FF 〉〉C
in Eq. (4.31) we note that the insertion of Fµν at a point along C can be achieved by
taking the area derivative of the contour at this point (Mandelstam (1968); Makeenko
and Migdal (1979)). Modifying the contour C by adding an infinitesimal loop δcµν(x)
at point x which spans the directions µ and ν. Doing so induces a change in the loop
current operator to jC + δjC(x) and a corresponding shift in the partition function:
〈〈1〉〉C+δC = Z[jC + δjC(x)] ≈ 〈〈1− δcµν(x)Fµν(x)〉〉C . (4.32)
We extract the second term on the right using a loop or area derivative,
〈〈Fµν(x)〉〉C = δZ[jC]
δcµν(x)
. (4.33)
Two area derivatives insert two field strength opereators:
〈〈Fµν(x)Fρσ(y)〉〉C = δ
2Z[jC]
δcµν(x)δcρσ(y)
. (4.34)
On the lattice, an area derivative amounts to adding an extra plaquette to the contour
C.
We now compute 〈〈1〉〉C and 〈〈FF 〉〉C using the standard treatment of Wilson loops
in the AdS/CFT and then the AdS/QCD correspondence. In the dual in the bulk
theory of a Wilson loopon the boundary is classical Nambu-Goto string ending on C
(Maldacena (1998b)):
〈〈1〉〉C = min
XC
exp(−SNG[XC]) , (4.35)
where the Nambu-Goto action is given by
SNG[X] =
1
2piα′
∫
d2ξ
√
det
α,β
gmn(X)∂αXm∂βXn (4.36)
and the minimum is over all worldsheets XC with boundary fixed to be C. Greater
detail of this calculation will be provided in Chapter 5.
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Figure 4.1: Two possible contours C. The contour on the right is the one used in our
computations.
We return briefly to the gauge theory on the boundary. The second area derivative
of Z[jC] is the two-point function of the field strength in the gauge field background
with source supported along the contour C. The correlation of adjoint operators
along the Wilson loop is realized in a lattice discretization of the gauge theory as
coincident fundamental and antifundamental parallel transporters (Di Giacomo and
Panagopoulos (1992); Laine and Philipsen (1998)). The antifundamental parallel
transporter completes one half of the line current jC and the fundamental parallel
transporter completes the other half, as shown in Fig. 4.1. The propagator of the
field strength operator should be thought of as a feature of the surface of the Wilson
loop. This picture describes the gauge invariant propagation of a gauge non-invariant
quantity such as the field strength. The corresponding picture in the bulk theory is
that the propagator of the dual of the field strength operators may not propagate
just anywhere in the bulk but must have a worldline lying within the worldsheet of
the Nambu-Goto string dual to the Wilson loop. That is, we look at the second-order
response of the Nambu-Goto action to two wrinkles along its boundary inserted at
the location of the field strength operators. This is described as the propagation
of the gauge non-invariant field within the Nambu-Goto worldsheet (Drukker et al.
(1999)).
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As an example of computing a boundary field strength correlator using AdS/CFT,
Polyakov and Rychkov (2000) computes the second area derivative of a straight,
infinite Wilson line, with the result
〈〈Fµν(x)Fρσ(y)〉〉C ∝ 1/|x− y|4 , (4.37)
as expected. Similarly, Miwa and Yoneya (2006) treats the insertion along a circular
Wilson loop of composite operators constructed from the scalar superpartner of the
gauge field. We can use this picture we have developed to recover the result of Miwa
and Yoneya (2006), in which the authors consider the decorated supersymmetric
Wilson loop
∝ 〈0|Tr
{
φ+(X(s1))
J φ−(X(s2))J Pexp
(
ig
∮
C
[Aµ(X(s))X˙
µ + |X˙|φ4(X(s))]ds
)}
|0〉
(4.38)
in the large Nc limit of N = 4 SU(Nc) supersymmetric Yang-Mills theory (SYM). C
is the contour along which the Wilson loop is defined, and is taken to be a circle with
a possibly infinite radius, i.e. a straight line. φi is the SYM sextuplet of scalar fields.
The choice to use φ4 in the Wilson loop operator and to define φ± = (φ5 + iφ6)/
√
2
is largely arbitrary. What matters is that the field insertions at X(s1) and X(s2)
correspond to the creation and annihilation operators of J coincident scalar fields.
For C a straight line, it was noted in Polyakov and Rychkov (2000) that the divergent
action of the Nambu-Goto string in the dual theory should be subtracted entirely,
meaning the undecorated Wilson line has unit value. Then, after adding the scalar
field creation and annihilation operators into the Wilson loop, the action of the J
scalar fields propagation from (z, xµ) = (ε,Xµ(s1)) to (ε,X
µ(s2)) changes its value
to exp(−S), where
S = J ×∆ ln |X(s1)−X(s2)|
2
ε2
. (4.39)
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When C is a circle of finite radius, there is an additional finite piece from the Nambu-
Goto action (Berenstein et al. (1999)). In this case, the Wilson loop assumes the
value exp(−S) for
S = J ×∆ ln |X(s1)−X(s2)|
2
ε2
− R
2
α′
. (4.40)
Recall that the scalar fields have dimension ∆ = 1 and compare with Eqs. (18) and
(19) of Miwa and Yoneya (2006). In both cases, our results differ by a physically
irrelevant finite amount, due to different subtraction schemes in the UV, of (1 −
2/pi)R2/α′ from the Nambu-Goto action and −2 per propagating scalar field. The
scalars must propagate in the worldsheet in order for the Wilson loop to possess gauge
invariance. But this condition is trivially fulfilled in the system at hand. Note that
a Nambu-Goto string ending on a circular Wilson loop in AdS5 has a hemispherical
worldsheet with the same radius as the Wilson loop. The scalar fields propagating
between two points just above the Wilson loop at the boundary follow semicircular
trajectories with diameter equal to the separation of the endpoints. Basic geometry
reveals that the scalars will propagate in the worldsheet without the string and the
points exerting any forces on one another. This situation is a result of the scaling
symmetry of the unwarped AdS/CFT correspondence and the rotational symmetry
of the circular boundary. A differently shaped Wilson loop or a deformed background
metric would break this balance in general.
Both Polyakov and Rychkov (2000) and Miwa and Yoneya (2006) present the
picture of a defect propagating along the worldsheet appropriate to their respective
geometries. Owing to the symmetry of the background and geometries used in those
references, the result fall out readily using the techniques laid out here.
In Eq. (4.31), the Nambu-Goto action cancels out of the normalized two-point
function, because
〈〈Fµν(x)Fρσ(y)〉〉C = exp(−SNG[X(C)]− S(0)w (x, y)) (4.41)
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and
〈〈1〉〉C = exp(−SNG[X(C)]) . (4.42)
Nevertheless the Nambu-Goto action still determines the geometry of the minimal
action configuration. The backreaction of the defect on the string geometry would
modify the string’s geometry too. For the calculations in this chapter, this effect is
small because the geometry of the string on its own and the geometry of the particle
on its own can be computed and seen to lie close to one another.
4.2.2 Warping the Background Geometry
Our second change compared to the earlier AdS/CFT computations is to warp the
background metric in order to impart confining behavior to the boundary gauge
theory. The treatment of the field strength two-point function warped backgrounds
by propagating a defect along the worldsheet of a Nambu-Goto string in this modified
background. We use the asymptotically Euclidean AdSd+1 “metric wall” background
of Andreev and Zakharov (2006):
ds2 = gmndx
mdxn = e4Λ
2z2 R
2
z2
(dz2 + δµν dx
µdxν) , (4.43)
and orthonormal frame fields vm
a = (R/z) e2Λ
2z2δm
a. In White (2007a), this back-
ground is compared with alternative metrics in its ability to compute rectangular
Wilson loops, and is shown to provide the best agreement with lattice computations
of the same. As in Andreev and Zakharov (2006) and White (2007a), we determine
our parameters by reproducing lattice results for the Cornell potential between a
heavy quark-antiquark pair modeled as a rectangular line current. Doing so yields
Λ ≈ 330 MeV and the dimensionless string tension τ = R2/2piα′ ≈ 0.1836.
To decide which Wilson loop to use in our calculations, we consider our bench-
mark, the lattice computations of Di Giacomo et al. (1997) in which the field strength
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correlator is actually computed as a weighted sum over the results obtained with dif-
ferent Wilson loop contours. So in fact there is no single contour C which should
exactly reproduce the lattice data. However, the behavior of a particle propagating
within a worldsheet will be nearly identical for all choices with geometries both much
shorter than and much larger than the confinement scale in extent. Slight differences
would be allowed in the intermediate region but will not significantly affect the cal-
culation. So we choose the contour for convenience of calculation. Two possible
contours are shown in Fig. 4.1, and we use the one on the right. We also take x and
y to be separated only in the time direction t by a boundary distance of |xµ−yµ| = r.
The profile is translationally invariant in some boundary direction perpendicular to
t. When parametrized by the time coordinate t, the radial coordinate Zz0 (t) of the
minimum action path satisfies (Andreev and Zakharov (2006))
e4Λ
2Zz0 (t)
2
Zz0 (t)
2
√
1 + Z˙z0 (t)
2
=
e4Λ
2z2m
z2m
, (4.44)
where zm is the maximum value the string’s profile assumes, and is determined
implicitly by
r/2 =
∫ zm
0
dz
(
z4m
z4
e8Λ
2(z2m−z2) − 1
)−1/2
. (4.45)
For r  Λ−1, zm ≈ zλ = (2Λ)−1. That is, over long distances the worldsheet sits
at the radial coordinate which minimizes e4Λ
2z2/z2. An increase in r serves only to
lengthen this portion of the worldsheet, giving rise to linear behavior in the boundary
theory’s heavy quark potential. Such behavior is common to all choices of contour
C, with differences lying only in minor details of the exact profile. For r  Λ−1, a
change in r results in a new profile which is just a rescaled version of the old profile,
due to asymptotic conformality near the boundary z = 0. The shape of this profile
is shown for several values of r in Fig. 4.2. The particle’s minimum action now has
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Figure 4.2: String profiles with various values of r
a position-dependent coupling to the curvature.
S(0)w (x, y | s) =
σ(x, y)2
2s
+
s
2
∫ 1
0
(m2 − κd,pR(Z0(λ))) dλ (4.46)
The field strength operator is a 2-form, so for d = 4 there is a simplification because
κ4,2 = 0. Moreover, its bulk mass m vanishes. This can be determined in the near
boundary region, where the standard AdS/CFT scaling dimension formula Eq. (4.25)
holds. In this regime, ∆ = 2 and so we find m = 0. As m is not a function of position,
it therefore vanishes everywhere. But even if we set m to zero, a term just like it
will be inserted as an infrared regulator in Eq. (4.15). The regulator must be kept
until after we take the large σ(x, y) limit of Eq. (4.46) and then absorbed it into the
normalization. After taking these steps, we find
exp(−S(0)w [Z0])→ N˜ σ(x, y)−d/2 . (4.47)
DVM(x, y)
1/2 was expressed using the determinant of the operator gmn∂
2
λ + Mmn in
Eq. (4.13). Unlike before, the curvature is no longer homogeneous and isotropic
so that Mab is no longer δab times a constant as it as in Eq. (4.18). However, for
r  Λ−1 the path lies in the asymptotically conformal region and Mab will be well
approximated by Eq. (4.18). Furthermore, for r  Λ−1 we will see that Mzz ≈
−2e−1σ(x, y)2/R2 and all other components will be small along the majority of the
path. The variation of Mab with λ in the intermediate region is slow so we expand
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in (∂2λ)
−1Mab using the identity det(1 + ε) = 1 + tr ε+O(ε2), to write
′
det(−δab∂2λ−Mab) = (−∂2λ)d−(−∂2λ)d−1 trM+O(M2) = (−∂2λ−d−1trM)d+O(M2) .
(4.48)
The rest of the calculation proceeds as before. One could solve the differential equa-
tion of the Gel’fand-Yaglom Theorem numerically but the slow variation of trM
allows us to write
DVM(x, y|s)1/2 ≈ (4.49)
1
(2pis)(d+1)/2
(
sinh(
∫ 1
0
√−d−1trM(λ) dλ)√−d−1trM(0)
)−d/2
.
Following Eq. (4.17), define for the affine parametrization path Z0 the normalized
tangent tˆa(λ) = Z˙a0 (λ)/σ(x, y). Then introduce for notational convenience,
cos θ(λ) = tˆx(λ) and sin θ(λ) = tˆ z(λ) . (4.50)
The Riemann tensor of the metric in Eq. (4.43) has components, in the orthonormal
frame basis, given by
Rabcd = − 1
R2
e−4Λ
2z2 (1− 4Λ2z2)2 (δacδbd − δadδbc) , (a, b, c, d 6= z)
Razbz = − 1
R2
e−4Λ
2z2 (1 + 4Λ2z2) δab , (a, b 6= z)
(4.51)
with all others vanishing except those related by symmetries of the Riemann tensor
to the components above. We find√
−d−1trM(Z0(λ)) = σ(x, y)
R
e−2Λ
2Zz0 (λ)
2
[
d−1(1 + 4Λ2Zz0 (λ)
2) (4.52)
+ (1− d−1)[cos2 θ(λ)(1− 4Λ2Zz0 (λ)2)2 + sin2 θ(λ)(1 + 4Λ2Zz0 (λ)2)]
]1/2
As x and y approach the boundary, the Green function in Eq. (4.49) assumes its
asymptotic form
G(FF )reg (x, y|C) = N˜ exp(−∆ · σreg(x, y)/R) , (4.53)
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where ∆ is defined by
∆(Z0(λ)) = R
d
2
√
−d−1 trM(Z0(λ)) (4.54)
and
σreg ·∆/R = σreg(x, y)
R
∫ 1
0
∆(Z0(λ)) dλ . (4.55)
Using an affine parameter in the expressions above allowed the factorization of the
distance σ(x, y) out of the integral in Eq. (4.55). For a generic parameter ξ of Z0,
σreg ·∆/R = 1
R
∫ ξy−ε
ξx+ε
∆(Z0(ξ)) ‖Z˙0(ξ)‖ dξ , (4.56)
where ‖Z˙0(ξ)‖ =
√
δab Z˙a0 (ξ) Z˙
b
0(ξ) , Z0(ξx) = x and Z0(ξy) = y. We will perform
calculations using the t-coordinate parametrization the contour shown on the right
in Fig. 4.1, meaning we use Z0 given in Eq. (4.44), for which
σreg ·∆/R =
r/2−ε∫
−r/2+ε
∆(Z0(t))
e2Λ
2Zz0 (t)
2
Zz0 (t)
√
1 + Z˙z0 (t)
2 dt (4.57)
and
cos2 θ(t) =
1
1 + Z˙z0 (t)
2
(4.58)
= (Zz0 (t)/zm)
4 exp(8Λ2z2m − 8Λ2Zz0 (t)2) .
4.3 Comparison with Lattice QCD
We can now compare the accuracy of the AdS/QCD calculations with lattice results.
For a 2-form, the index A = [µν] is a pair of antisymmetrized vector indices. By
computing the term proportional to
δ[µν][ρσ] = δµρδνσ − δµσδνρ , (4.59)
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we are comparing to the quantity called D⊥(x, y) in Di Giacomo et al. (1997). Our
expression of this quantity comes from combining Eqs. (4.52), (4.53), (4.54) and
(4.57) and settin d = 4. Fig. 4.3 shows the result plotted against the lattice data
(Di Giacomo et al. (1997); Meggiolaro (2012)). Owing to the existence of a back-
ground, other tensor structures are possible and given in that reference 3. The solid
curves show the propagator Eq. (4.53). At small r, the asymptotically conformal
behavior dictates G(r) ∝ 1/r2∆UV , where ∆UV = ∆(z → 0) = 2 for the field strength
operator. The dotted curve in Fig. 4.3 shows the propagator computed with the scal-
ing dimension fixed everywhere at the ultraviolet value ∆UV. The normalizations of
the dashed and dotted curves were set to agree with the lattice data in the small
r limit, where the universal 1/r2∆UV behavior must hold. For the solid curve, the
normalization is determined by minimizing the χ2 value of the fit. The end result
gives χ2/d.o.f. ≈ 3.07.
For large r, exponential behavior results from saturing the zm ≤ zΛ bound:
G(FF )(x, y) ∝ exp(−|x− y|/λgl) , (4.60)
where the gluonic correlation length is
λgl = R (∆(zΛ)
√
g00(zΛ) )
−1 = (2
√
2 Λ)−1 . (4.61)
Substituting Λ ≈ 330 MeV, we find that
λgl ≈ 0.21 fm . (4.62)
Our result is in good agreement with the lattice results of Di Giacomo et al. (1997),
which indicate λgl ≈ 0.22 fm. Bali et al. (1998) has λ ≈ 0.11 − 0.13 fm, different
roughly by a factor of 2. Another lattice study of the field strength two-point function
3 To compute them in our formalism, we would need to move beyond the picture of a free field in
a warped background by coupling the bulk 2-form field to other fields. That calculation is outside
the scope of the current chapter.
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Figure 4.3: Boundary-to-boundary field strength correlator with the correct ∆ (solid)
from Eq. (4.54) contrasted with the incorrect ∆ (dashed) of Eq. (4.66), and ∆ = 2 held
constant (dotted). Lattice data was taken from Di Giacomo et al. (1997) and error bars
from Meggiolaro (2012).
would be useful to shed light on the disagreement between the two lattice sources.
The lattice value for the Πu gluelump given in Ref. Bali and Pineda (2004) is 870
MeV, and the result computed using a string model in Ref. Simonov (2001) is 1.43
GeV. This result is about half of the mass of the lightest glueball, which is a scalar
of mass 1.7 GeV and has two valence gluons Chen et al. (2006).
As a final note, we address a technical point. When using a generalized proper
time regularization of multidimensional path integrals, one must keep in mind that
the regularization of functional determinants does not commute with taking the de-
terminant over finite indices (Visser (1993); Evans (1999); Filippi (1998)). We have
ordered the functional and algebraic determinants as shown in Eq. (4.19). Some
authors (Visser (1993); Dowker (1998)) claim either explicitly or implicitly that it is
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correct to take the functional determinant of δab∂
2
λ +Mab before taking the determi-
nant over finite indices, i.e. computing
(
det′Det(−δab∂2λ −Mab)
det′Det(−δab∂2λ)
)−1/2
. (4.63)
To evaluate Eq. (4.63), one can use a multidimensional Gel’fand-Yaglom Theorem
(Visser (1993)),
det′Det(−δab∂2λ −Mab)
det′Det(−δab∂2λ)
= detA(1)−1 (4.64)
where Aab(λ) solves
(δab ∂
2
λ +Mab)A
b
c(λ) = 0 (4.65)
with boundary conditions Aab(0) = 0 and A˙
a
b(0) = δ
a
b. We will not pursue the
details, but using a WKB approximation of this differential equation results in a
propagator of the form in Eq. (4.53) except with
∆ = 1
2
Rδab
√
−Mab(Z0) (4.66)
instead of Eq. (4.54). Filippi (1998) shows that the order used in the present chapter
is the correct order. Furthermore, we see Eq. (4.66) does not give a propagator in
good agreement with the lattice data. Its use results in the dashed curve of Fig. 4.3.
In this chapter, we have addressed two closely related problems. We set out to
compute the two-point function of the gluon field strength operator in the quenched
approximation. The result is known from quenched lattice QCD computation. To
perform this calculation, we first had to gain an understanding of the origin of the
scaling dimension formula known from AdS/CFT. From there, we learn how to ex-
tend the scaling dimension formula of AdS/CFT to warped backgrounds. The results
presented here should open up a number of lines of further inquiry, including how to
treat higher-order correlation functions or correlation functions of more complicated
operators, or relaxing the approximations contained in this chapter.
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5Heavy Mesons with a Valence Gluon in AdS/QCD
The interaction of a quark and an antiquark is an important object of study in models
of the strong nuclear force. One can freeze the dynamics of the quarks themselves
by taking their masses to be large. The physics of the resulting system is only that
of the strong interactions of static sources, which can be described by a potential.
In its lowest energy state, the quark-antiquark pair is bound by a potential which
at short distances is Coulombic with a running coupling described by perturbative
quantum chromodynamics, and which undergoes at longer distances a transition to
a linearly rising potential that confines the quarks (Eichten et al. (1978, 1980)).
Methods used to model the dynamics of this system include bag models (Johnson
(1975)), magnetic confinement through analogy with superconductors (Nielsen and
Olesen (1973); ’t Hooft (1982)) and lattice QCD (Wilson (1974); Isgur and Paton
(1985)). In this chapter, we use a gauge/gravity duality to to describe a hybrid
potential, which arises when the gluonic field between a static quark-antiquark pair
is in an excited state.
A quark-antiquark pair needs a Wilson line connecting them to form a gauge
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invariant configuration. As time passes, this Wilson line sweeps out an area in
spacetime with a Wilson loop as its boundary. In AdS/QCD, the Wilson loop is
dual to a Nambu-Goto string with endpoints fixed and a shape which minimizes the
total worldsheet area in a confining background (Maldacena (1998b); Balasubrama-
nian et al. (1999b)). To model excited states of this string in holographic gauge
theories, it is conventional to consider transverse oscillations around the static con-
figuration. However, that approach cannot lead to non-Coulombic behavior at small
interquark separation, which is the behavior observed in lattice simulations nor can it
accommodate the possibility of excited states which are not asymptotically equal at
large distances (Arvis (1983); Juge et al. (2003)). On the lattice, excited quarkonium
bound by hybrid potentials are modeled by adding localized gluonic field strength
operators to a Wilson loop. We recreate this picture in AdS/QCD using the methods
developed in Chapter 4.
5.1 Heavy Mesons in AdS/QCD
According to the bulk/boundary correspondence, a Wilson loop is dual to an open
fundamental string with endpoints on the contour of the Wilson loop (Maldacena
(1998b)). Recall from Chapter 4 that the action of the string with geometry Xm(ξ)
is given by
SNG[X] =
1
2piα′
∫
d2ξ
√
det
ab
gmn(X)∂aXm(ξ)∂bXn(ξ) . (5.1)
We work in the same asymptotically Euclidean AdS background employed in Chapter
4, the metric wall background (Andreev and Zakharov (2006)):
ds2 = gmndx
mdxn = e4Λ
2z2 R
2
z2
(dz2 + δµν dx
µdxν) , (5.2)
where it is used to reproduce the Cornell potential. R has units of length and Λ
has units of energy. Both have values which will be found by matching AdS/QCD
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calculations to lattice data. This background is compared with alternatives in White
(2007b) and provides a better fit of lattice results. After putting the worldsheet
coordinates in the static gauge
Xm(ξ1, ξ2) = (t = ξ1, x = ξ2, 0, 0, z = z(ξ2)) (5.3)
the Nambu-Goto action becomes SNG = T ENG for
ENG[X] = τ
∫ r/2
−r/2
dx
e4Λ
2z(x)2
z(x)2
√
1 + z′(x)2 , (5.4)
with
τ =
R2
2piα′
(5.5)
playing the role of the dimensionless string tension. Note that the time integral sim-
ply becomes a prefactor T because the string’s configuration is static. The minimal
action profile is described by the integrated Euler-Lagrange equation of motion
e4Λ
2z(x)2
z(x)2
√
1 + z′(x)2
=
e4Λ
2z2m
z2m
, (5.6)
where zm is the maximal value assumed by the z-coordinate of the string’s profile.
This must occur at x = 0 by symmetry. Eq. (5.6) implies a relationship between dx
and dz, which can be integrated to a relationship between r and zm.
r/2 =
∫ zm
0
(
z4m
z4
e8Λ
2(z2−z2m) − 1
)−1/2
dz (5.7)
For each value of r the associated zm can be determined, and from there we can
compute the energy:
ENG = 2τ
∫ zm
0
e4Λ
2z2
z2
(
1− z
4
z4m
e8Λ
2(z2m−z2)
)−1/2
dz (5.8)
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Figure 5.1: Best fit of the Cornell potential, with parameters Λ = 330 MeV and τ =
0.1836, together with lattice data from Juge et al. (2003) (filled circles) and Bali et al.
(2000) (empty squares)
This integral has a divergence at z = 0, meaning the energy must be regulated in
the ultraviolet. We do this by shifting the Wilson loop from the boundary z = 0 to
some small but finite value z = ε.
Ereg = 2τ
∫ zm
0
e4Λ
2z2
z2
([
1− z
4
z4m
e8Λ
2(z2m−z2)
]−1/2
− 1
)
dz + 2τ
∫ zm
ε
e4Λ
2z2
z2
dz (5.9)
Recalling the relationship between the energy functional and the Wilson loop opera-
tor, we see that the subtraction can be thought of as a wavefunction renormalization
of the Wilson loop operator (Brandt et al. (1981)):
Wbare(C) = Z(ε)Wren(C) . (5.10)
The values τ = 0.1836 and Λ = 330 MeV most closely match the lattice data from
Juge et al. (2003) and Bali et al. (2000). The two lattice sources had different values
of the unphysical constant terms in their potentials, but after accounting for that
they line up with one another and with the AdS/QCD calculation. The resulting
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fit is shown in Fig. 5.1. The value of τ is 3% less than that given in Eq. (5.8) of
Gursoy et al. (2011), 8% less than that in White (2007b), and 19% larger than that
in Andreev and Zakharov (2006).
The value of the parameter Λ can also be determined by computing the gluon
condensate
F2 = 〈 g
2
4pi2
F aµνF
µνa〉 (5.11)
using a small Wilson loop to perform a point-splitting regularization. The AdS/QCD
evaluation of this Wilson loop in the background Eq. (5.2) is (Andreev and Zakharov
(2007))
F2 =
1344
pi3
τ (17
3
− 8 ln 2)Λ4 . (5.12)
Using our fit values Λ = 330 MeV and τ = 0.1836 gives
F2 = (0.99Λ)
4 ≈ 0.011 GeV4 . (5.13)
The gluon condensate in Eq. (5.11) was introduced in Shifman et al. (1979) and
estimated using sum rules of charmonium decays to have value 0.012 GeV4. Working
backwards, we would arrive at Λ = 335 MeV.
5.2 Heavy Meson with a Valence Gluon in AdS/QCD
In lattice QCD, the static interquark potential V (r) comes from computing the ex-
pectation value of a rectangular Wilson loop of dimensions r×T in the long T limit.
The lowest lying static potential is well approximated by the Cornell potential, i.e.
the sum of a Coulombic potential and a linear potential, and results when the gluonic
field is in its ground state. Hybrid quarkonia have excited gluonic fields between the
static quarks. The excitations are labeled by quantum numbers Λη, where η indicates
combined parity under charge conjugation and spatial inversion along the interquark
axis with η = g denoting positive and η = u for negative parity. Λ = xˆ · Jgl is the
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q(-r/2,0) q(r/2,0)
q(r/2,T)q(-r/2,T)
F   (0,0)µν 
F   (0,T)µν 
Figure 5.2: Wilson loop “decorated” with two field strength operator insertions, which
create and destroy a valence gluon
projection of the gluonic field’s total angular momentum along the interquark axis.
Σ denotes Λ = 0, Π denotes Λ = 1, etc. Σ states also have a definite parity under
spatial inversion along the interquark axis, and this is labeled using an extra super-
script. The Cornell potential is the Σ+g state of the gluonic field, in this language.
The lowest lying hybrid potential is the Πu according to lattice calculations.
Lattice simulations of excited states of the static quarkonium potential insert
field strength operators along the edges of the Wilson loop. By the area derivative
relations previously seen in Chapter 4, this can be done by making deformations of
the Wilson loop’s contour. AdS/QCD, the deformations of a Wilson loop’s edges
give rise to a defect propagating along the worldsheet.
Just like the Cornell potential is extracted from the basic Wilson loop, each ex-
cited potential can be extracted from the dominant term in the long-time asymptotic
behavior of the appropriate decorated Wilson loop:
VΛη(r) = − lim
T→∞
ln〈〈OΛη(r, T )OΛη(r, 0)†〉〉C
T
, (5.14)
where C is the contour of the Wilson loop connecting the operatorOΛη and its adjoint.
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To compute the Πu potential, the operator used is (Juge et al. (2003))
OΠu(r, t) = B⊥(0, t) , (5.15)
where the subscript denotes that the polarization is perpendicular to the interquark
axis. The operator’s color structure is B(x) = Ba(x)tafnd, meaning it takes values in
the fundamental representation of SU(3) because it emerges as a deformation along
a Wilson line in the fundamental representation.There are two polarizations of the B
field perpendicular to the quark-antiquark axis, which clearly give identical hybrid
potentials by rotational symmetry. The color state of each two-body subsystem is
specified by the need for the entire meson to be a color singlet.
It was shown in Chapter 4 that in AdS/QCD, the decorated Wilson loop with
two operator insertions, as in Eq. (5.14), can be expressed in terms of the minimum
classical action of the gravity dual configuration. Specifically, there is a Nambu-Goto
string with a defect propagating within its world sheet. The total action is the sum
of the actions of these two fields:
〈〈OΛη(r, T )OΛη(r, 0)†〉〉C = exp(−SNG − Sgl) . (5.16)
In the static configuration, SNG = T ENG and Sgl = T Egl. Eqs. (5.14) and (5.16)
together imply
VΠu(r) = ENG(r) + Egl(r) . (5.17)
Egl, is computed using Eq. (4.56). However, unlike in Chapter 4, the valence gluon
now persists for an infinite time. Compare Fig. 4.1 and Fig. 5.2. It is no longer
a good approximation to neglect the backreaction of the massive defect has on the
geometry of the Nambu-Goto string’s worldsheet, as we could in Chapter 4. But the
static limit brings the simplification that the gluon sits fixed at z = zm which we will
call zm. From Eq. (4.60), its action will thus be
G(FF ) = exp(−MglT ) , (5.18)
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Figure 5.3: Profiles of the string with quark-antiquark separation r ≈ 0.15 fm with the
massive defect (solid curve) and without it (dashed curve).
where
Mgl(zm) ≡ λ−1gl = R−1 ∆(zm)
√
g00(zm) = ∆(zm)e
2Λ2z2m/zm (5.19)
is the reciprocal of the gluonic correlation length. For zm > 0, Mgl will be a positive
mass for the valence gluon. Thus a massive point particle is attached to the Nambu-
Goto string, creating a fold in its worldsheet as in Fig. 5.3.
The energy functional of the Nambu-Goto string is
ENG[z(x)] = 2τ
∫ r/2
0
e4Λ
2z(x)2
z(x)2
√
1 + z′(x)2 dx , (5.20)
and that of the defect is
Egl = Mgl(zm) . (5.21)
The total energy is first minimized with respect to the shape of the profile z(x)
subject to the conditions z(r/2) = 0 and z(0) = zm, and the result is then minimized
with respect to zm. The profile of the Nambu-Goto string with a fold is described by
e4Λ
2z(x)2
z(x)2
√
1 + z′(x)2
=
e4Λ
2z2m
z2m
√
1 + z′ 2m
, (5.22)
with z′m = |z′(0+)|. Thus, the minimum of the Nambu-Goto energy functional is just
a function of zm and z
′
m. The value of the cusp angle z
′
m is determined by the balance
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of the tension of the string and the gravitional pull of the massive pointlike defect in
the string’s worldsheet. We use the technique from Andreev (2008) to eliminate z′m
in terms of zm. The total energy is minimized when
∂ENG
∂zm
+
∂Egl
∂zm
= 0 . (5.23)
The first term can be seen to equal
∂ENG
∂zm
= 2τ
e4Λ
2z2m
z2m
√
1 + z′ −2m
, (5.24)
and the second term in Eq. (5.23) is just
∂Egl
∂zm
= −∆(zm)
z2m
(
1− 4Λ2z2m − zm
∆′(zm)
∆(zm)
)
e2Λ
2z2m . (5.25)
Using these two expression in Eq. (5.23), we find:
2τ
z2m
e4Λ
2z2m√
1 + z′ −2m
− ∆(zm)
z2m
(
1− 4Λ2z2m − zm
∆′(zm)
∆(zm)
)
e2Λ
2z2m = 0 . (5.26)
Now it is possible to to solve for z′m in terms of zm:
1 + z′ 2m = ρ(zm) ≡
[
1−
(
∆(zm)
2τ
)2(
1− 4Λ2z2m − zm
∆′(zm)
∆(zm)
)2
e−4Λ
2z2m
]−1
(5.27)
Together with Eq. (5.22), the above is enough to determine zm and the rest of the
string profile for each value of r.
r/2 =
∫ zm
0
(
z4m
z4
e8Λ
2(z2−z2m)ρ(zm)− 1
)−1/2
dz (5.28)
Once zm is determined, the energy of the string and mass point configuration can be
computed.
E = 2τ
∫ zm
0
e4Λ
2z2
z2
(
1− z
4
z4m
e8Λ
2(z2m−z2)ρ(zm)−1
)−1/2
dz + ∆(zm)
e2Λ
2z2m
zm
(5.29)
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There is an ultraviolet divergence, as before. We compute the regularized energy to
be
Ereg(zm) = 2τ
∫ zm
0
e4Λ
2z2
z2
([
1− z
4
z4m
e8Λ
2(z2m−z2)ρ(zm)−1
]−1/2
− 1
)
dz + ∆(zm)
e2Λ
2z2m
zm
+ 2τ
∫ zm
ε
e4Λ
2z2
z2
dz . (5.30)
The term on the second line is 2τ/ε+O(ε0) for small ε. Different choices of ε corre-
spond to different regularization scales. In the small r limit, the strings essentially
run radially into the bulk up to the mass point. Their tension acts to pull the mass
point towards the boundary at z = 0, whereas the mass point’s gravitational poten-
tial wants to move it towards zΛ = (2Λ)
−1. Equilibrium is reached at z = zm such
that
2τ = ∆(zm)[1− 4Λ2z2m − zm∆′(zm)/∆(zm)]e−2Λ
2z2m . (5.31)
The right side of the equation is a decreasing function of zm with maximum value
∆UV ≡ ∆(0). Only if τ ≤ ∆UV/2 is there a solution. Otherwise, the mass point will
be “reeled” in to the boundary by the string’s tension.1 In the present case, ∆UV = 2
and so τ ≈ 0.1836 clearly satisfies this condition. In fact, τ is small enough that
zm ≈ zΛ, even for very small r considered here.
The hybrid potential is given by Eq. (5.30) where zm is calculated as a function of
r according to Eq. (5.28). The result is shown in Fig. 5.4 and compared to the lattice
data. The long distance behavior is in good agreement with the lattice simulation
of Juge et al. (2003). The short distance behavior is no longer Coulombic. The
appearance of a massive particle fixed to the middle of the string pulls the string’s
worldsheet further into the bulk than it would go without the massive defect. Even
at very small quark-antiquark separation the worldsheet dips far into the bulk, unlike
1 This is the analog in the present model of the “fall to the center” instability of Klebanov et al.
(2006).
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Figure 5.4: Πu hybrid potential is shown in red, the Σ
+
g is shown in black. The solid
lines are the AdS/QCD calculations of the potentials. Lattice data for each are from Juge
et al. (2003) (filled circles) and Bali et al. (2000) (empty squares)
in the case without any defects. This gives the excited potential very different short
distance behavior than the ground state Cornell potential, and accounts for its lack
of Coulombic behavior at short distances. At long distances, the profile of the string
with and without the massive defect are nearly identical, but the point mass still adds
a finite shift to the energy. This suggests one should see a finite difference between
the ground state and first excited potential which equals the defect’s mass. Such a
finite difference was seen in a lattice simulation of the hybrid spectrum (Juge et al.
(2003)), and contrasted with the behavior one would see if the excitations were due
to transverse oscillations of the string. However, there is still a gap between lattice
data and the result we have computed. This gap decays very nearly exponentially
in r with characteristic length roughly 0.7 fm. Unlike the planar limit of N = 4
supersymmetric Yang-Mills theory, there is no separation of scales in QCD between
the typical energy of low-lying excitations and the string tension (Karch et al. (2006)).
We thus are led to incorporate both infrared and ultraviolet gluonic contributions
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to the static potential. In particular, lattice simulation shows that the inclusion of
high energy gluons increases the static potential at short distances (Yamamoto and
Suganuma (2008); Ueda et al. (2012)) in a manner similar to what we are looking to
explain. This is achieved by successively omitting higher and higher Fourier modes
in the lattice configurations allowed as gauge field configurations. The potentials
between heavy quarks can then be investigated as a function of the momentum
cutoff. When many UV modes are excluded the potential is seen to drop at small r
to about 1 GeV below its value when these modes are included. This gap is the same
size as the one we observed between our above calculation of the hybrid potential
and the lattice data.
5.3 Adding Ultraviolet Gluons
Now, in addition to a binding interaction between the quark and the antiquark, there
are also interactions between the (anti)quark and the gluon. To recover the results
of the static quark limit used in the lattice simulations (Juge et al. (2003); Bali et al.
(2000)), in which the quark and antiquark are infinitely massive, we may treat these
interactions with a nonrelativistic expansion and drop all terms which vanish as the
quark mass tends to infinity. This approximation greatly simplifies the computation.
These interactions are computed within the perturbative, or one-gluon exchange,
approximation in Mathieu and Buisseret (2008). After taking the quark mass to
infinity, the resulting potential between the quark and valence gluon is computed to
be
Vqg(x) = Cg
2×
{
1+
1
2m2g
[
1
3
∇2+L · S
r
d
dr
−xˆiQijxˆj
(
d2
dr2
−1
r
d
dr
)]}
G
(AA)
inst (r) . (5.32)
The color factor C = (1
2
λcij)(−ifabc)(12λdij)(−fabd) = −3/2 for a quark-gluon pair
transforming in the color triplet, where λija are the Gell-Mann matrices and f
ab
c are
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the structure constants of SU(3). The dynamical mass of the valence gluon is mg.
Qij = S(iSj) − 1
3
δijS2 is the quadrupole tensor, with components
(Qij)k` = 1
2
(δikδj` + δi`δjk − 2
3
δijδk`) . (5.33)
G
(AA)
inst (r) is the instantaneous two-point function of gauge potential operators. In
Minkowski space it is
G
(AA)
inst (r) =
1
4pir
. (5.34)
The first term in the square brackets is a spin-independent relativistic correction to
the potential. The other terms are spin-dependent corrections to the interaction. The
spin-dependent terms are computed in a model where the gluon has a Lagrangian
mass term. Both in our model and in other treatments of constituent gluons, the mass
actually arises dynamically (Cornwall (1982)). It is unclear what a spin-dependent
interaction for a massless particle would be, even if its dynamics mimic those of a
massive particle. Furthermore, in Chapter 4, we have made a tensor decomposition
of the worldline propagator, reducing the worldline path integral to that of a spinless
particle. The spin-independent correction is unambiguous. For the remainder of this
chapter, we retain only this term from Eq. (5.32) while acknowledging that there is
need for further investigation into the issue.
The relativistic correction to the Coulomb exchange potential is
VOGE = − g
2
5
4m2g
∇2G(AA)inst (r) . (5.35)
Gauge invariance dictates that this term must combine with other terms resulting
from the exchange of two gluons into the correlator of two field strength operators:
VOGE =
g25
4m2g
G
(FF )
inst (r) . (5.36)
93
We will come back to this expression after computing the field strength correlator
using a holographic model.
Recall the field strength two-point function from Chapter 4:
G(FF )reg (x, x
′) =
M4gl
2pi2
exp(−∆ · σreg(x, x′)/R) , (5.37)
where we have fixed the normalization to behave correctly at long and short distances.
The prefactor is picked when we renormalize at energy Mrmgl.
Then add to E0 the OGE potential evaluated in this state.
E[z(x)] ≈ E0[z0(x)] + 2VOGE[z0(x)] , (5.38)
where VOGE is given in Eq. (5.36). The factor of 2 reflects the fact that the OGE
potential is the sum of the quark-gluon and antiquark-gluon potentials, which are
equal.
We can now add the perturbative correction coming from the OGE interaction.
VOGE(x, x
′) =
g25
4m2gl
G
(FF )
inst (x, x
′) (5.39)
We are evaluating this potential in the configuration determined above. So the
location x′ of the quark is just above the UV boundary and the gluon is positioned
a spatial distance of r away and at radial coordinate zm(r). Just like the valence
gluon, the worldline of the exchanged gluon must lie within the worldsheet of the
Nambu-Goto string for reasons of gauge invariance. However, this exchanged gluon
perturbatively has a finite extent unlike the valence gluon, and so we will not consider
the back reaction of its presence on the string’s geometry. This means we determine
its propagator to be
G
(FF )
inst, reg(x, x
′) =
m4gl
2pi2
exp(−∆inst · σreg(x, x′)/R ) (5.40)
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where the distance σ(x, x′) is computed along the Nambu-Goto string’s profile from
(r/2, ε) to (0, zm), as depicted in the solid curve in Fig. 5.3, and ∆inst uses d = 3
instead of d = 4.
∆inst · σreg/R =
∫ r/2
0
∆(Zz0 (x))
e2Λ
2Zz0 (x)
2
Zz0 (x)
√
1 + Zz0
′(x)2 dx . (5.41)
This must be regularized at the UV boundary as before. Recalling that the color
factor is C = −3/2 and using the relationship (Erlich et al. (2005))
g25
R
=
12pi2
Nc
= 4pi2 , (5.42)
we arrive at
VOGE =
1
2
Rm2g exp(−∆inst · σreg(r/2, zm | 0, ε)/R) . (5.43)
At this point, we must actually determine the value of R. The phenomenological
value of α′ = 895 MeV−2. In conjunction with the definition and fit value of τ =
R2/2piα′ ≈ 0.1836, we can determine that
R ≈ 1.02 GeV−1 . (5.44)
and so Rm2g ≈ 0.89 GeV. The potential is shown in Fig. 5.5. The result is now in
much better agreement with lattice data.
5.4 Comparison with Alternative Models of Hybrid Mesons
It has been suggested Arvis (1983); Callan and Guijosa (2000); Klebanov et al.
(2006) that hybrid potentials may correspond to Nambu-Goto string states excited
with transverse oscillations. Arvis (1983) uses this approach in flat, four-dimensional
Minkowski space to produce a spectrum of excited potentials. The string with N
quanta of oscillatory excitation produces the potential
EN(r) =
√
(σ r)2 + 2piσ (N − 1
12
) (5.45)
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Figure 5.5: Πu hybrid potential in red, shown with (solid) and without (dashed) the
OGE perturbation. The Σ+g is shown in black. Lattice data for each are from Juge et al.
(2003) (filled circles) and Bali et al. (2000) (empty squares)
between the endpoints. However, this model has a tachyonic instability in the N = 0
unexcited state of the Nambu-Goto string stretched between two heavy endpoints. It
only produces a meaningful potential down to a certain finite interquark separation,
below which the potential becomes complex-valued. One might attempt to use a
similar technique in AdS5. Small fluctuations about a Nambu-Goto string with
both endpoints on the UV boundary are considered for different reason by Callan &
Gu¨ijosa Callan and Guijosa (2000). Attemping to interpret these fluctations as the
origin of hybrid potentials immediately meets with difficulty. When the endpoints are
close together, the string remains entirely in the near-boundary region of the bulk.
To be asymptotically AdS, any warp factor used to introduce a scale into the problem
and to give confinement must be nearly trivial in this region. The fluctations lose
sensitivity to dimensionful parameters and produce a hybrid spectrum constrained
by conformality to behave like V (r) ∝ 1/r. This behavior stands in disagreement
with the finite values of the hybrid potentials at small r in lattice computations.
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Figure 2. The energy gaps ∆E above the ground state Σ+g of the stationary states of
gluons in the presence of a static quark-antiquark pair in 4-dimensional SU(3) gauge
theory. The results at lattice spacing as ∼ 0.2 fm are shown against the quark-antiquark
separation R and are compared with the Npi/R splittings expected in an effective string
theory at large R. The large-R results for a free Nambu-Goto (NG) string are also shown.
Figure 5.6: Plot from (Juge et al.
(2003))
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Figure 5.7: Prediction for the Πu
data points
Finally, direct evidence of a massive defect can be found in lattice computations.
Calculation on the lattice reveals large r behavior of the excited potentials which all
appear to rise with the same slope as one another, all running parallel to the ground
state potential. By contrast, in the large r limit of Eq. (5.45),
EN(r) = σ r +
pi
r
(N − 1
12
) +O(r−2) . (5.46)
The gap of the hybrid potential above the ground state potential then assumes the
asymptotic form
∆EN(r) =
pi
r
N +O(r−2) . (5.47)
If transverse oscillations of a Nambu-Goto string provide the right description of the
gluonic state of hybrid mesons, the quantity
∆EN(r)
piN/r
− 1 (5.48)
should approach 0 as r increases. Lattice computation of this quantity taken from
Juge et al. (2003) is showni n Fig. 5.6. The disagreement with the oscillating Nambu-
Goto string result indicates the potential not asymptotically approach the ground
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state potential as suggested by Eq. (5.47). The linear behavior at large r means the
potentials exceed the Σ+g potential by a fixed amount in this limit. Our picture gives
the same result, as shown in Fig. 5.7.
The picture we uncover is that the string dual of a hybrid meson has one or more
massive pointlike defects, representing the valence gluons. This calls to mind the
treatment of folded strings in Klebanov et al. (2006), although our background is
confining and this leads to many differences. The action written for a string with a
single defect in the present model is directly analogous to the action for three quarks
joined by baryonic vertex in Andreev (2008) with a few obvious modifications. In
this mesonic system we are considering, though, the defect is dynamical and not
topological, as in the case of a D5-brane wrapped over the 5-sphere appropriate for
baryonic vertices (Witten (1998c)). Non-holographic valence gluon models of hybrid
mesons (Kalashnikova and Kuzmenko (2003)), baryon vertices (Kuzmenko et al.
(2004)), and hybrid baryons (Cornwall (2005)) have been considered. Greensite
and Thorn (2002) describes a picture in which a gluon chain forms along the QCD
flux tube. These models are all in some ways reminiscent of but distinct from the
model presented in this chapter. In particular, the author suggests that the strong
likeness of the present model to the stochastic field correlator method (Kuzmenko
et al. (2004); Simonov (1988); Dosch and Simonov (1988); Simonov and Shevchenko
(2009)) deserves further consideration.
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