Chromatin distribution re ects a nucleus' organisation of the DNA and contains important cellular diagnostic and prognostic information. Feulgen staining of breast tissue visualises the nucleus' chromatin distribution in the form of texture. Describing texture in an objective and quantitative w ay b y means of a set of texture parameters, combined with the study of the relationship of such parameters to the pathobiological cell properties, is useful both for reduction of the subjectivity inherently coupled to visual observation and for more accurate prognosis or diagnosis.
Introduction
Nuclear chromatin-texture quanti cation which is examined in several studies Einstein et al., 1994; Epstein et al., 1990; Seigneurin et al., 1994; Van Velthoven et al., 1994; Wolberg et al., 1994 has already been proven to be powerful for the analysis of pathologic material. Changes in the chromatin distribution, which re ects the organisation of the DNA, are important features for the grading of malignant cells. In contrast to other morphological parameters like shape and area, the textural parameters may not be directly assessed by visual observation. Automated decision making based on quantitative c hromatin-texture characterisation may generate clinical information useful for more accurate prognosis or diagnosis.
Many parameters for describing textured images have been investigated for comprehensive reviews see e.g. Haralick, 1979; Reed and du Buf, 1993 . Parameters derived from co-occurrence matrices, which express an images' second order grey-level distribution, have proven to be very powerful in various applications including chromatin-texture analysis e.g. Seigneurin et al., 1994 . However, psychovisual experiments have shown that parameters based on second order grey-level statistics are not completely su cient t o c haracterise textures Gagalowicz, 1982. Moreover, recent experimental data on the human visual system stresses the importance of a combined spatial-frequency analysis Marcelia, 1980. Wavelets, as a mathematical tool for image processing, have recently been under intensive study. They have been successfully applied to image denoising, coding and texture analysis Chang and Kuo, 1993; Van de Wouwer et al., 1998 . The key idea of the wavelet transform is to decompose an image into a series of several detail images and a low resolution image. The low resolution image is obtained by iteratively smoothing or blurring the image until no information but the coarse contours remain. The information lost during this process is retrieved in the detail images, which contain the necessary information to reconstruct the original image. Since the blurring procedure reduces the resolution of the image, the representation of an image by its low resolution and detail images is often called a multiresolution multiscale representation.
Wavelets have been successfully used in a number of applications: e.g. the detection of microcalci cations in mammographics Clarke et al., 1994 , evolutionary ecology Kiltie et al., 1995 , the characterisation of corrosion morphology from microscopic images Livens et al., 1996 , speech analysis and the characterisation of voice dysphonia Van de Wouwer et al., 1996. We propose a method for the automated classi cation of microscopic recordings of ductal breast carcinoma tissue. The method is based on several textural parameters which describe the nucleus' chromatin and morphological parameters which describe the nucleus' form. More speci cally we i n vestigate parameters based on rst and second order co-occurrence matrix statistics and wavelets. To our knowledge, the latter have never been applied to chromatintexture analysis.
An academic experiment demonstrates that a carefully chosen subset of all available parameters results in the best classi cation performance and a method for automatically selecting this sub-optimal set of parameters is described. This method is applied to a patient-diagnosis experiment discrimination of benign and malignant n uclei, as well as to a grading experiment discrimination of benign and three types of grading of the malignant n uclei. This paper is organised as follows: section 2 describes the generation of the data set, followed by an extensive description of texture parameter extraction from digitised microscopic images in section 3. Methods for parameter selection and classi cation are presented in section 4. Section 5 gives the experimental results followed by a general discussion and closing remarks in 6.
2 Methods for sample preparation Formalin-xed, para n-embedded tissue of 63 cases of invasive ductal breast carcinoma grade I, II and III and 20 cases of normal breast tissue were obtained from the archives of the Laboratory of Pathology of the University Hospital of Antwerp. All cases were reviewed and graded according to Bloom and Richardson Bloom and Richardson, 1957 . Blocks were either sectioned 4 m thick or used to isolate nuclei. Caution was taken to utilise only sections that contained no mixed tissue to avoid errors in the labelling.
Both sections and cytospins were stained according to Feulgen 5 N HCl, 1 h, 25 C, Schireagent, 1 h, 25 C dehydrated in water ethanol series, and mounted with DPX Fluca, Buchs, Switzerland.
Images were acquired at controlled light i n tensities using a MTI C 72 CCD-camera MTI, Michigan City, USA connected to a Zeiss Axiolab microscope Zeiss, Oberkochen, Germany with 100 x oil-immersion objective and green lter Bandpass lter VG6, Schott, Mainz, Germany. A VIDAS 25 image analysis system Kontron, Mnchen, Germany was used to digitise the video signal into 8 bit grey-level 512 2 images resolution 0.25 m pixel, 0 = black, 255 = white. Of each sample at least 100 nuclei, taken from 10-20 randomly selected elds were imaged and stored for processing.
The automated processing was initialised by the following steps: 1. Images were background corrected. Herefore, we recorded a blank" eld eld without the specimen at similar light conditions. This image is used to correct illumination errors of the specimen-image using a standard procedure of the VIDAS-software shading-correction function. 2. Images were thresholded. The grey-level histogram is computed and the median is searched.
This median plus a xed value 20 is used as the cut-o value for thresholding. 3. Small particles less then 200 pixels were removed scrap-function from the binary images. The contours of the remaining particles in the binary images were then copied into the original grey-level image. These images were screened manually whereby dirt, overlapping, picnotic or non-intact nuclei were eliminated. Lymphocytes were deselected based on their form, size and uniform staining. The stromal cells in the sections were deselected based on their position in the tissue but could not be removed from the cytospins, resulting in a small percentage of mislabelling. Finally, the selected nuclear images from the di erent elds were copied into another image that was used for the measurements.
Isolated hepatocytes and sections of liver tissue, stained together with the test tissue, served as the densitometric diploid reference. All densitometric and morphological features were measured on the VIDAS-system with the aid of self-written macros while the texture parameters were calculated on a workstation Hewlett Packard 9000 712 with self-programmed software.
3 Methods for parameter extraction 3.1 First order texture parameters From the grey-level histogram, some well known texture parameters are extracted. The nuclei are rst transformed pixel-wise into optical densities, after which the integrated optical density IOD, the mean integrated optical density MeOD and the standard deviation of the integrated optical density SDOD are computed. Since these parameters re ect the statistics of the greylevel histogram, they describe the images rst order statistics. We shall refer to them as the densitometric parameters.
Second order texture parameters
While rst order texture parameters are derived from the statistics of single pixel grey-levels, second order parameters aim at re ecting the statistics of couples of pixels. While the rst are derived from the 1 dimensional image histogram, the latter are computed from the 2 dimensional co-occurrence matrix Haralick et al., 1973. Given a xed distance , the element C i; j of this matrix equals the number of pairs of pixels with respective grey-levels i and j separated by a distance . After normalisation, this element is an estimate of the joint probability that a grey-level i co-occurs with a grey-level j on a distance .
Let us denote a digitised microscopic image of M rows, N columns and g grey-levels by Ix; y. The factor norm is a normalisation term to ensure that P g i;j=1 C i; j = 1 .
Note that by de nition, these elements are rotation invariant and hence all parameters derived from them are rotation invariant. Formulas for 8 common co-occurrence parameters are listed in Table 1 . We shall use C i for the i th parameter derived from matrix C .
Wavelet texture parameter
Some important references to wavelet transforms and their connection to multiresolution or multiscale image analysis are Daubechies, 1992; Mallat, 1989; Mallat and Zhong, 1992 . The technical details of the particular wavelet transform used in this work can be found in appendix A. Here, we will limit ourselves to a qualitative discussion of the wavelet parameters. Figure 1 shows an image of a segmented nucleus. To perform the wavelet transformation on this image, it is convolved with a low pass lter. This operation blurs the image and consequently results in a loss of image-information. Conjugate high pass lters are applied to the image to capture this lost information, which results in 2 detail images, one containing the details along the horizontal direction and the other containing the details along the vertical direction Fig. 1, 2nd col.. This process is repeated on the already low pass ltered image, hereby gradually removing image-information until only the coarse contours of the object remain the low resolutions image; Fig. 1 , bottom left. Finally, the wavelet representation of the original image consists of the low resolution image + detail images, from which the original image can be restored by applying inverse ltering.
Each ltering step is attended by a loss of high-frequency information. Hence, the original image is brought d o wn to a lower resolution scale. The wavelet representation thus is a multiscale or multiresolution representation. Note that the above presented methods for texture parameter computation analyse the image at a single scale, while the wavelet transform allows to obtain texture information at several scales.
As texture parameters, the energies of the low resolution and detail images are used. The energy is de ned as the mean of the squared wavelet coe cients of a detail image.
Morphological parameters
The above described characterise the chromatin-texture. However, complementary clinically relevant information can be obtained by c haracterising the nucleus morphological features. For this purpose, 13 parameters Table 2 have been extracted using the VIDAS 25 image analysis program.
Methods for classi cation and parameter selection
Once an appropriate set of parameters from the microscopic image is computed, the next step is to adopt a suitable classi cation algorithm to asses the parameters' discriminative p o wer. We have employed a K n e arest neighbour classi cation algorithm Knn-classi er.
Knn-classi er
In contrast to e.g. linear discriminant analysis, this classi er does not assume an a priori parametric form of the parameters probability distribution the class conditional probability densities. It is a non-parametric technique, which estimates the local probability density function directly from the available samples.
The estimation of the classi cation performance of a Knn-classi er proceeds as follows. The available data, in this case a set of parameters derived from a collection of cell nuclei together with the label of each n ucleus e.g. malignant benign is subdivided into 2 parts: a training set and a test set. When x i j is the j,th parameter of the i,th nucleus, then all parameters for this nucleus can be noted as a vectorx i 2 R D D being the total number of parameters derived from each n ucleus, which represents a point i n a D-dimensional space the parameter space. The two classes malignant benign then form two clusters of points in this D-dimensional space.
Obviously, the ability t o c haracterise these two classes is dependent o n h o w w ell these two clusters are separated within this space. An illustrative example in 2 dimensions is presented in gure 2.
To classify a vectorx from the test set, one rst seeks the K vectorsx is minimal.x is then assigned that class to which most of its K neighbours belong. A tie is encountered when some of the K vectors indicate one class and as much indicate another. Class assignment is then mostly done arbitrarily. The e ciency of this algorithm is demonstrated as well in theory as in practice; e.g. a 1nn-classi er has been applied to image segmentation Breen, 1994 . The knn-classi er often outperforms other classical statistical techniques or the more recently developed neural networks. Although this statement is sometimes contradicted, it is con rmed in Michie et al., 1994 which describes a large-scale experiment comparing several classi ers on many data-sets.
A detailed description of the Knn-classi er, its variants and statistical properties can e.g. be found in Duda and Hart, 1973; Fukunaga, 1990 . One particularly satisfying property is that the Knn-classi er converges asymptotically to the Bayes classi er. This is the theoretical optimal classi er, i.e. for a given set of parameters no other classi er can outperform it. However, the Bayes classi er can, in practice, never be constructed since it requires exact knowledge of the class conditional probability densities.
The conditions for convergence of the Knn-classi er to the Bayes classi er is that K ! 1 and K=N s ! 0 while N s ! 1 where N s is the number of design samples. In words: K should be taken as high as possible given a xed amount of data samples. The optimal value for K thus depends on N s . H o wever, a straightforward expression for K in function of N s does not exist in general and remains to be experimentally determined. We found K = 9 to be satisfactory for experiments with large N s when classifying nuclei and K = 1 for low N s patient classi cation.
Leave-k-out method
The classi cation performance estimation described above using one training and test set is commonly referred to as the holdout method. A disadvantage of this method is that a part of the available data is not used for training. Evidently, the more samples are available for training, the better the performance of the classi er. This point is crucial in many medical applications, where it is often di cult to nd a representative group of patients which for instance all su er from the same rare tumour.
As a solution, the leave-k-out method is employed here. k samples out of the total data set are taken as a test set, the remaining samples are used for training. Next the k test samples are put back i n to the training set, from which k other points are removed and taken as a test set. This procedure is repeated until exactly each point in the data set has been used in the test set. For k=1 this method is often called the jack-knife method. The performance of the classi er is expressed by the correct classi cation rate CCR which equals the percentage of samples classi ed correctly by the classi er.
Parameter selection
When a class of images is described by s a y D parameters, one should expect that adding another parameter and thus working in an D + 1-dimensional space can only improve the recognition performance. This is not true! If one, above a certain point, keeps on adding parameters, recognition performance of any classi er will deteriorate. This phenomenon is called the curse of dimensionality and can be mathematically explained Fukunaga, 1990 . The basis for this phenomenon is that, given a xed amount samples, increasing the dimensionality of the corresponding parameter space, leads to less points per volume. This deteriorates the estimates of the class conditional probabilities, and consequently, leads to more misclassi cation.
To a void the curse of dimensionality, parameter selection is applied; i.e. given a set of D parameters, nd the d D parameters for which recognition performance is optimal. Note that, in general, it is not true that the combination of the d parameters which perform best individually, is the optimal subset! A good study on parameter selection methods is given in Devijver and Kittler, 1982 . In this work we h a ve adopted the Floating Forward Selection scheme Pudil et al., 1994 , which has recently been found to outperform other selection schemes Jain and Zongker, 1997. This algorithm is initialised by taking the best parameter best" is de ned here as giving the highest CCR. The selection then continues by iterative adding or deleting a parameter in each step to obtain a subset of all available parameter which gives the highest classi cation performance.
The outcome of this algorithm is that for each dimensionality d of the parameter subset, the combination of the best performing d parameters is found. The results can then be analysed in a subset dimensionality, classi cation performance-graph. The maximum in this curve corresponds to the combination of parameters which o verall performed best.
Experimental results
Segmented images of both cytospins and sections were made as described higher. For each segmented nucleus 6 di erent parameter vectors were generated containing:
1. 5 wavelet parameters energies of detail images W 1 ; :::; W 4 and energy of low resolution image W 5 .
2. 24 co-occurrence parameters consisting of 8 parameters from co-occurrence matrices from distances = 1 ; 2; 3.
3. 3 rst order texture parameters densitometric parameters. 4. a combination of all texture parameters sets 1,2 and 3.
5. 13 morphological parameters. 6. a combination of textural and morphological parameters sets 1,2,3 and 5 In this section, these parameter sets will be evaluated according to their recognition performance. In a rst part a nucleus oriented analysis will be performed where we attempt to classify an individual nucleus as benign or malignant. Homogenous groups of nuclei were selected and each n ucleus in that group was given the same label benign or malignant. However, such a labelling procedure is not entirely correct since actually a separate diagnosis for each n ucleus is required. This is practically impossible to perform and consequently leads to a percentage of false labels in the data set. The performed nuclei-based experiments are thus not of medical relevance. However, the experiment will be conducted here, merely to illustrate the classi cation and parameter selection methodology. F or medical relevance, the nucleus-classi cation should only be applied on problems where each n ucleus can be diagnosed with an 100 accuracy e.g. on cervical cytology or sputum specimens.
In the second part, parameters are derived per case. In this retrospective study, the patients' diagnosis is posed and correctly labelled data-sets are thus available, which makes this experiment medically relevant.
Nucleus oriented analysis
As explained above, the segmented nuclei from both cytospins and sections were divided into 2 groups: one containing the benign nuclei, the other containing the malignant n uclei. If a leave-1-out method would be applied, this would falsely assume that a population of nuclei bears no patient-dependent c haracteristics. At the same time nuclei from the same patient w ould be present in the training and test set. This would induce a positive bias in the recognition score, since it would be the patients characteristics that would be recognised and not the property benign malignant. Therefore, a leave-k-out method k 6 = 1 w as applied so that all nuclei from 1 patient are simultaneously used as a test set. We refer to this as the leave-1-patient-out method. A 9nn-classi er was used.
The results of parameter selection are presented in Fig. 3 for the cytospins and Fig. 4 for the sections. These gures depict classi cation performance versus parameter set dimensionality. It is obvious that classi cation performance initially rises with dimensionality. At a certain point the performance saturates and further drops which shows that beyond this point i t i s useless to employ more parameters for a better performance. Detailed results on the maximum of achieved classi cation performance and the corresponding parameter set are presented in Table 3 . From this table it is obvious that the overall best result is not obtained by a single group of parameters but with a carefully chosen combination of several groups. Hence, wavelets, co-occurrence and densitometric parameters are to some extent complimentary in describing the chromatin-texture; the combination of 1 wavelet, 1 co-occurrence, 1 densitometric and 3 morphological parameters yielded the overall best result.
To i n vestigate the use of the co-occurrence parameters derived from matrices with distance 1, experiment 3 has been repeated using only the 8 parameters from C 1 . The maximum achieved CCR was 62.3 which is only slightly less then the maximum CCR for the 24 cooccurrence parameters 64.8. This indicates that the extra information provided by parameters derived from matrices C is minimal for 1 and this con rms the results reported in Pressman, 1976 .
Comparing the results from cytospins to sections, one rst remarks that the latter are overall lower! Again a combination of parameters of di erent groups proved to yield best performance. The highest CCR, which is obtained using a panel of 1 wavelet and 5 co-occurrence parameters is about 8 lower than for the cytospins.
Patient oriented analysis
Although not clinically relevant, the previous experiment showed that best results are obtained 1 from cytospins, and 2 using a selection of parameters from di erent groups. We therefore use the parameters derived from cytospins to categorise entire cell populations derived from a patient. This is done by generating one parameter vector per patient b y computing the medians M, mean deviation MD, high and low w orst values sum of three highest lowest values for one patient -HiWo and LoWo for each parameter. Only co-occurrence from distance = 1 w ere included so that in total, 4x5+8+3+13=116 parameters per patient w ere generated. A leave-1-out method with 1nn-classi er was applied.
Diagnostic classi cation -benign malignant
The confusion matrix for the classi cation of a patient as either benign or malignant is presented in Table 4 . A CCR of 100.0 was achieved using a panel of 1 wavelet, 1 co-occurrence and 2 densitometric parameters LoWoW 1 , HiWoC 1 7 , LoWoIOD, MDMEOD. Note that these are all textural parameters.
Grading classi cation
Determining whether or not cancer is present surely is an important issue. So is determining the grading of the malignant n uclei, which m a y give important clinical information. Grading experiments classify the specimens into 4 classes: benign, grade I, II and III.
The confusion matrix for this problem is presented in Note that 8 parameters were necessary to achieve maximum CCR, while in the benign-malignant case 4 su ced. This indicates that the grading-problem is a more complex one and requires more parameters. As above, there was no confusion between the benign class and the others. From the 3 remaining, grade I was recognised best 80 while the scores for GII and GIII were below 70. Misclassi cation of GII was equally spread over GI and GIII; misclassi cations of GIII were mostly labelled as GII.
6 Discussion and conclusion Texture analysis in biomedical images is a complex task requiring appropriate textural descriptors which re ect the biological properties of the pathological material. In this paper, a method for automated classi cation based on textural rst & second order & wavelet energy parameters and morphological parameters in combination with a Knn-classi er has been presented.
A major advantage of the textural parameters is that their computation does not require global thresholding. Although e orts are made to control image recording completely, minor uctuations in light i n tensities, backscattering and glare, can hardly be avoided. With the presented procedure, only the boundary of the objects should be segmented from background but thresholding of internal pixels is not required. Therefore, parameters are less sensitive to uctuations in image recording conditions. Moreover, several studies revealed that texture analysis is very susceptible to changes of the focus plane G. et al., 1995; Palcic et al., 1993 resulting in de ections in grey-values. This problem often occurs using sections of tissue were one object may be part of di erent focal planes.
Three essentially di erent sets of texture parameters have been employed. First order statistics are deduced from the image grey-levels only histogram, from which the densitometric parameters are derived. Co-occurrence parameters are computed from the images second order statistics; these re ect the coupling of grey-values of pairs of pixels. Wavelet parameters are based on a transformation of the image and re ect the distribution of energy across resolution scales. Texture is thus described in a di erent manner for each of the 3 methods. From the classi cation results it is clear that there is not really a best texture set, but that most is gained by a combination of several texture parameters, which complement each other.
In order to nd this best combination, it becomes impractical to investigate all possible combinations of all possible subsets, since this number rises exponentially with the numb e r o f a vailable parameters as does computer time to evaluate these sets. We therefore resorted to a suboptimal technique: oating forward selection, which proved to be very useful for nding that parameter combination which yielded highest classi cation performance.
Classi cation of parameter vectors is performed by a Knn-classi ers, which i s a v ersatile multivariate statistical technique. It does not make a n y assumption of the vectors' underlying probability densities, but estimates them directly from the available data. More complex classi cation schemes like neural networks could be considered Bishop, 1995 . However, neural networks are dependent o n a n umb e r o f a r c hitectural and learning parameters such as the number of layers and nodes, initialisation of the weights, node activation functions, learning rule and time, ... . Knn-classi ers do not depend on these conditions and therefore provide a robust and e cient means to evaluate and compare di erent parameter sets.
We h a ve found that the results obtained with cytospin-derived parameters outperformed those obtained with sections-derived parameters. The rst were used in a patient-diagnosis experiment in which an accuracy of 100 was achieved, which shows great promise of utilising this method for patient-diagnosis. Classi cation of malignant cells into 3 di erent t ypes grade I-II-III, which yields important clinical information for patient grading, proved to be a more di cult problem 82 correct classi cation on patient-derived populations.
These results are very promising in the eld of chromatin analysis and could be a valuable tool for further developments in this area. For instance, the system could be integrated in a so-called hybrid expert system which combines automated learning methods as the one presented here with empirical rules, derived by pathologists in their day-to-day practice.
A Appendix: Wavelet parameters In this appendix, the technicalities on wavelet parameter computation are elaborated. Section A.1 explains the transformation of the digitised image and A.2 the computation of rotational invariant texture parameters from a wavelet transformed image. The latter has not been published previously.
A.1 The Wavelet representation
The transform employed in this work is based on non-orthogonal redundant discrete wavelet frames introduced by Mallat Mallat and Zhong, 1992 
A.2 Wavelet parameter computation
Since texture parameters should be invariant against the orientation of the digitised sample, rotational invariance is a desired property. We will now discuss the computation of rotation invariant parameters from wavelet transformed images.
Substitution of 2 and 4 in 3 yields the following interesting property: Figure 3: Classi cation performance vs. parameter set dimensionality for the benign-malignant problem using parameters from individual nuclei from cytospins. A leave-1 patient-out method with 9nn-classi er was used. The numbers refer to the experiments described in section 5: 1 wavelet, 2 cooccurrence, 3 rst order, 4 all textural, 5 morphological and 6 tetural + morphological parameters.
Figure 4: Classi cation performance vs. parameter set dimensionality for the benign-malignant problem using parameters from individual nuclei from sections. A leave-1 patient-out method with 9nn-classi er was used. The numbers refer to the experiments described in section 5: 1 wavelet, 2 cooccurrence, 3 rst order, 4 all textural, 5 morphological and 6 tetural + morphological parameters. 
