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Abst rac t - -Th is  paper is concerned with the type of random walks in two dimensions considered by 
Malyshev [1], which describe awide class of two-queue systems. Sufficient conditions are established 
for the random walks to have various rate of convergence r sults including ergodicity, geometric 
ergodicity and sub-geometric ates for a variety of rate functions. 
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1. INTRODUCTION 
This paper is concerned with the type of random walks in two dimensions considered by Maly- 
shev [1], which describes a wide class of two-queue networks. Examples of such networks are 
Jackson networks, buffered ALOHA systems, coupled-processors systems, etc. (see [2-4]). This 
type of random walks has been studied in many articles (e.g., [5-10]). These papers are mainly 
concerned with necessary and sufficient conditions for ergodicity, null recurrence and transience 
of the random walks. We mention here that Kingman [11] has done early pioneering work on 
this subject. In the present paper, we consider the rate of convergence of the random walks when 
they are ergodic. Recently, various interesting results on geometric ergodicity for Markov chains 
have been obtained and applied to network systems by several authors (see, e.g., [12-14]). In 
particular, Spieksma nd Tweedie [14] have established very convenient sufficient conditions for 
geometric ergodicity which are related to our random walks. In fact, we shall observe that The- 
orem 2 on geometric ergodicity easily follows from their results. And, we shall obtain our main 
result, Theorem 3, on subgeometric rates of convergence by modifying the method developed by 
Tweedie [15] and Thorisson [16] for one-dimensional random walk on R~_ = [0, co]. 
In order to define this class of random walks for our convenience, we make use of Baccelli's 
formulation as follows (see [5]). The state space of the random walks is the lattice in the positive 
quarter plane N x N = {x = (x 1, x 2) : x i, i = 1, 2, are nonnegative integers} and has to be 
subdivided into the following nonoverlapping regions: 
Do is the origin {0} x {0}, 
D1 (D2) denotes the open x-axis N* x {0} (or y-axis {0} x N*), 
D3 denotes the open positive quarter lattice: N* x N*, 
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where N* denotes the set of positive integers. There is a sequence of i.i.d., Z x Z-valued ran- 
dom variables {Y~},>I associated with the region Di: the random variable Y~ = (~,  ~1~) is an 
increment to be added at time n + I if the current location is in D~. We restrict he range of the 
random variables Y~ in order to keep the random walk in N x N: 
the random variables yO belong to N × N, 
the random variables Yn 1 (or y2) to {-1,0, 1,.. .  } × N (or N x {-1,0, 1,. . .  }), 
the random variables ]i3 to { -  1, 0, 1,. . .  } x { -  1, 0, 1,.. .  }. 
We assume that these random variables are mutually independent. We now define the random 
walk {Zn = (z~, zn2)} in N x N by 
Z o= 1 2. (z~,z2) E Nisan  (Zo, z 0), where N x independent 
initial random vector variable, (1.1) 
Zn+l = Zn + Wn+l, n=O, 1,2,.. . ,  
where Wn+l is given by 
3 
Wn+l = Z I(Zn E Di)Y/+I • 
i=0 
Here, I (B) denotes the indicator function of a set B. We also assume that the random walk {Zn} 
is irreducible and aperiodic. 
2. THE RATE OF  CONVERGENCE 
First, we give necessary definitions on various rates of convergence for Markov chains. Let 
{Xn} be a temporally homogeneous Markov chain on a countable state space S. We write 
Pn(x,A) = P(Xn e A [ Xo = x), x E S, A c S, (2.1) 
for the n-step transition probabilities of {Xn}. 
We define {Xn} to be ergodic if, for some probability measure H(.), and every x E S, 
[ [Pn(x , - )  - H(.)[[ --* 0, n --* co, (2.2)  
where [[ [[ denotes the total variation of signed measures. Next, we define {Xn} to be geometrically 
ergodic if there exists a p < 1 such that 
P-~HPn(x, ") - n(.)ll 0, n ~ co, (2.3) 
for every x E S. We define subgeometric rates of convergence, which are our main concern in 
this paper as follows. The functions ¢ : l=t~_ -~ R~_ considered below are measurable, locally 
bounded, and ¢(oo) = co (i.e., limt-~oo ¢(t) = co). Let ¢ be defined by 
-- ¢ (8 )  a8. 
Two functions ¢ and 0 are of the same order if 
lim sup ¢(t) O(t) t-~oo ~-~ < co, limsupt_.oo ~ < co' 
This implies that E[¢(Y)] < co if and only if E[8(Y)] < co for any nonnegative random vari- 
able Y. Let A0 be the class of nondecreasing ¢ satisfying ¢ > 2 and {log¢(t)}/t ~0 as t --* co. 
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We denote by A the class of ¢ for which there exists some %b0 E A0 such that ~b and ~0 are of the 
same order. Examples of sequences ¢ E A are 
%b(t) = t ~ (log t) ~ exp('yt~), (2.4) 
for 0 < ~ < 1 and either q, > 0 or 7 = 0 and a > 0. For ~b E A, we call {Xn} ergodic of order ¢ if 
%b(n)[[Pn(x, .) - lq(.)] t --~ 0, n -~ oo, (2.5) 
for every x E S. 
Let ~0 and @0 be the classes of %b introduced by Thorisson (see [16]). We note here that 
any function %b of the form (2.4) can be readily modified into a function of k~0 t3 ~0, and that 
they are of the same order. Let p be a function of the same order as t --+ tmpo(t),  where m 
is a nonnegative integer and P0 E k~0. In this case, we write p(t) -~ tmpo(t).  If we define pj 
recursively by pj = 95j-1, j _> 1, then p is also of the same order as p,~ (see [16, Lemma l(b)]). 
Let Y~ (~,  i a i b i -- ~n), = E(~)  and = E(~7~) for i = 1,2, 3. Throughout the paper, we make 
use of the following assumptions without explicitly mentioning them. Malyshev [1] introduced 
Assumption 2, under which he proved ergodicity of the Markov chain (1.1) in the case of bounded 
jumps (see also [10]). 
ASSUMPTION 1. 
E([YI~[) < oo, for i = 0, 1,2,3. 
ASSUMPTION 2. Suppose that (a3) e + (b3) 2 > 0 and one of the tbllowing conditions hold: 
a 3 >_ O, 5 3 < O, a3b I - b3a 1 < 0, and (a 2,b 2) ~ (0, b2), with b 2 _> 0, (2.6) 
a3<0,  b3>0,  b3a2-a3b2<O,  and (a i ,b l )¢ (a l ,O) ,  witha l>_0,  (2.7) 
a 3<0,  b 3<0,  a3b 1 -b3a  i <0,  and b3a 2 -a3b  2 <0.  (2.8) 
Under the above Assumptions, we obtain the following rates of convergence r sults. We remark 
that sufficient conditions in (2) and (3) are the same kinds as in [14-16]. 
THEOREM. 
(1) {Z~} is ergodic ([9]). 
(2) If, for some A > O, E[exp(A[V~[)] < oo, i = 0, 1, 2, 3, then {Zn} is also geometrically 
ergodic. 
(3) I fE{~([Y~[} < oo, i -- 0, 1,2,3, then {Zn} is also ergodie of  order p. 
3. PROOFS 
We denote by TB the first hitting time on a set B for the Markov chain {X~}, and write Ex 
and Px, respectively, for conditional expectation and conditional probability on X0 = x. We 
recall convenient criteria for subgeometric rate of convergence in the following proposition, which 
is adapted from a more general case to the countable one. 
PROPOSITION 1 [15, Theorem 1 (iii)]. I fB  is a finite subset o rs  and for some ~ E A, Ex[¢0(TB)] 
n < oo for x • B, where %b°(n) = Ej=I ¢(J), and Ey[~(TB)] < O0 for all y, then {X~} is ergodic 
of  order ¢. 
For the inner product between the vectors x and y in N x N, we make use of the notation 
x .y .  The next proposition obtained by Vaninskii and Lazareva [10] is the most important ool 
for our results on the rate of convergence. 
PROPOSITION 2 [10]. Under Assumptions 1 and 2, there exist a finite subset K of  N x N,  a 
vector v = (vi, v 2) with v i > 0 and v 2 > O, and an N*-valued function n(x) of x • N x N such 
that n(x) = ni for x • Di and the inequality 
Ex{v.  (Zn(x) - x)} _< -e  for any x • (N × N) \ K, (3.1) 
holds for some ~ > O. 
31:2-H 
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We make use of an embedded chain {Zn} which will be constructed as in [17, Section 19.1. i] .  
Let s(~) be defined by s(0) = 0 and 
s(~ + 1) = s(~) +n(Zs(,)),  ~ = 0,1,2, . . . .  (3.2) 
Then, by virtue of the strong Markov property, we obtain that 
2 ,  := Zs(,) , n = O, 1, 2 , . . . ,  (3.3) 
is a Markov chain with transition law/5, where 
/5(x, A) = pn(X)(x, a), x e N x N, A C N x N. (3.4) 
We let T A (respectively, TA) denote the first hitting time on a set A for the Markov chain {Zn}, 
(respectively, {7'n }). 
When Z0 = x, we denote by Ux the increment of {Zn} to be added at time 1: 
n(x) 3 
Ux = 21 - x = Zn(x)-  x = Z Z I (Z j -1 • D,)Yj*.. (3.5) 
j= l  i=O 
Then, the inequality (3.1) can be rewritten in the following form. For some e > 0, 
Ex(v.  Ux) < -e,  for any x • (N x N) \ K, (3.6) 
holds. We define the positive integer ¢~ by ¢~ = max{n0, Hi,n2, n3} and the random variable R 
by 
3 
R = Z E I 'l, 
j= l  i=0 
which serves as an upper bound for I Ux]. 
PROOF OF THEOREM. 
(1) See [9] and also [5,10]. 
(2) We make use of the embedded chain {,~n} defined by (3.3). We define the function V(x) 
by V(x) = y • x, where v was introduced in Proposition 2. Since the function V(x) for 
the embedded chain {Zn} satisfies all the conditions of [14, Theorem 2.2 (ii)], {Zn} is 
geometrically ergodic. It is easy to observe that geometric ergodicity of {Zn} follows from 
that of {Zn}, due to n(x) < ¢~ < c~, [15, Theorem 1 (ii) and Theorem 3 (ii)]. | 
Now, we turn to discuss subgeometric rates of convergence of {Z,~}, by making use of the 
approach developed by Tweedie [15] and Thorisson [16]. The next lemma readily follows from 
definition of Ux and Assumption 1. 
LEMMA 1. I re  e ~0 U ~0 and E[tb([Yli[)] < 0% i = 0, 1,2,3, then SuPxEx[~b([Ux[) ] < oo. 
PROOF. Due to [Ux[ < R, we have the inequality E,,[¢([Ux[)] < E[¢(R)]. It follows from [16, 
Lemma 3] that E[¢(R)] < oo. | 
The next lemma is adapted for the random walk (1.1) from [16, Lemma 4] for the one- 
dimensional random walk on R~_. 
LEMMA 2. Suppose that ¢ • ~o U ~o, E{IY~I¢([Y~])) < c~, i = 0, 1, 2, 3, and that there exist 
c > 0 and a finite set fi[ c K such that 
E,,{~p(-~R) } < c~p(v, x), for all large enough x. (3.7) 
Then the inequality (3.7) holds with ¢ replaced by ¢ and fi[ replaced by a finite set -f( D [£. 
Rate of Convergence 107 
PROOF. By [16, Lemma l(e)], we can for each a, E > 0 take b > 0 sufficiently large for 
¢(t + a) < (1 + ¢)¢(t), ¢(t - a) > (1 - ¢)¢(t), t > b. 
Since ¢ is nondecreasing, we have 
~(t + s) < ~(t) + ¢(t + s)s,  t > o, 8 > - t .  
Let g(x) be defined by g(x) = ¢(v .  x) with v introduced in Proposition 2. When Z0 = x and 
v • x > b > a, we obtain 
y u 
< ~ P(x ,x  + u){~(v,  x) + ¢(v .  (x + u))(v, u)} 
u 
= ~(v.  x) + Ex{¢(v • (x + Vx))(v • Vx)} 
_< ¢(v .  x) + Ex{¢(v • (x + Ux))(v • Ux). I (v .  Ux _> -a)} 
< ~(v.  x) + Ex(¢(v-  x + v.  Vx)(~ • U~). X(v. Ux > a)} 
+ ¢(v .  x + a) Ex{(V • Ux). / (0 < v.  U~ < a)} 
+~b(v .x -  a) Ex{(V. Ux). I(-a_< v.  Vx < 0)} 
_< ~(v -x )  -{- ~bd(V. x )Ex{¢d(V • Ux)(V • Ux)" / (  v"  Ux > a)} 
+ (1 + ~)¢(v. x)E~{(v • Vx). I(0 < v.  V~ < a)} 
+ (1 - ~)¢(v. x)Ex{(V • Vx). I ( -a  < v.  Ux < 0)}, 
where Ca(t) is defined by Cd(t) = max{¢(t), d}. We made use of the inequality Cd(t + s) < 
Cd(t) Cd(S) by choosing d > 0 large enough to ensure ~bd E A0 (see [16, Lemma 1 (c) and (d)]). 
Take 6 > 0 and let 6 and e be close enough to 0 and a sufficiently large for 
E~{(1 + e)(v- Vx). I(0 < v.  Ux < a) + (1 - e)(v. Ux). I(-a < v.  Ux < 0)} < -26, (3.8) 
Ex{(V • Ux) Ca(v. Ux)" I (v .  Ux > a)} < 6, (3.9) 
to hold for x E (N × N) \ K, where we used (3.6) for (3.8), and the simple inequality 
Ex{(V • Ux)Cd(v. Ux). I (v .  Ux > a)} _< E{IvlRCa(IvlR ) • I(IvlR > a)}, 
and Lemma i with ¢(t) replaced by tea(t) for (3.9). Hence, we have for some finite set K' D K, 
(3.10) 
where gx(x) = 6¢(v.  x). It then follows from (3.7) that 
Ex{¢(v-  21)} _< ¢(v .  x) - c-16 Ex{¢(~R)}. (3.11) 
The rest of the proof is completely the same as that of [16, Lemma 4]. Hence, it is omitted. | 
PROPOSITION 3. H E{~o(IY1/[)} < 0% i = 0, 1, 2, 3, then there ex/sts a finite set L D K such that 
Ex{qO(?L)} < Cl~(V" x), X E (N × N) \ L, (3.12) 
holds for some Cl > 0, and hence 
Ex{~0(TL) } < C2~0(V • X), X E (N x N) \ L, (3.13) 
holds for some c2 > 0. 
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PROOF. It follows from (3.6) that for some e > 0, 
Pn(X)(x,y) g(y) - g(x) = Ex{v. (Zn(x) - x)} = Ex(v.  Ux) _< -~, 
y 
for any x E (N × N) \ K. Hence, we obtain 
Ex(~K) < g(x) (v. x) 
- - - ,  xE  (NxN) \K ,  
E 
by applying [15, Theorem 3 (i)]. An application of Jensen's inequality ields that 
Ex{~O0('rK)) _< qOo (Ex( ' rK ) ) _<~o(~ -~)  _< ~-l~o0(v •x ) . 
Thus, the Inequality (3.12) holds with ~ = ~o0. It is easy to observe that we can show (3.12) 
with ~ = ~Om by exactly the same method as in [16, Proof of Theorem 5], i.e., by induction using 
Lemma 2. 
Finally, we obtain (3.13) as follows. Due to [17, (19.5)], we have that 
÷N --1 
rK <_ n(2,) <_ 
i=0 
We note that ¢(fit) _< c¢(t) holds for some c > 0 if ¢ E ~0 U ¢0 (see [18, Remark 2]). Applying 
this inequality to ~o E ~0 U ~o, we have 
Ex{V(rK)} < Ex{~(~÷~)} < cEx{V(~K)} < oo. I 
PROOF OF THEOREM (3). Due to Proposition 3, the inequality E{~(IY~I)} < oo implies 
Ex{~3(TL)} < OO for x E (NxN) \L ,  where L D K is  a finite subset o fN  xN.  Hence, in 
view of Proposition 1, it is enough to show Sx{~(Tg) } < O0 for x E L. For x E L M D~, we have 
Ex{~(TL)} < ~b(1) ÷ E P(x 'y )  Ey{~(TL + 1)} 
yEL 
_ ~5(1) + Cl ~ P(x, y) 95(v- y) 
yEL 
= ~(1) + C 1 ~ P(Y~ = y - x) ~(v.  (y - x) + v .  x) 
yEL 
_< qS(1) + ClE{qS(v • Y1 ~ + v .  x)} 
_< ~5(1) + ClE{qS(lv [IYtl + v.  x) v c2} 
< ~(1)+ cd~(v-  x )v  cm} ~,{~(Ivl IY~l) v c2} 
~ i < ~(1) + Cl{~(v- x) v c~.} E{cs~0(lYi I) v c2} < ce, 
for some positive constants Cl, c2 and c3, where as in Proof of Lemma 2 we chose c2 large enough 
to ensure that ~(t) V c2 = max{~5(t), c2} belongs to A0 (see [16, Lemma 1 (c)]) and used again 
the inequality ¢(t + s) < ¢(t)~p(s) for ¢ e Ao (see [16, Lemma 1 (d)]). I 
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