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Abstract
The aim of this paper is to establish the existence of weak solutions to a steady state two-
dimensional irrotational compressible flow around a thin profile. This flow is described by the small
disturbance equations. If the speed of sound exceeds the fluid one, the governing equations remain
elliptic. But when the fluid speed is beyond the sound one, the flow becomes locally hyperbolic and
shock waves arise. For a modified elliptic model, using convexity arguments, we prove the existence
of a solution which is the solution to the first model when the flow remains subsonic.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The transonic flows of perfect compressible fluids pose fundamental problems. Indeed,
only partial results concerning the existence and uniqueness of solutions are proved. In
[1,11], the authors give a functional method to solve the equations governing the speed
field of subsonic flows. They used an iterative algorithm and proved in [1] that if the flow
* Corresponding author.
E-mail addresses: mohamed.amara@univ-pau.fr (M. Amara), amira.obeid@univ-pau.fr (A. Obeid),guy.vallet@univ-pau.fr (G. Vallet).
0022-247X/$ – see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2005.02.033
642 M. Amara et al. / J. Math. Anal. Appl. 310 (2005) 641–656is strictly subsonic, the problem has a unique solution. The proof is based on a fixed point
theorem. But if the flow is transonic, this theorem does not work any more. A different
technique is given in [4] by Gittel. The author uses the concept of compactness by com-
pensation (see [9]) and looks for a solution satisfying certain constraint (see [10] for this
notion).
The type of flow is variable, i.e. whether the flow is subsonic, sonic or supersonic, the
corresponding equation is elliptic, parabolic or hyperbolic, respectively. The difficulties
of the problem come from the nonlinearity of the equations and the change of the flow
type. The position of the type change (sonic line) is unknown a priori. The presence of
jump lines (shock waves), whose positions are also unknown, increases the precedent dif-
ficulties. Many problems are represented by this model, in particular, airflow around a thin
aerodynamic profile or gas flows in a channel.
Since forty years, many numerical and mathematical researches have been done in this
field. From theoretical point of view, there are not complete results to ensure the existence
or uniqueness of solutions. Currently, only methods based on conjectures are performed
[4,7,8]. But from numerical point of view, many simulations are realized, the results ob-
tained are in accordance with the experimentation, in particular the existence of shock
waves (see, for example, [2,5,6]).
In the present paper we consider a two-dimensional irrotational compressible flow
around a thin profile placed in an infinite atmosphere. This flow is assumed to be uni-
form at infinity and it will be considered as a perturbation of this flow at infinity. After an
asymptotical analysis, one can restrict the study domain, by truncation, to a bounded do-
main Ω = ]−Rx,Rx[× ]0,Ry[. The lengths Rx and Ry are chosen large enough to display
the boundary conditions at infinity on the truncated boundary. If one denotes by (u, v) the
vector valued function which describes the velocity of the flow, the corresponding subsonic
small disturbance model is given by

∂xg(u) + ∂yv = 0 in Ω,
∂xv − ∂yu = 0 in Ω,
v = √M∞ z′(x) on Γp,
u = 0 on Γ2,
v = 0 on Γ0 ∪ Γ1,
(1)
where

Γp =
]− 12 , 12 [× {0},
Γ2 = {−Rx} × ]0,Ry[ ∪ {Rx} × ]0,Ry[,
Γ0 =
]−Rx,− 12 [× {0} ∪ ] 12 ,Rx[× {0},
Γ1 = ]−Rx,Rx[ × {Ry},
and where the function g is defined on R by
g(t) =
{
γ+1
2 (ucr − t)2 + γ+12 u2cr if t  ucr,
γ+1
2 u
2
cr if t  ucr.
M∞ ∈ ]0,1[ is the Mach number at infinity and z = z(x) describes the equation of the nor-
malized profile. The constants γ and ucr are positive (γ = 1.4 for the air and ucr represents
the critical speed).
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f (t) = −γ + 1
2
(ucr − t)2 + γ + 12 u
2
cr,
we obtain the small disturbance model which describes a two-dimensional irrotational in-
compressible flow around a thin profile. If the flow remains subsonic (i.e. u  ucr), then
g(u) = f (u) a.e. in Ω and then system (1) represent the small disturbance model.
Our aim is to prove the existence and the uniqueness of a solution to problem (1). For
this purpose, we formulate this problem as a minimization of an associated total energy in
an appropriate reflexive space. We show that the “energy” functional is coercive on the set
of subsonic flows and that this associated solution is unique. But globally, the functional is
not coercive. The difficulty of the problem is related to the lack of this property. Introducing
perturbed problems of the total energy, existence of a unique couple (g(u∗), v∗) for the dual
problem with respect to the given perturbations, is proved. Next, by means of a minimizing
sequence, existence of a BV function ϕ defining the solution of the problem is established.
Notice that this function is linked to (u∗, v∗) by ∂xϕ = u∗ + ρ and ∂yϕ = v∗, where ρ is
a nonnegative bounded Radon measure. As a consequence, the solution ϕ is not unique
unless ρ vanishes.
The paper is organized as follows. After a presentation of the mathematical model, we
give the notations and the functional spaces needed in the sequel. Therefore, we reduce
the problem to the minimization of a suitable “energy” functional F and we study its
coerciveness property. Using the concept of perturbed problems (see [3], for example), we
give a duality approach and prove the existence of a weak solution. At last, we give some
comments about the uniqueness.
2. Mathematical model
The aim of this paragraph is to present the modelling of a steady state two-dimensional
irrotational compressible flow around a thin profile, characterized by a small dimensionless
parameter δ, the thickness of the profile. The unknown is the velocity of the flow. For
simplicity, the considered flow is supposed to be symmetric with respect to the axis (o, x)
and the study is taken in the higher half-space y  0.
The equation of the half-profile is given by{
y = δz(x) for |x| 12 ,
z
( 1
2
)= z(− 12)= 0 and 0 z 1.
The flow around the profile is considered as a perturbation of the one at infinity, which is
uniform. An asymptotical analysis of the flow allows the truncature of the infinite domain.
Thus, we restrict the study to a finite domain Ω = ]−Rx,Rx[ × ]0,Ry[. The conditions
on the truncature boundary are induced by those at infinity. Rx and Ry are chosen large
enough in order to display the boundary conditions at infinity on the truncated boundary
and δ is assumed to be small.
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
q = (u, v): the flow speed,
q∞ = (1,0): the flow speed at infinity,
ρ(|q|2) = [1 + γ−12 M2∞(1 − |q|2)] 1γ−1 : the fluid density,
n: the unit outward normal on ∂Ω.
The motion is governed by the following system of equations:

mass conservation: ∂xρ(|q|2)u + ∂yρ(|q|2)v = 0 in Ω,
irrotationality: ∂xv − ∂yu = 0 in Ω,
profile condition: q.n = 0 on Γp,
flow symmetry: q.n = 0 on Γ0,
fluid speed at infinity: q ∼= q∞ on Γ1 and Γ2.
If the decomposition q = q∞ + Q is considered where Q = (U,V ) is a perturbation of q,
and if Q is mainly horizontal (one neglects U2, V 2 and UV ), one gets
∂x
[(
1 − M2∞
M2∞
− γ + 1
2
U
)
U
]
+ ∂y
(
1
M2∞
V
)
= 0.
Therefore, denoting by y = 1
δ1/3
√
M∞
y˜, U = δ2/3
M∞ u˜ and V = δ√M∞ v˜, one has{
∂x
[( 1−M2∞
δ2/3M∞
− γ+12 u˜
)
u˜
]+ ∂y˜ v˜ = 0,
∂x v˜ − ∂y˜ u˜ = 0.
Concerning the boundary conditions, it is assumed that (u˜, v˜) ∼= (0,0) on Γ1 and Γ2, and
if one neglects the term δ2/3√
M∞
u˜z′, we obtain
v˜ = 0 on Γ0 and v˜ =
√
M∞ z′ on Γp.
Thus we get the small disturbance model:

∂x
[(
K − γ+12 u˜
)
u˜
]+ ∂y˜ v˜ = 0 in Ω,
∂xv˜ − ∂y˜ u˜ = 0 in Ω,
(u˜, v˜) ∼= (0,0) on Γ1 ∪ Γ2,
v˜ = √M∞ z′(x) on Γp,
v˜ = 0 on Γ0,
(2)
where the transonic flow parameter K and the critical speed ucr are given by
K = 1 − M
2∞
δ2/3M∞
and ucr = K
γ + 1 .
Moreover, we assume that Ry is large enough such that
γ + 1
2
u2crRy >
√
M∞. (3)
Remark that whether u˜ < ucr, u˜ = ucr or u˜ > ucr, the system (2) is elliptic, parabolic or
hyperbolic, respectively.
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f (t) =
(
K − γ + 1
2
t
)
t = −γ + 1
2
(ucr − t)2 + γ + 12 u
2
cr
and
g(t) =
{
f (t) if t  ucr,
f (ucr) if t  ucr.
In the sequel, we consider, instead of (2), the following system:{
∂xg(u˜) + ∂y˜ v˜ = 0 in Ω,
∂xv˜ − ∂y˜ u˜ = 0 in Ω, (4)
with the associated boundary conditions

v˜ = √M∞ z′(x) on Γp,
g(u˜) = 0 on Γ2,
v˜ = 0 on Γ0 ∪ Γ1.
(5)
Note that the systems (2) and (4)–(5) are equivalent if u˜  ucr, i.e. when the problem
remains elliptic or parabolic.
3. Notations
We decide, in the sequel, to note u, v and y instead of u˜, v˜ and y˜. Let us recall that
Ω = ]−Rx,Rx[ × ]0,Ry[ and, in order to state some mathematical properties, let us note:
• V = {ξ ∈ W 1,2(Ω); ∂xξ ∈ L3(Ω)}, V 0 = {ξ ∈ V ;
∫
Ω
ξ dx dy = 0},
• W = {ξ ∈ W 1,1(Ω); ∂yξ ∈ L2(Ω)}, W 0 = {ξ ∈ W ;
∫
Ω
ξ dx dy = 0},
• H = L3(Ω) × L2(Ω),
where Wm,p(Ω) denote the classical Sobolev spaces.
These sets are Banach spaces with their natural norms, respectively defined by
‖ξ‖V = ‖ξ‖L2(Ω) + ‖∂xξ‖L3(Ω) + ‖∂yξ‖L2(Ω),
‖ξ‖W = ‖ξ‖L1(Ω) + ‖∂xξ‖L1(Ω) + ‖∂yξ‖L2(Ω),∥∥(p, q)∥∥
H
= ‖p‖L3(Ω) + ‖q‖L2(Ω).
The seminorms associated to V and W are respectively given by
|ξ |V = ‖∂xξ‖L3(Ω) + ‖∂yξ‖L2(Ω),
|ξ |W = ‖∂xξ‖L1(Ω) + ‖∂yξ‖L2(Ω).
We denote by BV the space of bounded variation functions. We consider also the given
function z in W 1,∞0 (]− 12 , 12 [) and we recall that it verifies 0 z 1.
For any measurable function ξ , we define
ξ+ = max(ξ,0) and ξ− = −min(ξ,0).
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 c1 = ‖z
′‖
L2(− 12 , 12 ), c2 =
√
M∞ ucr + M∞Ryc
2
1
2 ,
c3 = √M∞ ucr + (γ + 1)u3cr(RxRy) + M∞Ryc21.
4. Some properties of the functional spaces
Let us give now some properties.
Proposition 1.
(1) D(Ω¯) is dense in V .
(2) The trace mapping γ0 defined on D(Ω¯) by γ0ξ = ξ |∂Ω can be extended to a linear
and continuous mapping, still denoted by γ0, from V into L2(∂Ω).
(3) M = γ0(V ) is a Banach space with respect to the norm
‖µ‖M def= inf
γ0ξ=µ
‖ξ‖V
and the mapping γ0 from V into M is linear, continuous and for every ξ ∈D(Ω¯), one
has γ0(ξ) = ξ |∂Ω .
(4) There exists a continuous mapping R0 defined from M into V such that, for every µ
in M ,
(γ0 ◦ R0)µ = µ.
(5) For any ζ in M ′ the dual space of M ,
‖ζ‖M ′ = sup
{ξ∈V, ξ 
=0}
〈ζ, γ0ξ 〉∂Ω
‖ξ‖V .
(6) For any µ in L2(∂Ω), one can identify µ as an element of M ′ and∫
∂Ω
µξ dσ = 〈µ,ξ 〉M ′,M
for any ξ in V .
(7) (Poincaré–Wirtinger’s inequality.) For any q in [1,2[, there exists a positive constant
c0 = c(Ω,q), such that ∀ξ ∈ W 0,
‖ξ‖Lq(Ω)  c0
(‖∂xξ‖L1(Ω) + ‖∂yξ‖L2(Ω)).
Hence, W 0 can be endowed equivalently by the norm
|.|W = ‖∂x.‖L1(Ω) + ‖∂y.‖L2(Ω).
Proof. Most of the proof arguments are usual by using cut-off, regularization and density.
qThe last part is proved by contradiction since W is compactly imbedded in L (Ω). 
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Let us give some properties of the divergence operator. In order to, one defines the
following space:
L = {u = (u1, u2) ∈ L3/2(Ω) × L2(Ω); div u ∈ L2(Ω)},
which is a Banach space for the norm
‖u‖L = ‖u1‖L3/2(Ω) + ‖u2‖L2(Ω) + ‖div u‖L2(Ω).
By adapting the usual proofs, based on the Hahn–Banach theorem and the density ofD(Ω)
in V0 = {S ∈ V ; S = 0 on ∂Ω}, one has that
Theorem 3. (D(Ω¯))2 is dense in L.
Therefore, one gets the following Green formula:
Theorem 4. Denoting by n the unit outer normal to ∂Ω , the mapping γn : u → u.n, de-
fined on (D(Ω¯))2, can be extended by continuity to a linear and continuous mapping, still
denoted by γn, from L to M ′. Moreover, one has∫
Ω
ξ div udx dy +
∫
Ω
u∇ξ dx dy = 〈u.n, ξ 〉M ′,M, ∀ξ ∈ V, ∀u ∈ L.
5. Weak formulation of the boundary value problem
Thanks to the irrotationality, one can look for (u, v) = ∇ϕ, where ϕ is a solution in V
to: for any ξ in V ,∫
Ω
g(∂xϕ)∂xξ dx dy +
∫
Ω
∂yϕ∂yξ dx dy +
∫
Γp
√
M∞ z′ξ dσ = 0. (6)
In order to solve the above problem, let us note G be the primitive of g defined by
G(t) =
{
γ+1
6 (ucr − t)3 − γ+12 u2cr(ucr − t) + γ+13 u3cr if t  ucr,
− γ+12 u2cr(ucr − t) + γ+13 u3cr if t  ucr,
and let us consider F , the functional defined on V by
F(ξ) =
∫
Ω
(
G(∂xξ) + 12 (∂yξ)
2
)
dx dy + b(ξ),
where
b(ξ) =
∫ √
M∞ z′ξ dσ.
Γp
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〈
F ′(ϕ), ξ
〉= ∫
Ω
g(∂xϕ)∂xξ dx dy +
∫
Ω
∂yϕ∂yξ dx dy + b(ξ),
problem (6) can be written in the form:
∃ϕ ∈ V, F (ϕ) F(ξ) ∀ξ ∈ V. (7)
Note that the interpretation of this weak formulation gives first, in the sense of distributions,
∂xg(∂xϕ) + ∂y(∂yϕ) = 0.
Therefore, using the Green’s formula, one gets for any ξ in D(Ω¯),
〈u.n, ξ 〉M ′,M −
√
M∞
∫
∂Ω
Z′(x)
(
1 − y
Ry
)
nyξ dσ = 0,
where Z denotes the extension by zero of z on ]−Rx,Rx[.
Then, one has that
u.n −√M∞ Z′(x)
(
1 − y
Ry
)
ny = 0 in M ′.
6. Some properties of functional F
Thanks to some algebraic manipulations, to the following lemma:
Lemma 5. For any s, t in R, we have
(i) G(s) − G(t) − (s − t)G′(t)
= γ + 1
6
[
(ucr − s)+ − (ucr − t)+
]2[
(ucr − s)+ + 2(ucr − t)+
]
+ γ + 1
2
[
(ucr − t)+
]2[
(ucr − s)− − (ucr − t)−
]
,
(ii) G(s) − G(t) − (s − t)G′(t) = (s − t)
2
2
G′′(ξ) 0 with ξ in ]s, t[,
(iii) G(s) − G(t) γ + 1
6
[|s − t |3 + 3|s − t |2(ucr − t)+]
+ 3γ + 1
6
|s − t |[(ucr − t)+]2 + γ + 12 u2cr(s − t).
and to Beppo–Lévi’s theorem, one gets
Proposition 6. The convex functional F is(i) continuous on V ,
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F ′(ξ), η
〉= ∫
Ω
g(∂xξ)∂xη dx dy +
∫
Ω
∂yξ∂yη dx dy + b(η).
(iii) For any ξ in V , one has
b(ξ)
√
M∞
Ry
∫
Ω0
z(ucr − ∂xξ) dx dy − 12‖∂yξ‖
2
0,2,Ω0 − c2,
F (ξ) γ + 1
12
∥∥(ucr − ∂xξ)+∥∥3L3(Ω) + 14‖∂yξ‖2L2(Ω) − c3.
And, under hypothesis (3) of thin profile,(
γ + 1
2
u2cr −
√
M∞
Ry
)
‖∂xξ‖L1(Ω) +
1
4
‖∂yξ‖2L2(Ω)
 c3 + F(ξ) + (γ + 1)u2cr
∥∥(ucr − ∂xξ)+∥∥L1(Ω).
Remark 7. Since F vanishes on the set of constant functions on Ω , one can consider the
minimization problem (7) in V 0 in order to expect the uniqueness of the solution.
Remark 8. A consequence of the above proposition is that infξ∈V F (ξ) is finite; and that F
is coercive in the subsonic case, with respect to the topology of V , but not globally on V
as the following example shows: we consider
ξn(x, y) =


−ucr if x − 1n ,
nxucr if − 1n  x  1n ,
ucr if x  1n ,
then, F(ξn) remain bounded but ‖ξn‖V tends to infinity.
Nevertheless, in the context of subsonic flows, the problem is posed in the closed convex
set
X = {ξ ∈ V 0; ∂xξ  ucr a.e. in Ω},
and one has
Theorem 9. There exists a unique minimizer ϕ of F in X.
Proof. The existence of a minimizer comes from the coercivity of F in X. For the unique-
ness, if one considers two solutions ϕ and ψ in X, the Gâteaux-derivability of F leads
to
γ + 1
2
∫
Ω
(∂xψ − ∂xϕ)2(ucr − ∂xϕ + ucr − ∂xψ)dx dy
+
∫
(∂yψ − ∂yϕ)2 dx dy = 0,
Ω
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Remark 10. If the solution ϕ belongs to X and if there exists a constant δ > 0 such that
∂xϕ  ucr − δ a.e. in Ω,
then ϕ is a solution to{
∂xg(∂xϕ) + ∂y(∂yϕ) = 0 in Ω,
g(∂xϕ)nx + ∂yϕny = √M∞ Z′(x)
(
1 − y
Ry
)
ny in H−1/2(∂Ω),
where n = (nx, ny) is the unit outer normal to ∂Ω .
One proves this by noting that for any ψ in D(Ω), there exists ε > 0 such that ϕ ± εψ
belongs to X.
7. The dual problem
Following I. Ekeland and R. Temam in [3], a way to overcome the lack of coerciveness
of F is to consider a dual problem. In order to, let us introduce some notations:
(i) I , defined from H into R by
I (q) =
∫
Ω
G(q1) dx dy + 12
∫
Ω
q22 dx dy ∀q = (q1, q2) ∈ H.
Therefore, one may decompose F as follows:
F(ξ) = I (∇ξ) + b(ξ) ∀ξ ∈ V.
(ii) φ, defined from V ×H into R¯ by
φ(ξ,q) = I (∇ξ + q) + b(ξ).
Thus, φ(ξ,0) = F(ξ).
(iii) J , defined for every q = (q1, q2) in H by
J (q) = inf
ξ∈V φ(ξ,q). (8)
Remark that, if one defines
L= inf
ξ∈V F (ξ) = infξ∈V 0 F(ξ),
then J (0) = L.
Problem (8) represents a perturbation of problem (7). In order to set the associated dual
problem, one proposes the following conjugate function of φ:
(iv) φ∗, the conjugate function of φ, based on the duality between V ×H and L×H′ and
defined for any p in L and any u in H′ by
φ∗(p,u) = sup
[〈p, ξ 〉L,V + 〈u,q〉H′,H − φ(ξ,q)].ξ∈V,q∈H
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φ∗(0,U) = sup
u∈H′
[−φ∗(0,u)]= − inf
u∈H′
[
φ∗(0,u)
]
. (9)
Theorem 11. There exists (u∗, v∗) in L3(Ω) × L2(Ω), such that
(i) ∀ξ ∈ V ,∫
Ω
g(u∗)∂xξ dx dy +
∫
Ω
v∗∂yξ dx dy + b(ξ) = 0.
(ii) For U = (g(u∗), v∗),
U.n =√M∞ Z′(x)
(
1 − y
Ry
)
ny in H−1/2(∂Ω).
(iii) u∗  ucr a.e. in Ω.
(iv) L=
∫
Ω
(
G(u∗) − u∗g(u∗) − 12v
2∗
)
dx dy.
Proof. (1) Thanks to [3, Theorem 4.1, p. 58] problem (7) is stable, i.e.
inf
ξ∈V F (ξ) = supu∈H′
[−φ∗(0,u)],
and (9) has at least one solution U in H′. Therefore, one has
L= −φ∗(0,U) = inf
ξ∈V,q∈H
[
φ(ξ,q) − 〈U,q〉H′,H
]
and one gets
L inf
q∈H
[
J (q) − 〈U,q〉H′,H
]
.
In particular, for any ξ in V, one has
L J (∇ξ) − 〈U,∇ξ 〉H′,H.
Moreover,
J (∇ξ) = inf
ζ∈V
[∫
Ω
G
(
∂x(ξ + ζ )
)
dx dy + 1
2
∫
Ω
(
∂y(ξ + ζ )
)2
dx dy + b(ζ + ξ)
]
− b(ξ)
= L− b(ξ),
and, since V is a linear space,
〈U,∇ξ〉H′,H + b(ξ) = 0. (10)
Therefore, div U = 0 a.e. in Ω.
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φ∗(0,U) = sup
ξ∈V,q∈H
[〈U,q〉H′,H − I (∇ξ + q)− b(ξ)],
one can write
φ∗(0,U) = sup
ξ∈V,p∈H
[〈U,p − ∇ξ 〉H′,H − I (p)− b(ξ)]
= sup
ξ∈V,p∈H
[〈U,p〉H′,H − 〈U,∇ξ〉H′,H − I (p) − b(ξ)].
Thus, if one sets p = (p1,p2) and U = (U1,U2), equality (10) leads to
φ∗(0,U) = sup
p∈H
[〈U,p〉H′,H − I (p)]
= sup
p1∈L3(Ω)
p2∈L2(Ω)
[∫
Ω
(U1p1 + U2p2) dx dy −
∫
Ω
G(p1) dx dy − 12
∫
Ω
p22 dx dy
]
= sup
p1∈L3(Ω)
[∫
Ω
(
U1p1 − G(p1)
)
dx dy
]
+ sup
p2∈L2(Ω)
[∫
Ω
(
U2p2 − 12p
2
2
)
dx dy
]
.
Therefore, by using [3, Proposition IV.1.2], one has U1  γ+12 u2cr and
φ∗(0,U) =
∫
Ω
U1
(
ucr −
√
u2cr −
2
γ + 1U1
)
dx dy
−
∫
Ω
[
G
(
ucr −
√
u2cr −
2
γ + 1U1
)
− 1
2
U22
]
dx dy.
Thus, if one defines u∗ = ucr −
√
u2cr − 2γ+1U1 and v∗ = U2, one gets u∗  ucr and
L=
∫
Ω
(
G(u∗) − u∗g(u∗) − 12v
2∗
)
dx dy.
(3) Thanks to the Green formula, equality (10) leads to point (ii). 
Let us give now the existence theorem, which extends the result already obtained in the
previous one.
Theorem 12. Assume that hypothesis (3) is satisfied, then there exist a function ϕ in BV
and a nonnegative bounded Radon measure ρ such that
∂xϕ = u∗ + ρ, ∂yϕ = v∗ and
∫
Ω
ϕ dx dy = 0,where (u∗, v∗) is defined in Theorem 11.
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Ω
(G(u∗) − u∗g(u∗) − 12v2∗) dx dy and that L = infξ∈V 0 F(ξ).
Then, there exists a sequence (ξn)n in V 0 such that, for any n 1,
L F(ξn) < L+ 1
n
. (11)
Using the fact that for any ξ in V , b(ξ) = − ∫
Ω
(g(u∗)∂xξ + v∗∂yξ) dx dy, one deduces
that
F(ξn) −L=
∫
Ω
(
G(∂xξn) − G(u∗) − (∂xξn − u∗)g(u∗)
)
dx dy
+ 1
2
∫
Ω
(∂yξn − v∗)2 dx dy.
Therefore, combining this equality with (11), one gets∫
Ω
(
G(∂xξn) − G(u∗) − (∂xξn − u∗)g(u∗)
)
dx dy + 1
2
∫
Ω
(∂yξn − v∗)2 dx dy < 1
n
.
Thus according to Lemma 5, one has

0 γ+16
∫
Ω
[(ucr − ∂xξn)+ − (ucr − u∗)]2(ucr − ∂xξn)+ dx dy
+ γ+13
∫
Ω
[(ucr − ∂xξn)+ − (ucr − u∗)r]2(ucr − u∗) dx dy < 1n ,
γ+1
2
∫
Ω
(ucr − u∗)2(ucr − ∂xξn)− dx dy < 1n and∫
Ω
(∂yξn − v∗)2 dx dy < 1n ,
and one deduces that

limn→∞
∫
Ω
|(ucr − ∂xξn)+ − (ucr − u∗)|3 dx dy = 0,
limn→∞
∫
Ω
(ucr − u∗)2(ucr − ∂xξn)− dx dy = 0,
limn→∞
∫
Ω
(∂yξn − v∗)2 dx dy = 0.
Therefore, (ucr − ∂xξn)+ converges to (ucr − u∗) in L3(Ω) and ∂yξn converges to v∗
in L2(Ω).
Moreover, using Proposition 6(iii), (∂xξn) is a bounded sequence in L1(Ω) and the
Poincaré–Wirtinger’s inequality implies that (ξn) is a bounded sequence in W 1,1(Ω).
Therefore, a subsequence, still denoted by ξn, can be extracted and there exists a func-
tion ϕ in L2(Ω) ∩ BV(Ω) such that, as n goes to ∞, ξn converges weakly to ϕ in L2(Ω),
ξn converges to ϕ in Lq(Ω) for any q in [1,2[, v∗ = ∂yϕ a.e. in Ω , and
|Dϕ|(Ω) lim inf
n→+∞
(‖∂xξn‖L1(Ω) + ‖∂yξn‖L1(Ω))< ∞.
Note that, for any nonnegative µ in D(Ω), one has
〈∂xϕ − u∗,µ〉D′(Ω),D(Ω)
= 〈∂xϕ − ∂xξn,µ〉D′(Ω),D(Ω) + 〈∂xξn − u∗,µ〉D′(Ω),D(Ω)
654 M. Amara et al. / J. Math. Anal. Appl. 310 (2005) 641–656= −
∫
Ω
(ϕ − ξn)∂xµdx dy +
∫
Ω
(ucr − ∂xξn)−µdx dy
+ 〈ucr − u∗ − (ucr − ∂xξn)+,µ〉D′(Ω),D(Ω)
−
∫
Ω
(ϕ − ξn)∂xµdx dy +
〈
ucr − u∗ − (ucr − ∂xξn)+,µ
〉
D′(Ω),D(Ω).
Hence, by passing to the limit when n goes to infinity, one gets 〈∂xϕ − u∗,µ〉D′(Ω),D(Ω)
 0.
Thus, ∂xϕ  u∗ in the sense of distributions. So, ∂xϕ = u∗+ρ, where ρ is a nonnegative
distribution. Since ϕ is in BV , ρ is a bounded nonnegative Radon measure defined by
∀µ ∈ C+c (Ω), ρ(µ) = limn→∞
∫
Ω
(ucr − ∂xξn)−µdx dy. 
Let us note Ω∗ the elliptic subset of Ω ,
Ω∗ =
{
(x, y) ∈ Ω; u∗(x, y) < ucr
}
.
Proposition 13. Under the notations of the previous theorem, one has ρ(Ω∗) = 0.
Proof. Consider, for any m 1, the sets
Ωm∗ =
{
(x, y) ∈ Ω; u∗(x, y) ucr − 1
m
}
,
and note that it is sufficient to prove that ρ(Ωm∗ ) = 0.
In order to do that, just remark that
0 = lim
n→+∞
∫
Ω
(ucr − u∗)2(ucr − ∂xξn)− dx dy
 lim inf
n→+∞
∫
Ωm∗
(ucr − u∗)2(ucr − ∂xξn)− dx dy
 1
m2
lim inf
n→+∞
∫
Ωm∗
(ucr − ∂xξn)− dx dy  1
m2
ρ
(
Ωm∗
)
 0. 
The last result concerns the uniqueness of the solution.
Proposition 14. The couple (u∗, v∗) defined by Theorem 11 is unique.
Proof. Let (u∗, v∗) and (u˜∗, v˜∗) two solutions and let (ϕn) and (ψn) two associated mini-
mizing sequences in V 0 of F . Obviously, one has
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n→∞
∫
Ω
(ucr − u∗)2(ucr − ∂xϕn)− dΩ = 0,
lim
n→∞
∫
Ω
(ucr − u˜∗)2(ucr − ∂xψn)− dΩ = 0.
Moreover, Theorem 11(i) leads to∫
Ω
(
g(u∗) − g(u˜∗)
)
∂x(ϕn − ψn)dx dy +
∫
Ω
(v∗ − v˜∗)∂y(ϕn − ψn)dx dy = 0.
Thanks to some algebraic manipulations, one obtains, when n tends to ∞,
γ + 1
2
∫
Ω
(u∗ − u˜∗)2(ucr − u∗ + ucr − u˜∗) dx dy +
∫
Ω
(v∗ − v˜∗)2 dx dy  0.
Thus u∗ = u˜∗ and v∗ = v˜∗ a.e. in Ω . 
Remark 15.
• If ∂xϕ < ucr a.e. in Ω then u∗ = ∂xϕ a.e. in Ω , ρ = 0 and ϕ is the unique solution
of (7).
• If u∗ < ucr a.e. in Ω then ∂xϕ = u∗ a.e. in Ω , ρ = 0 and ϕ is the unique solution of (7).
• If ϕ and ψ are two solutions of (7), then there exists f in BV(]−Rx,Rx[) such that∫ Rx
−Rx f (x) dx = 0 and
ϕ(x, y) = ψ(x, y) + f (x) for almost every (x, y) of Ω.
8. Conclusion and perspectives
We have presented a mathematical model for subsonic air flow around a thin profile,
in terms of a nonlinear degenerated elliptic equation. In order to solve this problem, a
variational problem associated with an integral functional has been chosen.
We have proved the existence of a unique solution under the constraint that the flow
speed remains strictly subsonic, i.e. it is majorated by the critical speed. We prove also
the existence of a relaxed solution in the general unconstrained case; this solution is called
relaxed since the variational problem is not coercive in our initial reflexive B-space. More-
over, as the problem is a degenerated one, we have only proved:
• in the general case, the existence of the flow speed and its uniqueness in the vertical
direction,
• in the particular subsonic case, the complete uniqueness.
In the general case, bounded Radon measures appear in the sub-critical part of the hor-
izontal speed, i.e. ∂xϕ.Questions remain on:
656 M. Amara et al. / J. Math. Anal. Appl. 310 (2005) 641–656• the qualitative control of this Radon measure in order to prove the uniqueness of the
solution,
• the dependence of this solution on the parameters δ and M∞ and more precisely the
continuous dependence of Ω∗ on these parameters.
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